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Abstract
Quality control of modern materials is of the utmost importance in science and
industry. Methods for nondestructive evaluation of material properties and the presence
of defects are numerous. They differ in terms of their sensitivity and applicability
in various conditions, and they provide different kinds of data such as the speed of
sound in the material, its hardness, radiation absorption, etc. Based on measured
characteristics an analyst makes a decision on the material studied.
This work addresses a class of methods known as active thermographic analysis.
Thermography analyzes the temperature of the surface of the sample under different
external conditions. By keeping track of temperature changes at the surface caused
by a deposition of heat on the sample one can determine its material properties such
as the thickness of the material layers, thermal parameters of the material and the
location of internal defects (e.g., detachments, hollows, inclusions).
The first part of this research investigates a method for analysis of layered composite
materials using the approach based on interference of so called temperature waves. As
demonstrated using the expressions derived, one can determine the thermal properties
of the layers of the sample by applying a harmonically modulated heat flux to the
surfaces and measuring the phase of the periodically changing surface temperature.
This approach can be of use in the field of designing and analysis of composite thermal
insulation coatings.
In the second part of this work a method of analyzing objects of fine art was
investigated, particularly – detection of subsurface defects. In the process of preserving
art it is of primary importance to determine whether restoration is necessary. Moreover,
this analysis should be done on a regular basis to prevent defects from increasing
in size over time. Conventional methods, such as infrared photography and X-ray
radiography may not be suitable for this application, because most of detachments
are too deep for infrared to reach them, and too thin for providing enough contrast
on X-ray images. This highlights the need for the development of methods to detect
the structure of art pieces and any hidden defects present.
v
Thermography has strong potential as a tool for non-invasive analysis of works of
art and only recently has it been actively promoted into this field. However, due to
the general unpredictability of the structure of brushstrokes as well as the properties
of paint, it is difficult to apply a physical model to the analysis of paintings.
In addition, an improved method is proposed. This proposed method is mainly
based on PCT, but it is capable of returning clear images of subsurface defects and
the structure of the support. Unlike standard PCT images, the images acquired by
this method do not exhibit visually similar features.
vi
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The main objective of this work is related to the development of methods for
analysis of two different types of multilayered materials. The first type represents a
stack of layers of materials with different thermal properties and different thicknesses.
To this group of materials belong composite structures and coatings – including those
developed for thermal insulation.
The second type of materials represents an irregular superposition of layers with
no information on their properties and structure. In particular, objects of pictorial art
represent such structures. The goal of this part of research was to address the problem
of pre-restoration analysis of defects in objects of art and to develop a method for
detection of defects in objects of art in a non-invasive way.
The overall goals of the research include:
1. Development of an approach for the derivation of expressions for complex
temperature at the surface of multilayered samples in case of arbitrary number
of layers.
2. Derivation of expressions for complex temperature at the surface of two- and
three-layered samples.
3. Investigation of the possibility of evaluating thermal properties of materials
having layered structure.
4. Finding an optimal approach for thermographic evaluation of objects of pictorial
art.
5. Development of a procedure for acquisition of easy interpretable images of




1. Expressions connecting the parameters of coating layers and complex temperature
on the surface of the coated sample have been obtained for cases of two and
three coating layers.
2. A theoretical basis has been discussed for a method of non-invasive evaluation
of the properties of individual layers in the case of multi-layered samples. Con-
siderations on the practical implementation of the method have been provided.
3. A method has been developed for thermographic pre-restoration analysis of
objects of pictorial art. The method is based on the approach of Principal
Component thermography, but it is capable of providing mutually independent
images each of which represents an independent structural feature.
4. The method has been applied to the analysis of a number of real and model
works of art and presented to practicing conservators at the Hamilton-Kerr
Institute, Cambridge, UK.
Structure of this thesis
The thesis contains following main sections:
Chapter 1 outlines the basics of infrared Non-destructive analysis, the main
historical background behind infrared technologies and provides the reader with the
basic theory of principles of infrared radiation detection and devices. Also, it contains
a brief introduction to thermographic analysis.
In Chapter 2 thermographic evaluation is addressed in detail. Different approaches
to thermography are discussed with appropriate references to research work in this
field.
The equipment and devices used in this research are outlined in Chapter 3 as well
as the samples analyzed.
Chapter 4 briefly introduces the reader to problems related to art analysis fields
and thermographic analysis. Also it considers the safety of thermographic analysis.
In Chapter 5 the problem of the multilayered composite materials with a regular
layer structure is considered. It is shown that derivations similar to those derived for
a single layer of material by other researchers face certain problems, which lead to the
necessity of dealing with the constantly increasing number of re-reflecting thermal
waves in the layers. In order to overcome this problem, a matrix approach is proposed,
2
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which allows one find the complex surface temperature for an arbitrary number of
layers. Expressions are derived for the complex temperature at the surface of two-
and three-layered samples. It is demonstrated that the expressions found converge to
those derived by other researchers for the case of a single layer, if appropriate material
parameters are set.
Analysis of objects of art if addressed in Chapter 6. A method is developed which
is capable of distinguishing the contours of internal defects and the structure of the
painting support, using a modified Principal Component thermography approach. The





1.1 Overview of infrared imaging and thermogra-
phy: discoveries, technologies and applications
1.1.1 Discovery and development of infrared technologies
The history of infrared radiation is conventionally recounted from 1800 when
Sir William Herschel conducted the famous experiment with the dispersion of the
sunlight [1-5]. It was found that the temperature was raising towards the red end
of the spectrum, reaching the maximum beyond the visible spectrum. The portion
of radiation, lying “below the red” was thus named “infrared” (Latin “infra” means
“below”) [3]. Later, in 1840 several bands in infrared were found (referred to as
atmospheric windows [6]).
Further progress was little until Seebeck’s discovery of the thermoelectric effect
in 1822 [7] and invention of the thermocouple in 1830 by Nobili [8]. M. Melloni’s
invention – thermopile (which was essentially an ensemble of thermocouples) – al-
lowed for more accurate temperature measurements. With a thermopile, Melloni
successfully demonstrated that the infrared radiation exhibits reflection, refraction
and polarization [9].
In 1847 Fizeau and Foucault (followed later by Knoblauch) observed interfer-
ence effects caused by the invisible radiation, which also allowed estimation of its
wavelength [10].
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Further progress was stimulated by the invention of the bolometer in 1880 by
S. P. Langley [11,12]. Bolometers were able to detect tiny variations of temperature
(±10−4◦C) from very distant sources.
During 1930-1950’s military demands in surveillance and detecting equipment led
to creation of infrared image converters, which allowed for visualization of fluorescence
of a screen caused by electrons knocked out of a target by near-infrared photons [6].
In the 1960’s charge-coupled devices (CCD) were invented by W. Boyle and
G. Smith [13] as well as complementary metal-oxide-semiconductors (CMOS) by
F. Wanlass [14] and these soon became cheap and reliable detectors of light from
near ultraviolet (about 365 nm) to near infrared (about 1.1 µm). Focal plane arrays
(FPA) came into use when single miniature CCD or CMOS started being combined
into arrays of detectors in order to construct an infrared image in a pixel-by-pixel
manner. Today’s commercially available digital cameras are, actually, fully functional
infrared detectors. FPA technology is the primary approach in modern manufacturing
of infrared thermal detectors.
Presently the value of infrared emission and detection can hardly be overestimated.
With the latest advancements in detection and modern techniques for recording and
processing data, more and more applications for infrared analysis methods are being
found. Advanced imaging devices are used in military, surveillance, control systems and
other branches of science and industry. Among the most fast-growing uses of infrared
technologies is that of non-destructive control of modern materials and constructions,
such as multilayered, composite materials.
1.1.2 Infrared spectrum and atmospheric windows
The infrared band refers to a range of wavelengths between visible radiation
(~0.7 µm) and radiowaves (~1000 µm) [8]. The waves of this range are emitted by
bodies with non-zero temperature, as described in section 1.2.
As was determined soon after the discovery of Sir William Herschel, one can
distinguish several divisions of infrared band due to the selective absorption of infrared
radiation in the atmosphere [6]. These sub-bands are Near Infrared (NIR, 0.7-1.1 µm),
Short-Wave Infrared (SWIR, 1.1-2.5 µm), Middle-Wave Infrared (MWIR, 3-5 µm) and
Long-Wave Infrared (LWIR, 8-14 µm) (Figure 1.1.1). There is a certain disambiguation
in literature on the limits of these ranges. However, in this work we will utilize the
notation just specified.
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Figure 1.1.1: Electromagnetic spectrum including visible band and main infrared
bands (reproduced from [15]).
1.1.3 Development of Infrared Non-destructive Evaluation
techniques
The early development of infrared technologies was highly influenced by military
needs. Nevertheless, the military technologies gradually became utilized for civilian
applications such as in science, medicine and quality control.
By the end of the 1970s it was revealed that the approach of simple thermal
monitoring of a scene does not provide enough precision and required to be revised [16].
At that time thermographic methods started utilizing a theoretical basis of heat
transfer (e.g., [17]). The formulae began being used to compare the predicted thermal
response of a sample to that actually detected in experiment. The deviations in the
results would state the difference in the structure and properties of the inspected
sample. In certain cases, by inspection of the resulting thermal response it is possible to
measure the parameters of the sample of interest – for example, its thermal diffusivity
or thickness. Today there are vast amount of publications related to the studies of
various materials for the purposes of defectoscopy and extraction of their properties.
They vary in terms of the purpose of analysis, object of study, the physical model
(a priori assumptions about the sample) used, thermal detectors, the method by which
thermal excitation (e.g., light flash, air, vibrational, eddy currents heating) is brought
to the sample and the method of processing the received raw thermal readings.
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When infrared imagers became more available to research institutions and the
cost of detectors decreased, the field of civil applications of thermography expanded.
The number of ways for data processing has also increased rapidly. In 1970-1980s,
following the famous work by Rosencwaig and Gersho [18], the method of Lock-In
thermography came into use [19-21]. The method required periodical heat stimulation
of the sample, and allowed for study of not only the actual temperature values, but
also the phases of the periodic heat changes.
X. Maldague and S. Marinetti in 1996 proposed the method known as Pulse Phase
thermography (PPT) [22]. It was demonstrated that the method not only resists such
image-degrading factors as non-uniform heating of the sample, but is also suitable for
quantitative measurements of the depth of subsurface defects [23]. Shepard introduced
the method of Thermal Signal Reconstruction (TSR) in 2001 [24,25]. It was shown to
be very promising for reference-free diagnostics of a wide range of materials including
metals and composites. In 2002 Rajic proposed statistical processing of thermographic
data, which initiated a new direction in thermographic NDE known as Principal
Component Thermography (PCT) [26]. In addition to processing of the transient
thermal response of the sample pixel by pixel, image-processing procedures began to
be applied – such as the Hough transform (e.g., [27]).
A separate step in thermal NDE is related to the use of numerical modelling of
the samples studied. The possible thermal response of the samples is often studied
before the actual experiment. This allows not only for justification of existing models,
but also for developing new ones for analysis of complex shaped objects, e.g., turbine
blades [28].
Today, there are a number of scientific conferences focusing specifically on infrared
NDE. Among them are Thermosense (by SPIE) and Quantitative InfraRed Thermog-
raphy. A number of companies (e.g., FLIR Systems, Mikron Infrared and others)
provide a wide range of affordable thermal imagers, which increases the number of
users and also stimulates the progress in this field.
1.1.4 Infrared Non-destructive Evaluation techniques in anal-
ysis of works of art
Near- and Short-wave infrared imaging techniques were proven to be good tools
for finding altered areas in paintings, as well as the artists’ sketches sometimes
present at the ground layer. Lyon [29], King [30], Farnsworth [31], Desneux [32],
Heiber [33], Van Asperen de Boer [34] and others demonstrated successful case studies
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that revealed pentimenti, touch-ups and other artifacts. Using Kubelka-Munk theory
it was demonstrated that many of the pigments used in art exhibit transparency when
observed in NIR/SWIR wave bands, and the same was confirmed in experiment [34,35].
The peak of transparency was shown to be reached near 2.0 µm [34].
Tchus, the use of wavelengths longer than those of the visible band, allows for
visualization of those materials which are located underneath the optically opaque art
materials. In particular, such materials as charcoal and graphite, which are often used
for sketches, may be located due to the high opacity of carbon in the infrared band
up to about 4 µm [36, 37].
Though SWIR-detecting devices usually provide better results than those working
in NIR due to the peak of transparency of pigments around 2.0 µm, SWIR devices are
often much more expensive than NIR-detecting tools. For that reason many museums
and laboratories often use specially modified conventional digital photographic cameras
with silicon charge-coupled device (CCD) or complementary metal oxide semiconductor
(CMOS) light detectors. The modification involves removing the visible-pass filter put
in by the manufacturer. The modified devices are sensitive through the visible band
up to about 1.1 µm, which is allowed by the value of the energy gap in silicon (1.1 eV
at room temperature) [38,39]. A digital photo camera modified that way may be set
up for NIR-photography mode by usage of an infrared-pass filter, e.g., Wratten 88A,
Wratten 87, Wratten 87C or similar. Among the main advantages of such devices over
SWIR detectors are low cost and high resolution, which leads to wide usage of CCD
devices for art analysis purposes.
The use of thermographic approaches in analysis of art can be traced since the
application of the pulse-thermographic technique for diagnostics of wood panels by
Miller in 1977-1978 [40, 41]. His method for detection of subsurface defects was based
on the preliminary heating of the painting of interest with hot air (∼ 32 ◦C) and
subsequent observation of the evolution of its surface temperature after the heating
fan is turned off. It was found that the detached areas exhibited higher temperature
relative to those without defects, and were well observable in thermal images.
Today one can see that more and more researchers attempt to apply thermographic
methods used in industry to the analysis of works of art. Methods of PPT [42, 43],
TSR [44], PCT [45,46] have been successfully applied to the studies of such pieces as
wood panels, frescoes, icons, plasters and mosaics. Among these there has also been
successful work related to application of thermography to the analysis of canvas-based
paintings [42,47,48] as well as historical buildings [49, 50].
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1.2 Basics of infrared radiation
1.2.1 Black body
A black body is an idealized concept of a sample/instrument used for the study of
radiation of heated bodies. A black body has the following properties [51, 52]:
• It is able to absorb radiation fully from any direction and with any wavelength.
• It is able to re-emit radiation uniformly in all directions.
• Among a series of samples at given temperature T, black body emits maximum
intensity.
Radiation from a sample is characterized by a quantity called directional spectral
emissive power Lλ, which is described as energy of radiation with wavelength λ within
a band dλ emitted by a unit surface area dA of the sample in a unit time into a unit
solid angle dΩ in a certain direction determined by angle θ to the normal:
Lλ (λ, θ) =
d2Φ
dλdΩ cos θ , (1.2.1)
where Φ is the radiant flux emitted by unit area at the wavelength dλ in direction
determined by angle θ [8, 52].
For a black body, total spectral radiant intensity per hemisphere is determined by
Plank’s Law [6,8, 52-55]:








where C1 = hc20, C2 = hc0/k, h = 6.625 × 10−34 J · s - Plank’s constant, k = 1.38 ×
10−23 J/K - Boltzmann’s constant, c0 - speed of light in vacuum and T is temperature.
There are important consequences from Plank’s Law. The peak of intensity of
black body radiation can be found by differentiating expression (1.2.2) and finding






where b = 2.898× 10−3 m ·K. It can be seen that the wavelength at which the black
body radiation reaches its peak, depends on the temperature only. The graph can be
easily presented in logarithmic coordinates (Figure 1.2.1). For example, Sirius (Alpha
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Figure 1.2.1: Plank’s radiation law for different temperatures. Dashed line corresponds
to the Wien’s displacement law.
Canis Majoris, T ∼11000 K) emits bluish-white light with the peak in the ultraviolet
band at 0.27 µm, while the Sun (T ∼6000 K) has the peak of its radiation at 0.5 µm,
which is in the middle of the visible band. At room temperature (300 K), the peak is
in the long-wave infrared band at ∼9.7 µm.
Another important value is the total power emitted per unit surface of a black
body over all the wavelengths. By integrating expression (1.2.2) one can obtain
Stefan-Boltzmann’s law [6, 8, 55] (1.2.4).
Wb = σbT 4, (1.2.4)
where σb = 5.67 × 10−8 W/m2·K4. As follows from the expression, the higher the
temperature of the body, the more intense its radiation becomes.
1.2.2 Emissivity and Gray body.
The black body concept discussed above is an idealization, while real objects almost
never comply with these laws over an extended wavelength band [56]. For this reason,
a quantity called emissivity is introduced. Emissivity is equal to the ratio of total
power emitted by a real body and that of black body at a certain temperature. In this
case the quantity is called total emissivity and is determined by expression (1.2.5) [57].
Emissivity is very important for precise temperature radiometric measurements. An
error of about 1% in the value of emissivity of a sample at 300 K may lead to measured
temperature error of about 0.6 K [58].
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 (T ) = W (T )
Wb (T )
(1.2.5)
The bodies with  = 1 are black bodies, while those with  < 1 are called gray
bodies. In fact, emissivity often depends on wavelength, and the shape of emissive
power dependence on the wavelength does not repeat that of black body. Such
materials are referred to as selective radiators [56], and total emissivity for them is
replaced by monochromatic emissivity, determined by [57]:
 (λ, T ) = Lλ (λ, T )
Lλ,b (λ, T )
(1.2.6)
The emissivity value is dependent on the material properties, such as electric
conductivity and the condition of the surface. For example, a material with surface
roughness exhibits larger emissivity than if it is polished. This may be explained by an
assumption that individual scratches work similarly to the black body cavities which
are used for reference and calibration of thermal imagers [54, 59]. If roughness is such
that individual scratches are several times larger than a wavelength, the emissivity
can be estimated as [60]:
rough = 
(
1 + 2.8 · (1− )2
)
(1.2.7)
Emissivity of a material strongly depends on the wavelength and angle of emission.
Consider Fresnel equations, describing reflectivity for electromagnetic waves of p− and
s−polarizations. In the general case, reflectances for both polarizations are expressed
by [52]:
ρs (θ) =
a2 + b2 − 2a cos θ + cos2 θ
a2 + b2 + 2a cos θ + cos2 θ , (1.2.8)
ρp (θ) = ρs (θ)
a2 + b2 − 2a sin θ tan θ + sin2 θ tan2 θ


























also θ is the angle of incidence and nˆ = n+ ik - complex refraction coefficient. For
non-polarized radiation, reflectivity would be described as
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Figure 1.2.2: Angular dependence of emissivity:
(a)  (θ) for a set of non-metallic and metallic materials and
(b)  (θ) for different values of n and k [8, 52].
ρ (θ) = 12 (ρs (θ) + ρp (θ)) (1.2.11)
Kirchhoff’s law states that in thermal equilibrium the fluxes emitted and absorbed
per unit area per unit wavelength per unit solid angle by radiating bodies should
be equal. Otherwise, the thermal energy would eventually concentrate in the bodies
with higher absorbing ability leading to uneven temperatures of bodies in contact.
Considering the sum of absorbing and reflecting coefficients to be 1, we can write for
the emissivity and the reflectivity:
 (θ) = 1− ρ (θ) , (1.2.12)
from where it can be seen that the angular dependence of reflectivity causes that of
emissivity. From the reference tables of n and k given in literature it can be seen
that the relative values of k are larger for absorbing materials, while for dielectric
materials k is small [52]. From the Fresnel formulae it follows that for most materials
emissivity does not depend on angle too much while θ is smaller than 50◦− 55◦ [52,55].
For larger angles, diffusivity rapidly decreases for non-conducting materials, while
for conducting materials it may demonstrate moderate increase followed by decrease,
which makes conductors to be better emitters at large angles and insulators – at small
angles (Figure 1.2.2).
Reflectivity (and, hence, emissivity) also demonstrates dependence on wavelength,
which is different for various types of materials, layer composition, coatings. In
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Figure 1.2.3: Examples of spectral dependence of emissivity for various materials:
(a) for non-metallic materials and (b) for metallic materials [61].
general, emissivity of electric non-conductors increases with wavelength, while that of
conductors decreases [61].
Values of emissivity used in practice for certain materials are given for reference in
Table 1.2.1.
1.3 Principles of Infrared imaging
Infrared imaging generally includes two main components: detection of radiation
from the scene observed and forming the image based on the radiation detected. Let
us briefly discuss both.
1.3.1 Infrared detectors
A detector is a device which transforms the energy of infrared radiation into some
other form suitable for direct measurement (usually of electrical nature). There are
two main types of infrared detectors based on different physical principles, namely,
thermal detectors and photonic detectors. However, sometimes one can distinguish
one more group – the class of up-conversion detectors.
13
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Material Temperature (◦C) Total emissivity Reference
Polished gold 100 0.02 [55,56]
Polished aluminum 50-100 0.04-0.06 [62]
Heavily weathered aluminum 17 0.83-0.94 [62]
Polished iron 40 0.21 [55]
Iron, oxidized 100 0.64 [55]
Polished brass 200 0.03 [56]
Brass, oxidized 100 0.61 [56]
Black paper – 0.9-0.91 [62]
Black PVC tape – 0.902 [62]
Wood 20 0.90 [55,56]
Soot 20 0.95 [55]
Human skin 32 0.98 [55,56]
Table 1.2.1: Thermal emissivity values for some materials.
1.3.1.1 Detector characteristics
Responsivity Responsivity is a parameter of a detector characterizing its response









where V , i and F are resulting voltage, current and incident radiation flux correspond-
ingly. Responsivity is measured in V/W and A/W and for better signal-to-noise ratio
it must be as large as possible. Responsivity may depend on the wavelength of the
incident radiation.
Time constant Responsivity is dependent on the temporal characteristics of the
incident signal. In general, it decreases with increasing frequency of the incoming
signal, which requires introducing a time-response function of the detector. This
characteristic is called the time constant, τ , and is defined as the time period after
a sudden external flux application when the output signal reaches about 0.63 of its
maximal value [51,60]. This characteristic is directly related to the temporal resolution
of the detector. It varies from fractions of a second (for microbolometers) down to
fractions of microseconds. For detection of fast-changing radiation it is preferable to
have a fast-responding detector with small τ .
14
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Noise equivalent power (NEP) and Noise equivalent flux (NEF) There is
always some signal from a detector which is not related to the useful signal. Rather
it is determined by electric circuitry noises. NEP is a quantity characterizing the
“noisiness” of a detector. It has units of power and is equal to the power of the
output signal created by the incident radiation which results in signal-to-noise ratio
equal 1 [55]. Such a radiation flux which produces a signal with power equal to that
of the noise is called noise equivalent flux (NEF). Evidently, the smaller this value is,
the better is the detector’s performance.
Noise equivalent temperature difference (NETD) As an alternative to noise
equivalent power, NETD can be introduced. It can be defined as the difference
between the temperature of the observed object and the ambient temperature that
generates a signal-to-noise ratio equal 1 [57]. Typical values of NETD are about 0.01 K
for InSb detectors, and about 0.05-0.08 K for microbolometers. Often this value is
indicated in the properties of the thermal detector as a measure of thermal sensitivity.
Unfortunately, since NETD is dependent on the value of ambient temperature and the
f-number of the optics used, NETD varies. For this reason, the technical specifications
of cameras should contain information on which object temperature the NETD value
corresponds to [57].
Detectivity and normalized detectivity Detectivity D is another metrological
parameter of a detector used for comparison of performance of different detectors. It is
equal to the inverse value of the noise equivalent flow and depends on the temperature
of the detector, its bandwidth, frequency of the signal modulation as well as its area.
The term was proposed by R. C. Jones for the sake of convenience when comparing
newer generation detectors to the older ones. Contrary to noise equivalent values,
larger detectivity means a better detector [51].
In order to be able to use this parameter as a characteristic when comparing
detectors, the normalized detectivity D∗ is used, which is equal to the detectivity
value normalized to the unit area of sensitive element and to the unit bandwidth.
Normalized detectivity is measured in cm·
√






where S is the sensitive area of the detector, ∆f is the bandwidth of the detector,
NEF is the noise equivalent flux.
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When indicated in the detector properties, detectivity is often given as D∗(Td, fch),
where Td is the temperature of the detector in K, fch is chopping frequency in Hz [51].
In general, as was mentioned, the larger the detectivity, the better the detector is.
1.3.1.2 Types of infrared detectors
Thermal detectors Describing the methods of temperature measurement we should
probably avoid discussing such methods as contact thermometry since we are mostly
focused on remote temperature measurement. Thus, the thermal detectors we will
discuss collect the input signal in the form of radiation. And, as follows from the
name, this kind of detector is sensitive to the change of temperature caused by the
influence of incoming infrared radiation on the detector material. Examples of thermal
detectors are:









Thermocouples and thermopiles L. Nobili’s thermocouple, invented in 1830 [8],
represented a joint of dissimilar metal wires, where the weld joint of the wires serves
as the sensor (it may be put in contact with a sample or serve as a radiation receiver
itself), and the other is kept in media with known, “reference”, temperature (Fig-
ure 1.3.1). The temperature action on one of the junctions causes measurable electric
current to flow in the circuit.
Typical combinations of metals in thermocouples may include Copper+Copper-
Nickel, Nickel-Chromium+Nickel-Aluminum, Iron+Copper-Nickel, Platinum+Platinum-
Rhodium, and others. Sometimes in order to enhance the output signal, thermocouples
are connected in series, creating a thermopile. Thermoelements are widely used for
measuring extreme temperatures, where usual thermometers can not be used, for
example, in furnaces.
A good thermocouple may have NETD about 10−6◦C, but for this kind of detector
there is an unavoidable trade-off between the NETD and the time constant [51].
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Figure 1.3.2: A scheme of Wheatstone bridge with detecting film included as one of
the resistances [12].
Bolometer Bolometer is an element which is able to change its electric resistivity
under the influence of incident radiation. In the simplest case, bolometer is represented
by a thin blackened film strip. The detection is based upon the dependence of thermal
resistivity of the material on its temperature, which can be precisely measured. In
order to measure the resistance of the detecting film, it is included into a Wheatstone
bridge (Figure 1.3.2), where three resistances are known and adjustable, and the forth
one is replaced by the detecting unit. By adjusting the values of the resistors one
can reach the state when the current over the galvanometer is zero, which means the
equalization of currents through the paths of the bridge. Solving a simple equation,
one can find the unknown resistance of the film and acquire its dependance on the
temperature. First found by A. F. Svanberg in 1851, this method was later adopted by
S. Langley in 1880 [12]. New sensor was named bolometer, after Greek “ray measurer”
and had a NETD down to ±10−4◦C.
Bolometers are relatively inertial detectors. This fact is the result of a compromise
between the sensitivity and fast reaction of the detector determined by thermal
conductivity. Modern bolometers have a response time between 10-1 and 10-3 s [8, 55].
17
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Pyroelectric detector Another method of infrared detection is based on the
effect of pyroelectricity. Pyroelectric effect is the change of the overall dipole moment
under the change of temperature of the sensor, which can be treated as the release
of electric charge carriers on the sides of the sensing material and converted into an
electric signal. This phenomena occurs in any material with polar symmetry, which
means of all possible 32 symmetries 10 exhibit pyroelectric features [63]. Among
the common materials with pyroelectric properties are LiTaO3, SrxBa1−xNb2O6
0.25 ≤ x ≤ 0.75, triglycine sulfate (NH2CH2OOH)3H2SO4, perovskite ferroelectrics
and others.
The main point of the phenomenon is the change of electric polarization of the
sensing material while heated. A temperature change dT generates the change of
charge dq, distributed on the surface of the detector. Thus, the detector can give a
signal, proportional to dq/dT . This means the detection can be performed for changing
temperature fields only. In case of constant temperature the signal disappears [55, 64].
Pyroelectric detectors are sensitive in large band of wavelengths (2-35 µm) and
require no cooling. On the other hand, the inability to detect non-changing tempera-
tures introduces certain drawbacks for this type of detector. For imaging purposes a
“light chopper” is introduced into the construction to ensure the constant change of the
signal coming to the target. This allows it to detect not only dynamic changes but also
constant temperature distributions. Although, this drawback basically restricts the use
of pyrovidicons as qualitative measurement devices such as surveillance cameras [8,55].
Pneumatic detector Another design of thermal sensor utilizes gas expansion
during heating. In general, these detectors are applied to the detection of the change
of pressure of the gas contacting the radiation detecting target. In general, sensors of
that type use a hermetic gas-filled chamber with a dark-coloured target, absorbing
the incident radiation coming through an infrared-transparent window on the one end
of the chamber and a thin flexible membrane on the other. While the temperature
of the target is increased, the gas expands and causes the membrane to bulge. This
movement is to be read as the output signal. One of the first implementations,
known as Hayes cell, used a metallized elastic film, which allowed its movements to
be transformed into electrical signal by a telephone transmitter [65]. This design
was claimed as even more sensitive than photoelectric detectors and more stable to
background noises and ambient temperature changes. Somewhat different design,
known as Golay cell, involved the same detection method, but the reading of the output
signal is performed with optic means by observing the interference pattern formed by
18
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Figure 1.3.3: Schematic crossection of Golay cell.
the bent membrane. For observation of the interference pattern an additional NaCl
window exists (Figure 1.3.3) [66].
Photonic detectors Unlike thermal detectors, which are sensitive to changes of
certain physical parameters of detector material, in photonic detectors the signal is
obtained by direct excitation of charge carriers. Photonic detectors are generally
much faster than thermal ones though are more selective in terms of wavelength.




Since photonic detectors convert the incident radiation into the readable signal (current
or voltage), their responsivity is determined by: (a) quantum efficiency η, which is a
ratio of the number of absorbed photons to the number of incident photons, and (b)
gain G, determining the number of charge carriers created per one absorbed photon.
In general, both these characteristics are to be made larger.
Photoemissive detectors Photoemissive detectors utilize the effect of photoe-
mission – knocking charge carriers out of a cathode and subsequently transferring them
to an anode. A good example is a photomultiplier tube. The incident radiation knocks
electrons out of the cathode mounted in a vacuum chamber, after which electrons hit
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Figure 1.3.4: Photoemissive detectors: (a) photomultiplier tube scheme, (b) infrared
image intensifier scheme.
a dynode and pull out more electrons, which are directed towards another dynode and
so on. After several steps, the avalanche of photoelectrons reaches the anode and the
electric current is registered (Figure 1.3.4a). Photomultipliers are very fast detectors
(the time constant is of order of nanoseconds) and have spectral working range lasting
from UV to near infrared [67,68].
This type of detector also includes image intensifiers. The infrared radiation forms
an image on the photocathode, which is then converted into a visible image with the
aid of a phosphor-covered anode bombarded with electrons coming from the cathode
(Figure 1.3.4b). This scheme is simple, robust, and for these reasons is widely used in
military night-vision systems.
Photoconductive detectors Among photonic detectors an important role is
played by semiconductors, their junctions, semiconductor-metal junctions, etc. For
example, a charge carrier can be directly excited from the valence band to a conduction
band with a photon of suitable energy and thus change the conductivity of the material.
Such detectors belong to the class of photoconductive detectors, and this is probably
the simplest semiconductor photon detector design [69]. The minimal energy required
for the charge carrier to jump over the energy gap sets the long wavelength limit on
the detection band. For an instance, silicon has the forbidden gap equal 1.12 eV,
which makes it suitable for NIR detection (wavelengths down to 1.1 µm). For longer
wavelengths the energy gap must be smaller, which makes it necessary to cool the
detector in order to minimize the effect of thermal generation of charge carriers.
For MWIR and LWIR ranges the semiconductor detectors often require cryogenic
cooling. Special attention is paid to materials which allow for flexible adjustments of
the value of the gap. One such material is mercury-cadmium-telluride (often called
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Figure 1.3.5: Principal schemes of photoconductive detectors using (a) intrinsic, (b)
extrinsic semiconductors, and (c) QWIPs.
MCT) developed since the 1950’s. Varying the relative concentrations in Hg1−xCdxTe
allows the gap to be controlled in 1-30 µm range [70]. MCT may also be designed for
photovoltaic operation.
Semiconductor-based detectors may utilize intrinsic and extrinsic semiconductors.
In the first case, the excitation occurs from the valence band to the conduction band,
and an electron-hole pair is created (Figure 1.3.5a), while in the second variant the
excitation occurs from the dopant energy level to one of bands with creation of either a
hole or an electron [71] (Figure 1.3.5b). However, extrinsic detectors require cooling to
lower temperatures and have lower quantum efficiency [72], though they demonstrate
better performance at very low temperatures [69].
Though the simplicity of this type of detector makes it very attractive for infrared
detector designing, the photoconductive type of detector has a disadvantage related
to its heating [69]. This problem is solved in photovoltaic detectors.
Quantum well infrared photodetector (QWIP) is a more sophisticated form of
technology of photoconductive detector. The first QWIPs on GaAs/AlGaAs were
demonstrated in 1987. In such detectors electrons are trapped in a series of quantum
wells and may escape them and reach the continuum if sufficient external radiation
is applied. If a potential difference is applied, these electrons participate in current
flow. QWIPs are based on “band gap engineering”, which allows the configuration of
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Figure 1.3.6: To explanation of semiconductor junction detector.
the location of quantum wells in such a way that the energy separation between the
layers matches that of the photons to be detected [73].
Photovoltaic detectors This kind of infrared sensor is designed to generate
a certain potential difference when exposed to radiation and, unlike photoconduc-
tive detectors, often involve more sophisticated semiconductor constructions such as
semiconductor-semiconductor, semiconductor-metal, or heterojunctions, each of which
has its advantages and disadvantages [74]. The electric field on the junction is used
for separation of charge carriers after the excitation, which leads to the creation of
measurable electromotive force.
As an example of a photovoltaic detector, a p-n junction can be considered (Fig-
ure 1.3.6). The incident radiation creates an electron-hole pair. Minority carriers
diffuse to the junction where they are swept across in the reverse current direction thus
charging n-region positively and p-region – negatively and thus creating a potential
difference [55, 69]. In this sense a photovoltaic detector operates as a signal generator
and is able to work without applied voltage. This simplifies the circuitry of the
final detector device. Among the popular photovoltaic detectors are MCT, indium
arsenide (InAs), as well as induim antimonide (InSb) and others [72].
Another example of photovoltaic detector is Schottky-barrier infrared detector
based on a metal-semiconductor junction. The effect of internal photoemission
utilized in this scheme involves the transit of charge carriers from metal electrode
to semiconductor which makes a junction with the metal. A well-known example of
materials for this kind of detector is platinum silicide (PtSi). Infrared radiation passes
through the layer of p-type silicon (e.g., doped with boron) and becomes absorbed in
metal PtSi substrate. This creates additional charge carriers, which are then emitted
through the potential barrier and leave the metal charged (1.3.7). This charge can be
read out by circuitry [69]. The cut-off wavelength is determined by the height of the
potential barrier.
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Figure 1.3.7: Mechanism of metal-semiconductor junction infrared detector.
The drawback of internal photoemission detectors is low quantum efficiency relative
to that of intrinsic semiconductor detectors [75]. The main advantage is of technological
origins – PtSi FPAs can be fabricated in a process compatible with Si Ultra Large
Scale Integration (ULSI). Also, the good responsivity uniformity is another pro of
PtSi detectors [76].
Detectors using infrared up-conversion Another type of detection is known as
up-conversion of infrared radiation into visible. The incident infrared radiation is
mixed with the shorter wavelength radiation from an intense source such as a laser in
optically non-linear material. The nonlinear optical properties of the detector material
result in the generation of sum and difference frequencies which can be detected [5].
In order to be a good up-converter, a material must (a) have large enough nonlinear
susceptibility, (b) exhibit transparency in IR, pump, and up-converted wavelengths
band, (c) be able to phase match the parametric process at the desired frequencies,
(d) have large enough angular aperture and spatial resolution [77]. Due to the fact
that several photons are used in the process to create a single photon of higher energy,
the quantum efficiency of the conversion decreases at least twice [78]. But even though
this type of infrared detector has low quantum efficiency, it is still useful for designing
converters of images formed with infrared light into visible images. The materials for
up-conversion may include such nonlinear crystals as KDP , LiNbO3, Ag3AsS3 and
others.
Infrared up-conversion may be performed with the use of phosphorous materials,
such as Y F3, BaY F5, LaF3. A special configuration of energy levels in these materials
allow for electrons to reach a high energy state in a two-step process determined
by the consequent absorption of an infrared photon and that of pumping radiation
(or in opposite order). After that, the electron may return to the ground level with
illumination of a visible photon [53, 79]. Again, as in the case of non-linear up-
conversion, the detectivity is relatively low. For LaF3 it is estimated to be about
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Figure 1.3.8: Comparison of characteristics of various types of infrared detectors [81].
2 · 106 cm·√Hz/W at chopping frequency 20 Hz [80]. This type of detector is often used
for production of infrared-sensitive cards used for fine tuning of optical systems with
infrared lasers. Such cards are to be pumped with bright visible light before operation,
after which they become sensitive to infrared radiation.
Concluding this brief overview of main methods of infrared radiation, Figure 1.3.8
illustrates the comparison of specific detectivities for different kinds of detectors (at
10 Hz for thermal detectors, 600-1200 Hz for photonic detectors). As it can be seen,
thermal detectors have quite a broad working range, while photonic detectors are
more selective. For photonic detectors the detectivity decreases with the wavelength
as the photon energy becomes insufficient for the electrons to be transferred to the
conduction zone. On the other hand, the highly energetic photons may pass the
material of detector without interacting, which causes gradual loss of detectivity at
small wavelengths [8, p. 113].
1.3.1.3 Cooling techniques
The temperature of the detecting element may drastically decrease the quality of
detection of incoming infrared radiation. In particular, semiconductor LWIR detectors
have a quite narrow energy gap, which results in excitation of charge carriers due
to the temperature of the detector itself. For this reason, and also for the sake of
decreasing signal noisiness, infrared detecting elements, additional cooling is required.
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Figure 1.3.9: Examples of cooling schemes: (a) Stirling cooler, (b) Peltier cooler.
One of the types of coolers utilizes liquid gases or gases expansion. A detector
cooled with liquid gas is placed on the surface of a dewar filled with liquified gases such
as nitrogen (-196◦C), hydrogen (-252.8◦C) or helium (-268.9◦C). The disadvantage of
this type of cooling is the necessity to refill the dewar after the gas evaporation (every
few hours) [8, 55].
Stirling-, Velmire- and Gifford-McMahon-type coolers allow for designing a closed-
type cryogenic coolers. The main principle of these cooling systems is allowing the
gas to expand when it is near the detecting element and compressing the gas when it
is transferred to the heat exchanger (Figure 1.3.9a). The evident advantage of such
types of coolers is the capability to save the cooling agent. The disadvantage is the
presence of mechanical vibrations.
Another type of cooling system the utilizes the thermoelectric effect is the Peltier-
type cooler which utilizes junction of two dissimilar metals (e.g., that of copper and
Bi2Te3 often used). Since the temperature drop on one junction is small, a large-size
element can be manufactured containing a large number of junctions. Such element
(sometimes called Peltier element) allows for decreasing the temperature of one of
its sides, while the temperature of another side is to be decreased by some another
method (air fan, liquid cooling, etc.)(Figure 1.3.9b). One such element can allow for
-30◦C cooling, while several stages of Peltier coolers allow for reaching temperatures
as low as -120◦C [8, 55]. Such temperatures are sometimes not low enough for many
types of photonic detectors, but there are some types of detecting elements which
demonstrate high enough detectivities while cooled down to these temperatures (e.g.,
PbS, InGaAs, etc.).
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1.3.2 Image forming approaches
1.3.2.1 Image-forming schemes
Thermography applications often require an image to be formed which represents
the temperature distribution over the scene. For this reason the image-forming system
is an important part of any modern infrared imager. Most of devices today allow for
output of either analog video and/or recording and presenting digital data, which is
useful for data post-processing.
An image is basically represented by an ordered matrix of values corresponding to
points of the observed scene, where each value corresponds to the brightness of the
recorded radiation. The image can be acquired in several ways. Here a few schemes of
image construction utilized in infrared imagers will be briefly outlined.
1.3.2.2 Optomechanical scanning
In the simplest case, a point detector is utilized for building up the entire image.
The pixels of the image are acquired one by one with the use of a specially designed
optical system. In this particular case, the lens system may be constructed in a way
a way that allows the collection of radiation from different directions at different
moments of time. This may be done with the use of rotating prisms following the lens,
one of which performs the horizontal scanning, while the second one performs the
vertical scanning. As an alternative, two rotating wedges may be used, or vibrating
mirrors (Figure 1.3.10). The number of possible realizations is large, a more thorough
review may be found elsewhere [53, 55].
1.3.2.3 Focal plane arrays (FPA)
FPA is the most widely used image-forming approach used in modern cameras. The
technology employs an array of independent detectors assembled as a plane matrix
which the image is formed on (Figure 1.3.11). FPA may be either 2-dimensional
(matrix of sensors) or 1-dimensional (linear row of sensors). In the first case the
image is formed of individual pixels collected by individual elements of the FPA. This
approach allows for quick reading of an infrared image, since all the pixel values are
acquired simultaneously. Such FPAs are sometimes referred to as staring arrays [72].
When the second architecture is used, only a part of the image is formed by the array,
and the entire image is constructed by an optomechanical system (FPAs of this type
are referred to as scanning arrays). This approach may be considered as a development
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Figure 1.3.10: The general principle of optomechanical scanning: (a) with rotating
prisms, (b) with vibrating mirror, (c) with rotating wedges.
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Figure 1.3.12: A principal scheme of pyroelectric vidicon [63].
of a single-pixel detector technology, it is faster and requires a less complicated image
forming scheme, although it remains less robust than the 2D FPA approach. In cases
when an image of high resolution is necessary, a 2D FPA of moderate resolution may
be used as a scanning array. For example, this approach is used in the short-wave
infrared imager Osiris from Opus Instruments (http://www.opusinstruments.com/),
where a 320×256 InGaAs FPA is used for acquiring 16 megapixel image.
Most of the modern FPA’s are staring 2D arrays. An important characteristic of a
FPA is its fill factor, which is basically the ratio of the area sensitive to radiation to
that of the entire array. The value of the fill factor is directly related to the quality of
the resulting image.
1.3.2.4 Electron beam spanning
An electron beam approach is utilized by vidicon-type imagers. In pyroelectric
vidicons the image is created pixel-by-pixel with the aid of an electron beam scan over
the pyroelectric target. The value of the beam’s tilt describes the position of the pixel,
and the image is created on a screen based on the value of the tilt and the value of
the recorded signal (Figure 1.3.12).
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1.4 Theoretical basics of heat propagation
As was outlined in Section 1.2, heated bodies emit radiation with wavelengths and
intensity determined by the temperature of the emitting body. Hence, it becomes
possible to construct images of surface temperature distributions. Thermographic
NDE deals with analysis of such thermal images. Surface temperature distribution
and its time evolution is described by such parameters as temperature of environment,
as well as thermal properties and structure of the object under analysis. This allows
for studying the structure of the object if the influence of the environment is known,
minimized, or can be controlled. In this section the basics of temperature diffusion in
materials, which is the base of TNDE, will be discussed.
1.4.1 Heat equation
The general form of the heat equation which describes the temperature propagation
in material without internal sources of heat is given by an equation equivalent to














where α = κ/ρc is thermal diffusivity of the material, xi is arbitrary coordinate, κ is
thermal conductivity, ρ is the mass density, and c is the heat capacity [83]. Since
this work mostly deals with materials which have their properties independent of the
coordinate and temperature of the sample, which leads to a simplified form of the







Thermal diffusivity is an important characteristic of a material. It is the quantity
that measures the change in temperature produced in unit volume of the material
by the amount of heat that flows in unit time through a unit area of a layer of unit
thickness with unit temperature difference between its surfaces [84].
The solution of the heat equation requires a specified initial (T (x, 0)) and boundary
conditions, among which the most widely used include: (a) fixed temperatures T (0, t)
and T (l, t) at the boundaries, (b) specified heat flux −κdT/dx at the boundaries,
(c) mixed boundary conditions (e.g., heat loss on the boundary given as dT/dx +
h (T − Tout) = 0).
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There are two main solutions of the heat equation (1.4.2) which are of interest for
this work: the source solution and the wave-like solution.
1.4.2 Source solution of the heat equation
The first solution of the heat equation is given by










where Q is the energy absorbed by the surface. The solution (1.4.3) is valid for
semi-infinite samples which received some energy Q deposited on their surface. As
can be seen, the surface temperature T (0, t) at t > 0 decays in direct proportionality
to 1/√t. This fact is successfully used in TNDE as will be outlined later in Chapter 2.
1.4.3 Wave solution of the heat equation
The second solution of the heat equation represents a wave-like expression











where σ = (1+i)/µ represents the complex wave number, ω is angular frequency, 1/µ is
the wave number of the carrier wave, µ =
√
α/pif is called the diffusion length (it may be
regarded as “skin” depth), and f is the frequency of the thermal wave. Mathematically,
the expression (1.4.4) represents a travelling wave experiencing strong decay at a
distance equal to the diffusion length µ, which is determined by the wavelength of the
wave given by expression (1.4.5) [8, 85].
λ = 2pi
k





Also it is important to highlight that in literature sources (in particular, [86]) the
phase in (1.4.4) has additional term −pi/4. This additional phase lag originates from
heat lamp illumination and is included in T0 in (1.4.4). Additional explanation to this
fact is given in Appendix A.
These two solutions of the heat equation are applied depending on the nature of
the application and and are used in different TNDE approaches.
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1.5 Modern applications of Thermal Non-destructive
Evaluation (TNDE)
Today, the availability of various kinds of infrared thermal imagers, the application
field of thermography and thermal analysis of materials and structures has taken its
place in the range of standard techniques for non-destructive evaluation.
After the development of standard thermographic techniques, research is moving
toward improving the results quality, reliability of methods, and ways to suppress
the unwanted effects. At the same time, researchers experiment with various thermal
stimulation approaches – the list of which may be unlimited, – finding the variant which
is most appropriate for each specific problem. In particular, there are works devoted to
the use of eddy currents for finding cracks in metals [87-90], ultrasound vibration [91-
93], and microwave excitation [94-96]. For geological purposes, as well as for locating
land mines diurnal light is also used as a source of thermal excitation [97-99].
Due to the availability of computers and constant increase of their powers within
the last decades, there have been a significant amount of work related to the use of
various calculation software packages, such as MATLAB, as well as physics simulation
programs like COMSOL, ANSYS Multiphysics, Abaqus, ThermoCalc or analogs.
Numerical simulations are often used for the development and verification of theoretical
models of samples and validating of algorithms before performing actual experiments,
which decreases the overall cost of experiment and equipment, as well as allows for
prediction of real experiment results. Interestingly, the current processor frequency
limit is about 3.4 GHz, which sometimes is not enough for performing a simulation
for a large sample. However, there are technologies for performing such simulations
on graphical processors (using the graphical card for computing), which significantly
improves the performance of numerical simulation [100].
In the list of methods for thermographic data processing used by today’s researchers
are mostly those approaches which allow for quantitative measurements. The simplest
approach – PT – is rarely used today without additional computational data handling,
while such method as LT is in one of the most widely used as it allows – by the
use of TWI theory – precisely calculate important parameters of the objects under
investigation, including thermal diffusivity, thermal conductivity, volumetric heat
capacity, thicknesses of layers. In 2008-2010, an ingenious approach of data fusion
was proposed by research group in Germany [101, 102]. This imaging method is based
on aquisition of two thermal phase images for two different stimulation frequencies for
the same object. The two collected images are then converted into a 2D scatter plot,
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where coordinates of each point correspond to the phases values for the two different
frequencies. The shape of the plot allows for decision to be made on the geometry
of the object analyzed, while selection of part of the points on the scatter plot and
initial image reconstruction allow for highlighting the subsurface features.
Tuli and Mulaveesala [103] in 2005 proposed a method named Frequency-modulated
thermal wave imaging (FMTWI), based on the stimulation of the sample with a range
of frequencies (contrary to just one in LT) and the use of pulse-compression techniques
for improvement of the sensitivity of the method. This method demonstrated good
quality of the images and competes with LT in capability to detect deep defects [104].
A separate direction in thermal analysis of materials is taken by depth profiling,
which is the reconstruction of the dependence of thermal properties on the depth from
the surface temperature behaviour [105-108]. Substantial number of works in this field
is done by the research group of A. Mandelis (e.g., [109-113]).
It can be noted that the range of the objects for thermographic analysis also
increases with time. For example, among the recent reports are those on analysis of
electroconductive textiles [114]. Among more exotic applications is the analysis of
agricultural projects, which is the result of the demand of agriculture sector for an
automated disease control for biological products [115-118].
A separate field of application of TNDE is that of non-invasive analysis of objects of
art. In the last three decades there has been increase of the interest to thermographic
analysis of cultural heritage, which can be seen in the increasing number of publications
devoted to this subject. The works on this subject are often presented at international
conferences on the problems of conservation and preservation of objects of art.
The research works on thermographic analysis of pieces of art generally differ by:
• object of analysis,
• purpose of analysis,
• type and operation of thermal excitation source,
• method of raw thermographic data processing,
• instrument (sensor)
The objects of analysis include almost all possible objects of pictorial art (paintings,
icons, etc) as well as historical buildings, masonry and monuments. An arbitrary
object for thermographic analysis should be solid, capable of heat absorption, the
features of interest should be able to affect surface temperature distribution. Such
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features of interest primarily include structural defects such as detaches, hollows,
inclusions of foreign materials and areas of varying water content.
Depending on the type of the sample, the heat stimulation may differ. For
the frescoes, masonry and mosaics the heating usually requires substantial energy
deposition and thus takes a prolonged period of time. This is often done by exposing
the sample to lamp illumination [45,119,120] or heat fan [40], while the analysis of
historical buildings may be performed with the use of sunlight [121]. Evaluation of
thin paintings and icons are usually done with the use of short pulse illumination by
flash lamps [44,47,48].
The choice of temperature sensing device for the analysis of art is mostly determined
by the resolution of FPA and the material of detector. Analysis of thick objects with
low thermal conductivity (e.g., frescoes) can be done with microbolometric cameras
(up to 60 frames per second) [122,123]. On the other hand, analysis of thin objects
(like canvas-based paintings) require faster detectors, for example, InSb or other
photon detector allowing for higher fps rates. Contrary to microbolometers, such fast
detectors usually work in MWIR band. The choice of MWIR detectors for art analysis
is sometimes criticized due to the fact that moderately heated bodies mostly emit in
LWIR band.
A range of methods has been applied to the art analysis. Among these are:
PT and LT [124], PPT: [42, 43, 48] as well as TSR [44] for analysis of paintings
on various bases. Statistical data processing (and PCT in particular) are more
actively involved into thermographic assessment of a wide range of pieces of art as
one of the approaches [48,125]. Certain researchers attempt to utilize non-standard
heating schemes, such as random pulse approach, tested by Bodnar et al. [126],
involve computer modelling [50]. There are reports on attempts to estimate thermal
characteristics of art materials (like thermal diffusivity of plaster [127]).
It can be noted that the range of the methods applied in analysis of artworks
mostly repeat that available for industry with the exception of those methods which
may damage artworks (e.g., vibrothermographic methods). This is not surprising,
because in most of cases pieces of art may be treated just as a particular case of an
object to be studied - in many cases a sample (e.g., a painting, an icon, etc) can be
treated as a plane sample with layered structure. There are no thermographic analysis
methods developed exclusively for non-invasive evaluation of works of art.
There are two main problems related to the application of standard TNDE methods
to works of art. These problems are non-uniformity of heating applied to sample,
while the second problem is related to lack of information on the internal structure
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and properties of materials in general case. The non-uniformity of heating may be the
result of misalignment of the heating source(s) during the experiment. Alternatively,
the variations of surface emissivity also lead to non-uniform temperature distribution
on the surface, which may lead to misinterpretation of the results. In order to
suppress the influence of heating non-uniformity, researchers utilize various approaches.
Temperature phase imaging (including LT and PPT) has been shown to be much less
sensitive to this factors [23,128]. As an alternative, such approaches as lateral heating
were proposed for enhancing the heating uniformity, which include movement of the
stimulation heating source [124,129].
On the other hand, the absence of information on the structure and properties
of the sample in general case may also degrade the quality of the results. Most of
the models used for the analysis of works of art use an assumption that the sample
represents a slab of material which receives certain amount of thermal energy at some
of the boundaries. This assumption lies in the basis of PT, as well as TSR and PPT.
Though this assumption is valid for thermally thick objects (such as frescoes, panel
paintings and plasters), this may be not appropriate for the cases where the structure
of paint layers is irregular, or in cases where the sample is partially transparent and
thus the received energy becomes absorbed within quite thick layer of material. It
appears that this problem may only have solution by the means of statistical processing






Thermal methods of NDE are aimed on analysis of properties, structure, condition
of materials and samples with the aid of analysis of their temperature and temperature
dynamics. The simplest example of such kind of analysis might be the search for
overheated circuitry in any kind of electronic devices. During the operation of the
circuitry, the unusually high temperature of certain chip may possibly mean the device
is faulty and indicate the necessity of chip replacement or assembling of an additional
cooling system.
Nowadays most of kinds of thermal NDE are remote. The radiation coming off the
studied object is collected by a sensor, analyzed by the electronics and presented to the
observer in terms of temperature reading. Modern technologies allow for constructing
image-detection devices with wide range of parameters and for various applications.
The non-contactiveness of such devices makes them very attractive for the purposes
of non-destructive studies.
There are several types of thermal NDE techniques subdivided into two subgroups.
The first one – known as passive thermography – is the simplest case based on the
analysis of the natural heat radiation of the sample [8, 130]. This type is suitable for
testing of electronics, vents, various industrial mechanisms, etc. On the other hand,
the inspection of a sample in thermal equilibrium is often too complicated as there is
often no possibility to distinguish fine features of the sample’s structure, which limits
the application range of the passive thermographic approach.
An alternative approach – active thermography – is based on the study of the
sample’s temperature evolution when the sample has been artificially brought out of
thermal equilibrium. In this case the researcher gets the possibility to evaluate the
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parameters of the features of interest (e.g., delaminations or inclusions in material)
if the parameters of thermal stimulation are known. The active approach allows
for both qualitative and quantitative kinds of evaluation. Among the main sorts of
active thermography are vibrational thermography, induction thermography, pulsed
thermography, lock-in thermography, and pulse phase thermography. Vibrational
thermography utilizes conversion of mechanic vibrations into heat, for this purpose the
sample is connected to an ultrasonic transducer generating powerful ultrasound waves.
The friction in the defective areas leads to the temperature increase and thus allows
for detection of defective areas. Induction thermography works in nearly similar way
though the heating is the result of Eddy current caused by powerful magnets located
next to the sample [87]. Other methods involve direct heat supply to the sample. It
may be step heating, pulse heating, harmonic heating, etc. One of the most convenient
ways to stimulate sample is irradiating it with a powerful lamp. Photographic flashes
allow for generation and utilization of very short pulses, different incandescent lamps
with dimmer circuitry (or light choppers) let generating harmonically changing signals.
The study of the object’s response to the heat stimulation of known configuration is
the basis of most of the methods used in thermography.
Thermographic measurements usually involve monitoring of the temperature of
the sample under investigation for a certain time period ∆t. Based on the raw or
processed in some way results of this kind of monitoring a decision is made on the
state of the studied sample, its properties and/or the presence and parameters of any
structural defects. This temperature monitoring can be done with a wide range of
devices such as thermometers, pyrometers, etc. In modern TNDE this is often done
with thermal imagers, which allows for either monitoring the temperature of a small
region like a logging thermometer, or analyzing a whole thermal image for the search
of structural features. This section contains a brief review of the most conventional
methods used in TNDE.
2.1 Pulse thermography
One of the most straightforward kinds of active thermography is Pulse thermo-
graphic analysis or, simply, Pulse thermography (PT). During the experiment a sudden
temperature change is supplied to the surface of the sample (duration of such stimula-
tion may vary within quite a wide range). For this purpose, a heat gun, a flash lamp,
or any other suitable heat source may be utilized. After the stimulation is off, the
heat from the surface starts propagating towards the deeper layers of the sample thus
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Figure 2.1.1: Basic thermographic setup scheme for PT approach.
taking out the heat from the surface and cooling it down – in general case, according
to (1.4.3). The rate of the temperature decrease changes if the heat front reaches some
kind of inclusion, void or discontinuity. If the obstacle has worse thermal transmission
characteristics compared to those of the surrounding material, then the temperature
becomes higher than it would if there is no inclusion(s) and it would become lower if
the inclusion transmits the heat better (Figure 2.1.2). This allows one to determine
the presence of defective areas with the aid of a single experiment. Contrary to the
outlined reflection mode thermographic analysis, a transmission mode is possible with
the heat excitation applied to one side of the sample, and the thermal detector on the
other (Figure 2.1.1).
This approach has the advantage of speed, simplicity, and the clarity of the
results [8]. In case if the qualitative information is being acquired, the raw collected
data may be used for making decision on the presence of defects. However, there
are a number of reasons which may lead to misinterpretation of the results. Among
them are such factors as uneven heat stimulation of the sample, variations of surface
condition and variations of surface profile [23]. For example, a low-emissivity area on
the surface (e.g., painted white) may be recognized as a region of lower temperature,
so, it may be assumed that a highly-conductive inclusion is present under the surface.
PT approach allows not only for qualitative evaluation. According to expres-
sion (1.4.3), the surface (x = 0) temperature difference (T − T0) of a semi-infinite
sample decays with time proportionally to 1/√t [17, 131,132]:





where Q is the energy received by the surface at time moment t = 0, κ, c, and ρ are
thermal conductivity, heat capacity and mass density correspondingly.
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Figure 2.1.3: To explanation of TSR.
The temperature decay remains determined by this expression until the heat front
reaches the back surface, and the sample can not be treated as semi-infinite anymore.
The time moment when the temperature decay deviates from the law determined
by (2.1.1) is related to the dimensions of the sample (or the depth location of a defect)
as well as its thermal properties. Generally, it is assumed that the time moment when
the thermal decay deviates from ∼ 1/√t is proportional to square of the depth L and
is reported by different authors as roughly equal to L2/α [8], L2/2α [85], L2/piα [133, 134],
L2/4α [131].
Detection of the deviation moment lies in the basis of thermographic signal recon-
struction (TSR) method, utilized for reference-free thickness or diffusivity estimation.
As can be seen, expression (2.1.1) gives a straight line in logarithmic coordinates:





∼ −12 ln t+ const. (2.1.2)
TSR method, the second derivative (in respect to logarithmic argument) of (2.1.2),
is acquired and analyzed. The logarithm of the value of necessary time moment tpeak
is found as the position of the peak (Figure 2.1.3), and the value found is utilized for
diffusivity estimation [134,135].
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Figure 2.1.4: Determination of thermal diffusivity using Parker’s method.
2.1.1 Transmission mode
A through-transmission mode can also be used for diffusivity estimation. Method
proposed by Parker in 1961 [136] has been used by many researchers (e.g., [137-140])
as a standard technique. The method assumes application of a short heat pulse to
one side of the sample of certain thickness while the temperature of the reverse side is
recorded. The evolution of the normalized temperature in a slab of a finite thickness
is determined by [83,136]
T
Tmax










where L is the thickness of the sample, α is the thermal diffusivity, t is time, and Tmax
is the maximum value of temperature.
The main method proposed by Parker requires finding the moment t1/2 at which
the temperature T of the reverse side reaches half of its maximum value. As can be
found from (2.1.3), this happens when the term pi2αt/L2 reaches value of approximately
1.37. Thus, the value of thermal diffusivity may be estimated as




The temperature evolution graph is constructed for the side opposite to the
stimulated one, and the time moment t1/2 at which the temperature reaches half of its
maximum value is determined (Figure 2.1.4). Then, the diffusivity is calculated using
expression (2.1.4) provided the thickness L of the analyzed material is known.
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2.2 Thermal waves and Lock-In thermography
2.2.1 Thermal waves
The nature of so called thermal waves given by expression (1.4.4) is a subject
of numerous publications. In contrast to the waves described by elliptic differential
equation (e.g., electromagnetic or elastic waves), the thermal waves do not transport
energy [141], and can not be treated in terms of “rays” in general case (e.g., [142]).
Nevertheless, the concept of the thermal waves is used by many researchers as a math-
ematical convenience and demonstrated strong agreement of theory and experimental
data.
The use of oscillating temperature fields was found by Ångström [143] in his
measurements of thermal properties of materials. The method is based on periodic
stimulation of the sample under analysis with simultaneous measurement of the
temperature of the reverse side. The phase lag between the temperature variations
was used for calculations. One of the main advantages of this method is that it does
not require exact measurements of the heat accepted or dissipated by the sample:
most of the measurements are based on the phase lag measurement and the thickness
of the sample.
It was demonstrated that thermal waves exhibit reflection and refraction proper-
ties [86, 144]. For normal incidence angles, the reflection and transmission coefficients
for temperature waves are given as
R = 1− b1 + b , T =
2





, ρ is mass density, c is specific heat, and κ is thermal conductivity [86,
145,146]. It is important to note that T −R = 1, which is the direct consequence of
temperature continuity condition on the border [86]. The value of e = √ρcκ is known
as thermal effusivity and may serve as a measure of ability of a material to increase its
temperature in response to a given heat input. If the sample is analyzed in vacuum
(ideally) or in air, b approaches zero, so, the reflection coefficient can be estimated as
unity. Again, due to the nature of thermal waves, their reflection is not the result of
the abrupt change of physical properties (in contrast to acoustic waves reflection, for
example). Thermal wave reflection is rather the change of rate of heat propagation at
the boundaries: it can either increase (e2 > e1), or decrease (e2 < e1). This subject
is thoroughly addressed in [147, p.296-304], where this phenomenon is described in
terms of accumulation and depletion of energy flux.
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The wave (1.4.4) propagates with the speed determined by its frequency: v =
ω/k = 2
√
αpif . It can be seen that the higher the frequency of the wave, the faster it
propagates, but it also decays at shorter distance. For the case of refraction of thermal
waves, there is an analogue of Snell’s law [86]:
σ1 · sin (θ1) = σ2 · sin (θ2) , (2.2.2)
connecting the angles of incidence θ1, that of refraction θ2 and the complex wavenum-
bers in both materials making the contact.
2.2.2 Interference of thermal waves. Lock-In thermography.
Lock-In thermography (LT) approach is a widely spread TNDE technique in science
and industry. It has been successfully used for analysis of electronic components (e.g.,
solar cells), composite materials (especially effective for analysis of materials with low
thermal conductivity), even soil. The core of the method is based on the deposition of
a periodically changing temperature field on the surface of the sample. The thermal
wave generated in the sample propagates towards its back surface, reflects back and
returns to the surface where it adds up to the incoming wave. As the result of the
interference [146], the resultant surface temperature is determined not only by the
incoming wave, but also by the thermal properties of the material and the structure
configuration of the sample.
The periodic stimulation approach gives twofold results – namely, the amplitude
and the phase information. From the point of view of the final image forming, the
images constructed of the phase data have been many times reported as less sensitive to
such artifacts as emissivity variations and non-uniformities of heating than amplitude
images. Also, it was shown that the phase information is more sensitive to deep defects
than the amplitude information [8, 23], which is due to the fact that the amplitude of
the thermal wave decays exponentially, while the phase changes linearly in (1.4.4).
The setup for Lock-In thermography (LT) consists of a infrared imager and the
source of illumination with periodically changing intensity (Figure 2.2.1). The latter
may be implemented with either rotating opaque screen (chopper) or a dimmer setup,
which makes the controls more flexible. After the start of thermal stimulation, a few
first periods are spent for reaching the stationary regime, after which the temperature
recording starts and usually lasts for another several periods. The temperatures
recorded are processed in order to extract the temperature oscillation amplitude and
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Figure 2.2.2: The scheme of extracting the points for Lock-In thermography approach.
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Figure 2.2.3: The graphs for: (a) the normalized amplitude, and (b) the phase angle
of the surface wave. The case of a coating on a substrate. Reconstructed
from [86].
the phase information. This may be done by extracting four amplitudes (T1, T2, T3
and T4) (Figure 2.2.2) from one oscillation period as [128]:
T =
√






In particular, LT has been proven to be very useful for determination of thermal
diffusivity of materials. It has been demonstrated that the amplitude and the phase
























































( − (1 +R0)R1 exp (−2d/µ) sin (2d/µ)
1 + (1−R0)R21 exp (−2d/µ) cos (2d/µ)−R21R0 exp (−4d/µ)
)
, (2.2.5)
where d is the thickness of the material, R0 - the reflection coefficient at the material-air
interface, R1 - the reflection coefficient at the material-substrate interface, µ =
√
α/pif
is the diffusion length. The graphs corresponding to these expressions are given
in Figure 2.2.3.
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By acquiring the phase-vs-frequency graph in experiment, one can determine
thermal diffusivity, as well as the value of the reflection coefficient R1, which gives a
possibility to determine the value of thermal conductivity κ1 of the material.
Among the main advantages of the LT approach is that from the entire detected
signal only certain component with particular frequency is extracted. This allows for
significant suppression of unwanted random noise present in the signal, as well as the
variations of the temperature which are not associated with the periodic stimulation.
At the same time, the major drawback of LT approach is the long time of data
acquisition.
2.3 Pulse-Phase thermography
A technique, combining the main features of PT and LT was introduced by
X. Maldague and S. Marinetti [22]. This approach, named Pulse phase thermography
(PPT), utilizes the Fourier transform in order to represent the recorded thermal
evolution curve into a sequence of harmonics of different frequencies. The overall
principle of PPT is very similar to that of LT – it is an attempt to extract the phase
information from the temperature distribution on the surface. However, contrary
to LT, PPT works on the premise that a short stimulation pulse delivered to the
sample contains a number of superimposed signals of different frequencies. Instead of
collecting the phase-vs-frequency data point by point by conducting the experiments
with different stimulation frequencies, in PPT this information is attempted to be
extracted simultaneously for all frequencies.
When the phase graphs are extracted for a defective and non-defective regions
(or, alternatively, for the entire surface of the sample), they are subtracted from each
other in order to determine the frequency at which the phases for a defective and
non-defective areas are similar. This frequency point, referred to as “blind frequency”
is related to the depth of the defect and can be used for extraction of the defect depth
information [23]. The “blind frequency” is directly related to thermal diffusion length
(Section 1.4.3).
PPT utilizes the phase rather than the amplitude for two main reasons:
• As can be seen from (1.4.4), the amplitude of the wave decays exponentially
with the distance passed inside the material, while the phase changes linearly.
This makes the phase to be more sensitive to the deep defects,
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Figure 2.3.1: Finding of the “blind frequency” in Pulse Phase thermography.
• the phase part has been claimed as much less sensitive to non-uniform stimula-
tion heating of the sample and non-uniformity of surface properties (primarily,
effusivity) [23]. This makes phase to be less affected by major disturbing factors.
As it follows from the discrete character of the observations, the value of ∆T (where T
stands for the total time of observation) determines the maximum frequency which can
be present in the Fourier spectrum as 1/2∆T (Nyquist frequency), while the minimal
frequency is determined by the total time of observation as 1/T or N/∆T . These
parameters introduce the conditions for the analysis of samples with different thermal
properties. E.g., the samples with low thermal diffusivity are better analyzed with
lower frequencies, which requires the analysis period to be long enough after the initial
stimulation heat pulse has been applied.
2.4 Principal component thermography
As was outlined above, both LT and PPT attempt to decompose the raw data
in an orthogonal basis, namely, a set of harmonic functions. For PPT the choice
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of such functions may not be as evident as for LT. Contrary to PPT, the method,
proposed by N. Rajic in 2002 [26] utilizes a synthetic basis, constructed of the
acquired data itself. This method, called Principal Component thermography (PCT)
is actually an application of a statistical approach known as Principal Component
analysis (PCA), which originates from the work published by K. Pearson in 1901 [148].
The mathematical principles of PCA method have been used in for processing large
amounts of spectroscopic [149, 150] and climatological [151] data, faces [152] and text
recognition, image compression [153].
In PCT, a matrix of data acquired in thermographic experiment (in the way similar
to that of PT), is converted in a N ×M matrix A, which is then decomposed as
A = USV T , (2.4.1)
where S is a M ×M diagonal matrix with singular values of matrix A. This procedure
is referred to as singular value decomposition (SVD). If the matrix A is constructed in
such a way that each of its column represents a thermal image, then matrix U represents
a set of orthogonal column vectors, each representing an “image” in such a way, that
all the thermal images in columns of A can be constructed of a certain combination
of the columns of U . In other words, U represents an orthonormal basis. Same is
true for the matrix V , which represents the time variations. A noteworthy feature of
SVD is that the vectors in U (spatial components) and V (temporal components) are
arranged in terms of how much variance of the initial data in A they describe, and
the actual portion of this variance is given by Si,i
trace(S) [151]. Thus, the method allows
for extracting of thermal patterns which describe the data in the best way – e.g.,
for spatial components this is usually the pattern, representing the non-uniformity
of heating – and the patterns which characterize deviations from the most common
pattern (e.g., those given by the defects present). The method allows for extraction of
both temporal and spatial components [154].
The drawback of the method is the absence of a standard way of interpretation
of the images acquired from an arbitrary sample. Since the synthetic orthonormal
basis is constructed each time form the data acquired, it remains unpredictable what
kind of image in the matrix U a defect will provide. If in case of PT a warmer region
appears on the surface some time after the heat stimulation, one can conclude that
there is a defect which blocks the heat propagation under the surface. In case of
PCT the same defect may produce both dark and bright spot depending on many
factors, including the initial way of heating. However, the contours of the defect
remain same, which allows for its detection. Another disappointing factor related
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to PCT is that the components extracted can hardly be assigned with any physical
meaning (unlike harmonics in PPT and LT), because for each experimental data set






For performing thermographic experiments, two different thermal imagers were
utilized. Analysis of Sample C1 described in Section 3.6.3 Cedip Jade III thermal
imager was used Figure 3.1.1a. The camera has 240×320 InSb focal plane array, it is
sensitive in 3-5 µm band (MWIR) and allows for collecting 150 frames per second.
This analysis was performed in Cambridge, UK.
For analysis of the rest of the samples, FLIR SC4000 thermal imager was uti-
lized (Figure 3.1.1b). The imager has a 320×256 InSb FPA detector with sensitivity
in 3-5 µm band (MWIR). The frame acquisition rate can be adjusted within a wide
range. Frame rate of up to 400 frames per second was achievable on a computer
(a) (b)
Figure 3.1.1: General view of the imaging devices used: (a) Cedip Jade III thermal
imager (photo from www.irinfo.org), (b) FLIR SC4000 thermal imager.
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(a) (b)
Figure 3.2.1: Flash heating system utilized: (a) Speedotron 4803CX battery,
(b) Speedotron 206VF light unit. Images taken from http://www.
speedotron.com
equipped with Intel Core 2 Duo PC, 4 Gb RAM. The imager communicates with the
PC through Gigabyte Ethernet connection.
3.2 Heat and Illumination sources
For the purposes of short pulse heating following setup was utilized: Speedotron
4803CX flash battery unit with a single Speedotron 206VF lamp equipped with an
UV-coated MW40RQ bulb.
3.3 Illumination control
When dealing with pieces of pictorial art, it is necessary to keep control of the
level of illuminance, because in general museum practice bright light is considered
unsafe for paintings. This question is also addressed in Section 4.5 on page 59. For
measuring the level of illuminance, Sekonic L-308S flashmeter was used (Figure 3.3.1).
3.4 Auxiliary devices
• Thermocouple Omega 5TC-TTK-40-36.
• Analog-to-digital converter LabJack U3-HV.
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Figure 3.3.1: Sekonic L-308S flashmeter. Image from http://www.sekonic.com/.
3.5 Experimental methods applied
The samples were analyzed using the pulse heat deposition followed by image
recording by a thermal imager. Collections of thermal images acquired this way
were cut in such a way that the first image corresponded to the moment of flash
heat application. The number of images acquired was 500 in all cases. The image
acquisition rates were 150 fps for Cedip Jade III thermal imager, and 200 fps – for
FLIR SC4000.
For creating a short pulse, a Speedotron 4803CX system was used. The flash
duration was 1/175 s and the maximum temperature on the samples did not exceed
40-C. The thermographic experiments were conducted using reflection scheme only.
Acquired arrays of thermograms were processed with MATLAB software.
3.6 Samples
Among the samples are the set of works of art described below.
3.6.1 Sample A
The sample represents a 15 cm×15 cm piece of grounded canvas covered with
oil paint of different colours (Figure 3.6.1). Sample A is used in Section 4.5 for
determining of paint surface overheating.
3.6.2 Sample group B
Samples of group B are two mock-up samples representing gessoed and painted
wood panels with introduced defects (detachments) between ground layer and the
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Figure 3.6.1: General view of the Sample A.
Sample Description Dimensions Materials Defects
B1 A sample panel painting 13.8×15.2 cm Oil/Gesso/Wood A detachment of square shape
B2 A sample panel painting 14.0×15.2 cm Oil/Gesso/Wood A detachment of bar shape
Table 3.6.1: Parameters of the samples of Group B.
support (panel). The detachments were formed be selective application of glue before
applying the gesso. In the areas where no gesso was applied, a detachment appeared
with time.
Sample B1 represents a panel with square-shaped defect (Figure 3.6.2), while
Sample B2 has a rectangular-shape defect (Figure 3.6.3).





Figure 3.6.2: General view, dimensions and defect scheme of Sample B1.
3.6.3 Sample group C
Samples of group C are real paintings. Among them are two panel paintings:
Job offering a sacrifice on his return to prosperity by J. Linnel from the Fitzwilliam
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Figure 3.6.3: General view, dimensions and defect scheme of Sample B2.
museum, UK (Figure 3.6.4) and an unattributed icon from a private collection in
Windsor, Canada (Figure 3.6.5).
Sample Description Dimensions Materials Defects
C1 J. Linnel, Panel painting 56×76 cm Oil/Gesso/Wood Restored areas
C2 Unknown, Icon 28×20.5 cm Tempera/Gesso/Wood Detachment of irregular shape
Table 3.6.2: Parameters of the samples of Group C.
Figure 3.6.4: Sample C1: J. Linnel, Job offering a sacrifice on his return to prosperity,
oil on panel, 56×76 cm, Fitzwilliam museum, Cambridge, UK. Appear-
ance of the painting and the region of interest highlighted. Image taken
by the author.
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Figure 3.6.5: Sample C2: Unknown, tempera on panel, 28×20.5 cm, Private collection,
Windsor, Canada. Appearance of the painting and the region of interest
highlighted. Image taken by the author.
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Chapter 4
Thermographic analysis of works of
art
4.1 Introduction
The growing number of publications at topical conferences indicates that problems
related to preservation and conservation of cultural heritage attract more and more
attention from scientists. As the result, art analysts receive new knowledge and develop
new methods and techniques for analysis of pieces of art. Today there are number of
laboratories over the world which deal with a wide range of art analysis methods. Since
last century many new methods and technologies became available to art analysts,
but truly new methods become developed less and less often. Nevertheless, such new
methods do appear. For example, since quite recently one can notice growing interest
to infrared thermographic evaluation of pictorial art. This approach, initially applied
in industry, started its new life in analysis of art as soon as the cost of thermal imagers
decreased, and such devices became available to the public. Just like other composite
materials, paintings can be treated as layered media and analyzed accordingly.
4.2 Structure of a painting
In general, painting can be considered to be a layered structure (Figure 4.2.1). It
consists of a few layers among which are following ones [155]:
• support, which is the basis of the painting. This is the surface which provides
mechanical strength to the entire piece of art. Virtually any material can serve
as a support: rock, metal, wood, fabric, etc.
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Figure 4.2.1: General structure of painting.
• stretcher may probably be regarded as a part of canvas support. Stretcher is
technically a frame which makes fabric tight and ready for application of other
layers. Sometimes, in order to make canvas even more flat and tight, the canvas
support is covered with glue. When the glue dries, it stretches the canvas even
more.
• ground layer is an intermediate layer between the support and the paint layer,
which is the next layer. The most widely used material for the ground layer is,
probably, gesso. It is often made of chalk and animal glue and when is solidifies
on the support, it forms a smooth surface suitable for paint application. There
may be an additional function of the ground: if the paint used is transparent
enough, then the ground produces an effect of “background highlighting” if the
painting is properly illuminated. For enhancing this effect, the ground layer
material was made white in most of cases.
• paint layer(s) is the main layer. It holds the main drawing and composition of
the artwork. Depending on the manner of the artist, these layers may be thin or
thick, flat or not at all. The only thing one can say is that there is no standard,
and any single painting is unique in its structure.
• varnish, a transparent resinous compound applied atop the paint layers, serves
two purposes: first, it protects the paint from the influence of the environment,
and second, it delivers additional aesthetic effect.
In some cases any one or a few of these layers can be missing (e.g., panel paintings do
not have stretchers).
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4.3 Problems related to works of art
4.3.1 Defects
The layers of an arbitrary painting discussed above in Section 4.2 do not match
perfectly in their properties. For example, canvas exhibits anisotropic properties,
ground layer and paint layer react differently to humidity, varnish darkens with time,
oil compound changes its refractive index, etc. All this leads to slow degradation of
the entire piece.
These differences in behaviour of the materials may easily lead to development
of defects with time, especially if painting goes through extreme conditions, like
transition from very cold to very hot temperatures. For an instance, a fresco may start
detaching from its support (wall) and fall off when the contact is too weak. Wood
canvas may become affected by worms, canvas may rot or be damaged by rodents
unless the painting is stored in a specialized secure place with climate and illumination
control. Unfortunately, not all paintings are stored in ideal conditions.
With no doubt, prophylactic analysis of a piece of art would be much less expensive
than the restoration.
4.3.2 Forgery
Another problem related to works of art is forgery and illegal copying. A skillful
copyist is able to produce a copy of an artwork of such quality that even experts
may not be able to recognize fraud. Among the examples of unrecognized forgeries
are copy of The Procuress by Dirk van Baburen at The Courtauld Institute of Art
in London, which turned out to be a fake by van Meegeren [156]. In that case the
fraud remained undiscovered for more than half a century. And such examples are
numerous. As another example, no one knows how many copies of Old Masters made
by Eric Hebborn [157,158] are still exhibited in famous museums and recognized as
genuine pieces.
According to FBI, the amount for the market of art fraud, forgery and theft is
about $6 billion [159-161] annually. This makes art fraud market to be competitive to
illegal drugs and weapons trafficking.
As well, one can distinguish authenticating of unknown paintings as a separate
problem related to analysis of art.
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4.3.3 Need for hi-tech art analysis
All these problems highlight the importance of comprehensive analysis of works
of art in order to withstand the crime and preserve the existing pieces. For this
reason, modern laboratories which deal with analysis of art are equipped with high
technological devices and techniques such as spectrometric devices for analysis of
artistic materials, imaging devices working in various bands, chemical analysis methods,
as well as different techniques and approaches for spectrographic and image data
processing such as craquelure (surface cracks) analysis (e.g., [162]), canvas threads
analysis (e.g., [163,164]), etc.
4.4 Thermographic analysis of works of art
Thermography stays aside from such methods like NIR/SWIR, X-radiography,
terahertz imaging by following reason: the methods mentioned rely on the interaction
(mainly attenuation) of electromagnetic radiation with the material, while thermog-
raphy studies the heat propagation. In thermographic analysis infrared radiation
works only as a carrier of the information from the sample of interest to the receiver
(i.e., camera), but the actual information is produced by the heat distribution in the
sample. The heat distribution obeys the diffusion equation (1.4.1), which is a parabolic
differential equation (contrary to elliptic equation for electromagnetic waves). This
fact makes thermography a unique method of analysis which may provide unique
information about the materials evaluated.
Based on the theory of heat propagation (refer to Chapter 2) one can expect
thermography to be useful for detection of inclusions, detachments, hollows and other
artifacts related to changes of mass density, thermal conductivity and/or heat capacity.
4.4.1 Procedure for thermographic analysis of works of art
When choosing the approach for thermographic analysis of paintings one should
keep in mind two factors. First of all, one should avoid excessive heating, which is
undesirable. Second, one can expect quick heat dissipation in thin paint layers. These
factors indicate that the heat stimulation of the surface should be very short, and
thus the thermal imager used should allow for quite a high frame acquisition rate.
The procedure of data acquisition is similar to standard PT described in Chapter 2:
the thermal imager collects a series of thermographic images for further processing
after a flash pulse, which should be made as short as possible. In this research the
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Figure 4.4.1: A scheme of flash setup for analysis of pieces of art.
duration of the pulse provided by Speedotron 206VF (refer to Section 3.2) was as
short as 1/175 s. A schematic setup is shown in Figure 4.4.1.
In order to estimate the necessary frame acquisition rate for the thermal imager,
it is necessary to know the thermal properties of the materials and the thicknesses of
the layers. Since this information is unknown, an attempt can be made to estimate
it approximately. Assume that there is 500 µm-thick layer of material with thermal
diffusivity of 3× 10−7 µm, which is approximately that of gypsum or gesso (value for
gypsum is taken from [165]). Assume that one has to resolve a defect at about 1/10





This f is the “blind” frequency for the defect which has the same order as the
frame acquisition frequency (refer to Section 1.4.3). For the defect at 50 µm we can
estimate it as 3×10−7/3.14·(50×10−6)2 ∼ 38 Hz. Taking into account that microbolometric
thermal imagers allow for 30-60 Hz frame rate, we can conclude that this type of
infrared detector should be suitable for this kind of analysis. However, assuming that
paint layers may be thinner than 50 µm, it is desirable to choose a photonic-type
imager which allow for much higher frame acquisition rate.
4.4.2 Choice of the method
Perhaps one of the hardest questions is the choice of the best method for ther-
mographic data processing for art analysis. Since the properties of the materials as
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well as the structure of the layers are unknown in general case, it will be difficult
to extract quantitative information. However, in most of cases the information of
interest includes the location of defect and its shape only. This simplifies the problem
of choice.
Different researchers highlight applicability of various thermographic methods to
analysis of objects of pictorial art. There are examples of successful application of
PPT (e.g., [42, 43]), TSR [44] and PCT (e.g., [166,167]) to that problem. However,
such methods as PPT and TSR utilize solutions of the heat equation (1.4.1) for a
particular physical model – in particular, a semi-infinite sample heated at one side by
a short heat pulse. It seems that this assumption may not always be valid for thin and
partly transparent layers of paint. For this reason it seems reasonable to choose PCT
for analysis of works of art. Unlike the other methods, PCT is not based on a physical
model. The results provided by PCT are based on statistical processing. Moreover,
extraction and processing of the principal components allows for quite flexible analysis
of thermographic data. This subject is further addressed in Chapter 6.
4.5 Safety of infrared analysis
4.5.1 Bright Illumination safety
It is a common practice for museums and galleries to forbid the use of flashes at
the exposition. With no doubt ultraviolet radiation may be harmful to varnish and
paints [168], and thus care should be taken for reducing the amount of UV in the flash
used.
The influence of the actual brightness of visible light applied to paint should be
addressed separately. According to standards of The National Gallery (London, UK),
the illuminance should be set to be 200 lux, and annual exposure for a painting should
not exceed 6 · 105 lux·hour [169]. A compact photographic camera provides exposure
of about 600 lux·s (i.e., ≈ 0.17 lux·hour), which is about 3.6 million times less than
the annual exposure limit (or 7 flashes per minute throughout a year) [170].
Saunders [169] noted that negligible colour changes start being detected by a
colorimeter after about 4 million flashes applied to sample paintings (a flash providing
650 lux·s was utilized). This corresponded to total exposure of nearly 2.6 ·109 lux·s. On
the other hand, the samples which received the same exposure from the regular gallery
lighting experienced nearly the same colour changes (within the limits of experimental
error).
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Assuming that a museum is opened 8 hours a day, we can estimate that a painting
receives luminous exposure of
200 lux · 8hours · 3600 s = 5.76 · 106 lux · s (4.5.1)
each day of exposition. This value can be taken as a reference.
In order to calculate the luminous flux given by a flash setup, a flash meter is used.
The aperture reading given by this device is related to the luminous flux as [171]:
f 2stop =
ISO × E × t
C
, (4.5.2)
where C is the incident light calibration constant, ISO is the lens speed, E is
illuminance in lux, and t is time in seconds. The flash meter used for thermographic
analysis in this project was Sekonic L308S (calibration constant C = 340). During
the flash thermographic experiments within the frames of this research, the flash
meter was set to ISO100, the flash duration was 1/175 s, and the average reading at a
working distance of 60-70 cm was f/64 which makes the luminous exposure due to
single flash pulse to be estimated as




= 340 · (64)
2
100 = 1.39 · 10
4 lux · s (4.5.3)
Compared to the normative, given by expression (4.5.1), one can see that a single
flash delivers Nflash times less exposure than the day’s limit, where
Nflash =
5.76 · 106 lux · s
1.39 · 104 lux · s ≈ 415, (4.5.4)
In other words, about 400 flashes would be approximately equivalent to 8-hours of
exposition in normal museum conditions. Since the analysis of a single painting requires
much less number of flashes, we can assume that the flash used for thermographic
analysis should be safe for an arbitrary painting.
4.5.2 Temperature control
In order to estimate temperature rise on the surface of a painting under flash ther-
mographic analysis, an experiment was conducted on a mock-up sample representing
a canvas covered with oil paint (Sample A, Section 3.6.1). The thermocouple used
(refer to Section 3.4) was attached to the black painted area of the sample, because it
was estimated to be heated most due to the high emissivity of the black paint paint.
Ambient temperature in the laboratory facility was 26◦C. The flash duration: 0.006 s.
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Figure 4.5.1: Paint heating experiment. General view of thermocouple attached to
the surface of a sample.
 





































Figure 4.5.2: Paint heating experiment. Examples of temperature graphs collected
from the sample at: (a) 30 cm, (b) 100 cm.
A series of flashes was applied to the sample at different distances between the
flash lamp and the sample. The flash was located in such a way that the light was
falling mostly normally to the surface of the sample. The temperatures recorded are
reported in Table 4.5.1.
As can be seen, the temperature rise is not too high even when the flash source
is very close to the sample. For example, one may expect about 10-20◦C surface
temperature rise when touching the surface of a painting by hand.
Actual experiments on real paintings were conducted at distances from 60 to
80 cm.
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Distance Maximum T reached, ◦C Maximum T variation, ◦C
130 cm 28.2 1.6
100 cm 28.7 2.3
80 cm 29.9 3.2
70 cm 30.7 4.1
60 cm 32.2 4.8
50 cm 35.5 8.3
40 cm 40.1 12.6
30 cm 51.5 23.1
Table 4.5.1: Results of paint heating experiment: temperatures and temperature
variations. Ambient temperature in the laboratory facility: 26◦C.
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Chapter 5
Interference of thermal waves and
its use for analysis of multilayered
structures
5.1 Introduction
Thermal waves come out as one of the solutions of expression for the heat equa-
tion (1.4.1) and are described by a general form (1.4.4). Thermal waves, even though
they tend to decay at distances of about a single wavelength and can not be regarded
similarly to elastic or light waves, are still a useful concept for analysis of layered
materials. Of particular interest is the capability of thermal waves to exhibit such
wave properties as reflection, transmission, and interference, which allow them to be
used for estimation of thicknesses and thermal properties of layers.
As was outlined in Section 2.2, reflection and transmission coefficients between
different materials are dependent on properties of materials and the thickness of layers.
The result of thermal waves’ interaction, namely, the amplitude and/or phase of
thermal wave on surface of the material, can be used for measurements. In particular,
each of expressions (2.2.4) and (2.2.5) allow for determination of thickness of a coating
on a substrate [86]. Alternatively, if the thickness is known, one can determine thermal
diffusivity of the coating. And in case if thermal properties (thermal conductivity κ
and volumetric heat capacity c ·ρ) of the substrate are known, one can determine those
of the coating. The derivation of expressions (2.2.4) and (2.2.5) is quite straightforward,
but it is valid only for the case of a single layer on a thick substrate. In case when the
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substrate is comparable in its thickness with the coating itself, and/or the number of
coating layers is more than one, a new expression for complex temperature is required.
In the first part of this chapter a the interference of thermal waves in a single layer
of material is reviewed. Using the ideas of this review, an expression for complex
temperature on the surface of multilayered structure under harmonic heating is derived.
It is shown, that using the approach proposed in this chapter, it is possible to acquire
an expression for the complex surface temperature for variety of combinations and
any number of layers in the sample. The cases of two- and three- layered materials
are considered in this chapter.
5.2 Interference in a single layer
Assume that the heat flux deposited at the surface of the material is modulated
by a harmonic function with amplitude T0 and frequency f . The material is uniform
and its thickness is d. The deposited energy is absorbed within a thin surface layer
of material, and the thickness of this layer can be considered negligible for opaque
materials. The incident flux generates two waves – one of them (denoted as Twave01
below) will propagate directly to the opposite side of the sample, while the other one
(Twave02) will first reflect from the top surface of the sample and then follow the first







 01waveT  02waveT
 0T
Figure 5.2.1: Incident flux creates two thermal waves.
Both of the waves propagate through the material, reflect from the bottom edge
and return to the surface with certain phase lag and smaller amplitude relative to the
incoming temperature wave. The resultant temperature on the surface is determined
by the result of interference of the incident wave and the reflected waves and in
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complex form is represented by the sum of all the waves reflected from the bottom of
the sample [86]:
Twave01 = T0R0 exp (−σ2d) + T0R30 exp (−σ4d) + T0R50 exp (−σ6d) + T0R70 exp (−σ8d) + ... =
= T0R0 exp (−σ2d)1−R20 exp (−σ2d)
,
(5.2.1)







where R0 is the reflection coefficient of the material-air interface, σ = (1+i)/µ is the
complex wavenumber for the thermal wave, µ =
√
α/pif is diffusion length, α is thermal
diffusivity of the material, f is the modulation frequency, and .
The surface complex temperature is thus given by the sum of both waves and the
incoming wave T0:











0 exp (−σ2d)) + T0R0 exp (−σ2d) + T0R20 exp (−σ2d)
1−R20 exp (−σ2d)
=
= T0 (1 +R0 exp (−σ2d))1−R20 exp (−σ2d)
.
(5.2.3)
The resultant amplitude and phase of the thermal wave on the surface can be
found from this expression, and are given by expressions (2.2.4) and (2.2.5) assuming
that the reflection coefficient at the reverse side is R1 = 1.
It worth noting that expression (5.2.3) may be acquired by setting
T0 =⇒ T0 (1 +R0) (5.2.4)
into expression (5.2.1) and skipping calculation of Twave02. This idea will be used
later for other derivations. In fact, this substitution allows for calculation of just one
geometric series rather than two.
In a similar way one can derive the formulae for the case of a single layer of material
on a semi-infinite substrate layer:
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Tsurface =
T0 (1 +R1 exp (−σ2d))
1−R0R1 exp (−σ2d) , (5.2.5)
where R1 is the reflection coefficient on a coating-substrate boundary [86] and is
determined as R1 = e1−e2e1+e2 , where e1,2 =
√
κ1,2 · c1,2 · ρ1,2 denotes the thermal effusivity
of the material (index 1) or the substrate (index 2).
The expressions (5.2.3) and (5.2.5) allow for constructing the graphs of amplitude

















































































When performing analysis of this formula, it seems convenient to use ξ = d/λ as
an argument, where λ = 2piµ is the wavelength of the thermal wave. In this case,
as can be demonstrated from expression (5.2.7), the phase turns to zero exactly at
ξ = d/2piµ = 0.25 ·n, where n is an integer number. Parameter ξ, which shows the ratio
of layer thickness and the wavelength of thermal wave, will be referred to as thermal
thickness of material. In terms of ξ the term σd which will often be present in derived
expressions becomes
σd = 2pi (1 + i) ξ. (5.2.8)
5.3 Double-layer systems
The derivation of the formulae for the surface temperature for the cases of a single
layer (expressions (5.2.3) and (5.2.5)) is not too sophisticated due to the fact that the
sum of these waves can be represented by a geometric series. This becomes possible
because expression for a wave which passes the layer of material becomes multiplied
by a certain factor after each reflection. Another simplifying factor is that the wave
which penetrates into the substrate does not return back into the bulk of the coating
material.
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Figure 5.3.1: The scheme for reflections in the double-layered structure.
Differently should be treated the case of double-layer structures, when the substrate
layer is thermally thin (ξsubstrate is less than 1). In such situations the portion of
thermal wave which penetrated into the substrate may not decay totally and return
back into the material after the reflection on the reverse side of the material. If the
thickness of the coating layer is small enough, this returning wave may contribute to
the surface temperature. The main difficulty is that the number of terms in the series
doubles at each transmission through the boundary between the layers (Figure 5.3.1).
Below it will be assumed that the sample under analysis consists of two layers with
thicknesses d1 and d2, thermal conductivities κ1 and κ2, specific heats c1 and c2, mass
densities ρ1 and ρ2 . The reflection coefficient on both the material-air interfaces is
assumed to be R0 (ideally, it should be equal 1), while the reflection and transmission
coefficients at the interface between the materials are denoted R1, T1 (when the wave
propagates from the coating into the substrate) and R2, T2 (when the wave propagates
from the substrate into the coating)(Figure 5.3.1).
5.3.1 A block diagram for complex amplitudes of thermal
waves
In general, the temperature on the front surface represents the sum of the incoming
wave with amplitude T0 and all the waves coming from inside the sample. Since all
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the waves from inside the sample represent the initial thermal wave with additional
complex factors, one can state that the surface temperature is given by




where the factor (1 +R0) is omitted in all the terms for the waves. This factor will
be taken into account later, following expression (5.2.4). The terms A˜i represent wave
structures exp (−σxi) exp (iωt) multiplied by necessary reflection and transmission
coefficients, and xi being a path passed by ith wave.
Similarly the temperature of the back surface of the substrate can be expressed as




where the first term T0 is not present as it is assumed that the bottom surface does not
receive the stimulation flux similar to the one applied to the front surface. Similarly to
A˜i, terms D˜i represent wave structures exp (−σxi) exp (iωt) multiplied by necessary
reflection and transmission coefficients, and xi being a path passed by ith wave. In
practice, the heat stimulation and the measurement are often done at the same surface,
which makes Tsurface to be the quantity of primary interest.
In order to calculate the explicit form of (5.3.1), one has to find the coefficients{
A˜n
}
and find out if the series in (5.3.1) converges (in the case of a single layer the
expression turned to be a geometric series).
In order to take further steps, a block diagram will be constructed for the calculation
of the multipliers to the wave propagating within the layers and returning back to the
surface. The diagram presented in Figure 5.3.2 is constructed of four locations in the
layers of material (top and bottom of both layers are denoted as AT , AB, BT and BB)
and 6 typical passages (Figure 5.3.3) a wave makes inside the layers. Since each of the
passages correspond to a certain multiplier, 6 factors are to be introduced:
Aˆ = {AB → AT} = R1 exp (−σ1d1)
Bˆ = {AT → AB} = R0 exp (−σ1d1)
Cˆ = {AB → BB} = T1 exp (−σ2d2)
Dˆ = {BB → BT} = R0 exp (−σ2d2)
Eˆ = {BT → BB} = R2 exp (−σ2d2)
Fˆ = {BT → AT} = T2 exp (−σ1d1)
(5.3.3)
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Figure 5.3.2: Block diagram for the wave transmissions in a double layer material.
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Figure 5.3.3: To illustration of the typical passages in the bulk of a double-layer
material.
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In the scheme presented in Figure 5.3.2, the wave with amplitude T0 initially enters
the structure through the top surface, collects the factor exp (−σ1d1) and propagates
to the node AB (this passage corresponds numerically to coefficient Bˆ without R0).
When in the node AB, the wave has two options to propagate further – either to the
node AT or through the coating-substrate interface down to the node BB. Each such
transmission brings an additional multiplier to the wave. Since the observation is done
on the top surface of the material, the wave may finish its passages only when it is in
the node AT . For example, the wave, passing through the both layers, reflecting from
the substrate-coating interface, then reflecting from the bottom of the substrate and
returning back to the surface of the coating will have the form of:
[In]→ AB → BB → BT → BB → BT → AT → [Out] :
(Incoming wave) · CˆDˆEˆDˆFˆ =
= T0 exp (−σ1d1)︸ ︷︷ ︸
Incoming wave
·T1 exp (−σ2d2) ·R0 exp (−σ2d2) ·R2 exp (−σ2d2) ·R0 exp (−σ2d2) · T2 exp (−σ1d1) =
= T0 ·R20R2T1T2 exp (−σ12d1) exp (−σ24d2) ,
(5.3.4)
where T0 is the amplitude of the incoming wave, T1 and T2 are transmission coefficients,
R0, R1 and R2 are reflection coefficients.
The scheme in Figure 5.3.2 can be easily changed for the transmission mode
measurements (in this case the output of the scheme is in the node BB) and for
different number of layers (in this case two additional nodes are added for each
additional layer of material).
As can be seen, the coefficients Aˆ, Bˆ, Cˆ, Dˆ, Eˆ and Fˆ can fully describe the
behaviour of the thermal wave passing through the layered sample. Denoting the
amplitudes of the wave in points AT , AB, BT and BB by coefficients A˜, B˜, C˜ and D˜,
one can conclude that these amplitudes are given by:
A˜n = B˜n−1 · Aˆ+ C˜n−1 · Fˆ
B˜n = A˜n−1 · Bˆ
C˜n = D˜n−1 · Dˆ
D˜n = B˜n−1 · Cˆ + C˜n−1 · Eˆ,
(5.3.5)
where n is the number of passages made by a wave. This also can be written in form
of a matrix:
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This matrix can be used by itself, but it appears that it is possible to intro-
duce a different set of coefficients (below they will be referred to as K-coefficients),
corresponding to certain passages a wave can make inside the layers (Figure 5.3.4):
K1 = {AT → AB → AT} = BˆAˆ = R0R1 exp (−σ12d1)
K2 = {AT → AB → BB} = BˆCˆ = R0T1 exp (−σ1d1) exp (−σ2d2)
K3 = {BB → BT → AT} = DˆFˆ = R0T2 exp (−σ1d1) exp (−σ2d2)
K4 = {BB → BT → BB} = DˆEˆ = R0R2 exp (−σ22d2)
(5.3.7)
Now one can see that the bottom surface of the coating (AB) and top surface of
the substrate (BT ) are no longer in use, and the amplitudes of the waves on the outer
surfaces (AT and BB) can be found as
A˜n = A˜n−1 ·K1 + D˜n−1 ·K3
D˜n = A˜n−1 ·K2 + D˜n−1 ·K4
(5.3.8)
From here one can see that the introduction of the K-coefficients in the case of
double-layered sample allows for reduction of the matrix in (5.3.6) from 4× 4 down to
2× 2:
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which allows for finding amplitudes A˜n and D˜n similarly to (5.3.6), but in a simple
manner. One should keep in mind though that now the wave which penetrates into the
coating acquires an extra R0 coefficient, as can be seen from the graphs for passages
K1 and K2 in Figure 5.3.4. In order to correct for this, the amplitude of the incoming
wave will be set to be T0/R0, which is 1/R0 for A˜0.
For the example mentioned before (the wave, passing through the both layers,
reflecting from the substrate-coating interface, then reflecting from the bottom of the







. The additional factor 1/R0 appears in the last term in order
to remove an extra R0 in the first coefficient K2, because the incoming wave does not
have this extra R0.
As the wave passes inside the sample, its complex amplitude collects a set of
K-coefficients. After multiple reflections and transmissions (ideally – after infinite
number of those) the temperature amplitude at the surface can be found using
expression (5.3.1).
Taking into account that the amplitude of thermal wave at the face and back
























With the aid of expression (5.3.10) one can find the amplitude of a thermal wave
after it makes n passages (determined by K-coefficients) in the sample. In order to
























In order to find the amplitude of thermal wave at the surface of the material, one
should sum all the waves coming to the surface with indices n from 1 to∞ as required
in expression (5.3.1). Thus, the wave on the surface of the sample should be given by


































 R0R1 exp (−σ12d1) R0T2 exp (−σ1d1 − σ2d2)






This expression represents a geometric series with a matrix as a multiplier. In order
to proceed to further derivation, the convergence of this series should be addressed.
5.3.2 Convergence of the series of matrices
The expression (5.3.12) contains an infinite sum which can be treated as a geometric
series involving a matrix as a coefficient. An important condition of the convergence
of such series is [172]:
|λ1,2| < 1, (5.3.13)
where λ1 and λ2 are the eigenvalues of the matrix generating the series. If this
condition is satisfied, a geometric series Sn→∞ generated by a matrix A can be written
as
Sn→∞ = I + A+ A2 + A3 + ...+ An + ... = (I − A)−1 (5.3.14)
In order to investigate the satisfaction of the condition (5.3.13), we have to prove
that the eigenvalues of the matrix
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 R0R1 exp (−σ12d1) R0T2 exp (−σ1d1 − σ2d2)
R0T1 exp (−σ1d1 − σ2d2) R0R2 exp (−σ22d2)
 (5.3.15)
have their absolute values less than 1.
Construct the characteristic polynomial:
det
 R0R1 exp (−σ12d1)− λ R0T2 exp (−σ1d1 − σ2d2)
R0T1 exp (−σ1d1 − σ2d2) R0R2 exp (−σ22d2)− λ
 = 0, (5.3.16)
which turns into
(R0R1 exp (−σ12d1)− λ) (R0R2 exp (−σ22d2)− λ)−
−R0T1 exp (−σ1d1 − σ2d2) ·R0T2 exp (−σ1d1 − σ2d2) = 0.
(5.3.17)

















k · c · ρ is the thermal effusivity. These expressions allow (5.3.17) to be
written as
(R0R1 exp (−σ12d1)− λ) (−R0R1 exp (−σ22d2)− λ)−
−R0 (1 +R1) exp (−σ1d1 − σ2d2) ·R0 (1−R1) exp (−σ1d1 − σ2d2) = 0,
(5.3.19)
which leads to following equation for the eigenvalues:
λ2 − λR0R1 (exp (−σ12d1)− exp (−σ22d2))−































































The maximum absolute value of λ1,2 is reached when the normalized thickness of
the layers is minimal. Assuming this case, set d/µ→ 0, which will turn (5.3.21) to
λ1,2 = ±12
√
4R20 = ±R0, (5.3.22)
which means the absolute values of λ1,2 never exceed |R0|, and, because R0 is generally
slightly less than 1, the infinite sum in (5.3.12) converges.
5.3.3 Surface temperature for the double-layered sample
Using (5.3.14) for the infinite sum in expression (5.3.12), find
∑∞
n=1
 R0R1 exp (−σ12d1) R0T2 exp (−σ1d1 − σ2d2)
R0T1 exp (−σ1d1 − σ2d2) R0R2 exp (−σ22d2)
n =
= ∑∞n=0
 R0R1 exp (−σ12d1) R0T2 exp (−σ1d1 − σ2d2)
R0T1 exp (−σ1d1 − σ2d2) R0R2 exp (−σ22d2)
n − I =
=
I −
 R0R1 exp (−σ12d1) R0T2 exp (−σ1d1 − σ2d2)
R0T1 exp (−σ1d1 − σ2d2) R0R2 exp (−σ22d2)
−1 − I =
=
 1−R0R1 exp (−σ12d1) −R0T2 exp (−σ1d1 − σ2d2)
−R0T1 exp (−σ1d1 − σ2d2) 1−R0R2 exp (−σ22d2)




 1−R0R2 exp (−σ22d2) R0T2 exp (−σ1d1 − σ2d2)
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where
D = (1−R0R1 exp (−σ12d1)) (1−R0R2 exp (−σ22d2))−R20T1T2 exp (−σ12d1 − σ22d2)




















 R0R1 exp (−σ12d1) R0T2 exp (−σ1d1 − σ2d2)
















 1−R0R2 exp (−σ22d2) R0T2 exp (−σ1d1 − σ2d2)

















Taking into account expression (5.2.4) for the second term of this expression (the
first one is the incoming wave), expression for the surface temperature becomes











D = (1−R0R1 exp (−σ12d1)) (1−R0R2 exp (−σ22d2))−R20T1T2 exp (−σ12d1 − σ22d2)
Using (5.3.18) find:











D = (1−R0R1 exp (−σ12d1)) (1 +R0R1 exp (−σ22d2))−R20 (1−R21) · exp (−σ12d1 − σ22d2) .
Simplifying this expression:
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Since this equation is dependent on frequency of the temperature wave, it is
convenient to introduce the thermal thicknesses ξ1 and ξ2 of the layers. At the same
time, in order to leave ξ1 to be the main variable, introduce a coefficient kξ i = ξi/ξ1,
so that ξ2 = kξ2ξ1. Using expression (5.2.8), it is possible to acquire








and γ = 4pi (1 + i).
5.3.4 Verification of the expression for double-layer: conver-
gence to expressions for a single layer.
5.3.4.1 Single layer without substrate
In order to verify the expression (5.3.27) acquired above, assume that the two
layers representing the sample have same properties. This would mean the same
situation as that in Section 5.2, with doubled the thickness of the sample. From
the equality of the properties of both layers follows R1 = R2 = 0 and T1 = T1 = 1.
Expression (5.3.27) would transform into:







= T0 − T0R
2
0e










the form of which coincides with (5.2.3) with doubled thickness of the layer.
5.3.4.2 Single layer with infinitely thick substrate
Now assume that the second layer is infinitely thick (d2 → ∞). In this case
expression (5.3.27) would transform into:
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= T0 − T0R0R1e
−σ12d1 + T0R1e−σ12d1 + T0R0R1e−σ12d1
1−R0R1e−σ12d1 =
= T0 (1 +R1 exp (−σ12d1))1−R0R1 · exp (−σ12d1) ,
(5.3.30)
which is similar to (5.2.5). Thus, the expression (5.3.27) reduces to the expressions
derived in Section 5.2 if appropriate parameters are set.
5.4 Triple-layer systems
5.4.1 Derivation of complex temperature expression
After derivation of the expression (5.3.27) for the phase of the thermal wave on
the surface of a double-layered sample, it becomes simple to derive analogous formula
for a triple-layer system. Similar to the case of the double-layer sample, the internal
transitions may be fully described by a matrix containing the set of factors. Assuming
that the amplitudes of the wave in points AT , AB, BT , BB, CT and CB (Figure 5.4.1)
are given by coefficients A˜, B˜, C˜, D˜, E˜, and F˜ one can conclude that:
A˜n = B˜n−1 · Aˆ+ C˜n−1 · Fˆ
B˜n = A˜n−1 · Bˆ
C˜n = D˜n−1 · Dˆ + E˜n−1 · Jˆ
D˜n = B˜n−1 · Cˆ + C˜n−1 · Eˆ
E˜n = F˜n−1 · Hˆ
F˜n = D˜n−1 · Gˆ+ E˜n−1 · Iˆ
, (5.4.1)
which also can be written in form of a matrix:
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0 Aˆ Fˆ 0 0 0
Bˆ 0 0 0 0 0
0 0 0 Dˆ Jˆ 0
0 Cˆ Eˆ 0 0 0
0 0 0 0 0 Hˆ











where the coefficients have following values (also refer to Figure 5.4.2):
Aˆ = {AB → AT} = RAB exp (−σ1d1) = RAB exp (−2pi (1 + i) ξ1)
Bˆ = {AT → AB} = R0 exp (−σ1d1) = R0 exp (−2pi (1 + i) ξ1)
Cˆ = {AB → BB} = TAB exp (−σ2d2) = TAB exp (−2pi (1 + i) k2ξ1)
Dˆ = {BB → BT} = RBC exp (−σ2d2) = RBC exp (−2pi (1 + i) k2ξ1)
Eˆ = {BT → BB} = RBA exp (−σ2d2) = RBA exp (−2pi (1 + i) k2ξ1)
Fˆ = {BT → AT} = TBA exp (−σ1d1) = TBA exp (−2pi (1 + i) ξ1)
Gˆ = {BB → CB} = TBC exp (−σ3d3) = TBC exp (−2pi (1 + i) k3ξ1)
Hˆ = {CB → CT} = R0 exp (−σ3d3) = R0 exp (−2pi (1 + i) k3ξ1)
Iˆ = {CT → CB} = RCB exp (−σ3d3) = RCB exp (−2pi (1 + i) k3ξ1)
Jˆ = {CT → BT} = TCB exp (−σ2d2) = TCB exp (−2pi (1 + i) k2ξ1)
(5.4.3)






























= 1 +RBC = 1−RBC
(5.4.4)
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 ( )110 exp dR σ−×
 ( )11exp dσ−×
 ( )33exp dTBC σ−×
 ( )22exp dTCB σ−×
 ( )22exp dRBA σ−×
 ( )22exp dRBC σ−×
 ( )22exp dTAB σ−×
 ( )11exp dTBA σ−×

















Figure 5.4.1: Block diagram for the wave transmission.
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 2d
 111 ,, ρκ c
 222 ,, ρκ c
 0R
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Figure 5.4.2: To illustration of the typical passages in the bulk of triple-layered sample.
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0 Aˆ Fˆ 0 0 0
Bˆ 0 0 0 0 0
0 0 0 Dˆ Jˆ 0
0 Cˆ Eˆ 0 0 0
0 0 0 0 0 Hˆ

























0 Aˆ Fˆ 0 0 0
Bˆ 0 0 0 0 0
0 0 0 Dˆ Jˆ 0
0 Cˆ Eˆ 0 0 0
0 0 0 0 0 Hˆ



























0 Aˆ Fˆ 0 0 0
Bˆ 0 0 0 0 0
0 0 0 Dˆ Jˆ 0
0 Cˆ Eˆ 0 0 0
0 0 0 0 0 Hˆ
















Changing T0 to T0 (1 +R0) in the second term according to (5.2.4) and substituting










1 +RABRBCe−γk2ξ1 +R0 (RAB (e−γ(k2+k3)ξ1 − e−γξ1) +RBC (e−γk3ξ1 − e−γ(1+k2)ξ1)−R0e−γ(1+k3)ξ1 (e−γk2ξ1 −RABRBC))
(5.4.6)
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5.4.2 Verification of the expression for triple-layer: conver-
gence to expressions for a single and double layer.
5.4.2.1 Single layer without substrate
Suppose that the thermal properties of all three layers are similar. This would lead
to RAB = RBC = 0 in (5.4.6). This substitution would turn expression (5.4.6) into:
Tsurface =
= T0+







γ (1 + k2 + k3) ξ1 =
= 4pi (1 + i) (ξ1 + ξ2 + ξ3) =
= 4pi (1 + i) d1 + d2 + d3
λ
=




where d = d1 + d2 + d3 is the new thickness of the layer.
Thus, (5.4.6) becomes





















which is clearly similar to expression (5.2.3).
5.4.2.2 Single layer with thermally thick substrate
The three-layer material become equivalent to a single layer on a substrate if the
two top layers have same thermal properties (RAB = 0), and the third one is infinitely
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thick (k3 →∞). Using these assumptions, the expression (5.4.6) reduces to
Tsurface =











where d is the thickness of the new coating layer combined of the two top layers of the
triple-layer material. As becomes evident, this expression repeats that for the single
layer on a substrate (expression (5.2.5)).
5.4.2.3 Double layer
In order to confirm convergence of expression (5.4.6) to that for the double-layer
structure, set the thermal properties of the second layer to be equal those of the first
one (i.e., RAB = 0)
Tsurface =
= T0+






The new top layer will become thicker, hence (1 + k2) ξ1 becomes new ξ1, and k3
becomes new k2:
Tsurface =






which is similar to the expression (5.3.28) for double-layer material.
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5.5 Analysis of the expressions for temperature
phase
5.5.1 Important remarks
As was mentioned before on page 66, it is convenient to utilize an introduced
quantity – thermal thickness of the top layer given by ξ1 = d1/λ1 . In this case the other



















where d and α denote the thickness and thermal diffusivity of a layer, denoted by
an index 1 or 2. For example, for a sample consisting two 1 mm layers of copper
(αCu = 11.1 · 10−5 m2/s) on iron (αFe = 2.3 · 10−5 m2/s) the coefficient kξ2 = 2.2, while
for iron on lead (αPb = 2.4 · 10−5 m2/s) and the same thickness of layers kξ2 = 1.
Another important note concerns the experimental measurement of the phase of
thermal variation. After the temperature recording is performed, the amplitude and
phase can be calculated using expression (2.2.3). However, the phase measured has
little sense unless it is a relative phase in respect to some reference. As can be seen
from the phase graphs (e.g., Figure 2.2.3b), the phase reaches a constant value for
thermally thick samples (large values of ξ1). Taking this fact into account, we will
assume that zero phase corresponds to the phase of thermal wave at the surface of a
thermally thick sample.
5.5.2 Discussion of the graphs for Double-layered materials
In Figure 5.5.1 a graph is given for the phase of the surface temperature distribution
in case of a double-layer sample with the substrate kξ2 = 8 times more thick than
the coating layer. As can be seen, for any possible value of the reflection coefficient
between the layers certain important observations can be made. In particular, for high
frequencies (large ξ1) the graphs coincide with the graphs for single-layer case as if the
coating layer was placed on an infinite substrate, or no substrate at all (for R = ±1).
The most important feature is that the point denoted ξx is located at the same point
as for the single-layer sample. This fact allows for determination of thermal diffusivity
α1 for the coating layer if the thickness of the layer is known as is it done in case of a
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where fx is the frequency corresponding to ξx.
At lower frequencies, thermal waves in the bulk of the layers become able to reach
the bottom part of the sample, reflect back and contribute to the surface temperature
phase. At these values of ξ the graph for double-layer sample deviates from that for
the single layer. As can be noted, the graphs for the samples with infinitely thick
substrate tend to approach φ = 0 at the lowest frequency. But if the frequency is too
low, the back surface of the sample starts playing its role, and the graph turns to the
point φ = −45◦, as it does for a single layer without substrate. The deviation point
at which the graph for double-layered structure turns down is related to the thermal









0.2 0.25 0.3 0.4 0.5 0.6
 82 =ξk







Figure 5.5.1: Temperature phase graph for cases of single and double layers (kξ = 8).
In case if the thermal thickness of the substrate is very close to that of the coating,
one would collect graphs demonstrated in Figure 5.5.2. As can be seen, ξx is still
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equal 0.25, however, the deviation of the graph for double-layered sample occurs much








0.2 0.25 0.3 0.4 0.5 0.6
 12 =ξk
 [ ]1 0.9, 0.5, 0.2, 0, 0.2,- 0.5,- 0.9,- 1,- =R
Single layer
Double layer
 1ξ , unitless
 deg,φ
xξ
Figure 5.5.2: Temperature phase graph for cases of single and double layers (kξ = 1).
For the case with thermally thin substrate (Figure 5.5.3) the deviation of the graph
from the graphs for a single-layer sample itself shifts the graph in such a way that
the location of the crossing point ξx depends on the reflection coefficient between the
layers. This fact makes it hard to determine the thermal diffusivity of the coating by
using (5.5.2).
In fact, significant deviations of ξx from 0.25 become observable after thermal
thickness of the substrate become less than that of the coating. From Figure 5.5.4 it
can be noted that the deviation is less for the high absolute values of the reflection
coefficient between the layers. The latter is due to the fact that larger values of |R|
allow less of the thermal wave to penetrate into the bulk of the substrate, and even
less will make its way back to contribute to the surface complex temperature.
5.5.3 Determination of thermal parameters of a layered ma-
terial
The shapes of the phase graphs collected in thermal wave interference experiment
are directly determined by thermal properties – thermal conductivity (k) and volumet-
ric heat capacity (c · ρ) – of the materials making the sample. Appropriate procedure
for analysis of the graphs can allow for finding of these characteristics.
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[−0.5, −0.8, 0.8, 0.5]=R
Figure 5.5.4: Values of ξx depending on thermal thickness of the substrate.
5.5.3.1 Single layer and a Single layer on a substrate
Expressions (2.2.4) and (2.2.5) allow for convenient determination of the thermal
properties of layers of materials. As can be seen from these expressions, the phase φ of
surface complex temperature turns zero at 2d/µ = 4pid/λ = n · pi, where n is an integer
number (in practice, only n = 1 is used), and λ is the wavelength of the thermal wave
in the material. As was mentioned before, if the thickness d of the layer is known,
the thermal diffusivity can be determined using (5.5.2). Similarly it can be shown
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that the normalized amplitude value |Tsurface| crosses value of 1 for the first time in


















Figure 5.5.5: Location of crossing points for the amplitude (|Tsurface| = 1) and phase
(φ (ξ) = 0) graphs.
While thermal diffusivity is possible to be determined from the value of ξx and the
thickness of the sample, determination of the values of k and cρ require additional
quantity. Thermal diffusivity itself represents the ratio of k and cρ. In order to find
them independently, one would require measuring of the reflection coefficient between
the layers, which contains products of k and cρ (expression (2.2.1)).
By using expression (2.2.5) it becomes possible to derive an expression for deter-
mining the reflection coefficient R1, which is dependent on the thermal properties of
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both the material and the substrate. For finding R1, it is necessary to locate the point





( −(1+R0)R1 exp(−4piξ) sin(4piξ)








cos (4piξd0)− sin (4piξd0)√
R0 − 1 +R0 cos (4piξd0)
= ± exp (2piξd0)
√√√√sin (4piξd0)− cos (4piξd0)
1−R0 (1 + cos (4piξd0)) ,
(5.5.4)
where ξd0 is the value of ξ at which the graph φ (ξ) has zero derivative. The sign of
R1 is chosen depending on whether the extremum is minimum (“+” is chosen) or
maximum (“–” is chosen).
Since the surface reflection coefficient R0 is close to 1, this expression can be
reduced to
R1 = exp (2piξd0)
√
1− tan (4piξd0). (5.5.5)
There is an alternative method which can be proposed for determination of R1. It
requires integration of expression (2.2.5) within certain limits. Numerical integration
of experimentally found graph for φ (ξ) and comparing the result to the calibration
curve (Figure 5.5.6) allows for finding the reflection coefficient.
Knowing the thickness d of the coating, the frequency f0 corresponding to ξ = 0.25
as well as the reflection coefficient R1 allows for simultaneous determination of thermal
diffusivity α1, thermal conductivity κ1 and volumetric heat capacity c1ρ1 of the coating







R1 = exp (2piξd0)
√
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Figure 5.5.6: Calibration curves for determination of R1. Integration limits specified











where index 1 denotes the coating, and index 2 denotes the substrate.
Expressions (5.5.7) can be used directly for the measurement of the materials
properties in experiment. It should be noted though that for determination of both κ1
and c1ρ1 the sample should contain a substrate with known values of corresponding
parameters. In case of a single layer without substrate this method only allows for
finding the thermal diffusivity of the material (expression (5.5.2)).
5.5.3.2 Double layer
As was mentioned before in Section 5.5.2, the phase graph for a double-layer
material repeats that for a single-layered material at high frequencies. The thicker
the substrate layer, the lower the frequencies (lower values of ξ1) which would show
deviations from a graph for a single-layered material. This can be seen in Figure 5.5.7,
Figure 5.5.8 and Figure 5.5.9.
Thus, if the substrate layer is thick enough, it becomes possible to use high-
frequency part of the phase graph for measuring thermal diffusivity of the coating and
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the reflection coefficient between the layers. Once these parameters are determined,
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0.2 0.25 0.3 0.4 0.5 0.6
 0.0=
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R1
Figure 5.5.8: Temperature phase graph for cases of single and double layers (R = 0.0).
The graph for kξ = 1 is shown by a bold line.
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 deg,φ
Figure 5.5.9: Temperature phase graph for cases of single and double layers (R =
−0.75).
As can be seen from Figure 5.5.8, when the coefficient kξ2 becomes equal 1, the
crossing point ξx shifts to the left and becomes equal 0.125. This is fully expectable,
because this means a single-layered sample becomes two times thicker. One can expect
that if the substrate is two times thermally thicker than the coating (kξ2 = 2), the new
location of the crossing point would be 0.25/3. In general, this leads to a conclusion
that the value of ξx is given for R1 = 0 as 0.25/(kξ2+1).
Finding ξx in general case is complicated by the necessity to take into account the
reflection coefficient which affects the value of ξx. Consider a two-layered structure
with the reflection coefficient between the layers equal 0.73 and -0.73, and the thermal
thickness of the substrate equal kξ2 = 11 that of the top layer. Phase graphs for such
a sample are presented in Figure 5.5.10, where thick lines represent the theoretically
predicted graph given by (5.3.28), and the thin dashed line corresponds to the case
when the substrate is infinitely thick (given by (2.2.5)). Figure 5.5.11 displays the
deviation between the two graphs.
From the analysis of phase graphs constructed using the phase part of expres-
sion (5.3.28) it can be found that such graphs allow for finding coefficient R1using
expression (5.5.5) only when deviation point D in Figure 5.5.11 is located to the left
of point C (Figure 5.5.10). This occurs when the substrate layer is thermally thicker
than the coating layer at least 4-5 times.
The location of the point D can be estimated as the point ξD where difference of
the expressions (2.2.5) and the phase part of (5.3.26) becomes zero:
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Figure 5.5.10: An example of the phase graphs (the thick line) for R1 = ±0.73 and
the substrate thermal depth equal 11 that of the coating. The thin
dashed line corresponds to the case of infinite substrate.



















Figure 5.5.11: A difference phase graph. A graph for a single layer with substrate
subtracted from the graph for a double layer.
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where Tsurf_1layer is determined by expression (5.2.5) Tsurf_2layer is given by (5.3.26).
Expression (5.5.8) is satisfied if
Im (Tsurf_2layer)
Re (Tsurf_2layer)
− Im (Tsurf_1layer)Re (Tsurf_1layer) = 0 (5.5.9)
Substitution of (5.2.5) and (5.3.26) into (5.5.9) gives
e4piξD(R21−1)((1+e8piξD)R1 sin(4piξD)−e4pikξ2ξDR21 sin(4pi(kξ2−1)ξD)+e4pi(2+kξ2)ξD sin(4pi(kξ2+1)ξD))
(e8piξD−R21)(e8pi(kξ2+1)ξD+e8piξDR21−e8pikξ2ξDR21+2e4pikξ2ξD(e8piξD−1)R1 cos(4kξ2piξD)−1)
= 0, (5.5.10)





R1 sin (4piξD)− e4pikξξDR21 sin (4pi (kξ − 1) ξD) +




As can be seen, (5.5.11) represents an implicit function of ξD, kξ2 and R1. According
to this expression, kξ2 is dependent both on R1 and ξD, although explicit expression
for kξ2 can not be acquired from (5.5.11). For this reason, determination of kξ2 should
be done by numerical estimation in each particular case.
It can be also found that for fixed values of R1 and kξ2 there are numerous values
of ξD. The reason of it is that the graph for double-layered structure periodically
crosses the graph for a coating on a thick substrate asymptotically approaching it
(this situation is similar to the way the expression (2.2.5) periodically crosses the
φ = 0 axis in points ξ1=0.25, 0.5, 0.75,...). The one which is of interest for practical
use is the lowest value of ξD since it is the one which can be found directly from the
graph. Using these values of ξD it becomes possible to build a graph representing the
solutions of (5.5.11) with kξ2 as a parameter. Such graph is presented in Figure 5.5.12.
The practical value of the graph in equation (5.5.11) is that it allows one to roughly
estimate kξ2 using the coordinate of the point D found in experimentally collected
phase graph. It should be noted though, that for the cases of relatively thin substrate
(kξ2 up to 2-3) the location of point D varies significantly depending on R1, which leads
to possible uncertainty in estimated kξ2 if the reflection coefficient R1 is unknown.
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Figure 5.5.12: To estimation of kξ2 coefficient using expression (5.5.11).
Basic strategy of experimental estimation thermal properties In general,
the basic procedure for experimental estimation of the thermal properties of a layered
sample may include following steps:
1. Collection of φ (ξ) graph experimentally.
2. Finding the position of ξx and determine the thermal diffusivity of the coating
layer.
3. Determine the sign of the reflection coefficient R1. This indicates whether the
substrate has lower (R1 > 0) or higher (R1 < 0) thermal effusivity than the
coating (comes from expression (2.2.1)).
4. Construction of a reference graph φ (ξ) for a coating on an infinite substrate for
an arbitrarily chosen reflection coefficient R1.
5. Plotting an adjusted graph based on the difference of the measured data and
the reference graph.
6. Analyzing the graph and making conclusion on whether the reflection coefficient
R1 was chosen correctly. Adjusting the value of R1 and rebuilding the graph.
7. Finding the ξ-coordinate for point D (Figure 5.5.11) at which the adjusted graph
intersects the φ (ξ) = 0 line and estimate kξ2 and, thus, find thermal diffusivity
of the substrate layer using expression (5.5.1).
It worth noting that although estimation of thermal diffusivity for both the coating
and the substrate becomes possible even if none of thermal parameters are known a
priori. However, finding thermal conductivities and volumetric heat capacities requires
that those of the substrate are known. As was mentioned in Section 5.5.3.1, in case
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of a single layer with no substrate (R1 = 1) it becomes impossible to find thermal
parameters of the material.
5.5.4 Triple layer
Figure 5.5.13 demonstrates a graph for a triple-layer sample with reflection coeffi-
cients between the layers equal 0.7. The second layer is kξ2 = 8 times thicker than
the coating, and the third layer is kξ3 = 40 times thicker. As can be seen, the graph
repeats that for a single layer at higher modulation frequencies (large ξ1). At ξ1 ≈ 0.05
it starts deviating from the graph for a single layer and at ξ1 ≈ 0.03 crosses it (one
can note that 0.03 ≈ 0.25/kξ2+1 = 0.25/8+1). The graph for a single layer approaches
φ = 0 because it is placed on a substrate layer. The graph for the sample considered
in this example turns towards φ = −45◦, which means at these low frequencies the
sample is rather double-layered. At ξ1 ≈ 0.005 the graph deviates from the graph for
double-layered sample and approaches φ = 0 at low modulation frequencies (small
values of ξ1). One can note that 0.005 ≈ 0.25/kξ3+kξ2+1 = 0.25/40+8+1, which is analogous
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Figure 5.5.13: Temperature phase graph for a case of triple layer (kξ1 = 8 and kξ2 = 40)
compared to single and double layers (R = 0.7).
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It can be noted that determination of kξ-coefficient for the third layer becomes
problematic if its thermal thickness is equal to that of the second layer. In Figure 5.5.14
it is hard to observe the deviation points indicating the presence of the third layer –
quite similar to situation with a double layer with kξ2 ≤ 1. Determination of thermal
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Figure 5.5.14: Temperature phase graph for a case of triple layer (kξ1 = 8 and kξ2 = 8)
compared to single and double layers (R = 0.7).
5.6 Conclusion
It has been proven that it is possible to estimate properties of individual layers
by analysis of surface temperature phase graphs. First, the value of frequency which
corresponds to the crossing point ξx is found, and thermal diffusivity of the coating
layer is evaluated. Second, the phase graph acquired in experiment is compared to a
phase graph for a single layer with thermal diffusivity just found for the coating and
with suitable reflection coefficient. The value of ξ (and, thus, frequency f), at which
the experimental graph deviates from graph for a single layer, is then found and used
for evaluation of thermal diffusivity for the second layer. After that, a graph for a
double layer is constructed, and the experimental graph is compared to it in order
to determine the properties of deeper layers. Then the procedure repeats for triple,
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quadruple and n-layers structure until the properties of all layers are determined.
The reflection coefficients and thermal diffusivities can then be used to find thermal
conductivities and volumetric heat capacities of individual layers.
However, as was noticed for structures with number of layers more than two, varia-
tions of reflection coefficient lead to shift of ξx point which is used for determination of
thermal diffusivity. This variation is small for the samples with substrate layers thicker
than the coating layers. For the samples with comparable thermal thicknesses of layers
it appears that the most accurate method for determination of thermal characteristics





Thermography and Development of
a method for analysis of materials
with irregular structure of layers
As was mentioned in Section 4.4.2, Principal Component Analysis seems to be a
reasonable choice for analysis of works of art. Extraction of the principal components
from the collected thermographic data array allows for suppression of most of image
noises, and, at the same time, for detection of small (relative to the measured surface
temperature) temperature changes caused by internal structure of material.
In this chapter this subject is addressed in detail. As well, an alternative method
for data extraction from dynamic thermographic data is proposed and discussed.
6.1 Introduction
In thermographic analysis, the data are collected by a thermal imager in form of a
stack of Nt images each of which represents a Nx ×Ny array of temperature values.
In the most natural way, each of such images can be represented as a weighted sum of
images each of which has only one pixel with nonzero intensity (Figure 6.1.1). The set
of such single-pixel images represents a natural orthonormal image basis (hereinafter,
natural basis).
Principal component thermography (PCT) is based on the application of technique
known as Principal Component Analysis (PCA), which provides a convenient way for
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= 0 1 1+ +...+
Figure 6.1.1: To explanation of the “natural basis” of an image. Each image can be
referred to as a sum of single-pixel images with appropriate coefficients.
processing of data by regarding every image as a multidimensional vector. For this
procedure, the initial three-dimensional array is first converted into a two-dimensional
array A by unwrapping each image into one column (Figure 6.1.2). After this, each
column of the matrix A becomes a thermal image unwrapped into a vector with
dimensions NxNy × 1. Since the thermographic experiment requires collection of Nt










Figure 6.1.2: Unwrapping the 3D data array into a 2D matrix.
The main idea of PCA is to represent the unwrapped data set A as
A = U ·K1, or
A = K2 · V T ,
(6.1.1)
where U (dimensions NxNy ×Nt) and V (dimensions Nt ×Nt) represent some sets
of basis vectors, and K1, K2 are coefficient matrices with dimensions of Nt ×Nt and
NxNy ×Nt correspondingly.
Matrix U can be treated as a set of some spatial patterns (these can loosely be
regarded as thermal images), the superposition of which can be used to reconstruct
any thermal image in the initial set A as (Figure 6.1.3a)
A (:, i) =
Nt∑
j=1
U (:, j) ·K1 (j, i) . (6.1.2)
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Alternatively, an orthonormal basis can be constructed from the rows of the
matrix A. As can be seen from the unwrapping procedure, these rows represent the
temperature evolution curves for each particular point on the surface of the sample.
In this case, any row of A can be represented as a linear combination (Figure 6.1.3b):
A (i, :) =
Nt∑
j=1
K2 (i, j) · (V (:, j))T . (6.1.3)
Construction of the spatial (U) and temporal (V ) bases can be done by using
Gram-Shmidt orthogonalization, however, the singular value decomposition (described
in following sections) is conventionally used for this purpose. The columns of U
are referred to as Principal components (PCs), while in certain applications (e.g.,
climatology) they are called Empirical orthogonal functions (EOFs) [151]. Extraction
of the PCs and their analysis is the basis of Principal Component thermography.
 yx NN  U  1K A
 tN
(a)
 yx NN  A
 tN
 2K  TV
(b)
Figure 6.1.3: Representation of the raw thermographic data array: (a) in the basis U
of spatial patterns, (b) in the basis of temporal evolution curves.
6.2 Principal component thermography
6.2.1 Singular Value Decomposition and its interpretation
A convenient way of extracting both spatial and temporal patterns is given by the
procedure called Singular Value Decomposition (SVD). SVD decomposes matrix A
with size Nx ·Ny ×Nt as
A = U · S · V T , (6.2.1)
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where U is an Nx ·Ny ×Nt matrix of orthonormal vectors called left singular vectors,
V is an Nt ×Nt matrix of orthonormal vectors called right singular vectors, and S is
a diagonal matrix [173,174].
The derivation of the expression (6.2.1) is straightforward and represents the proce-
dure of finding appropriate matrices U , V and diagonal matrix S which satisfy (6.2.1).
Multiplying both sides of (6.2.1) by AT from the right and the left sides, one acquires
AA
T = S2 · U · UT




T · U = S2 · U
ATA · V = S2 · V
, (6.2.3)
where, as can be noted, U is the set of eigenvectors of AAT , while V is the set of
eigenvectors of ATA. The values of the diagonal matrix S2 represent the eigenvalues
of both AAT and ATA. The diagonal values of S in (6.2.1) are called singular values.
As can be seen, AAT is proportional to covariance matrix if the rows of the initial
matrix A have zero mean value. Same is true for ATA if the columns of A have zero
mean value. This allows for conclusion that the values of S determine the variances of
the PCs [173,175].
In various computational packages (e.g., MATLAB, Octave, etc.) the standard
procedure of SVD is implemented in such a way that the diagonal values of S are
sorted in descending order. This leads to the fact that the vectors in U and V are
sorted in terms of how much variance of the initial data they describe. The latter is
often used in lossy data compression: since most of the data variance is determined
by first several PCs, the others may be disregarded. Due to the fact that the last PCs
correspond to uncorrelated noises, disregarding these high-order PCs allows for noise
reduction, which is widely used in signal processing [176].
As was mentioned above, the columns of U represent static patterns, which can be
regarded as 2D thermal contrast images unwrapped column-by-column into 1D array.
In this case, the rows of S · V T represent time evolution of each of these patterns, or,
simply speaking, ith row of S · V T shows the “change of brightness” of the pattern
described by ith column of U . Thus, the initial data array A is a sum of changing
patterns given by the principal components (Figure 6.2.1).
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Figure 6.2.1: SVD as a sum of evolving patterns.
6.2.2 Multidimensional interpretation of Principal Compo-
nents
So, A is a set of thermal images reshaped in such a way that each column of A
represents a separate thermal image. Alternatively, each of the images can be regarded
as a single point in Nx ·Ny-dimensional space (Figure 6.2.2), where each coordinate
is given by the intensity of individual pixel. Thus A is a set of Nt such points. In
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Figure 6.2.2: A single temperature image containing Nx ·Ny pixels can be regarded
as a point in Nx ·Ny-dimensional space.
The principal components in such an interpretation can be regarded as a set of
Nx ·Ny-dimensional vectors (Nt of such vectors), which is sufficient for reconstruction
of any vector (i.e., unwrapped image) in the initial data set A. The first PC is the
vector which describes most of the variance of the cloud, the second PC describes less
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variation and so on. Also all the PCs have to form an orthonormal basis. Figure 6.2.3











Figure 6.2.3: A cloud of points in 2D: (a) two Principal Components used, (b) only
the first Principal Component used.
The advantage of this basis over the natural basis is that it allows for reconstruction
of most of the initial data by a much smaller number of vectors, namely, by first
several PCs. E.g., for the case in Figure 6.2.3a one can say that the points are mostly
spread along the PC1 and closely represent the entire cloud by the projections of the
points on PC1 (Figure 6.2.3b).
6.2.3 Visualization of Principal Components. The main draw-
back of PCT images.
In order to visualize individual PC, one converts the necessary column of array U
into a 2D image using the fact that each column of U is an Nx×Ny image unwrapped
into a column. For the aid of defects analysis one chooses the PC which demonstrates
the features which are not determined by the surface heat absorption. The pattern
describing the surface absorption of heat is often exhibited by the first PC, while the
subsurface defects appear in the next several PCs. In order to receive full information
about the defects, the analyst usually investigates a few of PC images.
The requirement of orthonormality applied to the PCs brings up certain peculiarities
to the practical application of PCT. In particular, this leads to following effect: the
same image feature (e.g., contours of the surface drawing or a defect) may be found
present in several PCs.
Figure 6.2.4 demonstrates the results of PCT analysis of a sample B1 panel painting
(refer to Section 3.6). As can be noted, the same feature (the leaf) can be found in
104
CHAPTER 6. PRINCIPAL COMPONENT THERMOGRAPHY AND DEVELOPMENT OF A METHOD FOR
ANALYSIS OF MATERIALS WITH IRREGULAR STRUCTURE OF LAYERS
PCs #1, #2, #3 and #4. At the same time, the defect (the square in the centre)
can be recognized in PCs #3 and #4 – in both cases the image of the square defect
appears mixed with the image of the leaf. Same effect is observable in Figure 6.2.5
demonstrating the results of analysis of sample B2. Also, from Figure 6.2.5 one can
see that the defect is also visible in PCs #2.
(a) (b) (c) (d) (e)
Figure 6.2.4: Sample B1. The first 5 PCs collected during analysis of a sample B1
panel painting. The images are taken by the author.
(a) (b) (c) (d) (e)
Figure 6.2.5: Sample B2. The first 5 PCs collected during analysis of a sample B1
panel painting. The images are taken by the author.
This effect leads to the presence of excessive information in different images. At
the same time, this makes interpretation of these images to be less straightforward.
Given just one of the images, the analyst may not be confident about whether the
sample contained a defect or a set of overlapping defects.
6.3 An alternative approach to decomposition of
the raw thermographic data
As has just been discussed, extraction of the spatial components using PCT allows
for finding the thermal patterns which represent the experimentally collected data in
an efficient way. This means that the entire data set consisting of a large number of
images can be described by a much smaller number of principal images. PCT images
highlight faint temperature changes associated with structural features of the sample.
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As can be found in experiment, just a few first spatial PCs closely represent the entire
data. In particular, the first PC is usually associated with the non-uniformity of
heat absorption on the surface, the second one often demonstrates the presence of
subsurface defects and inclusions.
Among the drawbacks of the PCT method applied to thermographic analysis of
works of art is the general unpredictability of the extracted patterns. In the most
straightforward – PT – approach the “bright” region on the thermal image of the
studied surface generally indicates the presence of a subsurface inclusion with thermal
diffusivity lower than that of the surrounding material. Contrary to that, the spatial
components returned by PCT can not be described that simply. For example, the
pattern corresponding to a hollow or detachment of layers of material (appears bright
in PT) may be be found both bright or dark in different experiments. Also, the images
returned by PCs often represent the mixture of features associated with different
structural properties – similar to what can be found in Figure 6.2.4 and Figure 6.2.5,
PCs often show the mixtures of the surface heating pattern and defect(s).
6.3.1 The concept of archetype analysis
Apparently, it would be more convenient if the PCT procedure could return
images which are independent in the sense of which structural features they determine.
Simply speaking, this would mean acquiring separate images for such features as
non-uniformity of surface heating, each individual defect, structure of material, etc.
Ideally, the separate images should not bear the traces of each other. For the sake of
convenience, these images will be hereinafter referred to as archetype images or simply
archetypes. For example, in Figure 6.2.4 one can see two main archetypes – the leaf
pattern and the square-shaped defect. If detectable, wood grain structure would be
the third archetype.
Such archetype images would allow for simpler interpretation of thermographic
data because each archetype corresponds to a pattern caused by a separate structural
feature. For example, this would be desirable for inspection of works of art, where the
non-uniformity of surface heating can be misinterpreted by the analyst, and a decision
is made that a separate structural defect is present.
At the same time, finding the archetype patterns and decomposition of the raw
data array A on the basis of the archetypes would also allow for finding the time
evolution curves for each of the archetypes (Figure 6.3.1), which could possibly provide
information on how the influence of sample’s structural features was changing in time
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(e.g., the deepest one of the defects would appear brightest at later time relative to
other defects). This information can be related to the properties of material, as well
as quantitative parameters of the structural features corresponding to the archetype
patterns (e.g., the depths of the defects).
P1 P2 P3
NtNt
NxNy A = + + +...+
Archetype
patterns
Portion of A which 






Figure 6.3.1: Representation of the raw data as a sum of archetypes.
6.3.2 Properties of archetypes
Before proceeding to the description of the procedure for archetype detection, one
should develop a set of requirements to the archetype patterns. Here follows the list
of the most evident requirements:
• Archetypes are images. Hence, i-th archetype Pi can be expanded in the natural
basis as




where {x¯} are the unit vectors of the natural basis, and lij are multipliers which
represent the relative brightnesses of each pixel of an archetype image.
• Natural components of any archetype are non-negative (i.e., brightnesses of
pixels in all archetype images are non-negative):
for each j : lij ≥ 0 (6.3.2)
• Archetype patterns can be constructed of a few low-order PCs (orders 1 to jmax)
which can be acquired through standard SVD procedure (expression (6.2.1)):
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where jmax determines the number of the PCs used for reconstruction of ith archetype.
• Archetype patterns are normalized (by analogy with PCs):
for each i :
√∑
j
l2ij = 1 (6.3.4)
The main obstacle to effective finding of the archetype patterns is that the archetype
patterns are not orthogonal in general case. Moreover, since such factors as the
configuration of the surface, inclusions and/or the defect(s) are unknown a priori,
there is a chance that their patterns (i.e., corresponding archetype images) may
partly overlap. Since the archetypes are not orthogonal, one would need to develop a
designated procedure for finding those patterns.
Let us consider an experimental data array A combined of a number of individual
column vectors At. In practical senseless, these At represent separate thermal N ×M
images in the stack of images collected by a thermal camera and unwrapped into
N ·M × 1 column vectors. The number t denotes the number of the image in the
stack A and can be regarded as time if one deals with time-ordered stack A.
Any pattern At can be expressed in the natural basis as




where {x¯} is the natural basis, and ktj can be treated as components of the vector At,
or, in practical sense – as brightness of pixel with number j.
At the same time, any thermal pattern in the data array A can be expressed
through the set of archetype patterns:
At = αt1P1 + αt2P2 + ...+ αtNPPNP + N˜t =
NP∑
j=1
αtjPj + N˜t, (6.3.6)
where NP is the number of the archetype patterns which are given by Pj, and N˜t is
the portion of At which is not determined by archetypes. The columns of array N˜
may contain image noise, background, etc., while from the point of view of PCs, N˜
contains those PCs with order higher than jmax in (6.3.3). Also, since each N˜t is an
image, one can express it in natural basis as N˜t =
∑NM
m=1 n˜tmx¯m.
From expressions (6.3.1), (6.3.5) and (6.3.6) follows
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One can note that both sides of (6.3.7) represent image expansion in natural
basis {x¯}. Taking just one pixel of the image (by fixing m in the sums), one acquires:
ktm = αt1l1m + αt2l2m + αt3l3m + ...+ αtNpl3Np + n˜tm =
NP∑
j=1
αtjljm + n˜tm (6.3.8)
From (6.3.8) one can make a conclusion that certain brightness variations of pixel
with number m (i.e., ktm) are related to brightness variations of archetype with number
j (given by αtj) if this archetype is present in the current point (i.e., if ljm 6= 0). And
vice versa, if there are brightness variations of archetype with number j (given by αtj),
then there must be brightness variations in other points of same archetype (ktm′ with
m′ 6= m).
Same conclusion also comes from the idea that any archetype should behave like
a whole structure rather than a set of independent pixels. The very definition of
archetype forbids the independence of different pixels of one and the same archetype.
Otherwise, this would mean that many visually different images can be formed using
just one archetype, which is not true. Thus, if one of the pixels of a certain archetype
increases its brightness, the other pixels should change accordingly. This leads to a
conclusion that if the analyst deals with a large number of images (each of which
contains same archetype) sorted in such a way that brightness of a single pixel of
an archetype changes according to some function, then the other pixels of the same
archetype should be changing their brightnesses in similar way.
109
CHAPTER 6. PRINCIPAL COMPONENT THERMOGRAPHY AND DEVELOPMENT OF A METHOD FOR
ANALYSIS OF MATERIALS WITH IRREGULAR STRUCTURE OF LAYERS
6.3.3 Raw archetypes recovery: approach and procedure
6.3.3.1 Preliminary procedures. Principal component filtering and form-
ing of synthetic data array.
The main principle of the archetypes separation is based on the conclusion made
in Section 6.3.2. In particular, the detection algorithm will be based on the fact that
natural basis components of the same archetype (i.e., pixels of same archetype image)
are dependent on each other.
In order to separate the interrelated pixels, one should obtain some new synthetic
data array B (a stack of images) in which brightness value ktm of a particular pixel
(or a number of pixels) changes according to some constraint law – e.g., harmonically –
through all the images. One can expect that if there is an archetype in this pixel, all
the other points of same archetype should become identifiable, because they would
exhibit same behaviour.
This data array should be made artificially. The synthetic array is to be formed
of the first few PCs describing the most of the variance of the data and containing
minimal amount of noises. On the one hand this allows for filtering the noises out, on
the other hand this decreases the amount of data to work with.
In order to construct the synthetic data array B, one first should construct a large
number of possible combinations of the PCs combined into a stack B′. Each image B′t





where jmax determines the maximum number of PCs used for reconstruction, and btj
is a random number. At the end, one obtains array B′, which is, on the one hand,
formed of PCs, and, on the other hand, is made of archetypes and some part which is
not described by archetypes according to (6.3.6).
Next, assuming that B′ contains a large enough number of images, one can make
a custom selection of a smaller number of images in such a way that the intensity of a
certain pixel of the image will be changing according to some pre-defined function.
These chosen images are then united into a new array B.
It is essential to remember that such approach is not a direct modulation of the
amplitude of certain pixel. It is rather sorting of the images in B′ in such a way that
the intensity of the pixel of interest (or a set of pixels) becomes modulated according
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to some law needed. In this work the functions of most interest are harmonics and
constants (or, harmonics with zero amplitude).
6.3.3.2 Determination of the number of PCs to preserve
In order to determine the number jmax of the principal components to preserve, one can
use two methods. On the one hand, one can make sure that jmax of the lowest-order
PCs determine most of the variance of the data (e.g., 90%), as it is usually done for
image compression purposes. Although, in certain publications preserving of 80% of
the initial variation is recommended [154].
Alternatively, it seems convenient to make selection of PCs by their informational
content, i.e., choose only those of low-order PCs which contain minimal amount of
random noise. In particular examples shown in Figure 6.2.4 and Figure 6.2.5 one
can hardly see any image in patterns of PC#5 in both cases (Figure 6.2.4e and
Figure 6.2.5e). In these examples PCs with orders 5 and higher represent random
noises. Selection can be done either manually (by visual comparison of the PCs), or by
analysis of a certain function which would represent the “randomness” of a particular
PC image. Below are two examples of “randomness tests”:
Example 1: Cross-correlation test. The test is based on calculating of mutual
correlation of the vector tested and its shifted copy. A truly random vector would
only give correlation equal 1 if the shift is equal 0 and very small correlation if the
shift is not 0. Thus, by testing the cross-correlation for all the PCs one can filter out
those which are random and leave those which are not.
Following tests are based on an assumption of gaussianity of the noise amplitude
distribution:
Example 2: Skewness test. The skewness of normal distribution is equal 0,
thus, one can expect the skewness values of low-order PCs, which bear the most of
information to be different from zero. Skewness is regarded as a measure of symmetry










where X is the data vector of length N , X¯ is its mean value, s is the standard deviation.
By analysis of skewness for all the PCs one can decide which portion of them should
be preserved.
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Skewness-Kurtosis test. In order to enhance the effectiveness of the previous kind
of test, one can develop a function utilizing additional statistic variables. In particular,
we can take into account the function of kurtosis, which is regarded as the measure of










where X is the data vector of length N , X¯ is its mean value, s is the standard deviation.
For a normal distribution kurtosis is equal 3. Thus, one can come up with a formula
∆ = (Kurtosis− 3) · Skewness, (6.3.12)
from where can be seen that the value of ∆ becomes minimal for the distribution
which approaches normal in terms of both skewness and kurtosis.
6.3.3.3 Case of only one archetype
Although the case of a single archetype has minimal practical sense, it worth a
brief discussion.
If only one archetype (e.g., j = j0) is present, expression (6.3.8) turns into:
ktm = αtj0lj0m + n˜tm. (6.3.13)
Since the noise term n˜tm is random, it can be concluded that the changes of ktm
in respect to t are mostly determined by those of αtj0 . If ktm changes harmonically,
αtj0 will have to change harmonically as well, since lj0m does not depend on t. Hence,
in order to find the archetype, one should apply Fourier transform and find the points
m which exhibit oscillations with the same frequency as the modulating harmonic.
Their relative amplitudes are related to the archetype profile lj0m, and the term n˜tm
will be suppressed.
6.3.3.4 Case of two (or more) overlapping archetypes
If only two archetypes (e.g., j = j0 and j = j1) are present in pixel m, expression
(6.3.8) becomes
ktm = αtj0lj0m + αtj1lj1m + n˜tm, (6.3.14)
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from where follows that by just knowing ktm one can not determine both lj0m and lj1m.
In other words, known ktm can be given by an infinite combinations of random αtj0lj0m
and αtj1lj1m. Hence, in this case (as well as in cases when the number of archetypes
in the chosen pixel is ≥ 2) one should seek for other pixel(s) where just one archetype
is present to introduce additional restrictions.
Consider following situation, when there are two archetypes (j0 and j1) in pixel
with number m. Then equation (6.3.14) should be satisfied. If it is possible to find
another pixel with number m′, where only the first archetype is present (i.e., lj1m′ = 0),
then
ktm′ = αtj0lj0m′ + αtj1 · 0 + n˜tm′ = αtj0lj0m′ + n˜tm′ . (6.3.15)
Suppose there is another pixel with number m′′ where only the second archetype
is present (i.e., lj0m′′ = 0), and following is satisfied:
ktm′′ = αtj0 · 0 + αtj1 · lj1m′′ + n˜tm′′ = αtj1lj1m′′ + n˜tm′′ . (6.3.16)
Now, when one has expressions (6.3.15) and (6.3.16), the array of random com-
binations B′ is to be sorted in such a way that both these constraints are satisfied.
As the result, the terms αtj0lj0m and αtj1lj1m are not random in pixel m anymore.
Instead, they are determined by the constraint functions applied in pixels m′ and
m′′. In particular, this way could be referred to as selective harmonic modulation,
keeping in mind that this “modulation” is created by sorting the images in array B′.
If there were two different frequencies used for modulation in pixels m′ and m′′, then
the Fourier spectrum of the sorted array B would demonstrate the presence of one or
another frequency in pixels where one or another archetype is present. In the region
where the archetypes overlap, both frequencies can be detected.
An alternative approach could be based on application of a different type of
constraints. In particular, the constraints chosen may represent constants rather than
harmonics. In this case, one selects a number of pixels in B′ and sorts it in such a
way that the values in these pixels do not change, or change little. In practice, it is
useful to choose zero value, so all the archetypes in chosen points will be suppressed.
If the pixels chosen do not contain pixels of some archetype of interest, then only that
archetype would not be suppressed (this way of archetype detection can be referred to
as selective suppression).
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6.3.3.5 Post-processing of the archetypes extracted
The raw data array A acquired in experiment can be represented in the basis of
the principal components as follows from (6.1.2). For this reason one has to make sure
that the archetypes are expandable in the same basis of PCs. In order to do this, the
archetypes extracted are supposed to be projected on this basis and reconstructed
again.
When the raw archetypes have been found:
• project the found raw archetypes onto the set {U} of the PCs found by standard
SVD. Note the coefficients.
• recombine the archetypes back. This will assure that the archetypes found can
be constructed of the PCs.
• normalize the archetype patterns found to satisfy (6.3.4).
In order to determine the effectiveness of one or another way of archetype recogni-
tion, one needs a quantity of how much the recognized shape fits the original archetype.
For this purpose one can introduce following expression:
∆ = |Rj − Pj|min|Pj| × 100%, (6.3.17)
where Pj represents the matrix for the initial archetype, Rj - the matrix for the
recognized one, straight brackets denote the norm of the vector, and |Rj − Pj|min
is the minimal possible normal difference between Pj and Rj. The number j here
denotes particular archetype. Technically, this formula treats Pj and Rj as two
multidimensional vectors, and returns the difference between them related to the norm
of the original archetype Pj.
6.3.4 Time evolution of archetypes
As was mentioned before in Section 6.3.1, the concept of archetype analysis assumes
decomposition of the initial data array in terms of a set of certain easy-to-interpret
patterns (archetypes). The first part of this concept, namely, the extraction of
these patterns, has been discussed in Section 6.3.3. The second part is related to
determination of how these patterns change their contribution to surface temperature
with time.
When the temperature data are described in terms of the principal components, the
time evolution of each of the components can easily be extracted by the procedure of
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singular value decomposition. In particular, it is given by matrix V in expression (6.2.1).
In case when one deals with the archetypes, the procedure is more complex. Unlike the
set of principal components (i.e., {U}) the set of archetypes does not necessarily make
an orthogonal basis, which means that finding a formula for archetype decomposition
similar to (6.2.1) is not straightforward.
Our strategy will include two parts: construction of the non-orthogonal basis
representing the archetypes, and projection of each column of the experimental data
matrix A (i.e., thermal images collected in experiment) on the components of the
newly constructed non-orthogonal basis. The latter is supposed to provide information
on how the experimental data changed their projections on the axes of the basis. The
following section contains the outline of the procedure for construction of such a basis.
Any raw archetype image PRaw found according to procedure outlined in Sec-




. The set {U} of
principal components can be used as part of the vectors of this basis, and thus the











where αj are expansion coefficients, Uj is j−th principal component, jmax is the
number of PCs used for reconstruction of PRaw, and U˜j are the basis vectors which
are not among the set of principal components {U}, but are still orthonormal to the
other vectors of the basis. Unlike {U}, the explicit form of vectors U˜j>jmax is unknown,
because the analyst only has chosen jmax PCs for archetype reconstruction.
Before using an archetype for finding its time evolution, its components which
belong to U˜j>jmax should be removed. In order to do this, the raw archetype PRaw is




(PRaw · Uj)Uj, (6.3.19)
which makes sure that the reconstructed archetype P has its components in the basis
{U1:jmax} only.
If the set of found archetypes {P} was an orthogonal set of vectors, then extraction
of the time profiles for each of the patterns (including the archetypes) in the experi-
mental data set A would be as straightforward as V ′ ∼ P TA. However, since {P} is
not orthonormal in general, then P TP 6= I, and this approach becomes impossible.
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Matrix P is formed of those patterns which make most interest to the analyst.
First of all, these include the archetypes. Additionally, as can be seen from (6.3.6), the
experimental data array A contains the portion N˜ which is not determined by linear
combination of archetypes. Matrix N˜ includes those of the principal components {U}
which were not used for construction of the archetypes. In addition to the archetypes
the new basis should also contain the term equivalent to a uniform pattern (equal
amplitudes over all the pattern). The latter will give a possibility to extract the time
evolution of constant background temperature. All these patterns (the archetypes
{P}, N˜ and the constant background) form a new basis B which will be used for
experimental data decomposition.
Introducing matrix H, the columns of which represent time variations of patterns
in columns of B, the experimental data matrix A can be expressed as
A = B ·HT , (6.3.20)
from where H can be found as





The columns of H can be used similarly to columns of matrix S · V T in expres-
sion (6.2.1), i.e., the i−th column of H shows the evolution of the i−th pattern in B.
This approach to time profiles extraction will be illustrated in following sections.
6.4 Modelling and verification
6.4.1 Case of 1D archetypes: demonstration and principles
6.4.1.1 Separation by selective harmonic modulation
In order to demonstrate the principles outlined in previous sections, a set of 1D
functions will first be considered. Although 1D functions have little practical meaning
for thermal defectoscopy, this will allow the reader to understand the functioning of
the algorithm as well as its main principles.
Consider a mixture of two archetype functions presented in 6.4.1a. Suppose the
analyst only possesses a certain number of linear superpositions of these functions with
some random noise. A couple of such superpositions are presented in Figure 6.4.1b.
The task is to find out the true shape of the archetypes.
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Figure 6.4.1: Two 1D archetype functions example: (a) the general form of the
archetypes, (b) examples of noisy superpositions of the archetypes (raw
patterns), (c) the first three PCs for the set of raw patterns, (d) examples
of random superpositions of PC1 and PC2.
The proposed procedure of the archetypes recognition is based on the use of
expression (6.3.14). First, the analyst takes the initial set of raw patterns (examples of
which are given in Figure 6.4.1b) and performs the SVD procedure in order to extract
the principal components. Since only a few of the first PCs bear useful information,
the analyst should decide on how many PCs should be left. In the current example, a
set of 500 raw patterns was analyzed, and the two first PCs for this set corresponded
to 91% of the entire data variation. The third PC did not carry much structural
information (Figure 6.4.1c) and was disregarded. The conclusion on the negligible
importance of the third PC can also be made from the Skewness-Kurtosis test given
by expression (6.3.12). The graph for the case under discussion is given in Figure 6.4.2,
from where one can see that the value of the test function becomes very close to zero
starting with the PC#3.
The next step requires construction of a large number of random combinations of
the selected PCs. As was mentioned above, selecting of a limited number of the PCs
allows for significant noise reduction, thus the resulting patterns are much less noisy
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Figure 6.4.2: The graph for Skewness-Kurtosis test. The case of 1D archetypes analysis.
than the raw patterns (compare Figure 6.4.1b and Figure 6.4.1d). As the result, the
analyst obtains a new set of data made of random combinations of the PCs chosen.
The total number of the patterns constructed for this test was 100000, and the first
1000 of such patterns for the current example are given in Figure 6.4.3a. As can be
seen, the border edges of the rectangular archetype are somewhat visible, while the
edges of the Gaussian are hardly detectable.
At the next stage, the analyst performs sorting of the patterns constructed. The
main purpose of this procedure is to make the intensity of a single archetype to change
in a certain way set by the analyst. It is convenient to make such a sorting of the
patterns, that the brightness of the pixels in some reference point changes harmonically
with certain period (this will allow for using Fourier transform).
From (6.3.13) follows that if one of the points of an archetype changes, the entire
archetype will be changing its intensity accordingly. Thus, if one selects a point
and makes the array of patterns to be sorted in such a way that intensity of pixel
changes harmonically, the other points of archetype present in the point selected will
be sorted in the same manner. This can be easily observed in Figure 6.4.3b, where
the random patterns (partly shown in Figure 6.4.3a) are sorted in such a way that
intensity changes harmonically along the dashed line (A) which has coordinate 4550.
As can be seen, the harmonic intensity variation can be found not only along line (A),
but in all the lines from 5250 to 8500. These points correspond to the rectangular
archetype (Figure 6.4.1a), which allow for this archetype detection.
At the same time, one can sort the patterns in such a way that the intensities
along the line (B) with coordinate 7250 would also be sorted in the same or a different
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Figure 6.4.3: A set of random patterns constructed of the first principal components:
(a) unsorted patterns, (b) sorted patterns. The dashed lines indicate
position of the two reference points.
way. In Figure 6.4.3b the sorting of the patterns was performed in such a way that
the intensities along the line (B) were changing with a smaller period that that along
line (A). As can be seen, sorting the intensities along line (B) leads to modulation of
the entire Gauss-shaped archetype between point 4000 and 6000 (Figure 6.4.1a).
Separation of the archetypes and extraction of their profiles can be performed by
Fourier transformation of the set of the sorted patterns (Figure 6.4.4a). As can be
seen, the amplitude part of Fourier spectrum contains the profiles of the archetypes at
different frequencies. These can be extracted and plotted as shown in Figure 6.4.4b.
It is important to underline that this approach of archetypes separation is only
possible if following is satisfied. In particular, in order to distinguish N archetypes,
one should choose N points in each of which only one archetype is present. This
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Figure 6.4.4: Reconstruction of 1D archetype shapes: (a) amplitude spectrum, (b) re-
constructed profiles.
requirement is seen in expression (6.3.14): making ktm oscillating will not have effect
on just one of the archetypes (lj0m or lj1m), instead, they both will be modulated at
the same time, which will make their separation by Fourier transform more difficult if
possible at all. Modulation of a single archetype becomes possible if (6.3.13) is satisfied.
And it can only be satisfied in points where only one archetype (and, possibly, the
noise term n˜tm) is present.
To conclude this example, the relative mismatches for both of the archetypes
calculated using expression (6.3.17) were 3.6% for the Gauss-shaped archetype, 3.5% –
for the rectangular-shaped one.
6.4.1.2 Separation by selective amplitude suppression
An alternative approach could be based on selection of different modulation
functions at the stage of sorting of patterns. Contrary to the previously discussed
selective harmonic modulation, where the two functions were harmonics with different
frequencies, one can selectively suppress one or more archetypes by setting one of the
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functions to be constant zero (ktm = 0) in the reference point. By doing this, one
suppresses the whole archetype in the reference point, provided that there is only one
archetype in the point chosen. The function for other reference point(s) may be either
harmonic (in this case the detection algorithm utilizes Fourier transform), or equal to
constant.
6.4.2 Case of 2D archetypes
Two-dimensional archetypes are of most practical interest since in most of cases
infrared analysis is related to processing of images acquired using infrared imaging
devices. In this section an example on recognition of 2D archetypes will be addressed.
6.4.2.1 Demonstration and principles
Consider a mixture of a set of archetype images shown in Figure 6.4.5a. Suppose
the analyst only deals with a large number of images, each of which represents a noisy
mixture of those archetypes (Figure 6.4.5b). In this example 500 of such images have





























































Figure 6.4.5: The case of 2D archetypes recognition: (a) the raw archetypes, (b) ex-
amples of arbitrary combinations of the 2D archetypes mixed with noise.
In order to solve the problem, a procedure similar to the one discussed in previous
section can be applied. The 2D images are first unwrapped into 1D column vectors.
In order to remove the most of noises and simplify the problem, SVD is applied and
the principal components are used for construction of the synthetic data array, which
represents a large number of random combinations of the PCs chosen (in this example –
180000 of combinations). In this example only four first PCs were chosen: as can be seen
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from Figure 6.4.6a, these are the only PCs which bear information. Same is confirmed






































































Figure 6.4.6: The case of 2D archetypes recognition: (a) First five principal com-
ponents SVD (note that the 5th component contains noise only) and
(b) example of patterns made of the first four of them.

























Figure 6.4.7: Skewness-Kurtosis graph for the example of 2D archetypes separation.
The synthetic data array passes through sorting procedure in accordance with the
sorting functions (harmonics, similar to the case of 1D archetypes). Unlike the example
of 1D archetypes, several restriction points must be selected due to the presence of
several archetypes – in Figure 6.4.8a the points of different modulation frequencies
are shown in two different colours (solid and hollow dots).
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(a)
(b)
Figure 6.4.8: Reconstruction of individual 2D archetypes: (a) locations of the
archetypes and (b) the results of recognition.
As can be seen from Figure 6.4.8b, all the four archetypes can be reconstructed,
although the circular one (it represents a bell-shaped amplitude distribution) bears
some negligible traces of a neighbouring rectangular archetype.
6.4.2.2 Application of archetype recognition to FDM model.
This section is devoted to analysis of data acquired in a simulated thermal propa-
gation experiment.
The model is implemented based on the FDM techniques discussed in Chapter 7.
The model is cylindrically symmetric, so, it can be simplified to 2D simulation (refer
to Section 7.2). The structure of the sample included one disk-shaped inclusion and a
set of concentric rings at a deeper level (Figure 6.4.9).
Parameters of the model are as follows:
• mesh size: 30× 150 elements
• mesh element size:
• time step: 1.8 · 10−5 s
• simulated time of observation: 5 · 105 cycles (9 s)
• thermal parameters of the material: thermal conductivity - 40.1 W
m·K , heat
capacity - 385 J
K·kg , mass density - 8960
kg
m3
• thermal parameters of the defect: thermal conductivity - 30.0 W
m·K , heat capacity -
40.0 J
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Figure 6.4.9: The model of the cylindrically symmetric sample analyzed (the light
regions are the “defect”). Heat was supplied to the bottom edge.
The experiment simulated is a pulse thermographic (PT) procedure. The sample
was heated for 3 cycles (5.4 ·10−5 s) of time, during which each surface element received
7.5 · 10−2 W/m2 radiation flux. During the experiment, 500 frames were acquired. This
corresponds to about 56 frames per second, which is achievable with most of modern
thermal imagers.
The principal components extracted from the experimental results are shown
in Figure 6.4.10. The PC#6, as can be seen from Figure 6.4.10f contains mostly noise.
For this reason PC#6 was not used for archetypes reconstruction. The first five PCs
were used to extract the archetype patterns which are demonstrated in Figure 6.4.11.
As can be seen, the recognized patterns (Figure 6.4.11b and Figure 6.4.11d) closely
represent the internal structure of the sample (Figure 6.4.11a and Figure 6.4.11c).
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(a) (b) (c)
(d) (e) (f)
Figure 6.4.10: Principal components for the cylindrically symmetric sample analyzed:
(a) PC1, (b) PC2, (c) PC3, (d) PC4, (e) PC5, (f) PC6.
(a) (b)
(c) (d)
Figure 6.4.11: The results of archetype recognition for the model cylindrically sym-
metric sample.
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6.4.3 Time evolution reconstruction
As an illustration of the possibility to extract time variations of arbitrary thermal
patterns, this section considers an FDM simulation of a cylindrically symmetric sample
with an inclusion. The sample modelled represents a metal disk with disk-shaped
inclusion inside (Figure 6.4.12). The inclusion has its thermal properties different from
those of the surrounding material. The surface of the sample is heated with a short
heat pulse, after which the surface temperature is monitored for certain period of time.
According to the theory (Section 2.1), the surface temperature of a semi-infinite sample
after an instant heating decreases in respect to time t as ∼ 1/√t. If the heat front from
the surface hits some inclusion with different thermal properties, this dependence
deviates from theoretic at a time moment which is proportional to square of depth





Figure 6.4.12: Simulated pellet-shaped sample scheme.
The sample simulated represents a titanium disk with iron inclusion. The parame-
ters of the model are given in Table 6.4.1.
Radius of the pellet sample 30 mm
Mesh step 7.5 · 10−4m
Time of observation 7.5 s
Time step 1.5 · 10−5 s
Thermal diffusivity of the material 9.31 · 10−6 m2/s (titanium)
Thermal diffusivity of the defect 2.3 · 10−5 m2/s (iron)
Depth of the defect variable
Table 6.4.1: Parameters of the FDM-simulated sample (iron in titanium).
As can be noted, the first pattern in P (the constant background) (Figure 6.4.14a)
has its time evolution coefficients such that the pattern decays with time. On the
other hand, the second pattern (the only archetype for this model, Figure 6.4.13) is
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negligible at the beginning, but then the graph exhibits a peak (Figure 6.4.14b). The
negative sign for the graph is explained by the fact that the inclusion in the pellet
(iron) has higher thermal diffusivity than the material.
Figure 6.4.13: The archetype for the model (cut-out image).
It becomes possible to construct a graph illustrating the dependence of the peak
location in respect to the depth of the iron inclusion. As can be seen from Figure 6.4.14,
the peak location is directly proportional to the square of the inclusion depth, which
is a direct indication of the 1/√t - law outlined before.
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Figure 6.4.14: Analysis of FDM-modelled sample: Examples of the time evolution
coefficients for the first four archetype patterns.
In order to study the dependence of the contrast peak moment on the depth
location of the inclusion, a number of simulations have been performed. From the
contrast variation graphs the peak moments have been extracted. As can be seen from
Figure 6.4.15, the graph represents a line indicating direct proportionality between
the depth of the defect and the peak of contrast for the archetype pattern for the
defect, which goes in accordance with the theory.
6.5 Application of archetype analysis to inspection
of pieces of art
The technique of archetype analysis can successfully be applied to the analysis of
works of art. In this section, the experimental results for a set of pieces of art will
be outlined and discussed. The samples B1, B2 and C2 were analyzed using FLIR
SC4000 thermal imager, and C1 – by Cedip Jade III thermal imager. The Speedotron
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Figure 6.4.15: Dependence of the peak position on the square of the defect depth.
flash system was used as a heat application source. Duration of flash was set to be
1/175 s, the light source was set at a distance no less than 70 cm away from the sample.
The data processing procedure was analogous to that outlined in previous sections.
6.5.1 Samples of Group B
6.5.1.1 Archetype analysis of Sample B1
Sample B1 has been described in Section 3.6.2. As demonstrated in Figure 6.5.1,
PT approach (Figure 6.5.1b) does not reveal the contours of the defect (outlined in
Figure 3.6.2), however one can notice the warmer area in the central region of the
sample. At the same time, PCT approach demonstrates the presence of the defect.
However, the image returned is a mixture of the defect and the surface drawing
(Figure 6.5.1c).
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Figure 6.5.1: Support-ground delamination detection in Sample B1.
(a) Appearance of the painting, (b) the result of PT, (c) the
result of PCT [48].
PC #1 PC #2 PC #3 PC #4 PC #5 PC #6
Figure 6.5.2: Results of PCT for Sample B1: First 6 PCs (only first five were used
for archetype recognition).
Surface Drawing archetype First, an attempt to separate the surface drawing
as a separate archetype is made. In order to perform this, a number of points were
chosen in the surface which certainly correspond to the surface drawing, and a set of
points on the background (in Figure 6.5.3a these points are shown as white and black
dots correspondingly). At the sorting stage amplitudes in these two types of points
were modulated at two different frequencies.
(a) (b)
Figure 6.5.3: Sample B1: Detection of the archetype associated with the surface
drawing (“leaf”): (a) location of the restriction points, (b) the archetype
recognized.
130
CHAPTER 6. PRINCIPAL COMPONENT THERMOGRAPHY AND DEVELOPMENT OF A METHOD FOR
ANALYSIS OF MATERIALS WITH IRREGULAR STRUCTURE OF LAYERS
As can be seen in Figure 6.5.3b, the drawing contour recognized (the “leaf”) does
not demonstrate the presence of the defect (the “square”, Figure 3.6.2). This pattern
is used as one of the vectors in the newly constructed archetype basis.
The time evolution graphs for the first four archetypes are shown in Figure 6.5.4,
where the second archetype is the recognized surface drawing, and the first one
corresponds to a uniform pattern. The higher-order archetypes are just those of the
original PCs which were not used in archetypes construction.
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Figure 6.5.4: Sample B1: Time evolution for the archetypes. P1 corresponds to the
uniform pattern, P2 corresponds to the surface drawing pattern (“leaf”).
It is interesting to note following feature of the two first graphs (Figure 6.5.5).
The graph corresponding to the contrast decay for the first archetype (the uniform
pattern) contains two sharp “jumps” on the curve. This effect is the result of signal
processing in the thermal camera and caused by camera self-adjusting to the ambient
temperature. Such sudden changes in signal occur to all the pixels in the image at
the same time moment and usually do not exceed 0.1 K. As can be seen, the jumps
are only visible in the graph for the first archetype, which describes uniform overall
temperature distribution. At the same time, the graph for the second archetype does
not exhibit such features. This is fully expected because the temperature adjusting
occurs for all the pixels in the image at the same time, and thus are better determined
by the archetype representing the uniform pattern.
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Figure 6.5.5: Sample B1: Comparison of the contrast decay graphs for the two first
archetypes.
Defect archetype By selecting a different set of points one can recognize the
contours of the defect in Sample B1 (Figure 6.5.6).
(a) (b)
Figure 6.5.6: Sample B1: Detection of the archetype associated with the defect
(“square”): (a) location of the restriction points, (b) the archetype
recognized.
Again, the non-orthogonal basis of the archetypes can be constructed of the uniform
pattern (first archetype), the recognized pattern for the defect, and the unused PCs.
The time evolution graphs can be seen in Figure 6.5.4. As can be noted, the contrast
graph for the second archetype (which corresponds to the defect) reaches its maximum
contrast at some moment after the beginning of monitoring. This agrees with the
theory, which indicates that the contrast for the defect is dependent on the thickness.
The fact that the peak in the graph has positive sign indicates that the thermal
diffusivity of the defect (detachment) is lower than that of the material.
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Figure 6.5.7: Sample B1: Time evolution for the archetypes. P1 corresponds to the
uniform pattern, P2 corresponds to the defect pattern.
6.5.1.2 Archetype analysis of Sample B2
Sample B2 has been described in Section 3.6.2.
Figure 6.5.8 demonstrates the first five PCs for the sample analyzed. As can be
seen, only four of the PCs bear the information. Hence, only these patterns are used
for archetypes extraction.
PC #1 PC #2 PC #3 PC #4 PC #5
Figure 6.5.8: Results of PCT for Sample B1: First 5 PCs (only first five were used).
Surface Drawing archetype For extraction of the surface drawing archetype, a
number of points were selected on the details of the drawing, and a number of points –
on the background (in Figure 6.5.9a these points are shown as white and black dots
correspondingly). At the sorting stage amplitudes in these two types of points were
modulated at two different frequencies.
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(a) (b)
Figure 6.5.9: Sample B2: Detection of the archetype associated with the surface draw-
ing (“wagon”): (a) location of the restriction points, (b) the archetype
recognized.
Defect archetype Selection of different locations of the restriction points as in-
dicated in Figure 6.5.10a allows for separation of the defect patters as a separate
archetype (Figure 6.5.10b).
(a) (b)
Figure 6.5.10: Sample B2: Detection of the archetype associated with the surface
defect (“bar”): (a) location of the restriction points, (b) the archetype
recognized.
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6.5.2 Samples of Group C
6.5.2.1 Archetype analysis of Sample C1
Sample C1 has been described in Section 3.6.3. This section relates to the archetype
patterns extraction for this sample.
Surface Drawing archetype Surface drawing archetype can be separated by
setting the reference points as indicated in Figure 6.5.11a.
(a)
(b)
Figure 6.5.11: Sample C1: Detection of the archetype associated with the surface
drawing: (a) location of the restriction points, (b) the archetype recog-
nized.
Defect archetype
Same defect can be recognized using just one reference point for the defect and
one for the background as indicated in Figure 6.5.12. It should be noted that the
image recognized displays several defects rather than just one.
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(a)
(b)
Figure 6.5.12: Sample C1: Detection of the archetype associated with the defect:
(a) location of the restriction points, (b) the archetype recognized.
6.5.2.2 Archetype analysis of Sample C2
For the analysis of Sample C2 (Section 3.6.3) first seven PCs were selected. The
number of PCs to be preserved was found from Skewness-Kurtosis test (6.3.12) as
indicated in Figure 6.5.13.
Surface Drawing archetype First, and attempt was made to use just two reference
points – one for the drawing and one for the background, as shown in Figure 6.5.14a.
As can be seen from Figure 6.5.14b, the drawing can be separated, however it appears
mixed with another pattern, namely, the wood grain.
In order to remove the influence of the wood grain archetype, two additional pairs
of reference points were chosen (Figure 6.5.15a) in such a way that the wood grain
would contain points of both types.
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Figure 6.5.13: Sample C2: Skewness-Kurtosis test for the first 100 PCs.
Defect archetype Defect recognition is possible by setting the reference points in
the way indicated in Figure 6.5.16a, where two main points of interest are set to the
location of the defect, while two other points are set out of the defect. The defect
recognized is demonstrated in Figure 6.5.16b.
Material structure archetype (wood grain) Wood grain is the third archetype
present in Sample C2 and possible to be recognized. Its separation becomes possible
by proper setting of just two reference points as indicated in Figure 6.5.17a. The
archetype pattern for the wood grain recognized is shown in Figure 6.5.17b.
6.6 Conclusion
An approach has been proposed for improving the quality of thermographic images.
The approach is based on the technique of Principal Component thermography (PCT),
however, contrary to PCT, it provides the analyst with a set of images which are not
necessarily orthonormal (like in PCT). Instead, the approach proposed creates a set
of images (archetypes), the main feature of which is their informational independence.
Each of such images represents an individual structural feature inherent to the sample
such as the surface configuration, heating non-uniformity, subsurface defects, etc.
Thus, the images found contain much less redundant information than the images
found by PCT and are more straightforward in terms of their interpretation.
The images found can also be used for analysis of time behaviour of archetype
patterns. The raw thermographic data array, which is technically a set of thermal
images, can be treated as a sum of dynamically changing archetype images, which
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may give possibility to estimate the depth of the defect if thermal properties of the
material are known.
This approach is generally applicable to samples with unknown internal structure
and thermal properties. This allows the method to be applied in thermal defectoscopy
of works of art.
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(a)
(b)
Figure 6.5.14: Sample C2: Detection of the archetype associated with the surface
drawing: (a) location of the restriction points, (b) the archetype recog-
nized.
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(a)
(b)
Figure 6.5.15: Sample C2: Detection of the archetype associated with the surface
drawing: (a) location of the restriction points. The result from the
previous figure is shown to demonstrate that some of the points are set
to the wood grain, (b) the archetype recognized. Note the suppression
of the wood grains.
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(a)
(b)
Figure 6.5.16: Sample C2: Detection of the archetype associated with the defect:
(a) location of the restriction points, (b) the archetype recognized.
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(a)
(b)
Figure 6.5.17: Sample C2: Detection of the archetype associated with the wood




Finite-difference model of heat
propagation
It is quite a common practice to perform numerical simulations of physical processes
in order to verify physical models and study physical processes. There are numerous
approaches to the numerical simulations, among which the two most well-known
are the Finite Element Modelling (FEM) and Finite Difference Modelling (FDM).
While the first method is highly flexible in terms of the geometrical shape of the
samples studied, the second one requires less computational power and allows for
simple simulations of samples with rectangular shapes.
FDM works on the premise that the sample is a number of finite pieces of regular
shape (e.g., cubic), within which the characteristic of interest – for example, tempera-
ture – does not change significantly, and we can assume it remains constant within
the limits of each finite block. Thus, the sample can be numerically represented by an
array of temperature values, representing the temperature distribution in each portion
of the sample. Such functions as density, heat capacity, thermal conductivity and
the distribution of heat sources are also represented by arrays of data points. Since
the arrays contain the number of values equal to the number of finite volumes in
the model, a significant increase of the requirements to the computational system is
encountered when dealing with two- and three-dimensional models. However, certain
assumptions on the geometry of the model allow for significant simplifications of the
problem.
The time evolution and space distribution of temperature field can be found
by solving the heat conduction equation (1.4.1) with derivatives approximated by
differences. Finite difference approximations of derivatives follow from the Taylor
expansion of a function, and can be given by following expressions [178]:
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∂f
∂t

















where t and ∆t represent the time moment and the time increment, z and ∆z -
spatial coordinate and the size of the finite block of the model, and f is any function
depending on coordinate and/or time. The main idea of FDM is to find values of
temperature array at each next time step having the arrays of material properties and
temperature values at previous steps.
There are two major approaches to the FDM known as explicit and implicit
solutions. Explicit approach allows for direct finding of individual temperature
values of the temperature array by utilizing the temperature values for the previous
steps (Figure 7.0.1(a)). This approach is simple to implement, can be optimized for
parallel computing (e.g., using CUDA by NVidia or Parallel Computing Toolbox by
Mathworks). However, the choice of parameters for the explicit solution of the heat
equation is limited by the requirement of numerical stability. The violation of this







To illustrate this approach, in the explicit scheme the 1D heat equation (1.4.1) for
a uniform sample with no internal heat sources can be written as:
T n+1i − T ni
∆t = α
T ni+1 − 2T ni + T ni−1
(∆z)2
, (7.0.3)
where indices i and n represent coordinate and time, correspondingly. As can be seen,
T n+1i can be found explicitly.
In implicit approach one finds some equation rather than individual temperatures.
In the example shown in Figure 7.0.1(b) one finds a relation between three temperatures
at the next time step using the temperature value for a single element at the previous
time step. The heat equation for the simple case mentioned before would have following
form for the implicit approach:
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Figure 7.0.1: To explanation of (a) explicit, (b) implicit and (c) hybrid (Crank-
Nicholson scheme) approaches in FDM (one-dimensional case).
T n+1i − T ni
∆t = α
T n+1i+1 − 2T n+1i + T n+1i−1
(∆z)2
. (7.0.4)
Expression (7.0.4) contains three unknown values (T n+1i+1 , T n+1i and T n+1i−1 ) and does
not allow for explicit determination of particular temperatures. In order to find them,
one should construct a system of equations for all the elements, add the boundary
conditions and solve the system for the unknown values of temperatures. Implicit
approach has absolute numerical stability, which allows for independent choice of ∆t
and ∆z.
The implicit approach is more computationally complex, it often requires solution
of large sparse matrix equations. The author was involved in utilizing of sparse
matrix equations solution applied to FDM of heat equation in collaboration with
G. Ghodsi [180,181].
There are combined approaches existing, such as Crank-Nicholson method. This
scheme can be regarded as a hybrid of the two mentioned above. In the hybrid scheme,
a set of temperature values at the current time step are used to explicitly calculate some
intermediate auxiliary temperature value, which is then used for implicit calculation of
the temperature values for the next time step. This approach is also unconditionally
stable, and has better numerical precision.
The model used for the preliminary tests within the frames of this research
represents an explicit finite-difference approach.
7.1 1D simulation
One of possible simplifications for the FDM solution of the Heat Equation (1.4.1)
is to disregard the dependence of all the variables on two of the three Cartesian
coordinates. This is a legitimate assumption in case if the properties of materials
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change along one dimension only (e.g., the sample is a uniform slab or a sandwich
of such slabs), and the initial and boundary conditions are independent of the radial
coordinates. In practice this situation can be implemented for uniform materials of
large radial dimensions if the heat stimulation is uniform over the surface (if the edges
do not affect the vertical heat fluxes). The computational benefit of such approach is
that the array of temperatures T can contain much smaller number of finite elements,
which allows for much faster computation of each particular time step.











+R (z, t) , (7.1.1)
where R (z, t) denotes the term related to the heat generation in the bulk of material
(R has the units of W/m3). The second term on the right hand side is not zero in the
points of contact between the layers with different properties. By approximating the
derivatives with finite differences and representing functions with arrays of values, one
can find for the explicit FDM approach:
ciρi
T n+1i − T ni
∆t = κi











where all the arrays are 1D, and index i determines the particular element. Solving
this expression for T n+1i one finds
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This expression can easily be implemented in any programming language and
solved in cycle to obtain temperature distribution in the sample at any time moment
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n · ∆t. It is important that expression (7.1.3) can be written in form of a matrix
equation, which is convenient for parallel computing.
In order to take the convection heat losses to the surrounding atmosphere, we will




= h (Tin − Tout) , (7.1.4)
where Tout is the temperature of the surrounding medium, and Tin is the temperature
of the material next to the boundary. Evidently, if the coefficient h is equal 0, there is
no heat flux over the boundary of the material. In form of finite differences (7.1.4)
will have following form for a one-dimensional model (Figure 7.1.1):
−κ1T0 − T22∆z = h (T1 − Tout)
−κN TN+1 − TN−12∆z = h (TN − Tout) ,
(7.1.5)
or,
T0 = T2 − 2∆z
κ1
· h (T1 − Tout)
TN+1 = TN−1 − 2∆z
κN
· h (TN − Tout)
(7.1.6)
T1T0 T2 TN-1 TN TN+1


















Figure 7.1.1: To FDM of convection heat losses on the boundaries. One-dimensional
example.
Expressions (7.1.5) are used when one calculates the values of T1 and TN us-
ing (7.1.3).
7.2 3D simulation: axial symmetric case
There are cases where one dimension does not fully describe the experimental
layout, e.g., when temperature distribution at the edge of a subsurface defect is of
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r, i
z, j
Figure 7.2.1: An axially symmetric 3D situation may be simplified to a 2D situation.
interest. In such cases one dimension is not enough for satisfactory describing the
system. However, the solution of this problem may require two dimensions only. In
particular, the influence of subsurface defects on the surface temperature can be
studied in cylindrical coordinates with axial symmetry in account. Heat equation for
a sample with additional heat sources for this situation has the form of
c · ρ · ∂T
∂t





















+R (r, z, t) ,
(7.2.1)
where r, φ and z are the coordinates in cylindrical coordinate system, and R (r, z, t)
is the term related to the heat generation in the bulk of material as mentioned above.
For the sake of convenience we will assume that the temperature distribution is axially
symmetrical (T 6= T (φ)), which will allow us to model just a two-dimensional grid.
The sample is represented by a 2D array of certain dimensions N ×M . The array
represents a radial “slice” of a cylindric-shaped sample (Figure 7.2.1). Switching to
an explicit finite difference model, we have to use following approximations:
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T n+1i,j − T ni,j











































where T ni,j denotes the temperature value of an element, indices i and j are the numbers
of the elements in the grid, n is the number of the time step, ∆r is the spatial size of
a single element, ∆t is the time step. Also we assume that the mesh has similar space
step in each dimension, i.e., ∆r = ∆z.
Thus, the equation (7.2.1) becomes:
ci,jρi,j
T n+1i,j − T ni,j
∆t =κi,j
[
T ni+1,j − 2T ni,j + T ni−1,j
(∆r)2
+ 12i
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At each time step a new value of temperature is calculated in each point of the
model using the temperatures of the same point and those of the neighbouring points
at the previous time step. The heat generation term is taken into account in (7.2.4)
may represent either the heat generation by the current passing or the external heat
deposit on the surface.
As can be seen from (7.2.4), each temperature value is dependent on five tempera-
ture values at the previous time step. The temperature values at the edges (T1,j , TN,j,
Ti,1, Ti,M) should be treated separately, because they are dependent on the values of
non-existant values T0,j , TN+1,j , Ti,0, and Ti,M+1. These “out-of-the-model” values are
calculated using the boundary conditions and set into an expanded array (“shadow”
array, Figure 7.2.2), so, when the algorithm requests the non-existent values of the
main array, those can be received from the “shadow” array on temperatures. These
temperatures are found by using boundary condition determined by the Newton’s
cooling law (7.1.4), and the assumption that there is no heat exchange at r = 0
(central axis of the cylinder):
T0,j =T1,j (at r = 0)
TN+1,j =TN−1,j − 2∆z
κN,j
· hside · (TN,j − Tout)
Ti,0 =Ti,2 − 2∆z
κi,1
· htop · (Ti,1 − Tout)
Ti,M+1 =Ti,M−1 − 2∆z
κi,M
· hbottom · (Ti,M − Tout) ,
(7.2.5)
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at the previous time step
(b)
Figure 7.2.2: (a) the concept of the expanded (“shadow”) array, (b) calculation of
temperature distribution at each time step (the “shadow” array values
are used to calculate the edge temperature values).
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where htop, hside and hbottom are the heat loss coefficients at the corresponding sides of
the sample. The values found are substituted into the “shadow” array of values.
7.3 Validation and testing of the model
7.3.1 Description
The development of the model was started by the research group in [180,181]. In
the framework of the present research, the modification of the model for the cylindrical
coordinates was done. The code was implemented in MATLAB.
This section outlines the results of several tests performed to investigate the validity
of the FDM model as well as to compare the results acquired from the theory to those
in simulated experiments.
7.3.2 Parker’s method for measuring the thermal diffusivity
A simple method for determining the thermal diffusivity of materials was proposed
by Parker in 1961 [136]. The method assumes application of a short heat pulse to one
side of a uniform sample of certain thickness. The temperature of the reverse side
is recorded by a thermal sensor. The evolution of the back surface temperature is
determined by equation (2.1.3):
T
Tmax










where L is the thickness of the sample, α is the thermal diffusivity, t is time, and Tmax
is the maximum value of temperature.
The main method proposed by Parker requires finding the moment t1/2 at which
the temperature T of the reverse side reaches half of its maximum value. As can be
found from (7.3.1), this happens when the term pi2αt
L2 reaches value of approximately
1.37 [136]. Thus, the value of thermal diffusivity may be estimated as




On the other hand, this method requires observation long enough to allow the
experimenter to determine Tmax. Using (7.3.1) it is possible to slightly alter the
method and propose determination of thermal diffusivity at the moment td when the
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Figure 7.3.1: To explanation of classical Parker’s method and the “derivative” method.
derivative of T/Tmax reaches its maximum value (skipping the math, this happens when
pi2αtd
L2 = 0.91):




Contrary to the “classic” Parker’s method, this approach does not require knowledge
of Tmax value. Since the temperature of the reverse side experiences constant increase,
measurement of Tmax would require relatively long time period. In contrast to that,
the maximum value of dT/dt can be easily found, because it occurs much earlier than
the maximum temperature value is reached (Figure 7.3.1).
The model discussed above was utilized for the simulation of the Parker’s method
using characteristics of several different materials. The simulated samples were
represented by cylindrical rods of 0.4 mm in diameter and 24 mm in length. The
samples were assumed to be completely thermally isolated from the surroundings. The
results of thermal diffusivity estimation are presented in Table 7.3.1 and demonstrate
high agreement with the preset values of thermal diffusivity. As was found, the
deviation of the results from the preset value of thermal diffusivity is strongly dependent
on the number of elements in the model and their dimensions, which is totally
expectable for FDM and FEM simulations.
It worth noting that with taking the convective heat losses into account, the
“derivative” Parker’s method was found to be much less affected than the “classic”
Parker’ method. This finding may deserve a separate research publication.
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# Material Theoretical α,
×10−6 m2/s
Measured α,
×10−6 m2/s (method 1)
Measured α,
×10−6 m2/s (method 2)






















Table 7.3.1: The results of simulated Parker’s method.
7.3.3 Interference of thermal waves in a single layer slab
The second stage of verification of the model includes demonstration of thermal
wave interference in thin layers of material – the phenomenon outlined in Chapter 5.
In order to demonstrate the phenomenon of thermal wave interference, several samples
were simulated. The samples represented uniformly heated slabs of material. Unlike
Parker’s method, this experiment requires heating by harmonically changing signals.
In the model, this was performed by changing the term R(t), namely, the values
corresponding to the surface of the sample.
As can be seen from Figure 7.3.2, the phase graph for simulated copper slab crosses
point φ = 0 at the predicted value of ξ = 0.25, approaches value of −pi/4 when ξ → 0
and approaches value of 0 when ξ →∞, which complies with theoretical predictions
for uniform samples of finite thickness.
Using expression (5.5.2), thermal diffusivity was calculated for several samples
made of various kinds of materials. The results are presented in Table 7.3.2.
7.4 Conclusion
The basic model developed demonstrated high agreement with the theoretic pre-
dictions, which has been confirmed by demonstrating the agreement with results
of Parker’s method for diffusivity determination, as well as demonstrating the phe-
nomenon of thermal wave interference and the connection of the latter to the properties
of material. The model appears to be suitable for developing and testing the thermo-
graphic NDE algorithms and it will be used in this research.
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Normalized thickness      of the sampleξ
Figure 7.3.2: Dependence of the surface phase on the normalized depth for the simu-
lated slab of copper.




1 Copper 116.60 117.16
(mismatch 0.48%)
2 Aluminum 84.18 [8] 84.60
(mismatch 0.50%)
3 Lead 23.43 [8] 23.51
(mismatch 0.34%)
4 Wood (white oak) 0.180 [182] 0.181
(mismatch 0.56%)
Table 7.3.2: The results of determination of thermal diffusivity for simulated models.
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Conclusions and Future Work
In the first part of this work, non-destructive analysis of multilayered composite
structures has been investigated. Based on the theory of thermal wave interference,
this work has:
• investigated an approach for derivation of expressions for the complex temper-
ature on the surface of multilayered materials stimulated with a harmonically
heated source of heat;
• derived an expression for the complex temperature on the surface of double- and
triple-layered samples;
• demonstrated that the derived expressions agree with analogous formulae devel-
oped by other researchers for a single layer material,
• discussed the expressions derived, and demonstrated the possibility to estimate
thermal properties of several layers: thermal diffusivities of layers (possible if the
layer thicknesses are known), as well as thermal conductivity and volumetric heat
capacity (if those of the substrate layer are known in addition to the thicknesses
of the layers).
The second part of the work was devoted mostly to developing an image processing
method for data acquired using thermographic analysis on works of art. The conven-
tional method of Principal Component thermography often produces mixed images of
structural features of the sample under analysis, which makes the interpretation of
these images more complicated. In particular, the following was completed:
• Developed an approach for separation of thermal image patterns corresponding
to mutually independent structural features in such objects as panel paintings;
• demonstrated the possibility to acquire mutually independent images (archety-
pes) each of which corresponds to a different structural feature of the material
under analysis;
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• considered the possibility of determinating the time evolution of the archetype
images extracted.
The next steps would include additional theoretic research devoted to further
adapting of the theory to experimental application. For this purpose, the following
would be necessary:
• Finding a more reliable procedure for determinating the reflection coefficient
and thermal diffusivities between the layers from the experimentally collected
graphs. Of particular importance are cases when thermal thicknesses of the
substrate layers are comparable to that of the coating.
• Experimental application of the technique proposed, analysis of possible designs
of a coating-analyzer device based on the principles described in the research.
• Studying the possible influence of the number of images in synthetic array B on
the quality of recognized archetype images.
• Studying the influence of the thickness of material on the archetype images
acquired.
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Suppose there is a sample with its surface exposed to a heating lamp or a fan










where κ is thermal conductivity of the material, Q0 is the amplitude of the heat flux







Thermal wave generated in the bulk of material is given by:
T (x, t) = T0e−σxeiωt (A.3)






Substituting this in (A.2):









T (x, t) = Q02σk · e
−σxeiωt (A.7)
But






























where e = √κρc is the effusivity of material.
As can be seen, the surface temperature has a phase lag of pi/4 relative to the
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