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Изучены вопросы слабо обобщенной разрешимости нелинейной обрат-
ной задачи в нелинейном оптимальном управлении тепловыми про-
цессами для одного типа параболического дифференциального уравне-
ния. Параболическое дифференциальное уравнение, которое рассмат-
ривается в данной работе, относительно функции состояния являет-
ся линейным, относительно функции восстановления – нелинейным и
относительно управляющей функции оно является неявным. Парабо-
лическое уравнение рассмотрено при начально-граничных условиях.
Для определения функции восстановления задано нелокальное инте-
гральное условие. Получена система из двух счетных систем инте-
гральных и функциональных уравнений относительно функции состоя-
ния и функции восстановления. При фиксированных значениях управ-
ляющей функции доказана однозначная разрешимость обратной за-
дачи методом сжимающих отображений. Функционал качества имеет
нелинейный вид. Cформулированы необходимые условия оптимально-
сти нелинейного управления. Определение оптимальной управляющей
функции сведено к сложному функционально-интегральному уравне-
нию, процесс решения которого состоит из решения отдельно взятых
двух нелинейных функциональных и интегральных уравнений. Нели-
нейные функциональные и интегральные уравнения решены методом
последовательных приближений. Получены формулы для приближен-
ного вычисления функции состояния управляемого процесса, функции
восстановления и функции оптимального управления.
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1. Введение
Решение некоторых задач математического моделирования тепловых процес-
сов приводит к рассмотрению нелинейных обратных задач для уравнений пара-
болического типа. Теория обратных задач является одним из современных и важ-
нейших разделов дифференциальных уравнений математической физики. Одним
из классов качественно новых задач для дифференциальных уравнений являются
нелокальные обратные задачи. Нелокальные задачи в виде интегральных усло-
вий встречаются при математическом моделировании явлений различной приро-
ды, когда граница области протекания процесса недоступна для непосредственных
измерений. Примером могут служить некоторые задачи исследования диффузии
частиц в турбулентной плазме и некоторые задачи исследования процессов рас-
пространения тепла.
Теория оптимального управления для систем с распределенными параметрами
широко применяется при решении задач аэрогазодинамики, химических реакций,
диффузии, фильтрации, процессов горения, нагрева и т. д. [1]– [8]. Эффективно
используются различные аналитические и приближенные методы решения задач
оптимального управления системами с распределенными параметрами (см., напр.
[9]– [15]).
Для нахождения решения прямых смешанных задач математической физики
требуется задать коэффициенты уравнения, границу области, начальные и гранич-
ные условия. Обычно бывает, что во время решения практических задач экспери-
ментальным путем количественные характеристики исследуемого объекта недо-
ступны для непосредственного наблюдения или проведение самого эксперимента
по тем или иным причинам невозможно. Тогда на практике исследователь может
получить некоторую косвенную информацию и сделать заключение о свойствах
изучаемого объекта. Данная информация определяется природой изучаемого объ-
екта и здесь требуются математическая обработка и интерпретация результатов
исследований. Часто возникают нелокальные интегральные условия, которые да-
ют усредненную информацию об объекте. В условиях, когда структура матема-
тической модели исследуемого процесса известна, ставится проблема переопреде-
ления математической модели. Такие задачи относятся к классу обратных задач.
Итак, под обратными задачами понимаются задачи, решение которых состоит в
определении параметров данной модели по имеющимся результатам наблюдений
и другой экспериментальной информации. Бывает так, что изучаются обратные
задачи, в которых все неизвестные коэффициенты зависят только от временной
переменной и не зависят от пространственных переменных. Бывает и наоборот, что
искомые характеристики не меняются со временем, но зависят только от простран-
ственных переменных. В теории обратных задач часто рассматриваются диффе-
ренциальные уравнения параболического типа в связи с многочисленными прило-
жениями.
В данной работе рассматриваются вопросы обобщенного и приближенного ре-
шения нелинейной обратной задачи оптимального управления процессом распро-
странения тепла по стержню конечной длины для одного типа параболическо-
го дифференциального уравнения при смешанных и нелокальном условиях и с
квадратичным критерием оптимальности. Решается прямая смешанная и обрат-
ная нелокальная нелинейная задача для параболического уравнения. Формулиру-
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ются необходимые условия оптимальности, основанные на принципе максимума,
вычисляется управляющая функция. Рассматривается квадратичный функцио-
нал качества управления в задаче распространения тепла, объединяющий крите-
рий минимума расхода энергии на управление и максимального быстродействия.
Квадратичный критерий качества управления удобен для рассмотрения задач оп-
тимального управления тем, что путем дифференцирования качество управления
сводится к линейной функции.
Статья состоит из семи пунктов. Во введении обосновывается актуальность ра-
боты и кратко излагается содержание данной статьи. В первом пункте ставится
нелинейная обратная задача оптимального управления для параболического урав-
нения. Прямая смешанная задача для параболического уравнения задается при по-
мощи начальных и граничных условий. Для однозначного определения функции
восстановления рассматривается дополнительное условие в интегральной форме.
В третьем пункте изучается прямая смешанная задача при фиксированных зна-
чениях функции переопределения и управляющей функции. В четвертом пункте
решается обратная задача: решение данной обратной задачи при фиксированных
значениях управляющей функции сводится к решению системы из двух счетных
систем функциональных и интегральных уравнений относительно функции пере-
определения и функции состояния, соответственно. В пятом пункте строится оп-
тимальное управление. Однозначно определяется функция управления исходя из
минимизации квадратичного функционала качества. В шестом пункте приводятся
формулы для вычисления оптимального процесса и функционала качества. Дока-
зывается, что функционал качества принимает конечное значение. В последнем
пункте статьи подытоживаются результаты работы.
2. Постановка задачи
Рассмотрим в области Ω следующее параболическое уравнение и управления
процессом распространения тепла по стержню конечной длины
𝜕 𝑢 (𝑡 , 𝑥)
𝜕 𝑡
− 𝜕
2𝑢 (𝑡 , 𝑥)
𝜕 𝑥2
= 𝜂 1 (𝑡)𝛽 (𝑥) + 𝜂 2 (𝑡)𝑢 (𝑡 , 𝑥) + 𝑓 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡)) (1)
при начальном условии
𝑢 (0 , 𝑥) = 𝜙 (𝑥) , 𝑥 ∈ Ω 𝑙 (2)
и при граничных условиях Бенара
𝑢 (𝑡 , 0) = 𝑢 (𝑡 , 𝑙) = 0 , 𝑡 ∈ Ω𝑇 , (3)
а также при дополнительном условии в интегральной форме
 𝑇
0
Θ (𝑡)𝑢 (𝑡 , 𝑥) 𝑑 𝑡 = 𝜓 (𝑥) , 𝑥 ∈ Ω 𝑙, (4)
где 𝑓(𝑡 , 𝑥 , 𝛽 , 𝑝) ∈ 𝐶(Ω × Υ) — функция внешнего источника 𝑝 (𝑡) ∈ 𝐶(Ω𝑇 ) —
управляющая функция, 𝑢 (𝑡 , 𝑥) ∈ 𝐶(Ω) — функция состояния управляемого про-
цесса, 𝜙 (𝑥) — функция распределения тепла по стрежню в начальный момент
времени, 𝜙 (0) = 0, 𝜙 (𝑥) ∈ 𝐶 2(Ω 𝑙), 𝛽 (𝑥) ∈ 𝐶(Ω 𝑙) — функция восстановления,
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𝜂 𝑖(𝑡) ∈ 𝐶(Ω𝑇 ), 𝑖 = 1 , 2, Θ (𝑡) ∈ 𝐶(Ω𝑇 ), 𝜓 (𝑥) ∈ 𝐶(Ω 𝑙), Υ ≡ [0 , 𝑀 *], 0 < 𝑀 * <∞,
Ω ≡ Ω𝑇 × Ω 𝑙, Ω𝑇 ≡ [0 , 𝑇 ], Ω 𝑙 ≡ [0 , 𝑙], 0 < 𝑇 <∞, 0 < 𝑙 <∞.
Итак в настоящей работе в отличие от [16] исследуется параболическое уравне-
ние, которое относительно функции состояния является линейным и относительно
функции восстановления оно является нелинейным дифференциальным уравне-
нием. Рассматривается нелокальная обратная задача нелинейного оптимального
управления. Изучаются вопросы разрешимости функции состояния 𝑢 (𝑡, 𝑥) и пе-
реопределения функции восстановления 𝛽 (𝑥). Интегральная форма в условии (4)
связана с тем, что часто на практике встречаются ситуации, когда объект иссле-
дования в обратной задаче либо принципиально недоступен для измерения, либо
проведение такого измерения дорого. Тогда в качестве дополнительной информа-
ции для однозначного определения функции восстановления служит нелокальное
условие в интегральной форме. В работе также формулируются необходимые усло-
вия оптимальности, основанные на принципе максимума, и вычисляются функция
управления и функция состояния.
Дифференциальное уравнение (1) содержит тройку неизвестных функций:
{𝑢 (𝑡 , 𝑥) ∈ 𝐶 (Ω) , 𝛽 (𝑥) ∈ 𝐶 (Ω 𝑙) , 𝑝 (𝑡) ∈ 𝐶 (Ω𝑇 )}. Для полного определения этой
тройки не будет достаточно использование одних условий (2)–(4). Поэтому в рабо-
те рассматриваются вопросы минимизации квадратичного функционала качества.
Методику данной работы также можно будет применять и при решении других
задач нелинейного оптимального управления, связанное с процессом теплопере-
дачи, например в задачах управления металлургическими печами. При решении
таких задачах оптимального управления требуется исследование математических
моделей управления процессами, позволяющие в режиме реального времени про-
гнозировать распределение температуры нагреваемых материалов в зависимости
от изменения подаваемой мощности, время нагрева тел, режимов нагрева и т. д.
Рассмотрим спектральную задачу
𝑏′′ (𝑥) + 𝜆 2 𝑏 (𝑥) = 0 , 𝑏 (0) = 𝑏 (𝑙) = 0,
где 0 < 𝜆.
Собственные функции этой спектральной задачи имеют вид
𝑏𝑛(𝑥) =
√︂
2
𝑙
sin 𝜆𝑛𝑥, в которых 𝜆𝑛 =
𝜋 𝑛
𝑙
— соответствующие собственные
значения. Собственные функции этой спектральной задачи образуют полную
систему ортонормированных функций {𝑏𝑛(𝑥)}∞𝑛=1 в 𝐿 2 (Ω 𝑙).
Поэтому используется метод разделения переменных, основанный на поиске
решения прямой смешанной задачи (1)–(3) в виде следующего ряда Фурье
𝑢 (𝑡 , 𝑥) =
∞∑︁
𝑛=1
𝑎𝑛(𝑡) · 𝑏𝑛(𝑥), (5)
где 𝑎𝑛(𝑡) =
 𝑙
0
𝑢 (𝑡, 𝑦) 𝑏𝑛(𝑦) 𝑑 𝑦.
Предполагается, что
𝑓 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡)) =
∞∑︁
𝑛=1
𝑓𝑛(𝛽 , 𝑝) · 𝑏𝑛(𝑥), (6)
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𝛽 (𝑥) =
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑥), (7)
где 𝑓𝑛(𝛽 , 𝑝) =
 𝑙
0
𝑓 (𝑡 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑡)) 𝑏𝑛(𝑦) 𝑑 𝑦, 𝛽𝑛 =
 𝑙
0
𝛽 (𝑦) 𝑏𝑛(𝑦) 𝑑 𝑦.
Задача. Требуется найти функцию восстановления 𝛽 (𝑥), управляющую функ-
цию 𝑝 (𝑡) ∈ { 𝑝 : | 𝑝 (𝑡) | ≤𝑀*, 𝑡 ∈ Ω𝑇 } и соответствующее им функцию состояния
𝑢 (𝑡 , 𝑥), которые доставляют минимум функционалу
𝐽 [𝑝] =
 𝑙
0
[𝑢 (𝑇 , 𝑦)− 𝜉 (𝑦)] 2 𝑑 𝑦 + 𝛼
 𝑇
0
𝑝 2(𝑡) 𝑑 𝑡, (8)
где 𝜉 (𝑥) — заданная непрерывная функция такая, что 𝜉 (𝑥) =
∞∑︁
𝑛=1
𝜉𝑛 𝑏𝑛(𝑥),
𝜉𝑛 =
 𝑙
0
𝜉 (𝑦) 𝑏𝑛(𝑦) 𝑑 𝑦, 𝜉 (0) = 0,
∞∑︁
𝑛=1
| 𝜉𝑛 | <∞, 0 < 𝛼 = const.
3. Прямая смешанная задача (1)–(3)
Воспользуемся следующими известными пространствами
𝐶
1 , 2
𝑢 (Ω) =
{︀
𝑢 : 𝑢 (𝑡 , 𝑥) ∈ 𝐶 1 , 2(Ω) , 𝑢 (𝑡 , 0) = 𝑢 (𝑡 , 𝑙) = 0}︀ ,
𝐶
1 , 2
Φ (Ω) =
{︀
Φ : Φ (𝑡 , 𝑥) ∈ 𝐶 1 , 2(Ω) , Φ (𝑇 , 𝑥) = 0}︀ .
Замыкание этих пространств по норме
‖𝑢 ‖𝐻 (Ω) =
√︃ 𝑇
0
 𝑙
0
|𝑢 (𝑡 , 𝑦) | 2 𝑑 𝑦 𝑑 𝑡 <∞
обозначается, соответственно через 𝐻 𝑢(Ω), 𝐻 Φ(Ω).
Определение 1. Если функция 𝑢 (𝑡 , 𝑥) ∈ 𝐻 𝑢(Ω) удовлетворяет следующему инте-
гральному тождеству
 𝑇
0
 𝑙
0
{︂
𝑢 (𝑡 , 𝑦)
[︂
𝜕 Φ (𝑡 , 𝑦)
𝜕 𝑡
− 𝜕
2 Φ (𝑡 , 𝑦)
𝜕 𝑦 2
]︂
−
−
[︂
𝜂1(𝑡)𝛽 (𝑦) + 𝜂2(𝑡)𝑢 (𝑡, 𝑦) + 𝑓 (𝑡, 𝑦, 𝛽 (𝑦), 𝑝 (𝑡))
]︂
Φ (𝑡, 𝑦)
}︂
𝑑 𝑦 𝑑 𝑡 =
 𝑙
0
𝜙 [Φ (𝑡, 𝑦)]𝑡=0 𝑑 𝑦
для любого Φ (𝑡 , 𝑥) ∈ 𝐻Φ(Ω), то она называется слабо обобщенным решением
смешанной задачи (1)–(3).
Рассматриваются также следующие банаховые пространства:
1. Пространство 𝐵 2(𝑇 ) с нормой
‖ 𝑎 (𝑡) ‖𝐵 2( Ω𝑇 ) =
⎯⎸⎸⎷ ∞∑︁
𝑛=1
(︂
max
𝑡∈Ω𝑇
| 𝑎𝑛(𝑡) |
)︂ 2
.
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2. Координатное гильбертово пространство ℓ2 с нормой
‖𝜙 ‖ ℓ 2 =
⎯⎸⎸⎷ ∞∑︁
𝑛=1
|𝜙𝑛| 2 <∞.
3. Пространство 𝐿 2(Ω 𝑙) суммируемых с квадратом функций 𝜗 (𝑥) в области Ω 𝑙
с нормой
‖𝜗 (𝑥) ‖𝐿 2(Ω 𝑙) =
√︃ 𝑙
0
|𝜗 (𝑦) |2 𝑑 𝑦 <∞.
Как и в работе [16] решение смешанной задачи (1)–(3) при помощи опреде-
ления слабо обобщенного решения и рядов Фурье (5)–(7) представляется в виде
следующего ряда Фурье
𝑢 (𝑡 , 𝑥) =
∞∑︁
𝑛=1
𝑏𝑛(𝑥)
{︂
𝜔𝑛(𝑡) +
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)
[︂
𝜂 1 (𝑠)𝛽𝑛 + 𝜂 2 (𝑠)𝑢𝑛(𝑠)+
+
 𝑙
0
𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽𝑛 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︂
𝑑 𝑠
}︃
, (9)
где 𝜔𝑛(𝑡) = 𝜙𝑛𝐺𝑛(𝑡 , 0), 𝐺𝑛(𝑡 , 𝑠) = 𝑒
−𝜆2𝑛(𝑡−𝑠).
Теорема 1. Пусть выполняются условия:
1). 𝜙 (𝑥) ∈ 𝐿 2(Ω 𝑙),
2). ‖ 𝑓 (𝑡 , 𝑥 , 𝛽 , 𝑝) ‖𝐿 2(Ω 𝑙) <∞.
Тогда для функции (9) справедливо, что 𝑢 (𝑡 , 𝑥) ∈ 𝐻 (Ω).
Доказательство. При фиксированных значениях функции восстанов-
ления и функции управления подставляем формулу (9) в интеграл
ℑ =
 𝑇
0
 𝑙
0
𝑢 2(𝑡 , 𝑦) 𝑑 𝑦 𝑑 𝑡:
ℑ =
 𝑇
0
 𝑙
0
{︃ ∞∑︁
𝑛=1
𝑏𝑛( 𝑦)
[︂
𝜔𝑛(𝑡) +
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) (𝜂 1 (𝑠)𝛽𝑛 + 𝜂 2 (𝑠)𝑢𝑛(𝑠)+
+
 𝑙
0
𝑓
(︂
𝑠 , 𝑧 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑧) , 𝑝 (𝑠)
)︂
𝑏𝑛(𝑧) 𝑑 𝑧
)︃
𝑑 𝑠
]︃}︃2
𝑑 𝑦 𝑑 𝑡 =
=
 𝑇
0
 𝑙
0
{︃ ∞∑︁
𝑛=1
𝜔𝑛(𝑡) · 𝑏𝑛( 𝑦)
}︃ 2
𝑑 𝑦 𝑑 𝑡+
+2
 𝑇
0
 𝑙
0
{︃ ∞∑︁
𝑛=1
𝜔𝑛(𝑡) 𝑏𝑛( 𝑦)
}︃[︃{︃ ∞∑︁
𝑛=1
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) (𝜂 1(𝑠)𝛽𝑛 + 𝜂 2(𝑠)𝑢𝑛(𝑠)) 𝑑 𝑠
}︃
+
+
{︃ ∞∑︁
𝑛=1
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)
 𝑙
0
𝑓
(︃
𝑠 , 𝑧 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑧) , 𝑝 (𝑠)
)︃
𝑏𝑛(𝑧) 𝑑 𝑧 𝑑 𝑠
}︃]︃
𝑏 𝑖( 𝑦) 𝑑 𝑦 𝑑 𝑡+
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+
 𝑇
0
 𝑙
0
{︃ ∞∑︁
𝑛=1
 𝑡
0
𝐺𝑛(𝑡, 𝑠) [𝜂1(𝑠)𝛽𝑛 + 𝜂2(𝑠)𝑢𝑛(𝑠)+
+
 𝑙
0
𝑓
(︂
𝑠 , 𝑧 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑧) , 𝑝 (𝑠)
)︂
𝑏𝑛(𝑧) 𝑑 𝑧
]︃
𝑑 𝑠 𝑏𝑛(𝑦)
}︃2
𝑑 𝑦 𝑑 𝑡.
Применяем неравенство Коши–Буняковского, неравенство Бесселя и учтём,
что 𝑏𝑛(𝑥) =
√︂
2
𝑙
sin
𝜋 𝑛
𝑙
. Тогда получаем следующую оценку
ℑ ≤ 2
 𝑇
0
[︃ ∞∑︁
𝑛=1
|𝜙𝑛𝐺𝑛(𝑡 , 0) |
]︃ 2
𝑑 𝑡 +
4 𝑙
𝜋 2
 𝑇
0
∞∑︁
𝑛=1
⃒⃒⃒⃒
1
𝑛
𝜙𝑛𝐺𝑛(𝑡 , 0)
⃒⃒⃒⃒
×
×
 𝑡
0
{︃
| 𝜂 1(𝑠) |
[︃ ∞∑︁
𝑛=1
|𝐺𝑛(𝑡 , 𝑠)𝛽𝑛 |
]︃
+ | 𝜂 2(𝑠) |
[︃ ∞∑︁
𝑛=1
|𝐺𝑛(𝑡 , 𝑠)𝑢𝑛(𝑠) |
]︃
+
+
[︃ ∞∑︁
𝑛=1
⃒⃒⃒⃒
⃒𝐺𝑛(𝑡 , 𝑠)
 𝑙
0
𝑓
(︂
𝑠 , 𝑧 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑧) , 𝑝 (𝑠)
)︂
𝑏𝑛 (𝑦) 𝑑 𝑦
⃒⃒⃒⃒
⃒
]︃}︃
𝑑 𝑠 𝑑 𝑡+
+
{︃ 𝑇
0
 𝑡
0
{︃
| 𝜂 1(𝑠) |
[︃ ∞∑︁
𝑛=1
|𝐺𝑛(𝑡 , 𝑠) 𝛽𝑛 |
]︃
+ | 𝜂 2(𝑠) |
[︃ ∞∑︁
𝑛=1
|𝐺𝑛(𝑡 , 𝑠) 𝑢𝑛(𝑠) |
]︃
+
+
[︃ ∞∑︁
𝑛=1
⃒⃒⃒⃒
⃒𝐺𝑛(𝑡 , 𝑠)
 𝑙
0
𝑓
(︂
𝑠 , 𝑧 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑧) , 𝑝 (𝑠)
)︂
𝑏𝑛(𝑦) 𝑑 𝑦
⃒⃒⃒⃒
⃒
]︃}︃
𝑑 𝑠 𝑑 𝑡
}︃2
≤
≤ 2𝑇 [𝜒 1 𝜒 2] 2 + 4 𝑙
𝜋 2
𝜒 0 𝜒 1 (𝜒 2)
2×
×
[︂
𝜒 3 ‖𝛽 ‖ ℓ2+𝜒 4 ‖𝑢 (𝑡) ‖𝐵 2(𝑇 )+
 𝑇
0
 𝑡
0
⃦⃦⃦⃦
⃦ 𝑓
(︂
𝑠 , 𝑧 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑧) , 𝑝 (𝑠)
)︂ ⃦⃦⃦⃦
⃦
𝐿 2(Ω 𝑙)
𝑑 𝑠 𝑑 𝑡
]︂
+
+(𝜒 2)
2
[︂
𝜒 3 ‖𝛽 ‖ ℓ2 + 𝜒 4 ‖𝑢 (𝑡) ‖𝐵 2(𝑇 ) +
+
 𝑇
0
 𝑡
0
⃦⃦⃦⃦
⃦ 𝑓
(︂
𝑠 , 𝑧 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑧) , 𝑝 (𝑠)
)︂ ⃦⃦⃦⃦
⃦
𝐿 2(Ω 𝑙)
𝑑 𝑠 𝑑 𝑡
⎤⎦ 2 <∞,
где 𝜒 0 =
⎯⎸⎸⎷ ∞∑︁
𝑛=1
1
𝑛 2
≤ 2 , 𝜒 1 = ‖𝜙 ‖ ℓ2 ,
𝜒 2 = ‖𝐺 (𝑡 , 𝑠) ‖𝐵 2 (𝑇 ) ≤
⎯⎸⎸⎷ ∞∑︁
𝑛=1
1
𝜆 4𝑛
=
𝑙 2
𝜋 2
⎯⎸⎸⎷ ∞∑︁
𝑛=1
1
𝑛 4
≤
√
2 𝑙 2
𝜋 2
,
𝜒 2+𝑖 =
 𝑇
0
 𝑡
0
| 𝜂 𝑖 (𝑠) | 𝑑 𝑠 𝑑 𝑡, 𝑖 = 1 , 2.
Отсюда следует утверждения теоремы 1.
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4. Функция переопределения и решение обратной задача (1)–(4)
Теперь переходим к определению функции восстановления. Используем нело-
кальную условию (4). По условию задачи предполагается, что
𝜓 (𝑥) =
∞∑︁
𝑛=1
𝜓𝑛 · 𝑏𝑛(𝑥), 𝜓𝑛 =
 𝑙
0
𝜓 (𝑦) · 𝑏𝑛(𝑦) 𝑑 𝑦.
Из (9) получаем, что
𝜓 (𝑥) =
∞∑︁
𝑛=1
𝑏𝑛(𝑥)
{︃ 𝑇
0
Θ (𝑡)𝜔𝑛(𝑡) 𝑑 𝑡 +
 𝑇
0
Θ (𝑡)
 𝑡
0
𝐺𝑛(𝑡, 𝑠)
[︂
𝜂1(𝑠)𝛽𝑛 + 𝜂2(𝑠)𝑢𝑛(𝑠)+
+
 𝑙
0
𝑓
(︃
𝑠, 𝑦 ,
∞∑︁
𝑛=1
𝛽𝑛 𝑏𝑛(𝑦), 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︂
𝑑 𝑠 𝑑 𝑡
}︃
.
Отсюда имеем счетную систему нелинейных функциональных уравнений
(ССНФУ)
𝛽𝑛 = ℑ 1 (𝛽𝑛, 𝑢𝑛(𝑡)) ≡ 𝛾1𝑛 − 1
𝛾0𝑛
 𝑇
0
Θ (𝑡)
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)×
×
[︃
𝜂 2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠 𝑑 𝑡, (10)
где
𝛾1𝑛 =
1
𝛾0𝑛
(︃
𝜓𝑛 −
 𝑇
0
Θ (𝑡)𝜔𝑛(𝑡) 𝑑 𝑡
)︃
, 𝛾0𝑛 =
 𝑇
0
Θ (𝑡)
 𝑡
0
𝐺𝑛(𝑡, 𝑠) 𝜂1(𝑠) 𝑑 𝑠 𝑑 𝑡 ̸= 0.
С другой стороны, из (9) имеем счетную систему интегральных уравнений
𝑢𝑛(𝑡) = ℑ 2 (𝛽𝑛, 𝑢𝑛(𝑡)) ≡ 𝜔𝑛(𝑡) +
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)
[︂
𝜂 1(𝑠)𝛽𝑛 + 𝜂 2(𝑠)𝑢𝑛(𝑠)+
+
 𝑙
0
𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︂
𝑑 𝑠. (11)
Теперь мы рассмотрим систему из двух счетных систем уравнений (СДССУ)
(10) и (11)
Теорема 2. Пусть выполняются условия теоремы 1. Если:
| 𝑓 (𝑡 , 𝑥 , 𝛽 1 , 𝑝)− 𝑓 (𝑡 , 𝑥 , 𝛽 2 , 𝑝) | ≤𝑀 0(𝑡 , 𝑥) |𝛽 1 − 𝛽 2| ,
𝜌 = 𝜒 2 max {(𝜀 1 + 𝜀 3 + 𝜎 1𝜀 3) ; (𝜎 1 𝜀 0 + 𝜀 2)} < 1,
то при фиксированных значениях функции управления СДССУ (10) и (11) имеет
единственную пару решений, соответственно, в пространствах ℓ 2 и 𝐵 2 (𝑇 ), где
𝜎 1 =
⃦⃦
𝛾 −10
⃦⃦
ℓ2
, 𝜀 0 =
 𝑇
0
|Θ (𝑡) |
 𝑡
0
| 𝜂 2 (𝑠) | 𝑑 𝑠 𝑑 𝑡 ; 𝜀 𝑖 = max
𝑡
 𝑡
0
| 𝜂 𝑖(𝑠) | 𝑑 𝑠, 𝑖 = 1 , 2 ;
𝜀 3 = max
{︃
max
𝑡
 𝑡
0
‖𝑀 0(𝑠 , 𝑥) ‖𝐿 2(Ω 𝑙) 𝑑 𝑠;
 𝑇
0
|Θ (𝑡) |
 𝑡
0
‖𝑀 0(𝑠 , 𝑥) ‖𝐿 2(Ω 𝑙) 𝑑 𝑠 𝑑 𝑡
}︃
.
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Доказательство. Итерационный процесс для СДССУ (10) и (11) зададим следу-
ющим образом:{︂
𝛽 0𝑛 = 𝛾1𝑛 , 𝛽
𝑘+1
𝑛 = ℑ 1
(︀
𝛽 𝑘𝑛, 𝑢
𝑘
𝑛(𝑡)
)︀
,
𝑢 0𝑛(𝑡) = 𝜔𝑛(𝑡) , 𝑢
𝑘+1
𝑛 (𝑡) = ℑ 1
(︀
𝛽 𝑘𝑛, 𝑢
𝑘
𝑛(𝑡)
)︀
,
𝑘 = 0 , 1 , 2 , 3 , . . . (12)
В силу условий теоремы, применяя неравенство Коши-Буняковского и нера-
венство Бесселя, из (12) получаем, что справедливы следующие оценки
⃦⃦
𝛽 1 − 𝛽 0 ⃦⃦
ℓ2
≤
∞∑︁
𝑛=1
1
| 𝛾0𝑛 |
 𝑇
0
|Θ (𝑡) |
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)×
×
⃒⃒⃒⃒
⃒ 𝜂 2(𝑠)𝑢 0𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽 0𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
⃒⃒⃒⃒
⃒ 𝑑 𝑠 𝑑 𝑡 ≤
≤ 𝜎 1
 𝑇
0
|Θ (𝑡) |
 𝑡
0
∞∑︁
𝑛=1
𝐺𝑛(𝑡 , 𝑠) | 𝜂 2(𝑠)𝜔𝑛(𝑠) | 𝑑 𝑠 𝑑 𝑡+
+𝜎 1
 𝑇
0
|Θ (𝑡) |
 𝑡
0
∞∑︁
𝑛=1
𝐺𝑛(𝑡 , 𝑠)
⃒⃒⃒⃒
⃒
 𝑙
0
𝑓
(︀
𝑠, 𝑦, 𝛽0(𝑦), 𝑝 (𝑠)
)︀
𝑏𝑛(𝑦) 𝑑 𝑦
⃒⃒⃒⃒
⃒ 𝑑 𝑠 𝑑 𝑡 ≤
≤ 𝜎 1
 𝑇
0
|Θ (𝑡) | · ‖𝐺 (𝑡 , 𝑠) ‖𝐵 2(𝑇 ) ‖𝜔 (𝑡) ‖𝐵 2(𝑇 )
 𝑡
0
|𝜂 2(𝑠)| 𝑑 𝑠 𝑑 𝑡+
+𝜎1 ‖𝐺 (𝑡, 𝑠)‖𝐵 2(𝑇 )
 𝑇
0
|Θ (𝑡)|
 𝑡
0
⎯⎸⎸⎷ ∞∑︁
𝑛=1
[︂ 𝑙
0
𝑓 (𝑠, 𝑦, 𝛽0(𝑦), 𝑝 (𝑠)) 𝑏𝑛(𝑦) 𝑑 𝑦
]︂2
𝑑 𝑠 𝑑 𝑡 ≤
≤ 𝜎 1𝜀 0𝜒 1𝜒 22 + 𝜎 1 𝜒 2
 𝑇
0
|Θ (𝑡) |
 𝑡
0
⃦⃦
𝑓 (𝑠 , 𝑥 , 𝛽 0 , 𝑝)
⃦⃦
𝐿 2(Ω 𝑙)
𝑑 𝑠 𝑑 𝑡 <∞, (13)
где 𝜎 1 =
⃦⃦
𝛾 −10
⃦⃦
ℓ2
, 𝜀 0 =
 𝑇
0
|Θ (𝑡) |
 𝑡
0
| 𝜂 2(𝑠) | 𝑑 𝑠 𝑑 𝑡 ;⃦⃦
𝑢 1(𝑡)− 𝑢 0(𝑡) ⃦⃦
𝐵 2(𝑇 )
≤
≤
∞∑︁
𝑛=1
max
𝑡
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)
[︂
| 𝜂 1(𝑠) | ·
⃒⃒
𝛽 0𝑛
⃒⃒
+ | 𝜂 2(𝑠) | ·
⃒⃒
𝑢 0𝑛(𝑠)
⃒⃒
+
.
+
⃒⃒⃒⃒  𝑙
0
𝑓
(︂
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽 0𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︂
𝑏𝑛(𝑦) 𝑑 𝑦
⃒⃒⃒⃒]︂
𝑑 𝑠 ≤
≤
∞∑︁
𝑛=1
max
𝑡
 𝑡
0
|𝜂 1(𝑠)|𝐺𝑛(𝑡, 𝑠) |𝛾 1𝑛| 𝑑 𝑠 +
∞∑︁
𝑛=1
max
𝑡
 𝑡
0
|𝜂2(𝑠)|𝐺𝑛(𝑡, 𝑠) |𝜔𝑛(𝑠) | 𝑑 𝑠+
+
∞∑︁
𝑛=1
max
𝑡
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)
⃒⃒⃒⃒
⃒
 𝑙
0
𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛾 1𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
⃒⃒⃒⃒
⃒ 𝑑 𝑠 ≤
≤ 𝜀 1𝜒 2 ‖ 𝛾 1 ‖ ℓ2 + 𝜀 2𝜒 1𝜒 22 + 𝜒 2max𝑡
 𝑡
0
‖ 𝑓 (𝑠 , 𝑥 , 𝛾 1, 𝑝) ‖𝐿 2(Ω 𝑙) 𝑑 𝑠 <∞, (14)
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где 𝜀 𝑖 = max
𝑡
 𝑡
0
| 𝜂 𝑖(𝑠) | 𝑑 𝑠 , 𝑖 = 1 , 2 .
Аналогично имеем
⃦⃦
𝛽 𝑘+1 − 𝛽 𝑘 ⃦⃦
ℓ2
≤
∞∑︁
𝑛=1
1
| 𝛾0𝑛 |
 𝑇
0
|Θ (𝑡) |
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) | 𝜂 2(𝑠) |·
⃒⃒
𝑢 𝑘𝑛(𝑠)− 𝑢 𝑘−1𝑛 (𝑠)
⃒⃒
𝑑 𝑠+
+
∞∑︁
𝑛=1
1
| 𝛾0𝑛 |
 𝑇
0
|Θ (𝑡) |
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) ·
 𝑙
0
⃒⃒⃒⃒
⃒ 𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽 𝑘𝑛 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
−
−𝑓
(︃
𝑠, 𝑦,
∞∑︁
𝑛=1
𝛽𝑘−1𝑛 𝑏𝑛(𝑦), 𝑝 (𝑠)
)︃⃒⃒⃒⃒
⃒ | 𝑏𝑛(𝑦) | 𝑑 𝑦 𝑑 𝑠 𝑑 𝑡 ≤ 𝜎1𝜀0𝜒2 ⃦⃦𝑢𝑘(𝑡)− 𝑢𝑘−1(𝑡)⃦⃦𝐵2(𝑇 ) +
+𝜎 1 𝜒 2
 𝑇
0
|Θ (𝑡) |
 𝑡
0
∞∑︁
𝑛=1
⃒⃒
𝛽 𝑘𝑛 − 𝛽 𝑘−1𝑛
⃒⃒  𝑙
0
𝑀 0(𝑠 , 𝑦) | 𝑏𝑛(𝑦) | 𝑑 𝑦 𝑑 𝑠 𝑑 𝑡 ≤
≤ 𝜎 1𝜀 0𝜒 2
⃦⃦
𝑢 𝑘(𝑡)− 𝑢 𝑘−1(𝑡) ⃦⃦
𝐵 2(𝑇 )
+
+
⃦⃦
𝛽 𝑘 − 𝛽 𝑘−1⃦⃦
ℓ2
𝜎1𝜒2
 𝑇
0
|Θ (𝑡) |
 𝑡
0
⎯⎸⎸⎷ ∞∑︁
𝑛=1
[︂  𝑙
0
𝑀 0(𝑠, 𝑦) |𝑏𝑛(𝑦)| 𝑑 𝑦
]︂2
𝑑 𝑠 𝑑 𝑡 ≤
≤ 𝜎 1 𝜀 0𝜒 2
⃦⃦
𝑢 𝑘(𝑡)− 𝑢 𝑘−1(𝑡) ⃦⃦
𝐵 2(𝑇 )
+
+
⃦⃦
𝛽 𝑘 − 𝛽 𝑘−1 ⃦⃦
ℓ2
𝜎 1 𝜒 2
 𝑇
0
|Θ (𝑡) |
 𝑡
0
‖𝑀 0(𝑠 , 𝑥) ‖𝐿 2(Ω 𝑙) 𝑑 𝑠 𝑑 𝑡 ; (15)⃦⃦
𝑢 𝑘+1(𝑡)− 𝑢 𝑘(𝑡) ⃦⃦
𝐵 2(𝑇 )
≤
≤
∞∑︁
𝑛=1
max
𝑡
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)
[︀| 𝜂 1(𝑠) | · ⃒⃒𝛽 𝑘𝑛 − 𝛽 𝑘−1𝑛 ⃒⃒+ | 𝜂 2(𝑠) | · ⃒⃒𝑢 𝑘𝑛(𝑠)− 𝑢 𝑘−1𝑛 (𝑠) ⃒⃒+
+
 𝑙
0
⃒⃒⃒⃒
⃒ 𝑓
(︃
𝑠 , 𝑦,
∞∑︁
𝑛=1
𝛽 𝑘𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
−
−𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽 𝑘−1𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃ ⃒⃒⃒⃒
⃒ | 𝑏𝑛(𝑦) | 𝑑 𝑦
]︃
𝑑 𝑠 ≤
≤ 𝜀 1𝜒 2
⃦⃦
𝛽 𝑘 − 𝛽 𝑘−1 ⃦⃦
ℓ2
+ 𝜀 2𝜒 2
⃦⃦
𝑢 𝑘(𝑡)− 𝑢 𝑘−1(𝑡) ⃦⃦
𝐵 2(𝑇 )
+
+
⃦⃦
𝛽 𝑘 − 𝛽 𝑘−1 ⃦⃦
ℓ2
𝜒 2 max
𝑡
 𝑡
0
⎯⎸⎸⎷ ∞∑︁
𝑛=1
[︂  𝑙
0
𝑀 0(𝑠 , 𝑦) · | 𝑏𝑛(𝑦) | 𝑑 𝑦
]︂ 2
𝑑 𝑠 ≤
≤ 𝜒 2
(︂
𝜀 1 + max
𝑡
 𝑡
0
‖𝑀 0(𝑠, 𝑥) ‖𝐿 2(Ω 𝑙) 𝑑 𝑠
)︂ ⃦⃦
𝛽 𝑘 − 𝛽 𝑘−1 ⃦⃦
ℓ2
+
+ 𝜀2𝜒 2
⃦⃦
𝑢 𝑘(𝑡)− 𝑢 𝑘−1(𝑡) ⃦⃦
𝐵 2(𝑇 )
. (16)
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𝜀3 = max
{︃
max
𝑡
 𝑡
0
‖𝑀 0(𝑠, 𝑥)‖𝐿 2(Ω𝑙) 𝑑 𝑠;
 𝑇
0
|Θ (𝑡)|
 𝑡
0
‖𝑀 0(𝑠, 𝑥)‖𝐿2(Ω𝑙) 𝑑 𝑠 𝑑 𝑡
}︃
.
Тогда из (15) и (16) имеем оценку⃦⃦
𝛽 𝑘+1 − 𝛽 𝑘 ⃦⃦
ℓ2
+
⃦⃦
𝑢 𝑘+1 (𝑡)− 𝑢 𝑘 (𝑡) ⃦⃦
𝐵 2 (𝑇 )
≤
≤ 𝜌 ·
[︁⃦⃦
𝛽 𝑘 − 𝛽 𝑘−1 ⃦⃦
ℓ2
+
⃦⃦
𝑢 𝑘(𝑡)− 𝑢 𝑘−1(𝑡) ⃦⃦
𝐵 2(𝑇 )
]︁
, (17)
где 𝜌 = 𝜒 2 max {(𝜀 1 + 𝜀 3 + 𝜎 1𝜀 3) ; (𝜎 1 𝜀 0 + 𝜀 2)}.
Из (17) в силу последнего условия теоремы следует, что операторы в правой
части (10) и (11) являются сжимающими и имеют единственную пару неподвиж-
ных точек, соответственно в пространствах ℓ 2 и 𝐵 2 (𝑇 ). Следовательно, из (13),
(14) и (17) следует, что СДССУ (10) и (11) имеет единственную пару решений,
соответственно, в пространствах ℓ 2 и 𝐵 2 (𝑇 ).
Таким образом нетрудно убедиться, что в предположениях поставленной зада-
чи и выполнении условий теорем 1 и 2 обратная задача (1)–(4) имеет единственную
пару функций {𝑢 (𝑡 , 𝑥) ; 𝛽 (𝑥)} при фиксированных значениях функции управле-
ния 𝑝 (𝑡) причем абсолютно и равномерно сходятся ряды
𝑢 (𝑡 , 𝑥) =
∞∑︁
𝑛=1
𝑏𝑛(𝑥) {𝜇𝑛(𝑡)+
+
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)
[︃
𝜂 2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠, 𝑦,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠−
− 1
𝛾0𝑛
 𝑡
0
𝐺𝑛 (𝑡 , 𝑠) · 𝜂 1(𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃, 𝜍)×
×
[︃
𝜂 2(𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓
(︃
𝜍, 𝑦,
∞∑︁
𝑛=1
𝛽𝑛 𝑏𝑛(𝑦), 𝑝 (𝜍)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝜍 𝑑 𝜃 𝑑 𝑠
}︃
, (18)
где 𝜇𝑛(𝑡) = 𝜔𝑛(𝑡) + 𝛾1𝑛
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) · 𝜂 1(𝑠) 𝑑 𝑠;
𝛽 (𝑥) =
∞∑︁
𝑛=1
𝑏𝑛 (𝑥)
{︃
𝛾1𝑛 − 1
𝛾0𝑛
 𝑇
0
Θ (𝑡)
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)×
×
[︃
𝜂 2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑦), 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠 𝑑 𝑡
}︃
. (19)
5. Построение оптимального управления
Применение принципа максимума приводит нашу задачу к следующим необ-
ходимым условиям оптимальности (см., напр. [17] или [18, стр. 36–40])
𝜗 (𝑡 , 𝑥) 𝑓𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡))− 2 𝛼𝑝 (𝑡) = 0 , (20)
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𝜗 (𝑡 , 𝑥) 𝑓𝑝 𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡))− 2 𝛼 < 0 , (21)
в котором 𝜗 (𝑡 , 𝑥) — обобщенное решение следующей задачи
𝜗 𝑡(𝑡 , 𝑥) + 𝜗 𝑥 𝑥(𝑡 , 𝑥) = 0 , (𝑡 , 𝑥) ∈ Ω,
𝜗 (𝑡 , 𝑥) = −2 [𝑢 (𝑇 , 𝑥)− 𝜉 (𝑥) ] , 𝜗 (𝑡 , 0) = 𝜗 (𝑡 , 𝑙) = 0 ,
сопряженной с задачей (1)–(3) и определяется по формуле
𝜗 (𝑡 , 𝑥) = −2
∞∑︁
𝑛=1
𝑏𝑛(𝑥)𝐺𝑛(𝑇 , 𝑡)
{︃
𝜇𝑛(𝑇 )+
+
 𝑇
0
𝐺𝑛(𝑇, 𝑠)
[︃
𝜂2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠, 𝑦,
∞∑︁
𝑛=1
𝛽𝑛 𝑏𝑛(𝑦), 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠−
− 1
𝛾0𝑛
 𝑇
0
𝐺𝑛(𝑇, 𝑠) 𝜂1(𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃, 𝜍)×
×
[︂
𝜂2(𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓
(︃
𝜍, 𝑦,
∞∑︁
𝑛=1
𝛽𝑛 𝑏𝑛(𝑦), 𝑝 (𝜍)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︂
𝑑 𝜍 𝑑 𝜃 𝑑 𝑠− 𝜉𝑛
}︃
. (22)
Предположим, что выполняется условие 𝑓𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡)) ̸= 0. Тогда усло-
вия оптимальности (20), (21) перепишутся в следующем виде
2𝛼𝑝 (𝑡) 𝑓 −1𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡)) = 𝜗 (𝑡 , 𝑥) , (23)
𝑓 𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡))
(︂
𝑝 (𝑡)
𝑓 𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡))
)︂
𝑝
> 0. (24)
С учетом (24) из (22) и (23) получаем, что
𝛼𝑝 (𝑡) 𝑙
0
𝑓𝑝 (𝑡 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑡)) 𝑏𝑛(𝑦) 𝑑 𝑦
+
+
 𝑇
0
𝐺𝑛(𝑇, 𝑡)𝐺𝑛(𝑇, 𝑠)
[︃
𝜂2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠, 𝑦,
∞∑︁
𝑛=1
𝛽𝑛 𝑏𝑛(𝑦), 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠−
− 1
𝛾0𝑛
 𝑇
0
𝐺𝑛(𝑇 , 𝑡) ·𝐺𝑛 (𝑇 , 𝑠) · 𝜂 1(𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃 , 𝜍)×
×
[︃
𝜂 2(𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓
(︃
𝜍 , 𝑦 ,
∞∑︁
𝑛=1
𝛽𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝜍)
)︃
𝑏𝑛 (𝑦) 𝑑 𝑦
]︃
𝑑 𝜍 𝑑 𝜃 𝑑 𝑠 =
= (𝜇𝑛(𝑇 ) + 𝜉𝑛) 𝐺𝑛(𝑇 , 𝑡), 𝑛 ∈ 𝑁, (25)
𝑁 – множество натуральных чисел.
Преобразуем следующий интеграл с двукратным применением формулу Дири-
хле
 𝑇
0
𝑄0𝑛(𝑡, 𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃, 𝜍)
[︃
𝜂2(𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓 (𝜍, 𝑦, 𝛽 (𝑦), 𝑝 (𝜍)) 𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝜍 𝑑 𝜃 𝑑 𝑠 =
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=
 𝑇
0
𝑄0𝑛(𝑡, 𝑠)
 𝑇
0
𝐺𝑛(0, 𝜍)
[︃
𝜂2(𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓 (𝜍, 𝑦, 𝛽 (𝑦), 𝑝 (𝜍)) 𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝜈𝑛(𝜍) 𝑑 𝜍 𝑑 𝑠 =
=
 𝑇
0
𝑄 1𝑛(𝑡 , 𝜍)
[︃
𝜂 2 (𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓 (𝜍 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝜍)) 𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝜍, (26)
где 𝑄 0𝑛(𝑡 , 𝑠) = 𝐺𝑛(𝑇 , 𝑡) ·𝐺𝑛(𝑇 , 𝑠) · 𝜂 1 (𝑠), 𝜈𝑛(𝜍) =
 𝑇
𝜍
Θ (𝜃)𝐺𝑛(𝜃 , 0) 𝑑 𝜃,
𝑄 1𝑛(𝑡 , 𝜍) = 𝐺𝑛 (0 , 𝜍) · 𝜈𝑛(𝜍)
 𝑇
𝜍
𝑄 0𝑛 (𝑡 , 𝑠) 𝑑 𝑠, 𝑛 ∈ 𝑁.
Подставляя (26) в (25), для каждого натурального числа 𝑛 приходим к следу-
ющему сложному интегральному уравнению относительно функции управления
𝑝 (𝑡)
𝛼𝑝 (𝑡) 𝑙
0
𝑓𝑝 (𝑡 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑡)) 𝑏𝑛 (𝑦) 𝑑 𝑦
+
+
 𝑇
0
𝑄 2𝑛(𝑡 , 𝑠)
[︃
𝜂 2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓 (𝑠 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑠)) 𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠−
−
 𝑇
0
𝑄 3𝑛(𝑡 , 𝜍)
[︃
𝜂 2(𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓 (𝜍 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝜍)) 𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝜍 = 𝐹 (𝑡), (27)
где 𝑄2𝑛(𝑡, 𝑠) = 𝐺𝑛(𝑇, 𝑡)𝐺𝑛(𝑇, 𝑠), 𝑄3𝑛(𝑡, 𝜍) =
1
𝛾0𝑛
𝑄1𝑛(𝑡, 𝜍),
𝐹 (𝑡) = (𝜇𝑛(𝑇 ) + 𝜉𝑛) 𝐺𝑛(𝑇, 𝑡).
Для решения уравнения (27) воспользуемся следующим подходом. В уравнение
(27) положим
𝛼𝑝 (𝑡) 𝑙
0
𝑓𝑝 (𝑡 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑡)) 𝑏𝑛(𝑦) 𝑑 𝑦
= 𝑔 (𝑡), (28)
где 𝑔 (𝑡) ∈ 𝐶 (Ω𝑇 ) — пока неизвестная функция. Но, мы сначала предположим, что
она задана. Тогда из (28) имеем относительно функции управления 𝑝 (𝑡) следующее
нелинейное функциональное уравнение
𝑝 (𝑡) =
𝑔 (𝑡)
𝛼
 𝑙
0
𝑓𝑝 (𝑡 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑡)) 𝑏𝑛(𝑦) 𝑑 𝑦. (29)
Теорема 3. Пусть выполняются следующие условия:
0 < ‖ 𝑓𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 (𝑡)) ‖𝐿 2(Ω 𝑙) ≤𝑀 1 , 0 < 𝑀 1 = const;
| 𝑓𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 1(𝑡))− 𝑓𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 2 (𝑡)) | ≤𝑀 2(𝑥) | 𝑝 1(𝑡)− 𝑝 2(𝑡) | ;
𝑞 = 𝛼−1max
𝑡∈Ω𝑇
|𝑔 (𝑡) | · ‖𝑀 2(𝑥) ‖𝐿 2(Ω 𝑙) < 1.
Тогда нелинейное функциональное уравнение (29) имеет единственное реше-
ние в пространстве непрерывных функций 𝐶 (Ω𝑇 ), которое находится из следу-
ющего итерационного процесса:
𝑝0(𝑡) = 0, 𝑝𝑘+1(𝑡) =
𝑔 (𝑡)
𝛼
 𝑙
0
𝑓𝑝 (𝑡, 𝑦, 𝛽 (𝑦), 𝑝𝑘(𝑡)) 𝑏𝑛(𝑦) 𝑑 𝑦, 𝑘 = 0 , 1 , 2 , . . . (30)
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Доказательство. Из последовательных приближений (30) получаем, что справед-
ливы оценки
| 𝑝 𝑘+1(𝑡)− 𝑝 0(𝑡) | ≤
⃒⃒⃒⃒
𝑔 (𝑡)
𝛼
⃒⃒⃒⃒  𝑙
0
| 𝑓𝑝 (𝑡 , 𝑦 , 𝛽 (𝑦) , 𝑝 𝑘(𝑡)) 𝑏𝑛(𝑦) | 𝑑 𝑦 ≤
≤ |𝑔 (𝑡) |
𝛼
‖ 𝑓𝑝 (𝑡 , 𝑥 , 𝛽 (𝑥) , 𝑝 𝑘(𝑡))‖𝐿 2(Ω 𝑙) ≤
| 𝑔 (𝑡) |
𝛼
𝑀 1 <∞;
| 𝑝 𝑘+1(𝑡)− 𝑝 𝑘(𝑡) | ≤
≤
⃒⃒⃒⃒
𝑔 (𝑡)
𝛼
⃒⃒⃒⃒  𝑙
0
| 𝑓𝑝 (𝑡 , 𝑦 , 𝛽 (𝑦) , 𝑝 𝑘(𝑡))− 𝑓𝑝 (𝑡 , 𝑦 , 𝛽 (𝑦) , 𝑝 𝑘−1(𝑡)) | · | 𝑏𝑛(𝑦) | 𝑑 𝑦 ≤
≤
⃒⃒⃒⃒
𝑔 (𝑡)
𝛼
⃒⃒⃒⃒  𝑙
0
𝑀 2(𝑦) | 𝑝 𝑘(𝑡)− 𝑝 𝑘−1(𝑡) | · | 𝑏𝑛(𝑦) | 𝑑 𝑦 ≤
≤ | 𝑔 (𝑡) |
𝛼
| 𝑝 𝑘(𝑡)− 𝑝 𝑘−1(𝑡) | · ‖𝑀 2 (𝑥) ‖𝐿 2(Ω 𝑙) ≤ 𝑞 | 𝑝 𝑘(𝑡)− 𝑝 𝑘−1(𝑡) | .
Из справедливости этих оценок следует, что оператор в правой части (29) яв-
ляется сжимающим и для этого оператора существует единственная неподвиж-
ная точка в пространстве непрерывных функций 𝐶 (Ω𝑇 ). Следовательно, нелиней-
ное функциональное уравнение (29) имеет единственное решение в пространстве
непрерывных функций 𝐶 (Ω𝑇 ). Теорема доказана.
Это решение обозначим так
𝑝 (𝑡) = ℎ (𝑡 , 𝑔 (𝑡)). (31)
Подставляя (31) в (27), с учетом (28) получаем следующее нелинейное инте-
гральное уравнение Фредгольма второго рода
𝑔 (𝑡) = ℑ (𝑡 ; 𝑔) ≡ 𝐹 (𝑡)−
 𝑇
0
𝑄 2𝑛(𝑡 , 𝑠)×
×
[︃
𝜂 2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓 (𝑠 , 𝑦 , 𝛽 (𝑦) , ℎ (𝑠 , 𝑔 (𝑠))) 𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠+
+
 𝑇
0
𝑄 3𝑛(𝑡 , 𝜍)
[︃
𝜂 2 (𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓 (𝜍 , 𝑦 , 𝛽 (𝑦) , ℎ (𝜍 , 𝑔 (𝜍))) 𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝜍 . (32)
Для произвольной функции 𝜓 (𝑡) ∈ 𝐶 (Ω𝑇 ) используется и следующая норма
‖𝜓 (𝑡) ‖𝐶 = max𝑡∈Ω𝑇 |𝜓 (𝑡) | .
Теорема 4. Пусть выполняются следующие условия:
𝜉 (𝑥) ∈ 𝐿 2(Ω 𝑙);
0 < ‖ 𝑓 (𝑡 , 𝑥 , 𝛽 (𝑥) , ℎ (𝑡 , 𝑔 (𝑡)) )‖𝐿 2(Ω 𝑙) ≤𝑀 1(𝑡);
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| 𝑓 (𝑡 , 𝑥, 𝛽 (𝑥) , ℎ 1)− 𝑓 (𝑡 , 𝑥 , 𝛽 (𝑥) , ℎ 2)| ≤𝑀 2(𝑥) |ℎ 1 − ℎ 2 | ;
|ℎ (𝑡 , 𝑔 1(𝑡))− ℎ (𝑡 , 𝑔 2(𝑡)) | ≤𝑀 3 | 𝑔 1(𝑡)− 𝑔 2(𝑡) | ;
𝜏 = 𝑀 3 ‖𝑀2(𝑥) ‖𝐿 2(Ω 𝑙) max𝑡∈Ω𝑇
 𝑇
0
𝐾 (𝑡 , 𝑠) 𝑑 𝑠 < 1,
где 𝐾(𝑡 , 𝑠) ≥ |𝑄 2𝑛(𝑡 , 𝑠) |+ |𝑄 3𝑛(𝑡 , 𝜍) |.
Тогда нелинейное интегральное уравнение Фредгольма (32) имеет единствен-
ное решение в классе непрерывных функций: 𝑔 (𝑡) ∈ 𝐶 (Ω𝑇 ), которое может быть
найдено из следующего итерационного процесса:
𝑔 0(𝑡) = 𝐹 (𝑡) , 𝑔 𝑘+1(𝑡) = ℑ (𝑡 ; 𝑔 𝑘), 𝑘 = 0 , 1 , 2 , . . . (33)
Доказательство. Из последовательных приближений (33) получаем, что справед-
ливы следующие оценки
‖ 𝑔𝑘+1(𝑡)− 𝑔0(𝑡) ‖𝐶 ≤ max𝑡∈Ω𝑇
 𝑇
0
𝐾 (𝑡, 𝑠)
 𝑙
0
| 𝑓 (𝑠, 𝑦, 𝛽 (𝑦), ℎ (𝑠, 𝑔𝑘(𝑠))) 𝑏𝑛(𝑦) | 𝑑 𝑦 𝑑 𝑠 ≤
≤ max
𝑡∈Ω𝑇
 𝑇
0
𝐾 (𝑡, 𝑠) ‖ 𝑓 (𝑠, 𝑥, 𝛽 (𝑥), ℎ𝑘(𝑠))‖𝐿2(Ω𝑙) 𝑑 𝑠 ≤ max𝑡∈Ω𝑇
 𝑇
0
𝐾 (𝑡, 𝑠)𝑀1(𝑠) 𝑑 𝑠 <∞,
где ℎ 𝑘(𝑠) = ℎ (𝑠 , 𝑔 𝑘(𝑠)), 𝐾(𝑡 , 𝑠) ≥ |𝑄 2𝑛(𝑡 , 𝑠) |+ |𝑄 3𝑛(𝑡 , 𝜍) |;
‖ 𝑔 𝑘+1(𝑡)− 𝑔 𝑘(𝑡) ‖𝐶 ≤
≤ max
𝑡∈Ω𝑇
 𝑇
0
𝐾 (𝑡 , 𝑠) ‖ 𝑓 (𝑠 , 𝑥 , 𝛽 (𝑥) , ℎ 𝑘 (𝑠))− 𝑓 (𝑠 , 𝑥 , 𝛽 (𝑥) , ℎ 𝑘−1(𝑠)) ‖𝐿 2(Ω𝑙) 𝑑 𝑠 ≤
≤𝑀 3 ‖𝑀2(𝑥) ‖𝐿 2(Ω 𝑙) max𝑡∈Ω𝑇
 𝑇
0
𝐾 (𝑡 , 𝑠) ‖ 𝑔 𝑘(𝑡)− 𝑔 𝑘−1 (𝑡) ‖𝐶 𝑑 𝑠 =
= 𝜏 · ‖ 𝑔 𝑘(𝑡)− 𝑔 𝑘−1(𝑡) ‖𝐶 < ‖ 𝑔 𝑘(𝑡)− 𝑔 𝑘−1(𝑡) ‖𝐶 .
Из справедливости этих оценок следует, что оператор в правой части (32) яв-
ляется сжимающим и для этого оператора существует единственная неподвижная
точка в пространстве непрерывных функций 𝐶 (Ω𝑇 ). Следовательно, нелинейное
интегральное уравнение (32) имеет единственное решение в пространстве непре-
рывных функций 𝑔 (𝑡) ∈ 𝐶 (Ω𝑇 ). Теорема доказана.
Подстановкой решения уравнения (32) в (31) определяется управляющая функ-
ция 𝑝 (𝑡).
6. Построение оптимального процесса и вычисление минимального зна-
чения функционала
Согласно (18) оптимальный процесс находится по формуле
𝑢 (𝑡 , 𝑥) =
∞∑︁
𝑛=1
𝑏𝑛(𝑥)×
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×
{︃
𝜇𝑛(𝑡) +
 𝑡
0
𝐺𝑛(𝑡, 𝑠)
[︃
𝜂2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠, 𝑦,
∞∑︁
𝑛=1
𝛽𝑛 𝑏𝑛(𝑦), 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠−
− 1
𝛾0𝑛
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) · 𝜂 1(𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃 , 𝜍)×
×
[︃
𝜂 2(𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓
(︃
𝜍 , 𝑦 ,
∞∑︁
𝑛=1
𝛽 𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝜍)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝜍 𝑑 𝜃 𝑑 𝑠
}︃
. (34)
Согласно (19) следующим образом определяется функция восстановления
𝛽 (𝑥) =
∞∑︁
𝑛=1
𝑏𝑛(𝑥)
{︃
𝛾1𝑛 − 1
𝛾0𝑛
 𝑇
0
Θ (𝑡)
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)×
×
[︃
𝜂 2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽 𝑛 · 𝑏𝑛(𝑦) , 𝑝 (𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠 𝑑 𝑡
}︃
. (35)
Оптимальный процесс (34) можно приближенно найти с помощью итерацион-
ного процесса
𝑢 𝑘+1(𝑡 , 𝑥) =
∞∑︁
𝑛=1
𝑏𝑛(𝑥)×
×
{︃
𝜇𝑛(𝑡) +
 𝑡
0
𝐺𝑛(𝑡, 𝑠)
[︃
𝜂2(𝑠)𝑢
𝑘
𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠, 𝑦,
∞∑︁
𝑛=1
𝛽
𝑘
𝑛 𝑏𝑛(𝑦), 𝑝
𝑘(𝑠)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝑠−
− 1
𝛾0𝑛
 𝑡
0
𝐺𝑛 (𝑡 , 𝑠) · 𝜂 1(𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃 , 𝜍)×
×
[︃
𝜂 2(𝜍)𝑢
𝑘
𝑛(𝜍) +
 𝑙
0
𝑓
(︃
𝜍 , 𝑦 ,
∞∑︁
𝑛=1
𝛽
𝑘
𝑛 · 𝑏𝑛(𝑦) , 𝑝 𝑘(𝜍)
)︃
𝑏𝑛(𝑦) 𝑑 𝑦
]︃
𝑑 𝜍 𝑑 𝜃 𝑑 𝑠
}︃
. (36)
Функцию восстановления (35) можно приближенно найти с помощью итераци-
онного процесса
𝛽
𝑘+1
(𝑥) =
∞∑︁
𝑛=1
𝑏𝑛(𝑥)
{︃
𝛾1𝑛 − 1
𝛾0𝑛
 𝑇
0
Θ (𝑡)
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)×
×
[︃
𝜂 2(𝑠)𝑢
𝑘
𝑛(𝑠) +
 𝑙
0
𝑓
(︃
𝑠 , 𝑦 ,
∞∑︁
𝑛=1
𝛽
𝑘
𝑛 · 𝑏𝑛(𝑦) , 𝑝 𝑘(𝑠)
)︃
𝑏𝑛(𝑦)𝑑 𝑦
]︃
𝑑 𝑠 𝑑 𝑡
}︃
. (37)
Согласно формулам (8) и (36) минимальное значение функционала находится
из следующей формулы
𝐽 [𝑝] =
 𝑙
0
{︃ ∞∑︁
𝑛=1
𝑏𝑛(𝑦)
[︂
𝜇𝑛(𝑡) +
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)×
×
[︃
𝜂 2(𝑠)𝑢𝑛(𝑠) +
 𝑙
0
𝑓
(︀
𝑠 , 𝑧 , 𝛽 (𝑧) , 𝑝 (𝑠)
)︀
𝑏𝑛(𝑧) 𝑑 𝑧
]︃
𝑑 𝑠−
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− 1
𝛾0𝑛
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) · 𝜂 1(𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃 , 𝜍)×
×
[︃
𝜂 2(𝜍)𝑢𝑛(𝜍) +
 𝑙
0
𝑓
(︀
𝜍 , 𝑧 𝛽 (𝑧) , 𝑝 (𝜍)
)︀
𝑏𝑛(𝑧) 𝑑 𝑧
]︃
𝑑 𝜍 𝑑 𝜃 𝑑 𝑠− 𝜉𝑛
]︃}︃2
𝑑 𝑦+
+ 𝛼
 𝑇
0
(𝑝 (𝑡))
2
𝑑 𝑡 . (38)
Теорема 5. Пусть выполняются условия теоремы 1. Тогда функционал (38) при-
нимает конечное значение.
Доказательство. Достаточно показать, что сходятся следующие ряды:
∞∑︁
𝑛=1
𝜇𝑛(𝑡), (39)
∞∑︁
𝑛=1
 𝑡
0
𝐺𝑛 (𝑡 , 𝑠)
 𝑙
0
𝑓
(︀
𝑠 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑠)
)︀
𝑏𝑛(𝑦) 𝑑 𝑦 𝑑 𝑠, (40)
∞∑︁
𝑛=1
1
𝛾0𝑛
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) 𝜂 1(𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃 , 𝜍)×
×
 𝑙
0
𝑓
(︀
𝜍, 𝑦, 𝛽 (𝑦), 𝑝 (𝜍)
)︀
𝑏𝑛(𝑦) 𝑑 𝑦 𝑑 𝜍 𝑑 𝜃 𝑑 𝑠. (41)
Покажем абсолютную и равномерную сходимость рядов (39) и (40). Применяем
неравенство Коши-Буняковского и неравенство Бесселя:
∞∑︁
𝑛=1
|𝜇𝑛(𝑡) | ≤
∞∑︁
𝑛=1
|𝜔𝑛(𝑡) |+
∞∑︁
𝑛=1
⃒⃒⃒⃒
𝛾1𝑛
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) · 𝜂 1(𝑠) 𝑑 𝑠
⃒⃒⃒⃒
≤
≤ ‖𝜙 ‖ℓ2 ‖𝐺 (𝑡, 0) ‖𝐵2(𝑇 ) + 𝜀1 ‖ 𝛾1 ‖ℓ2 ‖𝐺 (𝑡, 𝑠) ‖𝐵2(𝑇 ) = 𝜒2
(︀
𝜒1 + 𝜀1 ‖ 𝛾1 ‖ℓ2
)︀
<∞,
где 𝜀 1 = max
𝑡
 𝑡
0
| 𝜂 1(𝑠) | 𝑑 𝑠;
∞∑︁
𝑛=1
 𝑡
0
⃒⃒⃒⃒
⃒𝐺𝑛(𝑡 , 𝑠)
 𝑙
0
𝑓
(︀
𝑠 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑠)
)︀
𝑏𝑛(𝑦) 𝑑 𝑦
⃒⃒⃒⃒
⃒ 𝑑 𝑠 ≤
≤
 𝑡
0
‖𝐺 (𝑡 , 𝑠) ‖𝐵 2(𝑇 )
⎯⎸⎸⎷ ∞∑︁
𝑛=1
⃒⃒⃒⃒  𝑙
0
𝑓
(︀
𝑠 , 𝑦 , 𝛽 (𝑦) , 𝑝 (𝑠)
)︀
𝑏𝑛(𝑦) 𝑑 𝑦
⃒⃒⃒⃒ 2
𝑑 𝑠 ≤
≤ 𝜒 2
 𝑡
0
⃦⃦
𝑓 (𝑠 , 𝑥 , 𝛽 , 𝑝)
⃦⃦
𝐿 2(Ω 𝑙)
𝑑 𝑠 <∞.
Сходимость ряда (41) доказывается аналогично.
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Приближенное значение функционала вычисляется из следующего итерацион-
ного процесса
𝐽 [𝑝 𝑘+1] =
 𝑙
0
{︃ ∞∑︁
𝑛=1
𝑏𝑛(𝑦)
[︂
𝜇𝑛(𝑡) +
 𝑡
0
𝐺𝑛(𝑡 , 𝑠)×
×
[︃
𝜂 2(𝑠)𝑢
𝑘
𝑛(𝑠) +
 𝑙
0
𝑓
(︁
𝑠 , 𝑧 , 𝛽
𝑘
(𝑧) , 𝑝 𝑘(𝑠)
)︁
𝑏𝑛(𝑧) 𝑑 𝑧
]︃
𝑑 𝑠−
− 1
𝛾0𝑛
 𝑡
0
𝐺𝑛(𝑡 , 𝑠) · 𝜂 1(𝑠)
 𝑇
0
Θ (𝜃)
 𝜃
0
𝐺𝑛(𝜃 , 𝜍)×
×
[︃
𝜂 2(𝜍)𝑢
𝑘
𝑛(𝜍) +
 𝑙
0
𝑓
(︁
𝜍 , 𝑧 , 𝛽
𝑘
(𝑧) , 𝑝 𝑘(𝜍)
)︁
𝑏𝑛(𝑧) 𝑑 𝑧
]︃
𝑑 𝜍 𝑑 𝜃 𝑑 𝑠− 𝜉𝑛
]︃}︃2
𝑑 𝑦+
+ 𝛼
 𝑇
0
(︀
𝑝 𝑘(𝑡)
)︀ 2
𝑑 𝑡. (42)
Заключение
В работе предлагается методика решения нелинейного оптимального управле-
ния в нелинейной обратной задаче для одного типа параболического уравнения
с начально-краевым и нелокальным условиями. Используется метод Фурье раз-
деления переменных. На основе принципа максимума формулируются необходи-
мые условия оптимальности функции управления при квадратичных критериях.
Однозначно определяется функция оптимального управления из сложного инте-
грального уравнения (27). При этом используется метод последовательных при-
ближений. Получена система из двух счетных систем уравнений для определения
функции восстановления и функции состояния, функции оптимального управ-
ления. Функция восстановления и функция состояния оптимального управления
определены в виде рядов Фурье (34) и (35). Определена формула вычисления ми-
нимального значения функционала (38). Приводятся формулы для приближенно-
го вычисления оптимального процесса, функции восстановления и минимального
значения функционала. При этом используются итерационные процессы (30), (36),
(37) и (42). Полученные результаты могут найти дальнейшее применение в раз-
витии математической теории нелинейного оптимального управления в обратных
задачах для систем с распределенными параметрами.
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The questions of weakly generalized solvability of a nonlinear inverse prob-
lem in nonlinear optimal control of thermal processes for one type of
parabolic differential equation are studied. The parabolic differential equa-
tion with respect to the state function is linear, with respect to the recovery
function is nonlinear and with respect to the control function is implicit.
The parabolic equation is considered under initial boundary conditions. To
determine the recovery function, a nonlocal integral condition is specified.
A system of two countable systems of integral and functional equations is
obtained with respect to the state function and the recovery function. For
fixed values of the control function, the unique solvability of the inverse
problem by the method of compressing mappings is proved. The quality
functional is nonlinear. The necessary optimality conditions for nonlinear
control are formulated. The determination of the optimal control function
is reduced to a complex functional-integral equation, the process of solv-
ing which consists of solving separately taken two nonlinear functional and
integral equations. Nonlinear functional and integral equations are solved
by the method of successive approximations. Formulas are obtained for the
approximate calculation of the state function of the controlled process, the
recovery function, and the optimal control function.
Keywords: parabolic equation, nonlinear inverse problem, necessary con-
ditions for optimal control, nonlinear control, minimization of the func-
tional.
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