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1. INTRODUCTION 
We introduce the group 
Y(m,n)= {a,(1 <i<m)Ia~= I(1 ,<i<m),(a$zajk)*= 1 
(1 <i <j<m, 1 ,<k< [n/2])}, 
where m and n are positive integers with n > 1, and study questions related 
to its finiteness and representations. These considerations were prompted by 
a desire to extend the finiteness criterion in [7] to groups generated by a set 
of weakly permutable subgroups. For Y(m, M), the set of subgroups is 
{(a,),..., (a,)} and the permutability relations are u:uj” = a.,Tkalrk for i # j 
and 1 < k < [n/2]. 
The groups Y(m, 2), Y(2, n), Y(m, 3) are finite. More precisely, Y(m, 2) is 
elementary abelian of order 2”‘, Y(2, n) is metabelian of order 2”-‘n 
(Coxeter [2]), and Y(m, 3) z Alt(m + 2) (Carmichael [ 11) via the map 
ai-t(1,2,i+2)for l,<i<m. 
When IZ is odd, the group Y(m, n) has, as will be shown, the presentation 
v(m, n) = I (a), Z, I a” = 1, [Ci, r,,] = 1 
(1 <is [n/2]), rp+-+a”-‘= 1, 
rii+lUrii+l=U-’ (2,<i<m-1) , 
I 
where C,,, = (z~,~+, ] 1 < i < m - 1) is the symmetric group of degree m, and 
z~,~+, stands for the transposition (i, i + 1); such a set of generators for c,,, 
will be called canonical. 
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Let m = 3. and let F be a field of characteristic 
element [r of order n # 1. Then, the map 
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2 such that it contains an 
extends to a nontrivial representation ~(3, n) -+ ,X(2? F). 
For another generalization of the alternating groups see Coxeter [3]. 
The main sections of the paper are as follows: 1. Introduction; 2. 
Preliminary Results on Y(m, n); 3. The Groups Y(m, 4), Y(m, 6); 4. A 
Characteristic 2 Representation of ~(rn, n); 5. Some Algebras of Overgroups 
of Gm; 6. A Finite Characteristic 2 Orthogonal Representation of ~(rn, fz)* 
The main results of Section 2 are gathered together in 
THEOREM A. Let m, n be positive integers. Then. 
(i) Y(m, n) is perfect iff m > 2 and n odd, 
(ii) Y(m, n, n2) 2 Y(m, n,) if (n, , n,) = 1, 
(iii) Y( m, n -y ) = ( m, n) for all m and n odd, 
and those of Section 3 in 
THEOREM B. (i) Y(m, 4) is a finite group 
nilpotence class 3 for m > 2, and has exponent 4, 
(ii) Y(m, 6) is an infinite group for m > 2. 
of order 2m’m+3”29 is cf 
The ideas in the subsequent sections were motivated by the following 
numerical list obtained using computer coset enumeration: 1~(3,5)j = 
ISL(2, 16) I (=lQ-(4,4)1), Iy(4,5)/ = Isp(4,4)/ (= lQ(5>4 )I), ly(5,5)l = 
lW4, 16) I (= IQ-C&4)1), ly(6,5)/ = 4’I.n-(6,4)/; I~(37 Vi = 
W(2, 8>12 (= lP+(4>8)l>, ly(4,7)l = ls~(4,8) I (= I-n(5,8)1). 
Let R be the augmentation ideal of the group ring H,C,; C, is a cyclic 
group of order n. In Section 4, we define representations ~1,: v( 1, n> + R, qz: 
~(2, n) -+ SL(2, R), and, recursively, 
q,,,: y(m, n)-+ SL(2’“-‘, R) 
for m > 3, as an extension of a representation of x:,, where rlm(r,2r23j 
satisfies the equation x2 +x + 1 = 0 (an important property which we 
explore further). 
In the same section, the dimensions of the Z,-algebra e(m) generated by 
q,(y(m, n)) and of q(m) generated by the block coefficients of $,,(y(m, n)) 
are determined. 
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The description of the structures of f(m), f(m) and of its subalgebra 
generated by 2, is given in Section 5. 
For n odd, one has the factorization 
(n-1)/2 
x-1+x-2+ . . . +X+ l= II (X’+~iX+ 1) 
i=l 
over the algebraic closure of Z,. Let K’” = Z,[p,] for 1 < i < (n - 1)/2. 
Consider the group algebra Z, y(m, n) and in it the element 
u = 0, if m-1,2, 
= 512223 + t23r12 + 19 if m>3. 
Now, define 
$qm, n) = .&y(w n>p, 
where %! = (a) is the 2-sided ideal generated by (c. Also, for ,U =fii and 
K = Z2[,u], define 
THEOREM C. The algebra jY(m, n) is Jinite. Indeed, j?(m, n) z i(m) z 
xi=,, jP&,(W?, n)fir some A G ( I,2 ,..., (n - 1)/2}. 
Let K be one of the @)‘s. Let JK(m, n) be the image of y(m, n) in the 
algebra $$(m, n). Then, t,?,(y(m, n)) is a direct sum of groups of type 
yK(m, n). In Section 6, we produce the reason for the numerical results 
mentioned above, and a presentation for the orthogonal groups in its list. 
THEOREM D. Suppose o(5) > 3 in JK(m, n). Then, JK(m, n) is isomorphic 
to 
(i) Q(m + l,K, a*), ifm 3 fl (mod4), 
(ii) Sp(m, K), if m = 0 (mod 4), 
(iii) K”Q(m, K, v”*), if m 3 2 (mod 4), 
where C* is an orthogonal quadratic form of negative index ifx’ + ,aux + 1 is 
irreducible over K, otherwise it is of positive index. 
Presentations for Q(m, K), where K is a field of characteristic 2, have been 
studied from different points of view by Finkelstein and Solomon in [4], and 
by Gunther and Nolte in [.5]. The presentation which we give for the 
Q(m, K)‘s in the numerical list is simpler, yet it seems to be from a third 
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point of view, and dependent upon coset enumeration. In order to make 
further progress in this direction, one has to resolve the question of whether 
or not ~(3, n) z X(2, ~/~(n)), h w ere &(n), is the augmentation idea! of _ 
TJ, -C,- 
2. PRELIMINARY RESULTS ON Y(m,n) 
2.1. Y(2, n) 
Consider V,, = (ui,u: / 1 < i < n) in Y(2, n). Then. V,, is an elementary 
abelian 2-group. normal in Y(2, II), and Y(2. n) = YIZ(a,>. The action of al 
on VI2 is given by 
for 1 < i < n. Clearly, V,, is the normal closure of ala2 in Y(2, n). 
Let G be the semidirect product of J&(Fz), the augmentation ideal of 
Z&J, by (u,). Then, the map 
1 -uf-tu;u;, u,+u,, 
extends to an isomorphism between G and Y(2, n) (see Corollary 2.1.2 of 
[71)- 
Define qi@) = 1 +x + ... + xi-r for i > 1. 
The element a, induces on V,, a linear transformation having qn(x) for 
minimal polynomial. This is so, since the minimum polynomial of c, on 
Z2(u,) is xn - 1 and I& = (1 -a,) Z,(u,). 
2.1.1. Letn=2’,E>1.Then,inZz(u,), 
(1 - a,)” = 1 -a; = 0, 
and the minimal polynomial of a, in its action on Z,(u,) is (1 -x)“. Also, 
[(l -a,)’ Z&7,): (1 --a,)‘+’ Zz(u,)] = 2 
for O<i<n- 1. 
LEMMA 1. Let n = 2’. Then, 
(i) Y(2, n) has nilpotence class n - 1, 
(ii) exp Y(2, n) = n. 
Proof. Denote dl(n) by R. Then, 
[ V,,,ju,] corresponds to (I - u,)j R, 
481.‘:5/2-3 
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for anyj> 0. As R = (1 -a,) Z,(a,), we have 
[vu, U + 1) a,1 h as index 2 in [ V,2,j~,], 
for 0 <j < n - 2. Hence, the descending central series of Y(2, n) is 
Y(2,n) > [V,2,a,] > **. > [V,,, (n - l)a,] = 1. 
Now let vE V,,, a, E (a,), and suppose o(uJ = n,. Then, 
(2~7~)’ = L?(~~‘)u~ for i > 1. 
If 12~ ( n, then q, < 42, and clearly, (vu,)” = 1 follows. On the other hand, 
if n, = n, then q,(u;‘) = 0, and so, (vu,)” = 1. 
LEMMA 2. Let n = 2’, E > 1. Denote (a;‘~~)*‘~ by z. Then, (z) is the 
center of Y(2, n). 
ProoJ We note that 
u;‘a, = aF2 . a,a2, 
(a;la2)2'=a;2i+'(a,a2)~j~~~z~, j= 2i-1. 
Thus, z E I’,,; z is nontrivial since VI2 = E,[a,](a,a,) as an (a,)-module. 
We also note, 
u,a;‘=u: - ala,, (a,a+= (u,~~)~;‘. 
Thus, 
( a,a;‘)“‘” = (u;‘a2)“‘2 = z. 
Since 
u,(a;‘a,) a;’ = a,u;‘, 
it follows that z is central in Y(2, n). We have arrived at the conclusion, 
since the center of Y(2, n) has order 2. 
COROLLARY 3. Let n = 2’, m > 2, I< i # j < m. Then, 
(a; 1aj)n12 is central in Y(m, n). 
ProoJ We may assume m > 2, i = 1, j = 2. Let r > 1,2. Then, 
a;‘(a;‘u,)u,= (a;‘a;‘)(u,u,)=a,u,u;‘u;‘=u,u;‘. 
ALTERNATING GROUPS 329 
ThLlS, 
a;1(a;1a2)n’2 a,= (ala;‘)“” = (a;%#“, 
Using the previous lemma, we have (a;‘a,)“‘* is central in Y(m, n). 
21.2. Let n be odd and let (a) be cyclic of order n. 
I. We will review the decomposition of the ring Zz(a). 
(i) Let din, and let F = GF(2kd) be such that F = Z,(p) and 
o@) = d. Let (i, d) = 1 and define 
pjd)(X) = (x _ pi)(x _ #.*) . . . (x _ pi.*kd-‘). 
Then, pjd’(x) E Z!,[x] and is irreducible over Z,. Also, pjd’(x) =pjd’(x) iff 3 
such that i ~j2~ (mod d). Hence, the primitive dth roots of unity are roots of 
sd = q(d)/kd ((p: the Euler function) distinct irreducible polynomials pif)(x), 
pf~‘(x),...,p~,d)(x), of the same degree k. Denote JJ,T”= , p?(x) by q,(x). Then, 
Xn - 1 = nd,n V)dk)- 
(ii) From the above decomposition of x” - 1, we obtain 
k*(a) = x 2 F,d,ij,, 
din j=l 
where Fcd,ijt(~GF(2kd)) is the splitting field ofp!,d’(x) over Z?. 
(iii) Let (P, n) = 1. Then the map 
a+ac 
extends to an automorphism of Z,(a), whereby 
whenever i - jl: (mod d). 
(iv) Let 7 be an automorphism of Z*(a) extended from r: a -+ o - ‘. 
Given Fo,i,, let F(d,j) = F,d,i, + T(F(~,~)) and Ko5i, = G,(po,,,), Then, 
z,(a) = c 2 p(d,j,). 
din I=1 
We note that 
and 
F,d,i, is z-invariant iff k, is even, 
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k:, = k,/2 if k, is even, 
= k, if k, is odd. 
Let aj be the projection of GL into Fc,,n. Then, ai is a root of 
x2 +P(ai> x + l CZ K(d,i)[x]l 
where ~(a~) = ai + a;‘. 
II. We will treat here the question of conjugacy inside Y(2, n). 
(i) The linear transformation 1 + a, on V,,/Ez is invertible, for 
(1 + a,)@, + u; + e-0 + a?-“> = 1. 
(ii) Let F be a quotient group of Y(2, n) and 5, be the image of a, 
in y. Then, Cd5,) = (Gi). Thus is so, since 
uEC~*~(~l)=w’+“~= 1 
and as 1 + a, is invertible, w = 1 follows. 
(iii) Define 
V 12 = (a,u,)(u:a;) *** (cl;-‘a;-‘>. 
Then, 
vy;= (uyu; -u,u,)(a,a, . a2u*) .*- (a:-‘a;-’ * u2u,) 
= uyu; * ala2 *. * a;-‘a;-’ . (u,u,)“-’ 
= ~,*(~z~J” = ~12~2~1. 
Hence, 
&JlZ = u - 1 1 2 . 
We note from (ii) that if u E FL2 satisfies 5: = a;‘, then u = U12. 
(iv) Since a’;” = a;‘, we have a;‘~~~“= a;‘~;‘. Hence, as V,, is the 
normal closure of ~‘a;’ in Y(2, n), it is also the normal closure of v,~. In 
other words, every klement in V,, may be represented by $:a’) for some 
polynomial p(x) E Z *[xl. 
(v) Denote the inverse of the linear transformation 1 + a, by P(ui). 
Then, for any r(x) E Z,[x] and any integer i relatively prime to n, 
v;yq = (up, where k;‘)r(a,) w=v~z 
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2.2. Commutator Subgroup 
LEMMA 2.2.1. (i) Any permutation of the set {a, ,..., a,) extends to an 
automorphism of Y(m, n). 
(ii) Let i be a n integer relatively prime to n. Then, a,i+ a: (1 <j < Y?Z> 
extends to an automorphism of Y(m, n). 
PROPOSITION 2.2.2. The commutator subgroup of Y(m, n) is proper iff t? 
is even or m = 2. 
ProoJ If n is even then the elementary abelian 2-group ZT is a 
homomorphic image of Y(m, n). On the other hand, Y(.m, n) is solvable for 
m = 2. 
Suppose m > 3 and n odd. Then r, the commutator quotient of Y(m, n), is 
an abelian group of odd exponent. We have in ?, on dropping the bar 
notation, 
(ala*)’ = 1 = aTa:, 
a: = aTZ, 2 -2 a,=a, , af = a;“, 
2 a, =af, a, =a?= 1. By the previous lemma, F= 1. 
2.3. Y(m, n,n& (n,, n2) = 1. 
Suppose n = n,nz such that (n,, n2) = 1 and n,, n2 > 1. Define Y, = 
(a;* / 1 < i < m), Y, = (al’ ( 1 < i < m), subgroups of Y (= Y(m, n)). Let N 
be the normal closure of Y, in Y. Then, Y = NY,. 
THEOREM 2.3.1. Y, z Y(m, n,), Nn Y, = 1. 
Proof. Indicate Y(nz, 12,) by G and rewrite its generators a, as (rr: 
1 < i < m. Define the set 
where (P,,...,P,,J h as cardinality m. Furthermore, define an equivalence 
relation on S by 
(Ji,g)=@j,h)oi=j,hg-‘E(ai), 
1 < Vi, j < m, t/g, h E G. Denote the equivalence class of (pi, g) by ((pi, g)), 
and the set of equivalence classes by s 
The group G ats on L? as follows 
(Vi, g))” = (Vi, gh)), 
Yi, Vg, h E G. The action is well defined. 
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Define the group 
Y = {Sl (@iy g))“’ = l (viV g), 
((pi, g))” (bang))“)’ = 1 (Vi #.A 1 G k< [n2/2I), 
(Vi? a3kg))k (Go,, afi7g>>k = (Vi, g))” (Ca,y g>>" 
(Vi #j, 1 < k < [n/2])}. 
Then, the action of G on ,!? extends to 9. 
Let G = ,ioG be the semidirect product of 9 by G under the action 
defined above. Also, let Ai = (@,, 1)) ai for 1 < i < m. Then, as (dgi, l))Oi = 
((/Ii, q)) = ((ji, l)), A;ln2 = 1 follows. Let i #.j, 1 < k < (n/2]; then, 
Also, @;A;)” = 1, because (a~~$)’ = 1, ((@iv 1))” (Co,, l))k)2 = 1 and 
[(@iv l))k (Co,, l))k]a’ka’k= (@i, aJ’k))k (Co,, af))k = (@iv l))k (Ga,, l))k. 
Hence, Z? = (A,, A, ,..., A,), and the map: Ui -+ A i (1 < i < m) extends to a 
homomorphism from Y(m, n) onto g. Since IJI: a?? + a:’ (1< i < m) extends 
to a homomorphism from Y(m, n ,) onto Y, , 
establishes Y(nz, y1 t) z Y, . 
Now, easily, the map (pi, g)) + (al’)g, 1 < i< m, g E G, establishes 
9 z N, and therefore Y(m, n) z y follows; in particular then, N 17 Y, = 1 is 
obtained. 
2.4. Another Presentation for Y(m, n), n: Odd 
THEOREM 2.4.1. Let n be odd. Then, Y(m, n) % y(m, n). 
The theorem is clearly true for m = 1,2. The general case will be 
developed in the following lemmas. 
For 1 ,< i <j < m, define in Y(m, n), 
Hij = (ai 3 aj), V, = (&f ( 1 < k < n), 
vij= (aiuj)(u;a;) --a <a;-‘a;-‘). 
Extend these definitions for 1 ,< j < i < m by exchanging i and j in the 
above symbols. Furthermore, define 
;“^ , = (v,2, v23,-5 V,-,,m)* 
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LEMMA 2.4.2. Let 1 < i, j, k < m be such that {i, j, k] has cardinality 3. 
Then, 
(i) uij inverts ak. 
(ii) (viivjk)3 = 1, 
(iii) (vij vkl)’ = 1, whenever {i, j, k, E} has cardinality 4. 
Proof. (i) Since H, is a homomorphic image of Y(2, n)? by II(iii) of 
2.1.2, aYij= a:“. Thus, I J 
-1 akaj = akvijai vij 
= a,ai(a;‘vij)‘. 
As (akaj)2 = (akai)2 = I, it follows that 
akal inverts (a;lvjj)‘. 
By II(v) of 2.1.2, a;‘vij is a conjugate of ail, thus it has odd order and 
consequently, 
akai inverts ai’vij. 
Therefore: 
VijUi = a,aj(a;‘vij) ai’a;’ 
= a,ai(a;‘vij) akair 
vij = ak vi,ia,, 
alii = a, l. 
(ii) We may assume i = 1, j = 2, k = 3. Thus, 
v:‘i3 = (a,a, .a~a~.-ma, a2 ) n-l n--l I’13 
= a;‘a;’ - a;2a;’ a.. a3a2, 
v”‘3 - 
12 -v23. 
Similarly, 
VI3 
UIZ = v 
239 
and consequently, 
owJ!3)3 = 1. 
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(iii) We may assume i= l,j= 2, k = 3, e = 4. Then, 
uyT= @,a,. a;& . . . a;-‘($-‘)034 
= a;‘a;’ . a;‘a;* .a- a,a2 = v12. 
At this stage, the map ql: a --f a,, z~,~+, + ZJ~,~+~ (1 < i < m - l), extends 
to an epimorphism q, : ~‘(rn, n) -+ Y(m, n). 
Since 
z ,-,=Alt(m- l)UAlt(m- l)t,,, 
in u(m, n), 
a?j=a-l 
holds whenever 1 & {i,j}. 
Define the following elements of y(m, n): 
a, =a, ai = (a; y (2 < i < m). 
Furthermore, define 
rij = (Ui) aj) for 1 <i<j<m. 
LEMMA 2.4.3. y(m, n) = (a,, a2 ,..., am). 
ProoJ: Clearly, r12 is an image of Y(2, n). From the fact 
1+n,+. . . +e:- = 1 
T12 3 
n-1 n-l 
T12 = jJ r,,r$ = 11 c&f 
i=l i-1 
is obtained. In particular then, r12 E r12. 
Since for i > 2, 
it follows that ~~~ E Tli. Hence, 
(5 ,z 3.**, rim) E (a1 1---T %> 
and the proof is finished. 
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LEMMA 2.4.4. Let 1 < i, j, k < m be such that {i, j, k) has cardinality 3. 
Then, 
(i) (ok)rij = c[i i, 
(ii) (Qk)‘G = uJ I, 
(iii) Tij is conjugate to r,2, and (a$;)’ = 1 for 1 <E < [n/2]. 
ProoJ: (i) It was already observed that (c~r)~u = cr;’ for i, j # 1. Thus, 
may assume k # 1. By definition, ak = (cI;‘)~:~; thus, 
(ak)Tij = (a; I)TlkTij. 
Two cases have to be considered. The first is where i,j# 1, and the 
second where i = 1. The proof is finished easily. 
(ii) Conjugate (a,Jrlk = cr;r by rIj, and use rIjt,, = rlkrjk to get the 
desired conclusion. 
(iii) Let 1 < i <j. Then by parts (i), (ii) above, 
Crij> 
T12T23’ ’ ‘Ti-l.i = rij. 
The rest is straightforward. 
Now, the map qz: ai + ai (1 < i < m) extends to an epimorphism 
qI : Y(m, n) + J@, n). The composition 
established Theorem 2.4.1. 
3. WE, 4), Y(w 6) 
3.1. Y(m, 4) 
Let Y = Y(m, 4). We will prove in this subsection the following properties 
of Y: 
and for m > 2, 
rn(rn + 2)l? /y1=2 3 exp( Y) = 4, 
cl(Y) = 3, Z,(Y) = ((a;‘a,J’ / 1 < i <j < m), 
Z,(Y) = Z,(Y) + (ataf 1 1 < i <j <m), 
z’2’(Y) = Z,(Y), Z”‘(Y) = Z2(Y), 
4(Y) = Z,(Y) + (af 1 1 < i < m). 
336 SAID SIDKI 
LEMMA 3.1.1. There exists an epimorphism 1: Y(m, 4) + Y(m, 2) such 
that l(aJ = ai for all i, and another epimorphism I: Y(m, 4) + Y(m - 1,4) 
such that z(ai) = ai (1 < i < m - l), l(a,) = a,-, . 
The proof of above lemma is direct. 
LEMMA 3.1.2. (i) The group N, = ((a;‘aj)’ 1 1 <i <j< m)) is efe- 
mentary abelian, contained in the center of Y, 
(ii) The group Nz = (at 1 1 < i < m) is elementary abelian. 
ProoJ Part (i) is but Corollary 3 of 2.1.1. As for part (ii), it is evident. 
LEMMA 3.1.3. N, is central in Y module N,. 
ProoJ By Lemma 2 of 2.1.1, 
(a;‘aj)2 = (aiaj)1+a’2 for i #j; 
it follows then that af commutes with aj modulo N,. 
We note that N,N2 is elementary abelian subgroup of Y, and has order 
divisor of 2mcm+‘)‘2. Also, N, N, = ker 1. Thus, 
Y/N, N, g Y(m, 2), 
and 
1 YI divides 2’“(m+3)‘2. 
It is clear that Y has exponent at most 4, and is nilpotent of class at most 
3. Now, by Lemma 3.1.2, Y(2,4) is an image of Y(m, 2) for m > 2. Hence, 
the bounds are exact. 
Let m 2 3. Define the following elements of Y: U, = a;’ ,a,, 
u2 = ai-,a;, Ui = (a;‘a,-,)’ (a;‘a,J2 for 1 <i < m - 2. Then, 
2 u;=u;=~;= . . . =(Jjmp2= 1, 
and 
2 
U,,~I,..., w m-2 
are central in Y. 
Define the following subgroups of Y: 
K=(ul,u2,~l,...,wm-2), 
H = (a,, a, ,..., a,-,). 
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LEMMA 3.1.4. (i) K is abelian, and is the kernel of I: Y(m, 4)+ 
Y(m - 1,4), 
(ii) Y = KH, 
(iii) the action of H on K is defined by 
-1 ai -1 z4,ai=u, u2 (1 <i<m- I)? 
--I a, uzai = z4*wi (l<i<m-2), 
a;A,u2am-l =u:u,, 
a; lwjai = uj (l<i<m-l,l<j<m-2j. 
Proof. The subgroup K is abelian: 
(afa~)aiu,y’ = (afa~)aiaj’a? = afa,?. 
Let i f m - 1, m. Then, 
a[‘(a~~,U,)fZi= a,_,a;‘. 
Also, 
=a m-1 a; ‘. 
NOW, as 
a,_,a;‘=a;‘a,-, . ai_,ak, 
the action of a, on U, has been verified. 
Let i # m - 1, m. Consider the following calculations: 
wi = (a;‘a,_,)’ (a;‘a,)’ 
= a;L,(a,-,a;‘)’ amaz~‘am 
= a;Ll(aia;!J a,ai’a, 
= a~_,a;‘(a~-,a~)aiat. 
Then, 
That is, 
338 
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since 
-1 
u,u,-, =u;l,am * a;&,; 
that is, u;~,u,u,-, = u~u,. 
The above relations imply that K is a normal subgroup of Y. Clearly, u2 
and the CC)~‘s are contained in the normal closure of (a;‘,~,) in Y. Thus, 
K = ker(z). 
Part (ii) is direct, The proof of this lemma is now finished. 
The relations of the previous lemma may now be used to define the action 
of Y(m - 1,4) on an abelian group W of type 
c,xc,x**~xc, 
- m-l- 
such that the semidirect product W. Y(m - 1,4) is a homomorphic image of 
Y(m, 4). From this construction, one obtains the exact equality 1 Y(m, 4)1= 
2m(mt3)‘2. The other properties of Y are easily verifiable. 
3.2. Y(m, 6) 
By Theorem 2.3.1, Y(m, 6) = N. Y(m, 3), where N is the normal closure 
of (a:,..., a;>, and Nn Y(m, 3) = 1. We also know that Y(m, 3) z 
Alt(m + 2). 
THEOREM 3.2.1. Y(m, 6) is infinite for m > 3. 
ProoJ: We will construct on extension of a Coxeter group by an alter- 
nating group satisfying the conditions of Y(m, 6). 
Let J2 = { 1, 2, 3,..., m + 2), rn > 1, and let y3(Q) be the set of 3-subsets of 
8. 
Define the group 
A0 = {93(fi’) ) S* = 1 (VS E Y3(Q)), (ST)’ = 1 (VS, T E 9x(l2) 
such that card (S n T) > 2)}. 
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Then, -KQ is a Coxeter group; its associated graph contains 
cc 
for m > 3. Thus, MO is infinite for m > 3. 
The J- Lm+2 acts as a permutation group on Y&J) in a natural manner. 
This action extends to An, making C,, ? into a group of automorphisms of 
d* . 
Let .Y =AQ Alt(Q) be the semidirect product under the action described 
above. Define 
&= {1,2,i+2} (1,2,i$2), 
(ii= {1,2,i$2), ai = (1,2, i i- 2) 
for 1 < i < m. We have, 
CT:= l(1 <i<rn)? (ai / 1 < i < m) z Ah(R), 
-A0 is the normal closure in .% of (cii: +) for m = 2, and of (9,) for m > 3. 
Thus, (cTi 1 <i<m)=F. 
In order to show that the map ai -+ ai (1 < i < m) extends to a 
homomorphism from Y(m, 6) onto Y, it suffices to check that (E:at)2 = 1 
for k = 1,2,3, The relations corresponding to k = 2,3 clearly hold. Finally, 
we verify 
E,a,={1,253}(123)-{1,2,4}(124) 
={1,2,3}(l,2,4}‘L’3)(123)(124) 
={1,2,3}{1,3,4}(13)(24). 
(~3~~3~4~) (*3)(24) = ( 1, 3, 4) { 1, 2, 3 1. 
Thus, (a&* = 1. 
Remark 3.2.2. Let gQ be obtained from .A* by adding the relations 
(ST)3 = 1 (VS, TE Y3(0) such that card (S r? T) < 1). Then sQ is still 
infinite for In > 3. This is so, since for m > 3 the associated Coxeter graph 
contains the circuit 
iL2,31 
/ \ 
p,4,5j {3,4,51 
\ / 
(1,3,4}- {I, 29 51 
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We note that when card a = 5, the Coxeter graph of 2D is a projective 
dodecahedron. 
4. A CHARACTERISTIC 2 REPRESENTATION OFJ'(~,~) 
4.1. Definition of the Representation 
Let R be a commutative ring with 1, of charcteristic 2, and let it contain 
an element a of order d, dl n, d # 1. The following maps which are defined 
inductively for m > 3, extend to representations 
rm: y(m, n) --t SL(2m-2, R), 
(= at3’), 
and for m > 5, 
(= acm’), 
234 + 
for4<i<m-1, 
and m’= 2m-3. 
As for m = 1,2, the representations vr, r2 are defined simply by letting 
VI: a * a3 and v2(a) = v3(a), 1;/2h2) = u3tr12)- 
The verification of the above assertions is direct and will be left out. 
Let v(R; m, d) denote q,(y(m, n)), Ij(R; m, d) denote the ring generated by 
the coeffkients of v(R; m, d), q(R; m, d) denote the ring generated by 
q(R; m, d), and let C(m) denote r&Z,). 
We note that (atm’)’ + (a(m))-i (1 < i < [n/2]) are central elements of 
q(R; m, d). There is no less in generality in assuming a E J3a,(n). 
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For a fixed ring R which contains an a of order n, we will abbreviate 
q(R; m, n), f(R; m, n) and f(R; m, n) by r(m), q(m), and 9(m), respectively. 
THEOREM 4.1.1 (Imbedding Property). Let m > 1 and define the map 
#(m, m + 1): acrn) 3 cfcM + l), t’?! (l,lTIl -+ c?kY, 
(1 < i Q m + I, when m > 1). Then the lnup $(m, m + 1) extends to the 
following isomorphisms 
$(m,m -t 1): r(m)+ q(m I- l), q&m, m f 1): G(m) -+ $(m + l), 
and 
&m,m+ l):$(m)-+ij(m+ 1). 
Proof. We observe that v(l) = e(l) = Z,(a’“‘) = g(Z), and that the 
assertion is clearly true for m = 1. The isomorphism &l, 2): $(l) + q(2) 
extends to an isomorphism 
The following diagram establishes inductively the isomorphisms #(i, i + 1) 
and $(i, i + l), 
etc. 
We note that v(i) < fi(i-- I), (i > 2), and that &i - 1, i)J,-,,: q(i)+ 
q(i + 1) is the isomorphism &i, i + 1). 
THEOREM 4.1.2. Let m > 2. Then, the subgroups of y(m, n), 
(r 12r...r L-~,~)~ and (r12, a) are isomorphic to Z, and ~(2, n): respective&. 
The proof follows directly from the representation 77,,,. 
4.2. Decomposition of q(zfI(n); m, n) 
From the decomposition of Z t C, seen in 2.1.2, we obtain 
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Let 
with e fd,iJ E Fo,i,, gCd,i,, E FC:(d,ic,, be the corresponding decompositions of 1, 
the identity of d*(n). Thus, for each d and i, 
acd,J= ae& is a root ofpy(,u), 
for some j. 
The minimum polynomial of cz(m)e(d,iJ in fi(sd,@z); m, n), regarded as a Z?- 
module, is pi,!‘(x) for m = 1, and for m > 2 is 
pf’(x) or pjJyx)p~;‘(.u- ‘) x%, 
according to whether or not I;!,!’ is r-invariant. 
Let m > 3, p(x) E E2[x]. Then, 
where m’ = 2m-3, pi =p(ae Cd,ij)’ for m = 3, and /Ii =p(a(m-‘)eCd,il)2 for 
m > 3. 
Thus, we can produce inside q(sP,(n); nz, n), 
ieb,;, I”,) form=& and (:,i, I”,,) form>2. 
THEOREM 4.2.1. 6) rlW&); m, 11) = Cltdln .Zkl ViFcd,i,ji m7 43 for 
all m. 
(ii) rP3); m, n> z Clfdln Citll G’o,i,; m, d)for m < 3. 
In both items q may be replaced bJ7 f and 6. 
(iii) v(J2(n); 3, n) z X(2, jy;(n)). 
ProoJ: Parts (i) and (ii) follow from the above discussion in addition to 
some familiar manipulations with idempotents. Part (iii) is a consequence of 
=G 4(n)) = c fJ s-w, P,,,j,). 
l#dln i=l 
4.3. Bases for C(m), f(m), e(m) 
Let F = FC,,jj and let K be the field generated by [(acm’)j + (a’m’)-i] eC,,i,, 
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1 <j < [n/2]. Then, K z GF(2k’) and k’ is independent of m and i. Also, 
rj(F; m, n) is a K-module. 
We consider the following subsets of $(I? m, nj, 
grn = {l-f&; * -- r>--;,, 16,=Oorl(l<i<m-I)], 
and 
zPrn = cPqm, So=0 or 1, 
where the (m) was deleted from the symbols atrn) and r$\ r. We also 
consider 
zqrn = (a%;~ *a- 5~r;,m-1 ) di = 0 or i (i = 0. 2 < i < m - 2)}, 
a subset #; m, n), where again the (m - 1) was deleted from the symbols 
(p-I), +?$‘. 
Our purpose in this subsection is to prove 
THEOREM 4.3.1. gm, pm, @m are K-bases for the K-spaces K([(m)j, 
#(F; m, n), f(F; m, n), respectively. 
The proof will be developed in a sequence of lemmas. 
LEMMA 4.3.2. F*, gm, @m generate the K-spaces K(c(m)), f(P; m. n). 
fi(f; m, n), respectively. 
Proof. The following equations hold in $(F; m, n): 
+i i+I’j j+l=‘j j+l’i i+l . 3 . , forj# i i I, 
zi+l.i+2zi.i+l =*i,i+lTi+l,i+2 + l (1 <i< m - 2), 
cyZi.itl = a-‘ - --ufP, 
p=a+a--EKK, for i > 2, 
a2=pa+ 1, 
r12a = at12 + p(l -I- r,,); 
we have deleted the superscript (m). These equations are the rearranging 
operations which, when properly applied to a group word in a, rl? ,..., rm _ , .,, e 
transform it into a K-linear combination of elements from $. 
LEMMA 4.3.3. &Fm is a K-basis for K(Qm)). 
Proof. The cases m = 2,3 are easily verifiable. We proceed by induction 
344 SAID SIDKI 
on m. We may assume m > 3 and suppose the assertion true for all & such 
that 3 < I < m. 
The algebra K(c(e + 1)) is generated by {ri,i+l 11 < i < E + 1 }, and 
WZV + 1)) by t;2 = (: ;>, z;3 = (; i), 2”34 = (;‘” ;,>, f45 = (7” ;J,..., 
Cf,, = (Ti;l-l ,“, ,) if I > 3; h ere, I is the identity of K(C(P)) and we have 
deleted the superscript (e) from the r$+ r’s. 
We will consider the subalgebra K([“(t + 1)) generated by 
(5;.,i+l / 3 < i < e}, then the subalgebra K(<‘(E + 1)) generated by 
{~j,j+~12<i<<c], and finally K(c(e + 1)). 
We have 
-61 a/ w  0 
=34 . . . =f.f+ 1 = 
( 1 x (0 ’ 
where 
63 SC w = 723 -*- 7(-l,f, x=s,7;: *.* 7,“r_, (. 
By induction, the r$ - -. tf: r,! s are linearly independent, and easily, so are 
the ?fj . . . ?$+, ‘s. Also, the elements of K(C”(C + 1)) are of the form (T i) 
such that, w  = 0 * x = 0. 
The elements of K(<‘(& + 1)) are of the form 
where 
bY= (;: ;, ); c3”= (;,Y J,) 
are elements of K(cN(, + 1)). Clearly, 
fj-j=O(jCO’=&, x’ +x” + w” = 0. 
Thus, if c3 = 0, then 
0’ = w”, x’ = X”, w”=O x” = 0, 
(3’=jj”=O 
follow. Hence, the ff;7$ --. ?$+,‘s are linearly independent. Also, the 
elements of K([‘(I + 1)) are of the form (5;’ z), where w  = 0 S-X = 0. 
Finally, the elements of K(c(e + 1)) are of the form 
- I, w=L;‘+723w ) 
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where 
are elements of K(<‘(f + 1)). Thus, 
63= 
( 
0’ + x” &)I’ \ 
X’SCO” co’,’ i
Now, 
&j = 0 * 0’ = x”, w!=O, 
x’ = i-J.)“, o’=O, 
and thus, 6’ = 6” = 0. The lemma is proved. 
LEMMA 4.3.4. f&, is a K-basis for r@; m, n). 
Proof. By the previous lemma, the set 
{f$$ .*. I?$&-, ldi=Oor 1 (2<i<m-2)} 
is linearly independent. Denote the K-algebra generated by this set by ??ti z ~ 
The elements of this algebra have the form 63, = 07’ + ?23cZ”, where 
are elements of ,FFi ~~, . Thus, 
Now, an element of rj(F; m, n) has the form 6 = G3, + c& 1, where 
and 
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are, as above, elements of E-z _, . Hence, 
63= 
i 
w;, + xi + a&o; + xl’) w; + sow; 
x6 + w; + a,yx; + of) WA + a,‘o; * 
We induct on m, and may assume m > 3. The case m = 3 is easily 
verifiable. Thus, we assume m > 3, and let the above 4 be zero. Then, 
0; + sow; = 0, 06 + a;‘w; = 0, 
and by induction, 
w;=(jq=o, w:,=o;=o. 
Hence, we have 
and therefore, 6, = tii = 0. 
LEMMA 4.3.5. grn is a K-basis for $(F; m, n). 
ProoJ Let K&j+ ,) and K(gm+ if,,) be the K-spans of 2&+ I and 
2& + , f, *, respectively. Then, 
8(~;m,n)=K(~+,)+K(~~+,t;,). 
The elements of K(2& + ,) have the form 
where 
Let .?=t3+Z,,=O, where G=(“,; “,:), x’=(t: z:) are elements of 
K(@, + ,). It follows that 
w, =x, +x,, 0?=X2fX4, 03 =x3, 0, =xj. 
From w1 = x1 and w4 =x4, we derive 
cz+J?= 
( 
x14-w 0 
x,-km, 0 > ~wcm+l)~ 
and consequently, 
x1=w1, x2 = WI. 
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Hence, 
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w, =x,=x, +x3, 0*=x2=x*+x, 
and x, = xq = 0, (3 = x’= 0 follow. 
The above four lemmas prove Theorem 4.3.1. 
THEOREM 4.3.6. (i) {I#; es* riy;,,, IO < i < n - 2, sj= 0 or 1 
(1 ,<j < m - l)} is a Z,-basis for +fz(n); m - 2, n), 
(ii) (air:; ... t”,:;,, jO<i<n--2, dj=O or 1 (l<j<m- I)} is a 
Z,-basis for f(~&(n); m, n). 
ProojI This is a consequence of the decomposition of t and fi and of 
Theorem 4.3.1. 
5. SOME ALGEBRAS OF OVERGROUPS OF Z, 
The groups in question are: C,, 
Z(m.n)= (a,Z,la”= l,Tii+,ariiii=a-’ (1 <i<m- I)} 
(here n is odd, n > l), y(m, n). 
Let 2, be a subgroup of a ring R. Define 
c1= 0, if 171=1,2, 
= TlZZ23 + 223212 + 1, if m>3. 
The algebras in question are: 
(i) .7,(m) = KY,/%, P = (u) (2-sided ideal), where K is a field of 
characteristic 2, 
(ii) YK(m, n) = KZ( m, n)lFY’, ZY = (a, a2 +$(a’) a + 1 j, where (x’ is 
the projection of a E d*(n) into F(=FF”(,J, K = C,(F), and ~(a’) = 
a’ + (d-1, 
(iii) 9(m, n) = Z,,E(m, PI)/%, P = (u, a”-’ + a”-’ Jr . . . + 11, 
(iv) K being as in Definition (ii), 
%(m, n) = Ky(m, n)/‘P, ~=((u,a2+,u(ar’)a+ 1)3 
(v) $q?7, n) = m * y(m, n>p, kv = (a). 
We will drop the bar notation in the above quotients. 
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5.1. Preliminary Observations 
Evidently, the algebras K @ C(m), +(F; m + 2, n) and t(dz(n); m, n) are 
homomorphic images of YK(m), YK( m, n), 9(mt n), respectively. As the 
latter algebras are generated as K-spaces by 
{ 61 63 b1 212r23 *‘* rm-l,m )J,=Oor l(1 <i<m- l)}, 
(a%f;+ ... rk;7m 16,=Oor 1 (O<i<m-I)}, 
(aitf;zf; ... z>:;., 10<i<m-2,6j=Oor l(1 <j<m- l)}, 
respectively, by Theorems 4.3.1 and 4.3.6, the above homomorphisms are 
indeed isomorphisms. That is, we have 
pK(m) z K 0 C(m), 
S$(m, n) z f(F; m + 2, n), 
-i”(m, n) Z fl(jy;(n); m + 2, n). 
By similar reasoning, pK(nz, n) z ?@; m, n), and $?(m, n) maps 
homomorphically onto fl(d2(n); m, n). 
The algebras YK(m, n), pK(m, n) admit an automorphism 
-: y + 17, where a= a-‘, fi,i+L = ri,i+ I Vi. 
5.2. Structure of 9,(m) 
Our aim in this subsection is to prove 
THEOREM 5.2.1. (i) Let m = 2m, + 1, s = 2”“. Then, 
S(m) z 4, ,W 
(ii) Let m = 2m, + 2. Then, 
Y,(m) = X + YK(m - l), 
where X is the Jacobson radical of YK(m). Furthermore, 
S=YK(m- l)g,, x2=0, 
and i,,, is a central element of 3$(m) defined by 
;m=.Z(ti,i+,Ii:odd,l<i<m-l}, form, odd, 
= 1 + (above sum), if m, even. 
The proof will be developed in the next three lemmas. 
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The K-subalgebra of 5$(m) generated by rr2, rzj,..., r,,-Z,m-l is 
isomorphic to YK(m - 1) and will be denoted by this same symbol. 
LEMMA 5.2.2. Let m > 3. Also, let w  = MT,, + w~z,.,, l be an eiement of 
.S$(m + 1) such that 
M’o = w;, + w”7 _ 0 m l.rn, WI = w; + w;i7,-*,mr 
where w;t, w$, w;, w;’ E YK(m - 1). Then, 
wt m,m+ I + rm,m t 1 w  = 6 + Go,.,+ ! 9 
and 
w commutes with r,.,+, iff w  = WA + w; 7,,,+, 
Proof. Consider the following calculations 
On substituting 1 +~,-~~~7,,~,,+~ for rm,m+lrm-,.m, we get 
M'7 m,mt I + rm,m + l w 
= (w. + wb) 7,.,+ 1 + G + w(;~m-2.m7m.m+ I 
+ w, + w; + w;rmpl,, + w':7,,,+, 
= w; + WI'S,., + , (since w. + WA = ~~7,~ ,,,). 
The second assertion follows from Y;(m - 1) and r,.,t I being linearly 
independent. 
LEMMA 5.2.3. Le m, 2 1, m = 2m, + 1, s = 2”“. Then, 
YK(m) 2 MS&C). 
ProoJ: Easily, ((: i), (y A)} generates the K-algebra /eX2(K). Thus, 
YK(3) rM2,,(K). F or m > 3, we will show by induction on m that 5=$((m) is 
a simple algebra with center K. Then the assertion will be a consequence of 
Wedderburn’s Theorem. 
Let m, > 2 and let A be a 2-sided ideal of CYK(m)e Let A? f 0 and let 
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MJEA, w#O. Then, w=w~+w,z,-~,~EA?, where w~,w,E~&~- 1). 
By Lemma 5.2.2, we may assume w,, w, E YK(rn - 2). 
If MI,, = 0, then u*, EM and w, # 0; thus, by induction, 
1 E ,i*,(m - 2) M&$~(rn - 2) EA. 
Likewise, if w, = 0, then 1 EA. 
Let us0 # 0 # w,. Since 
IV + w7,- 1.m = 0% f  w,.Nl +7.,-l,*) 
is an element of A, we may assume w, = o 1. Hence, 
9gm - 2) w.5‘gm - 2) = ,i”,(m - 2) w,~~(m - 2) * (1 + T,- ,,,) 
is contained in -.&, and thus, 1 + 7',- 1 ,m EM. Now, 1 E J? follows, since 
(1 +7,~-~,m)7,-2.m-1=7m-2,m-~(l +7,-t,,)+ 1. 
We have shown that &(m) is a simple K-algebra. 
Let )v= iv0 + ~~t~-,,~, where w,,, w, E YK(nz - l), be central in YK(m). 
Then, by Lemma 5.2.2, w,,, w1 are central in FK(m - 2). By induction, 
MJ~, cv, E K, and clearly, IV, = 0. 
Recall the definition of X and inI in Theorem 5.2.1. 
LEMMA 5.2.4. Let m = 2m, + 2, m, > 1. Then, 
(i) jm is central in 9;(m), jzn = 0, 
(ii) 9;(m) =X +YK(m-l):.Y=Y’,(m-l)j,. 
ProoJ Part (i) is direct. By Lemma 5.2.3, YCIYK(rn - l)= 0. 
Clearly,YK(m - l)$, s X, and by comparing the K-dimensions of Y,(m) 
and YK(m - 1) j,,, + Y’(m - 1) we obtain part (ii). 
Theorem 5.2.1 is now proved. 
5.3. Structure of Y((m, n) 
Our aim in this subsection is to prove 
THEOREM 5.3.1. Let m be odd, m > 1, s = 2(“-l)“, K = GF(2k’). Then, 
where K(w) is an extension field of K, [K(o): K] = 2 for any one of the 
following conditions: 
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(Condition 1) m = 13 (mod 8) and 
3 1 2k’ - 1 and n$2”’ - 1 
or 
3,f2k’ - 1 and n1;2k’ + 1, 
(Condition 2) m = f I (mod 8) and r~%2~’ - 1. 
In the other cases, 
q&n, n) zd44xr(K) Xdd4,,(K). 
Also, we will prove 
THEOREM 5.3.2. Let m = 2m,, s = 2”O. Then, 
(i) m, even * S$(m, n) = f + ,i”,(m - 1, n), where f= 
.5$(m - l? n) j,n is the Jacobson radical of YK(rn, n) atld jrn = 
Z{ti.i+l/iodd, l<i<rn-l}, 
(ii) m, odd 3 Yi(m, n) Z&,,(K). 
The K-subalgebra of J’$(m, n) generated by the z[,~+ ,‘s will be identified 
with 5$(m), and that generated by a, r12,..., r,,_2,,-, with P$(rn - l,~), 
whenm> 1. 
The following additional information from P;(m) will be needed. Define 
X, = Z{Z~,~+, 1 i odd, 1 < i < m - 11. 
Then, for m even, X, = x,+, , X, is central in TK(m), X, = j,, for m = 0 
(mod 4), Z; = 1 for m = 2m,, m, odd. 
Let m be odd, m > 3. Define 
‘3 = ‘lZr23 3 
and by induction for m > 3, 
urn = om-2 + x,-,Z,->.m. 
LEMMA 5.3.3. Let m be odd, m > 3. Then, in 5$(m), 
(i) 7i.i+I~m~i,i+I=um+1,for l,<i,<m-1, 
(ii) f3m-2 commutes with a,- I for m > 5, 
(iii) 0; = (7, + 1, for m = k3 (mod 8), 
=CJ my for m = * 1 (mod 8). 
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Proof: (i) We proceed by induction on m; we may assume m > 3. 
Let i<m-3; then, 
uzi+L = o>i+; 
+ (Zm-lr,-,,m)'i~i+' 
=6,-z +l+ %?-IT*-1.m (by induction) 
=u,+ 1. 
Let i=rn-2; then, 
(rTm-2,m--1 = (5 
m-2 m-4 + %n-3(5?2-3,m-2 + %l-2,m-1) 
=U m-2 + %n-3~,-2,rn-l~ 
(~,-l~m-,,~)rm-*‘m-‘=~,-1(~,-2,m-I +~m-l,m) 
a?n -*,m- I = 
m  
(5 
m  + (%-3 + %n-J~m-2,m-l 
-urn+ 1. - 
Let i= m - 1; then, 
(~m-lL,,m)*m-‘~m= (xm-l f~,-1,,)~,-1,,~ 
.p.,, = fJm + 1. 
(ii) Let m = 5. Then, 
u3 c4 = 212523(2,2 + r34) = t12523t12 + T12223*34 
= z,2 + 523 + t&34t23 + ‘1 
= CT,2 + t34) 512T23 = %Jc3* 
Let m > 5. Then, by (i), 
~,-2Zm-3= Xm-30m-2 + X,-3. 
We calculate: 
= @m-4 + %-3%-3.m-2~ 5m-2,m-1 
= Zm-2,m--L”m-4 + %t-3(’ + tm-2,m--1Zm-3,m-2) 
= rm-2,m--l”m-4 + Z,,-2,m-,X”,-3Tm-3,m-2 + %-3 
= Zm-2.m--lom-2 + z.,-3. 
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Thus by the above 
0 m-2Zm-1 = ~m-2kz+3 + L-2.w1) 
= “m-1o,-2. 
(iii) This part f 11 o ows from the fact that cf,-? commutes with 
~,-~r~-~,~ for m > 5. 
We note that in Y&z, n), 
p(cf’)=a +a-‘, 
which we will also be denoted by ~(a). 
Proof of Theorem 53.1. Define 
w, = cJrn + U/P@>, 
d= 1 + l/p(u)I form= +3 (mod 8), 
= uw’ for m s + 1 (mod 8), 
and 
p(x)=x2+x+dEK[x]. 
We note that o,,, commutes with a, and since 
U a -1 
ti,i+ 1 m T’ I,lfl =j&q= l&f-, 
44 
w, is central in 5$(m). Hence, easily, 
9@2, f-2) = K(w) Lqrn). 
The element cc),,, is a root of p(x). If p(x) has another root c in K, then 
w, + c is a central idempotent in YK(m, n). Hence, depending upon the 
irreducibility or not of p(x) over K, we have 
,iGK(m, n> z %c,,(m) or %(m) x %(m>. 
In order to finish the proof, we need to determine conditions for the 
irreducibility of p(x); equivalently, conditions for w”,“’ # w,. 
Case 1. Let m = k-3 (mod 8). Then, by the previous lemma, 
0;=0, for i even, 
=o,+l for i odd. 
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(1.1) Suppose k’ even (i.e., 3 1 2k’ - 1). Then 
2k’ 
=cu,+ -& (a + a2”). 
Thus, 
(1.2) Suppose k’ odd. Then, similarly, we get 
wik’# w, 0 n%2k, + 1. 
Case 2. Let m = f 1 (mod 8). Then, 0: = crm, and 
w;;‘#o,on%2kr- 1. 
Prooj-of Theorem 5.3.2. We note, 
aa, 
-1 =+a : YK(rn, n) = 9&n - 1, n) + zq?I - 1, n) x,. 
(i) Suppose HZ,, even. Then, by the previous theorem, YK(m - 1, n) is 
semisimple. Thus, as X, = ;,,, , 
3- = s$(m - 1, n) x, 
is the Jacobson radical of 9$(m, n). 
(ii) Suppose m, odd. Then 
2 
1, 
-1 
SC,= x,a2,n = a , c ~K,(m,n,hn) = Y&z>* 
Thus, the center of YK(m, n) is K, since the center of FK(m) is K + Kz,,,. 
Let .A be a 2-sided ideal of 9$(m, n), A # (0), and let 0 # u = u,, + ~1, zm, 
with z’~, U, E 9,Z(m - 1, n), be an element of A. Then, since 
J$(m - 1, n) = ,i*,(m - 1) + aYK(m - l), 
by considering VX, + X,V and u + v+, we may assume uO, U, E YK(m - I), 
and u,, = vr . Thus, 
u = v,(l + x,), 
y&n - 1) vj”,(m - 1) = 9K(m - 1) U05$&?z - 1) . (1 + z,) 
= 9@l - 1) * (1 + z,), 
since -i”,(m - 1) is a simple algebra, and 1 + %, E A? follows. 
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Now, from 
(1 + x,) a + a( 1 + +J = +#(a), 
we obtain 
1 EM, M = .Ygm, n). 
5.4. The Algebra jY(m, n) 
Our aim in this subsection is to prove the finiteness of the algebra 
$‘(m, n). More specifically, we will prove 
THEOREM 5.4.1. $Y(m, n) 2 $(d$z); m, n). 
Let K, = GF(4), 1 a primitive 3rd root of unity in K,, and V = 
K, @ $?(m, n). 
Represent $‘(m, N) on V/K, by “right translation” 
0:X-+X0. 
VW, x E jY(m, n). Clearly, this representation is faithful. 
Let y(m, n) be the image of y(m, n) in the algebra jP(rn: n), and drop the 
bar notation from the symbols for the elements of j7(m, n). 
Let c = r,*rz3 E y(m, n). Then, as ~7’ + LS + 1 = 0 in j&‘/m, n), c satisfies 
x2 + x + 1 = 0 in its representation on V/K,. Let V,,) VA-, be the charac- 
teristic subspaces of u. Then, 
v= v,, 0 v,l-,? ‘23’ * v.,t c-t V-,-l. 
Let 9 be a basis for V,. Then, rz3(28) is a basis for V.I-I. With respect to 
the basis 28 U ~~~(9) of V, and its decomposition, the elements of y(m, n) 
are represented as partitioned matrices (s i), where in particular, c is 
represented as ($’ .l!,l), r13 as (F ‘,), and rzj as (,I!II “,‘). 
On conjugating the image of J(m, rz) in the above matricial representation 
by (.I, ?>, we get 
(F i)-(Y ii)- 
(A if)- (: ii! 1. 
Thus, we have a faithful representation of J(m, n) such that 
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PROPOSITION 5.4.2. With the above notation, 
A,*=A*,=O, A,, =A2 
A;;’ +A;;* + -.- +A,, +z=o, 
T,,@ + @T,, = (A,, +A,‘) ((i F)+z1*)* 
Proof: From MrWY = (i ,“), it follows that 
&~,,+~:,=L 
AllA =A,*A,,, 
A*,A*2 =A22A12, 
A:, +A,,A,, =z. 
Calculate Tyl and use the above equations to obtain 
On calculating 
T,27% T?J,, 
and considering 
T,J?z = T?J,,, 
the additional equations 
A,,A 12 = 0, 
AnA,, =A,,A,z 
are obtained. Similarly, from 
Ty2-‘T12 = T,, T”--’ 12 7 
A,zA,z=O, 
A,zAz, =&A,, 
are obtained. Hence, by Eqs. (5)-(B), 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
@= ( 
A:1 Aldl2 +A,zAzz 
Aw412 +Al2‘422 A:2 1 
; 
ALTERNATING GROUPS 357 
in particular then, 
(@7,2 = (f12)*,. 
Now, as o(g) is odd, dpl may be replaced by 67’; thus, we may assume 
Al2 =A*,. (9) 
Hence, by (5), 
A;,=O, (IO) 
and by t.1 ), 
A,,A22 =I. (11) 
From (2). 
A,, commutes with A i *. (12) 
Rewrite A 1 1 as A, and A,, as B. Then, 
where 
B’=O, AB = BA. 
The ring S generated by I, A, and B is commutative. Then, for 1 < i < n: 
where Pf is a Z ,-linear combination of I and A j + A -j, j < i - 1. As 
Let 0 < i < n, then 
A* = I follows. 
T$= (ii ;)+*B, 
where *B signifies an element from J2,,(E,[A]) B. Hence, 
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where q(x) = 1 -I-S + . . . + P-l. Since r$” = 1, it follows that 
q(A)2=E(A)B 
for some polynomial C(x) E HZ[xJ. 
Let S,=q(A)S. Then, as (A -I)q(A)=O, As,=s,, q(A)s,=ns,=s, 
b’s, E S,. Hence, 
s, = q(A)* s. 
Now, as 
Bq(A)2 = Be(A)B = f?(A) B2 = 0, 
BS,=O=~(A)BS,=q(A)‘S,=S,, 
and q(A) = 0 follow. Thence, 
,&I) = A + A -r is invertible in S. 
On conjugating 0’, T,, and T,, by the involution (&-, Brr’f)-‘), one 
gets 
n-t (;: AO, )(=fT). 
T,2+ 
l+&(A)-’ 0 
I 1 f + r?‘L@)-’ , (= TI,). 
Finally, 
dfl’) _ G’X - (I+&(A)-‘)” 0 
17(A )’ (I + BP(d)-‘)” 
is the identity. As (B,B(~)-‘)~ = 0 for i > 2, 
r=(~~B~(A)-‘)“=IfnB~(A)-‘=I+B~(A)-’, 
and B = 0 follow. 
In conclusion, C7? = ({ ,!,), as was affirmed, and the proof of this 
proposition is finished. 
Proof of Theorem 5.4.1. Since the matricial representation of j@(m, ~2) 
developed above is faithful, by the previous proposition, 
q(a) = 0, p(a) = a + a-’ is central in $X(rn, rz), 
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and 
Thus, jY(m, rz) is generated as a Z,-space by 
and the isomorphism 
jiY(m, 17) 2 Ij(Jqn); M. n) 
is obtained by recalling Theorem 4.3.6. 
It follows that @z, n) z q(~&( n ; m, n) and thus Theorem C stated in the ) 
Introduction is now established. 
6. A FINITE CHARACTERISTIC 2 ORTHOGONL\I- 
REPRESENTATION OF y(m,n) 
6.1. Sketch of Ideas 
Let F= F(n,iJ for some i. Then, as will be shown below, when n > 3, 
m > 1, Q@; nz + 2, n) is generated by 
where s = 2”-‘. 
Let L$(nz, n) be the K-space of S‘,,(m, n) generated by 
(l,a,ri,i+,(l<i,<m-l)}anddefine 
a subgroup of LMzXZ(YK(m, n)). Then, since @; m + 2, n) z Yi(m, n), we 
have, for n > 3, 
q(F; m f 2, n) s LPz(m, n). 
Let m G 0 (mod 4). Then, Yi(m, ~2) contains i,, the generator of the 
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Jacobson radical of PK(m, n). Let -+&(rn + 2) be the normal closure of 
cn y) in Y$(m, n). Then, -k@ + 2) is an elementary abelian 2-group, 
and 
~$yrn, n) =/qm + 2) P;(m - 1, n) 
is a semidirect product. Also, l(m + 2) admits a K-quadratic form, and 
Yz(m - 1, n) acts as an orthogonal group on it. 
The purpose of this section is to prove Theorem D as stated in the 
Introduction. 
The reference for the finite orthogonal groups in characteristic 2 is 
Huppert [ 61. 
LEMMA 6.1.1. Let R be a ring with unity 1. Let 6, y E R and suppose 1’ 
is invertible. Then, the following equations hold in SL(2, R), 
(9 CyO’ “,I(; Xi y9=(yiy 3 
(ii> (Y i >( $ Y )(A ‘I’ >( : Y I= (0’ yol 1. 
THEOREM 6.1.2. Let n > 3. Then, 
YjL@, n) = g(F; m + 2, n). 
ProoJ By the previous lemma, ( iPKCi,n, y ), ( y A ) generate the set 
( ti,i+ 0 1 0 1 (2<i,<m- 1) I . 
‘i,i+ 
1 
On the other hand, this set generates Y$(m, n) provided n > 3. This is so, 
since K contains an element a0 # 0, 1, which may be used to produce (& y ) 
as follows: 
(‘;’ rI:2)(ai1 Zo) (T;2 r:2)(“,” a;l) 
( 
1 0 
= (l+a;)t,, ) 1 ’ 
(: ,“-ql3*:,, Y) (7 ;)=Lf, 3 
where/?= 1 +a,. 
On conjugating (& y) by (=03 &), we get (T,2:T23 y), and thus (& y) is 
produced, etc. 
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The rest of the proof follows from the isomorphism 
,iDK(rn, n) s r@; rn + 2, n). 
6.2. Orthogonal Spaces 
6.2.1. Let PK(m) be the K-subspace of YK(m) generated by {l, ri,i+l 
(1 <i<m- l)}. Let 
m-1 ,n- 1 
3’ = YO + .C Yi’i+i+ 13 d=S,+ c diTi*l+,, 
i=l i=l 
with yi, Ji E K for all i. Then, 
and 
m-1 m-1 
yC5 = T  YiGi + 7 YiSi-1 + 1 (YO'i + 'OYi) ti.i+I ( 
m- 1 
l% ,z2 ) i=l 
+ lcic~,-, (Yi6j+6iYj)Zi,i+l~j,j+l, 
. , 
m-1 m-1 
V(y) = y2 = C Yf + C y[yi-, 
i=O i=2 
is a quadratic form on .9$(m). The associated bilinear form is 
The radical of 9$(m) is the center of YK(m). 
Define ri= I +s~,~+, (l<i< m - 1) and let P;(m) be the K-space 
generated by the rI)s. Then, the quadratic form v on Y;(m) assumes the 
canonical form 
m-1 
v xyiti = c 
( 1 YiYi+ 1' i=l I<i<m-1 
It is not difficult to see that YK(m) is the Clifford algebra of (P;(m), v)- 
6.2.2. Recall that YK(m, n) admits an automorphism 
-:a-ta-‘, Ti,i+l , +ti j+, vi. 
The K-space Y&(m, n) has the basis { 1, a, z, ,... I T,,-, 1. Let 
m--L 
y=yo+y@+ C Yi5i 
i=l 
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with yi E K for all i. Then, 
f(Y) = YV = M + YoYb@) + WI + c YiYi+ I 
l<i<m-1 
is a quadratic form on YK(m, n). The bilinear form associated to F is 
for y, 6 E YK(m, n). The quadratic form < is nondegenerate, unless m s 0 
(mod 4) and in which case rad@&(m, n) j = K&. 
Suppose i7 is nondegenerate. Then, v” has negative Witt index if 
x2 + ~(a) x + 1 is irreducible over K (that is, F = F”), and v’ has positive Witt 
index if x2 f .~(a) x + 1 is reducible over K. 
6.2.3. Define 
inside -H2 X ?(YK(m)). Let m = 2m, and define 
E-Urn- l),P,,P2EK . 
I 
Then, J(m + 1) is an elementary abelian 2-group. It is the normal closure 
of 
inside Y:(m): given ye 9$(m), 
Let 6, y E L$(rn - l), /3,, Pz E K. Then, 
(ii Y ) (/r2 “;) (i Y )= (cs,Y;:~1:P,6’ Y+$,s) 3 
and so ,M(m -+ 1) is a normal subgroup of .9:(m). Clearly, 
LP~(m)=.A(m + 1) L?Zpt(m - 1). 
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The group .J(m + 1) is also a vector space over K of dimension m + 1, 
and affords the quadratic form 
Y Pl v”:Jz+ p2 ~‘, jm-v2+P1P2. ( ) 
It is straightforward to check that the generators of LPP$(m - 1) preserve 
the form v*. 
6.2.4. Let m = 4m,. Then, the normal closure of (im y ) in Yjj(rn, n) is 
&m+2)= ]I,+ (jy2 ;) j,lYE%!m- Ln)Pi.P2EKje 
Also, 
Ye,*(m, n) =J(m + 2) -Yz(m - 1, n), 
J(m + 2) is a K-space of dimension m + 2, and admits the nondegenerate 
quadratic form 
$4: : I,+ )’ 8; ( 1 P* 7 jrn * n’+P,Pz: 
which is preserved by Yi(rn - 1, n). Note that 17” has negative Win index if 
F = F, and positive Witt index if F # i? 
6.3. Identijkation of Y:(m) 
THEOREM 6.3.1. Let m be odd. Then, 
Y:(m) z Sp(m + 1, K). 
First, we will prove an intermediate result. Define 
JJrn) = (y( y E Y;(m), p’ = 11, 
e’(m): set of invertible elements of 5$(m), 
.ZK(m) = (y E YK(m), y2 = Cl}. 
From y6 + 6y = (y, 6) we obtain 
l$Y = V(Y) 6 + (Y, S) y, Vy, S E A<(m). 
We have the following implications, 
y E Z&(m) * v(y)-li2 y E TK(rn), 
y E PK(m), 6 E 5$(m) ;1> 6-‘6y = 6 + v(y)-’ (y, Sj y, 
y E TK(rn) * 1 + y E -.ZK(m). 
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Let pK(m) =yK(m)/(K . 1). Then &$(m) is a nondegenerate symplectic 
space and 
THEOREM 6.3.2. Let m be odd. Then, 
(cq&l)) = Sp(LFgm)). 
ProoJ: Let y E <&(~im), 6 E 9$(m). Then, 
y-‘6y=6+(y,QL 
That is, y induces a transvection on yX(m), and thus on gK(m) too. Hence, 
we have an epimorphism 
w: G%(m>) + ~Pmw 
Let I&) = 1. Then, there exist ci E K (1 <i Q m - 1) such that 
y-‘ziy = ri + ci. From, (ri + cJ2 = 0, we have ci = 0, y is central in 9$(m), 
and y E K by Theorem 5.2.1. 
Let s = 2(m-1)‘2 and let 
x: Fxm> +4,sW) 
be the isomorphism in the above-mentioned theorem, then, 
X(Y) = YI’I, 7 deW9) = Y”. 
Yet, as y is a product of involutions, 
Wx(y)) = 1, ys = 1, Y= 1, 
follow. 
Proof of Theorem 6.3.1. Identify the multiplicative group M(m + 1) with 
the additive 
Jf= {(Y,P~,Pz)lYE~(m),p,,P2EKI. 
We note that the radical of A is K(1, 0,O). Let x=M/rad(A). Then, 
(2, v*) is a symplectic space. We will show that 
4P,“(m) 2 S&z). 
We note that 
( 1 ; ; : (Y,PI,PZ)-t (lGPlVP2) + Ga, +P2)@ 13 11, 
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and for 6 E S+&n), 
Thus, (y A) and ( “0 i ) induce transvections corresponding to (0, 1, 1) and 
(6,0,0): respectively. 
We also note that 
and 
so, it induces a transvection corresponding to (rz3. 0, 1). 
Let 
.A1 be the K-span of (1, 0, 0), (0, 1, 0), (0, 0, l), 
Jz be the K-span of (1, 0, 0), (y, 0, 0), 
where 3’ E 5~$(m). Then, Y’px*(m) contains 
(by Theorem 6.3.2). Now, since 
Z=&; @A;, 
(%3,0,1)~4~&?, 
and the correponding transvection is induced by 
by an easy argument, we can produce all possible transvections. 
Hence, 92(m) maps onto ,@(a. The representation is faithful by the 
same argument used in Theorem 6.3.2. 
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6.4. IdentiJication of the Groups Y$(m, n) 
THEOREM 6.4.1. Let m = 24, + 1, m, odd. Then, 
Proof. We observe that in SL(2, K), ( y fiCk,j ) satisfies xz + 
,B(cI’) x + 1 = 0, and is inverted by (y i). We will use this observation to 
obtain an imbedding 
,i”;,(m - 1, n)+J&&qm - 2)) 
for m = 2m, + 1, m, odd. 
Let m > 3 and let rl,i+, (1 < i < m - 3, if m .> 3) be the canonical 
generators of Zrn-?. We have the representation 
~:~K(m)_)~xz(~~(m-2)) 
determined by 
whenever defked. Let m be odd. Then q~ is faithful, since YJ(m) is a simple 
algebra. 
Since 
5$.(m)” is generated as a K-space by 
0 
3,m--2 
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The K-space r;36PK(m)m is generated by 
(:, y)Y (; p(:,))v (; ;)q, ;2)-3 
i 
0 c-3.m-2 
\f m-3,m-2 ) 0 * 
The involutions r& and (TI:+, $+I) (1 < i < m - 3) invert (7 rib, ,! ). 
Assume m = 2m, + 1, m, odd. Note that when m, > 3, 
r ’ I?-2,m-I = 1 + (r’l2 + t;4 + a*. + r;-l.m-)) 
is an involution and an element of L$(m - 2), and 
is a canonical generating set for Z,,-, . Thus, the K-space r&i%,(m)" is 
generated by 
and by 
if m, > 3. Hence, we have arrived at a representation 
.Y,(2m,, n) + K-algebra(~z,~~(m))“, 
which is an isomorphism, by Theorem 5.3.2. On considering .A? x z over these 
algebras and as 
we obtain 
Finally, define 
G= 
G=conjugateofGby (2 r:x). 
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Then, 
and 
are elements of G and 6, and also of G, since 
Now, as 
is the conjugate of 
we get C? = C?. The proof of the theorem is complete. 
THEOREM 6.4.2. (i) 9~(4m, - 1, n) z 0(4m,, + 2, K, v’*), 
(ii) 9~(4m, + 1, n) E L2(4m, + 4, K, f*). 
We start with some preliminary lemmas. 
LEMMA 6.4.3. Let q = 2k’, k’ > 0. Then, 
(9 I Sp(2m, 4) = qm2 fi (q2j - 11, 
i=l 
m-1 
lQ*Pbql=4 m(m--1)12(qm F 1) n cq2i- 11, 
i=l 
(ii) Sp(2m, q) and R*(2m, q) are simple groups for k’ > 1. 
LEMMA 6.4.4. Yz(2m,) contains a Sylow 2-subgroup of Yg(2m,, + 1). 
ProoJ: Since 9:(2m,,) =A(2m, + 1) 9;(2m, - 1) and 9;(2m, - 1) z 
Sp(2m,, K), the assertion follows by comparison of orders. 
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LEMMA 6.4.5. ,i”,(m - i,n)n,CP(m)=S$(m- 1). 
Prooj This follows from the fact that ?@; m + 2, n) E Y;(m, n), and 
from @m + Z being a K-basis for {(F; m + 2, n). 
LEMMA 6.4.6. Let x E klZ,z(.9K(2m)) be an invertibIe element. Suppose 
x normalizes 
inside A$ x *(Y’,(2m + 2)). Then, x normalizes 
A(2m+ l)= /I,+ (i2 t)j2DIlyEY4kj2m- 
Proof. Write 
.I. 
with xi E ;LK(2m), 
l<i<4. Let yEpK(2m- l),P,,P2EK. Then, 
x-l (;* “,I)x= (;; ‘L:,. 
where y’ E YK(2m + I), pi, /3; E K. However, as y, xi E Yi(2m), we have 
y’ E YK(2m) n pK(2m + 1)) = YK(2m). 
Since yljZrn = j~“ji~~ for some 1~” E $kK(2m - l), it follows that x normalizes 
AY(2m + I ). 
LEMMA 6.4.7. Let m be even, and let x E Al x ,(sO,(m - 1)). Suppose x 
normalizes /H(rn + 1) inside JkX,(YK(m)) and induces on it an orthogonal 
transformation. Then, 
ProoJ Since .Yz(rn - 1) = CQ?‘(m + l), v) and is contained in 
AZX2(9K(m)), we may assume that x centralizes J(m + 1). 
Write 
x = XI x2 
( 1 
, 
x3 x4 
xiEcSP,(m- l), 
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1 < i,< 4. As x centrahzes (3;, t’ >, VyEQ$(m-l), and Pl,P2EK, on 
choosing /3, =pZ = 0 and varying y, we get that xi centralizes YK(m - 1) for 
1 < i ,< 4. Thus, the xts centralize Y,(m - I) the center of which is precisely 
K. Hence, the xi’s are elements of K. On varying /3, and p2, we conclude that 
x is a scalar matrix over K. 
LEMMA 6.4.8. Let m be odd and let x EAZ,,(Y.(m - 1)) be an inuer- 
tible element. Suppose that x normalizes .M(m + 1) inside Jk; x 2(,iOK(m)) and 
induces on it an orthogonal transformation. Then, 
x E (I, + A1 X ,(9,(/n - 2))j, _ ,)(Y,*(m - 2) 0 scalars). 
ProoJ Since 
we may write accordingly x = xi + xzjm-, and its inverse x -’ = 
x; +x$,,-,. From, xx-’ = 1, it follows that x; =x;’ and xi =x;‘xZx;‘. 
It is direct to check that x1 induces the same transformation as x on 
A(m + 1). By the previous lemma, x, E Y,$(m - 2) @ scalars. Now, as 
TZ,,Fg(rn 
assume x1 = 1, the result follows from the fact, I, + 
- 2))ji,- , centralizes A(m + 1). 
Proof of Theorem 6.4.2. Recall 
9:(4m, + 2, n) =A?(4m, + 4) 9:(4m, + 1, n). 
Let m, = 0. Then, from 9:(1, n) z SL(2, F) and 1 SL(2, F”)I = 
IQ(4,K, :*)I, 
is obtained. 
Proceed by induction on m,. By the above, one may assume m, > 1. 
Suppose m, is such that 
9$(4m, - 3, n) E 0(4m,, K, F*). 
It will be shown that 
Y~(4m, - 1, n) z 0(4m, + 2, K, v’*) 
and then 
L/~(&I,, + 1, n) G 0(4m, + 4, K, F). 
(a) From 
92(4m,, n) =J(4m, + 2) 5$(4m, - 1, n), 
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%:(4m, - 1, n) is represented into the right orthogonal group. Consider 
H, = 9;(4m, - 2, n), H,=S$(4m,- I), 
subgroups of 5?:(4m,, - 1, n). Then, 
Y;(4m, - 2) E H, n H, ~d9~,(jr~(4rn, - 2, n)) 
n~&x,(~K(4~~, - I)), 
and so, by Lemma 6.4.8, H, n H, is contained in 
(I, +...k5x.(55K(4m, - 3))/,,0_,) Y~(4mo - 3) 0 (scalars). 
Now, by Lemma 6.4.4, 
\1;“,*(4m, - l)iz = \9;(4rn,, - 2))z. 
Hence, 
H, (7 HZ = 9$(4m, - 2). 
By the order formulas in Lemma 6.4.3, 
/Q(4m, + 2, K, f*)l < 4 + l 
lH,H, i 
As this orthogonal group contains SL(2, q) and the minimum degree of a 
nontrivial permutation representation of SL(2, q) is q + 1, 
(H, , H,) = Q(4m, + 2, K, 1;*)? 
and 
(H,,H2j=Y;(4m,- 1,)~). 
(b) The groups LP~(4m, + 1, n) is contained in f.&#(4m, $ 4)), and 
has subgroups 
H, = LYi(4m,, n), Hz = P;(4m, + i )~ 
The following facts hold: 
H, =.,#(4m, + 2)9$(4m, - 1, nj, 
Pi(4m, - 1, n) z ~(~(4m, + 2)) (by w-t (a>), 
H, E Sp(4m, + 2, K). 
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Hence, 
9?(4%) E HI n H, E -d x ,(9x4%)). 
H, n H, normalizes and induces orthogonal action on ~8(4m, + 2), and 
thus on A(4m, + 1) too. Therefore, 
M(4m,+ 1)9~(4m,- l)cH,nHH, 
c (1, + -4 x A%(% - 1)) &no) 
x R(4m, + 1, K, v’*) @ (scalars). 
Now, the argument continues as in part (a). 
Theorem D, as stated in the Introduction, is fully established. 
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