This paper is a continuation of [MNS], where an analytic smoothing effect was proved for long-range type perturbations of the Laplacian H 0 on R n . In this paper, we consider short-range type perturbations H of the Laplacian on R n , and we characterize the analytic wave front set of the solution to the Schrödinger equation: e −itH f , in terms of that of the free solution: e −itH0 f , for t < 0 in the forward nontrapping region. The same result holds for t > 0 in the backward nontrapping region. This result is an analytic analogue of results by Hassel and Wunsch [HaWu] and Nakamura [Na3].
Introduction
In this paper we consider the analytic singularities of the solutions to a variable coefficients Schrödinger equation, where the Schrödigner operator H is time-independent and of short-range type perturbation of the Laplacian H 0 on R n (see Section 2 for the precise assumptions). We show that the analytic wave front set of a solution: u(t) = e −itH f is characterized by the analytic wave front set of the free solution: e −itH 0 f , and the correspondence is given by the classical wave operator.
In a recent paper [HaWu] , A. Hassel and J. Wunsch has obtained a characterization of the wave front set of the solution to the Schrödinger equation, in terms of the oscillations of the initial data near infinity (or near the boundary in the more general case of a so-called scattering manifold). More precisely, assuming that the metric is globally nontrapping, and denoting by H the corresponding Laplacian, they show that the wave front set of e −itH f is determined by the so-called scattering wave front set of e ir 2 /2t f , where the factor e ir 2 /2t corresponds to the explicit quadratic oscillatory behavior of e −itH f . (If the metric is not nontrapping, the result remains valid in the non-backward-trapped set for t > 0, and in the non-forward-trapped set for t < 0.)
The proof of [HaWu] is based on the construction of a global parametrix for the kernel of the Schrödinger propagator e −itH , and requires a considerable amount of microlocal machinery (such as the scattering calculus of pseudodifferential operators, introduced by R.B. Melrose [Me] ). For the asymptotically flat metric case, Nakamura [Na3] gave simpler proof based on a Egorov-type argument, and the main result of the present paper may be considered as an analytic generalization of this result. This result is later extended to long-range type perturbations of the Laplacian in [Na4] (note that in the previous results, the Schrödinger operator is supposed to be a short-range type perturbation of the Laplacian).
Before Hassel-Wunsch's work [HaWu] , many investigations have been made to study the possible smoothness of e −itH f , giving rise to a wide series of results, both in the C ∞ case and in the analytic case; see, e.g. , [CKS, Do1, Do2, GiVe, HaKa1, HaKa2, KaWa, KRY, KaSa, KaTa, KaYa, KPV, MRZ, Na2, RoZu1, RoZu2, RoZu3, Wu, Yaj1, Yaj2, Yam, Ze] . In particular, the microlocal study of this phenomenon was started with [CKS] , and has probably reached its most refined degree of sophistication in [Wu] , where the notion of quadratic scattering wave front set is introduced in the C ∞ case. Then, in [Na2] , Nakamura simplified the proof for the asymptotically Euclidean case, and generalized to the long-range-type perturbations of the Laplacian by introducing the notion of the homogeneous wave front set. We note that it turns out that the notion of the homogeneous wave front set is essentially equivalent to the quadratic scattering wave front set of Wunsch (see [It] ).
In the analytic case, the first results are due to L. Robbiano and C. Zuily [RoZu1, RoZu2, RoZu3] , where they extend the results [Wu] by constructing a theory for the analytic quadratic scattering wave front set, based on Sjöstrand's theory of microlocal analytic singularities [Sj] . The theory is technically involved, though, and they have to impose a certain number of restrictions on the metric. By introducing a simpler notion of analytic homogeneous wave front set (inspired by Nakamura's one in the C ∞ case), much of the complexity can be eliminated, and by employing this idea, the present authors [MNS] have obtained a simpler and more general proof of analytic smoothing effects for asymptotically flat metrics on R n with long-range type perturbations.
The above results on smoothing effects give a fairly precise description of where (i.e., which conic area in the phase space) the singularity of the solution e −itH u 0 comes from. However, these results only give sufficient conditions for the regularity of the solution, but not a precise characterization of the wave front set. This was the main motivation of the paper [HaWu] , and the purpose of our paper is precisely to address the same problem in the analytic category, for asymptotically flat metrics on R n . Moreover, as in [MNS] , one of our main preoccupation is to provide a proof as simple as possible, despite the apparent complexity of the problem.
In [MNS] , this purpose was achieved by the Bargmann-FBI transform, and, in particular, the microlocal exponential weight estimates developed for the phase-space tunneling estimates (see [Ma1, Ma2, Na1] ). However, the problem addressed in this paper requires more precise analysis of the functions in the phase-space, and we employ some tools from Sjöstrand's theory of microlocal analytic singularities [Sj] . We note that, as in [MNS] , we still avoid the construction of a global parametrix, and this permits us to limit the use of Sjöstrand's theory to its most elementary aspects (a parametrix is constructed, but in a compact region of the phase-space only). Moreover, our result is formulated analgously to [Na3] , which appears to be simpler than [HaWu] . Namely, the analytic wave front set of e −itH f is explicitly related to that of e −itH 0 f , where H 0 is the flat Laplacian, and e −itH 0 plays the same role as the factor e ir 2 /2t in Hassel-Wunsch's result. This paper is organized as follows: In Section 2, we formulate our problem precisely and state our main result (Thorem 2.1). In Section 3, we prove a transformation formula for a class of differential operators in the Sjöstreand space, which plays an essential role in the proof of the main theorem. Section 4 is devoted to the microlocal representation of the Hamiltonian in the Sjöstrand space. We explain the main idea of the proof for the flat case in Section 5. We construct a local parametrix for the propagation operator in Section 6, and the proof of the main theorem is given in Section 7. We give overview of the Sjöstrand theory of microlocal analytic singularity in Appendix for reader's convenience.
Notations and Main Result
We consider the analytic wave front set of solutions to a Schrödinger equation with variable coefficients. Namely, we set
We suppose the coefficients {a α (x)} satisfy to the following assumptions. For ν > 0 we denote
Assumption A. For each α, a α (x) ∈ C ∞ (R n ) is real-valued and can be extended to a holomorphic function on Γ ν with some ν > 0. Moreover, for x ∈ R n , the matrix (a j,k (x)) 1≤j,k≤n is symmetric and positive definite, and there exists σ ∈ (0, 1] such that,
for x ∈ Γ ν and with some constant C 0 > 0.
In particular, H is essentially selfadjoint on C ∞ 0 (R n ), and, denoting by the same letter H its unique selfadjoint extension on L 2 (R n ), we can consider its quantum evolution group e −itH .
We denote by p(x, ξ) := 1 2 n j,k=1 a j,k (x)ξ j ξ k the principal symbol of H, and by H 0 := − 1 2 ∆ the free Laplace operator. For any (x, ξ) ∈ R 2n , we also denote by (y(t, x, ξ), η(t, x, ξ)) = exptH p (x, ξ) the solution of the Hamilton system,
(2.1) with initial condition (y(0, x, ξ), η(0, x, ξ)) = (x, ξ).
As in [Na3] , we say that a point (x 0 , ξ 0 ) ∈ T * R n \0 is forward nontrapping when |y(t, x 0 , ξ 0 )| → ∞ as t → +∞. In this case, it is well-known that there exist x + (x 0 , ξ 0 ), ξ + (x 0 , ξ 0 ) ∈ R n , such that,
Our main result is, Theorem 2.1. Suppose Assumption A, and suppose (x 0 , ξ 0 ) is forward nontrapping. Then, for any t > 0 and any u 0 ∈ L 2 (R n ), one has the equivalence,
Remark 2.2. Replacing u 0 by e itH u 0 , and then changing t to −t, this result permits to characterize the forward non-trapping points of WF a (e −itH u 0 ) for t < 0, in terms of the free evolution. Namely, denoting by N T + the set of all forward non-trapping points, and defining on N T + the map F + by
Defining in a similar way the set N T − of backward non-trapping point, and the corresponding map F − , the same arguments also give,
Preliminaries
Setting u(t) := e itH 0 e −itH u 0 , we see that it is solution of,
where
with,
Here, we have denoted by a W (x, D x ) the usual Weyl-quantization of a symbol a(x, ξ), defined by,
In order to describe the analytic wave-front set of u, we introduce its Bargmann-FBI transform T u defined by,
where z ∈ C n and h > 0 is a small extra-parameter. Then, T u belongs to the Sjöstrand space H loc Φ 0 with Φ 0 (z) := |Im z| 2 /2, that is (see [Sj] and Appendix A), it is a holomorphic function of z, and, for any compact set K ⊂ C n and any ε > 0, there exits C = C(k, ε) such that |T u(z, h)| ≤ Ce (Φ 0 (z)+ε)/h , uniformly for z ∈ K and h > 0 small enough.
We also recall from [Sj] that a point (x, ξ) is not in WF a (u) if and only if there exists some δ > 0 such that T u = O(e (Φ 0 (z)−δ)/h ) uniformly for z close enough to x − iξ and h > 0 small enough. By using Cauchy-formula and the continuity of Φ 0 , it is easy to see that this is also equivalent to the existence of some δ ′ > 0 such that
Since T is a convolution operator, we immediately observe that T D x j = D z j T . However, in order to study the action of L(t) after transformation by T , we need the following key-lemma that will allow us to enter the framework of Sjöstrand's microlocal analytic theory. Mainly, this lemma tells us that, if f is holomorphic near Γ ν , then, the operatorT := T • f W (x + thD x ) is a FBI transform with the same phase as T , but with some symbolf (t, z, x; h).
Lemma 3.1. Let f be a holomorphic function on Γ ν , verifying f (x) = O( x ρ ) for some ρ ∈ R, uniformly on Γ ν . Let also K 1 and K 2 be two compact subsets of R n , with 0 / ∈ K 2 . Then, there exists a functionf (t, z, x; h) of the form,f
where f k is defined, smooth with respect to t and holomorphic with respect to
} with δ 0 > 0 small enough, and such that, for any u ∈ L 2 (R n ), one has,
for some ε = ε(u) > 0 and uniformly with respect to h > 0 small enough, z in a small enough neighborhood of K := K 1 + iK 2 , and t ∈ R. (Here, we have set
for some constant C > 0, and uniformly with respect to k ∈ Z + , α ∈ Z 2n + , and (t, z, x) ∈ Σ.
Proof. We write,
where the last integral is oscillatory with respect to η. Setting,
we can re-writef (t, z, x, h) as, (3.5) and, making the change of contour of integration,
6) with δ > 0 small enough, we easily obtain,
Therefore, integrating first with respect to η (considering separately the two regions {|η + Re ξ| ≥ |Im ξ|} and {|η + Re ξ| ≤ |Im ξ|}),
In particular, since Im ξ = Re z − x, for any δ 0 > 0 we obtain from (3.4),
with some ε > 0 constant. We also observe that the change of contour (3.7) permits us to extend f (t, z, x; h) as a holomorphic function of (z, x) for |Im x| small enough.
Next, for |Re (z − x)| + |Im x| small enough and Im z ∈ K 2 , and starting again from (3.5), we want to make the change of contour of integration, 8) where δ > 0 is small enough, χ 1 , χ 2 ∈ C ∞ 0 (R n ) are 1 near 0, and χ 2 is supported in a neighborhood of 0 sufficiently small in order to have η = 0 on the support of χ (η+Re ξ). This is indeed possible since Re ξ = −Im z+Im x remains close to −Im z that stays away from 0 because, by assumtion, 0 / ∈ K 2 . In particular, on the support of χ 1 (y − Re x) χ 2 (η + Re ξ), we have,
for some C 1 > 0 depending only on the compact sets K 1 and K 2 . Therefore, taking |Re (z−x)|+|Im x| ≤ δ 0 with δ 0 << ν/C 2 1 , we see that (x+ỹ)/2−tη ∈ Γ ν for any t ∈ R, and that R 2n can be transformed continuously into γ, staying inside Γ ν (just replace i by iµ into the expressions ofỹ andη, and move µ from 0 to 1). As a consequence, by the assumptions on f , we can substitute γ to R 2n into (3.5), and we obtain,
with (setting χ :
and,
whereỹ,η are given by (3.8). In particular, on { χ = 1}, we see that,
for some constant ε 1 > 0, and therefore, shrinking δ 0 so that δ 0 << ε 1 , we obtain,
on { χ = 1}. As a consequence, we obtain from (3.9),
Next, we observe that, in the interior of { χ = 1}, both φ and g are analytic functions of (y, η), and φ admits (y, η) = (Re x, −Re ξ) as its unique (non degenerate) critical point. Moreover, we have Im φ ≥ 0 everywhere on { χ = 1}, and φ ≥ ε 1 > 0 on the boundary of { χ = 1}. Thus, we are exactly in the situation of Theorem 2.8 of [Sj] (Analytic Stationary Phase Theorem), from which we learn,
with C, ε > 0 constant, and f k of the form,
with A = A(z, x, y, η, D y , D η ) differential operator of order 2 with analytic coefficients near
Cauchy estimates, we obtain (with some C, C ′ > 0 constant),
and, since x + it(z − x) ≥ t /C ′′ for some C ′′ > 0 when (z, x) ∈ Σ, the result follows (whatever the sign of ρ is, and again by Cauchy estimates for the estimates on the derivatives of f k ).
Microlocalization
From now on, we essentially use the tools and procedures of [Sj] , in order to entirely transpose our problem into the (t, z)-space.
) for all ε > 0 and uniformly with respect to h > 0 small enough and z near K. Moreover, two elements of H Φ 0 ,K are identified when there exists ε > 0 such that the difference between them is O(e (Φ 0 (z)−ε)/h ) uniformly for h > 0 small enough and z near K. Then, following [Sj] Formula (7.8), for t ∈ R, we consider the operator,
1) wheref is as in Lemma 3.1, and γ(z) is the complex 2n-contour (see Appendix A.3) defined by,
with R > 1 arbitrary, and r > 0 fixed sufficiently small in order to have (z, x, Re x, Im (z − x)) ∈ Σ ′ for (x, y) on this contour. We observe that γ(z) is a "good contour" in the sense of [Sj] (see also Appendix A.3) for the map,
that is, there exists a constant C > 0 such that, for (x, y) ∈ γ(z), one has,
(observe that Φ 0 (z) is nothing but the critical value of ϕ z , reached at its only critical point (x, y) = (Re z, z)). Indeed, along γ(z), one computes,
and |x − Re z| ≤ (1 + R)|y − z|. A consequence of (4.2) is that Q(t) is well defined as an operator :
Moreover, it is a pseudodifferential operator in the complex domain in the sense of [Sj] , that is,
where γ ′ (z) is the complex 2n-contour defined by,
and make the change of variable x → ζ = i((y + z)/2 − x) in (4.1).
Thanks to this lemma, we can observe that, if we substitute 1 tof in (4.1), then the resulting operator is just the identity on H Φ 0 ,K . We also notice that, by definition, Q(t) is the formal compositionT • S ofT := T f W (x + thD x ) by the operator S given by,
(defined on a suitable weighted space: see [Sj] Section 7). When f = 1 this means that, actually, S is the formal inverse of T . As a consequence, we are exactly in the situation of [Sj] Proposition 7.4 (with Φ = Φ = Φ 0 ), and we learn from this proposition that, for any u ∈ L 2 (R n ),
Remark 4.2. In this discussion we have kept t fixed arbitrarily, but independent of h. However, due to the estimates we have onf in Lemma 3.1, it is clear that all the discussion remains valid whenever t depends on h, as long as it does not become exponentially large for h → 0 + (in the case ρ > 0). In particular, for any fixed T > 0, (4.4) remains uniformly true for |t| ≤ T /h. Remark 4.3. By the symbolic calculus of pseudodifferential operators in the complex domain (in particular [Sj] Lemma 4.1), we see that, in (4.3), we can replaceq(t, z, y, ζ; h) by the y-independent symbol (called the symbol of Q(t)),
where C > 0 is chosen large enough. Moreover, we deduce from (3.3) that q can be re-written as,
with a possibly larger constant C > 0, ε > 0, and q k verifying,
where all the estimates are uniform with respect to h > 0 small enough, k ∈ Z + , α ∈ Z 2n + , t ∈ R, z in a neighborhood of K, and ζ close enough to −Im z. Finally, we easily compute that, in (4.5), q 0 is given by,
Now, applying the previous results of this section to the cases f = a j,k and f = a ℓ (1 ≤ j, k ≤ n, 0 ≤ ℓ ≤ n), and with t replaced by t/h (|t| ≤ T ), we obtain from (3.1)-(3.2) and from Assumption A, and for any K ⊂⊂ R n + i(R n \0),
where Q j,k (th −1 , h) (1 ≤ j, k ≤ n) and Q ℓ (th −1 , h) (0 ≤ ℓ ≤ n) are pseudodifferential operators on H Φ 0 ,K , with respective symbols q j,k (th −1 , h) and
where the estimates are uniform with respect to h > 0 small enough, m ∈ Z + , α ∈ Z 2n + , t real, |t| ≤ T , z in a neighborhood of K, and ζ close enough to −Im z.
The Flat Case
When p = p 0 := ξ 2 /2, let us show how we can easily deduce the result from (4.6). In that case, we obviously have (x + (x 0 , ξ 0 ), ξ + (x 0 , ξ 0 )) = (x 0 , ξ 0 ), and we apply the results of the previous sections with K = {z 0 } = {x 0 − iξ 0 } (that is, we work on the space H Φ 0 ,z 0 ).
Setting t = hs and w(s) := T u(sh), Equation (4.6) becomes,
Let us denote byΦ 0 =Φ 0 (z, z) a smooth real-valued function defined near z = z 0 , such that |Φ 0 − Φ 0 | and |∇ (z,z) (Φ 0 − Φ 0 )| are small enough, and verifying,Φ
for some ε 1 > 0.
Then, by changing the contour defining B 1 (s) to a singular contour (see [Sj] , Remarque 4.4), we know that B 1 (s) is a bounded operator from the space,
Moreover, its norm can be estimated in terms of the supremum of its symbol, and, in particular, here we obtain,
(5.5) uniformly with respect to h > 0 small enough and |s| ≤ T /h (T > 0 fixed arbitrarily). Now, by (5.1), we have,
and thus, by Cauchy-Schwarz inequality and (5.5),
for some constant C > 0. Moreover, since u(t) L 2 = u 0 L 2 does not depend on t, we see that, for any ε > 0, we have,
with C ε > 0 depending on ε but not on s ∈ R. As a consequence, using (5.4), we immediately obtain,
uniformly with respect to h and |s| ≤ T /h. Inserting this estimate into (5.6), this gives,
and thus, by Gronwall's lemma, and setting g(
for some ε 2 > 0. Thus, inserting into (5.7), we obtain (with some new constant C > 0),
In particular, using (5.3), we deduce,
Then, replacing s by t/h and observing that g(s)
) follows immediately from (5.9). The converse implication can be seen in the same way by using (5.8). Therefore, in that case, we have proved that WF a (u 0 ) = WF a (e itH 0 e −itH u 0 ) for all t ∈ R and all u 0 ∈ L 2 (R n ). In particular, replacing u 0 by e itH u 0 , and then changing t to −t, we obtain, Proposition 5.1. Suppose Assumption A and a j,k = δ j,k for all j, k. Then, for any t ∈ R and any u 0 ∈ L 2 (R n ), one has,
Construction of the Propagator
Now, we turn back to the general case, and the purpose of this section is to construct an operator
where,
j,k being the pseudodifferential operator with symbol q (0) j,k defined in (4.8). More precisely, setting t = hs, we would like to have,
and we look for F (s, h) as a Fourier integral operator in the complex domain, of the form,
where ψ is a holomorphic function and γ s (z) is a convenient 2n-contour.
In particular, ψ must be solution of the system (eikonal equation),
Then, it is easy to check that R s is related to the Hamilton flow of p by the formula,
where exp sH p 0 (x, ξ) := (x + sξ, ξ) is the Hamilton flow of p 0 := 1 2 ξ 2 , and κ(x, ξ) = (x − iξ, ξ) is the complex canonical transformation associated with T .
For |s| small enough and ζ close to ξ 0 , the map J s,η : z →z(s, z, ζ) is a diffeomorphism from some neighborhood of z 0 := x 0 −iξ 0 to its image. Then, the solution ψ of (6.1) can be constructed by the standard Hamilton-Jacobi theory (see, e.g., [Ro] ), and is given by,
where we have set,ẑ
Moreover, ψ verifies,
and therefore, if Ω 0 is a small enough neighborhood of (z 0 , ξ 0 ) in C 2n , the set,
is included in the graph of R s , that is,
In particular, since R s is a complex canonical transformation on C 2n (that is, symplectic with respect to the complex canonical 2-form dζ ∧ dz), we obtain that Λ s is a Lagrangian submanifold of C 4n with respect to the symplectic 2-form Σ 0 := dη ∧ dy − dζ ∧ dz.
Now, for larger values of |s|, we take (6.3) as the definition of Λ s , and, in order to extend the function ψ to such values of s, too, we introduce the two sets,
where s 0 > 0 is fixed small enough. In particular, by (6.1) we see that the Hamilton field of σ + b(s, z, ζ) is tangent to Γ 0 η , and thus, Γ 0 η is invariant under the map, χ t : (s, σ; z, ζ) → (s + t, σ(s, t, z, ζ); R t (z, ζ)), where σ(s, t, z, ζ) := −b(s + t, R t (z, ζ)), and in the sense that, for any fixed ρ ∈ Γ 0 η , one has χ t (ρ) ∈ Γ 0 η if |t| is small enough. Consequently, we see that Γ 0 η is invariant under the map, χ t : (s, σ; x, ξ) → (s + t,σ(s, t, x, ξ); F t (x, ξ)),
These invariances permit to us to enlarge the sets Γ 0 η and Γ 0 η by setting,
Then, Γ η is Lagrangian with respect to the symplectic 2-form Σ 1 := dσ ∧ ds + dζ ∧ dz, and, in order to extend ψ, it is enough to prove that the projection (s, σ; z, ζ) → (s, z) is a local diffeomorphism on Γ η for η close enough to ξ 0 .
By continuity with respect to η, it is sufficient to prove that, for any t ∈ R, the tangent space T ρt Γ ξ 0 of Γ ξ 0 at ρ t := (t, σ(0, t; z 0 , ξ 0 ); R t (z 0 , ξ 0 )), is transverse to V 0 := {s = 0 ; z = 0}, or, equivalently, settingρ t := (t,σ(0, t; x 0 , ξ 0 ); F t (x 0 , ξ 0 )), that Tρ t Γ ξ 0 is transverse to the subspaceṼ 0 := {(0, σ; κ −1 (0, ζ)) ; σ ∈ C, ζ ∈ C n }.
To do this, we consider the quadratic form q(u) := 1 2i Σ 1 (u, u) on C 2(n+1) . Observing that we have,
for t = 0, we obtain,
and therefore,
Then, since ξ 0 and ∇ x p(x 0 , ξ 0 ) are real, one easily checks that q = 0 on Tρ 0 Γ ξ 0 . As a consequence, using that Tρ t Γ ξ 0 = dχ t (ρ 0 ) Tρ 0 Γ ξ 0 and the fact thatχ t is symplectic and preserves the real, we deduce that q = 0 on Tρ t Γ ξ 0 for all t ∈ R. On the other hand, if u = (δ s , δ σ ; δ x , δ ξ ) = (0, δ σ ; iδ ξ , δ ξ ) ∈Ṽ 0 , an immediate computation gives q(u) = −|δ ξ | 2 . Now, on Tρ t Γ ξ 0 , by construction, we have δ σ = d s,x,ξσ (0, t, x 0 , ξ 0 ) · (δ s , δ x , δ ξ ), and thus, one easily concludes from the previous discussion that,
Consequently, T ρt Γ η is transverse to V 0 for η close enough to ξ 0 , and, since Γ η is Lagrangian with respect to Σ 1 , this means that it can be written as,
where ψ is an extension of the previous function ψ. Of course, this extension is also solution of (6.1) on its domain of definition, and, since it depends analytically on (s, z, η), the relation,
valid for |s| small enough, remains valid for all s ∈ R. In particular, the submanifold {(∇ η ψ(s, z, η), η; z, ∇ z ψ(s, z, η)) ; (∇ η ψ(s, z, η), η) ∈ Ω 0 } is included in Λ s , and since they are both Lagrangian with respect to Σ 0 and project on the same set Ω 0 under π : (y, η; z, ζ) → (y, η), they are equal. In other words, ψ s is a generating function of the complex canonical transformation R s . Now, we prove, Lemma 6.1. For any s ∈ R, η close enough to ξ 0 and z close enough to
we can re-write (6.5) as,
Therefore, differentiating with respect to η,
where t A stands for the transposed of the matrix A, d xỹ stands for the matrix (∂ xỹ )(−s, z + i∇ z ψ, ∇ z ψ), and similarly for the quantities d ξỹ , d xη , and d ξη .
In particular, if α ∈ R n is such that (I + Im ∇ 2 η ψ)α = 0, we obtain,
and thus, by (6.6),
Now, for η = ξ 0 and z = π z R s (z 0 , ξ 0 ), the matrices d xỹ , d ξỹ , d xη and d ξỹ are real, and therefore, in that case, (6.7) is equivalent to,
ible. This proves that the real matrix I + Im ∇ 2 η ψ is injective on R n , and thus invertible.
Lemma 6.2. For z close enough to z s , the map,
admits a saddle point at (y(s, z), η(s, z)) := R −s (z, −Im z), with critical value Φ 0 (z).
Proof. We compute,
so that any possible critical point must verify η = −Im y and y = ∇ η ψ(s, z, η). By (6.5), this implies, (z, ∇ z ψ(s, z, η)) = R s (y, −Im y), and since R s preserves the set {η = −Im y}, this also implies ∇ z ψ(s, z, y) = −Im z, and therefore, (y, η) = (y, −Im y) = R −s (z, −Im z).
Conversely, if (y, η) = R −s (z, −Im z), we necessarily have η = −Im y, and, since ψ s is a generating function of R s , we also have (z, −Im z) = (∇ η ψ(s, z, η ′ ), η ′ ) for some η ′ close to ξ 0 . This implies η = η ′ and y = ∇ η ψ(s, z, η), so that, finally, (y, η) is a critical point of Φ 0 (y)−Im (ψ(s, z, η)− yη). Moreover, using Lemma 6.1, it is easy to check that this critical point is non-degenerate for all s ∈ R, and since, for s = 0, it is a saddle point, by continuity it remains a saddle point for all s ∈ R.
To compute the corresponding critical value, we observe,
so that the critical value does not depend on s. Since, for s = 0, this value is Φ 0 (z), the result follows. Now, if we also introduce,
then, by (6.4), we have,
and, by the invariance of Γ η under χ t , we see that,
In particular, setting,
we obtain Γ y (s) = R s (Ω 0 (η)), that admits, as s → +∞, the limit set,
where R ∞ (y, η) := κ(x + (κ −1 (y, η)), ξ + (κ −1 (y, η))). Moreover, with Σ 2 := dζ ∧ dz, we see as before that 1 2i Σ 2 (u, u) = 0 on κ −1 (Γ η (s)) for all s ∈ R, and thus also on κ −1 (Γ η (∞)), while 1 2i Σ 2 (u, u) is negative definite on κ −1 ({z = 0}). Thus, Γ η (∞) is transverse to {z = 0}, too, and therefore it can be written as,
where we have set R ∞ (y, η) = (z ∞ (y, η),ζ ∞ (y, η)), and where ψ ∞ is holomorphic near κ(x + (x 0 , ξ 0 ), ξ 0 ).
We also observe that, for t, T ≥ 0, we have R T +t = R T + O( T −σ ) on Ω 0 , and thus, choosing T large enough, we see that Γ η (T + t) is a small perturbation of Γ η (T ). In particular, the domain of definition of ψ(s, ·, ·) does not shrink as s → +∞, and, using (6.1) and the fact that b(s, z, ∇ z ψ) is O( s −σ−1 ) uniformly, we can see that ψ ∞ is nothing but the limit of ψ(s, ·, ·) as s → +∞.
Then, Lemma 6.2 can also be extended to ψ ∞ (with z s replaced by z ∞ :=z ∞ (z 0 , ξ 0 )), and permits to define, for any s ∈ [0, +∞], and for any ε 0 > 0 fixed small enough (independent of s), the Fourier Integral Operator,
(where ε 1 = ε 1 (ε 0 ) > 0), by the formula,
where γ s (z) is a 2n-contour depending smoothly on (s, z), and is a good contour for the map:
. . , t 2n ∈ R small enough, and take
Then, by construction, for s ∈ R, F (s) verifies,
(Here, γ = γ(s, z, η) is a convenient good contour.) In particular, by the complex stationary phase theorem, we see that f 1 is an analytic symbol, and is O( s −1−σ ) as s → ∞.
In the same way, we see that, for any y close enough to z 0 , the function (z, η) → Φ 0 (z) − Im (yη − ψ(s, z, η)) admits a saddle point at z = π z R s (y, −Im y), η = −Im y, with critical value Φ 0 (y). This permits to define an operatorF (s) by the formula,
(whereγ s (y) is a good contour for the new phase), and we see that, for any ε 0 > 0 small enough there exists ε 1 > 0 such that, for any s ≥ 0,F (s) maps
, and verifies,
Completion of the Proof
At first, we observe that, for s ≥ 0, the operator A(s) := F (s)F (s) is well defined as an operator from
, where ε 0 > 0 is arbitrary small, and ε 2 = ε 2 (ε 0 ) > 0 does not depend on s. Moreover, A(s) is given by,
where Γ(s, z) is the 4n-contour,
Along this contour, by construction we have,
where Im y) , −Im y), and C > 0 is some uniform constant. Moreover, Φ 0 (z) is exactly the critical value of the left-hand side of (7.1), reached at the point (Y c (z), Z ′ c (y c (z))) = (y c (z), η c (z), z, η c (z)). Then, (7.1) proves that this contour is good, and can therefore be replaced by any other good contour for the map (y,
In particular, writing,
we claim that we can take the new 4n-contourΓ(s, z), defined by,
where r > 0 is small enough and R > 1 is large enough. Observe that, by (6.5) (or (6.6)), the map η → ∇ z ψ(s, z, η) is a local diffeomorphism, thus so is the map η → Ψ 1 (s, z, z ′ , η) for z ′ close enough to z, and this shows thatΓ(s, z) is indeed a well-defined 4n-contour. Moreover, we see that the critical point is also given by,
and one can easily deduce thatΓ(s, z) is a good contour, too.
As a consequence, for v ∈ H Φ 0 (|z−z s | < 2ε 0 ), and up to an exponentially small error in H Φ 0 (|z − z s | < ε 0 /2), we have,
and where we have set,
Then, the change of variable y →ỹ = y − Ψ 2 (s, z ′ , η, η ′ ) shows that a is indeed independent of s, and the Analytic Stationary Phase theorem gives a(s, z ′ , η; h) = 1 + O(e −ε/h ) uniformly, with some ε > 0 constant. In particular, A(s) is an elliptic pseudodifferential operator in the complex domain, and thus it admits a parametrix (see [Sj] ), that is , there exists a pseudodifferential operatorÃ(s) :
2) for some ε 3 = ε 3 (ε 0 ) ∈ (0, ε 2 ). Now, setting,
by (4.6) and (6.8), we see that w verifies,
Moreover, by (7.2), we have,
On the other hand, with the notations of Section 4, the symbol of h 2 Q(s, h) is, Now, by the same arguments as for A(s) (and that, indeed, are very standard in Sjöstrand's theory [Sj] ), we see that the operator,
Thus, we are reduced to a situation completely similar to that of Section 5 (the only differences are that ε 0 in (5.1) has become ε 3 in (7.4), and that, here, we are restricted to s ≥ 0). Therefore, if for instance (x 0 , ξ 0 ) / ∈ WF a (u 0 ), the same proof as in Section 5 shows that,
where C, δ 3 are positive constants, and the inequality holds for all h > 0 small enough and 0 ≤ s ≤ T /h. As a consequence, using (7.3) and the obvious fact thatÃ(s)F (s) is uniformly bounded from L 2
(z s , ε 4 ) for some ε 4 > 0, we obtain (with some new constant C > 0),
Replacing s by t/h, and observing that z t/h tends to κ( u(t) ) for all t > 0. The converse can be seen in the same way, and thus Theorem 2.1 is proved.
APPENDIX

A Sjöstrand's Microlocal Analytic Theory
In this section, we recall the most basic notions of Sjöstrand's theory [Sj] , that we have used in our proof. When it has been possible, we have slightly modified some of the definitions to make them simpler.
A.1 Classical Analytic Symbols
A formal symbol a(z; h) = k≥0 h k a k (z) is said to be a classical analytic symbol on some open subset Ω ⊂ C n if every a k is a holomorphic function on Ω and there exists a constant C > 0 such that, for all k ≥ 0, one has,
(Note that, by Stirling formula, an equivalent definition is obtained by substituting k! to k k .) In that case, the symbol can be resummed by defining, for h > 0 small enough, the following h-dependent holomorphic function on Ω:ã
where C ′ > C is any constant greater than C. Then, if one changes C ′ , a is modified by a uniformly exponentially small function on Ω, that is, a function uniformly O(e −δ/h ) for some constant δ > 0.
A.2 H Φ -Spaces
Let Φ = Φ(z) be a smooth real-valued function defined in a neighborhood Ω of some z 0 ∈ C n . Then, a function u = u(z; h), defined for z ∈ Ω and h > 0 small enough, is said to be in the space H Φ (Ω) if u is holomorphic with respect to z ∈ Ω and is not exponentially large with resepect to e Φ/h , that is, for any ε > 0, there exists C ε > 0 such that,
uniformly for h > 0 small enough. Two elements of H Φ (Ω) are said to be equivalent when their difference is uniformly O(e (Φ(z)−δ)/h ) in Ω, for some constant δ > 0. In practical, one does not distinguish such two elements, and one uses the same notation H Φ (Ω) for the corresponding quotient space.
For z 0 ∈ Ω, one also considers the space of germs
where two elements are identified when they describe the same element in some
In the particular case where Φ = 0 identically, one obtains the space H 0 (Ω), called the space of analytic symbols on Ω.
A.3 Good Contours
Let ϕ = ϕ(z) be a smooth real-valued function defined near some z 0 ∈ C n , and such that z 0 is a saddle point for ϕ. In particular, at z 0 , there are n real directions where ϕ increases and n other real directions where ϕ decreases. We call n-contour (or, sometimes, just contour) a submanifold of C n of real codimension n. Then, a n-contour containing z 0 is said to be a good contour for the phase ϕ at z 0 if, for z ∈ γ close to z 0 , one has,
for some δ > 0 constant. In other words, this means that the tangent space of γ at z 0 is mainly contained in the space generated by the real directions where ϕ decreases (that is, more precisely, in Morse coordinates (x, y) ∈ R 2n where ϕ(z) = ϕ(z 0 ) + 1 2 (|x| 2 − |y| 2 ), γ is given by an equation of the form x = f (y), with |f (y)| ≤ θ|y|, θ < 1).
Then, if γ is such a good contour and if V ∈ H ϕ (Ω), the integral,
neither depends on r > 0 small enough, nor on the choice of the good contour γ (conveniently oriented), up to some error term exponentially smaller than e ϕ(z 0 )/h . Indeed, the independence with respect to r is an obvious consequence of the definition of a good contour, while the one with respect to γ is a consequence of Stokes formula and of the fact that one can deform continuously any good contour into another one, in such a way that the contour remains good along the deformation (in Morse coordinates as before, if x = f 1 (y) and x = f 2 (y) define the two contours, one can take x = (1 − t)f 1 (y) + tf 2 (y), with 0 ≤ t ≤ 1, for the deformed contour).
A.4 Pseudodifferential Operators on H Φ -Spaces
Let Φ = Φ(z) be a smooth real-valued function defined in a neighborhood Ω of some z 0 ∈ C n . Then, for any z ∈ Ω, it is easy to check that the function,
admits a saddle point at (y, ζ) = (z,
, with critical value Φ(z) (here, ∇ z := 1 2 (∇ Re z − i∇ Im z ) stands for usual holomorphic derivative). Moreover, along the 2n-contour γ z , given by,
one has,
where C r = 1 2 sup |y−z|≤r Hess Φ(y) . As a consequence, γ z is a good contour for ϕ z as soon as R > C r , and r > 0 is sufficienly small . In that case, for any u ∈ H Φ (Ω), one can apply Subsection A.3 to V z (y, ζ; h) := e i(z−y)ζ/h u(y; h), and we see that the function I : z → I(z), given by,
is well defined on any Ω ′ verifying {d(y, Ω ′ ) < r} ⊂ Ω. Moreover, it does not depend on the choice of r > 0 small enough and on the good contour γ z , up to some error term exponentially smaller than e Φ(z)/h . Finally, despite the fact it is not holomorphic in z, one can modify it by a term exponentially smaller than e Φ(z)/h , in such a way that it becomes holomorphic near z 0 . Indeed, by Stokes formula, it will be the case if we substitute γ z 0 to γ z in (A.1). Therefore, we have,
whereĨ(z) := γz 0 e i(z−y)ζ/h u(y; h)dydζ ∈ H Φ,z 0 , and r(z) is a smooth function uniformly smaller, together with all its derivatives, than e Φ(z)/h near z 0 . Let us also observe that, inĨ(z), the contour γ z 0 can be replaced by another one with same boundary, but coinciding with γ z near the critical point (y, ζ) = (z, 2 i ∇ z Φ(z)). In practice, since the form of the contour γ z is of particular importance near the critical point, we use (A.2) to identify I(z) andĨ(z), and therefore, by abuse of notation, we write: I(z) ∈ H Φ,z 0 . Now, if a = a(z, y, ζ; h) ∈ H 0,(z 0 ,z 0 ,ζ 0 ) with ζ 0 := 2 i ∇ z Φ(z 0 ), the previous discussion applies without changes if we substitute a(z, y, ζ; h)u(y; h) to u(y; h) in (A.1), and permits to define the so-called pseudodifferential operator in the complex domain with symbol a, given by,
More precisely, since the definition of the integral as an element of H Φ,z 0 rests on the substitution of the contour γ z by γ z 0 , we see that if Ω 0 ⊂⊂ Ω 1 are two small enough neighborhoods of z 0 , and r > 0 is taken small enough, then A is a well defined operator from H Φ (Ω 1 ) to H Φ (Ω 0 ). Moreover, setting, where C > 0 is a constant independent of a and h. Indeed, taking R ≥ C r +1 and parametrizing γ with y, we obtain, e −Φ(z)/h |Au(z; h)| ≤ (R/πh) n sup |a| |y−z|<r e −|y−z| 2 /h e −Φ(y)/h |u(y; h)|dRe ydIm y, and (A.4) follows by an application of the Schur lemma. In the particular case where a = 1 identically, and if the contour is conveniently oriented, the operator A is just the identity (or, more precisely, the restriction to Ω 1 ): see [Sj] Proposition 3.3.
It can also be seen (see [Sj] Lemme 4.1) that, in the definition of A, the symbol a can be replaced by a the quantity, where C > 0 is a large enough constant. Then, different choices for C give equivalent elements in H 0,(z 0 ,ζ 0 ) , and the substitution of σ A to a in (A.3) gives rise to the same operator up to an exponentially small error term in the norm · Φ,Ω 0 ,Ω 1 . σ A is called the symbol of A, and the usual symbolic calculus extends to such operators. In particular, the composition of two such operators A and B (that is well defined as an operator on H Φ,z 0 ) admits the symbol, Finally, if A is given by (A.3), and ifΦ is another smooth real-valued function defined near z 0 , one can also study the continuity of A on L 2 Im ϕ(z, y, η), and, for u ∈ H Φ 2 ,z 2 and f ∈ H 0,(z 1 ,z 2 ,η 0 ) , one can define the Fourier Integral operator (in short, FIO) F by the formula, F u(z; h) := (2πh) −(n+m)/2 γz e iϕ(z,y,η)/h f (z, y, η; h)u(y; h)dydη.
Then, by arguments (and conventions) completely similar to those of the previous section, we see that F u ∈ H Φ 1 ,z 1 , that is,
and, for any small enough neighborhood Ω 2 of z 2 , there exists a neighborhood Ω 1 of z 1 , such that F is a uniformly bounded operator from L 2 Φ 2
(Ω 2 ) to L 2 Φ 1
(Ω 1 ).
Moreover, if A is a pseudodifferential operator on H Φ 1 ,z 1 as in the previous section, then A • F is a FIO of the same form as F , but with f replaced by the symbol g defined by,
A(e iϕ(·,y,η)/h f (·, y, η; h))(z) = g(z, y, η; h)e iϕ(z,y,η)/h .
Similarly, if B is a pseudodifferential operator on H Φ 2 ,z 2 , F • B has again the same form as F , with f replaced by, g ′ (z, y, η; h) := e −iϕ(z,y,η)/h t B(e iϕ(z,·,η)/h f (z, ·, η; h))(y).
(Here, t B stands for the formal transposed of B, and the fact that both g and g ′ are symbols result from a stationary-phase argument: see [Sj] Section 4.)
Finally, let us make the further assumption that, for any y close enough to z 2 , the map, (z, η) → Φ 1 (z) + Im ϕ(z, y, η) admits a saddle point at some (z(y),η(y)), tending to (z 1 , η 0 ) as y → z 2 , and with critical value Φ 2 (y). As before, forf ∈ H 0,(z 1 ,z 2 ,η 0 ) , one can define,
by the formula, is a local diffeomorphism, and using the analytic stationary-phase theorem, one can see that the composition F •F is a pseudodifferential operator on H Φ 1 ,z 1 , with symbol g(z, ζ; h) = f (z, y(z, ζ), η(z, ζ))f (z, y(z, ζ), η(z, ζ)) + O(h), where (y(z, ζ), η(z, ζ)) is the unique solution of the system, ∇ η ϕ(y, z, η) = 0; ∇ z ϕ(y, z, η) = ζ.
(In the particular case where m = n and ϕ is of the form, ϕ(z, y, η) = ψ(z, η) − yη, then the last condition is verified if ∇ η ∇ z ψ(z 1 , η 0 ) is invertible.)
