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ABSTRACT
Silicon (Si) is the backbone of the semiconductor industry. The widespread use of Si is largely
due to the useful electrical and optical properties of the material in its standard, diamond
cubic (dc) crystal structure. However, in recent years, there has been an increasing interest
in the properties of Si with different crystal structures (phases). In particular, the metastable
phases formed through pressure application have been the topic of much study due to their
promising properties. For example, the body-centred cubic phase (bc8-Si) has been reported
to have an ultra-narrow band-gap whereas the rhombohedral phase (r8-Si) has been predicted
to have an improved absorption coefficient across the solar spectrum. A mixture of these two
exotic phases can be formed directly from a standard dc-Si semiconductor wafer using the
application of pressure through point loading via indentation. This thesis addresses several
challenges regarding the formation, stability, and properties of this bc8/r8 structure.
The process involving the nucleation of the bc8/r8 phase via indentation was investigated
in detail. Specifically, the interplay between the nucleation of the bc8/r8 phase with other
plastic deformation processes within the surrounding crystalline lattice (labelled collectively
as “crystalline defects” within this work) that occur is studied. It was shown that both phase
transformation and the formation of crystalline defects are nucleation limited. Thus, hold-
ing a volume of Si at high pressure for a duration increases the likelyhood that th material
will plastically deform. It is also shown that these two forms of plastic deformation act as
competing mechanisms, with the mode of incipient plasticity playing a dominant role in the
shape and volume of the final phase transformed region. Indentations in which phase trans-
v
formation occur before crystalline defects occur result in larger, more uniform regions of phase
transformed material.
The phase fraction of r8-Si within the mixed structure is determined using Rietveld analysis
of x-ray diffraction (XRD) data. The mixed structure was found to be predominantly r8-Si,
with this phase comprising 60 to 80 percent of the structure. These results also show that
there is residual stress within the bc8/r8 structure that causes an elongation of the unit cell
along the axis of indentation. The optical absorption from a thin film of the bc8/r8 structure is
measured using spectrophotometry. There is a clear increase in absorption due to the presence
of the bc8/r8 structure. As the optical properties of bc8-Si are known from the literature, an
estimate for the r8-Si absorption coefficient is calculated from this absorption increase.
The stability of the bc8/r8 mixed structure under thermal annealing is explored. A trans-
formation from r8-Si to a novel phase with an, as yet, unknown crystal structure (Si-XIII) is
reported after annealing to 100 degrees C. Si-XIII further transforms to a hexagonal structure
(hd-Si) at 240 degrees C, and then transforms back to dc-Si (in a nanocrystalline form) at 750
degrees C. A transformation from bc8-Si to hd-Si is also proposed at a temperature below 240
degrees C. Therefore, there is a temperature range where hd-Si is both stable and the sole
crystalline phase present within the transformed region. Laser-induced annealing results were
also presented, and a similar transformation pathway was reported.
Thus, the formation, stability, and technologically interesting properties of the bc8/r8 structure
is presented. This forms a framework for future studies into the scalability of this structure
to technologically relevant sizes.
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Chapter 1
Introduction
A large part of our modern society is built on the foundation of the semiconductor industry.
This industry is largely built on the foundation of one material, silicon (Si) [1]. Due to the
abundance, affordability, and electronic properties of Si, it forms the basis for many modern day
semiconductor devices such as transistors [2,3] and solar cells [4–6]. To continuously advance
technological capabilities, there is a constant demand for new semiconducting materials with
improved performance. Despite the ubiquitous nature of Si in this industry, its indirect band-
gap generates limitations, such as a significantly reduced ability to produce or process light
[7–9]. Attempts to overcome this limitation have been made by using other semiconducting
materials with a direct band gap, for example using III-V semiconductors such as GaAs,
InP, GaN etc. [10–14]. However, none of these other materials can match Si’s abundance,
affordability, and non-toxicity. Nor do these III-V materials take full advantage of the multi-
billion dollar industry that has been built around the fabrication of Si [15,16].
One approach to increasing the range of Si-based applications that is currently attracting
significant interest is the use of different crystal structures of Si [17]. That is, using elemental
Si with crystalline phases that vary from the standard diamond cubic structure (dc-Si). Such
phases maintain many of the advantages of Si while potentially possessing a range of different
properties that are useful for a variety of specialised applications. A recent review by Haberl
et al. highlights the fact that thousands of energetically plausible crystal structures have
been theoretically predicted [18]. Although only a subset of these phases are thought to be
physically feasible and stable, within that subset some may be formed using currently available
techniques, be metastable in ambient conditions, and also have promising properties [19–23].
Thus, there is considerable interest in moving beyond the standard structure of Si by forming
these predicted phases and characterising their properties.
Many Si phases have been formed under high pressure using diamond anvil cells (DACs) [24–
28]. That is, the sample is held between two diamonds with opposing flat surfaces (anvils) that
are pressed together to apply pressure [29]. Through pressure application, several exotic phases
of Si have been formed. Two such phases of particular interest are shown to be metastable
after complete pressure unloading (bc8-Si and r8-Si) [30], with bc8-Si being the predominant
phase [31]. Another exotic phase of interest (hd-Si) can also be formed by annealing the
metastable bc8-Si phase [32]. However, no more new phases have been reported in DAC
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experiments since 1994. Thus, different techniques have been explored by researchers. Three
such techniques that have been of particular interest are the use of Si-rich chemical precursors
[33]; using fs-lasers to produce subsurface explosions in Si [34]; and uniaxial point loading via
indentation [35–37]. The final synthesis pathway, indentation, is the focus of this thesis.
Indentation has the following advantages as a tool for the formation of exotic phases of Si via
applied pressure. Firstly, whilst bc8-Si is the predominant metastable crystalline structure
recoverable after experiencing high pressure in a DAC, indentation-induced phase transforma-
tion results in a substantial amount of r8-Si being found to be present alongside bc8-Si [38–40].
This increased presence of the phase, r8-Si, has been attributed to the residual stress that is
present in indents [41, 42]. The presence of significant amounts of both bc8-Si and r8-Si has
been confirmed using a number of measurement techniques, although the exact ratio of the
two phases remains unknown [38, 39, 43]. Annealing this mixed structure forms an additional
phase, called Si-XIII, that is yet unreported to form using DACs. The crystal structure of
Si-XIII remains unknown [41, 44, 45]. A further difference in the phases that can be formed
via indentation occurs with fast pressure removal. Upon fast removal, an amorphous Si (a-
Si) structure is commonly reported [46]. This indentation-induced a-Si is structurally unique
relative to a-Si formed via other methods (e.g. ion implantation) [47, 48]. Thus, there are
three known metastable structures (r8-Si, Si-XIII, indentation-induced a-Si) that are read-
ily recovered after indentation that have not been reported in significant amounts in DAC
experiments.
A further advantage of indentation is the unique pressure distribution within the sample.
For indentation, the pressure distribution is primarily dependent on the shape and size of the
indenter tip. This plays an important role in determining the nature of the plastic deformation
that samples undergo [39, 49–51]. A significant amount of shear stress is also introduced by
the tip geometry which can act as a catalyst to lower the critical pressure for transformation
[52–54]. Further, the recovered phases after indentation are often observed alongside significant
damage to the surrounding material [39, 46, 50]. Although, this is not always the case as we
have shown [55]. It is currently unknown how the presence of this damage is connected with
the transformation process.
There is also the possibility to tailor the shape and volume of the exotic phases formed via
indentation. Ruffell et al. showed that overlapping indentation can be used to effectively
write lines of these phases onto a Si surface [56]. That is, industrially relevant volumes of these
exotic phases can be readily“written”onto existing standard Si samples via lines of overlapping
indents. Ruffell et al. further suggested that, with a greater understanding of the pressure
distribution required for forming these phases, larger indenter stamps with customised shapes
could be produced to create technologically applicable regions of these metastable phases.
It is important to highlight the fact that significant zones of the technologically interesting
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r8-Si can be recovered after indentation. However, from a practical sense there are still unan-
swered questions and barriers regarding this metastable phase that must be addressed before
such a process could be integrated into a commercial device. Such issues are the following:
What fraction of the recovered bc8/r8 mixed structure is r8-Si? What are the optical and
electrical properties of this mixed structure? How is the phase transformation process im-
pacted by deformation that causes damage in the surrounding material? How can the phase
transformation zone be maximised and the surrounding damage minimised? What is the ther-
mal stability of these metastable phases? More broadly, how can our understanding of such
processes in Si help inform our understanding of its sister materials Ge and C?
This thesis aims to address these questions. Further, it aims to better understand the response
of this important group IV semiconductor under indentation-applied pressure in the hope that
a more complete framework can be produced that can be used to support the production of
similar phases in other group IV materials (i.e. Ge, C).
1.1 Thesis structure
 Chapter 2 - Outlines the literature regarding the exotic phases of Si, with a focus on
those formed via pressure application.
 Chapter 3 - Gives a description of the experimental techniques used in this thesis to
form and characterise the exotic phases of Si.
 Chapter 4 - Presents two important properties of the bc8/r8 structure recovered from
indentation. These are the phase ratio and the optical response of this mixed structure.
The structure is found to be predominantly r8-Si, and the absorption coefficient of the
structure is shown to be higher than that of dc-Si.
 Chapter 5 - Presents the use of a hold duration at maximum indentation load to better
explore the time dependence of both the dc-Si to β-Sn transformation and the alternative
deformation by defect propagation. Phase transformation is shown to be promoted by
longer hold durations and the shape of the transformed region is found to be dependent
on the pressure distribution.
 Chapter 6 - Presents an investigation of the transformation pathways the bc8/r8 mixed
structure takes upon annealing to ultimately return to dc-Si, as well as a method to
definitively differentiate hd-Si from dc-Si. The bc8/r8 structure is found to anneal to
dc-Si via the intermediate phases of Si-XIII and hd-Si. the latter is shown to have a far
higher thermal stability then previously reported.
 Chapter 7 - Contains concluding remarks and future directions.
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Chapter 2
Literature Review
This chapter presents the literature regarding the exotic phases of Si with a focus on those
formed via indentation. This literature is presented as part of the wider context of phases that
have also been formed via other methods, primarily using diamond anvil cells (DACs). The
phases forming upon annealing of the metastable structure and the properties of these phases
are also covered. Due to this work covering several different aspects of Si, some specific topics
within literature are only relevant for a single chapter. In these cases, those topics are not
reviewed in great detail here. Instead, a more specific, detailed review is presented at the start
of the relevant chapter. Where this has occurred are indicated in the text with a reference
to the more detailed review. As there has been a wide range of naming conventions used for
the different phases within the literature, an overview of the naming conventions is presented
first.
2.1 Nomenclature
The phases of Si were initially numbered in order of their discovery. For example, diamond
cubic Si (dc-Si) was designated Si-I, while the first new phase discovered was named Si-II.
This naming convention can be seen in older studies such as in Ref. [27] and the references
contained within. Such a naming convention does not convey any information regarding the
crystal structure of the phase and further, identical structures in other related elemental
systems (such as Ge) have been given different numerical designations. For example, the
hexagonal diamond structure of Si is called Si-IV but the same structure in Ge is referred
to as Ge-V. Hence, this nomenclature is non-ideal. Some studies have named the structures
after the space group (e.g. Ref. [26]), the Pearson symbols (e.g. Ref. [18]), or a name based
on the unit cell structure and atomic basis (e.g. Ref. [30]) of the various phases. Many
theoretical studies predicted phases that have zeolite structures. Thus, the codes used by the
International Zeolite Association and developed by O’Keeffe et al. [57] have also been used to
designate the newly predicted phases in some studies. Crystallographic notation is clearly the
most scientifically desirable as it reduces possible ambiguity, although this could lead to long
and difficult-to-read discussions of the phase transformation processes presented in this thesis.
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In this thesis, the common name based on the structure and unit cell (e.g. bc8-Si) is pre-
dominantly used where available. Not all phases have a designation under all the naming
conventions. When unavailable, the Pearson symbol (generally for experimentally verified
phases, such as hP2-Si) or the zeolite code (generally for theoretically predicted phases, such
as mep-Si) will be used. Only if no structural information is present will the numerical naming
convention be used (such as Si-XIII, where no structure has been determined). The experi-
mentally formed phases with their various naming conventions are presented in Table 2.1.
Common Name Space Group Pearson Symbol Zeolite Code Numerical
dc-Si F d -3 m cF8 dia Si-I
(β-Sn)-Si I 41/a m d tI4 Si-II
bc8-Si I a -3 cI16 gsi Si-III
hd-Si P 6/3 m c hP4 lon Si-IV
sh-Si P 6/m m m hP1 Si-V
Cmca-Si C m c a oC16 Si-VI
hcp-Si P 63/m m m hP2 Si-VII
Si-VIII
Si-IX
fcc-Si F m -3 m cF4 Si-X
Imma-Si I m m a oI6 Si-XI
r8-Si r -3 hR24 Si-XII
Si-XIII
st12-Si P 41 21 2 tP12
bt8-Si I 41/a tI16
allo-Si TON
Si136 mep
Si24 cas
Table 2.1: A table of the experimentally observed phases of Si. The names in bold will be
used to designate the phase within this thesis.
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2.2 Phases of Si formed via DAC
There are a number unique crystalline phases of Si that have been formed via pressure appli-
cation within a DAC. A schematic showing the series of DAC-induced phase transformations
in dc-Si is presented in Fig. 2.1(a). In these experiments, dc-Si is held between two diamonds
that are brought together to apply pressure to the sample. At a pressure of ∼11 GPa a semi-
conductor to metallic transition occurs and (β-Sn)-Si is formed [24]. The β-Sn structure is
a body centred tetragonal phase with sixfold coordination and is 22% more dense than dc-
Si [58]. One very interesting feature of this transformation is that it has been reported to
be sluggish [32, 59]. That is, the transformation does not occur immediately after the critical
pressure is reached. Instead, it is reported to occur over a period of several minutes [60, 61].
Further pressure increase causes a series of metal-to-metal transformations. Imma-Si is formed
at ∼13 GPa [26]. This is followed by a transformation to sh-Si at ∼15 GPa [25]. Further trans-
formation to Cmca-Si occurs at ∼38 GPa [28] which transforms to hcp-Si at ∼42 GPa [28].
Above ∼79 GPa, a final transformation to fcc-Si occurs. This phase is found to be stable up to
248 GPa, the highest pressure tested for Si in a DAC [62]. These high pressure metal-to-metal
transformations are generally reported to be reversible upon pressure release. However, the
(β-Sn)-Si transformation is not reversible due to the extremely large volume collapse com-
pared to dc-Si [58]. Upon decompression to ∼9 GPa, (β-Sn)-Si transforms to r8-Si, which is a
rhombohedral phase with 8 atoms in its unit cell [63]. This phase usually further transforms
to bc8-Si at ∼2 GPa, a body-centred cubic phase with 8 atoms in its unit cell. This phase
remains stable even after complete pressure removal [32].
Two other tetragonal phases have been reported upon rapid unloading in a DAC. The phase
called Si-VIII appeared to form via rapid unloading from 14.8 GPa while Si-IX appeared to
form via rapid unloading from 12 GPa [64]. The structures of these two possible phases are
unknown. Note that larger devices created for pressure application (such as Paris-Edinburg
cells [65] and multi-anvil presses [66]) have also been used to induce phase transformation in
dc-Si and a similar set of transformations has been observed with these devices.
Annealing of bc8-Si results in a transformation to the hexagonal diamond phase (hd-Si) at
200◦C [32]. Further annealing does not result in any new stable phase. Rather, Brazhkin et
al. found that the structure returns to the energetically favoured dc phase at 750◦C [67]. The
recoverable phases of Si mentioned above are considered metastable phases as they exist in a
temperature and pressure regime in which dc-Si is the energetically favourable phase. Thus, it
is necessary to consider the mechanism of transformation from (β-Sn)-Si that result in these
metastable phases. Not much has been published regarding Si-VIII and Si-IX outside of their
initial discovery, so the mechanism for their formation has not been reported. However, for the
β-Sn to r8 to bc8 to hd to dc pathway it has been proposed that a high kinetic barrier exists
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between the β-Sn phase and the energetically stable dc phase [67]. Conversely, the transition
between (β-Sn)-Si and r8-Si has been experimentally observed to have only a small hysteresis
between the forward and reverse transformation, suggesting only a small amount of strain is
required to drive the transition [63]. Indeed, a subsequent study comparing the relative atomic
positions within the unit cell of these two phases noted that only a 2% strain was required to
transform the unit cell from [30]. In that same study, Piltz et al. also reported the structural
similarities between r8-Si and bc8-Si. In contrast, annealing of r8-Si held at 10 GPa have
observed an abrupt transition to dc-Si which suggests a strong kinetic barrier between the two
phases [45]. Similarly, the direct transformation from bc8-Si to dc-Si has been proposed to be
kinetically hindered, resulting in the kinetically favourable intermediate hd-Si structure being
formed upon annealing [67].
It is worthwhile noting that variations in the experimental set-up (such as using a-Si as the
precursor material [68–70] or lowering the experimental temperature [71]) may result in slight
variations in the transformation pathways (e.g. changing the critical pressure for transforma-
tion). No new crystalline phases are observed in these studies.
2.3 Phases of Si formed via Indentation
Indentation involves pressing a hard indenter tip (typically made from diamond) into a sample
material. This technique was developed as a method for measuring the hardness of materi-
als [72, 73]. In studies of the phases of Si, however, this technique can also be used as an
alternate pressure-application system [36–39]. The pressure from indentation is applied only
along the axis of indentation (i.e. uniaxial loading), and pressures up to the phase transfor-
mation threshold (11 GPa) can be routinely achieved in dc-Si [74–77]. This technique leads
to slight differences in the phase transformations observed in indentation studies compared to
those in the previously mentioned DAC studies. A schematic showing the transformations via
indentation-induced pressure is presented in Fig. 2.1(b).
An indentation-induced transformation in Si was first reported in 1972 when a large decrease
in electrical resistance was observed during loading [78]. It was further noted that the hardness
of dc-Si was very similar to the critical pressure (∼11 GPa) required for the transformation to
the metallic phase in DAC studies [78–81]. Further in situ electrical resistance measurements
during indentation studies supported the suggestion that the observed transformation is a
dc-Si to metallic transition. That is, the indentation process was shown to be plastic after
transformation to a metallic phase. Such studies indicate a transformation to a more dense
phase [61, 74] and also the metallic-like flow of the deformed material out from under the in-
denter tip [36]. These studies motivated the proposal that the critical pressure for the metallic
transition does in fact correlate with the indentation hardness, concluding that indentation
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Fig. 2.1: A schematic showing the phase transformations induced in dc-Si via pressure applica-
tion (a) in a DAC and (b) during indentation. The phases that feature prominently within this
thesis have been emphasised (blue and large) and the pressures at which these transformations
occur have been labelled (for the well-reported transformations).
may provide an experimental tool for observing pressure-induced phase transformations [82].
It has commonly been assumed that a dc-Si to (β-Sn)-Si transformation occurs in a manner
similar to the transformations that occur in DAC experiments [39,83–85]. However, theoreti-
cal studies have also predicted the formation of a metallic body centred tetragonal phase with
fivefold coordination (bct5) under indentation-induced pressure [86–90]. Whereas the trans-
formation to (β-Sn)-Si has been reported via in situ Raman microspectroscopy studies [43],
such in situ studies have also suggested the possible presence of bct5-Si [91]. Most importantly
for this thesis (which focuses on the metastable phases of Si) is that, in indentation, the dc-Si
to metallic phase transition is also non-reversible. That is, exotic phases are formed rather
than a return to dc-Si.
Interestingly, upon fast pressure release, a transformation to a-Si occurs [46, 75, 92]. The a-Si
formed is structurally unique from a-Si formed via other methods of solid-state amorphisation
such as ion-implantation [47]. Upon slow pressure release, a mixed structure comprised of
both bc8-Si and r8-Si is recovered [37, 38, 46, 50, 76, 93]. The Raman peaks associated with
both phases are reported to appear at the same point of unloading at a contact pressure of 5.7
GPa [91]. This differs from the transformation in DAC experiments where a two step process
has been found (i.e. a transformation to r8-Si at ∼9 GPa occurs first which is followed by a
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transformation to bc8-Si under further pressure release to ∼2 GPa). It has been suggested
that the presence of r8-Si after complete pressure removal is due to residual stress remaining
within the sample [41,44,93,94].
Annealing of the bc8/r8 mixed structure leads to further transformation to hd-Si (which was
also observed after annealing of bc8-Si recovered from a DAC), as well as a new phase with
an, as yet, unknown structure designated as Si-XIII [41, 45, 95]. The exact pathways and
temperatures of these transformations remain a topic of discussion and the literature on this
topic will be covered in more detail in section 2.5.
The ability to form extra metastable structures (such as r8-Si, Si-XIII, and pressure induced
a-Si) are a key difference between indentation-induced phase transformations in Si and those
occurring in DACs. There are several other differences between the two methods, which are
discussed below.
2.3.1 Observed Differences between Indentation and DACs
Indentation experiments also typically result in a damaged region of non-phase transformed
material being observed surrounding the phase transformed region after pressure removal.
A BF TEM image of a transformed region cross-section is shown in Fig. 2.2. Significant
crystalline damage is typically observed within this surrounding material [39–41,55,92,93,96].
This damaged region can take several forms, such as slip bands [39, 40], dislocations [96],
and cracking [97, 98]. Within this thesis, the formation of slip bands and dislocations within
the surrounding material will be collectively referred to as the nucleation and propagation
of crystalline defects which, as will be shown, is a deformation process that competes with
phase transformation. Most studies have observed significant crystalline defects alongside the
phase transformed region formed via indentation. However, a recent study has reported the
presence of phase transformation as the sole form of plastic deformation under certain loading
conditions [55]. When the maximum load is increased above these loading conditions, both
phase transformation and crystalline defects are once again observed together. Surprisingly,
the volume of phase transformed material formed at this higher load was smaller than that
at the lower load where phase transformation was the sole mode of plastic deformation. The
underlying mechanism that causes this counter-intuitive observation is explored in detail in
Chapter 5.
The two primary stresses induced under indentation-induced pressure are hydrostatic pressure
and shear stress [50, 99, 100]. It has been proposed that nucleation and propagation of crys-
talline defects is primarily shear stress driven [39, 101] while phase transformation is thought
to be primarily driven by hydrostatic pressure [54]. Thus, the relative distribution of these
two stress fields plays an important role in the formation of the desired phase transformed
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Fig. 2.2: A cross-sectional BF TEM image of the area under a residual impression after
indentation loaded from the top of the image. A phase transformed region near the sample
surface is indicated by the blue arrow. Crystalline defects such as slip (red arrow), cracks
(green arrow), and possibly dislocations (purple arrow) are also indicated. Adapted from
Ref. [55]
material.
The distribution of these two stress fields in indentation point loading is predominantly de-
pendent on the tip shape. A variety of tips are commonly used for indentation, from spherical
tips of varying diameter [73], to 3- and 4- sided pyramidal shapes (i.e. Berkovich and Vickers
respectively) [72], and flat punches [102]. Regardless of the shape, the maximum of hydrostatic
stress lies at the centre point of contact between the indenter and the sample [99, 100]. The
pressure gradient surrounding this point differs significantly with respect to indenter shape,
with spherical tips producing the most uniform and slowly varying pressure-gradient distribu-
tion [49–51,55].
The effect of shear stress on the dc-Si to (β-Sn)-Si transformation is a topic where the liter-
ature lacks a consensus. It has been reported that the critical pressure for transformation is
sensitive to the shear component in DAC experiments [24, 32, 52]. This is supported by theo-
retical modelling [50,53,99,100,103] and has also been proposed to be significant in indentation
studies [54, 104]. Han et al. predict that, under the right hydrostatic pressure/shear stress
conditions, the transformation may be possible at as low as ∼6 GPa [103]. and attempts (with
varying success) have been made to experimentally verify this prediction [43, 59]. Due to the
tip-dependent, non-uniform distribution of pressure, calculations of the pressure experienced
by the sample is non-trivial. Such calculations depend critically on a knowledge of the exact
tip shape (including tip surface roughness) and contact with the sample. Therefore, experi-
mentally reported values for the critical pressure of phase transformation must be considered
within the context of the experimental set-up. For example, Gerbig et al. report a transforma-
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tion occurring during loading at a mean contact pressure of 5.2 GPa with a spherical tip [43].
However, transformation is dependent on maximum (not mean) pressure. Thus, maximum
pressure at the point of phase transformation is necessarily higher than the reported value.
Accurate measurement of the relationship between the shear stress and critical hydrostatic
stress for phase transformation is further complicated by the sluggish nature of the transfor-
mation from dc-Si to (β-Sn)-Si [60, 61]. That is, the sample may experience pressure/stress
conditions sufficient for the transformation to (β-Sn)-Si but does not transform due to slug-
gish nucleation and insufficient time under these conditions. Therefore, the possibility of phase
transformation initiating at hydrostatic pressures significantly above ∼11 GPa should be con-
sidered. Experiments to investigate the sluggish phase transformation is presented in Chapter
5.
Indentation also differs from DAC experiments due to the volume and shape of the phase
transformed regions recovered. Indentation can only form phase transformed regions on the
near-surface of a sample. Each individual indent transforms a region with a depth in the
order of tenths of a µm and a surface area in the order of µm2, largely subject to tip size and
shape [55, 85, 105]. This volume is smaller than that achievable from a DAC that typically
produces samples in the order of 10−3 mm3 (106 µm3) [18] and much smaller than the volumes
achievable from the larger Paris-Edinburgh cell [65] or multi-anvil cell [66] which can be up
to several cubic millimetres. The advantage of indentation-induced phase transformed regions
is the ability to accurately place such regions directly onto bulk device grade semiconductor
wafers and overlap multiple indents to create larger patterns that are readily integrated into
the surrounding material [56, 106]. Further, the production of these overlapping transformed
regions can be performed in an automated fashion. It is believed that, should sufficient tech-
nological interest for these phase transformed regions be present, the indenter tip’s size and
shape can be reasonably scaled up to enhance the technological exploitation of the exotic
phases [18].
2.4 a-Si as a Precursor Material
Besides dc-Si, a-Si has also been studied as a precursor for indentation-induced phase trans-
formations. The a-Si used is a pure, voidless form that is made via self-ion implantation of
Si ions [93, 106, 107]. Ion-implantation induced a-Si samples are annealed at 450◦C for 30
minutes, allowing for short-range reordering of the amorphous network (relaxation) to oc-
cur [47,108–110]. Such a step is beneficial for the formation of exotic phases as a relaxed a-Si
sample has been reported to more readily transform to (β-Sn)-Si than unrelaxed a-Si [111–113].
Indentation of relaxed a-Si results in the formation of the bc8/r8 mixed structure in a similar
manner to indentation of dc-Si [93,106,107,111–113]. In fact, the use of relaxed a-Si as a pre-
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cursor was found to promote the transformation to the bc8/r8 mixed structure on unloading
over transformation to pressure-induced a-Si when compared to indentation of dc-Si under the
same indentation conditions [107].
2.5 Annealing of bc8/r8 Si
Annealing of bc8-Si recovered from a DAC at 200◦C results in a transformation to hd-Si
[32,114,115]. Further annealing at 750◦C leads to a transformation to dc-Si [67].
The transformations observed in the bc8/r8 mixed structure formed via indentation are more
complex. Kailer et al. first reported the transformation of the bc8/r8 mixed structure to hd-Si
after thermal annealing at 200◦C followed by subsequent transformation to dc-Si after further
annealing at 500◦C [38]. Domnich et al. reported the presence of unidentified Raman peaks
alongside bc8-Si, r8-Si and hd-Si after annealing at temperatures between 150◦C - 250◦C [83].
As these peaks could not be attributed to any known phase of Si, the authors designated the
source of these peaks to a new phase of Si. This phase was named Si-XIII as it was the 13th
phase of Si to be reported. Several studies have attempted to understand the transformation
pathways from the bc8/r8 mixed structure to the thermally stable dc-Si end phase under
different indentation/annealing conditions. These conditions include sample thickness [44],
residual indent size [93], the crystalline nature of the surrounding material [41], and the specific
method of annealing [94] (see section 6.1 for more details on these studies). These studies
report different transformation pathways and different transformation temperatures; some
even report that the intermediate phases (hd-Si and Si-XIII) are not present. The only point
all studies agree with is that the end phase is dc-Si after high temperature annealing.
2.5.1 DAC Pressure-Temperature relationship
The complexity of the transformations of the bc8/r8 structure formed via indentation under
annealing motivated an in situ annealing DAC study of the bc8 and r8 phases [45]. Haberl et
al. observed that bc8-Si held in a DAC at 3 GPa transformed directly to hd-Si in a manner
similar to bc8-Si that has been completely recovered from a DAC. Further, it was observed
that r8-Si held in a DAC at ∼10 GPa transformed directly to dc-Si with a critical temperature
of 255◦C. That is, Si-XIII was not produced via DAC pressurisation under the conditions
presented in their study. Due to the open questions regarding the transformation pathways
of the phases on annealing, this present work aims to address several of the issues regarding
annealing of the bc8/r8 mixed structure in Chapter 6.
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Potential Models for Si-XIII
As mentioned above, Si-XIII is a new phase of Si that has only been observed from annealing
of the bc8/r8 mixed structure formed via indentation. Many theoretical studies have been
published on the energetically plausible phases of Si (see Ref. [18] and the references within),
of which two are particularly relevant in regards to the possible structure of Si-XIII. Zhao et
al. modelled a tetragonal structure with 12 atoms in its unit cell (t12-Si, P42/ncm, cdp) [116].
The simulated Raman spectrum of t12-Si was found to have several peaks that matched those
experimentally observed for Si-XIII. A second potential structure was reported by Mujica et
al. who found a tetragonal structure with 20 atoms in its unit cell (P41212, tP20) which they
suggest is an even more likely candidate for the structure of Si-XIII than the t12-Si phase [23].
An attempt to characterise Si-XIII using synchrotron-based XRD data is presented in Ap-
pendix A. The agreement between the structures predicted and the XRD data is also briefly
discussed.
2.6 Other Methods for Forming Exotic Phases in Si
While this work is primarily focussed on indentation as the method for forming exotic phases, it
is important to acknowledge that (in addition to DAC- and indentation-induced pressure) there
are two other methods to form these phases. The use of laser-induced pressure/temperature
to phase transform dc-Si and the use of Si-rich chemical precursors are briefly covered below
for completeness.
2.6.1 Laser-induced Phase Transformation of Si
Several studies have reported the formation of exotic Si phases after femtosecond pulsed-laser
irradiation. Laser irradiation of the surface of a Si sample produced several observed laser-
induced processes, one of which is phase transformation. In earlier studies, a-Si was reported
within the phase transformed regions [117, 118]. More recent studies have also reported the
presence of r8-Si [119, 120] as well as Si-VIII [121]. However, the other laser-induced pro-
cesses (such as laser ablation and surface rippling [122]) interfered with the process of phase
transformation.
By focussing the laser through a transparent capping layer to a point below the surface,
subsurface micro-explosions could be induced using fs-laser pulses. Rapp et al. reported
>TPa pressures and >105 K temperatures via these explosions [34]. This caused a transition
from dc-Si to a dense plasma, which cooled and decompressed at an ultra-rapid rate after
fs-laser pulsing. Under such extreme non-equilibrium conditions, two new exotic phases of Si
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were observed within the recovered sample. The first is a simple tetragonal structure with 12
atoms in its unit cell (st12-Si) which has previously never been found experimentally for Si but
is well known for the sister group IV element Ge [123]. The second is a body centred tetragonal
structure with 8 atoms in its unit cell (bt8-Si). It was suggested that such phases could be
formed via laser-induced subsurface micro-explosions due to the ultra-rapid decompression
resulting in transformation directly from the denser, non-(β-Sn) metallic phases [34] (possibly
similar to the reported formation of the tetragonal phases Si-VIII and Si-IX [64]).
2.6.2 The use of Chemical Precursors
Exotic phases of Si have also been synthesised from a Si-rich precursor material. One such
method is to react Si-rich molecular materials (such as Li3NaSi6) with the appropriate catalysts
to remove the Li and Na components [124]. Schenering et al. reported that the remaining
Si chains combine while retaining much of their structure to form a phase known as allo-Si,
which is considerably less dense than dc-Si.
A second method is to produce Si clathrates. A clathrate is a structure where molecules of
another element are physically caged within a Si structure [125–128]. The non-Si element
can be removed from the precursor which produces a pure Si phase that retains the clathrate
shape [129]. Gryko et al. produced a structure with 136 atoms in its unit cell (Si136) from a
NaxSi136 precursor [130]. Kim et al. formed a structure with 24 atoms in its unit cell (Si24)
from a Na4Si24 precursor [33]. They further reported that Si24 is ∼7% less dense than dc-Si.
This is in contrast to the phases formed via pressure application which are all denser than
dc-Si.
2.7 Relevant Properties of the Exotic Phases of Si
2.7.1 The bc8 Phase
Electrical Properties
As the first metastable phase of Si to be recovered from a DAC, bc8-Si was initially observed
to be “more metallic than ordinary [dc-]Si” [32]. More recent studies report that nanoparticles
of bc8-Si may be useful for multiple exciton generation solar energy conversion [131] that may
overcome the Shockley-Queisser limit [132].
Early theoretical studies have modelled bc8-Si as either a semiconductor [133] or as a semi-
metal [134, 135]. Electrical measurements on the microcrystalline bc8-Si samples recovered
from a DAC by Besson et al. reported the material to be semi-metallic with an indirect
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overlap in the band structure of 0.3 eV [115]. More recently, the formation of bulk bc8-Si [136]
has allowed for improved electrical measurements that show bc8-Si is a semiconductor with
an ultra-narrow band gap (∼30 meV) and significantly reduced thermal conductivity relative
to dc-Si [137].
Structural Properties
Bc8-Si is a body-centred cubic lattice with a Ia-3 space group [30,138]. Its atoms are located
on the 16(c) sites (x, x, x) using Wyckoff notation. Thus, the body-centred cubic structure is
defined using two structural parameters, unit cell length (ac) and atomic location parameter
(xc). Furthermore, bc8-Si can also be equivalently described by a rhombohedral lattice with
a R-3 space group [30]. Piltz et al. used this unconventional space group to better compare
bc8-Si with r8-Si (which has an R -3 space group). Under this description, the atoms are
located on the 2(c) (u, u, u) and 6(f) (x, y, z) sites. Therefore, the rhombohedral structure
is defined using six structural parameters, unit cell length (a), unit cell angle (α), and atomic
location parameters (u, x, y, z). The rhombohedral parameters are related to the conventional
cubic parameters by a =
√
3
2 ac, α = 109.47
◦, u = 2xc, x = 0.5, y = 0, z = 0.5− 2xc. At ambient
pressure, ac = 6.636 A˚ and xc = 0.1003
◦ (based on former DAC studies).
2.7.2 The hd Phase
Electrical Properties
Besson et al. were the first to observe the semiconducting nature of hd-Si [115] for which they
approximated a band gap of <1 eV which was in agreement with the theoretical studies of the
time [133]. Further modelling of the phase concluded that the band gap is indirect [139,140].
There has been renewed interest in the phase due to calculations that predict that high biaxial
tensile strains of >4% can transform hd-Si into a direct band gap semiconductor [141].
Structural Properties
The structure of hd-Si is a hexagonal lattice with a P63/mmc space group [142]. The atoms
are located on the 4(f) (1/3, 2/3, z) sites. Kasper et al. report that at ambient pressure the
lattice parameters are a = 3.80 A˚, c = 6.28 A˚, z = 1/16. Interestingly, Wentorf et al. also
report that the inter-atomic distance (2.35 A˚) and the density (2.33 g/cm3) are the same as
dc-Si [32].
15
2.7.3 The r8 Phase
Electrical Properties
One of the reasons for the interest in recovering the r8 phase at ambient pressure is due to
its predicted narrow band gap semiconducting behaviour and optical properties which are
favourable for PV applications [143, 144]. The study of r8-Si has been conducted via density
functional theory (DFT) using a local density approximation (LDA). Malone et al. predict
that r8-Si is a narrow band-gap semiconductor with a band-gap of 0.24 eV with a far greater
absorption than dc-Si across a significant portion of the solar spectrum [143] (as shown in Fig.
2.3). Further, it has also been predicted that r8-Si has a lower effective mass for charge carriers
than dc-Si which allows for greater carrier mobility given identical crystal size/purity [144].
Fig. 2.3: The calculated optical absorption coefficient (α) for r8-Si is plotted in comparison
with the coefficients for dc-Si, polycrystalline dc-Si, and a-Si. A solar absorption spectrum is
also included for additional information. Adapted from Ref. [143]
Structural Properties
The structure of r8-Si is a rhombohedral lattice with a R-3 space group [30, 63]. Similar to
bc8-Si, the atoms are located on the 2(c) (u, u, u) and 6(f) (x, y, z) sites. Crain et al. report
that, at 8.2 GPa within a DAC, a = 5.609 A˚, α = 110.07◦, u = 0.2921, x = 0.4580, y =
-0.0369, z = 0.2645. A phase-pure sample of r8-Si has not yet been recovered at ambient, thus
no structural parameters for ambient r8-Si exist in the literature.
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2.7.4 The bc8/r8 Mixed Structure
Experiments have reported r8-Si is semiconducting by studying the electrical response of the
bc8/r8 mixed structure to varied doping levels [77]. However, this study assumes the bc8-Si
does not contribute due to its semimetallic nature [115]. More recent studies of the nature
of bc8-Si [137] would suggest that this semiconducting nature would be better attributed to
the bc8/r8 mixed structure as a whole. Further, the mixed structure has been shown to have
comparable resistivity to dc-Si given similar crystal size [77].
Extracting the r8-Si contribution from the mixed structure is complicated by the fact that
the ratio between the r8 and bc8 phase within the mix is not known. Attempts to calculate
this phase fraction have been made previously. Using Raman microspectroscopy, Ruffell et
al. compared the intensity of the r8-Si Raman peak at 355 cm−1 to the bc8-Si peak at 438
cm−1 and observed that the ratio between these two phases was always 4:1 in the favour
of the 355 cm−1 peak independent of the size of the transformed region or the surrounding
material. They interpreted this result to represent the bc8/r8 mixed structure as being 80%
r8-Si and 20% bc8-Si. A comparison of these peaks has been previously employed in other
studies, such as the initial observation that two phases are present [38], as a rough indicator
of the predominance of a phase [44], or as a preliminary measurement of the transformation
temperature of r8-Si [93]. However, there still exist factors that must be considered before
making such a translation from peak intensity ratios to fractional volume. Most importantly,
the intensity is not only dependent on scattering volume; it is also dependent on the Raman
scattering cross-section, a value that differs between materials phases [145]. Secondly, there is
also the assumption that the phases are homogeneously spread in the scattering volume despite
the fact that the phases are reported to not be homogeneous within a residual impression [50].
Thus, an accurate ratio has yet to be reported.
This thesis aims to address this paucity of information regarding the phase ratios in Chapter
4. Some optical measurements on the mixed structure are also presented within that chapter.
17
Chapter 3
Experimental Methods
This chapter presents an overview of the experimental techniques used in this thesis. The
technique used to induce pressure-induced phase transformations in Si within this work is
indentation. The stress experienced by the sample during indentation was modelled by the
simulation package Elastica [146]. The thermal stability of exotic Si phases was examined using
both thermal and laser annealing. Residual indents were characterised using several methods
to measure the phases present as well as other forms of plastic deformation. These methods
include Raman microspectroscopy, X-ray diffraction (XRD), and cross-sectional transmission
electron microscopy (XTEM). Samples measured by XTEM were thinned to electron trans-
parency using focused ion beam (FIB) milling. The XRD results were radially integrated
using the computer program Dioptas [147]. Rietveld refinement and peak fitting for these
results was achieved using the computer program GSAS-II [148]. Finally, measurement of the
optical properties of the residual indents was performed using optical spectrophotometry and
photoluminescence microspectroscopy.
3.1 Indentation
Indentation was first developed as a method to measure hardness. Historically, a hard mate-
rial (such as a steel or tungsten ball) was pressed into a material using a known force and the
residual impression optically observed [149]. The hardness of the material could then be cal-
culated by dividing the applied force by the optically measured size of the residual impression,
commonly known as Meyer’s hardness [150]. The use of optical microscopy to measure the
residual impression created a physical lower limit for the size of the impressions that could be
measured. In particular, this limitation prevented the hardness measurement of thin films as
the indentation depth must generally be <10% of the film thickness to avoid interference from
the substrate [151]. Hence very low loads leading to impressions below the optical limit were
required to measure the hardness of thin films. Instrumented indentation, often referred to as
nanoindentation, overcomes this limitation by introducing in situ measurement of the indenter
tip’s penetration depth [152]. That is, the applied force and the corresponding penetration
depth are independently measured throughout force loading and unloading. By plotting the
force and depth during loading and unloading (load/unload curve), the hardness of the ma-
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Fig. 3.1: Typical load/unload curves collected from indentation showing (a) elastic and (b)
plastic behaviour.
terial can be extracted if the shape of the tip is known precisely [72, 73]. Interpreting these
load/unload curves is covered in more detail below. Further differences from the early days
of indentation include replacing the steel or tungsten ball with a much harder indenter tip,
commonly made from diamond [149]. Such diamond tips are available in a variety of shapes,
where shape affects the mechanical response of the sample by varying the pressure distribu-
tion [38,51]. One key advantage of instrumented indentation that is exploited in this thesis is
that the loading cycle can be controlled, and thus the tip may be held at a desired load for a
set amount of time before further loading/unloading. The introduction of this hold duration
results in an interesting variety of loading possibilities.
Two indentation load/unload curves are presented in Fig. 3.1. A curve from indentation that
responded elastically is shown in Fig. 3.1(a). For indents that respond elastically, the loading
and unloading curves overlap and there is no residual depth after complete pressure removal.
Figure 3.1(b) shows an indent that has responded plastically. In this case, the unloading
curve departs from the load curve and a residual depth remains even after complete pressure
removal.
Load/unload curves can be used to determine a material’s mechanical properties. A schematic
of a load/unload curve with several important parameters indicated (from Ref. [153]) is pre-
sented in Fig. 3.2(a). The parameters are the maximum applied load (Pmax), maximum
penetration depth (hmax), final depth (hf ), and the contact stiffness from the upper section
of the unload curve (S = dP/dh). A schematic of the unloading process showing parameters
relating to the contact area geometry at maximum loading and complete unloading (from
Ref. [153]) is presented in Fig. 3.2(b). The important parameters are the contact depth (hc)
and sink-in depth (hs). For a given indenter geometry, the Oliver and Pharr method calculates
the hardness (H) and elastic modulus (E) using these parameters [72]. A brief overview of this
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Fig. 3.2: From Ref. [153]: (a) Schematic of a load/unload curve showing important measured
parameters. (b) Schematic of the unloading process showing important parameters regarding
the contact geometry.
method is presented here. For further details, please refer to Ref. [72,153].
This method begins with the relationship between the stiffness and the reduced modulus (Er)
as presented in Refs. [154–158]:
Er =
√
pi
2
S√
A
=
1− v2
E
+
1− v2i
Ei
(3.1)
where A is the projected contact area, vi and Ei are the Poisson’s ratio and elastic modulus
for the indenter, and v and E are the same properties for the sample.
As the stiffness at initial unloading can be measured from the slope of the load/unload curve,
the elastic modulus can be determined if the contact area at peak load is known. The contact
area is related to the contact depth by a tip area function [i.e. A = F(hc)]. This area function
is unique to each indenter tip and is established for each tip by indentation into a material of
known elastic modulus prior to indentation of the sample. In this work, the tip area function
of the tips used were determined by indenting fused quartz (E = 69.9 GPa).
The contact depth can calculated from the maximum indentation depth by the equation:
hc = hmax − Pmax
S
(3.2)
where  is a constant that is dependent on tip geometry (for example  = 0.72 for a conical
tip, while  = 1 for a flat punch) and hmax = hc + hs [159]. Note that this calculation of the
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contact depth does not account for the piling up of material outside of the contact area. That
is, the impact of any material that flows out from under the tip during loading is assumed to
be negligible.
Further, once the contact area is determined, the hardness (H) can be calculated from the
known geometry of the indenter tip using:
H =
Pmax
A
(3.3)
3.1.1 Interpreting Si Load/Unload Curves
For many materials (such as Si), much information can be extracted from the load/unload
curves. In particular, discontinuity events may be present within the curve that may be in-
dicative of the sample deforming plastically in a specific manner [46, 92]. Figure 3.3 presents
two typical load/unload curves collected from indentation in dc-Si using a spherical tip. The
curve in Fig. 3.3(a) contains two pop-in event (indicated by the red arrows), which are discon-
tinuities in the loading curve. These have previously been associated with a transformation
to a denser metallic β-Sn phase [92] or alternatively to the nucleation and propagation of
defects or cracking. As mentioned previously in Section 2.3.1, the term crystalline defects is
used within this thesis to include defects such as dislocations [96] and slip [39, 40]. It should
be noted that pop-in events due to transformation to the β-Sn phase has been observed to
arise as a result of a sudden extrusion of the metallic phase from under the tip [39]. Multiple
pop-in events can be observed within a single loading curve as phase transformation and defect
nucleation may occur multiple times within the same indent.
The pop-out event observed in the curve shown in Fig. 3.3(b) (indicated by the blue arrow)
is a discontinuity in the unloading curve. Pop-outs can be associated with the sudden density
decease (i.e. volume increase) from the transformation of the high density (β-Sn)-Si to the
less dense bc8/r8 mixed structure [46]. Thus, the presence of a pop-out discontinuity during
unloading signifies a phase transformation has occurred during the unloading process, which
requires a dc-Si to (β-Sn)-Si transformation to have occurred during loading. In this thesis,
the discontinuities (pop-ins and pop-outs) were used as an early indicator as to what type of
plastic deformation was present within the residual impression. Note that, while a pop-out
event is definitely an indicator of the formation of a significant volume of the bc8/r8 structure
under the indenter, it has been suggested that the initial load at which transformation from
(β-Sn)-Si to the bc8/r8 structure first occurs does not necessarily correspond to the load at
which a pop-out is observed [93,160].
Figure 3.4 presents a typical load/unload curve that includes a hold interval at the maximum
load. This curve differs slightly from those often presented in other studies [39, 51, 92, 161]
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Fig. 3.3: Typical load/unload curves from dc-Si indentation showing (a) two pop-in events (red
arrows) that indicates the nucleation and propagation of crystalline defects or formation of the
metallic β-Sn phase and (b) a pop-out event (blue arrow) that indicates the transformation
to the bc8/r8 phase from the denser metallic phase
due to the change in penetration depth at maximum load due to the hold duration. This
displacement is due to either thermal drift during the hold period or to creep in the sample
under load, the impact of which is discussed below in Section 3.1.1. It should be noted that
a hold interval is used as a method of instrumental drift analysis in other studies although
this is often during unloading [162]. However, in Hysitron indenters such as the ones used
in this work, the drift analysis is performed before loading. This pre-load drift analysis is
automatically accounted for in the final load/unload curve. The hold interval included in this
work is not to calculate drift but solely for the purpose of promoting nucleation limited plastic
behaviours.
Drift
As discussed above, the load/unload curve of indentation in Si may contain information regard-
ing phase changes and other plastic deformation behaviours. Due to effects such as thermal
drift, care must be taken to ensure the curve accurately represents the deformation of the
sample and is not instead dominated by artefacts [163, 164]. Oliver et al. report that, even
if the system is thermally buffered from the surrounding environment, small thermal fluctua-
tions will still exist within the indentation system’s components [72]. Due to such fluctuations
in temperature between the indenter and the sample, heat transfer may occur upon contact
which causes thermal drift [165]. This leads to changes in the measured depth that are in-
dependent of the sample’s response to indentation. To minimise this effect, the instrument
used here conducts a drift analysis prior to each indentation. This involves placing the tip in
contact with the sample at a very low load (2 µN). Then, the drift is given time to stabilise
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Fig. 3.4: A typical graph showing the measured depth versus load during indentation
(load/unload curve). The segments associated with the loading, holding at maximum load
and unloading are indicated. The factors contributing to the change in depth during the hold
are discussed in Section 3.1.1.
(typically 20 s). After stabilising, the affect of drift on the depth is analysed (typically over 20
s). The final calculated drift value (in nm/s) is then subtracted from the measured depth in
the load/unload curve. The corrected load/unload curve is then used to calculate estimated
hardness as indicated earlier. In many of the measurements presented in this thesis, the tip is
also held at maximum load for an extended period of time (up to 60 minutes). Due to such
long time periods, the drift value calculated at the start of the indent may not be accurate,
especially in the indents with longer hold durations. The error in the drift due to this dif-
ference can not easily be decoupled from change in depth due to other factors such as phase
transformation from dc-Si to the denser β-Sn phase or even creep of the sample under load
following phase transformation. The implications of this issue during hold time experiments
conducted in this work is that the changes in depth during the hold period cannot be used to
measure the rate at which the sample transforms between phases of differing density.
3.1.2 Indentation System Details
Two different indentation systems were used in this work to induce phase transformations. A
Hysitron TI 950 capable of applying a maximum load of 10 N was used to perform the majority
of the pressure-induced phase transformations [166]. An Ultra-Micro Indentation System
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Fig. 3.5: SEM image of the (a) ∼22 µm diameter indenter tip and (b) ∼60 µm diameter
indenter tip used in this work.
(UMIS-2000) was also used for this purpose to maintain consistency with previous studies.
Spherical indenter tips where chosen for both of the indentation systems as they produce a
lower pressure gradient in the material which is beneficial for phase transformation [55].
The TI 950 Hysitron Triboindenter fitted with a 3D OmniprobeTM is capable of applying a
maximum load of 10 N. This indenter was used to form pressure-induced phase transformation
in dc-Si. Two spherical diamond indenter tips were used. One had a diameter of ∼22 µm, the
other had a diameter of ∼60 µm [as shown in Fig. 3.5]. Features on the surface of the larger
tip were previously reported to have a negative impact on phase transformation volume and
shape within certain maximum load regimes [55]. That is, at lower loads the scarring on the
tip would act as an indenter with significantly smaller radius and create phase transformed
regions inconsistent with the expected size/shape of indenter tip. Thus, care was taken to only
utilise this tip for high loads outside of these regimes. This indentation system is also capable
of holding the sample at a specified force for prolonged periods of time. This is useful for
probing nucleation limited behaviour. A UMIS-2000 capable of applying up to 1 N maximum
load was also used to induce phase transformations. A spherical diamond indenter tip with a
diameter of ∼40 µm was used (not shown).
3.1.3 Indentation Simulation Software: Elastica
Pressure distributions during indentation were simulated using the program Elastica® [146].
Elastica® calculates the hydrostatic and shear stress experienced by the material during in-
dentation in the elastic regime. This is done by modelling the sample as an isotropic half-space
with user-defined Young’s modulus, Poisson’s ratio, and density. Force is applied to the sam-
ple via a spherical or Berkovich shaped indenter tip made from diamond. Such calculations
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Material Young’s Modulus Poisson’s Ratio Density
Silicon 165 GPa 0.22 2.33 g.cm−3
Diamond 1100 GPa 0.1 3.51 g.cm−3
Table 3.1: The values used for the diamond tip and [001] dc-Si sample in Elastica® simulations
on indentation pressure distribution before the onset of incipient plasticity. The values for
diamond are included with the program while the values for Si are taken from Ref. [167].
can be used to consider the pressure distribution at the onset of incipient plasticity (i.e. the
point at which plastic deformation first occurs). Importantly, the difference between the point
of maximum shear stress (which is critical for the nucleation and propagation of crystalline
defects) and the point of maximum hydrostatic stress (which is critical for phase transforma-
tion) at incipient plasticity can be obtained and such data are discussed in Chapter 5. The
values used to simulate the tips and the samples are presented in Table 3.1.
3.2 Annealing
In this work, thermal annealing was used to promote physical changes in the sample structure
including phase transformation or to relax a-Si. In particular, annealing was used to drive
the transformation from the bc8/r8 mixed phase to other thermally-induced phases, with the
thermally stable dc-Si phase the final state as detailed previously in Section 2.5. Three different
methods of annealing were used in this work. Heat stage annealing, furnace annealing, and
laser annealing. A THMS600 Linkam temperature stage was used for anneals up to 240◦C.
These anneals occurred in a flowing N2 atmosphere. A Lindburg Blue furnace filled with
an Ar2 atmosphere was used for annealing between 240
◦C - 1000◦C. Heat stage and furnace
annealing will be collectively called “thermal annealing” in this thesis where appropriate, with
the defining feature being that the entire sample is heated equally during such annealing in
contrast to laser annealing.
Laser annealing was also performed as an alternate method of heating the sample. In contrast
to thermal annealing, the heat from laser annealing is concentrated at the point at which
the laser is absorbed [168, 169] and for fast scan rates the temperature of the sample is not
uniform. Thus, the amount of energy/heat at a point within the sample is dependent on both
the laser position as well as the absorption cross-section of the material to the incident laser.
Note that different Si phases may have different laser absorption cross-sections. To achieve
an anneal that was as homogeneous as possible at the sample surface, a 532 nm laser with a
power of 400 kW.cm−2 was raster scanned across the sample at a rate of 1 µm/s. The laser
annealing magnitude is reported in laser power flux (in kW.cm−2) rather than temperature
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in this thesis, as correlation between laser annealing conditions and equivalent temperature is
dependent on the properties of the annealed material.
3.3 Raman Microspectroscopy
Raman microspectroscopy is an inelastic scattering technique that is sensitive to the local
bonding environment and vibrational modes of neighbour atoms [145]. Thus, Raman mi-
crospectroscopy is a relatively quick, non-destructive method for measuring the presence of
different crystal structures or bonding arrangements of the same element within the sample.
This inelastic scattering is due photon-phonon interactions and excites the target from one
vibrational state to another. This interaction slightly changes the energy of the interacting
photon. The change between the wavelength of the incident and emitted photon is known as
the Raman shift, which is measured in wavenumbers and has units of cm−1. As the Raman
shift is dependent on the vibrational states, this technique is sensitive to different phonon
excitations. These excitations are dependent on the local bonding of the sample, but are inde-
pendent of excitation wavelength. While the characteristic Raman peaks are associated with
the local bonding of the material, other factors may also cause slight shifts in the vibrational
energy states which may lead to shifting or broadening of the Raman peaks. These factors in-
clude (but are not limited to) residual stress, defects, temperature, crystallite size and crystal
orientation [170]. Due to varying laser absorption cross-sections, the relative intensities of the
peaks do not reflect the relative ratios of the corresponding material phases in the sample [145].
A Renishaw InVia Reflex Raman system equipped with a 532 nm laser (spot size ∼1 µm) was
used in this thesis. This system was equipped with a 50x objective lens and a 2400 lines/mm
diffraction grating. Figure 3.6 shows typical Raman spectra taken from a sample indented to
form the bc8/r8 mixed phase. A dominant peak associated with dc-Si at 521 cm−1 is commonly
observed in Raman spectra taken from residual indents presented in this work. This may be
due to the surrounding or underlying dc-Si and will be discussed on a case-by-case basis within
the results. The peaks at 385 cm−1 and 432 cm−1 are characteristic of the bc8 phase while the
peaks at 170 cm−1, 351 cm−1, and 397 cm−1 are characteristic of the r8 phase [171,172]. The
peaks associated with all the phases explored in this work are in Table 3.2 and the primary
peak of each phase is highlighted. The phonon mode is also indicated where known.
3.4 Scanning Electron Microscopy
Scanning Electron Microscopy (SEM) rasters an incident beam of electrons across a sample and
detects a selected type of emitted radiation (secondary electrons, back-scattered electrons, x-
rays, light) to give information about the surface or near-surface of the material [175]. Within
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Raman Shift (cm−1) Phase Phonon Mode Reference
301.9 dc 2TA [173]
520.3 dc TO [173]
182.4 bc8 Tg [42]
373 bc8/r8 [42]
384.2 bc8 Tg [42]
412 bc8 [42]
437.5 bc8 Eu [42]
463 bc8 Eg [42]
496 hd TO [174]
514 hd A1g [174]
164.8 r8 Ag [42]
170 r8 Eg [42]
351.9 r8 Ag [42]
397.1 r8 [42]
200 Si-XIII [44]
330 Si-XIII [44]
475 Si-XIII [44]
497 Si-XIII [44]
Table 3.2: The Raman peaks associated with the dc, bc8, r8, hd and Si-XIII phases of Si. The
primary peak of each phase is highlighted.
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Fig. 3.6: Typical Raman spectra from an indent that has phase transformed to the bc8/r8
mixed structure. Characteristic peaks associated with both the bc8 and r8 phase have been
indicated. The dc-Si peak is due to the surrounding and underlying dc-Si.
this thesis, only secondary electrons were used to form an image of the surface. Secondary
electrons are low energy electrons that are emitted from the surface due to electron-electron
interactions. As a result of their low energy, secondary electrons arise from near-surface
interactions. Thus, detection of these secondary electrons can be used to create a topological
map of the sample surface [176]. In this work, SEM imaging was used to measure the diameter
of the circular phase transformed regions that were recovered after indentation. SEM was also
used during focused ion beam (FIB) milling to help locate the region of interest as outlined
below.
SEM images of the residual indents were taken using an FEI Helios 600 NanoLab dual-beam
FIB system with an accelerating voltage of 3 kV.
3.5 Transmission Electron Microscopy
Transmission electron microscopy (TEM) involves directing a beam of highly energetic elec-
trons through a sample [177]. The electrons interact with the sample in a variety of ways,
producing signals that can be used for different measurements such as electron diffraction to
give diffraction patterns or diffraction contrast for imaging. Other measurements include fluc-
tuation electron microscopy [178] and electron-energy-loss spectroscopy [179] for monitoring
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Fig. 3.7: SEM image of a FIB thinned lamella from (a) the top and (b) the side. The Si
segment on the right is removed to disconnect the lamella from the underlying sample for
pluck out.
amorphous structure and materials density, respectively, but these techniques are not used in
this thesis. By using a sufficiently thinned sample, the dominant interaction will be elastic
scattering/diffraction in accordance to Bragg’s law. In this work, the samples will be measured
by making use of the electrons scattered in this manner.
3.5.1 Sample Thinning: Focused Ion Beam
A FIB system was used to thin the cross-sections to electron transparency for XTEM imaging.
A dual-beam FIB system, comprised of an electron beam column set at a 52◦ angle to a Ga+
ion beam column, was used. Similar to SEM, the ion beam can be raster-scanned across
the surface of the sample and the generated secondary electrons can be gathered to form an
image of the surface. As the Ga+ ions have far greater mass than incident electrons, they can
deposit far more energy in collisions with atoms of the sample which gives rise to sputtering
of the sample. Thus, a large amount of the sample can be milled away using the FIB system,
leaving only a lamella thinned to electron transparency. That same interaction with atoms of
the sample can also cause ion-implantation-induced damage to the surface of the sample. In
Si, this can result in unwanted amorphisation of the surface [180]. To avoid this unwanted
damage on the surface, a protective Pt layer is deposited over the region of interest before
ion-beam milling. This is done by bombarding a Pt-filled precursor gas with ions to promote
polymerisation of the Pt to form an adsorbed layer over the sample [181]. As the cross-section
for polymerisation is dependent on the energy of the bombarding particle [182], a similar but
slower process can also be performed using the electron beam.
Figure 3.7 shows a sample after undergoing the following FIB thinning process. First, the
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residual indent is located using only the electron beam. Then, a 1 × 10 µm2 thin layer of
Pt is deposited onto the region of interest using the electron beam before any imaging with
the ion beam is performed. With the surface protected, the system is tilted to 52◦ and the
residual indent is located using the ion beam. A second, thicker protective layer of Pt is then
deposited using the ion beam. This layer covers the same area as the first layer and is ∼1 µm
in thickness. The sample on either side of the protected region is then milled away until only
a 10 µm wide, 5 µm deep and 1 µm thick lamella remains. At this point, the sample is tilted
to 7◦ (i.e. 45◦ relative to the ion beam) and a “J cut” is performed [as shown in Fig. 3.7(b)].
A J cut involves cutting the lamella free from the underlying sample along the bottom and
partially free on the right. Thus, after the J cut, the lamella is attached to the surrounding
sample only by a small region of material on the right. The sample is returned to a tilt of 52◦
and the lamella is further thinned to ∼300 nm thick. Due to the residual stress within the
residual impression, final thinning was not done across the whole lamella to maintain stability.
Instead, a smaller 4 µm window in the centre of the lamella was thinned until a final thickness
of 100 - 200 nm was reached. This final thinning was done with an ion beam current of 93
pA which was found to produce minimal unwanted amorphisation of the sample surface. Any
unwanted amorphisation that did exist did not cause any significant interference in the XTEM
imaging. After thinning, the final connection to the underlying material is milled away to cut
loose the lamella. The lamella is then lifted off the sample using a glass needle, attached to a
micro-manipulator, and placed on a TEM grid in preparation for XTEM imaging. As several
rough milling steps are automated, markers (fiducial) are present on either side of the lamella.
These markers were used by the automated program to realign the sample after each milling
step.
All the steps involved are presented in greater detail in Table 3.3. The dual-beam FIB used
for this work was a FEI Helios 600 NanoLab dual-beam FIB system.
3.5.2 Sample Measurement: Cross-sectional TEM
Diffraction off the sample’s crystal lattice results in a diffraction pattern characteristic of the
sample. Figure 3.8(a) shows one such diffraction pattern taken from a dc-Si (large spots) with
evidence of twinning (smaller spots in between). The central spot consists of the electrons that
were not diffracted by the sample. Further, TEM is capable of producing high magnification
images using individual spots taken from this diffraction pattern. A bright field (BF) image
is created when only the central spot is used to form an image. The central spot consists
primarily of undiffracted electrons. Thus, the contrast in the BF image is sensitive to changes
in the diffraction cross-section across the sample and therefore changes in crystallite size,
crystal structure, or orientation. In this work, cross-sectional TEM (XTEM) BF images of
residual impressions recovered after indentation [such as that shown in Fig. 3.8(b)] were used to
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Deposition Area Tilt Current Voltage Thickness
Electron Beam Deposition 1 µm x 10 µm 52 ◦ 1.2 nA 2 keV ∼100 nm
Ion Beam Deposition 1 µm x 10 µm N 0.46 pA 30 keV 1 µm
Milling Area Tilt Current Voltage Depth
5 µm 9 nA
Distance from Pt 2 µm 2.8 nA 5 µm
0 µm 0.93 nA
J Cut N/A 45 ◦ 0.93 nA 30 keV 2 µm
500 nm 0.48 nA
Total Thickness 300 nm ±3 ◦ 0.28 nA 6 µm (inc. Pt)
100 nm 93 pA
Table 3.3: The conditions for the steps involved in the preparation of XTEM samples. The
tilt is given relative to the Ga+ beam column.
image the depth of any phase transformed regions as well as give information on any crystalline
defects that may be present in the surrounding material. In this image, the transformed region
can be clearly differentiated from the surrounding dc-Si. Additionally, dark bands from bend
contrast can also be observed in the surrounding dc-Si material. Residual stress present in the
sample combined with reduced rigidity for a thinned sample can cause the sample to bend.
Due to this bending, parts of the crystal across the sample can come into and out of satisfying
the Bragg conditions. Thus, darker bands in the BF image are created. The bend contours
are due to the interaction between the residual stress within the indents and do not represent
any plastic deformation (such as crystalline defects) within the sample before thinning.
Secondly, an aperture may be inserted such that the diffraction pattern is formed from only
a small, selected area admitted through said aperture. This selected-area diffraction pattern
(SADP) is used to identify the crystal structure of the phases within the selected area. A SADP
taken from the region circled in Fig. 3.8(b) is shown in Fig. 3.8(c). Unlike the diffraction
pattern shown in Fig. 3.8(a), this SADP is dominated by reflections associated with the
bc8/r8 structure found within the selected area. The distance between each reflection and the
central, undiffracted beam is inversely proportional to the d -spacing of the crystal structure.
Thus, the reflections form a unique signature that represent the presence of different crystalline
structures. Diffuse rings can also be observed when the electron beam is diffracted through
an amorphous structure.
Finally, an image may be formed using only a single diffracted reflection, which is known as
a dark field (DF) image. In a DF image, only the structure from which the selected reflection
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Fig. 3.8: (a) A diffraction pattern of dc-Si (with slight twinning) (b) A BF XTEM image of
a phase transformed bc8/r8 region after indentation. (c) A SADP taken from the indicated
region in (b) showing the presence of the bc8 and r8 phase. (d) DF XTEM taken from
the reflection indicated in (c) showing the crystalline region from which the chosen reflection
originates. The d -spacing of the selected reflection is 2.7 A˚, which is associated with the [211]
plane of bc8-Si. The dark bands observed below the phase transformed region in (b) and (d)
are bend contours due to the sample bending under the residual stress present in the bc8/r8
mixed structure.
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Phase Space Group Lattice Parameters Atomic Position Reference
dc-Si Fd-3m a = 5.4307 A˚ [184]
bc8-Si Ia-3 a = 6.636 A˚ x = y = z = 0.1003 [32]
hd-Si P63/mmc a = 3.80 A˚ [142]
c = 6.28 A˚
r8-Si R-3:r a = 5.620 A˚ x = 0.5, y = 0, z = 0.299 [30]
γ = 110.07◦ x = y = z = 0.25
Table 3.4: The space groups and structural parameters of the Si phases present in this work.
originates is prominent within the image. Figure 3.8(d) shows a DF image taken using the
bc8-Si spot circled in Fig. 3.8(c). Unlike the BF image, the majority of the DF image is
dark with only the bc8-Si crystals that are associated with the selected reflection having a
significant amount of intensity. DF XTEM images are useful for measuring the distribution of
crystallites of a particular structure present in the SADP.
The reported space groups and structural parameters of the Si phases observed in this work
are presented in Table 3.4. The d -spacing for the phases calculated, using these values, are
presented in Table 3.5. The space group for r8-Si (R-3 ) can be defined using hexagonal
parameters or rhombohedral parameters. In the literature, it has exclusively been defined
using the rhombohedral parameters (R-3:r).
A Philips CM 300 running at 300 keV was used for all TEM images presented in this thesis.
Standard DF and BF conditions were used [183].
3.6 X-ray Diffraction
X-ray diffraction (XRD) directs an incident beam of photons through a crystalline structure
to produce a diffraction pattern that contains information about the crystal lattice properties
[185]. While the electron-diffraction-based technique (SADP) is used as the primary method
for sample characterisation within this thesis, XRD is also used within this work due to one key
difference. Unlike in electron diffraction that measures only a selected area of a thinned sample,
XRD can measure a larger representative volume. This is due to x-rays interacting more weakly
with the sample than electrons (i.e. less energy loss), allowing them to penetrate through a bulk
sample. Thinning is not required for the purposes of this particular technique. Therefore, XRD
probes a much larger sample volume than electron diffraction, which is especially important
for powder diffraction. The larger region probed ensures that many different orientations are
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dc-Si bc8-Si hd-Si r8-Si
hkl d -spacing (A˚) hkl d -spacing (A˚) hkl d -spacing (A˚) hkl d -spacing
111 3.125 110 4.695 100 3.29 100 4.501
220 1.920 200 3.318 002 3.14 1-1-1 3.219
311 1.637 211 2.709 101 2.91 2-1-1 2.659
220 2.346 102 2.27 20-1 2.638
321 1.774 110 1.90 0-1-1 2.579
400 1.659 103 1.77 2-1-2 2.050
200 1.65 1-1-2 2.022
112 1.63 3-2-1 1.741
30-2 1.735
3-10 1.718
Table 3.5: The d -spacing values of the Si phases, calculated using the values presented in
Table 3.4.
measured, creating a more complete picture of the crystal lattice. Further, more reflections are
also present in an XRD pattern compared to a SADP taken using TEM. Thus, the resulting
intensities in XRD measurements can be used to determine values such as phase fraction of a
particular phase within a mixed structure.
XRD images can be broadly categorised into two groups. These groups are single crystal sam-
ples and powdered samples. Diffraction from a crystal sample results in reflections that form a
2-dimensional lattice, while the reflections from a powdered sample forms rings. In this work,
the bc8/r8 structure was treated as a powdered sample as the polycrystalline bc8/r8 mixed
structure was better approximated as a powder than a single crystal. All XRD measurements
were taken at the Advanced Photon Source (APS) at Argonne National Labs. The APS is a
3rd generation synchrotron x-ray source. A synchrotron is a particle accelerator that uses a
magnetic field to guide electrons moving at close to the speed of light in a closed loop. As the
electrons are accelerated (i.e. their direction is changed) by the magnetic field, photons are
emitted tangentially with a relatively wide range of wavelengths. An insertion-device (ID),
comprised of an array of alternating magnetic fields, is placed in the closed loop. Such devices
guide the electron beam into a sinusoidal path which creates many tangential photon beams.
These tangential beams positively interfere, producing a beam of monochromatic X-rays with
a well-defined energy. It should also be noted that the produced beam is highly polarised in
the plane of the closed loop.
Two different IDs were used for the XRD results presented. The HP-CAT 16-ID-B beamline
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Fig. 3.9: XRD pattern taken from a powder dc-Si sample (a) before and (b) after integration
via Dioptas [147]. The regions that are blanked on the detector and the beam stop are masked
out and not included in the integration.
was used for the XRD data taken from the Si-XIII samples, and the 34-ID-E beamline was
used to characterise the bc8/r8 structure. Figure. 3.9 shows an XRD pattern of powdered dc-
Si and the same pattern after integration using the software package Dioptas [147]. The black
lines present in Fig. 3.9(a) are due to the detector set-up and are masked before integration
so that they do not interfere with the final result. These integrated patterns can be used for
calculating the crystal structure of a phase or the ratio between two mixed phases via Rietveld
refinement. Refinement was performed using the second version of Generalized Structure
Analysis System (GSAS-II) [148].
3.6.1 Profile Fitting Software: GSAS-II
GSAS is a software package used for fitting crystal structures to integrated diffraction data to
create XRD profiles such as the data shown in Fig. 3.9(b). The second edition of this program
(GSAS-II) was used to perform Rietveld refinement in this work. Rietveld refinement is a
technique developed for characterisation of powder diffraction data [186]. It uses a least
squares refinement process to refine a calculated profile to an observed profile. The calculated
profile is based on several parameters. Some parameters are related to experimental setup,
while others are related to the crystal structure of the sample. The unit cell parameters
required for this work are the space group, the unit cell, the atomic positions, and the phase
fractions. Approximate values for these critical parameters are input into the program and
refined to produce the best possible least squares fit to the observed data. A reduced χ2 value
(designated“goodness-of-fit”or GoF by the software) is used by GSAS-II to give a quantitative
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measure of the fit between the observed and calculated profiles. For reference, the acceptable
fits from the GSAS-II tutorials have GoF values between 3.44 and 5.63. Qualitative assessment
of the fit is also heavily employed due to the unreliability of a single number encapsulating all
the factors involved in a Rietveld refinement.
Rietveld refinement was used to calculate the phase fraction of the r8 phase in the bc8/r8
structure. It was further used to identify the peaks associated with the hd-Si phase in a
hd-Si/Si-XIII mixed structure.
3.7 Spectrophotometry
A spectrophotometer measures the intensity of transmitted/reflected light as a function of
wavelength. The transmitted/reflected intensity is commonly measured as a percentage of
the incident light. The amount of incident light that is absorbed by the sample can also be
measured by subtracting both the amount of reflected and transmitted light from the total
incident light (i.e. A% = 1 - T% - R%).
There are three key components of the system used in this thesis that the incident light has to
pass through. They are the lens, the integrating sphere (a sphere coated in a highly reflective
material) and the detector. For transmission measurements, the sample is placed before the
integrating sphere. The lens focuses the light onto the sample into a rectangular shape of ∼2
mm2 area. For reflectance measurements, the sample is placed after the sphere and the lens
focuses the light onto the sample into a circle also of ∼2 mm2 area. The spectrophotometer
was used to measure the absorption of the bc8/r8 mixed structure in this work. The regions
of the bc8/r8 structure formed generally comprised of <10% of the ∼2 mm2 spot size.
A PerkinElmer Lambda 1050 UV/Vis/NIR spectrophotometer equipped with an InGaAs de-
tector was used.
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Chapter 4
Properties of the bc8/r8 Mixed Structure
This chapter explores the nature of the bc8/r8 mixed structure. A process is presented that
aims to quantify the respective phase fractions of bc8-Si and r8-Si in the indentation-induced
mixed-phase structure. The ratio is calculated using X-ray diffraction (XRD) data that is
analysed using Rietveld refinement. Using this ratio, the reflectance and transmission of the
bc8/r8 structure is measured using a spectrophotometer, and the absorption coefficient is
calculated.
4.1 Background
The r8-Si phase has been predicted to have desirable optical and electrical properties for
photovoltaic (PV) applications [143,144]. However, significant volumes of this phase have not
been recovered after pressure removal within a diamond anvil cell (DAC). Thus, the presence
of metastable r8-Si in the bc8/r8 mixed structure recovered after indentation is of significant
technological interest. Further, the calculated properties reported by Malone et al. are for a
phase-pure sample of r8-Si. This raises the question as to whether there is a sufficient amount
of r8-Si within the mixed structure for these desirable properties to be both measurable and,
if they are measurable, for the bc8/r8 mixed structure to be technologically viable.
The r8-Si Phase Fraction
A previous attempt to calculate the phase fraction of r8-Si within the bc8/r8 structure has been
made using Raman microspectroscopy [41]. However, such Raman peak ratios are affected by
differing scattering cross-sections between different phases [145] and the fact that the Raman
cross-sections are not known for bc8-Si or r8-Si. An alternative technique that can be used to
determine phase fractions is XRD, which is commonly used for characterisation of crystalline
materials [187]. There are several reasons that such a measurement using XRD has not
previously been reported. Most importantly, a significant volume of the bc8/r8 mixed structure
is required in order to generate sufficient signal to allow for Rietveld refinement. The method
used to overcome this issue in this work is presented below in Section 4.2.1. Even with sufficient
signal, phase fraction refinement is non-trivial. This is due to the fact that XRD signals from
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(nominally) phase-pure bc8-Si and phase-pure r8-Si are quite similar [30]. Moreover, the
structural parameters for r8-Si at ambient pressure have not previously been reported. The
following is a brief review of previous refinements of bc8-Si and r8-Si. It should be noted
that the atom location parameters are the same for both bc8-Si and r8-Si (i.e. u, x, y, z) as
established in Section 2.7.
Fig. 4.1: Rietveld refinements of (a) bc8-Si at ambient and (b) r8-Si at 8.2 GPa. Figure adapted
from Ref. [63]. The incident wavelength is 0.4652 A˚. The d -spacings have been included above
each plot to aid comparison.
Crain et al. were the first to report the presence of r8-Si during unloading within a DAC [63].
Figure 4.1 shows XRD profiles from bc8-Si and r8-Si adapted from Ref. [63]. The authors
state that the profiles of bc8- and r8-Si are clearly related. In a further study, the same
authors suggest that a prominent difference in the profiles is the splitting of the strong [211]
and [321] bc8-Si peaks into doublets in the r8-Si profile with a 2:1 intensity ratio [30]. Piltz et
al. further noted that, on top of the conventional Ia-3 space group, bc8-Si can be described
by the same R-3 space group that is attributed to r8-Si (as mentioned in Section 2.7.1).
That is, by converting the structural parameters of bc8-Si into this rhombohedral cell, a more
direct comparison between bc8-Si and r8-Si was possible. The rhombohedral structure will be
used for bc8-Si for the rest of this chapter to facilitate comparison between these two phases.
The rhombohedral cell parameters at different pressures presented within Ref. [30, 63, 138]
are shown in Table 4.1. There is a clear similarity between the reported values for bc8-Si
(at ambient) in the first column, and the reported values for r8-Si (at 8.2 GPa) in the final
column. Finally, Crain et al. noted that the unit cell parameters for both the bc8 and r8
phase were dependent on the applied pressure. From these trends the unit cell parameters
at 2 GPa, the transition pressure at which bc8- and r8-Si are expected to be able to coexist,
were extrapolated. (No such trends were reported for the atomic position parameters, hence
the absence of extrapolated values for these parameters.) The unit cell parameter values of
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Parameter Kasper Piltz Piltz Piltz Piltz Crain
Phase bc8 bc8 r8 r8
Pressure Ambient 2 GPa 2 GPa 8.2 GPa
a (A˚) 5.747 5.748 5.716 5.712 5.620 5.609
α(◦) 109.47 109.47 109.47 109.99 110.07 110.07
u 0.201 0.201 0.2922 0.2921
x 0.5 0.5 0.4597 0.4580
y 0 0 -0.0353 -0.0369
z 0.299 0.299 0.2645 0.2641
Table 4.1: The rhombohedral structural parameters of the bc8 and r8 phases from Ref. [30,63,
138]. The values for Kasper et al. have been converted from cubic parameters to rhombohedral
parameters via the method presented in Ref. [30]. The values in bold are extrapolated by Piltz
et al. using the Birch Murnaghan equation of state [188] with B0 = 96 GPa for r8-Si, B0 =
120 GPa for bc8-Si, and B0’ = 5 for both phases.
the two phases were in such close agreement that Piltz et al. concluded that the difference in
cell volume is mostly due to the change in cell angle and not cell length. That is, the main
difference between the bc8 and r8 phase at a pressure where both phases can coexist in a DAC
is a change in unit cell angle of ∼0.5◦. This explains the similarity in the XRD signal from
bc8- and r8-Si.
The other reason for the absence of XRD studies reporting the phase fraction of r8-Si is the
inability to recover phase-pure r8-Si at ambient pressure. Thus, no structural parameters have
been reported for ambient pressure. Further, there is no consensus regarding the residual stress
experienced by the bc8/r8 mixed structure. As a well-documented set of starting parameters
for r8-Si at ambient is unavailable, the parameters for r8-Si have to be refined alongside the
phase fractions, with initial parameters chosen from within the reported range shown in Table
4.1. In the current study, this was not found to affect the final result; the refined unit cell
parameters for r8-Si were found to be independent of the initial parameters used.
Optical Properties of the bc8/r8 Mixed Structure
The electrical and optical properties of this bc8/r8 mixed structure have been the focus of
limited studies. The bc8/r8 mix structure has been experimentally shown to have semicon-
ducting properties [77]. THhe experimental study of electrical properties by Ruffell et al. was
motivated by theoretical studies predicting that r8-Si may have useful properties for PV appli-
cations [143, 144, 189]. These properties include its smaller band-gap (relative to dc-Si) [189],
greater absorption over the solar spectrum [143], and its usefulness in high-mobility appli-
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cations [144]. In particular, r8-Si has been predicted to have an indirect band-gap of 0.24
eV [189]. This is in contrast to dc-Si which has an indirect band-gap of 1.12 eV. Thus, r8-Si
can absorb photons in the 0.24 eV to 1.12 eV near to mid-infrared range that is not possible
for dc-Si. Direct measurement of the optical properties of r8-Si is complicated by the presence
of bc8-Si within the mixed structure. Thus, an experimental determination of the optical
properties of r8-Si from the bc8/r8 mixed structure must first involve the subtraction of the
contribution from bc8-Si. (It should be noted that such a subtraction is on interest for un-
derstanding the fundamental properties of r8-Si. However, from an technological applications
perspective the optical properties of the bc8/r8 mixed structure may be of greater interest, as
this structure is the one that has been formed experimentally.)
A recent study reports that bc8-Si is an ultra-narrow band-gap semiconductor with a band-gap
of 30 meV [137]. Importantly, Zhang et al. present the optical transmittance and absorption
coefficient (reported as one of the variables within a Tauc plot) of bc8-Si. Further, the opti-
cal absorption of a material of known thickness can be calculated given these two variables
(transmittance and absorption coefficient) [190]. Thus, if a phase fraction of bc8-Si within the
indent can be calculated in the first half of this chapter, the bc8-Si contribution to optical
absorption of the bc8/r8 mixed structure can be determined. These calculations are discussed
in greater detail in Section 4.3.3 below.
4.2 XRD Measurements to Determine the r8-Si Phase Frac-
tion
4.2.1 Experimental Method
As was stated earlier (see Section 2.4), the bc8/r8 mixed structure formed using indentation
is known to form in a similar manner from both a-Si and dc-Si starting materials. For the
results in this present study, an a-Si precursor was chosen for the samples prepared for XRD
measurements. This was done for two main reasons. Firstly, crystalline defects do not occur in
a-Si, thus removing an added layer of complexity that may impact the final result. Secondly,
the signal from the underlying substrate will also be collected in the XRD data set. An
amorphous structure will appear as a broad ring while a crystalline structure will appear as
discrete spots. This is important when a background image is removed to minimise the impact
of the surrounding material. Removing an a-Si background image will not cause errors due
to differences in rotation between the background and the image, as the broad rings from
a-Si are rotationally homogeneous. This is an advantage that a crystalline substrate does not
share. To form the a-Si precursor, a dc-Si sample was self-implanted with Si ions to form a
2 µm thick layer of a-Si, which was then relaxed by annealing at 450◦C for 2 hours. This
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step was performed as relaxed a-Si has been reported to phase transform more readily than
as-implanted a-Si [113].
The relaxed a-Si was indented using a TI 950 Triboindenter fitted with a ∼60 µm diameter
spherical tip. A schematic of the sample is shown in Fig. 4.2 with the incident X-ray beam
direction also indicated. Each indent was made to a maximum load of 750 mN, with a load-
ing/unloading rate of 10 mN/s. These conditions have been previously reported to form the
bc8/r8 mixed structure [55] and the presence of the mixed structure was confirmed using Ra-
man microspectroscopy. Indents were made in an 80 x 10 array near the edge of the sample,
with a 10 µm separation between each indent. As each residual impression was ∼10 µm wide,
this created a 800 µm x 100 µm area of the bc8/r8 structure that can be approximated as a
“thin film” (which is indicated in blue in the schematic). As the a-Si phase transforms under
indentation pressure in a manner similar to dc-Si, the thickness of the film can be approxi-
mated as ∼500 nm [191]. The sample is then polished down along the edge perpendicular to
the long edge of the bc8/r8 film (indicated in Fig. 4.2 as the polished edge). That is, from the
perspective of the incident beam, the material behind the transformed film is removed to min-
imise the amount of a-Si within the measured region. The schematic also defines a co-ordinate
system, with the x-axis running parallel to the beam direction and the z-axis running parallel
to the indentation direction (out of the page in the top view).
Fig. 4.2: A schematic of the bc8/r8 “thin film” samples used in this section for XRD measure-
ments. The orange line/circle indicates the relative size of the X-ray beam, the blue region
indicates the transformed bc8/r8 mixed structure, and the light grey region indicates the a-Si
layer.
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Figure 4.3(a) shows the load/unload curve from one the indents made into the a-Si. The
presence of a pop-out event has been reported to be indicative of transformation to the bc8/r8
mixed structure. The pop-in events observed during loading are most likely due to plastic
flow of the sample from under the indenter tip, as damage to the crystalline structure is not
expected to occur due to the a-Si layer. Regardless of the cause of these pop-ins, they were
not found to prevent phase transformation in subsequent indentations. The Raman spectra
in Fig. 4.3(b) taken from the transformed region have prominent peaks associated to r8- and
bc8-Si (such as the peaks at ∼350 cm−1 and ∼430 cm−1), which confirms the presence of the
bc8/r8 structure.
Fig. 4.3: (a) An indentation load/unload curve to 750 mN. The pop-out event that is generally
associated with transformation to the bc8/r8 mixed structure is indicated. (b) Raman spectra
taken from the transformed region. The main peaks associated with the bc8- (437 cm−1) and
r8-Si (352 cm−1) phases are labelled.
XRD measurements on this sample were performed at the 34-ID-E beamline at the Advanced
Photon Source (APS). The incident X-ray beam had an energy of 25 keV and a spot size of
∼1 µm in diameter. Due to this small spot size, it was possible to graze the sample surface
such that XRD data was collected only from the bc8/r8 film and the underlying a-Si.
The resulting XRD images were processed using the software package Dioptas [147]. Firstly,
the background was removed by subtracting an a-Si image from the total image. That is,
an image collected from purely a-Si can be removed from an image collected from both a-
Si and the bc8/r8 structure to emphasise the bc8/r8 structure. Secondly, using the “cake”
function, the images were converted from cylindrical coordinates to Cartesian coordinates.
The advantage of this is that all reflections from a given lattice d -spacing will form a vertical
line. This was used to determine if there was d -spacing variance within a ring of reflections.
Finally, images were integrated to produce XRD profiles.
Rietveld refinement of the integrated data was performed using General Structure Analysis
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System (GSAS-II) [148]. While many different parameters can be refined using GSAS-II, the
parameters used within this work can be roughly divided into five types. First, experimental
parameters are those that are unique to the experimental set up (e.g. Caglioti formula param-
eters U, V, W [192], sample thickness, crystallite size terms LX, GP, etc.) and primarily refine
peak broadness. Second, unit cell parameters (e.g. unit cell length, unit cell angle) refine the
position of the peaks. The final three all refine peak intensity. They are the atomic location
(e.g. x, y, z, Uiso), preferred orientation (e.g. March-Dollase), and phase fraction parameters.
4.2.2 Results
Figure 4.4(a) shows an XRD image collected from the bc8/r8 thin film. As expected, three
broad a-Si rings can be observed alongside several sharper “spotty” rings due to the bc8/r8
structure. Several features of this image require discussion. Firstly, the image is split vertically
with the left hand side being brighter than the right hand side. This is most probably due
to the incident beam travelling close to the surface of the sample. The brighter image on the
left results from the photons that diffracted into the air while the image on the right results
from the photons that diffracted into the sample. Secondly, there are two bright individual
reflections, indicated by the white arrows in Fig. 4.4(b). These reflections appear symmetrical
which suggests that they do not originate from a powdered source. The most likely explanation
is that they are artefacts from a source that lies outside the focal plane, thus they were not
included in the following integrations. Finally, the rings associated with the bc8/r8 structure
are incomplete (spotty). This may be due to the grain size being too large or there are too
few individual crystallites. That is, a statistically insufficient number of crystals are measured,
thus classic powder rings are not produced [193, 194]. Another possibility is that the crystals
have a preferred orientation. To minimise the effect on the intensity from the former, the
brightest reflections are masked before integration. For the latter, the preferred orientation
was flagged for refinement during Rietveld analysis.
An XRD image from the background a-Si was also collected. This a-Si image was subtracted
from the image in Fig. 4.4(a) using Dioptas’ background removal feature in order to emphasise
the crystalline rings. The resulting image is shown in Fig. 4.4(b). Care was taken to ensure
that no crystalline rings were accidentally removed in this step. A circle (green) drawn on
this image has a d -spacing of ∼1.75 A˚. Interestingly, close inspection of this shows that the
rings in the XRD image are not circular and thus do not have a consistent d -spacing across
all orientations. This elliptical nature is more clearly observed in Fig. 4.4(c) which shows the
image in Fig. 4.4(a) after translation via the cake function mentioned in the experimental
method above. The green line indicating a d -spacing of ∼1.75 A˚ has also been included. The
curved nature of the sharper rings associated with the bc8/r8 structure confirms that they do
not have a consistent d -spacing. In contrast, the broad rings associated with a-Si (dotted line)
43
Fig. 4.4: (a) XRD image taken from the bc8/r8 thin film in the a-Si sample. The co-ordinate
system from Fig. 4.2 has been included, indicating X-rays that have diffracted along the axis
of indentation are diffracted horizontally. (b) The same XRD image with an a-Si background
image removed to emphasis the crystalline rings associated with the bc8/r8 structure. A ring
(green) to indicate a d -spacing of 1.75 A˚ and arrows (red) to indicate spots whose intensity
is far brighter than the rest of the ring on which they lie. (c) The same image in Cartesian
coordinates. The distorted crystalline rings (green line) can be clearly compared to the non-
distorted a-Si rings (dotted line). (d) XRD image indicating the conical region (white) over
which integration was performed to produce the profile in Fig. 4.5(a). The mask (red) used
to remove the brightest spots is also included.
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Fig. 4.5: A Rietveld refinement of the profile formed via integration over the conical region
indicated in Fig. 4.4(d). The marks show the position of the allowed reflections for bc8-Si
(red) and r8-Si (blue). (b) The difference between the observed and calculated profile shown
in (a). The difference in profiles when only (c) bc8-Si or (d) r8-Si was used to fit the observed
profile are also presented. The peaks which are not well accounted for by the refinements using
only bc8-Si (*) or r8-Si (ˆ) are indicated. All plots have the same scale on the y-axis. The
shape of the profiles are reversed compared to the ones reported by Ref. [63] shown previously
as these are presented in d -spacing.
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remain straight. This suggests that the distortion in d -spacing is confined to the indented
region. A vertical elongation in the XRD image (i.e. reciprocal space) indicates a smaller d -
spacing in the x-y plane of real space for the same [hkl] planes. That is, the unit cell of the bc8
and r8 phases have been distorted so that they are shorter along the plane of indentation and
longer in the axis of indentation. This is a somewhat unsurprising result, given indentation is
a uniaxial technique. It is possible that, as the β-Sn to bc8/r8 transformation occurs during
decompression, uniaxial unloading generates a far greater pressure release in the z-axis. This
generates a distorted unit cell that is elongated along the z-axis. Alternatively, the unit cell
can be thought of as distorted by a shortening in the x-y plane. To determine which of these
more accurately describes the transformation process requires a measurement of the unit cell
length and this will be discussed later in Section 4.2.3. It is interesting to note that this unit
cell distortion may be the source of the residual stress that allows r8-Si to remain even after
complete pressure removal.
While the distortion of the bc8/r8 rings may be a key factor in the unique structures that
are observed only in indentation, for the purposes of Rietveld refinement they cause peak
broadening which can obscure detail. To compensate for this, sample integration was not
performed on the entire XRD image but rather a smaller conical region (ranging from 20◦ to
60◦). This was achieved by masking the entire image except for the chosen conical region.
Furthermore, the brightest spots within the conical region were also masked for the reason
mentioned above. [Note that, here brightest represents those that are disproportionately
brighter than the rest of the ring. See, for example, the indicated spots in Fig. 4.4(b).]
Several regions were integrated in this manner. One example of such a conical region is
indicated by the white cone in Fig. 4.4(d). The mask used for masking the brightest spots
within this region is indicated in red. Due to the spotty nature of the rings, a change in the
chosen conical region or the spots masked may lead to a change in peak intensity (and thus
calculated phase fraction). Therefore, several combinations of chosen regions and masks were
integrated and refined to determine the level of variance introduced by these choices. Two
selected profiles are presented in the section below as ‘Approach A’ and ‘Approach B’, each
one representative of a different masking approach. Several general observations about the
refinement that were consistent across all profiles will be addressed beforehand.
Firstly, it appears that the choice of initial unit cell parameters did not affect the final unit
cell parameters. Both the unit cell values reported for bc8-Si at ambient and at 2 GPa
were tested as the initial parameters (shown in Table 4.1). Similarly, the values reported
for r8-Si at 2 GPa and at 8.2 GPa were also tested. Regardless of the initial parameters,
the parameters would converge to the same values after refinement. However, these values
could differ between approaches. Secondly, the atomic location parameters were not observed
to make any significant difference. Piltz et al. [30] reported of their own work that, given
the limited accuracy for peak intensity and the number of peaks observed, a re-evaluation of
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the atomic location parameters reported by Kasper et al. [138] was not justified. A similar
determination is made for the current data. Finally, the intensity correction for preferred
orientation was refined using the March model modified by Dollase (March-Dollase preferred
orientation) [195]. The [001] axis was chosen as the unique axis. This refinement was set up for
the rod-like crystallite model. Intuitively, phase transformed regions may appear to be better
described by a disk-like model, but the distorted unit cells as described above suggests the
individual crystallites within the transformed region are better described by a rod-like model.
Approach A
The observed and calculated profiles of the region indicated in Fig. 4.4(d) is shown in Fig.
4.5(a). In this first approach to the refinement, a relatively wide conical region was chosen
and only the brightest peaks have been masked. In this approach, refinement of the March-
Dollase preferred orientation resulted in a non-trivial improvement to the fit. The position of
the allowed reflections for both phases is indicated below the profile. Examination of the fit
shows that, while all the observed peaks are present in the calculated profile, the intensity of
the calculated profile differs from the observed profile at several key peaks. The difference is
presented in Fig. 4.5(b). While a perfect fit has not been achieved with the current data, the
difference can be said to be comparable with that of previously reported XRD profiles (for
example, the refinements by Crain et al. presented in Fig. 4.1). The refined value for the r8-Si
cell dimensions are a = 5.80 A˚, α = 110.01◦, while the bc8-Si dimensions are a = 5.77 A˚ in
the rhombohedral cell. The r8-Si phase fraction for this refinement was ∼65%. These values
(alongside select values from the literature) are presented in Table 4.2. Intriguingly, the unit
cell length is substantially larger than the previously reported values. This was a reoccuring
observation within several approaches and thus will be addressed in Section 4.2.3.
For reference, the GoF for this refinement is 4.2 (as previously mentioned, the acceptable
refinements from the GSAS-II tutorials have a final GoF value in the 3.44 to 5.63 range).
The difference in intensity between observed and calculated fits suggests that an improved
refinement is possible. However, the fit could not be further improved via refinement of
the atomic locations, preferred orientation, or phase fractions for this profile. Thus, a new
approach (approach B) for profile masking and integration is needed from the initial XRD
image. For this profile, the brighter peaks are masked more rigorously. Thus, only the most
uniform sections of each ring are integrated into the profile. The results from refinement of
this profile are presented in the following section.
Beforehand, as the phase-pure profiles of the bc8 and r8 phases are so similar (both to each
other as well as to this integrated profile), it is necessary to first ensure that the data cannot be
fitted using only bc8-Si or only r8-Si. The refinement process was repeated using only bc8-Si
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or only r8-Si. The unit cell parameters were allowed to vary from the values reported above.
The resulting difference profiles between the observed and calculated values are presented in
Fig. 4.5(c) and (d). For the bc8-Si only fit, it is clear that several peaks have remained
unaccounted for. For example, the peaks at ∼2.2 A˚ and ∼2.4 A˚ (indicated in Fig. 4.5 by
the asterisks) are near identical in the observed profile and the difference profile. Indeed, the
allowed reflections [shown in Fig. 4.5(a)] for bc8-Si do not calculate a peak at ∼2.2 A˚. This
observation is supported by the fact that no bc8-Si peaks were observed in this region by Crain
et al. [as shown in Fig. 4.1(a)]. There is also a clear difference in intensity for the two most
prominent peaks at ∼1.8 A˚ and ∼2.7 A˚. This is unsurprising for a profile of the bc8/r8 mixed
structure as the splitting of these peaks into doublets were reported to be a distinct difference
between the, otherwise very similar, r8-Si and bc8-Si profiles [30]. For the r8-Si only fit, the
presence of a peak at ∼1.9 A˚ (indicated in Fig. 4.5 by the caret) in the difference profile but
not in the observed profile demonstrates the inability for the observed profile to be accounted
for by a purely r8-Si refinement. The GoF values are 6.27 for r8-Si only and 6.14 for bc8-Si
only, both considerably worse than the 4.2 value for a bc8/r8 mixed structure.
Approach B
In the second approach, the image was heavily masked before integration. The integrated
profile from this approach is shown in Fig. 4.6. The region and mask are indicated in the
inset. Previously, only the brightest reflections were masked. In this approach, far more
reflections were masked until only the regions with roughly uniform intensity remained. As
before, all peaks are present in the calculated profile. However, the difference in intensity is less
apparent, suggesting a better refinement is achieved. It should also be noted that refinement
of the preferred orientation did not appear to improve the fit, an unsurprising result as the
spotty nature associated with preferred orientation has been masked over. Thus, this improved
fit can be said to be only achieved via the loss of the information regarding texture within the
bc8/r8 mixed structure. The refined value for the r8-Si cell dimensions are a = 5.84 A˚, α =
110.08◦, while the bc8-Si dimensions are a = 5.80 A˚ in the rhombohedral cell. The r8-Si phase
fraction for this refinement was ∼80%. These values are also presented in Table 4.2. The GoF
for this refinement is 3.5, supporting the suggestion that this refinement achieves a better fit
than the previous approach.
Other Approaches
There is a significant difference between the refined values extracted from the first refinement
compared to the second. This suggests there is a substantial amount of variance, possibly due
to the different approaches taken. Therefore, several more refinements were performed (not
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Fig. 4.6: Rietveld refinement of the XRD data produced by integrating over the heavily masked
region indicated in the inset (Approach B). The difference between the observed and calculated
profiles is also included.
shown) to establish a range within which these values lie. Only refinements with difference
profiles similar to the ones already presented above and that had GoF values within 3.4 to 5.6
(the range from the tutorials) were accepted. The unit cell parameters for r8-Si were found to
be α = 109.95±0.15◦ and a = 5.82±0.03 A˚. The unit cell length for bc8-Si is a = 5.79±0.02 A˚.
The r8-Si phase fraction for this refinement was 70±10%. Apart from the loss of information
regarding texture, the choice of mask did not appear to affect the extracted parameters in
these additional refinements. In particular, the calculated phase fraction of r8-Si was not
erroneously increased due to the more rigorous mask used in the second refinement above.
These ranges are also presented in Table 4.2.
Within these additional refinement attempts, several general trends can be observed. Firstly,
it can be noted that the two presented profiles were formed via integration of the left side
of the XRD image (i.e. the side that diffracted through the air). Use of the right side (i.e.
diffracted through the sample) gave refinements to which similar values could be extracted.
This suggests that diffracting through the sample does not impact the result in a significant
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r8-Si (%) GoF abc8 Cubic (A˚) abc8 (A˚) ar8 (A˚) αr8 (
◦)
Refinement 1 65 4.2 6.67 5.77 5.80 110.01
Refinement 2 80 3.5 6.70 5.8 5.84 110.08
Overall 70±10 4.2±0.8 6.69±0.02 5.79±0.02 5.82±0.03 109.95±0.15
x-y plane 6.47 5.60 5.62
Piltz - 0 GPa 6.64 5.748
Piltz - 2 GPa 6.60 5.716* 5.712* 109.99*
Piltz - 8.2 GPa 5.620 110.07
Table 4.2: A table containing the r-Si phase fraction, GoF, and the unit cell parameters for
r8-Si (ar8, αr8) and bc8-Si (abc8) found within this chapter and from Ref. [30]. Values for
abc8 have also been presented for the cubic lattice to aid discussion. Besides the row labelled
x-y plane, all other measurements in this work are from the elongated z-axis. An * indicates
values extrapolated by Piltz et al. from their experimental data using the Birch-Murnaghan
equation of state.
manner. Attempts to refine a profile formed via integration of a vertical conical region did not
produce acceptable fits. One proposal is that the combination of using signal from both sides
may introduce too much complexity into the refinement. To minimise this effect, very narrow
conical regions using only one side were attempted. However, these very narrow regions were
found to be too dependent on local intensity variations (especially at higher d -spacings) to
be considered reliable. Thus, unfortunately, no acceptable refinements were achieved for the
sections of the image that represent the compressed x-y plane (i.e. vertical sections of the
image) and no compressed unit cell parameters could be extracted. As the length of the unit
cell of bc8-Si is the sole variable, it can be calculated from the d -spacing of a ring of known hkl
value. Thus, a unit cell length of a = 5.60 A˚ in the compressed x-y plane can be estimated.
A similar estimation can be performed for r8-Si if it is assumed that α = ∼110◦ for all angles
despite the unit cell distortion. A unit cell length of a = 5.62 A˚ is estimated for r8-Si in the
compressed x-y plane.
4.2.3 Discussion
Table 4.2 shows the different unit cell parameters measured in this section. It is interesting
to note that the unit cell lengths calculated along the z-axis in this chapter are significantly
larger than those reported in the literature at 0 GPa. For example, there is a 0.13 A˚ increase
in between the ar8 length extracted from the refinement in approach B and the length at
2 GPa reported in Ref. [30]. A similar decrease in length was only reported by Piltz et al.
after compression was increased by 8 GPa. Further, the unit cell lengths calculated along the
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x-y plane are significantly smaller than the reported values. This suggests that the unit cell
distortion noted previously has indeed caused elongation of the unit cell along the z-axis but
a shortening along the other two axes. Therefore, the residual stress that is present is best
determined by considering the change in volume of the unit cell.
The crystallites within the bc8/r8 mixed structure are randomly orientated. Thus, the unit
cell distortion (which lies along the sample axis, not a crystallite axis) results in many different
distorted unit cell shapes. For ease of calculation, only the unit cell that is oriented parallel
with the z-axis is considered. That is, the cubic lattice of bc8-Si in this orientation is effectively
elongated into a tetragonal lattice and can be practically treated as such. This tetragonal
lattice has a unit length of 6.67 A˚ along the z-axis and 6.46 A˚ along the x- and y-axis 1. This
gives an estimated volume of ∼280 A˚3 which is smaller than the volume of bc8-Si at ambient,
∼290 A˚3. The Birch-Murnaghan equation of state [188] was used to relate this change in
volume to the respective change in pressure. For B0 = 120 GPa, B0’ = 5 (from Ref. [30]),
this results in a ∼4.5 GPa pressure difference. This suggests that the reduction in volume due
to the residual stress experienced by the bc8-Si crystallites is equivalent compression to ∼4.5
GPa. A similar calculation can be performed for r8-Si, resulting in an volume of ∼140 A˚3. For
B0 = 96 GPa, B0’ = 5, and an initial volume of ∼142 A˚3 at 2 GPa (from Ref. [30]), a ∼2 GPa
difference is calculated. This is equivalent to ∼4 GPa compression, which is similar to the value
determined for bc8-Si. This suggests that, despite the elongation along the axis of indentation,
the structure is under a residual stress that is roughly equivalent to a compression of ∼4 GPa.
This proposal remains in agreement with the previous observation that this cell distortion
may be the source of residual stress that allows a dominant fraction of r8-Si (observed in DAC
studies from 2 to 9 GPa [63]) to remain on complete pressure unloading. It is suggested that
bc8-Si is also present within the bc8/r8 structure with a residual stress of ∼4 GPa (observed
in DAC studies at <2 GPa [30]) due to the uniaxial nature of the stress compared to the
hydrostatic stress experienced in a DAC.
Interestingly, there is a considerable overlap between the ranges for the r8 and bc8 unit cell
lengths. This similarity in length is in agreement with what had previously been suggested by
Piltz et al. [30] from extrapolated data taken from DAC experiments; namely that, under the
same pressure, the difference in volume between bc8-Si and r8-Si is almost entirely due to the
difference in cell angle and not cell length.
An r8-Si phase fraction of 70±10% was calculated in this section. This demonstrates that
r8-Si is the predominant phase in the bc8/r8 mixed structure. As the predominant phase, and
if the optical absorption property of r8-Si is as significant as predicted [143], then this increase
in absorption should be measurable via spectrophotometry. Such measurements are presented
1Note the conversion from the rhombohedral lattice parameter presented in Table 4.2 to the cubic lattice
parameter
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in the following section.
4.3 Optical Properties of the bc8/r8 Mixed Structure
4.3.1 Experimental Method
Double-side polished dc-Si wafers were used to produce the bc8/r8 mixed structure for optical
measurements. A schematic of the sample is shown in Fig. 4.7 with the arrays (blue) and the
spectrophotometer beam spot size (orange) indicated.
Arrays of indents were performed using a TI 950 Triboindenter fitted with a ∼60 µm diameter
spherical tip. Each array consisted of 80 x 10 indents, with a 10 µm separation between each
indent. The average depth of each indent is ∼500 nm, effectively creating a bc8/r8 “thin film”
with a thickness of ∼500 nm. Each indent was made to a maximum load of 750 mN, with a
loading/unloading rate of 10 mN/s as these conditions have been previously reported to form
the bc8/r8 mixed structure [55]. Two samples were indented with arrays, one with a single
array (800 indents) and another with two arrays (1600 indents).
Fig. 4.7: A schematic of the bc8/r8 arrays for spectrophotometer measurements. The orange
circle indicates the spectrophotometer spot size while the blue region indicates the array/s of
indents that have formed the bc8/r8 mixed structure.
The optical absorption of the material was calculated by measuring the transmittance and
reflectance of the indented region for the 900 nm - 1700 nm wavelength range using a spec-
trophotometer. An InGaAs detector with a gain of 0.15 and a response time of 0.80 s was used.
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The presented spectra are the numerical averages of three separate collections. The system
has a spot size of ∼2 mm2. That is, the area of a single array is ∼5% of the total surface area
measured by the spectrophotometer. After collecting the optical absorption spectra of the
bc8/r8 mixed structure, annealing at 750◦C was performed to transform the indented region
to nanocrystalline (nc) dc-Si. The specifics of this transformation is presented in Chapter 6.
4.3.2 Results
Figure 4.8 shows the optical (a) transmittance and (b) reflectance of the sample indented with
two arrays. This sample contained 1600 indents, covering ∼10% of the measured area. As
a significant amount of the measured material is comprised of the surrounding dc-Si, spectra
collected from an unindented dc-Si sample is presented alongside for reference. The absorption
percentage (A) can be calculated from the percentage reflected (R) and transmitted (T) using
A = 1− T −R. The absorption for the samples is presented in Fig. 4.9. The inset presents a
closer look at the 1120 nm - 1400 nm region of interest where the most significant difference
from the unindented dc-Si is observed. There is a noticeable difference between the indented
and unindented samples, with the difference increasing with the number of indents. This
suggests that the reduced transmittance is due to the indentation process. There are two
external factors that must be accounted for before the absorption from the bc8/r8 mixed
structure can be determined.
Fig. 4.8: Optical (a) transmittance and (b) reflectance of a sample with an array of 1600
overlapping indents. The spectra taken from an unindented dc-Si sample is also included for
reference.
Firstly, the measured area is predominantly dc-Si. Thus, the measured response was nor-
malised with respect to the amount of light that is incident upon the indents (as opposed to
the surrounding dc-Si). Further, the underlying material is also dc-Si. Therefore, only sub-
band-gap wavelengths (>1110 nm) were used for the determination of the absorption from
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Fig. 4.9: Optical absorption spectra for a sample with an array of 1600 indents (red), 800
indents (dark red), and an unindented sample (black). The inset contains a closer view of the
region highlighted in red. The dotted lines are the curves after smoothing and are presented
as a guide for the eyes.
the indented region. From the inset in Fig. 4.9 it appears that, even within this sub-band-
gap regime, dc-Si has a non-zero contribution to the absorption at wavelengths below 1200
nm. In order to isolate the contribution from the indented region, the spectrum collected
from the unindented (purely dc-Si) sample was subtracted. Figure 4.10 presents the optical
absorption spectra from the two samples (800 indents and 1600 indents) after normalisation
and dc-Si spectra subtraction. It appears that both spectra collected from the two indented
samples present a similar optical absorption spectrum. The absorption decreases with increas-
ing wavelength (or decreasing photon energy). Across the measured range of wavelengths, the
absorption rose from ∼20% to ∼60%. The error bars for the absorption spectrum collected
from the sample with 800 indents (5±1% of the measured area is the indented material) is
presented in the inset of Fig. 4.10. The sample with 1600 indents has similar error bars.
The second external factor to consider is that indentation does not solely transform dc-Si
to a bc8/r8 mixed structure. The single crystal structure of the initial dc-Si has also been
transformed. That is, the polycrystalline structure of the resulting bc8/r8 structure may
also impact the optical properties. In addition, the original flat surface is transformed to a
curved residual impression. The contribution to the difference in absorption due to these two
changes was considered by comparing indented regions containing the bc8/r8 mixed structure
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Fig. 4.10: Normalised optical absorption spectra of the bc8/r8 mixed structure. The contribu-
tion from the surrounding dc-Si material to the absorption spectra has been subtracted. The
spectra are only plotted for wavelengths >1110 nm (i.e. above the band-gap of dc-Si). The
dotted lines are the curves after smoothing and are presented as a guide for the eyes. (inset)
The absorption spectrum collected from the sample with 800 indents with error bars.
to indented regions containing nc dc-Si. Figure 4.11(a) presents the difference in transmittance
(∆ T) between and indented and unindented samples for both indented arrays containing nc
dc-Si and the bc8/r8 structure. It should be noted that both samples are polycrystalline and
neither surface is flat due to the presence of residual impressions after indentation. Within the
region of interest, the transmittance does not appear to change due to the presence of nc dc-Si.
That is, the transmittance appears to be the same between single crystal and polycrystalline
dc-Si. Less of the incident light is transmitted through the indented region containing the
bc8/r8 structure. This suggests that the decrease in transmittance observed is due to the
bc8/r8 mixed structure and not the crystal size. The difference in reflectance (∆ T) is presented
in Fig. 4.11(b). The reflectance of both samples decreases relative to the unindented sample.
This suggests that the decrease is not due to the bc8/r8 mixed structure but due to other
factors associated with indentation. One possible explanation is that the residual impressions
cause surface texturing which results in a less reflective surface. This further suggests that the
factors mentioned above (polycrystalline material and textured surface) that are found within
all indented samples, both samples containing the bc8/r8 structure and samples containing nc
dc-Si, contribute to the absorption. However, there is a significant increase in absorption that
is uniquely due to the presence of the bc8/r8 mixed structure.
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Fig. 4.11: Normalised optical (a) transmittance and (b) reflectance spectra of the bc8/r8 mixed
structure compared to nc dc-Si. The contribution from the surrounding dc-Si material to the
absorption spectra has been subtracted. The dotted lines are the curves after smoothing and
are presented as a guide for the eyes.
4.3.3 Discussion
Absorption spectra collected from ∼500 nm thick bc8/r8 thin films are presented (in Fig. 4.10).
It was established earlier in this chapter (in Section 4.2.3) that 70±10% of the bc8/r8 mixed
structure is r8-Si. Thus, an estimate of the absorption coefficient of r8-Si can be calculated by
modelling the two phases using the law of mixtures [196,197] which states that:
Abc8/r8 = Abc8.Vbc8 +Ar8.Vr8 (4.1)
where Ax is the absorption from material x and Vx is the volume fraction from material x.
Furthermore, the absorption coefficient (α) is related to the absorption (A), reflectance (R),
and film thickness (t) by the following equation [190]:
A =
(1−R)αt
1− (1− αt)R. (4.2)
Optical Absorption from bc8-Si
Firstly, the contribution to the absorption from the bc8-Si portion (Abc8.Vbc8) can be deter-
mined from previously reported values. The optical transmittance and Tauc plot (comparing
((αt.hν)2 against hν where hν is the photon energy) for bc8-Si in the 6 eV - 70 eV (17 µm - 203
µm wavelength) range is presented in Ref. [137]. From the Tauc plot, αt can be calculated as a
function of energy for bc8-Si. As the transmittance is given in this report and A = 1−T −R,
R can also be calculated as a function of energy. Thus, an absorption for a sample of the
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thickness used in Ref. [137] can be calculated by substituting αt and R values into Equation
4.2.
In a similar manner, the absorption (α) from the bc8-Si in this work can be calculated by
reducing the value of αt proportionately to the difference in thickness (t) between these two
works. However, insufficient information is presented to calculate a value for t in Ref. [137].
Therefore, an estimated thickness is required. The sample preparation for the sample probed
by Zhang et al. was detailed separately in Ref. [136]. While the thickness is not reported in
Ref. [136], the preparation method is similar to a separate study on Ge by the same group
where the thickness was reported to be 2 mm [198]. Further, a sample of this thickness is
consistent with the volumes commonly produced via multi-anvil cells [66, 199]. A thickness
within the order of 1 - 2 mm is a reasonable estimate of thickness for this previous bc8-Si
and the sample thickness in the current work is ∼600 - 1200 times thinner than in Ref. [137].
The resulting absorption due to a ∼150 nm thick bc8-Si film for a range of estimated sample
thicknesses in Ref. [137] (1 - 2 mm) is shown in Fig. 4.12. The bc8-Si absorption saturates for
photon energy values above 60 meV in all cases, with the worst case scenario saturating slightly
above 6%. It should be noted that Zhang et al. present results at a far lower energy (higher
wavelength) than the results presented in this chapter. Thus, it is reasonable to assume that
the bc8-Si absorption has saturated across all photon energy values measured in the current
work. This suggests that for the energy range measured in this work the contribution to the
measured absorption from the bc8-Si in the bc8/r8 mixed structure can be estimated as ∼7%
(at most) across all wavelengths.
Absorption Coefficient of r8-Si
By subtracting the contribution of the bc8-Si from the bc8/r8 absorption spectra, the ab-
sorption of the r8-Si portion (Ar8) can be calculated using Equation 4.1. The absorption
coefficient (αr8) can then be determined from this absorption value using Equation 4.2. Re-
sults are presented in Fig. 4.13(a). The error from the subtraction of the bc8-Si contribution
to the absorption has not been included in the error bars presented in this figure. This is due
to the need to estimate a thickness and based on the factor of 2 uncertainty in the thickness,
consequently introduces a very large uncertainty in the absorption coefficient. In the most ex-
treme case (where bc8-Si accounts for 100% of the absorption within the lower energy range),
errors could be somewhat greater than the values in Fig. 4.13. This case was deemed unlikely,
as it requires the sample measured by Ref. [137] to have a thickness of <1 µm. Figure 4.13(c)
presents the calculated absorption coefficient plotted along with the predicted absorption co-
efficient reported by Malone et al. [143]. It is promising that the values reported from this
chapter are an order of magnitude higher than the values predicted at the same photon energy
given that the predicted values are for single crystal r8-Si. Note that in the diamond cubic
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Fig. 4.12: The calculated optical absorption of the bc8-Si within the bc8/r8 mixed structure
for different sample thicknesses. Values are based off the optical absorption data presented in
Ref. [137] which did not report a sample thickness value. Thus, several possible absorption
spectra are presented, each one corresponding to a different estimated thickness of the sample
in Ref. [137].
case, polycrystalline dc-Si has a higher coefficient than single crystal dc-Si across a large range
of photon energies [200]. Therefore, a similar situation may be true for r8-Si; the difference
between the predicted values and the experimentally determined values presented here may be
due to the polycrystalline nature of the samples used in this chapter. Interestingly, the slope
of the experimentally determined absorption coefficient is similar to that of the predicted co-
efficient. In particular, it suggests that the absorption from r8-Si is not saturated. This result
supports the suggestion by Malone et al. that r8-Si has a higher absorption coefficient than
dc-Si in the <4 eV photon energy range.
Absorption Coefficient of the bc8/r8 Structure
While the absorption coefficient of r8-Si is of fundamental interest, the absorption coefficient
of the bc8/r8 structure that is actually formed using indentation is of practical interest. Figure
4.13(b) presents the absorption coefficient of the mixed structure. This result is also presented
alongside the result for r8-Si in Fig. 4.13(c). The absorption coefficient curve for the mixed
structure has a more gradual slope compared to the r8-Si curve (i.e. it is higher at lower
energies but lower at high energies). This suggests the bc8/r8 mixed structure may saturate
at a lower photon energy than pure r8-Si, most certainly due to the presence of bc8-Si which is
already saturated across the energies measured. However, the absorption appears to be similar
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Fig. 4.13: The absorption coefficient for (a) r8-Si and (b) the bc8/r8 mixed structure calculated
from the results presented in this chapter. (c) The values from this work have been inserted
into a figure adapted from Ref. [143] that shows the values calculated via DFT.
for both within the measured energy range. This suggests that the bc8/r8 mixed structure
has potential for PV applications even if the bc8-Si portion is not removed.
4.4 Summary
In this chapter, Rietveld analysis of XRD data taken from the bc8/r8 mixed structure formed
via indentation has been performed. This analysis confirms the presence of r8-Si after complete
pressure removal. In addition, it suggests that the r8 phase is the majority phase in the bc8/r8
structure, compromising ∼60 - 80% of the mixed structure. It has also been shown that the
unit cell of both the bc8 and r8 phase are elongated in the axis of indentation and it is suggested
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that this is due to the uniaxial pressure release during indentation unloading. It is proposed
that this cell distortion may be a source of residual stress that allows r8-Si to remain stable
at ambient pressure.
Optical measurements were also performed on this predominantly r8-Si mixed structure. The
absorption coefficient of r8-Si is calculated in the 0.7 eV - 1.12 eV range. The value reported
in this work is higher than the value calculated using DFT within this range but had a similar
slope with respect to varying photon energy. In addition, the absorption coefficient of the
bc8/r8 mixed structure is also shown to have a similar absorption to pure r8-Si. This suggests
that the increased absorption of r8-Si can be utilised even if it is not isolated from the bc8-Si
portion of the bc8/r8 mixed structure.
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Chapter 5
Two Pathways of Plastic Deformation
This chapter explores the deformation pathways of dc-Si under indentation pressure. The two
dominant modes of plastic deformation are phase transformation and the nucleation and prop-
agation of crystalline defects. The presence of these deformations under different indentation
conditions is characterised using Raman microspectroscopy and cross-sectional transmission
electron microscopy (XTEM).
5.1 Introduction
In most indentation studies of Si phase transformation, the phase transformed region is accom-
panied by damage in the surrounding crystalline material [39–41, 92, 93, 96] which is referred
to in this chapter as “crystalline defects”. A recent study has shown that it is possible to
produce phase transformation as the sole form of plastic deformation without defects in the
surrounding dc-Si [55]. Intriguingly, it was also shown that this phase transformed region
was larger than the transformed region formed using a higher load when both phase trans-
formation and crystalline defects were observed. That is, a higher load produced less phase
transformed material under identical loading/unloading rates. This behaviour is shown in Fig.
5.1 adapted from earlier work by the author [55]. In this earlier work, it is suggested that
this counter-intuitive result is due to two factors. The first is the nucleation limited nature
of the initial dc-Si to (β-Sn)-Si transformation [32, 59–61]. Indeed, Pharr et al. suggests that
several minutes above 11 GPa (the critical pressure for phase transformation [24]) may be
necessary for the transformation to take place completely [61]. Such sluggishness of the phase
transformation cannot alone account for the results in Fig. 5.1.
This result is only possible if a second factor is considered; namely, the nucleation and propa-
gation of crystalline defects acts as a competing deformation process under compression. This
earlier work proposes that, for the deformation process presented in Fig. 5.1(b), nucleation of
crystalline defects occurred first which partially releases the indentation-induced pressure dur-
ing the loading process. Subsequent loading increases the pressure until sufficient additional
pressure is present to nucleate a second mode of deformation, phase transformation. This is
in contrast to the case presented in Fig. 5.1(a) where no crystalline defects are present. In
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Fig. 5.1: XTEM image of a transformed region after indentation to a maximum load of (a)
500 mN and (b) 750 mN adapted from Ref. [55]. The load/unload curves for the (c) 500 mN
and (d) 750 mN indents are also presented. At the point indicated by the dotted arrow, both
samples have experienced identical indentation loading to 500 mN at 10 mN/s.
this case, phase transformation is the first and only mode of deformation. The entirety of
the indentation-induced pressure (energy) is expended to cause phase transformation in the
sample. Thus, a larger phase transformed region is possible even at a lower load.
This above result raises questions regarding incipient plasticity. That is, which deformation
mechanism occurs first? There is a lack of consensus within the literature regarding the
incipient plasticity of dc-Si under indentation pressure. Some studies report that the nucleation
and propagation of crystalline defects occurs first [201,202], while others claim that it is phase
transformation that occurs first [101]. This is further complicated by the fact that phase
transformation and defect nucleation are primarily driven by different factors: hydrostatic
pressure [54,101] and shear stress [39,50], respectively. Thus, incipient plasticity is dependent
on the pressure distribution which is determined largely by indenter tip shape.
This chapter presents new results from indentation experiments performed for the current
study that include a hold duration at the maximum load and the impact of this hold duration
on the elastic/plastic response of dc-Si is investigated. Following this, hold durations are used
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to explore indentation of dc-Si near the critical pressures required for plastic deformation (both
phase transformation and defect nucleation). Finally, results showing the impact of incipient
plasticity at higher loads, particularly on the shape and size of the transformed region, is
presented.
5.2 Experimental Details
Indentations were made using a TI 950 Hysitron Triboindenter fitted with a 22 µm diameter
spherical tip. This is the same tip as the one used in Ref. [55] where the diameter of the tip
and the tip shape were obtained experimentally using SEM imaging. The tip was loaded into
the sample at 10 mN.s−1, held at the maximum load for a duration between 0 - 60 minutes
and then unloaded at a rate of 10 mN.s−1. Maximum load forces varied from 200 mN - 750
mN 1. It has been previously suggested that tip asymmetry may lead to the metallic β-Sn
phase flowing out from below the tip [39,55], thus it is necessary to note that the tip used was
sufficiently symmetrical to prevent such an event from occurring.
Several methods were used to characterise the type of plastic deformation that occurred (if
any). Initially, Raman spectroscopy was used as a quick, non-destructive method of deter-
mining the presence of phase transformation or crystalline defects. Following this, XTEM
was used to image the plastically deformed region. Finally, SADP was used to confirm the
presence of the bc8/r8 mixed structure within any transformed regions observed in XTEM.
The analytical program Elastica® [146] was used to simulate the hydrostatic pressure and
shear stress experienced by the sample under indentation within the elastic regime. In partic-
ular, calculation of the pressure distribution at the point of incipient plasticity was performed.
5.3 Results
5.3.1 Hold Durations
Figure 5.2(a) shows a simulated hydrostatic pressure distribution from indentation using a 22
µm diameter spherical tip to a maximum load of 300 mN. A circular region with a radius of
∼2 µm experiences pressure greater than the critical transformation pressure of 11 GPa [24],
with a maximum pressure of ∼15 GPa at the centre. This suggests that plastic deformation
via phase transformation is expected during indentation at these conditions. Figure 5.2(b)
presents the measured load/unload curve after indentation to a maximum load of 300 mN
1Due to software limitations, the number of depth measurements per second for the longer indents was
reduced from 200 (Hysitron standard) to 20 measurements per second. This is not expected to have any affect
on the result.
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Fig. 5.2: (a) Simulated hydrostatic pressure experienced by dc-Si responding purely elastically
under 300 mN nanoindentation load. The maximum experienced pressure is 15 GPa and a 2
µm radius circular region experiences >11 GPa pressure. (b) The measured load/unload curve
after indentation to a maximum load of 300 mN. The load and unload curve are completely
overlaid due to the elastic nature of the indentation.
using a 22 µm tip. The load and unload sections of the curve are completely overlapped,
with a residual depth of 0 nm after complete pressure unloading. This indicates the sample
has responded elastically to this indentation process and no residual depression remains after
removal of pressure. This elastic response was confirmed using optical microscopy and SEM
where no residual impression was found (not shown). This remained true for all 100 indents
with a 10 x 10 array. Surprisingly, in contrast to what was expected from the calculated
pressure distribution, no plastic deformation is observed.
Figure 5.3 shows optical images of the arrays made via indentation to 300 mN after a hold
duration of (a) 1, (b) 2, (c) 3 and (d) 15 minutes was introduced at the maximum load. The
1, 2 and 3 minute arrays are 10 x 10 indents while the 15 minute array is only a 5 x 10 array
due to time considerations. This figure shows that some residual impressions are now present
after indentation. That is, the addition of a hold duration has generated plastic responses at a
maximum load of 300 mN. This is in contrast to indentation to the same maximum load with no
hold duration where only elastic responses were observed. This experiment was then performed
across a range of maximum loads (200 mN - 300 mN) and hold durations (1 min - 15 min). The
indentation conditions for these and their respective percentage of plastic/elastic responses are
listed in Table 5.1. Several maximum load/hold duration conditions were repeated to increase
statistical accuracy. In general, an increase in maximum load and/or hold duration resulted
in an increase in the number of indents that responded plastically to indentation.
The residual impressions left by plastically deformed indents can be categorised into two sets
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Fig. 5.3: Optical microscope image of arrays of 300 mN maximum load indents held at maxi-
mum load for (a) 1 min, (b) 2 min, (c) 3 min and (d) 15 min showing the increase in plastic
deformation with increasing hold duration. The arrays in (a) - (c) are 10 x 10 arrays. The
array in (d) is a 10 x 5 array. An array held at maximum load for 0 min (no hold duration)
is not shown due to all indents responding elastically. Representative indents for the set of
optically blurred indents (blue) and optically sharp indents (red and purple) are indicated.
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Maximum Load Hold Duration Plastic Elastic
300 mN 1 min 10% 90%
300 mN 2 min 18% 82%
300 mN 3 min 58% 42%
300 mN 15 min 92% 8%
275 mN 15 min 46% 54%
250 mN 15 min 46% 54%
225 mN 15 min 7% 93%
200 mN 15 min 4% 96%
200 mN* 60 min 0% 100%
Table 5.1: The percentage of plastic/elastic responses under different maximum loads and
different hold durations at maximum load. *Only five indents were performed at 200 mN with
a 60 minute hold duration. Thus, this result may not be statistically representative.
in the optical images shown in Fig. 5.3. A representative of the first set is circled in blue
while representatives of the second set are circled in red and purple in Fig. 5.3(c). One set
(red and purple) appears to have a “sharp” outline while the other *blue) appears to have
a more “blurred” outline within the presented images. This suggests that there may be two
distinct plastic deformation mechanisms present within the indents that are observed in Fig.
5.3. It should be noted that a change in optical focus will bring the “blurred” set into focus
(i.e. “sharp”) and vice versa. To help differentiate them, the two sets will be denoted as the
“sharp” set and the “blurred” set despite these properties only being due to the specific choice
of optical focus in Fig. 5.3.
Figure 5.4 shows several load/unload curves from indents that fall within the two optically-
distinct sets. Several discontinuity events are observed within these curves. These events are
associated with different plastic deformation mechanisms, as previously established in Section
3.1. Figure 5.4(a) shows the curve from the indent circled in blue in Fig. 5.3(c) which belongs
to the “blurred” set of indents. This load/unload curve contains a distinct pop-out event
which is indicative of phase transformation from (β-Sn)-Si to the bc8/r8 mixed structure.
There is no discontinuity event in the loading curve, suggesting the initial dc-Si to (β-Sn)-Si
transformation is a gradual process. This transformation occurred at such a slow rate that no
change in slope or pop-in event is evident during loading or during the hold duration. Figure
5.4(b) shows a load/unload curve from the indent circled in red in Fig. 5.3(c) which belongs
to the “sharp” set. A pop-in event is indicated during the loading section of the curve. Such
an event is most likely indicative of the nucleation and propagation of crystalline defects, a
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fact we confirm later.
Figure 5.4(c) shows a load/unload curve from the indent circled in purple in Fig. 5.3(c). No
pop-in/pop-out event is observed during loading/unloading. Instead, a discontinuity event
is observed during the hold duration (a pop-hold event). The presence of the event during
the hold period, where the pressure is relatively constant, suggests a delay between when
critical pressure was reached and when the associated deformation mechanism occurs. That
is, the associated mechanism is nucleation limited. The penetration depth increases during
this event similar to in a pop-in event. Unlike a pop-in event, there is no subsequent loading
after this event. Therefore, it can not be categorically confirmed whether such events are
indicative of phase transformation, defect nucleation, or possibly both. Thus, Raman spectra
were taken to investigate the presence of phase transformation/crystalline defects within the
residual indents.
Figure 5.5 shows Raman spectra taken from the indented regions. Figure 5.5 compares spectra
taken from the three indents shown in Fig. 5.4 as well as a spectrum taken from an indentation
site that responded elastically. The spectrum taken from the elastic indentation is identical
to unindented dc-Si, showing there is no Raman-detectable change that has occurred during
indentation. The spectrum from the indented region with a pop-out event in Fig. 5.4(a) shows
peaks at ∼350 cm−1, ∼385 cm−1, ∼400 cm−1, and ∼430 cm−1 which agree with the reported
Raman modes of the bc8/r8 structure presented in Section 3.3. There is also no shifting or
broadening of the dc-Si peak at 521 cm−1. This suggests minimal crystalline defects have
occurred within the measured region. The spectrum from the indent with a pop-in event
shown in Fig. 5.4(b) shows no peaks associated with the bc8/r8 mixed structure such as the
r8-Si peak at 353 cm−1 or the bc8-Si peak at 437 cm−1 [42]. Further, the dc-Si peak is shifted
from 521 cm−1 to ∼525 cm−1. Further, the FWHM of this dc-Si peak is ∼3 cm−1 broader
than the same peak in the spectrum collected from the elastic indented region. The peak
broadening suggests the presence of crystalline defects within the residual impression [203]
while the peak shift is associated with a residual compressive stress of ∼1.3 GPa [204]. The
spectrum from the indent with a pop-hold event shown in Fig. 5.4(c) also shows no peaks
associated with the bc8/r8 mixed structure. Similar to the Raman spectrum collected from
the indent with a pop-in event, the dc-Si peak normally at 521 cm−1 has been shifted (to ∼527
cm−1) and broadened (by ∼4 cm−1). This suggests that the pop-in event and pop-hold event
are indicative of a similar plastic deformation. Note that the shift in the dc-Si peak is not the
same in these two cases. However, the presence of the peak shift is indicative of crystalline
defects regardless of the amount shifted. XTEM was used to further investigate the plastic
deformations.
Figure 5.6 shows a BF XTEM image taken from an indent that was categorised in the ‘pop-out’
set based on its load/unload curve and contained peaks associated with the bc8/r8 structure
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Fig. 5.4: Load unload curve with (a) a pop-out discontinuity during unloading, (b) a pop-in
discontinuity during loading, and (c) a discontinuity during the hold duration (pop-hold). The
pop-hold is enlarged in the inset for clarity. The optically-distinct set to which each indent
belongs is also indicated.
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Fig. 5.5: Raman spectra collected from the residual impressions of indents presented in Fig.
5.4. The peak positions associated with the bc8/r8 mixed structure are indicated. A spectrum
collected from an indent that responded elastically (dotted) that is indistinguishable from an
unindented dc-Si spectrum is also included for reference.
in its Raman spectra. A transformed region ∼4 µm wide and ∼400 nm deep is observed.
The region appears to be comprised of two microstructural types, a very fine grained poly-
crystalline microstructure that exists in the centre and along the edges of the material as well
as an amorphous phase that appears in the remaining sections of the transformed region. The
SADP in the inset, taken from the circled region, confirms the presence of both the bc8/r8
mixed structure and a-Si. Note that several reflections from bc8-Si and r8-Si are very similar
in terms of d-spacing [30, 44]. Thus, it is not possible to definitively identify the presence of
both bc8-Si and r8-Si within each SADP presented. As it has been established in the previous
chapter that both phases are present, the presence of reflections associated with bc8-Si will be
used to indicate the presence of phase transformation into the bc8/r8 mixed structure for the
rest of this chapter. The green circle sits at a d-spacing of 2.71 A˚, which can be associated
with the [211] plane of bc8. The broad ring centred around a d-spacing of 3.14 A˚ indicates
the presence of a-Si in the selected region. As (β-Sn)-Si is thought to transform to a-Si under
fast unloading of indentation pressure, a-Si is commonly observed alongside the bc8/r8 mixed
structure after indentation [105]. Interestingly, there are no signs of crystalline defects under
the transformed region. This is comparable to the XTEM image presented in Fig. 5.1(a)
where phase transformation was also the sole deformation mechanism present.
Figure 5.7 shows a BF XTEM image taken from an indent from the other set, categorised
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Fig. 5.6: BF XTEM image of a 300 mN indent that has phase transformed. (inset) SADP
taken from the circled region. Reflections at a d-spacing of 2.71 A˚ (green circle) are associated
with the [211] plane of bc8, indicating the presence of the bc8/r8 mixed structure. The diffuse
rings (white circle) indicates the presence of a-Si. The area of the transformed region has been
included.
as ‘pop-in’ after indentation and containing only a shift and broadening of the dc-Si peak at
521 cm−1 in its Raman spectrum. Two major forms of crystalline defects can be observed.
Firstly, there is a cluster of extended defects that lie ∼1 µm below the surface. Secondly, long
slip bands along [111] planes extend from the surface down to ∼4 µm deep. Careful SADP
analysis confirmed that there is no evidence for phase transformation in this indent.
It has been previously suggested that defects may be required to nucleate phase transformation
[104]. Thus, it is possible that the nucleation of crystalline defects may have occurred but not
observed as they are covered by subsequent phase transformation. However, the depth of the
defects (particularly the slip bands shown in Fig. 5.7) are so large that the phase transformed
region shown in Fig. 5.6 could not have nucleated after defect formation and subsequently
covered them up. Thus, it has been shown that indentation to a maximum load of 300
mN has produced two different plastic deformation pathways (i.e. phase transformation and
crystalline defects). Based on the TEM results, the Raman and load/unload data can now be
used to further categorise the plastic indents found in Table 5.1 into those that exhibit phase
transformation and those that exhibit the formation and nucleation of crystalline defects. This
is shown in Table 5.2. Indents that have nucleated defects as well as indents that have phase
transformed are found at all maximum loads except 200 mN where very few indents plastically
deformed. Further, increasing the hold time to 60 minutes has not produced a substantial rise
in the probability of phase transformation occurring. The implications are discussed in greater
detail in section 5.4
In the next section, the maximum load is further varied to gain a more complete picture of
the pathways that lead to the two distinct sets of indents and how each set will evolve under
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Fig. 5.7: BF XTEM image of a 300 mN indent that has nucleated and propagated crystalline
defects. Prominent bands extending from the surface to ∼4 µm deep have been indicated by
the arrows.
increasing indentation pressure.
5.3.2 Two Distinct Pathways
All indents in this section have a hold duration of 15 minutes. Further, the presence of the
bc8/r8 mixed structure and/or a-Si are confirmed via the SADP inset within each figure.
Where more than one type of microstructure appears to be found within the transformed
region (e.g. a portion of the region appears to be crystalline, other portions appear to be
amorphous), the area from which the SADP is taken is circled on the XTEM image. For each
figure containing a phase transformed region within this section, the measured area of the
transformed region is presented above the region.
Low Load: 200 mN - 300 mN
The evolution of the shape and size of the phase transformed region is investigated by imaging
the plastically deformed region (via XTEM) as the maximum load is increased from 200 mN
(lowest maximum load that produced plastic indentation) to 250 mN to 300 mN. Figure 5.8
shows XTEM images of two indents made to a maximum load of 300 mN. The transformed
region in Fig. 5.8(a) has the bc8/r8 mixed structure sandwiched between a-Si while the region
in Fig. 5.8(b) appears to be comprised entirely of the bc8/r8 mixed structure. The shape of
the transformed regions shown in this figure is different to the shape from the region shown
previously in Fig. 5.6, which presents an indent made under similar conditions. In the previous
indent, the phase transformed region was shaped like a segment of a circle. That is, in Fig.
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Maximum Load Hold Duration PT CD PT/CD ratio
300 mN 1 min 2% 8% 0.25
300 mN 2 min 5% 13% 0.38
300 mN 3 min 15% 43% 0.35
300 mN 15 min 57% 35% 1.63
275 mN 15 min 34% 12% 2.83
250 mN 15 min 35% 11% 3.18
225 mN 15 min 6% 1% 6
200 mN 15 min 4% 0%
200 mN* 60 min 0% 0%
Table 5.2: The percentage of phase transformation/crystalline defect responses under different
indentation conditions based off the Raman spectra collected from the indented regions. The
ratio between the two deformation mechanisms is also given to show the increase in phase
transformation with increasing hold time and decreasing load. *Only five indents were per-
formed at 200 mN with a 60 minute hold duration. Thus, this result may not be statistically
representative.
5.6, the bc8/r8 to dc interface is a single curve and the transformed region is continuous from
this interface to the sample surface. In this section, such transformed regions are described as
“segment-shaped regions”. However, the shape of the transformed regions presented here in
Fig. 5.8 are not circle segments and a region of dc-Si is present above both transformed regions.
In this section, these discontinuous transformed regions are described as “buried layers”. The
observation of both a segment-shaped region and a buried layer after indentation to 300 mN
raises the question; are these two distinct pathways of phase transformation or two different
points along the same pathway? That is, could this buried layer be a phase transformation
that did not have the time to fully transform due to the nucleation limited nature of the
transformation? Would holding at maximum load for longer have resulted in a progression to
a segment-shaped region?
One useful value that may help answer these questions is the “extrapolated area” of the trans-
formed region. This refers to the projected area covered if the buried layer were segment-
shaped, with the deepest point on of the buried layer used as the bottom of the segment (i.e.
the outlined region in Fig. 5.8). The measured areas and extrapolated areas of the phase
transformed region are indicated in the figure. The average areas for all the XTEM images
presented in this chapter and in ref. [55] are in Table 5.3. The segment-shaped regions have
the same measured and extrapolated area. It can be noted that the standard error of the
measured area is greater than the standard error in the extrapolated area case. This is due
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to the greater variance in the measured area. In particular, the buried layers have a smaller
transformed area than a segment-shaped region made to the same maximum load. This sug-
gests that the buried layer does not represent a region that has completely phase transformed.
That is, the buried layer is in the process of gradually expanding to a segment-shaped region
when pressure was removed which results in an “in progress” transformation being observed.
Maximum Load Area (µm2) Error (%) Extrapolated Area (µm2) Error (%)
750 mN 5.36 4
500 mN 2.32 2
300 mN 0.763 41 1.12 10
250 mN 0.399 43 0.458 25
200 mN 0.161 12 0.262 4
Table 5.3: The area of the phase transformed region in XTEM for different maximum loads.
For maximum loads where buried layers were observed, both actual and projected areas are
listed.
Figure 5.9 shows XTEM images of indents made to 250 mN. The region in Fig. 5.9(a) is
asymmetric, with the region on the left being deeper and comprised of bc8/r8 while the right
is comprised of a-Si. There does not appear to be a dc-Si layer between the transformed region
and the surface. The region in Fig. 5.9(b) is segment-shaped except for the rough interface
while the region in (c) is almost segment-shaped with only a slight amount of dc-Si above the
region on the left. Both regions are comprised of a-Si.
Figure 5.10 shows XTEM images of indents made to 200 mN, with both showing transformed
regions that are buried layers. Further, both are entirely comprised of a-Si.
Among these XTEM images, it appears that the bc8/r8 mixed structure is more prevalent
within the larger transformed regions. These results did not suggest a correlation between the
maximum load and the prominence of a buried layer. For example, two of the three images
presented from 300 mN indents had clear dc-Si layers between the transformed region and
the surface. However, only one of the three images presented from 250 mN indents had any
dc-Si layer above the transformed region. This suggests that, if there is indeed a progression
from the buried layer to the segment-shaped regions, this progression is not strongly pressure
dependent. The implications of these results are discussed in greater detail in Section 5.4.
High Load: 500 mN - 750 mN
The evolution of the two distinct deformation pathways are now further investigated by in-
creasing the maximum load to 500 mN and 750 mN. Indents were categorised as “phase trans-
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Fig. 5.8: XTEM images of two separate indented regions formed under identical loading
conditions with a maximum load of 300 mN and a 15 minute hold duration. Both indents have
phase transformed to form a buried layer with a slightly differently shaped transformed area.
The observed transformed area (dotted line) and extrapolated area (solid line) are outlined
in (a) and the measured areas are presented above each region. (inset) SADP taken from the
transformed regions. (a) Reflections at a d-spacing of 1.92 A˚ (green circle) are associated with
the [222] plane of bc8, whereas the diffuse ring (dotted white circle) indicates the presence of
a-Si. (b) Reflections at a d-spacing of 2.71 A˚ (green circle) are associated with the [211] plane
of bc8.
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Fig. 5.9: XTEM images of an indented region made to a maximum load of 250 mN that
has phase transformed. The size of the observed transformed area and of the area after
extrapolating to a segment-shaped region are presented above each region. (inset) SADP
taken from the transformed regions. (a) Reflections at a d-spacing of 2.72 A˚ (green circle) are
associated with the [211] plane of bc8, whereas the diffuse ring (dotted white circle) indicates
the presence of a-Si. (b)-(c) The diffuse ring (dotted white circle) indicates the presence of
a-Si.
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Fig. 5.10: XTEM images of indented regions made to a maximum load of 200 mN that
have phase transformed. The size of the observed transformed area and of the area after
extrapolating to a segment-shaped region are presented above each region. (inset) SADP
taken from the transformed regions. The diffuse ring (dotted white line) in both is indicative
of a-Si.
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Fig. 5.11: XTEM images adapted from Ref. [55] of indented regions made to a maximum
load of 500 mN that have phase transformed. The measured transformed area is presented
above each region. (inset) Representative SADP taken from the transformed region in (b).
Reflections at a d-spacing of 3.30 A˚ (green circle) are associated with the [002] plane of bc8
formed” or “crystalline defects” using Raman microspectroscopy as established previously. All
inset SADPs in this section are presented to confirm the presence of the bc8/r8 mixed structure
in the transformed region. Figure 5.11 shows XTEM images of two separate indents loaded to
500 mN that exhibit phase transformation that have been adapted from Ref. [55]. Importantly,
the phase transformed regions in both are segment-shaped and have similar width, depth and
shape. The morphology of these indents has two key differences compared to that of the 300
mN phase transformed case shown in Fig. 5.6. Firstly, the region is unsurprisingly larger;
it is ∼6 µm wide and ∼650 nm deep (compared to ∼4 µm wide and ∼400 nm deep for the
300 mN load indents). Secondly, unlike in the 300 mN case, there does not appear to be any
a-Si within the transformed region. For both the 300 mN and the 500 mN phase transformed
indents there is essentially no underlying crystalline defects and hence phase transformation
is the sole plastic deformation mechanism. Further, it appears that the only difference in the
dc-Si to (β-Sn)-Si transformation between the 300 mN and 500 mN maximum load indents is
the increased volume of material transformed.
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Fig. 5.12: XTEM images of indented regions made to a maximum load of 500 mN that have
nucleated crystalline defects. The distribution of the defects do not appear to be related apart
from the size of the slip bands and the depth of their intersection (indicated by the dotted
lines).
Figure 5.12 shows XTEM images of indents loaded to 500 mN that exhibit crystalline defects.
Most prominently, slip bands have formed and appear to intersect roughly below the middle
of the indent (as indicated by the dotted lines) in both images. The density and nature of
the other crystalline defects appear to have a different distribution between the two indents
presented. That is, defect nucleation is less repeatable than phase transformation. Similar to
the phase transformed indents, where there is only one deformation made, the nucleation and
propagation of crystalline defects is the sole form of plastic deformation within the images
shown in Fig. 5.12. Thus, at and below 500 mN maximum load, the two pathways of phase
transformation and propagation of crystalline defects are distinct, with no case observed in
which both pathways exist simultaneously. In the phase transformed cases at loads at and
below 500 mN, the main difference is that the higher loads have a larger volume of phase
transformed material.
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Fig. 5.13: XTEM images of indented regions made to a maximum load of 750 mN that are
phase transformation dominant. The measured transformed area is presented above each
region. Note that the top left section of the transformed region in (a) has been damaged
during the FIB thinning process (as indicated by the arrow). (inset) Representative SADP
taken from the transformed region in (b). Reflections at a d-spacing of 2.70 A˚ (green circle)
are associated with the [211] plane of bc8.
After indentation to a maximum load of 750 mN, all the Raman spectra collected from the
indented region exhibited peaks associated with the bc8/r8 mixed structure. However, differ-
ences were observed in the XTEM images. These were separated into two categories, “phase
transformation dominant” or “crystalline defect dominant”. Figure 5.13 shows indents from
the phase transformation dominant set. These images are similar to the 500 mN phase trans-
formed indents in two ways. Firstly, the entire transformed region consists of the bc8/r8
mixed structure. Secondly, the transformed region is a spherical segment that is larger than
the segments observed at lower loads. In this case, unlike its 500 mN counterpart, crystalline
defects are now also present in dc-Si beneath the transformed region.
Figure 5.14 shows indents from the crystalline defect dominant set. While crystalline defects
are dominant in these indents, phase transformed regions are also present (outlined by the
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dotted line). The phase transformed regions observed here are significantly different to those
observed in the phase transformation dominant indents. Firstly, the shape of the transformed
region is no longer segment-shaped and is very different between the two cases shown in Fig.
5.14. Secondly, the transformed region in Fig. 5.14(b) does not appear at the centre of the
indentation area. The centre of the indentation area can be identified using the shape of the
residual impression, with the greatest residual depth in the centre of the image (as indicated
by the dotted line) which is to the right of the transformed region. Finally, the volume of
transformed material is significantly smaller than the volume observed in Fig. 5.13. In fact,
the transformed volume is smaller than even the volume transformed at the lower load of 500
mN shown in Fig. 5.11. Comparing the 500 mN phase transformed case with the 750 mN
crystalline defect dominant case shown in Fig. 5.14(a), the width of the transformed region is
approximately the same (∼6 µm) but the maximum depth of the 750 mN case is only ∼400
nm compared to the ∼650 nm depth of the 500 mN case. Further, the transformed region
shown in Fig. 5.14(b) is smaller than both of the above regions, with a width of ∼3 µm and a
depth of ∼200 nm. Thus, it is impossible for the phase transformed regions similar in size to
those presented in Fig. 5.11 to have been present in the indented regions shown here. That
is, it is evident that the crystalline defect dominant indents first nucleated crystalline defects
before phase transformation occurred during subsequent loading (and vice versa for the phase
transformation dominant indents). Thus, even within a maximum load regime where both
plastic deformation mechanisms are present, the two pathways remain distinct.
5.4 Discussion
Nucleation Limited Plastic Deformation
The results presented in this chapter have clearly shown that two indents with experimentally-
identical loading conditions can result in two significantly different plastic deformations. This
appears to resolve the previously reported, seemingly contrasting, models that suggest that
crystalline defects occur before phase transformation [104,201] or alternatively phase transfor-
mation occurs before crystalline defects [101]. We suggest that such a result has not previously
been reported due to two factors.
Firstly, it has been shown that both phase transformation and the nucleation and propagation
of crystalline defects are nucleation limited. That is, there is a delay between when the critical
conditions for plastic deformation are reached and when an observable amount of plastic
deformation has occurred. This is most evident in the observation of purely elastic responses
to indentations even though the induced pressure is far above the critical pressure for phase
transformation (as shown in Section 5.3.1). Thus, the utilisation of a hold duration to promote
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Fig. 5.14: XTEM images of indented regions made to a maximum load of 750 mN that are
crystalline defect dominant. The phase transformed regions have been indicated (dotted line).
The centre of the indented region, determined by the deepest point of the residual impression,
is also indicated (solid line). (inset) Representative SADP taken from the transformed region
in (b). Reflections at a d-spacing of 2.70 A˚ (green circle) are associated with the [211] plane
of bc8.
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Fig. 5.15: Simulated pressure distributions of the (a) hydrostatic and (b) shear stress distribu-
tions under indentation to a maximum load of 300 mN using the Elastica analytical software.
The co-ordinates for the points of maximum stress are indicated.
plastic deformation is crucial to the observation of the present results.
Secondly, the large size of the spherical tip compared to previous studies may explain why
this result has not been previously observed. In this work, the large tip diameter gives rise
to a clear separation between the point of maximum shear stress and maximum hydrostatic
pressure within the sample. Figure 5.15 shows simulations of the (a) hydrostatic pressure and
(b) shear stress experienced by the sample under indentation with a 21 µm diameter spherical
tip to a maximum load of 300 mN. The region of maximum hydrostatic pressure is the point
where the tip first touches the surface. The point of maximum shear stress lies at a distance
of ∼0.25 µm below the point of maximum hydrostatic pressure. This distance varies relative
to both tip size as well as maximum load [92,149]. Figure 5.16(a) plots the Elastica simulated
separation between maximum hydrostatic pressure and maximum shear stress as a function of
spherical tip radius. The separation at a maximum load of 300 mN is plotted in red, whereas
the separation when a hydrostatic pressure of 11 GPa is reached is plotted in black. This
suggests that, for larger spherical tips, the pressure conditions at the two distinct pressure
maxima must be considered when calculating the onset of incipient plasticity.
Chrobak et al. proposed a method for calculating the onset of incipient plasticity [101].
This method is based on the generally accepted idea that phase transformation is primarily
driven by hydrostatic pressure and nucleation of crystalline defects is primarily driven by shear
stress (as mentioned in Section 5.1). This method compared the ratio between critical shear
stress for crystalline defects (τc = 7.7 GPa) and the critical hydrostatic pressure for phase
transformation (σPT = 11 GPa) to the ratio between the hydrostatic pressure (σh) and shear
stress (σs) at a given point. If the hydrostatic pressure/shear stress ratio (σh/σs) is higher
than σPT /τc = 1.4, then phase transformation is expected to occur first (and vice versa).
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Using this method, Chrobak et al. noted that the hydrostatic pressure/shear stress ratio at
the point directly under the indenter tip was always larger than σPT /τc = 1.4 and concluded
that phase transformation should occur first. This can not be considered a general solution as
they did not take into consideration the point of maximum shear stress. To use the conditions
in this work as an example, at the point of maximum hydrostatic pressure indicated in Fig.
5.15(a) phase transformation is predicted to occur first (σh/σs = 2.7 > σPT /τc = 1.4) which is
in agreement with the result reported by Chrobak et al.. However, at the point of maximum
shear stress indicated in Fig. 5.15(b) the nucleation of crystalline defects is predicted to occur
first (σh/σs = 0.71 < σPT /τc = 1.4) according to the same method. Therefore, a more
accurate description of this method would be that it predicts which deformation mechanism
has the potential to occur.
Figure 5.16(b) plots the simulated maximum shear stress and maximum hydrostatic pressure
as a function of maximum load for a 21 µm diameter spherical tip. The load required for
critical shear stress (7.7 GPa) is ∼50 mN, while the load required for critical hydrostatic
pressure (11 GPa) is ∼100 mN. Therefore, at 300 mN the pressure conditions are such that
both plastic deformation mechanisms have the potential to occur. As both mechanisms are
nucleation limited, incipient plasticity under this set of indentation conditions is dependent
on which deformation mechanism nucleates first. Interestingly, it is also possible that neither
occurs and the sample responds elastically. It is also possible that the stochastic nature of both
plastic deformation has a dependence on the number of defects within the initial, unindented
sample. Thus, pretreatment of the substrate to remove (or introduce) defects may further
promote phase transformation over defect propagation (or vice versa).
5.4.1 Two Pathways
Based on the above observation that incipient plasticity is dependent on two nucleation limited
processes, we proposed a two pathways for plastic deformation of dc-Si under indentation-
induced pressure. A schematic showing the alternative deformation pathways is shown in Fig
5.17. As indentation load on dc-Si increases plastic deformation may occur. The nature of this
deformation is stochastic, with some indents deforming via phase transformation while others
deform via nucleation and propagation of crystalline defects. Plastic deformation of either form
causes a resultant pressure release. At lower loads, phase transformation and nucleation of
crystalline defects act as competing deformation mechanisms and indents exhibiting solely one
form of plastic deformation can be observed. The probability of either mechanism occurring
within this low load regime is roughly equal, such that both pathways can be readily observed.
For the experimental conditions presented here, this regime ranges from the onset of plasticity
at 200 mN (as shown in Fig. 5.10) to at least 500 mN (as shown in Fig. 5.11). At higher
loads, there is a sufficient increase in pressure beyond the initial plastic deformation (via either
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Fig. 5.16: (a) Simulated depth of the point of maximum shear stress as a function of tip radius
at a constant load of 300 mN (red) or at a load sufficient to produce a maximum of 11 GPa
of hydrostatic pressure (black). (b) Simulated hydrostatic and shear stress as a function of
load. The load at which the accepted critical pressures for crystalline defect formation and for
phase transformation are reached is indicated.
mechanism) for the pressure to again reach the critical value for further transformation. In
such cases, both deformation mechanisms can be observed. Even when both deformation
mechanisms occur, it remains clear that one deformation mechanism occurs first; they are
never simultaneous.
This can be observed in the difference in shape and volume of the phase transformed region
observed after indentation to 750 mN. This is shown experimentally when the transformed
region in Fig. 5.14 is compared to the region observed after indentation to 500 mN and 300
mN shown in Fig. 5.11 and Fig. 5.6. Evidence for sequential deformation processes is obtained
by comparing the shape and volume of the transformed region of different indents at 750 mN,
and also in comparing 750 mN indents (Fig. 5.14) with the lower load 300 and 500 mN
indents in Figs. 5.11 and 5.6, respectively. For the 750 mN case shown in Fig. 5.14, the first
deformation process was the nucleation and propagation of crystalline defects, which partially
released the pressure under the indenter. As the pressure continued to increase, further plastic
deformation in the form of phase transformation occured. Thus, despite the higher load, the
volume of pressure-induced phase transformation is less than that observed at some lower
loads.
This two pathway process also explains the irregular shape of the transformed region. Phase
transformation is a hydrostatic pressure driven process, thus it is expected that the trans-
formed region should resemble the hydrostatic pressure distribution which is spherical for a
spherical tip indenting a flat surface. Indeed, the transformed regions observed in the phase
transformation pathway are segment-shaped (i.e. roughly spherical). However, if crystalline
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Fig. 5.17: A schematic showing the two pathways that plastic deformation in dc-Si may
undergo during indentation loading with a large spherical indenter. The pathway where phase
transformation occurs first is predominantly driven by hydrostatic pressure, while the pathway
where crystalline defects occur first is predominantly driven by shear stress.
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defects nucleate first, their non-uniform distribution and the fact that defects can be pinned
at certain points (such as when they intersect [205, 206]) means that, at higher loads, phase
transformation can nucleate at vastly different points within the crystalline defect structure.
This leads to extremely asymmetric transformation volumes as shown in Figs. 5.12 and 5.14.
Thus, the initial deformation mechanism plays an important role in determining the shape
and size of the final phase transformed region.
5.4.2 The Phase Transformation Pathway at Low Loads
Spherical tips distribute hydrostatic pressure according to a radial distribution. Phase trans-
formation is expected to form with a similar distribution, in a segment-shaped volume. At
higher loads (500 mN and above), this expectation has been validated by the results pre-
sented here. However, at lower loads the phase transformed regions have been observed in
non-segment-shaped regions (referred to in this work as buried layers). It is suggested that
such a buried layer has not previously been observed as phase transformation has not been
induced at a pressure so close to the critical pressure with large spherical indenters (as shown
in Section 5.3.1). That is, this phenomenon is only present when the maximum hydrostatic
pressure is not much greater than the critical pressure for phase transformation. It is further
proposed that such a buried transformed zone is only possible due to the time-dependent be-
haviour of the nucleation of phase transformation on loading and its subsequent growth at
higher loads [32, 59–61]. Finally, it is suggested that buried layers arise from the fact that,
even though phase transformation is primarily driven by hydrostatic pressure, the observation
of a buried transformed layer suggests that shear stress also plays a significant role [54, 201].
It was briefly suggested (in Section 5.3.2) that buried layers occur when pressure is removed
before the time-dependent process of phase transformation has progressed to completion. The
proposed process for first a buried layer and then full transformation at longer times or at
higher loads is shown schematically in Fig. 5.18.
Initially, the tip is loaded to and then held at the maximum load. As the process is nucleation
limited, no plastic deformation has occurred in this initial segment and the hydrostatic pressure
and shear stress distributions can be found from the elastic behaviour using, for example,
Elastica simulations. At some point during the hold duration, the onset of the nucleation
limited phase transformation occurs. Observation of buried layers suggests that the initial
transformed region does not occur at the maximum of hydrostatic pressure at the surface of
the sample. Instead, as shear stress plays an important role in nucleation phase transformation
[104], transformation initiates in regions below the surface where there is greater shear stress.
The absence of a discontinuity event in the load/unload curve [shown in Fig. 5.4(a)] suggests
that the onset of phase transformation does not lead to a substantial amount of material
transformation instantaneously. Further, the lack of a change in slope in the loading curve
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Fig. 5.18: Schematic of the proposed stages of phase transformation under spherical indenta-
tion. (a) The calculated distribution of hydrostatic pressure and shear stress before nucleation
limited phase transformation occurs. (b) Nucleation of phase transformation occurs below the
surface, at points where both hydrostatic pressure and shear stress are high. (c) The trans-
formed region grows around the nucleation sites. (d) The transformation is complete, forming
a segment-shaped region.
suggests subsequent growth of phase transformation is also a gradual process. Thus, the initial
phase transformed regions are proposed to expand in the following manner. Firstly, they
expand into a region similar in appearance to a buried layer. Then, further expansion results
in a region that is segment-shaped. Note that the segment-shaped regions were observed to
have a larger area (in XTEM) than the buried layer at the same maximum pressure (as can be
seen in the XTEM images presented in Section 5.3.2). Extrapolation of the transformed area of
a buried layer to the equivalent segment-shaped region gives similar areas to those of segment-
shaped regions indented to the same maximum load (as shown in Table 5.3). Therefore, it is
suggested that the transformed region is segment-shaped when a state of pressure equilibrium
is reached (i.e. when all points that experience sufficient pressure for phase transformation have
phase transformed). Due to the time-dependent nature of phase transformation, it is possible
that unloading can occur before transformation is complete and equilibrium is reached. Upon
unloading, phase transformation ceases and a buried transformed layer results. One possible
explanation for why phase transformation that has not reached a state of pressure equilibrium
has not previously been observed can be proposed using the Avrami equation. This equation
calculates the volume fraction of the transformed state (Y) as:
Y = 1− e−pi.N.G
3.t4
3
87
where t is the time, N is the nucleation rate of the transformation, and G is the growth rate of
the transformed material. Under this equation a typical transformation has volume changes
which are slow at the beginning and the end of the transformation with a rapid transformation
region in between. As the results observed here are from the window of rapid transformation,
it can be proposed that they have not been observed previously because the time window for
making such observations is very small.
Table 5.2 shows that, when hold duration is kept constant, a higher maximum load results in
a greater number of indents exhibiting phase transformation. This suggests that, while phase
transformation is a time-dependent process for all these maximum loads, transformation occurs
over a longer time frame at lower loads. Therefore, unloading before complete transformation
(and observing buried layers) is more likely to occur at lower loads.
It should also be noted that an alternative proposed process is also possible, particularly at high
loads, where some indents initiate phase transformation at the surface and the transformed
region grows radially outward to form a segment-shaped region. Meanwhile, other indents
initiate phase transformation below the surface and grow in a manner similar to the process
detailed above. The validity of these two proposed processes warrants further investigation as
it may allow for in situ snapshots of the dc-Si to (β-Sn)-Si process via properly timed pressure
removal to preserve the in-progress transformation.
The observation of a-Si, particularly for low maximum loads, on unloading is also of interest.
The β-Sn phase is known to transform to a-Si on fast unloading [75,92] and the bc8/r8 structure
on slow unloading [37, 38, 50, 76]. Therefore, the relative distribution of the amorphous and
crystalline phases after unloading may provide information on the process of pressure removal
during unloading. It may well be that at lower maximum loads, on unloading the lower
pressure at the point of unloading makes nucleation of the crystalline bc8/r8 phases (also
nucleation limited) less probable than for higher maximum loads. In the 200 mN indents,
there is only a-Si. In the 250 mN indents, one is fully a-Si, another has only a small amount of
crystalline material in the middle and yet another is fully crystalline on the deeper side. Finally,
in the 300 mN indents, one is fully crystalline while the other only has crystalline material
in the middle. These results are in agreement with those by Zarudi et al. that reported an
increase in crystalline phases at higher loads and that the location of the crystalline phases are
stress-dependent. However, there is insufficient consistency within the amorphous/crystalline
distribution presented in this chapter to expand on what has already been previously reported.
It is clear that there are still unknowns surrounding the β-Sn to bc8/r8/a-Si transformation
at such low pressure distributions. The desire for consistent production of solely the a-Si or
solely the crystalline phases suggests this topic warrants further study.
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Fig. 5.19: Graph comparing the percentage response of the two plastic deformation mecha-
nisms and the ratio between the two as a function of (a) maximum load with a constant hold
duration of 15 minutes and (b) hold duration with a constant maximum load of 300 mN.
5.4.3 Promoting Phase Transformation using Hold Durations
The two pathways of plastic deformation detailed above show that, if phase transformation
is the initial mechanism of plastic deformation, subsequent loading will continue to favour
this transformation over the nucleation and propagation of crystalline defects. The number of
indents that exhibited either form of plastic deformation were also shown to be dependent on
maximum load and hold duration. Figure 5.19(a) plots the probability of either deformation
mechanism occurring as a function of maximum load at a fixed hold duration of 15 minutes.
The ratio between phase transformation and crystalline defects (PT/CD) is also included.
Both mechanisms appear to increase with maximum load, most likely due to the increased
number of plastic deformations (in contrast to indents that respond elastically). Unfortunately,
increasing loads appears to favour defect nucleation over PT as the PT/CD ratio decreases.
Figure 5.19(b) plots the same values as a function of hold duration (at a fixed maximum load
of 300 mN). An increase in hold duration also leads to an increase in both forms of plastic
deformation. More interestingly, increasing hold duration leads to an increase in the PT/CD
ratio. This suggests that a lower maximum load held for a longer duration will maximise phase
transformation over defect nucleation in the indents that deform plastically.
This decrease in maximum load to promote phase transformation must also be balanced against
the increase in indents responding elastically. For example, at 200 mN with a hold duration
of 15 min the only plastically deformed indents are phase transformed indents. This would
suggest that, given the tip used in this chapter, 200 mN is the ideal maximum load to promote
phase transformation. However, indents that exhibit plastic deformation only consists of 4% of
the total indents made (shown in Table. 5.2). Further, a significant increase in hold duration
to 60 minutes did not show a significant increase in indents responding plastically as none of
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the five indents performed under these conditions exhibited plastic deformation.
To better visualise the relative impact of maximum load and hold duration, the mean contact
pressure as a function of load can be considered. The mean contact pressure (Pc) can be
calculated using the equation [91]:
Pc =
Fm
pi.a2c
where Fm is the maximum load, and ac is the contact radius. The contact radius is calculated
from the contact depth observed in the load/unload curve as detailed in section 3.1. Fig. 5.20
presents the Pressure-Time-Transformation plot of the presented phase transformed indent
results. It should be noted that while the mean contact pressure for all indentations presented
in this work are below the transformation threshold of 11 GPa, the mean contact pressure is
averaged over a wide area that includes many regions where contact is made but no transfor-
mation occurs, thus such a low mean pressure is expected. This plot indicates that, within
the regimes explored in this work, increasing load has a higher impact on the occurrence of
phase transformation than hold duration. However, this greater increase occurs alongside an
increase in the nucleation and formation of crystalline defect which may negatively affect the
quality of the phase transformed region.
5.5 Summary
In this chapter, results showing that a hold duration promotes plastic deformation have been
presented. By using a hold duration, a maximum load regime which had previously only
responded elastically to indentation has exhibited plastic deformation. Within this regime,
phase transformation and the nucleation of crystalline defects are shown to exist as competing
deformation mechanisms. Both processes are nucleation limited and stochastic in nature. For
the tip used in this work, it is shown that between 200 mN - 500 mN there exists a pressure
regime where, once nucleated, each deformation mechanism is the sole observed deformation.
At higher loads (750 mN and above), sufficient pressure is present for both mechanisms to
occur. The results suggest that the initial deformation mechanism that occurred remains
dominant within the residual indent even at this higher load.
Controlling the initial form of plastic deformation is of great importance, leading to several
avenues of further study. Firstly, the pressure distribution within the regime where plastic
deformation first occurs leads to buried layers of phase transformed material due to the in-
terplay between hydrostatic and shear stress. There is potential to further understand how
the two stresses interact to initiate phase transformation. Secondly, during unloading from
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Fig. 5.20: A Pressure-Time-Transformation plot showing the percentage of indents that plas-
tically deformed via phase transformation across a range of mean contact pressure and hold
durations. Each data point is labelled with the percentage of indents that phase transformed
under those conditions. Each shaded region approximates a range of transformation percent-
ages, with an arrow indicating the direction of increasing phase transformation.
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the β-Sn phase, the pressure distribution also appears to affect the transformation to either
a-Si or the bc8/r8 mixed structure. Further study into these affects would allow for greater
control over the end phases formed. Finally, it has been shown that both increased load and
increasing hold duration lead to increased indents exhibiting phase transformation. However,
further study is required to discover an ideal condition under which phase transformation is
maximised relative to both elastic indents and the nucleation of crystalline indents.
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Chapter 6
Annealing of the bc8/r8 Mixed Structure
This chapter investigates the annealing pathway of the bc8/r8 mixed structure that is formed
via nanoindentation. The bc8/r8 structure undergoes furnace, heater stage, and laser anneal-
ing ranging from 30 to 750◦C. The resulting transformed material is then characterised via
Raman microspectroscopy and SADP analysis to investigate the transformation temperatures
and pathways from the bc8/r8 mixed structure to the equilibrium dc-Si phase.
6.1 Introduction
The effects of annealing on the bc8/r8 mixed structure is of interest due to several reasons.
Firstly, the formation of a new structure (Si-XIII) which has only been reported from annealing
of this mixed phase, is of fundamental interest. Secondly, there is also a technological drive
to understand the stability of both the bc8/r8 mixed structure formed using indentation and
hd-Si that is formed via annealing of the mixed structure. Interest in the former is due to the
potential optical properties of r8-Si [143,144] and the recent study of bc8-Si that indicated it
is a narrow band-gap semiconductor [137]. The ability to write industrially relevant regions
of hd-Si onto existing Si surfaces using indentation is also technologically interesting [141].
Realisation of these goals is hindered by the lack of understanding regarding the transformation
pathway of the bc8/r8 mixed structure under annealing.
6.1.1 Different Proposed Transition Pathways
As mentioned in Section 2.5, annealing of the bc8/r8 mixed structure formed via indentation
has been the focus of several studies. There is a lack of consensus regarding the exact trans-
formation pathways that occur upon annealing of the bc8/r8 mixed structure. The mixed
structure is reported to transform to thermally stable dc-Si, with Si-XIII and hd-Si gener-
ally observed as intermediate phases [38, 41, 44, 83, 94]. Different indentation or annealing
conditions have produced different annealing behaviour. Under certain conditions [93,94], the
intermediate phases of hd-Si and Si-XIII are not observed to form at all. Different studies that
have proposed different transformation pathways are presented below and are summarised in
Fig. 6.1.
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Fig. 6.1: Summary of the transformation pathways upon annealing of the indentation-induced
bc8/r8 structure that have been previously reported in the literature. Where provided by
the literature, the transition temperatures have also been included. Pathways are from Ref.
[38,41,44,83,94]
A study by Kailer et al. reported the presence of hd-Si after laser annealing residual indents
at “moderate” temperatures (no further information regarding the temperature was presented
within Ref. [38]) and the reformation of dc-Si after furnace annealing at 550◦C [38]. From
these observations, they suggested a transformation pathway similar to exotic phases formed
via DAC; r8-Si→ bc8-Si→ hd-Si→ dc-Si. Domnich et al. additionally observed the presence
of Raman peaks associated with Si-XIII alongside hd-Si after annealing between 150 - 250◦C
and proposed a transformation pathway of r8-Si→ bc8-Si→ hd-Si/Si-XIII→ dc-Si [83]. These
authors also reported a surprising hd-Si/Si-XIII to a-Si transformation before dc-Si in some
cases. Ge et al. performed a study via in situ TEM imaging of annealed samples [44]. In this
study, the indented regions were thinned in plan-view. They observed that sample thickness
also impacted the transformation pathway. That is, Si-XIII was less likely to be observed and
a-Si became more prevalent as the sample thickness decreased. From this study, they proposed
the following transformation pathway: r8-Si → bc8-Si → Si-XIII (thick samples only) → hd-
Si (or a-Si) → dc-Si. It should be noted that, within this study, a-Si was only observed in
indents that already had a-Si before annealing. Thus, it is possible that the observed a-Si
was pre-existing and did not form via transformation from Si-XIII as suggested in Ref. [44].
Ruffell et al. annealed “small” indents (made using a ∼4.2 µm radius spherical tip loaded to
80 mN) and measured the times taken for complete transformation of the bc8/r8 structure
(i.e. the absence of peaks associated with bc8-Si or r8-Si within measured Raman spectra)
after annealing at 100 - 450◦C [93]. From this, an activation energy of 0.67 eV was measured.
Further, this study reported a direct transformation to dc-Si and did not report the formation
of hd-Si or Si-XIII. A more detailed study by the same authors reported the observation of
94
hd-Si and Si-XIII as intermediate phases within larger indents, and also indents formed in a-Si,
with the end phase remaining as dc-Si in both cases [41]. They suggest that this difference
may be due to the transformation being dependent on indentation conditions (i.e. phase
transformed region size and surrounding material). A benefit of using an a-Si substrate is
that the dc-Si observed after annealing can be assumed to arise from a pressure-induced phase
transformation 1. Such dc-Si signals from the transformed region were reported by Ruffell
et al. to occur almost immediately after annealing to [41]. Further, they report that both
hd-Si and Si-XIII transform to dc-Si after annealing at 200◦C. Only dc-Si was observed after
annealing at this temperature for ∼1 week. From this, the following temperature-induced
transformation pathway was proposed; (i) r8-Si → bc8-Si → Si-XIII/hd-Si → dc-Si or (ii)
r8-Si → Si-XIII/hd-Si → dc-Si while bc8-Si → dc-Si was suggested to occur directly. Finally,
Zeng et al. applied high power laser annealing to the bc8/r8 structure and reported a direct
transformation to dc-Si without first transforming through hd-Si or Si-XIII [94]. While not
explicitly mentioned, the indentation conditions from this study by Zeng et al. suggest the
resulting bc8/r8 mixed structure was similar to the small indents investigated by Ruffell et
al. [41, 93]. Thus, probably as a result of differences in indentation and annealing conditions,
a number of different transformation pathways can be observed on annealing.
6.1.2 Difficulties in Phase Identification
Another factor that contributes to the lack of consensus between bc8/r8 annealing studies is
the similarity of hd-Si, Si-XIII, and nc dc-Si as revealed by the key techniques often used for
phase identification, namely Raman microspectrocopy and SADP. The Raman peaks associ-
ated with the different exotic phases and the d -spacings that form the characteristic reflections
in SADP (among other diffraction-based measuring techniques) are given in detail in Chap-
ter 3. However, the relevant sections are reproduced here in Table 6.1 and Table 6.2 for
convenience.
As Raman shift is sensitive to crystal size [208], the Raman peak from nanocrystalline (nc)
dc-Si will be shifted relative to bulk dc-Si [207]. In particular, the TO peak of nc dc-Si may
be down-shifted from 520 cm−1 such that there is considerable overlap with the main hd-Si
peak at 514 cm−1, potentially obscuring the presence of hd-Si. The magnitude of this shift is
dependent on the crystallite size. Similarly, the primary Si-XIII peak at 497 cm−1 will overlap
with the hd-Si peak at 496 cm−1. The deconvolution of these overlapping peaks is further
complicated by the presence of a-Si which has a broad Raman peak centred at ∼480 cm−1.
SADP is commonly used to support Raman results in providing phase identification. However,
apart from a [102] reflection, all hd-Si d -spacings observed in SADP can be attributed to other
1as long as the transformations to dc-Si from the crystalline phases occur at different temperatures to the
a-Si to dc-Si transformation.
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Raman Shift (cm−1) Phase Phonon Mode Reference
301.9 dc 2TA [173]
520.3 dc TO [173]
510 - 520 dc (nc) TO [207]
480 a-Si Broad Peak [45]
496 hd TO [174]
514 hd A1g [174]
200 Si-XIII [44]
330 Si-XIII [44]
475 Si-XIII [44]
497 Si-XIII [44]
Table 6.1: The Raman peaks associated with the dc, hd, a-Si, and Si-XIII phases of Si. The
primary peak of each phase is highlighted in bold text. A nanocrystalline material may result
in a change in Raman shift. A relevant shift in the dc-Si TO peak is also included.
dc-Si bc8-Si hd-Si
hkl d -spacing (A˚) hkl d -spacing (A˚) hkl d -spacing (A˚)
111 3.125 110 4.695 100 3.29
220 1.920 200 3.318 002 3.14
311 1.637 211 2.709 101 2.91
220 2.346 102 2.27
321 1.774 110 1.90
400 1.659 103 1.77
200 1.65
112 1.63
Table 6.2: The d -spacing for dc-Si, bc8-Si, and hd-Si. The unit cell parameters used for the
calculation are taken from Ref. [184] (dc-Si), Ref. [32] (bc8-Si), and Ref. [142] (hd-Si). The
difference in significant figures for the values presented for hd-Si are due to the difference in
significant figures in the reported unit cell parameters.
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phases that may be present alongside hd-Si. That is, if no reflections at 2.27 A˚ are observed 2,
it is possible to incorrectly classify a hd-Si sample as a mixture of dc-Si and bc8-Si instead. In
particular, the [100], [002], and [101] reflections from hd-Si can easily be mistaken for the [111]
reflections of dc-Si (especially if each individual reflection spot in the SADP is quite large).
It is also possible to miss Si-XIII in samples thinned for TEM. For example, it was reported
that the presence of Si-XIII was dependent on sample thickness, which suggests Si-XIII may
not be stable in thinned samples [44]. Therefore, the absence of Si-XIII reflections in SADP
may not necessarily mean the absence of Si-XIII in the pre-thinned sample.
The results presented in this chapter aim to establish a method for unambiguous identification
of hd-Si. After this, measurements from indents annealed using furnace annealing, incremental
annealing, and laser annealing are presented to form a more complete picture of the transfor-
mation pathways of the bc8/r8 mixed structure. This includes measurements from previously
published works that are re-analysed using this new method for identification. Such cases
have been indicated in the text. In particular, the stable temperature range of hd-Si, the
transformations to and from Si-XIII, and the differences between laser annealing and thermal
annealing are explored.
6.2 Experimental Details
Indents were made using an Ultra-Micro-Indentation System (UMIS) 2000 using a ∼40 µm
diameter spherical tip. Indentation to a maximum load of 700 mN with a load rate of ∼5
mN/s (50 increments) and an unload rate of ∼1.3 mN/s (200 increments) were undertaken. It
should be noted that the UMIS load/unload rate is controlled by the number of incremental
steps taken to load/unload rather than an exact load rate. These conditions were chosen as
they are known to produce circular regions of the bc8/r8 structure ∼10 µm wide and ∼400 nm
deep [39, 41, 93, 112]. The size of these indents is comparable to the “large” indents presented
in the work by Ruffell et al. [41].
Furnace annealing was performed at temperatures between 50 - 750◦C for 2 hours in a N2
atmosphere unless otherwise stated. A different sample was used for each temperature. Stage
annealing was performed in 10◦C increments, from 30 - 240 ◦C, in a N2 atmosphere. A single
sample was used for the entire temperature range. The sample was brought up to temperature
and held for 200 s. After each step, the sample was allowed to cool back to RT before Raman
spectra were taken to prevent temperature related shifts in the spectra. Laser annealing was
performed using a continuous wave (CW) 532 nm laser operating at 400 kW/cm2 with a spot
size of ∼1 µm in diameter. To ensure a relatively homogeneous transformed region, the laser
2Not all possible reflections are necessarily observed within every SADP
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was raster scanned across the surface at a rate of 1 µm/s. All samples were imaged using
XTEM and SADP after annealing.
The peak positions measured using Raman microspectroscopy were compared with those calcu-
lated using the ab initio framework of the density functional theory (DFT). These calculations
were provided by Prof. Andres Mujica from Universidad de La Laguna as a part of a joint
project.
6.3 Differentiating hd-Si and nc dc-Si
Figure 6.2 shows SADPs taken from an indent annealed for two hours at several different
temperatures. Concentric circles have been used to analyse the reflections in the SADPs.
Each circle corresponds to a specific d -spacing, with reflections on separate circles representing
different d -spacings. Figure 6.2(a) shows a SADP taken from an indent annealed at 240◦C
for two hours. Careful inspection of the pattern shows a reflection corresponding to a d -
spacing of 3.25 A˚ and another of 2.95 A˚. These values are in agreement with the [100] and
[101] reflections of hd-Si. Indeed, of the several exotic phases of Si known to exist in this
regime, these d -spacings can only be attributed to hd-Si. Figure 6.2(a) shows that there are
several further reflections in this SADP which may be attributed to either dc-Si or hd-Si. The
reflections indicated by the circle corresponding to a d -spacing of 1.91 A˚ may be from the
[110] plane of hd-Si or the [220] plane of dc-Si. Nevertheless, from the two inner circles, it is
clear that hd-Si is formed in this indented region annealed to 240◦C for two hours. A similar
pair of inner circles is observed in the SADP taken from an indent annealed to 450◦C for two
hours as shown in Fig. 6.2(b). Further, the other reflections present in this image can be
attributed to either hd-Si or dc-Si. This shows that hd-Si is definitely present after annealing
from 240◦C - 450◦C for two hours but dc-Si may also be present.
A SADP taken from the indented region after annealing at 750◦C for two hours is shown
in Fig. 6.2(c). This image shows only a single set of reflections located at a d -spacing of
∼3.15 A˚. Further, unlike the circles observed at 3.25 A˚ and 2.95 A˚ in Figs. 6.2(a) and (b),
this circle intersects several more than 2-3 discrete reflections, which is suggestive of several
unique crystal orientations (and crystallites) being present. This attribute is also shared by
the reflections at a d -spacing of 1.90 A˚ and 1.60 A˚. Note that the 1.60 A˚ d -spacing is unique
to dc-Si, confirming the presence of dc-Si. At this temperature, no reflections with d -spacing
unique to hd-Si (i.e. 3.25 A˚ and 2.95 A˚) were observed.
The presence of more individual reflections at each d -spacing may be due to two potential
effects. Firstly, it may be due to a decrease in crystal size which allows more crystallites of
different orientation to contribute to the SADP. Secondly, it may be due to a reorientation from
98
Fig. 6.2: SADPs taken from a dc-Si indent with a maximum load of 700 mN after furnace
annealing at (a) 240◦C, (b) 450◦C, and (c) 750◦C for two hours. The concentric circles have
been labelled with the d -spacing to aid identification. The colour of the circle represents
whether the d -spacing is associated with hd-Si (yellow), dc-Si (blue), or can potentially be
associated with both phases (green).
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the highly orientated bc8/r8 structure that is formed via indentation (as shown in Chapter 4)
to a more randomly orientated structure. Regardless, it appears that the critical temperature
for a transformation from hd-Si to dc-Si to occur lies between 450◦C and 750◦C. The presence
of reflections uniquely associated with hd-Si in the former and the lack of these reflections in
the latter would suggest that this transformation is from hd-Si to nc dc-Si.
Raman spectra were also taken from samples annealed in this regime. Figure 6.3 shows
spectra taken from an indent annealed for two hours at several different temperatures. Before
presenting the peaks associated with the phases found within the indent, the detection of a
peak at 520 cm−1 must be discussed. This peak is associated with the main TO peak of dc-Si
and is observed in all three spectra. When a higher numerical aperture objective or a lower
wavelength excitation laser was used, this peak reduced in intensity. Thus, at least a portion
of this dc-Si peak originates from the surrounding untransformed sample and cannot be used
to indicate the presence of dc-Si within the indented region. The region of interest in the
Raman spectra is that where nc dc-Si and hd-Si are most commonly observed, namely the 450
- 550 cm−1 region.
Figure 6.3(a) shows a spectrum from an indent after annealing at 240◦C for two hours. This
was best fitted with three peaks within the region of interest, 479 cm−1, 513 cm−1 and 522
cm−1. The peak at 479 cm−1 may be reasonably attributed to either the Si-XIII peak at 475
cm−1 or the broad a-Si peak observed at 480 cm−1. The presence of other peaks associated
with a-Si outside the region of interest would suggest that the latter is more likely. The peak
at 513 cm−1 is indicative of hd-Si within the indent. Figure 6.3(b) shows a spectrum taken
from an indent after annealing at 450◦C for two hours. Peaks at 490 cm−1, 511 cm−1 and
520 cm−1 are present within the region of interest. As before, the peak at 490 cm−1 is most
reasonably attributed to a-Si while the peak at 511 cm−1 indicates the presence of hd-Si.
Annealing at 750◦C for two hours results in a spectrum that can be fitted with three peaks
at 512 cm−1, 519 cm−1 and 520 cm−1 as shown in Fig. 6.3(c). The peaks at 512 cm−1 and
519 cm−1 can be attributed to hd-Si and nc dc-Si, respectively. No peak associated with a-Si
was observed. The drastically reduced intensity in the hd-Si peak (relative to the dc-Si peak)
at this annealing temperature is in agreement with the observation made in SADP that the
critical temperature for a hd-Si to nc dc-Si transformation lies between 450◦C and 750◦C. This
is supported by the observation of a peak associated with nc dc-Si at this temperature that
was also not present in the other two cases.
Together, the Raman and SADP data forms a coherent picture that suggests that hd-Si is
present after annealing (of the bc8/r8 mixed structure formed using indentation) to 240◦C
and 450◦C for two hours. Further, hd-Si is the sole crystalline phase confirmed to be found
within the indented region. Signals associated with a-Si are also observed alongside hd-Si
in the Raman spectra taken after annealing at these temperatures. Only after annealing to
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Fig. 6.3: Raman spectra taken from an indented region annealed at (a) 240◦C, (b) 450◦C and
(c) 750◦C for two hours (grey - dotted) with the peaks fitted (black). The peaks (red) have
been offset for clarity and the peaks in the 450 - 550 cm−1 region of interest have been labelled
(cm−1). 101
Fig. 6.4: SADP taken from an indented region furnace annealed at 450◦C for 30 minutes,
taken from Ref. [41]. The concentric circles have been labelled with the d -spacing that they
indicate. The colour of the circle represents whether the d -spacing is associated with hd-Si
(yellow) or can be associated with hd-Si or dc-Si (green).
750◦C does hd-Si transform to nc dc-Si. Despite the SADP result being unable to confirm the
presence of hd-Si in the 750◦C case, the presence of peaks associated with hd-Si within the
Raman spectrum collected from the same sample suggests that 2 hours at this temperature
is insufficient time for all the hd-Si to completely transform to nc dc-Si. This suggests the
critical temperature to initiate this transformation is close to 750◦. A more precise calculation
of the activation energy for this transformation is presented shortly in Section 6.4.1.
The above result suggests a far larger temperature regime in which hd-Si is thermally stable
compared with previous annealing studies [41, 94]. It is suggested that this difference results
from similarities in d -spacing and Raman shift causing hd-Si to be mistaken for dc-Si. Thus,
it is possible to apply this understanding to previously published data to re-evaluate the
temperature regimes suggested therein. For example, Ruffell et al. report that the transformed
region has fully reverted to dc-Si after annealing at 450◦C for 30 minutes based on SADP
measurements [41]. Figure 6.4 shows SADP from Ref. [41] with added concentric circles to
aid the careful d -spacing analysis. The number of reflections at each d -spacing is more in
agreement with the SADP presented in this work that contains hd-Si reflections [such as Fig.
6.2(a) and (b)] than nc dc-Si [such as Fig. 6.2(c)]. Careful analysis shows that these reflections
lie on three unique d -spacings, which is indicative of the presence of hd-Si as well as dc-Si.
Another example is the study by Zeng et al. that reports the complete absence of hd-Si within
the transformation pathway [94]. In this study, indented regions were laser-annealed over 1s
with laser powers up to 24 mW. Figure 6.5 shows a Raman spectrum taken from Ref. [94]
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Fig. 6.5: Raman spectra taken from an indented region laser annealed using a 24 mW laser
(reported as equivalent to 730◦C), taken from Ref. [94]. The collected spectra (grey - dotted)
has been peak fitted (black) with the peaks (red) offset for clarity. The peaks in the 450 cm−1
- 550 cm−1 region of interest have been labelled (cm−1).
with the peaks fitted to aid phase identification. The region of interest can be fitted by three
peaks at 521 cm−1, 512 cm−1, and 484 cm−1 which can now be attributed to the underlying
dc-Si, hd-Si, and a-Si, respectively. That is, unlike the original report, it is clear that actually
hd-Si is indeed observed within this indented region. Further, the presence of the r8-Si peak
at 350 cm−1 suggests the equivalent temperature experienced is actually lower than 730◦C.
That is, traces of the bc8/r8 mixed structure would not be expected after annealing at such
high temperatures.
Thus, this work shows that the larger temperature range at which hd-Si is stable is not in
disagreement with previously published data when the older data is carefully re-analysed.
6.4 Detailed Annealing Results
The activation energy of the hd-Si to nc dc-Si transformation via annealing can now be mea-
sured. The transformation pathways from the indented bc8/r8 mixed phase during annealing
are also investigated.
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Temperature Time (min)
650◦C 10 20 30 60 120 1200
675◦C 10 20 30 60 120 180 1200
700◦C 10 20 50 110 230 1200
725◦C 10 20 30 60 120 240 1200
750◦C 10 20 30 60 1200
Table 6.3: The annealing temperatures and times used to calculate the activation energy of
hd-Si.
6.4.1 Activation energy
Raman microspectroscopy was used to calculate an activation energy for the hd-Si to nc dc-Si
transformation. Indented samples were pre-annealed at 450◦C for two hours. As previously
established, hd-Si is thought to be the only crystalline phase present in such annealed indents.
These samples were used as the baseline for subsequent annealing to establish the activation
energy for the hd-Si to nc dc-Si transition. These samples were annealed at a range of temper-
atures (650◦C - 750◦C) for up to 20 hours. Table 6.3 shows the different anneal times used for
each temperature. Raman spectra were taken after each annealing step and the peaks were
fitted. The 514 cm−1 hd-Si peak and the 521 cm−1 dc-Si peak were present in all spectra.
The decrease in intensity of the 514 cm−1 hd-Si peak for several temperatures is shown in Fig.
6.6(a)-(c). Note that the maximum Raman intensity may vary between Raman measurements.
Thus, the hd-Si peak intensity is measured as a fraction of the 521 cm−1 peak that originates
from the underlying dc-Si and is relatively constant. The major source of error stems from
the uncertainty involved in fitting the two slightly overlapping Raman peaks in the 450 cm−1
- 550 cm−1 region of interest.
The data points were fitted with an exponentially decaying function. From this, the time
required for the hd-Si peak at 514 cm−1 to decay to 1/e of the initial value (k) was extracted.
The Arrhenius equation characterising the phase transformation can be written as:
k = Ce
Ea
kbT (6.1)
where C is a constant, T is the temperature (in K), Ea is the activation energy of the hd-Si to
nc dc-Si transformation and kb is Boltzmann’s constant. Taking the natural log of both sides
gives:
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Fig. 6.6: The peak ratio between the hd-Si peak at 515 cm−1 compared to the constant dc-Si
peak at 521 cm−1 from the unindented surrounding material as a function of anneal time at a
temperature of (a) 650◦C, (b) 700◦C, and (c) 750◦C. From the logarithmic fits, a k value can
be calculated. (d) A plot of the ln(k) values as a function of inverse temperature. The linear
fit has a gradient of -86±8 which (using Equation 6.2) gives an activation energy of 5.9±0.7
eV.
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ln(k) = ln(C) + (
1
T
)(
Ea
kb
) (6.2)
Figure 6.6(b) plots ln(k) as a function of 1/T. From the linear fit of this data an activation
energy of 5.9±0.7 eV is calculated for the hd-Si to nc dc-Si transformation. This transformation
begins at 650◦C and transforms rapidly at 750◦C.
6.4.2 Incremental Anneal
Figure 6.7(a) indicates the Raman peak positions for the dc-, r8-, bc8-, hd-Si, and Si-XIII
phases as reported in previous studies (black) [44, 45, 173, 174]. Raman positions calculated
for this work using DFT are presented alongside the reported peak positions [44,45,173,174].
The DFT calculations are performed assuming no residual hydrostatic pressure. There is
strong agreement between the previously reported peaks for hd-Si and dc-Si when compared
to the positions calculated using DFT. There is also moderate agreement between reported and
calculated peaks for bc8-Si and for r8-Si below 400 cm−1. Above 400 cm−1, there are three
peak positions for r8-Si that are calculated but not experimentally reported. Interestingly,
these three positions are similar to those predicted by Piltz et al. [30], suggesting that the
peaks are present but are difficult to observe experimentally. Figure 6.7(b) presents Raman
spectra taken from incremental heater stage annealing. The sample was annealed from 20◦C
(unannealed) to 240 ◦C in 10◦C increments and a spectrum was taken (at RT) after each step.
The spectra taken after the 50◦C, 100◦C, 150◦C, and 200◦C anneal are presented in black for
ease of reading.
bc8 and r8
Before annealing (top spectrum), the spectrum is predominantly comprised of bc8-Si and r8-
Si Raman peaks. The position of these peaks are in agreement with the previously observed
experimental data [indicated in Fig. 6.7(a)]. A dc-Si peak at 521 cm−1 and a broad a-Si peak
at 480 cm−1 can also be observed alongside the bc8- and r8-Si peaks. As the temperature
increases, the peaks associated with bc8- and r8-Si decrease. The relative intensity between
the r8 and bc8 phase can be compared by considering the ratio between the r8-Si peak at 353
cm−1 and the bc8-Si peak at 437 cm−1. This 437 cm−1/353 cm−1 peak ratio as a function
of annealing temperature is presented in Fig. 6.7(c). The ratio remains relatively constant
below 100◦C. Above 100◦C the 353 cm−1 peak decreases at a faster rate. This suggests
that transformation out of the bc8/r8 mixed structure definitely occurs at 100◦C. Further, it
suggests that r8-Si transforms at a greater rate than bc8-Si at temperatures above 100◦C.
106
Fig. 6.7: (a) Previously published Raman peak positions from Raman studies [44,45,173,174]
of indentation-induced Si phases (from Table 3.2) alongside peak positions calculated using
DFT. (b) Raman spectra taken from the indented region after incremental annealing from 20◦C
(unannealed) to 240 ◦C in 10◦C increments. The spectra have been offset for clarity, with the
lowest temperature as the top spectrum. Multiples of 50◦C are in black. A spectra of pristine
dc-Si (dashed line) is also included for reference. (c) The intensity ratio between the bc8-Si
peak at 437 cm−1 and the r8-Si peak at 353 cm−1 as a function of annealing temperature.
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Fig. 6.8: Raman spectra taken from an indented region after furnace annealing at 50◦C, 75◦C,
and 100◦C for two hours. The spectra have been offset so that the bc8-Si peak at 437 cm−1
have approximately the same intensity. The r8-Si peak at 353 cm−1 has been highlighted.
The results do not, however, suggest that transformation of the bc8/r8 mixed structure begins
at 100◦C. That is, the transformation most likely begins at a lower temperature but the time
spent at each temperature (200 s) during incremental annealing may be insufficient for the
transformation to be noticeable in a Raman spectrum. Figure 6.8 shows averaged Raman
spectra taken from indents furnace annealed at 50◦C, 75◦C, and 100◦C for two hours. The
spectra have also been normalised, so that the bc8-Si peaks at 437 cm−1 all have roughly the
same intensity. There is also a broad peak at ∼490 cm−1 alongside the bc8- and r8- peaks.
This is most likely due to the presence of a-Si. Although the commonly observed peak for a-Si
is observed at 480 cm−1, such spectra have been taken from a-Si formed via ion implantation.
Pressure induced a-Si (such as that found in these residual indents) have been reported to have
a peak that can be up-shifted to as high as ∼500 cm−1 [42]. Even after the extended annealing
times, it is evident that the bc8- to r8-Si ratio does not vary much from 0.15 after annealing at
50◦C and 75◦C. It is only after annealing at 100◦C that the r8-Si peak at 353 cm−1 decreases.
This supports the idea that transformation from the bc8/r8 mixed structure begins at 100◦C
and no significant transformation is occurring at 75◦C. A Si-XIII peak at 475 cm−1 is also
present in the spectra after annealing at 100◦C. This may suggest that the distorted r8-Si that
is formed via indentation (with the elongated unit cells reported in Chapter 4) transforms to
Si-XIII directly without transforming to bc8-Si as an intermediate step.
108
Si-XIII and hd-Si
Now that the Raman signal associated with bc8-Si and r8-Si has been discussed, the Raman
peaks associated with hd-Si and Si-XIII will be presented. Additional peaks can be observed
around 450 - 520 cm−1 in Fig. 6.7(b). Before annealing, the dominant peak within this range
is a broad peak at ∼485 cm−1 which is attributed to a-Si. After annealing to 100◦C, this peak
down-shifts gradually to ∼480 cm−1 before splitting into two distinct peaks after annealing
at 160◦C. These peaks remain even after the final step of the incremental anneal at 240◦C,
with their final positions being 477 cm−1 and 498 cm−1. This behaviour is consistent with the
suggestion above that, at this temperature, r8-Si begins to transform to Si-XIII with peaks
at 475 cm−1 and 497 cm−1. As the peak at 475 cm−1 is more prominent, it appears first
after lower temperature anneals. This causes the a-Si peak to appear to gradually down-shift.
As the two Si-XIII peaks continue to grow, both appear as distinct peaks that are separated
from both the a-Si broad peak and each other. Their presence after the entire incremental
annealing process suggests that Si-XIII remains after annealing at 240◦C for 200 s, despite
no longer being present after annealing at this temperature for two hours [as shown in Fig.
6.3(a)]. It is not readily apparent whether hd-Si is present within any of the spectra in these
anneals. While it is possible that peaks associated with hd-Si are present at 496 cm−1 and 514
cm−1, the proximity of the more prominent Si-XIII peak at 497 cm−1 makes it impossible to
definitively state that hd-Si is present. Peak fitting, similar to that performed on the Raman
spectra shown in Fig. 6.3, was attempted but this was ultimately unsuccessful due to the
presence of the extra Si-XIII peaks.
A SADP of the indented region after incremental annealing was also taken. This is shown in
Fig. 6.9(a). The reflections lie on two distinct d -spacings, at 3.15 A˚ and 3.25 A˚, which indicate
the presence of hd-Si (as established in Section 6.1.2). Thus, hd-Si is indeed present after
incremental annealing, despite hd-Si peaks not being readily evident in the Raman spectra.
There are also reflections at a d -spacing of 4.4 A˚ and 4.7 A˚ which indicate the presence of
Si-XIII. Figure 6.9(b) shows a SADP taken from the same selected area on the same sample
20 days after the image in (a). Interestingly, the d -spacings that were associated with Si-XIII
are no longer present. Instead, the a-Si signal appears stronger. This is in agreement with
the observation by Ge et al. who reported that Si-XIII is not stable in a thinned sample and
may transform to a-Si. More importantly, this suggests that Si-XIII does not decay to hd-Si.
Thus, the presence of hd-Si reflections in SADP taken from a thinned sample is indicative of
the presence of hd-Si in the sample before thinning. The transformation pathways that are
suggested by this incremental annealing are discussed in greater detail in Section 6.5.
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Fig. 6.9: SADP taken from an indented region after incremental annealing up to 240◦C (a)
1 day after FIB thinning and (b) 20 days after FIB thinning from approximately the same
selected area. The concentric circles have been labelled with the d -spacing that they indicate.
The colour of the circle represents whether the d -spacing is associated with hd-Si (yellow),
dc-Si or hd-Si (green), or Si-XIII (red).
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Fig. 6.10: Raman spectrum taken from an indented region after laser raster annealing. A
spectrum taken from an as-indented indent has been included for reference.
6.4.3 Laser Annealing
The Raman microspectroscopy study that reported laser annealing may change the transfor-
mation pathways of the bc8/r8 mixed structure suggested that the structure may transform
directly to dc-Si, completely bypassing the intermediate phases of hd-Si and Si-XIII that are
observed in traditional thermal annealing [94]. However, this previous study only presents re-
sults from indented regions annealed with high laser powers (12 mW - 24 mW). In this section,
data collected from the indented region after laser annealing at lower power is presented.
Figure 6.10 shows a Raman spectrum taken from an indent after laser raster annealing (as
described in the experimental section of this chapter). Raman peaks associated with the
bc8/r8 mixed structure, such as the 353 cm−1 r8-Si peak and the 437 cm−1 bc8-Si peak,
remain present after one scan of laser annealing. Further, multiple peaks at ∼475 cm−1, ∼485
cm−1, ∼500 cm−1, and ∼520 cm−1 are also present which indicate the presence of both the
Si-XIII and hd-Si phases.
Figure 6.11 shows a SADP that was taken from the same indented region. Reflections at 4.4
A˚, 2.95 A˚, and 2.70 A˚ indicate the presence of Si-XIII, hd-Si, and the bc8/r8 mixed structure
as these d -spacings are unique to their respective phase. This confirms that, at lower laser
power, the intermediate hd-Si and Si-XIII phases can indeed be formed.
An equivalent thermal annealing temperature for the performed laser annealing was calculated
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Fig. 6.11: SADP taken from an indented region after laser raster annealing. The concentric
circles have been labelled with the d -spacing that they indicate. A reflection unique to Si-XIII
(red), hd-Si (yellow), and bc8-Si (orange) has been presented.
using three separate methods. Firstly, the temperature dependent shift of the dc-Si TO peak
at 521 cm−1 can be used. This shift is governed by the equation dω/dT = −0.022cm−1.K−1
[209] and suggests an equivalent thermal annealing temperature of 195◦C. Secondly, with the
presence of the bc8- and r8-Si peaks, the intensity ratio between the bc8 and r8 peaks can
be determined. This value can be compared to the ratio presented in Fig. 6.7(c) for the
incremental annealing case. Using this method, a temperature of ∼190◦C can be calculated.
This is in good agreement with the temperature calculated from the dc-Si peak shift. The third
method relies on the temperature-dependent peak shift of the r8-Si peak at 353 cm−1 [42].
Using this method, the calculated temperature for the laser annealing is ∼60◦C. This is in
clear disagreement with the other two methods for calculating the temperature. It should be
noted that neither Si-XIII or hd-Si was observed from thermal annealing below 100◦C but were
observed after laser raster annealing. This suggests that there is a degree of unreliability within
methods used to calculate equivalent thermal annealing temperature that should be considered
when determining phase transformation temperatures/pathways under laser annealing.
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Fig. 6.12: A plot showing the presence of the exotic Si phases after thermal annealing at
varying temperatures. Fading colour represents temperatures at which the phase is gradually
transforming. The temperature at which the bc8- to hd-Si transformation begins is an estimate
only.
6.5 Discussion
6.5.1 Transformation Pathway
With the results presented above, it is now possible to attempt to present the transformation
pathways from the bc8/r8 mixed structure to dc-Si via annealing. Figure 6.12 plots the
temperatures at which each phase is completely/partially stable while Fig. 6.13 is a schematic
showing the most likely transformations that occur. In Fig. 6.12, a phase is considered to
transform “rapidly” at a given temperature if annealing at that temperature results in the
complete transformation of that phase within two hours. This value is arbitrary but allows
comparison between different transformations in the absence of an activation energy for several
of the transformations.
Consider first the r8-Si phase in the initial bc8/r8 mixed structure. It was shown that the
distorted r8-Si in the bc8/r8 mixed structure started to phase transform to Si-XIII at 100◦C
but there is insufficient data in this chapter to establish when r8-Si fully transforms to Si-XIII.
Ruffell et al. observed the presence of r8-Si peaks in Raman spectra after annealing at 200◦C
for two hours [41] but this work showed that no r8-Si remained after annealing at 240◦C for
two hours. Thus, r8-Si transforms rapidly at some point in the 200◦C - 240◦C regime. Si-XIII
first appears at 100◦C and is also reported to be partially stable at 200◦C [41,45], disappearing
only after annealing at this temperature for ∼1 week. Furthermore, it was shown that Si-XIII
transforms to hd-Si, with complete transformation occurring after annealing at 240◦C for two
hours. Finally, hd-Si further transforms to nc dc-Si with an activation energy of 5.9±0.7 eV,
beginning at 650◦C but transforming rapidly at ∼750◦C.
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Fig. 6.13: A schematic of the proposed transformation pathways of bc8-Si and r8-Si (in the
bc8/r8 mixed structure formed via indentation) under annealing.
The transformation temperatures for bc8-Si are less clear compared to r8-Si. The Raman
results suggest that bc8-Si starts transforming at a higher temperature than r8-Si. However,
it is not known with complete certainty whether strained bc8-Si transforms directly to hd-Si or
if it first transforms to Si-XIII as an intermediate phase. Two factors would suggest that the
direct transformation to hd-Si is more likely. Firstly, it is proposed that the transformation
to Si-XIII is driven by the unit cell distortion that is present after uniaxial unloading. The
r8-Si to Si-XIII transformation is likely to relieve the residual strain, thus the subsequent
transformation of bc8-Si may be less likely to transform to Si-XIII if strain is relieved. Secondly,
bc8-Si was reported to be the most stable crystalline phase within the indented region after
extensive thinning [44]. Therefore, it is unlikely that the more stable bc8-Si would transform
into a less stable Si-XIII. Regardless of the transformation pathway, bc8-Si was also found to
transform rapidly at some point between 200◦C and 240◦C, resulting in hd-Si.
Si-XIII
The annealing transformation pathway proposed in this work suggests that the r8-Si com-
ponent of the bc8/r8 mixed structure formed by indentation almost certainly transforms to
Si-XIII after annealing. This is in contrast to many earlier studies that suggest an r8-Si to
bc8-Si transformation occurs during annealing. However, most earlier studies assume that a
(β-Sn)-Si → r8-Si → bc8-Si transformation is occurring during unloading in the indentation
case analogous to the transformations that have been found to occur during unloading of
DAC-pressurised samples. Kailer et al. [38] arrived at this assumption based on a study by
Piltz et al. [30] that reported traces of r8-Si within the material recovered from a DAC which
was reduced by annealing to 100◦C. More recent in situ Raman studies suggest that the bc8-Si
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and r8-Si in the mixed structure appear simultaneously in contradiction to this assumption of
sequential transformation [43,91].
It is proposed, then, that the different annealing behaviour of the mixed phase, compared to
DAC transformation pathways, is due to the presence of residual stress within the indented
region. That is, r8-Si to Si-XIII is a more energetically favourable transformation due to the
ability for this transformation to relieve the residual stress within the indented region. This
idea of residual stress being relieved during temperature-induced transformations is supported
by the DFT calculations. It was shown in this chapter that, by calculating the peak positions
at 0 GPa using DFT, there is a good agreement between the observed and calculated values for
hd-Si. While the peak positions for bc8- and r8-Si are in moderate agreement, the fit is clearly
not as good as that of hd-Si. This is consistent with the proposal that the r8-Si and bc8-Si
peaks are experiencing residual stress that is relaxed during the annealing. It is proposed that
this relaxation of residual stress may be the reason behind the r8-Si to Si-XIII transformation
that is only observed in indentation studies.
The results in this chapter (such as the result shown in Fig. 6.9) also suggest that Si-XIII is
not stable when thinned (for TEM examination, for example). Further, it transforms to hd-Si
when annealed but appears to transform to a-Si when thinned. This is in agreement with
Ge et al. who reported that the transformation pathway and the temperatures at which the
transformations occur were affected by the thickness of the sample during in situ annealing
of thinned XTEM samples [44]. Further, the disappearance of Si-XIII in a thinned sample
suggests, once again, that the presence of this phase is connected to the presence of residual
stress within the indented region. When this stress is removed during thinning, Si-XIII be-
comes unstable and slowly transforms to a more stable phase at room temperature (in this
case a-Si).
hd-Si
From the results presented in this chapter, the hd phase has been shown to be stable across
a far larger temperature range than previously reported. It has previously been reported to
be partially stable at 200◦C [41] and transform rapidly at 550◦C [38]. In this work, hd-Si
reflections was first observed alongside Si-XIII in SADP after annealing at 240◦C for 200 s.
After annealing at 240◦C for two hours, hd-Si was shown to be the only crystalline phase
present within the transformed zone. It only begins transforming at 650◦C and did not anneal
rapidly until ∼750◦C. Interestingly, this indicates that there is a temperature range (240◦C -
650◦C) where hd-Si is both stable and the only crystalline phase present. This is particularly
important when considering the potential for exploitation of hd-Si for technological applica-
tions [141]. Many industrial processes of a-Si-based devices and even for some processing
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schedules for dc-Si devices involve treatment at between 450◦C (the temperature required for
relaxation of a-Si [108]) and 700◦C. Thus, the observation that hd-Si is thermally stable at
this temperature suggests that this phase could be readily integrated into existing industrial
processes.
6.5.2 Experimental Variations
The transformation pathways proposed above was determined using results from thermal an-
nealing of large transformed regions formed via indentation. However, several observations
presented here are not exclusive to this experimental set-up. In this section, the relevance of
these observations in the larger context of annealing exotic phases of Si is considered.
Smaller Indented Regions
The indented regions presented in this work are “large” indents using the terminology of
Ref. [41]. Ruffell et al. reported that “small” indents did not follow the same transformation
pathway, with the bc8/r8 mixed structure transforming directly to dc-Si [93]. Using the
method for more accurate identification of hd-Si (presented in Section 6.1.2), the data taken
from small indents can be reassessed. This reassessment suggests that the previous reports of
transformation to dc-Si were wrong and it was actually a transformation to hd-Si. However,
no signs of Si-XIII were reported from within these small indents. It may be possible that
Si-XIII is present but the regions are so small that the signal from the non-dominant Si-XIII
is not significant. Another possible reason that Si-XIII might not be reported is that small
transformed regions of the bc8/r8 structure surrounded by dc-Si are less likely to sustain
residual stress than larger regions.
Laser Annealing
It has also been reported previously that laser annealing, in contrast to thermal annealing, of
the bc8/r8 mixed structure results in a different transformation pathway [94]. This reported
pathway, most notably, does not include either Si-XIII or hd-Si as intermediate phases. The
results presented in this work show that these phases are indeed observed after laser annealing.
It is suggested that this discrepancy is again due to the difficulty in distinguishing hd-Si from
dc-Si and also the difficulty in estimating an equivalent thermal annealing temperature from
laser annealing.
Due to the ease with which hd-Si may be mistaken for dc-Si, Raman spectra collected from
an indented region that was laser annealed with a 24 mW (3000 kW/cm2) laser over 1 s (from
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Ref. [94]) was reassessed in this work (in Fig. 6.5). The Raman peaks associated with hd-Si
were reported (alongside trace peaks associated with r8-Si). It was reported that these hd-Si
peaks appeared to be stable over subsequent anneals. This suggests that hd-Si is stable during
1 s duration, 24 mW laser anneals.
Such laser annealing conditions were reported to be equivalent to 730◦C (based on the tem-
perature dependent shift of the dc-Si TO peak at 521 cm−1) [94]. Results presented within
this work suggest that hd-Si is not stable at this temperature. However, the r8-Si peak at
∼353 cm−1 was also reported to be persistent over several 1 s duration 24 mW laser anneals,
indicating that r8-Si was also stable under such laser annealing. This strongly suggests that
the equivalent thermal annealing temperature experienced by the transformed region is much
lower that the estimated 730◦C in this previous work.
Several different methods for calculating the equivalent temperature were also presented in
this chapter. Using the ratio between the 353 cm−1 and 437 cm−1 Raman peaks or the
temperature-dependent shift of the dc-Si peak at 521 cm−1 to recalibrate the temperature
gave better agreement with the present work.. However, using the temperature-dependent
shift of the r8-Si peak at 521 cm−1 gave a significantly lower temperature. One possible
explanation for this difference is that, in laser annealing, the heat is not distributed homoge-
neously. That is, the temperature dependent shift of the r8-Si peak is less than the shift of
the dc-Si peak because the transformed region may be experiencing lower temperatures than
the surrounding dc-Si due to a higher thermal conductivity of the mixed phase, noting bc8-Si
is reported to have high thermal conductivity [137]. This suggests that the equivalent thermal
annealing temperature determined using the 521 cm−1 TO peak of the surrounding dc-Si is
not representative of the temperature experienced by the transformed region. Taking these
recalibrations relating to previous work and the present results into account, laser annealing
results in similar transformation pathways at similar temperatures to thermal annealing. That
is, at lower laser power the bc8/r8 transforms to hd-Si and Si-XIII. At higher laser power, the
Si-XIII further transforms to hd-Si which remains stable across a large temperature range.
DAC-induced Pressure
The predominantly bc8-Si material formed in a DAC is found to transform to hd-Si after
annealing at 200◦C [32]. This hd-Si further transforms to dc-Si after annealing at 750◦C [67].
The results presented in this chapter suggest that annealing of the bc8/r8 mixed structure
formed using indentation does not follow a similar transformation pathway. It is proposed that
a key difference between indentation-induced and DAC pressure-induced phase transformation
is the residual strain along the axis of indentation that causes unit cell distortion (as shown
in Chapter 4). The impact of this residual stress in the bc8/r8 mixed structure’s annealing
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pathway should be considered.
The observation of the novel phase, Si-XIII, is unique to annealing of indentation-induced
bc8/r8 structures. Evidence for an r8-Si to Si-XIII transformation beginning at 100◦C is
discussed. When produced in a DAC, r8-Si has not been reported to transform to Si-XIII.
Instead, r8-Si held at ∼10 GPa is known to transform directly to dc-Si after annealing at
255◦C [45]. It was suggested in this work that the r8-Si to Si-XIII transformation is observed
only in indentation studies due to the residual strain within the indented region. Further, it
is proposed that this transformation occurs in order to relieve the residual strain.
There is good agreement between the experimentally observed and theoretically calculated
(via DFT) Raman peak positions for hd-Si. This suggests that there is no significant unit cell
distortion of the hd-Si formed by annealing the bc8/r8 mixed structure. It has been shown
that this hd-Si further transforms to (nc) dc-Si after annealing at 750◦C, the same temperature
observed in a DAC [67].
6.6 Summary
In this chapter, a new method for unambiguously identifying the hd-Si to nc dc-Si transfor-
mation has been presented. In SADP, the presence of multiple unique d -spacings are found
to be indicative of hd-Si. A singular d -spacing of 3.15 A˚ coupled with a sudden increase in
reflections at the d -spacings associated with dc-Si suggests that a transformation to nc dc-Si
has occurred. This is supported by Raman spectra, carefully fitted, showing that the often
observed asymmetrical dc-Si peak at 521 cm−1 can be de-convoluted. Thus, the contributions
of hd-Si and nc dc-Si can be determined.
The stability of Si-XIII is also discussed. It is suggested that Si-XIII is unique to indentation
induced phase transformation experiments due to a significant amount of residual uniaxial
strain being present in the indented region. This is supported by the observation that, after
thinning, the Si-XIII became unstable and transformed to a-Si. This dependence on residual
stress is also suggested as the reason why Si-XIII was not observed in smaller indents.
Combining the above observations, a new transformation pathway for the bc8/r8 mixed struc-
ture under annealing is presented. The results suggest that r8-Si transforms independently of
bc8-Si. THe r8 phase transforms first to Si-XIII at 100◦C which then transforms to hd-Si at
∼200◦C. Similarly, bc8-Si most likely transformed to hd-Si at ∼200◦C, consistent with DAC
findings. The hd phase is found to be more thermally stable than previously reported, with a
high activation energy of 5.9±0.7 eV, and only completely transforming to nc dc-Si at ∼750◦C.
A similar transformation pathway is observed for the bc8/r8 structure under laser annealing.
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The increased thermal stability of hd-Si is encouraging for exploiting this exotic phase for
technological applications. However, there is potential for further study of r8-Si and Si-XIII,
especially in the 100◦C - 200◦C temperature regime where many simultaneous transforma-
tions are occurring. Such studies may uncover regimes where a sole crystalline phase (r8 or
Si-XIII) is present. This work suggests that such a study would also require an improved
understanding of the residual stress that appears to be characteristic of indentation-induced
phase transformations.
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Chapter 7
Concluding Remarks and Future Direction
In this thesis, several aspects of the bc8/r8 structure of Si formed via indentation have been
investigated. In this final chapter, the key conclusions from this work are summarised, followed
by a broad discussion of the implications of these findings for the field. Finally, possible future
directions are presented.
7.1 Key Conclusions
In this work, the processes through which phase transformations can be induced via indentation
have been comprehensively investigated. The phase transformation of dc-Si under indentation
pressure was shown to be a nucleation limited process. Plastic deformation of dc-Si by phase
transformation was found to compete with another nucleation limited plastic deformation
mechanism, the nucleation and propagation of crystalline defects. It was discovered that two
distinct pathways for plastic deformation were possible. Interestingly, within one of these
pathways, phase transformation was the sole form of deformation at lower loads and remained
the dominant form of deformation even when other mechanisms began to be observed at higher
loads. It was shown that reducing the maximum load or increasing the time held at maximum
load promoted phase transformation.
The promotion of phase transformation is desirable due to the formation of a mixed bc8/r8
structure upon pressure unloading. This indentation-induced bc8/r8 structure was found to
consist of ∼70% r8-Si, with the remainder being bc8-Si. Interestingly, XRD analysis showed
the bc8/r8 structure that is formed via indentation exhibits a significant distortion of the unit
cell. The unit cell was elongated along the axis of indentation, resulting in a reduction in
volume equivalent to compression to ∼4 GPa. It was proposed that this unit cell distortion
is evidence of the residual stress that allows the observation of significant amounts of r8-Si in
the indented Si.
Further analysis showed that this predominantly r8-Si structure has an increased optical ab-
sorption compared to dc-Si. The absorption coefficient of nanocrystalline r8-Si was shown to
be larger than the coefficient predicted by Ref. [143], which may be due to the polycrystalline
nature of the measured sample. Interestingly, the bc8/r8 mixed structure was also found to
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have a similar absorption coefficient across the photon energy range investigated. This result
supports the proposal that r8-Si, even when formed as a portion of a bc8/r8 mixed structure,
is a promising material with potential for photovoltaic (PV) applications.
The thermal stability of the bc8/r8 structure was also explored. At 100◦C, the r8-Si formed
via indentation transforms to Si-XIII, a Si phase with an unknown structure. It was proposed
that this novel phase is only present within indentation studies because the distorted r8-Si unit
cell transforms more favourably to Si-XIII rather than bc8-Si or dc-Si (as the conventional
annealing pathway would suggest). It was further suggested that this transformation releases
the residual stress from the bc8/r8 structure. Thus, the bc8-Si portion of the mixed structure
was suggested to transform directly to hd-Si, without first transforming to Si-XIII, in a similar
manner to that reported in DAC experiments. Si-XIII was also observed to transform to hd-
Si, which was found to be the sole crystalline phase present within the indented region after
annealing at 240 - 650◦C. This is of particular interest as it shows that hd-Si regions formed
in indentation experiments are stable at 450◦C, a temperature that may be used in industrial
processes to relax a-Si-based devices.
7.2 Broader Perspective and Future Directions
In light of the key conclusions, a discussion of the implications of this expanded understanding
of exotic Si phases formed via indentation is now presented. It has been known for decades
that many different phases of Si can be formed by simply applying high pressure to dc-Si .
This current work has focused on the phases that are formed via indentation-induced pressure
application. The following section aims to return to the questions posed in the introduction of
this thesis in light of the findings within this work. The three key questions can be summarised
as follows. 1) How can the results of this thesis add to the overall framework understanding
of transformation in Si? 2 ) How technologically useful are the properties of the r8-Si found
within the mixed structure? 3) How can this transformation process be scaled up to be
technologically viable? These three questions are addressed in the following three sections.
7.2.1 A Framework for Phase Transformation
Phase transformations between Si phases can be observed during loading, unloading, and
during thermal annealing. In this section, a framework for understanding the transformations
in Si under indentation is presented and the mechanisms within each stage that determine the
sample’s response are discussed.
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Pressure Loading
A transformation from dc-Si to a denser metallic structure, most likely (β-Sn)-Si, occurs upon
loading. This is commonly observed alongside crystalline defects within the surrounding dc-
Si material. The question of incipient plasticity (i.e. which plastic deformation occurs first)
during indentation of dc-Si has been resolved within this work. Either phase transformation or
the nucleation of crystalline defects in the underlying dc-Si can occur first due to the nucleation
limited nature of both mechanisms, forming two distinct plastic deformation pathways. In
particular, before incipient plasticity, there is a clear separation between the point of maximum
hydrostatic pressure (which promotes phase transformation) and the point of maximum shear
stress (which promotes defect nucleation). This allows both nucleation-limited mechanisms to
have the potential to occur first at different points within the sample. Indents that deform
first via phase transformation were shown to form larger, more uniform regions of bc8/r8, even
in a maximum load regime where both mechanisms are present.
Furthermore, while phase transformation is predominantly driven by hydrostatic pressure, the
observation of “buried layers” (phase transformation that nucleated a little below the sample
surface) indicates that phase transformation does not necessarily nucleate first at the point of
highest hydrostatic pressure. Instead, it may involve regions where there is interplay between
the induced hydrostatic pressure and shear stress. Indeed, this observation is supported by a
number of modelling studies [99, 100]. The idea of several nucleation sites for the (β-Sn)-Si
crystallites suggests that this phase that is formed during pressure loading is most likely to be
polycrystalline, with as many crystallites as there are nucleation sites. Further, the impact of
holding the sample at maximum load on elastic/plastic response and the absence of a pop-in
during load (which signify a sudden density change) supports the idea that this transformation
is sluggish in nature. That is, β-Sn is slow to nucleate at these sites as well as slow to grow once
nucleated. It is interesting to consider whether these crystallites further separate into smaller
crystallites (due to crystallite reorientation or decreasing density) upon pressure unloading.
The pressure distribution may also play a significant role in both the determination of defor-
mation pathway as well as the shape of the transformed region when phase transformation
occurs first. The pressure distribution is dependent on the shape and size of the indenter tip.
In this work, a ∼22 µm diameter spherical tip was used. However, it was also determined that
the separation between the points of maximum shear stress and hydrostatic stress is dependent
on the size of the indenter tip. The more commonly used pointed indenter (Berkovich) tip
may result in minimal separation between the two maxima, suggesting that the maximum load
regime within which buried layers and single mode deformation indents can be observed would
be minimal. Conversely, increasing the tip diameter should result in an increased maximum
load regime within which these interesting phenomena can be more easily observed.
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Pressure Unloading
Slow unloading of indentation-induced pressure from (β-Sn)-Si results in a transformation to
a bc8/r8 mixed structure, while fast unloading results in a transformation to a-Si [75]. It is
believed that the dense (β-Sn)-Si does not have the time to nucleate a less dense crystalline
structure during fast unloading, thus an amorphous structure is formed instead. It was ob-
served in this work that this transformation was dependent on the size of the transformed
region, with a-Si observed more often in smaller regions. This may be due to the surface area
to volume ratio of the transformed region. In general, smaller transformed regions have a larger
surface area which results in greater residual stress from the interface between the transformed
region and the underlying dc-Si. One possible explanation is that the residual stress from the
transformed material/underlying dc-Si interface (most likely an in-plane strain similar to that
caused by lattice mismatch) may combine with the residual stress orientated along the in-
dentation axis that keeps the bc8/r8 structure stable. This may explain why, in transformed
regions where both a-Si and the bc8/r8 structure were observed, the a-Si is commonly found
along the edges of the region. This is in agreement with studies reporting that the transforma-
tion to a crystalline end phase after unloading is preferred in larger indents [41] (lower surface
area to volume ratio) and indents made into a-Si [107] (no crystal/crystal interface).
It was further shown that, during uniaxial pressure unloading, a significant amount of residual
stress remains within the sample which is characterised by elongation of the unit cell along
the axis of unloading. It can further be proposed that such unloading also causes a significant
amount of crystallite orientation along the same axis. That is, each individual crystallite may
be preferentially aligned along the axis of indentation. The observation of individual reflections
for bc8-Si, r8-Si, Si-XIII, and hd-Si in SADPs but the observation of more ring-like reflections
for nc dc-Si may be indicative of the crystallites returning to a more random orientation during
annealing. Interestingly, directional preference has previously been reported [45] for Si-XIII,
the novel phase that was suggested to only be present due to residual stress.
After complete pressure removal, a residual impression remains in the sample. Figure 7.1
shows the plastically deformed region before and after indentation. The volume of dc-Si before
indentation is larger than the volume of the denser bc8/r8 mixed structure after indentation.
This density difference suggest that there will be significant compressive stress within the
transformed volume and the underlying dc-Si after complete indentation unloading. As the
region is compressed from both directions in the sample surface plane but only from below
along the axis of indentation, a residual stress that is orientated along this axis is expected.
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Fig. 7.1: A schematic of a dc-Si sample before and after indentation. The decrease in volume
due to indentation suggests that, after unloading, the underlying dc-Si applies a residual
compression (indicated by the blue arrows).
Thermal Annealing
Annealing of the bc8/r8 mixed structure formed via indentation results in the metastable
phases of Si-XIII and hd-Si. In the absence of uniaxial residual stress, r8-Si is believed to
transform to bc8-Si which further transforms to hd-Si. Under this residual stress, r8-Si is
believed to transform to Si-XIII, which also further transforms to hd-Si. It is possible that
Si-XIII is a more energetically favourable variant of bc8-Si in situations where uniaxial residual
stress is present. Thus, it is possible that this residual stress may act as a catalyst to produce
novel phases along well reported transformation pathways (such as in DAC experiments).
Broader Framework: Considering Ge and C
The framework for these transformations in Si may also be relevant to other covalently bonded
group IV materials (i.e. Ge and C). Ge, like Si, has been reported to phase transform under
compression. Similar to Si, Ge transforms to a metallic β-Sn phase under compression in a
DAC [24]. Unlike Si, slow decompression results in a simple tetragonal structure (st12-Ge) [138]
while rapid decompression results in a body centred cubic structure (bc8-Ge) similar to that
observed in Si after decompression [27]. Under indentation-induced pressure, a rhomobohedral
structure (r8-Ge) is observed on unloading which is unstable and rapidly transforms to a
hexagonal diamond structure (hd-Ge) at ambient conditions [210]. While there are clear
similarities in the phase transformations observed in Si and Ge, there are phases that are
reported for one element but have not been reported for the other. For example, there is no
phase in Ge that is analogous to Si-XIII (i.e. “Ge-XIII”). Interestingly, Ge has been shown to
transform along similar pathways under indentation-induced pressure at lowered temperatures
[211]. Thus, annealing of exotic phases of Ge formed in such a manner, if they experience
124
significant orientation-dependent residual stress, may result in a new “Ge-XIII” phase.
C has also been reported to exist in many stable crystal structures. However, while the atoms
are tetrahedrally (sp3) bonded in the phases of Si and Ge, many of the reported structures
of C are dominated by trigonally (sp2) bonded atoms. Thus, many of the crystal structures
observed in Si do not have an analogous structure in C. One possible reason for the paucity
of analogous C structures is that the pressures required for formation is too high (500 GPa
for r8-C [212], 1075 GPa for bc8-C [213]). In this work, the presence of shear stress and the
application of a hold duration at maximum load were found to promote phase transformation
in Si. Thus, holding a C precursor under indentation-induced pressure at a (relatively) low
maximum load for extended periods of time may promote a similar transformation to a novel
phase in C.
Conversely, studies in the other group IV materials may also present directions for which
the current framework for Si may be improved. For example, studies in Ge show that phase
transformation during indentation-induced pressure loading is affected by shear [210] and
temperature [211]. Further, hd-C has been formed from an a-C precursor (i.e. glassy carbon)
when thermally annealed under pressure [214]. Similar experiments can be performed on Si
to promote existing transformation pathways or discover new pathways.
7.2.2 Properties of the Exotic Phases formed via Indentation
This work was originally motivated by the observation of potentially significant volumes of the
technologically interesting r8-Si phase within a bc8/r8 mixed structure formed using indenta-
tion. Unlike traditional high-pressure experiments using a DAC, significant volumes of r8-Si
are observed after indentation due to residual stress in the indented region. Annealing of this
stressed region results in Si-XIII. These two major differences observed between indentation-
induced phase transformation and DAC experimentation suggest that, if this uniaxial residual
stress could be induced via another pressure-application technique, significant volumes of r8-Si
and Si-XIII may also be formed.
Under such residual stress, the bc8/r8 mixed structure was found to be comprised of predom-
inantly r8-Si (up to 80%). It is interesting to note that this is close to the phase fraction
reported using Raman microspectroscopy, despite the Raman cross-section of the respective
phases being unknown. Indeed, in light of this new XRD analysis, r8-Si and bc8-Si may have
very similar Raman cross-sections. Thus, calculations of the phase ratios using Raman may
be a fast and accurate method for measuring such a ratio. Therefore, it is interesting to look
back at the ratios reported in Raman measurements from previously published data [93], which
consistently report a ratio of ∼80% r8-Si to ∼20% bc8-Si, including for both large and small
maximum loads and for indents made into a-Si as well as dc-Si [41]. Thus, it seems ∼80%
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might be a ‘golden’ ratio for the indentation-induced bc8/r8 mixed structure. In trying to un-
derstand why this may be the case, the respective free energies and densities of the r8-Si and
bc8-Si were examined. However, modelling work shown in Fig. 7.2 (from Ref. [215]) shows that
both bc8-Si and r8-Si have very similar free energies and densities relative to dc-Si. Therefore,
this golden ratio may be driven by other external factors. It can be proposed that this phase
fraction is instead related to the geometry of the final indented region, which is surrounded by
undeformed dc-Si. To understand this further, it is important to recall the details of the entire
phase transformation process. The first transformation from dc-Si to (β-Sn)-Si during loading
results in a large 22% increase in density. On unloading, the transformed region undergoes a
further transformation to a mixture of bc8-Si and r8-Si which are both only ∼10% more dense
than dc-Si (i.e. an ∼10% decrease in density from the β-Sn phase it transformed from). A
significant volume of material undergoing this transformation results in a pop-out event being
observed during unloading. That is, a pop-out indicates a sudden decrease in tip penetration
depth that can be attributed to substantial volume of (β-Sn)-Si transforming to the less dense
bc8/r8 structure. As the sample transformed region is surrounded by rigid dc-Si in all other
directions, a greater expansion along the unloading axis is expected. In this manner, the size
and position of the pop-out may be related to the residual stress that allows r8-Si to remain
stable within the bc8/r8 mixed structure. The r8-Si phase fraction may vary between indents
relative to the size of the pop-out observed in the load/unload curve.
Knowing the phase fraction of r8-Si in the mixed phase, the absorption due to the r8-Si portion
of the mixed structure can be calculated. The absorption coefficient for r8-Si determined in
this work was compared to the value predicted via DFT [143]. The absorption was shown
to be greater than predicted. As the predicted values were calculated for single crystal r8-
Si, the difference is most likely due to the polycrystalline nature of the r8-Si in this work.
More importantly for practical application, the absorption coefficient for the bc8/r8 structure
was found to be very similar to the absorption of pure r8-Si. This is unsurprising due to
the observation that r8-Si is the predominant phase within the mixed structure. Therefore,
this result is good news for those interested in integrating r8-Si (in the form of a bc8/r8
mixed structure) into existing Si devices for PV applications. However, the presented value
was determined only across the 0.8 eV - 1.12 eV photon energy range from a polycrystalline
structure embedded in a dc-Si substrate. A more rigorous confirmation of r8-Si’s potential
as a PV material requires determination of the absorption from a large, phase pure, single
crystal or large grain polycrystalline film of r8-Si. The formation of such a film, if possible, is
a promising direction for further study.
Another phase that has promising optical properties is hd-Si. A large window in which hd-Si
is the sole crystalline phase present has been reported and a high activation energy has been
calculated for the thermal transition to nc dc-Si. Applying strain to hd-Si to experimentally
verify the ability to tailor its band-gap [141], particularly from an indirect band-gap to a direct
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Fig. 7.2: Free energy per atom as a function of density for several exotic Si phases (adapted
from Ref. [215]). The free energy per atom at all densities is similar for bc8-Si (blue) and r8-Si
(yellow) relative to the free energy per atom for many other phases, such as dc-Si (black).
band-gap, may lead to future device applications.
7.2.3 Scaling and Technological Viability
This work has shown that the properties of the bc8/r8 mixed structure and the stability of
hd-Si have technological potential. Thus, the viability of scaling the production of these exotic
phases to a technologically feasible level is important and interesting to consider.
During indentation loading, phase transformation was promoted by holding the tip for long
periods of time at maximum load. In this work, indentation conditions were presented for
which all indents that deformed plastically did so via phase transformation. However, it
should be noted that under these conditions, the majority of the indents responded elastically.
It is possible for the hold time to be extended to promote a greater number of indents to
phase transform. If the hold time becomes prohibitively long, the samples that respond purely
elastically may be re-indented with (presumably) no negative impact to the transformation
process.
Another method for promoting transformation worth exploring is “seeding” phase transfor-
mation in a two-step method. In the first step, smaller phase transformed regions could be
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Fig. 7.3: (a) Schematic of the proposed“double tipped”indenter. The phase transformed region
(PT) and crystalline defects (CD) induced by the smaller tip is indicated in red. The PT region
induced by the larger tip is indicated in blue and is sufficient to remove the CD induced by the
smaller tip. (b) Proposed schematic of a “stamp” indenter that could be developed to produce
exotic Si phases in a conventional MOSFET as a substitution for n-doped contact pads.
seeded into the sample. This is followed by a second step where a larger pressure is applied
to cause the seeded phase transformed region to grow. For example, the two pathways of
plastic deformation presented here show that a hold duration (to nucleate phase transforma-
tion) followed by further loading (to grow the phase transformed region) would be beneficial
for producing greater amounts of the bc8/r8 mixed structure. Alternatively, a similar effect
may be produced using a small spherical tip attached to a large spherical tip [such as the
one shown in Fig. 7.3(a)]. This “double-tipped” indenter potentially would first nucleate both
phase transformation and crystalline defects under the smaller tip. As the point of maximum
shear stress is related to tip size, the crystalline defects are not expected to extend far below
the surface. Thus, the phase transformed region induced by the larger spherical tip (seeded by
the initial transformation) can grow to cover the defective crystalline regions. In fact, phase
transformation has been reported to be promoted in regions where slip has occurred [104].
It may even be possible to use indentation pressure to grow transformed regions initially formed
via different methods. For example, st12-Si is an exotic phase that has not been reported from
indentation-induced phase transformation but has been reported from laser-induced phase
transformation. It may be possible to apply indentation-induced pressure to a region of st12-
Si formed via laser-induced pressure to promote further expansion of this transformed region.
In this scenario, further pressure application may result in expansion of the st12-Si volume
rather than transforming st12-Si to the β-Sn phase. Indeed, a transformation to a metastable
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exotic phase (r8-Si) without first transforming to (β-Sn)-Si has been reported previously [45]
Further, only conventional indenter tips have been used in this work. If a “stamp” style
indenter of a desired shape were manufactured, a single indentation process that successfully
nucleates phase transformation may produce large regions of these exotic phases to any desired
shape. An example of such a stamp is shown in Fig. 7.3(b). In this example, the contact pads
(conventionally n-doped dc-Si) for the source and drain of a MOSFET is replaced by an exotic
phase of Si that was produced using an indenter stamp 1. The shape and size of this stamp
may be varied in accordance with the task required. At the present time, it appears that such
an approach is limited only in the maximum loads that can be produced and the durability of
the indenter tip material. Thus, the formation of these exotic phases could feasibly be scaled
up to technologically relevant sizes.
7.3 Closing Remark
In this thesis the formation, stability, and properties of several exotic phases of Si that can be
formed via indentation-induced pressure have been presented. The inclusion of a hold duration
was shown to promote phase transformation. Upon slow pressure removal the transformed
region was found to be predominantly r8-Si. Annealing of this transformed region resulted in
the metastable phases Si-XIII and hd-Si. From these results, an expanded framework for the
formation of these Si phases via pressure and temperature has been presented and discussed.
Further, it has been shown that the bc8/r8 mixed structure formed via indentation exhibit
technologically interesting properties. Thus, it is clear that scaling the formation of these
phases to industrially viable levels is an important direction for future study.
1the exotic phases are formed before oxide and metal deposition in this particular case
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Appendix A
XRD Analysis of Si-XIII
In this thesis, a new sample preparation method for measuring indented regions using x-ray
diffraction was presented. This method resulted in a significant amount of XRD data being
collected from the indented regions, such that structural analysis could be performed. In this
appendix, the same method is applied to indented regions containing Si-XIII to investigate
the crystal structure of this exotic phase.
A.1 Introduction
Despite being first discovered over a decade ago [44], the crystal structure of Si-XIII is still
unknown. However, several d -spacing values [45] and Raman shifts [41, 44] have been ex-
perimentally confirmed for this phase. These are presented in Table A.1. The energetically
plausible tetragonal structure with a P41212 space group discovered via a ab initio structure
searching approach has been suggested as a potential candidate for Si-XIII [23]. The simulated
Raman spectrum for this phase contains all the characteristic peaks associated with Si-XIII.
However, the simulated XRD profile does not contain any of the d -spacing values associated
with Si-XIII. The d-spacing associated with the most prominent peaks in the simulated XRD
profile are also presented in Table A.1.
d -spacing Ref Raman shift Ref P41212 d -spacing Ref
5.6 A˚ [45] 200 cm−1 [44] 3.96 A˚ [23]
4.8 A˚ [45] 330 cm−1 [44] 3.57 A˚ [23]
4.4 A˚ [45] 475 cm−1 [44] 3.10 A˚ [23]
497 cm−1 [41] 2.93 A˚ [23]
Table A.1: The experimentally reported d -spacing and Raman shift values for Si-XIII. The
simulated d -spacing values for the potential candidate for Si-XIII (P41212) is also presented
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A.2 Experimental Method
The samples investigated in this section were formed via the method detailed in Section 4.2.1
of Chapter 4. The sample was further annealed at a temperature of 200◦C for 2 hours. Raman
microspectroscopy was performed to confirm the presence of Si-XIII within the transformed
region. Fig. A.1 presents a Raman spectrum collected from the indented region. There are
three peaks within the 450 - 550 cm−1 range; a hd-Si peak at ∼515 cm−1, a peak at ∼500
cm−1 that may be hd-Si or Si-XIII, and a Si-XIII peak at ∼475 cm−1. Further, there are
peaks associated with the bc8/r8 mixed structure. The Si-XIII peak is the predominant peak
within the Raman spectrum, but it is not the sole phase present.
Fig. A.1: Raman spectrum collected from the transformed region after annealing at 200◦ for 2
hours. The fitted peaks under the large asymmetrical peak at ∼475 cm−1 have been labelled
and indicate the presence of hd-Si and Si-XIII. Peaks associated with the bc8/r8 structure
also remain within the spectrum.
XRD measurements on this sample were performed at the 16-ID-B beamline at HP-CAT
within the Advanced Photon Source (APS). The incident X-ray beam had an energy of 24.5
keV and a spot size of ∼5 µm in diameter. The software package Dioptas [147] was used to
integrate the resulting XRD image. The contribution from hd-Si was fitted using the software
package GSAS [148].
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A.3 Results and Discussion
Fig. A.2(a) shows the XRD data taken from the sample containing Si-XIII. The blurred
reflections connected via diagonal lines originate from the underlying dc-Si whereas the rings
originate from the poly-crystalline transformed region. It is interesting to note that the rings
are circular. This suggests that the stress that resulted in cell elongation in the indentation axis
in the bc8/r8 mixed structure is no longer present. It is proposed that this stress is released
by the transformation process from r8-Si to Si-XIII. Figure A.2(b) shows the same image
after masking. The empty region between detectors and the beam stop have been masked.
Further, particularly bright spots which may interfere with the relative intensities between
the reflections have also been masked. Finally, reflections associated with the underlying dc-
Si that fall within the region of interest (as indicated by the dotted line) are also masked.
As the a-Si is less prominent within these images, the a-Si within the image was removed
using Dioptas’s background subtraction function. Note that this differs from the method used
previously where a background image was subtracted.
Fig. A.2: (a) XRD image collected from the transformed region and (b) the same image after
masking of the region of interest (indicated by the dotted circle).
Fig. A.3 shows the integrated XRD profile. First, to account for the contribution from hd-Si,
a Rietveld refinement of the profile using only hd-Si was performed. This refinement and
the difference between the calculated and observed profile are also presented in Fig. A.3.
It appears that several prominent peaks in the XRD profile can be associated with hd-Si.
Firstly, there is a large, asymmetric peak at ∼3.1 A˚ which appears to be a combination of
several distinct reflections. The strongest reflection at 3.13 A˚ belongs to the [002] reflection of
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hd-Si. The [100] and [101] hd-Si reflection are also present at 3.28 A˚ and 2.90 A˚. These account
for the asymmetry of the large peak at ∼3.1 A˚, but the figure clearly shows that hd-Si does
not account for all peaks within this d-spacing range. Closer inspection of the XRD image
confirms there are 4 distinct lines within this d-spacing range. Thus, there is a reflection at
∼2.95 that is not due to hd-Si. Further inspection of the hd-Si refinement suggests that the
three peaks in the 1.5 - 1.9 A˚ range arise from hd-Si. The observation of only 3 distinct lines
within this region in the XRD image suggests that the difference between the calculated and
observed profile within this region is not due to peaks from other phases. Finally, a hd-Si
peak is calculated but not observed for the [102] plane at 2.27 A˚. Previous studies have noted
that no significant experimental signal has been observed in XRD for this peak [45]. Thus,
the absence of this peak in this data set is not an issue. Interestingly, this result suggests that
hd-Si is the predominant phase within the transformed region after annealing at 200◦C for 2
hours. This is despite the observation of a far more dominant Si-XIII peak within the Raman
spectrum. This suggests that hd-Si has a smaller Raman-active cross-section.
Fig. A.3: Rietveld refinement of hd-Si for the integrated XRD profile. The peaks within the
profile that are not associated with hd-Si are indicated.
Within the presented XRD profile, five d-spacing values can be determined that do not orig-
inate from hd-Si. These are listed in Table A.2 alongside the Si-XIII reflections observed
experimentally using SADP, the most prominent calculated reflections from the predicted
P41212 phase, and the most prominent reflections of the bc8/r8 mixed structure. The 2.65
A˚ d-spacing may possibly be attributed to the bc8/r8 structure that was confirmed (via Ra-
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This work SADP P41212 bc8/r8
5.6 A˚ 5.6 A˚
4.8 A˚
4.3 A˚ 4.4 A˚
3.96 A˚
3.57 A˚
3.10 A˚
2.95 A˚ 2.93 A˚
2.65 A˚ 2.7 A˚
2.10 A˚
1.8 A˚
Table A.2: The d-spacing values determined in this section, reported from an SADP study
in Ref. [45], predicted for the P41212 phase in Ref. [23], and reported for the bc8/r8 mixed
structure in Chapter 4
man) to remain after annealing. Thus, there are four d-spacings that can be attributed to
Si-XIII. There is good agreement with two of the three reported d-spacings from experimental
SADPs. Previous studies have also reported the absence of expected reflections within XRD
images [45]. It is proposed that no reflections are observed at 4.8 A˚ in the current XRD data
in a similar manner. Regarding the predicted P41212 phase, many of the prominent reflections
were not observed experimentally. This suggests that, while this phase may be energetically
plausible, it is unlikely to be Si-XIII.
It should be noted that six reflections are required for peak indexing using structure deter-
mination software such as free object for crystallography (FOX). Thus, no further analysis of
the crystal structure of Si-XIII could be performed.
A.4 Summary
In this section, a transformed region containing Si-XIII has been probed using XRD. Four d-
spacing values were determined for Si-XIII. These values were in agreement with those reported
in SADP experimental studies. However, there was minimal agreement with the P41212 phase
that was predicted to be a plausible candidate for Si-XIII.
Although the Raman spectrum was dominated by a peak associated with Si-XIII, XRD sug-
gested that hd-Si was the predominant phase. It would be of interest in future studies to
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explore different annealing conditions that may result in transformed region where Si-XIII is
the predominant phase. If such regions could be formed, more peaks associated with Si-XIII
may be determined from XRD and structural analysis of this phase may then be forthcoming.
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