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Zusammenfassung
Im Rahmen dieser Dissertation wurde eine Studie u¨ber die Leistungsfa¨higkeit des OFDM-
Systems in zeitvarianten Kana¨len mit Mehrwegeausbreitung durchgefu¨hrt, unterstu¨tzt
durch mathematische Analyse und Simulation in MATLAB sowie die Messung des OFDM-
Signals, um eine neue Kanalscha¨tzung und Entzerrungsalgorithmen zur Verbesserung der
Leistungsfa¨higkeit und zur Verringerung des Rechenaufwandes zu entwickeln.
In dieser Arbeit werden zwei Reduzierungsmethoden der Inter-Carrier-Interferenz
(ICI) fu¨r das System Digital Radio Mondiale (DRM) erla¨utert und weiter entwickelt.
Aufgrund der langen Symboldauer des DRM, leidet dieses U¨bertragungssystem unter ho-
hen ICI. In der Literatur wird diesem System weniger Aufmerksamkeit geschenkt als den
anderen Anwendungen des OFDM-Systems.
Es werden Vorschla¨ge fu¨r neue Algorithmen gemacht, die mit geringer Komplexita¨t
zur Reduktion von ICI fu¨r das OFDM-basierte DRM-System in den schnellen zeitvari-
anten Kana¨len geeignet sind. Diese Algorithmen verwenden die Angleichung der Zeitvari-
ation des Kanals mit Hilfe von numerischen Methoden, wie der Newton- und Lagrange-
Polynome-Angleichung. Die Algorithmen nutzen die begrenzte Anzahl von Koeffizienten
in der Kanalimpulsantwort (engl. CIR).
In der Arbeit wird eine andere Methode mit geringer Komplexita¨t fu¨r DRM-Systeme
erla¨utert. Sie basiert auf einer Vorverarbeitung des empfangenen Signals im Zeitbereichs,
um das Signal-Rausch-plus-Interferenz-Verha¨ltnis (SNIR) so zu erho¨hen, dass Entzer-
rungsschemen mit geringer Komplexita¨t anwendbar werden. Es wird ein Hamming-
Fenster verwendet, um die Kanal-Matrix auf verschiedene Doppler-Spread Werte du¨nn
besetzt zu machen.
Die Verbesserung der Fa¨higkeiten des Empfa¨ngers in den zeitvarianten Kana¨len ist
nicht ausreichend fu¨r eine zuverla¨ssige Kommunikation. Um eine zuverla¨ssige Kom-
munikation und einen breiten Bereich von Anwendungen fu¨r unterschiedliche Nutzer
zu erzielen, sind einige weitere A¨nderungen fu¨r das gesamte System erforderlich, wie
die Anpassung des Systems an langfristige A¨nderungen des Kanals. In der Disser-
tation wird eine Methode fu¨r die Anpassung des Zeit-Interpolators des Scha¨tzers auf
der Empfa¨ngerseite vorgeschlagen. Bei dieser Methode folgt der Scha¨tzer den kurz-
und langfristigen Vera¨nderungen des Kanals und passt den Grad der Polynom Angle-
ichung Methode an die Zeit-Interpolation an, um die Bit-Fehler-Rate (BER) als Gegen-
stand der Verarbeitungsverzo¨gerung und der Komplexita¨t zu minimieren. Weiterhin wer-
den zwei Link-Anpassungsmethoden fu¨r OFDM-basiertes WLAN-System vorgeschlagen.
Die erste ist die Cyclic-Pra¨fixla¨nge-Anpassung, bei der die langfristige Vera¨nderung der
Kanalverzo¨gerung mit dem Root-MUSIC Algorithmus gescha¨tzt und dann fu¨r die Anpas-
sung der Guard Interval (GI) verwendet wird. Die zweite Methode befasst sich mit dem
adaptiven Pilot-Distribution, wobei die Distanz zwischen den Piloten in der Zeit und
Frequenz der Doppler- und Delay-Variationen-Verbreitung des Kanals entspricht. Das
Ziel dieser Methoden ist eine Erho¨hung der Kapazita¨t des Systems.
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Abstract
One of the major aspects of the emerging wireless communication systems is the use of
the orthogonal frequency division multiplexing (OFDM) as a modulation scheme for data
transmission. This is motivated by its ability to work efficiently in multi-path channels.
However, the system suffers in time-varying channels from the performance degradation
and the increase of computational complexity.
Throughout this thesis, a study of the performance degradation of OFDM systems
in multipath time-varying channels is carried out supported with mathematical analysis,
simulation in MATLAB as well as measurements of the OFDM signals, in order to find
new and robust channel estimation and equalization algorithms capable to enhance the
performance, and reduce the computational effort.
In this thesis some inter-carrier interference (ICI) reduction methods for digital radio
mondiale (DRM) system, which is one of OFDM system applications, are introduced. As
a consequence of its long symbol duration, DRM system suffers from high ICI even with
medium vehicle speeds. However, in the literature, this system got less attention than
other OFDM applications.
A Wiener filtering channel estimation algorithm for DRM system is introduced in this
thesis. To reduce the model mismatch, the estimator makes use of a combined Matrix
pencil delay estimation algorithms and Wiener filtering.
New low complexity algorithms used for reducing the ICI for OFDM-based DRM
system in rapidly time-variant channels are proposed. These algorithms make use of ap-
proximating the time variation of the channel by means of numerical methods, such as
Newton and Lagrange polynomial approximation. Instead of using the channel transfer
function (CTF) for the approximation, the methods exploit the limited number of taps
in the channel impulse response (CIR). Another low complexity estimation method for
DRM system is introduced. The method applies a time domain preprocessing at the re-
ceived signal to maximize the signal-to-noise plus interference ratio (SNIR), and aiming at
making the channel matrix sparse so that low complexity equalization algorithms become
applicable. The Gaussian shaped Doppler spectrum of the DRM system is considered
in implementing this algorithm. In addition, a modified Hamming window is applied in
order to squeeze the channel matrix for different squeezing factors and Doppler spread
values.
In case of mobile scenarios, improving the receiver capabilities is not enough to achieve
a reliable communication. In order to deliver a wide range of applications to different
users, some further modifications for the entire system are required, such as adapting the
system parameters according to the long-term variation of the channel. Some adaptive
methods are introduced in this thesis. A method of adapting the time interpolator of the
estimator at the receiver is proposed in which the estimator tracks the short and long-term
variations of the channel, and then adapts the degree of the polynomial approximation
used for time interpolation, aiming at minimizing the bit-error rate (BER) subject to
prescribed processing delay and complexity. On the other hand, two link adaptation
methods for OFDM-based WLAN system are proposed. The first one is cyclic prefix
length adaptation algorithm in which the long-term variation of the delay spread is esti-
mated using root multiple signal classification (root-MUSIC) algorithm, which then used
ix
xto adapt the guard interval (GI) length of the transmitted signal. The second method
deals with adapting the pilot distribution. The pilot separations in time and frequency
are adapted according to the Doppler and delay spread variations of the channel, aiming
at maximizing the throughput of the system without significantly sacrificing the BER
performance.
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Chapter 1
Introduction
During the last two decades, the wireless communications have experienced a huge growth
in both capacity and variety. This growth is going to shrink the world to a small village in
which users with different requirements are efficiently accommodated anywhere and at any
time. This will be resulted in an increased demand for new services that provide higher
bit rate and higher capacity. It is expected that the wireless communication systems of
the near future will require data rates up to few hundreds of mega bits per second (Mbps),
which are able to deliver bandwidth hungry applications such as web browsing and video
streaming. The required data rate of the next generation of wireless communication
systems will be achieved by efficiently increasing the amount of the allocated bandwidth
and using more advanced technologies, both in hardware and software [1].
One of the major themes in today’s broadband systems is the use of the orthogonal
frequency division multiplexing (OFDM). OFDM is a modulation scheme suitable for
frequency selective channels and for providing high speed data transmission, which makes
it one of the promising solutions for the next generation of wireless communications.
However, there is a need for more developments of OFDM systems in terms of complexity
reduction and adaptation, therefore reconfigurable solutions are needed to achieve the user
requirements. This is necessary because the end users require lightweight, compact size
and power efficient devices besides the high bit rate capabilities. Furthermore, combining
the communication systems with the new techniques such as multiple-input-multiple-
output (MIMO), can also enhance the capacity and the bit rate of the emerging systems.
1.1 Today’s Wireless Communication Systems
Currently, there is a very wide range of wireless applications used for serving users with
a variety of services such as voice, video, and data. Many newcomers have found employ-
ment in the area of wireless communications. These include broadcasting systems such
as digital audio and video broadcasting (DAB) [2] and (DVB) [3], fixed point-to-point
wireless communications and mobile cellular systems, medium and short range wireless
networks including the wireless metropolitan area network (WMAN), wireless local area
network (WLAN) [4], and sensor networks such as Zigbee as well as the very short range
networks such as near field communication (NFC), personal area networks (PAN) and
ultra-wideband (UWB) systems. The current wireless networks operate over a wide range
of data rate (from 20 Kbps for Zigbee to 500 Mbps for wireless USB), and over a coverage
range between 5 cm for NFC to 50 Km for WMAN, in between, there is a huge number
of applications that are designed to serve a wide variety of users with different needs.
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1.1.1 Mobile Revolution
In cellular systems, the geographic area to be covered is divided into small cells, thus
the same frequency can be reused many times to enhance the system capacity. The
history of mobile cellular systems started with the first generation (1G) in the mid of
eighties in USA. These systems were based on analog technology and were designed
only for voice transmission. The users in a cell were sharing the common channel using
frequency division multiple access (FDMA), and the connection between the base station
and mobile station was based on frequency division duplex (FDD). Several standards
have been established for different countries, such as the advanced mobile phone service
(AMPS) that was popular in USA, the nordic mobile telephone (NMT) that was used in
the Scandinavian countries, and C-Nentz that was used in West Germany.
In the early nineties, the digital technology became the backbone of the second gener-
ation systems (2G), which are still in use in many countries till now. These systems use
different multiplexing methodologies such as time division multiple access (TDMA) and
code division multiple access (CDMA). Compared to the 1G communication systems, 2G
systems have higher capacity, and enjoy improvements in the power and cost efficiencies.
Global system for mobile communications (GSM) [5] is one example of the 2G systems
that has been established firstly by Radiolinja in Finland in March 1991, and became
very popular in Europe. In September 2002, there were 460 GSM networks serving 747.5
million subscribers worldwide [6]. Currently, the GSM system is used in more than 170
countries worldwide. This system uses a combination of FDMA and TDMA, and provides
data rate up to 9.6 Kbps. Other examples of 2G systems are personal digital communi-
cations (PDC) [7] that is used in Japan and IS-95 [8] that is popular in USA and South
Korea. Although the 2G systems are digital, they were designed for voice transmission
only. Furthermore, these systems were unsuitable for accessing the Internet, since they
were based on circuit switched networks. This put some limitations on the systems, since
the demand for transmitting data and accessing the Internet through the mobile services
increases every day. Because it was difficult to remove the existing infrastructures and
think in different systems, the mobile communication companies started to develop tech-
nologies to enhance the capabilities of the existing 2G systems. Nowadays, users can
access the Internet using the general packet radio service (GPRS) which is available for
GSM users. GPRS makes GSM users able to transmit voice as well as low rate data like
short message service (SMS). The data rate for GPRS exceeds 115 Kbps. An important
issue is that GPRS is based on packet switched networks, therefore it does not allocate
the entire channel continuously, but only when there are data to be sent. Another de-
velopment on the 2G systems is the enhanced data services for GSM evolution (EDGE).
This system is usually referred as 2.5G system. It utilizes advance modulation techniques
as eight-phase shift keying (8PSK) and forward error correction (FEC) coding to increase
the bit rate of the GSM system. EDGE systems provide intermediate multimedia services
with bit rate of 384 Kbps.
In 2001, the standardization of the third generation 3G mobile communication systems
has been started by the European telecommunication standard institute (ETSI) [9]. The
new systems are designed for both voice and data transmission with higher bit rate than
that for 2G. The 3G systems provide streaming video capabilities that can support movie
downloads and video conferencing along with Internet access with several Mbps. One
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example of 3G systems is the universal mobile telecommunication system (UMTS). This
system uses wideband CDMA (WCDMA) as an air interface with channel bandwidth of
5 MHz. The UMTS system supports transmission speed of about 2 Mbps. For mobility
cases, this rate reduces to around 144 Kbps. Another example of 3G systems is cdma2000,
which is popular in South Korea.
To further enhance the system capabilities, 3G systems are being developed under a
worldwide project called 3G partnership project (3GPP) [10, 11], which is responsible
for improving the performance of UMTS systems. One release of this project is the
high speed packet access (HSPA), which is referred as 3.5G system. HSPA contains
different standards like high speed downlink packet access (HSDPA), which is defined in
3GPP UMTS Release 5 specifications and has been established in June 2002. It provides
improvements on the downlink speed up to 10 Mbps by utilizing different spreading
factors as well as adaptive modulation and coding schemes according to the signal quality.
The second standard is high speed uplink packet access (HSUPA), which increases the
speed of the up link up to 5 Mbps. It is standardized as part of 3GPP UMTS Release
6 specifications and has been approved in March 2005. A new standard which is still
under development is called high speed OFDM packet access (HSOPA). This system uses
different air interface to improve the spectrum efficiency and bit rate. OFDM provides
high speed data transmission and has less reception complexity in multipath channels.
HSOPA has variable bandwidth between 1.25 MHz-20 MHz. The downlink speed reaches
100 Mbps while that of the uplink is 50 Mbps. HSOPA is a fraction of the so called
long term evolution (LTE) of the 3GPP. This evolution will lead to the fourth generation
(4G) mobile systems in the next few years. This system takes the advantages of both,
OFDM modulation and single carrier modulation. The downlink is based on orthogonal
frequency division multiple access (OFDMA) to increase the bit rate, and the uplink is
based on single carrier- frequency division multiple access (SC-FDMA) that has better
power efficiency. In this new modulation scheme, the time domain signal is first spread
using precoding stage making use of the discrete Fourier transform (DFT), and then
converted back to the time using inverse fast Fourier transform IFFT, in order to get the
advantages of OFDM in multipath channels as well as better power efficiency than OFDM
system [12]. For high bit rate targets, OFDMA can provide benefits over a CDMA-based
system when the bandwidth increases. LTE system will use MIMO technology for both
base station and mobile station. Two MIMO configurations (2×2 and 4×4 have been
standardized, however, it is expected that only 2×2 antennas will be available for the
first commercial LTE systems.
In addition to 3GPP, there is another project goes in parallel called (3GPP2), which
has two standards, the evolution data and voice (1xEV-DV) and the evolution data-
optimized (1xEV-DO). These standards are defined as evolutions responsible for enhanc-
ing the capabilities of 2G: IS-95 and 3G: cdma2000 systems, respectively. By tracking
the cellular history, we find that there were always two candidates in a competition for
each emerging mobile generation. Fig. 1.1 shows the adopted radio accesses over the last
two decades. In the discussion about the 2G systems, two candidates for multiplexing
were considered, TDMA and CDMA. At the end, TDMA was adopted as a standard [13].
However, some systems used CDMA like IS-95. In late 1999, again two candidates for 3G
systems were in the competition, CDMA and an OFDM-based multiple access system.
CDMA has finally been adopted in the form of WCDMA and cdma2000. OFDM-based
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techniques look very promising for the 4G systems, which may be put in service by 2010.
X
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CDMACDMA
TDMA
MIMO-SC
1990 2000 2020?
2G 3G 5G ?
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OFDM
MIMO-SC
2010
4G
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Figure 1.1: Adopted radio access techniques for mobile generations.
1.1.2 Modern Wireless Internet Access Networks
The world is going to have faster wireless connections, and within the next decade people
will gain high-speed wireless Internet access. The wireless network is designed to pro-
vide wireless access between computing devices, and usually implemented as a final link
between the existing network and the client PC. WLAN is an example of the wireless net-
work that provides wireless connections between some local computers used in temporary
offices, or other places where the installation of cables is expensive.
In 1999, the institute of electrical and electronics engineers (IEEE) has approved the
standard IEEE802.11b WLAN, which is also called Wireless Fidelity Wi-Fi. It works at
2.4 GHz and has a bandwidth of 20 MHz, which is larger than that of 3G systems. The
system uses direct sequence spread spectrum DSSS as an air interface and provides data
rates up to 11 Mbps. Two other standards that use OFDM as an air interface, which
allows higher data rate, are IEEE802.11a that has been approved in 1999 and works at
5.2 GHz and IEEE802.11g that has been approved in 2003 and works at 2.4 GHz. The
bit rate of the last two systems can reach 54 Mbps by using adaptive modulation and
coding schemes. The European version of IEEE802.11a is called High Performance LAN
2 (HiperLAN/2), which has been approved in 2000. It is equivalent to IEEE802.11a in the
physical layer but differs in the medium access control (MAC) layer. In 2004, a new stan-
dard IEEE802.11n has been developed. This system uses MIMO technology to enhance
the capabilities of the OFDM system in terms of the bit rate and coverage. IEEE802.11n
provides data rates up to 200 Mbps according to the number of used antennas at the
receiver and the transmitter. Currently WLANs are distributed as hot spots at airports,
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universities or conferences. They are designed to provide in-building or campus coverage
(around 100 m), therefore the system does not support high speed mobility.
On the other hand, WMANs, usually referred to IEEE802.16, provide wireless connec-
tions between multiple locations within a city where WLANs can not cover. One example
of the emerging WMAN systems is the worldwide interpretability for microwave access
(WiMAX). It works for long distances (several km’s) and allows for higher mobility with
bit rates up to 70 Mbps. There are some standards of WiMAX, one of them is the afore-
mentioned IEEE802.16, approved in 2002. This system uses SC modulation and designed
for fixed line of sight (LOS) connections. The other one is IEEE802.16-2004, which is de-
signed for fixed non-LOS situations and uses OFDM as an air interface and OFDMA for
multiplexing. The third type is IEEE802.16e-2005, which is designed for mobile non-LOS
situations. IEEE802.16e-2005 uses a scalable OFDM with different bandwidth allocation
from 1.25 to 20 MHz to comply with varied worldwide requirements. Now, more than 150
WiMAX trials are underway in Europe, Asia, Africa and North and South America [14].
Another type of wireless networks is the WPAN that replaces the short range cables with
RF technology. One example of WPAN is the famous Bluetooth system which works at
2.4 GHz and provides peak data rate up to 1 Mbps. In Bluetooth, frequency hopping
(FH) technology is used for multiple access. Bluetooth has low cost, low power (1mW),
and works for short range (10 m).
A new type of emerging wireless networks is ultra-wideband (UWB) that works in
frequency range between 3.1-10.6 GHz. UWB system, also referred as WiMedia IEEE
802.11.15a, allows users to work with very high bit rate around 500 Mbps with channel
bandwidth of 500 MHz by using very narrow pulses (nanoseconds). UWB devices work at
very low power (many times lower than Bluetooth for the same range), and cover short
distances (5 m). Similar to the most of the emerging technologies, UWB systems use
OFDM air interface to deal with the multipath channels.
1.1.3 The Fourth Generation (4G) Systems
The research on 4G systems has just recently begun. In the past, the term ”new genera-
tion” referred always to mobile cellular systems. However, 4G systems will combine many
applications simultaneously and will integrate various networks like cellular systems with
WiMAX and WLAN to allow users to move freely between the different standards. The
aim of 4G technology is to extend the capabilities of 3G systems, allowing a wider range
of applications. One of the main focuses of the 4G systems will be the efficient utilization
of the finite spectrum. 4G will also provide flexible connectivity to the users (stay con-
nected anywhere, anytime) with higher data rates, stronger security, higher mobility, and
higher quality of services (QoS) than the current systems. Fig. 1.2 shows the mobility
scenarios versus the achievable bit rate for the modern communication systems and the
position of the 4G systems [15]. 4G systems will be designed to deal with the fading and
the multipath problems. Low power consumption (increased battery life), compact size,
and low cost efficiency are the important issues in designing the next generations of com-
munication systems. As a common solution for most of the next generation requirements,
OFDM system becomes a very preferable modulation scheme because of its robustness
in severe multipath scenarios.
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Figure 1.2: User mobility versus the achieved bit rate in the modern communication
systems.
1.2 Design Challenges and Motivations
As it was described in the previous section, the world of communications is moving to-
wards the use of OFDM system as an air interface like in WLAN, WiMAX, and LTE.
OFDM is also becoming the promising technique for many of the communication sys-
tems of the future because of its spectrum efficiency and its robustness against fading
channels. However, OFDM technique is still facing many design challenges that need to
be addressed. The main design issues and challenges for the next generation of wireless
communications are summarized in the following points:
1.2.1 Complexity Issue
System complexity is one of the important issues to be addressed in designing the future
communication systems. The wireless channel introduces distortions to the transmitted
signal and complicates the reception process. In addition to the noise that is added
to the transmitted signal, the signal strength falls down rapidly with distance due to
the path loss. Path loss is a function of distance and frequency; (the signals with high
frequencies get attenuated more). This puts a challenge on broadband systems that are
able to transmit more data rates, but unfortunately to a shorter range. Small scale fading
is also one of the channel impairments. This kind of fading leads to huge variations
in signal power over short distances, times, or frequencies. Fading can cause different
types of interferences, such as inter-symbol interference (ISI) due to the superposition
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of signals coming from different paths, self interference, inter-carrier interference (ICI)
in time-variant channels, and co-channel interference in cellular systems. All of these
impairments distort the transmitted signal and complicate the reception process. In order
to deal with the channel effects, the receiver must be able to estimate the channel and
its parameters, such as the maximum delay spread, Doppler spread, and noise variance.
Then, it compensates for the distortions caused by the channel imperfections. These
processes require high processing time and power, and thereby increase the complexity of
the digital signal processing (DSP) algorithms. The processing complexity is measured
by the number of floating point operations per second (FLOPs) for an algorithm.
OFDM system is one of the most powerful systems regarding the immunity against
the frequency selectivity of the channel because of its ability to deal perfectly with the
ISI by means of time guard interval (GI). Consequently, the OFDM system has less re-
ception complexity in multipath channels than the single carrier systems, since one tap
equalizer can cancel the effect of the frequency selectivity. However, the system suffers in
high speed mobilities because of the ICI. This also put a challenge against designing an
OFDM system that is suitable for the vehicle speed scenarios of the next mobile genera-
tion. The channel estimator must take into account the time variations of the channel, in
order to cancel the effect of the resulting ICI. Many signal processing algorithms [16–21]
have been developed to deal with ICI and time-frequency synchronization. However, in
most of the ICI cancellation algorithms, the processing time and power increase as a
function of vehicle speed and number of OFDM carriers. This is because the equalization
algorithms require non-trivial matrix inversion in the dimension of the number of carri-
ers, which can reach thousands in some applications. During the last decade, researchers
were looking for advanced and efficient ICI cancellation methods that require less pro-
cessing efforts, or by introducing some signal processing algorithms to reduce the system
complexity. Adapting the equalization process according to the channel situations can
partially solve the problem of processing complexity. For good channel conditions, low
complexity algorithms can be used, while for bad conditions, more advanced algorithms
are applied.
1.2.2 Capacity Issue
In 1948, Claude Shannon [22] has defined the upper bound on the amount of data that
can be transmitted over a channel by the following equation
C = B log2(1 + SNR) (1.1)
where C is the maximum bit rate, B is the Nyquist bandwidth, and SNR is the signal-
to-noise ratio. As it can be seen from the equation, the spectrum bandwidth is one of the
parameters that plays a role in the achievable capacity of a system. The radio frequency
(RF) spectrum today has become more crowded, because many wireless communication
systems are continually being developed. Satellite systems, navigation systems, cellular
systems, and other wireless networks all have to share a limited amount of spectrum and
sometimes overlap each other. This makes licensing the spectrum the most expensive
parameter in designing a new mobile communication system. Cellular systems achieve
the required capacity by reusing the available spectrum using small cells, which result
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from dividing the geographic area to be covered. However, reducing the cell size increases
the interference and complicates the hand-off schemes.
As has been described above, OFDM-based systems have higher spectral efficiency
than that of the 3G systems. The orthogonality allows the sub-carriers to overlap each
other. Therefore, OFDM is able to transmit with higher bit rate than other systems. The
other parameter that can increase the bit rate or the capacity of the system is the signal-
to-noise ratio (SNR). MIMO technology increases the SNR by using multiple antennas at
the transmitter and the receiver, and thus, adds a space diversity factor. Since the noise
is uncorrelated for each antenna, the space diversity helps to enhance the SNR, and thus,
increasing the bit rate of the system. The combination of OFDM and MIMO technology
[23–26] is the forthcoming technology that can work with high bit rate. However, the
limit is the hardware effort and the increased size of the system specially at the user
terminal. On the other hand, OFDM loses some of its capacity due to inserting the
GI for avoiding ISI and because of transmitting pilot signals that carry no information
and used only for synchronization and channel estimation. The capacity loss increases
with increasing the length of the GI and the number of pilots. 4G systems require high
data rates greater than 100 Mbps and high quality of service QoS of about 99%. To
achieve these requirements, the new communication systems need to be more flexible and
adaptive. Adapting the system parameters can increase the capacity and the QoS of
the system. In addition to the modulation scheme, the number of pilots, the number of
carriers or the GI can also be adapted according to the channel state information.
1.2.3 Power Consumption Issue
The existing mobile communication devices have internal batteries that need to be
recharged every one or two days. Increasing the battery life is a challenge for the 4G
systems. 3G systems have introduced power control schemes that allows the users to
transmit with the minimum possible power to increase the battery life, and to solve the
so called near-far problem [27]. OFDM is known as a power hungry system. The high
peak-to-average power ratio (PAPR) of the OFDM signal causes more power consump-
tion, since the power amplifier in the transmitter must work with higher linear range to
cover the wide amplitude range of the signal. Pre-coding or clipping algorithms [28–31]
can help to reduce the effect of the PAPR. The power consumption problem of OFDM is
a transmitter issue, therefore some of the new mobile communication standard like LTE
uses OFDM only for the downlink, since the power at the base station is not an important
issue. For the uplink, a single carrier system is used. In addition to the PAPR, the signal
processing also consumes power, specially when high complexity algorithms for channel
estimation and equalization are used. Therefore, reducing the computation complexity
leads to enhance the power efficiency of the system.
The above challenges are addressed throughout this thesis, guided by the motivation
to enhance the performance of the next generation of communication systems that adopt
OFDM as an air interface. The aim of this thesis is to extend the previous work on the
subject of channel estimation and equalization for the OFDM system. Furthermore, it is
intended to deliver some improvements on implementing low complexity algorithms for
ICI cancellation, and to propose new adaptive techniques to enhance the system capacity.
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1.3 Thesis Outline and Contributions
The outline of the thesis and the author’s contributions are organized as following:
Chapter 2: OFDM Systems in Doubly Selective Channels
Chapter 2 presents an introduction to the multipath time-variant channels and their
influences on the transmitted signal. Different statistical characteristics of the wireless
channels, which are considered in the remainder of this thesis, are studied. The basics of
OFDM systems and their robustness against frequency selectivity are explained in detail.
Furthermore, the orthogonality principle and the transceiver structure are described.
The effect of the doubly dispersive channel on the performance of the OFDM system
is analyzed and simulated according to the wide sense stationary uncorrelated scattering
(WSSUS) assumption. Different channel impairments such as Additive white Gaussian
noise (AWGN), frequency and time selectivity are tested on the system. The chapter also
describes the channel matrix in time and frequency domains and shows the effect of time
variation on the properties of the channel matrix.
Chapter 3: Channel Estimation and Equalization for OFDM Sys-
tems
The chapter discusses the pilot-based channel estimation for OFDM systems. It explains
some of the common estimation algorithms such as least square (LS) and minimum mean
square error (MMSE) criteria. The equalization algorithms used for detecting the OFDM
signal is also discussed.
In this chapter, an MMSE Wiener filtering estimation algorithm for digital radio
mondiale (DRM) system is developed. The Wiener filter is designed according to the
Gaussian shaped Doppler spectrum, and combined with the Matrix Pencil (MP) algo-
rithm as a pre-stage to estimate the channel statistical parameters required for optimizing
the Wiener filter. The effects of the number of pilots, the modulation level, the number
of channel taps, and the number of antennas are shown through the simulation results.
The chapter also discusses some experimental studies of multipath channels, and
explains a measurement system used for testing OFDM signal. A discussion of the trans-
mission, reception and channel estimation of an OFDM-based WLAN system in indoor
wireless channel is provided. A joint channel and frequency offset estimation method is
introduced for equalizing the received OFDM symbols. The performance of the OFDM
system with pilot-based Wiener filtering channel estimator is tested with different modu-
lation schemes subject to different conditions, such as the transmission power, the antenna
orientation and the distance between the transmitter and the receiver.
Chapter 4: Low Complexity ICI Reduction for OFDM Systems
The chapter discusses the ICI phenomenon and analyzes its generation mechanism in
OFDM-based DRM system. The effect of loosing the orthogonality due to time variations
is studied on the system performance.
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New low complexity algorithms used for reducing ICI for OFDM in rapidly time-
variant channels are proposed. These algorithms make use of predecting the time variation
of the channel by means of numerical methods, such as Newton and Lagrange polyno-
mial approximation. A Lagrange extrapolation method has been applied to reduce the
processing delay. A low complexity estimation method for DRM system is introduced.
The method applies a time domain preprocessing to the received signal to maximize the
signal-to-noise plus interference ratio (SNIR) and make the channel matrix sparse. It al-
lows thereby for low complexity equalization. Low complexity iterative detection schemes
that depend on hard and soft feedback equalization are implemented and verified using
simulations.
Chapter 5: Adaptive Techniques for OFDM Systems
This chapter presents different adaptive techniques for OFDM systems and suggests new
techniques for both, receiver and link adaptation that allow the system to work in a wide
range of channel conditions.
A new receiver adaptation scheme for OFDM systems based on long-term tracking of
the channel is proposed. The scheme adapt the polynomial degree of the channel approx-
imation (discussed in Chapter 4), aiming at minimizing the bit-error-rate (BER) subject
to processing delay. Adaptive GI length for OFDM-based WLAN systems is proposed.
In this method, the delay spread is estimated using root-multiple signal classification
(Root-MUSIC) algorithm, and is used to adapt the GI length at the transmitter aiming
at maximizing the system throughput for a given BER performance. In this chapter,
a new adaptive pilot distribution method is also proposed. The pilot spacing in time
and in frequency domains is adapted according to the channel state information (CSI).
Doppler spread used for adapting the time pilot spacing is estimated in terms of the
off-diagonal elements of the channel matrix. In order to guarantee a robust Doppler
estimation process, the pilots are gathered in blocks of three symbols and used for es-
timating the channel matrix via linear channel approximation. The separation between
these blocks is adapted instead of adapting that between the pilots. The delay spread
used for adapting the frequency pilot spacing is estimated using Root-MUSIC algorithm.
Chapter 6: Conclusion and Future Work
The chapter concludes the thesis, lists out the introduced contributions, and highlights
possible future work.
Chapter 2
OFDM Systems in Doubly Selective
Channels
This chapter is organized as follows: Section 2.1. discusses the wireless multipath time-
variant channel and its statistical models. Section 2.2. gives a detailed discussion about
the OFDM system, its structure and the related signal generation. It also explains the
effect of doubly selective channels on system performance.
2.1 Wireless Doubly Selective Channels
A wireless channel models the mechanism of the electromagnetic propagation from the
transmitter to the receiver. Unlike wired communication channels that are stationary and
can be predicted, wireless channels are extremely random and cause severe variations in
the spectrum characteristics of the transmitted signal. Time and frequency dispersion
of the received signal due to multipath propagation is a dominant source of impairment
in wireless communication systems. It places fundamental limitations on the system
performance and leads to a complex reception.
2.1.1 Multipath Effect (Frequency Selectivity)
In a multipath radio channel, the transmitted electromagnetic wave reaches the receiver
from different directions due to reflections, diffractions, and scattering caused by the
obstacles that lie on the way of the transmitted signal. At the receiver side, the number
of reflections, the time and the direction of arrivals play a role in the reception process.
Fig. 2.1 illustrates an example of the multipath channel. In multipath channels, the
frequency characteristics of the transmitted signal is distorted. This distortion is usually
known as frequency fading, which appears to be deep at some frequencies of the spectrum
of the transmitted signal.
As a consequence of the multipath time-variant channel, the received signal y(t) is
composed of an infinite number of delayed and attenuated replicas of the transmitted
signal x(t). The received time domain signal results from a convolution between the
transmitted signal and the channel impulse response as
y(t) =
∫ ∞
−∞
h(τ, t)x(t− τ)dτ + v(t) (2.1)
where v(t) is the additive white Gaussian noise (AWGN) caused by the channel and by
the system electronic circuits, and h(τ, t) is the response of the channel at time t of an
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Figure 2.1: The multipath time-variant channel.
impulse applied at time t− τ , and can be expressed as
h(τ, t) =
L−1∑
l=0
βl(t)δ(τ − τl)
where βl(t) is a time-variant complex random variable describes the channel amplitude
and phase. Applying the Fourier transform to the channel impulse response h(τ, t) with
respect to the delay τ gives the time-dependent channel transfer function H(f, t).
H(f, t) =
∫ ∞
−∞
h(τ, t)e−j2pifτdτ (2.2)
The transfer function gives a view of the frequency selectivity of the channel caused by
the multipath effect.
If the frequency components of the transmitted signal are equally attenuated, the
fading is considered to be flat. Narrowband systems usually experience flat fading, since
the signal bandwidth is much smaller than the so called coherence bandwidth of the
channel Cf . The coherence bandwidth is defined as the bandwidth over which the channel
is considered flat. The coherence bandwidth is related to the maximum delay of the
channel. It is expressed as
Cf ∝ 1
τmax
(2.3)
In other words, the channel is said to be flat if the bandwidth of the transmitted sig-
nal is less than the coherence bandwidth, otherwise, it is frequency selective, which is
the case of wideband systems. Frequency selectivity degrades the performance of wire-
less communication systems by introducing inter-symbol interference (ISI) between the
transmitted symbols, and hence, complicates the reception process, specially for single
carrier systems such as CDMA in which a matched filter with number of taps equal to
the relevant channel paths is required in order to deal with the multipath [27].
2.1.2 Doppler Effect (Time Selectivity)
In a dynamic wireless communication channel, the received signal from different paths is
fluctuated in its envelope, frequency, and phase over time. Due to the relative velocity
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between the transmitter, the receiver or/ and the obstacles, some shifts on the frequency
contents of the transmitted signal occur due to Doppler effect. Besides the velocity,
Doppler shifts fsh depend on the angle of arrival θ of the received signal and the carrier
frequency fc as
fsh = fc
v
c
cos θ. (2.4)
where c denotes the speed of light and v denotes the relative velocity. This kind of
channels is known as time-variant channels. The fashion of variation describes the time
selectivity of the channel. In order to understand the phenomenon caused by Doppler
effect, a function is derived by applying the Fourier transform to the time-variant impulse
response of the channel with respect to the time t as
s(τ, ν) =
∫ ∞
−∞
h(τ, t)e−j2piνtdt (2.5)
s(τ, ν) is known as the Doppler-dependent impulse response of the channel, which de-
scribes the frequency dispersion of the channel for each time delay [32]. Basically, the
channel can be classified as fast or slow time-selective channel. A parameter that char-
acterizes this selectivity is called the coherence time Ct, which is the time duration over
which the channel can be considered static. A fast selective channel is a channel through
which the symbols with length longer than the coherence time are transmitted, whereas,
the channel is said to be slow if the transmitted symbols are shorter than the coherence
time. The coherence time of the channel is related to Doppler spread fd of the channel
as
Ct ∝ 1
fd
(2.6)
To get a clear picture about the channel, we can apply a two-dimensional Fourier trans-
form to h(τ, t) with respect to both delay and time to get the so called Doppler-variant
transfer function
T (f, ν) =
∫ ∞
−∞
∫ ∞
−∞
h(τ, t)e−j2pi(νt+fτ)dt dτ (2.7)
Fig. 2.2 shows the doubly selective channel, which has dispersions in both time and
frequency directions. It is clear that all derived functions are related through Fourier
pairs as shown in Fig. 2.3, which shows these function and their mutual relations.
2.1.3 Statistical Models of Wireless Channels
In many situations, it is difficult to describe all channel processes that determine the
time-variant multipath components. It is rather often preferable to describe the statistical
behavior of these components [33].
2.1.3.1 Correlation functions
We are interested in the statistical behavior of the channel, since the channel distor-
tions can be interpreted as random processes. The channel impulse response and the
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Figure 2.3: Fourier transform relationships between the channel functions.
channel transfer function can be considered as the stochastic system functions, whose
autocorrelation functions in both frequency and time domains are written as [32]
rhh(τ1, τ2; t1, t2) = E{h∗(τ1, t1)h(τ2, t2)} (2.8)
rHH(f1, f2; t1, t2) = E{H∗(f1, t1)H(f2, t2)} (2.9)
It can be seen that the Fourier transform pair are also valid for these correlation functions.
2.1.3.2 WSSUS model
Wide sense stationary uncorrelated scattering (WSSUS) assumption [34] is an important
and frequently used description of the short range variation of the wireless channels, and
leads to simplify the channel correlation functions. According to WSSUS assumption, the
wireless channel can be completely characterized by their statistical properties up to the
2.1. Wireless Doubly Selective Channels 15
second order, such as the mean and the autocorrelation. The wide sense stationary (WSS)
assumption states that the autocorrelation function of the channel impulse response is
invariant over time for a constant time shift, which can be represented by the following
equations
rhh(τ1, τ2; t, t+ t
′) = rhh(τ1, τ2; t′), (2.10)
rHH(f1, f2; t, t+ t
′) = rHH(f1, f2; t′) (2.11)
where t′ is a small shift in time. In general, the channel is said to be WSS channel, if
the mobile terminal moves for few tens of carrier wavelength. The uncorrelated scat-
tering (US) assumption states that the scatterers from different paths are statistically
uncorrelated, which can be expressed as
rHH(f, f + f
′; t1, t2) = rHH(f ′; t1, t2) (2.12)
where f ′ is a small shift in frequency, thus the channel is stationary in frequency. In real
life, it is reasonable to assume that the channel is stationary in both time and frequency
(WSSUS), so the autocorrelation function of the channel can be written in the following
form
rHH(f, f + f
′; t, t+ t′) = rHH(f ′, t′) (2.13)
The later function is known as the time-frequency correlation function. Two important
functions that have a major role in characterizing the wireless channel, can be obtained
from the time-frequency correlation function [32]. The first one is called Doppler power
spectral density, which provides information about the time selectivity of the channel and
can be written as
D(ν) =
∫ ∞
−∞
rHH(f
′, t′)e−2piνt
′
dt′|f ′=0 (2.14)
Doppler power spectral density of a channel describes the spectral broadening that the
channel causes to a pure sinusoid passes through it. The other function is called Delay
spectral density, which represents the frequency selectivity of the channel caused by the
multiple reflections.
K(τ) =
∫ ∞
−∞
rHH(f
′, t′)e2piτf
′
df ′|t′=0 (2.15)
2.1.3.3 Rayleigh and Ricean channels
The channel frequency fading is caused by the multipath phenomenon. The receive
antenna receives a large number of reflected, refracted, and scattered waves. Due to the
addition and the cancellation effects of all these received components, the received power
can be described as a random variable. In many practical situations, the line of site
(LOS) between the transmit and the receive antennas is lost. In such a case, the received
signal becomes a superposition of many scattered components only. According to the
central limit theorem [35], the time-variant channel can be modeled by Gaussian process
with zero mean. The type of channels where the LOS is lost is known as Rayleigh fading
channels. The probability density function (PDF) of a Rayleigh channel is written as [27]
P (a) = 2ae−a
2
(2.16)
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where a is a random variable results from a summation of the attenuations from many
scatterers. In the presence of LOS, a constant mean value is added. This channel becomes
a Ricean fading channel. The probability density function in this case turns to be a
Gaussian distribution process with non-zero mean
P (a) = 2a(1 +K)e−(K+a
2(1+K))J0(2a
√
K(1 +K)) (2.17)
where J0(·) is the zeroth order modified Bessel function of the first kind and K is the
Ricean K-factor, which defines the ratio between the signal power of the LOS over the
scattered power. It can be seen that for K = 0, the channel turns to be a Rayleigh
channel, while for K = ∞, the channel becomes an AWGN channel. Fig. 2.4 shows the
PDF of the Ricean function for different K-factor values.
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Figure 2.4: Probability density function of Ricean channel.
For indoor and short range propagation, Jakes Doppler spectral density has been
proven to be the suitable assumption, whose model is described by the following equation
D(ν) =
1
piνmax
√
1− ( ν
νmax
)2
(2.18)
where νmax is the maximum Doppler shift. On the other hand, it has been shown that
Doppler spectral density of far echoes has a different shape than Jakes model. Gaussian
shape of Doppler spectral density is a suitable assumption for long range propagations
like propagations through ionosphere [36], which is a typical propagation scenario for
broadcasting systems. Gaussian Doppler spectral density is represented by the following
expression
D(ν) =
1
fd
√
pi
2
e
− 2ν2
f2
d (2.19)
where fd = 2νmax is the Doppler spread. Fig. 2.5 illustrates the two models of Doppler
spectral density functions.
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In order to understand the channel distortion caused by the scattering components,
the WSSUS is often represented by a tapped-delay line model, which has been widely
used for simulating the wireless channels [37, 38]. The tapped delay line model appears
in Fig. 2.6. The model can be understood as a superposition of a number of discrete
fading paths each corresponds to a certain propagation delay value τl. In order to have a
complete channel effect, the delay of each tap, the corresponding amplitude, and Doppler
spectrum are specified. Basically, the stationary stochastic channel consists of two impor-
tant contributions. The first one is a stochastic one, which can be generated by filtering
the white Gaussian noise (WGN) by a suitable Doppler filter for each tap. The second
part is a purely deterministic process. The deterministic part is fully predictable from a
sufficient set of measurements [39].
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Figure 2.6: Tapped delay line model.
2.2 OFDM Systems
OFDM is a modulation technique that allows for high data rates over multipath channels.
OFDM can also be seen as a multiplexing technique in the form of OFDMA, which allows
many users to share the orthogonal bands. OFDM mitigates the effect of multipath
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channel by essentially dividing the source spectrum into many narrow sub-bands that are
transmitted simultaneously. The bandwidth of the sub-bands are designed to be narrow
enough so that the channel exhibit a flat fading over each sub-band.
2.2.1 History
Transmitting data over multibands is known since 1966, when Chang [40] had shown that
the multicarrier modulation could solve the impairments caused by the multipath chan-
nels without reducing the data transmission rate. Five years later, in 1971, Weinstein
and Ebert [41] showed that the generation of the multicarrier signal can be accomplished
by means of discrete Fourier transform (DFT), which is the technique that is known
today as orthogonal frequency division multiplexing (OFDM). In 1985, Cimini [42] was
the first one who suggested OFDM for the wireless communications. After that many of
the key issues in the OFDM system have been investigated. However, the first practical
application that used OFDM as a modulation scheme, was considered in early 90’s for
digital subscriber line (DSL) system. At that time, this system was known as discrete
multitone system (DMT). By the end of 90’s, many practical systems were using OFDM
scheme like wireless LAN standard IEEE.802.11a [4]. Later on, OFDM was also uti-
lized for some broadcasting systems like digital video broadcasting DVB [3], digital radio
mondiale DRM [36], and digital audio broadcasting DAB [2]. In 2002, OFDM has been
adopted in metropolitan area networks WMAN under revision IEEE802.16a, which is
known as worldwide interoperability for microwave access WiMAX that allows for high
data rate and supports user mobility. A new standard of WLAN IEEE802.11n has been
implemented in 2003. This standard uses OFDM as an air interface as well as multi-
input multi-output (MIMO) technology to enhance the bit rate capabilities for WLAN
systems. In 2006, OFDMA was chosen as multiple access for the 3GPP LTE standard in
the downlink, which is promising a downlink speed up to 100 Mbps for the UMTS usres.
Recently, OFDM combined with MIMO is becoming a very attractive technique for the
4G mobile communication systems.
2.2.2 Orthogonality Principle
In OFDM, the source bitstream is split intoN parallel streams, which are modulated using
N sub-carriers. Because of using many sub-carriers, the symbol duration Ts becomes N
times larger. This reduces the effect of ISI in multipath channels, and thereby reduces
the equalization complexity. In case of FDMA, frequency guard bands between the
sub-carriers and couple of filters are needed at the receiver side in order to decompose
these carriers. On the other hand, if these sub-carriers are orthogonal, a very simple
equalization method is able to decompose the carriers without requiring frequency guard
bands or filters. To make the sub-carriers orthogonal, their frequencies must be located
at fm =
mB
N
, where m is an integer and B is the total available bandwidth. Basically,
the sub-carriers can be generated using N local oscillators that oscillate at frequencies
fm [43], as shown in Fig. 2.7, however, the hardware cost of implementing N oscillators
for one system is very high. A much easier alternative implementation is accomplished
digitally using inverse discrete Fourier transform (IDFT), which is applied on the block
of N symbols so that the resulting time domain carriers become orthogonal. In practical
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Figure 2.7: OFDM signal generation.
implementation, the block length N is chosen to be a power of 2 and the IDFT is realized
efficiently as inverse fast Fourier transform (IFFT), which speeds up the multiplication
operation. Orthogonality condition in time domain requires all the sub-carriers to have
an integer number of cycles during the symbol duration. For a certain carrier in frequency
domain, at the maximum of each sinc shaped carrier, the contributions from other carriers
must be zero as shown in Fig. 2.8. Orthogonality allows the carriers to overlap each
3000
0
Frequency
Frequency view
0
Time
Time view
Figure 2.8: Orthogonality in time and frequency domains.
other, which squeezes the spectrum about 50%. This spectrum efficiency is one of the
key advantages of the OFDM system. Fig. 2.9 presents an OFDM spectrum compared
with the conventional FDMA that requires much larger bandwidth for transmitting the
same amount of information. To understand the orthogonality, let us look at one OFDM
symbol in passband, which can be written as
x(t) = Re{
N−1∑
m=0
S(m)ej2pi(fc−
m
Ts
)t}, 0 ≤ t ≤ Ts, (2.20)
where S(m) is the original data symbols to be transmitted, and fc is the carrier frequency.
In literature, the equivalent baseband notation is mostly used, which is given by
x(t) =
N−1∑
m=0
S(m)ej2pi
m
Ts
t, 0 ≤ t ≤ Ts (2.21)
The orthogonality is guaranteed because of the wise spacing between the sub-carriers m
Ts
.
At the receiver side, the kth subcarrier is detected by demodulating (downconverting) the
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Figure 2.9: Spectrum efficiency of the OFDM signal.
signal with frequencies k
Ts
, and then integrating it over the symbol duration Ts, which
gives ∫ Ts
0
e−j2pi
k
Ts
N−1∑
m=0
S(m)ej2pi
m
Ts
tdt =
N−1∑
m=0
S(m)
∫ Ts
0
ej2pi
m−k
Ts
tdt =
{
TsS(k), for k = m;
0, else.
(2.22)
It can be seen that the detector gives a value only at the carrier of interest, while for all
other carriers, the integration is zero, since the difference (k − m) produces an integer
number of cycles during the symbol duration Ts [44].
2.2.3 System Structure
Fig. 2.10 illustrates a block diagram of an OFDM system. The user information (data,
audio, video etc.) is encoded using one of the channel coding methodologies, which is used
to correct the errors that are caused by the channel. Therefore, it is some times called
forward error correction (FEC) scheme. As discussed in the previous section, channel
fading causes distortions in the transmitted signal, and thereby decreases the system
performance. The channel encoder adds some redundant bits to the original message
to increase the hamming distance between the different code words, thus, the frequency
diversity of the fading channel is exploited. Different types of channel coding schemes can
be applied for OFDM system like Reed-Solomon, convolutional, or concatenated coding.
The last type is very popular in modern communication systems, which has two coding
stages, the inner coding stage (closer to the channel), which is often a convolutional
encoder, and the outer coding stage, usually Reed-solomon encoder. In order to achieve
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Figure 2.10: Simple block diagram for an OFDM system.
the full diversity gain, the coding stage in OFDM is followed by an interleaving stage.
Interleaving means separating the bits that correspond to one code word, in order to
randomize the fading caused by the channel. After the interleaving stage, the bitstream
is modulated using a common modulation scheme like quadrature amplitude modulation
(QAM) or phase shift keying (PSK) and then distributed over multiple carriers by means
of IFFT. The transmitted OFDM symbol can be written in digital form as
x(n) =
1√
N
N−1∑
m=0
S(m)ej
2pinm
N 0 ≤ n ≤ N − 1 (2.23)
where S(m) is the QAM symbol at the mth sub-carrier. Notice that through the rest
of this thesis, the discrete notation of the OFDM signal will be considered. In order
to avoid ISI caused by the delay spread of the channel, a guard interval (GI) is added
to the time domain transmitted signal. ISI can be completely eliminated if a suitable
GI, usually longer than the channel impulse response (CIR) (Tg ≥ τmax), is added to the
transmitted time domain signal. In OFDM, a so called cyclic prefix guard interval is used,
which inserts the last portion of the time domain symbol in the beginning. Cyclic prefix
extension maintains the orthogonality between the sub-carriers and allows the circular
convolution with the channel. Fig. 2.11 shows the cyclic prefix GI, where Tg is the guard
time period, Tu is the useful part of the symbol, and Ts = Tu + Tg is the total symbol
duration.
The generated OFDM symbol has a rectangular shape, which has a very large band-
width because of the infinite side lobes at both sides of the spectrum. To satisfy the
spectrum mask that is licensed to transmit an OFDM signal, a pulse shaping window
is applied on the signal to decrease the side lobes, and thereby reduce the signal power
transmitted out of band. In practical OFDM system, a raised cosine window is com-
monly used, however, any window shape can be designed to achieve certain application
requirements. In order to transmit the OFDM signal through the channel, a digital to
analog converter (ADC) is needed and then an up-converter to modulate the signal with
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the suitable carrier frequency. At the OFDM transmitter, adding many orthogonal sub-
carriers produces some large peaks of the signal at certain instants. Therefore, OFDM
has a large peak-to-average power ratio (PAPR), which is one of the severe drawbacks
of the OFDM system that reduces the performance and leads to power consumption.
In order to transmit the signal that has wide amplitude range without distortion, the
power amplifier needs to have a very wide linear range, thereby requires more power.
There are many methods to reduce the effect of PAPR such as clipping and precoding
methods, however, the detail description of PAPR reduction algorithms is out of scope
of this thesis.
2.2.4 Channel Effect on OFDM Signals
Because of the cyclic prefix GI, the transmitted signal is circularly convolved with the
impulse response of the multipath time-variant channel. The received OFDM symbol can
be expressed as
y(n) =
L−1∑
l=0
h(l, n)x(n− l) + v(n) (2.24)
where h(l, n) and l are the complex random variable and the corresponding tap delay
that characterize the lth path of the multipath channel, respectively, and v(n) denotes
the AWGN at sample instant n. Notice that h(l, n) is the digital form of h(τ, t). Basically,
h(l, n) can be interpreted as the time n response to an impulse applied at time n− l. At
the receiver side, the guard interval is removed and then an FFT operation is applied to
convert the received signal to frequency domain. The frequency domain signal at the kth
carrier becomes
Y (k) =
1√
N
N−1∑
n=0
y(n)e−j
2pink
N (2.25)
substituting (2.24) in (2.25) gives
Y (k) =
1√
N
N−1∑
n=0
(
L−1∑
l=0
h(l, n)x(n− l) + v(n))e−j 2pinkN (2.26)
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by inserting (2.23) in (2.26), we can rewrite the received signal considering the two oper-
ations, IDFT at the transmitter and DFT at the receiver as
Y (k) =
1√
N
N−1∑
n=0
(
L−1∑
l=0
h(l, n)
1√
N
N−1∑
m=0
S(m)ej
2pi(n−l)m
N︸ ︷︷ ︸
IDFT
+v(n))e−j
2pink
N
︸ ︷︷ ︸
DFT
(2.27)
In time-variant channels, the orthogonality between the sub-carriers of OFDM systems
is lost because of Doppler effect. The sub-carriers shift right or left according to the
instantaneous Doppler frequency, which causes ICI. ICI results from the contributions of
all sub-carriers to the carrier of interest. An example of losing the orthogonality between
four received sub-carriers appears in Fig. 2.12. A simplified [45] version of (2.27) can be
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Figure 2.12: Losing the orthogonality between the sub-carriers.
given in the following form
Y (k) = S(k)Hk,k +
N−1∑
m=0
S(m)Hm,k︸ ︷︷ ︸
ICI
+V (k) (2.28)
In Eq. (2.28), the second term on the left hand side represents the ICI coefficients, which
appear on the off-diagonals of the channel matrix H. Eq. (2.28) can be written in the
vector form as
Y = HS+V (2.29)
where
Y = [Y (0), Y (1), ..., Y (N − 1)]T ,
S = [S(0), S(1), ..., S(N − 1)]T ,
V = [V (0), V (1), ..., V (N − 1)]T ,
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and
H =

H0,0 H0,1 . . . H0,N−1
H1,0 H1,1 . . . H1,N−1
...
. . .
...
HN−1,0 HN−1,1 . . . HN−1,N−1
 (2.30)
Notice that for time-invariant channels, the channel matrix is diagonal (only the main
diagonal is filled), while for the time-variant channels, the channel matrix loses its diag-
onality. The channel variation effect on H is shown in Fig. 2.13. The element Hm,k of
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Figure 2.13: Time variation effect on the frequency domain channel matrix H; (a): Time-
invariant, (b): Time-variant.
the channel matrix is expressed as
Hk,m =
1
N
N−1∑
n=0
L−1∑
l=0
h(l, n)e−j
2pilm
N︸ ︷︷ ︸
U(m,n)
e−j
2pi
N
n(k−m) (2.31)
where U(m,n) denotes the channel weights at carrier m and time instant n, which is the
digital form of the time-variant CTF described in Section 2.1 (U(m,n) ≡ H(f, t)). On
the other hand, the system equation in time is given by
y = hs+ v (2.32)
where h is the channel matrix in time domain, which can be calculated as
h = FHHF, (2.33)
where F is the DFT matrix whose elements are given by
Fm,k = e
−j2pi(m−1)(k−1)
N
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If the channel is time-invariant, h is circulant and written as follows
h =

h0 0 0 hL−1
... h1
h1 h0 0 0 hL−1
...
... h1 h0 0 0 hL−1
hL−1
... h1 h0 0 0
0 hL−1
... h1 h0 0
0 0 hL−1
... h1 h0

(2.34)
The effect of the time variation of the channel leads to losing the circularity of h. Fig.
2.14 shows the channel variation effect on the channel matrix h. Fig. 2.15 presents the
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Figure 2.14: Time variation effect on the time domain channel matrix h; (a): Time-
invariant, (b): Time-variant.
constellation diagram of a transmitted 16QAM-mapped OFDM signal. Fig. 2.16 shows
the received OFDM signal with different channel effects. The AWGN effect appears as
clouds on the constellation diagram. The system exhibits an error-free performance as
long as these clouds do not intersect. The delay caused by multipath effect leads to
rotation in the constellation according to the delay of each tap. The Doppler effect leads
to shifting the symbols in a random manner. In order to cancel the effect of multipath
time-variant channel, channel estimation and equalization algorithms must be applied.
The subsequent chapter will discuss some of the common estimation and equalization
schemes.
2.2.5 Optimal Values of System Parameters
In the presence of time selectivity and frequency selectivity at the same time, choosing
the optimal values of system parameters, when designing the OFDM system, becomes
critical. The transmission becomes more sensitive to the time selectivity as the number
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of carriers increases, since increasing the number of carriers makes the OFDM symbol
longer, and hence the channel variations becomes obvious during the symbol duration.
This variations increases the values of the ICI coefficients. On the other hand, in case
of frequency selective channels, increasing the number of carriers helps to mitigate the
ISI. However, increasing the number of carriers complicates the equalization process at
the receiver side. Fig. 2.17 shows simulation results of the OFDM system performance
as a function of delay and Doppler spread for different symbol lengths. The simulated
system is 4QAM-DRM system in the presence of doubly selective channel with 4 taps
and at SNR = 40 dB. Also, the robustness against ISI can be achieved by having longer
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Figure 2.17: The effect of the symbol length Ts (in seconds) on the system performance
at different channel conditions.
GI, however, increasing the GI length leads to power and spectrum losses. Therefore,
the optimum number of carriers and the optimum length of the GI must be designed
according to the expected Doppler spread and the expected delay spread as well as the
QoS requirements.
2.2.6 OFDM Features
The main OFDM features are highlighted as follows:
Advantages
• Spectrum efficiency: OFDM system has high spectrum efficiency, since it allows for
carrier overlapping without interfering. This feature increases the system capacity
and allows the higher bit rate transmission.
• Low complexity: The use of FFT and IFFT reduces the implementation complexity
of the OFDM system. Furthermore, the equalization at the receiver side can be
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accomplished using one-tap equalizer. The number of operations required for one
OFDM symbol is on the order of Nlog(N), while for single carrier systems, NLe
operations are required, where Le is the number of taps in the equalizer.
• Immunity against multipath effect: Because of using many sub-carriers and becuase
of its long symbol duration, as well as the insertion of the GI, OFDM is very robust
against multipath channel impairments such as frequency selectivity and ISI.
• Adaptation: Different modulation schemes can be used on individual sub-carriers
which are adapted to the transmission conditions on each sub-carrier
Disadvantages
• High PAPR: Because of transmitting many coherent sub-carriers simultaneously,
OFDM signal has high PAPR, which makes the power amplifiers expensive and
power hungry.
• Sensitivity to frequency offsets: One of the disadvantages of the OFDM system is
its sensitivity to frequency offsets and phase noise. The offset between transmit-
ter and receiver oscillators can cause an effective ICI, hence degrades the system
performance. Time-variant channel also introduces a severe ICI to the transmitted
signal because of Doppler effect.
• Guard interval overhead: Insertion of GI causes loss in spectral and power efficiency.
Chapter 3
Channel Estimation and
Equalization for OFDM Systems
The properties of the multipath time-variant channel have been discussed in Chapter 2.
Many of the OFDM imperfections caused by the channel have also been studied. For a
reliable communication in the doubly selective channels, the OFDM receiver must be able
to recover the transmitted information from the noisy and distorted received signal. The
first step of recovering the information is estimating the channel and then compensating
for the distortions by means of equalization processes. There are two main types of
channel estimation. The first one is pilot-based channel estimation that exploits some
pilots that are inserted among the transmitted carriers. These pilots are known for both
the transmitter and the receiver, they carry no information and used only for the channel
estimation purpose. The receiver compares between the transmitted and received pilots
to retrieve the channel state information (CSI). More details about pilot-based channel
estimation can be found in [46–55]. The second type is the blind channel estimation with
no prior information about the transmitted signal [56–62]. The blind estimation can
be accomplished by exploiting some structural or statistical information of the received
OFDM signal. One example of the blind channel estimation algorithms is using the
maximum likelihood (ML) method to exploit the redundancy in the cyclic prefix GI [63].
The virtual carriers, that are used in many OFDM systems to provide frequency guards,
can also be used to estimate the channel and its parameters [64]. The blind estimator has
less capacity and power losses comparing with the pilot-based estimator. However, it has
higher complexity and less performance than the prior one, which makes it unsuitable
for many of the real applications. Throughout this thesis, only the pilot-based channel
estimation is considered.
The chapter is organized as follow: The first section discusses the pilot-based channel
estimation schemes such as LS and MMSE criteria. A proposed MMSE scheme for
DRM system is introduced and evaluated by the simulation results. The second section
explains the common equalization schemes used for OFDM signal detection such as ZF
and LMMSE equalization schemes. The third section shows the simulation results of
the proposed algorithm with different channel conditions. The last section discusses an
experimental study of the OFDM system in indoor wireless channel. A method of joint
channel estimation and frequency offset estimation is introduced. The performance of
the OFDM system with pilot-based Wiener filtering channel estimator is tested with
different modulation schemes over different conditions, such as the transmission power
and the distance between the transmitter and the receiver.
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3.1 Pilot-Based Channel Estimation
The pilot-based channel estimation is rather preferred due to its simplicity and its high
performance. To be able to track the channel variations in both time and frequency
directions, the pilots are inserted in two dimensions as shown in Fig. 3.1. The figure
shows the well known three types of pilot insertion. In the block type, the pilots are
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Figure 3.1: Different types of pilot insertion; a: Comb type, b: Block type, c: Scattered
pilots type.
inserted in all sub-carriers (frequency direction) in a specific time period. This type of
pilot distribution is suitable for channels that have high frequency selectivity and slow
time variation. The second type is the comb type in which the pilots are inserted in
few sub-carriers for all symbols. This type is suitable for time-variant channels with
low frequency selectivity. Finally, the third type is called scattered-pilot type. Since
the pilots are scattered in both time and frequency directions, this type is used for the
doubly selective channels. In order to fulfill the Nyquist sampling condition, the spacings
between the pilots in frequency direction Df and in the time direction Dt are chosen
according to the coherence bandwidth Cf and the coherence time Ct of the channel that
are represented by (2.3) and (2.6), respectively [65]. The condition to be fulfilled is
Df ≤ Cf , Dt ≤ Ct
Basically, channel estimation in wireless communication systems can be divided into two
phases, which are the acquisition phase and the tracking phase. The acquisition phase is
responsible for determining the number of the channel paths as well as some of channel
statistical information. This is done by transmitting pure training symbols (pilots) for a
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certain time duration at the beginning of the transmission period 1. In the tracking phase,
which is continued until the end of the transmission period, the channel is estimated over
the distributed pilots and then interpolated in order to estimate the channel response over
all sub-carriers. In general, the channel estimator at the receiver side can be implemented
either in time or in frequency domains, however, the complexity in frequency domain is
lower since the channel is simply multiplied by the transmitted frequency domain signal
as described by (2.29).
3.1.1 Least Square (LS) Channel Estimator
As we have described in Chapter 2, the frequency response of a time-invariant channel
can be represented as a vector, which is the main diagonal of the channel matrix H.
Assuming that Sp is a vector that contains the transmitted pilots and Yp is a vector
containing the received noisy pilots, the system equation (2.29) can be rewritten as
Yp = SpHp +V, (3.1)
where Sp is a diagonal matrix whose diagonal is the transmitted pilots Sp, and Hp is
the channel frequency response on the pilots. The simplest frequency domain channel
estimator can be obtained by dividing the received by the transmitted pilots [66] as
following
Ĥp = S
−1
p Yp = Hp + S
−1
p V︸ ︷︷ ︸
Estimation error
(3.2)
which is a solution generated by minimizing the term
(Yp − SpHp)H(Yp − SpHp)
where (.)H is the conjugate transpose operator. This estimation scheme is known as
least square (LS) estimator [67–69]. The main advantage of this kind of estimators
is its low complexity (one complex multiplication per one frequency pin), which can
be represented by the big O notation as O(N). The disadvantage of this estimator is
the poor performance (it has high mean square error MSE), since the frequency and
time correlation of the channel are not taken into account. In order to enhance the
performance, the estimation can be averaged over many successive pilot symbols, which
averages the noise. Basically, the LS estimator is preferred when the channel and the
noise statistics are not available. After estimating the channel response on pilots, some
interpolation schemes are applied in order to estimate the channel over all data sub-
carriers. The interpolation can be done either in frequency direction or in time direction
as 1-D interpolator. If we need to estimate the channel over all sub-carriers for each
symbol, a 2-D interpolator is required as shown in Fig. 3.2. In order to estimate the
channel over a data subcarrier, the channel estimations over all the adjacent pilots are
utilized. This kind of interpolations assumes that the channel is not varying within the
symbol duration Ts. However, there are some other 2-D schemes that make use of the
channel correlation functions in order to estimate the channel over all time samples.
1In OFDM-based systems such as WLAN, the transmitted OFDM symbols are put in frames each
one contains many OFDM symbols. The training phase occupies the first two OFDM symbols of the
frame as preambles.
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3.1.2 An MMSE-Based Wiener Filtering Estimator Combined
with Matrix-Pencil Algorithm for DRM System
Minimum mean square error (MMSE) estimator is the estimator that minimizes a certain
cost function [70–72]. For channel estimation, the cost function is the error (e) between
the actual channel values and the estimated values. Unlike the LS estimator, MMSE
exploits the second order statistics of the channel such as noise variance, Delay spread,
Doppler spread, and the correlation functions. The frequency domain MMSE estimator
minimizes the following formula
E{|e|2} = E{|Hp − Ĥp|2}
In this section, we describe an estimator scheme to estimate the channel matrix H for
DRM system based on a combination between Matrix Pencil algorithm for estimating the
delay contents of the channel and Wiener filtering for tracking the time-variant channel
magnitude. DRM system is an OFDM-based digital audio broadcasting technology de-
signed to work over the frequency band of AM radio. The DRM system uses low frequency
(LF), medium frequency (MF), and high frequency (HF) broadcast radio channels, which
are multipath channels because the surface of the earth and the ionosphere are involved in
the mechanism of electromagnetic wave propagation [73]. The frequency domain channel
matrix can be estimated by linearly filtering the received signal for each channel element.
The estimated element (m, k) of the channel matrix is expressed as follows
Hˆm,k =W
H
m,kY, (3.3)
whereWm,k is the Wiener filter vector that is used to estimate the channel matrix element
(m, k). The Wiener filter for each channel element is designed and optimized according
to the MMSE criterion as follows
W
(opt)
m,k = arg min
W
E
{∣∣∣Hm,k −WHm,kY∣∣∣2}. (3.4)
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The solution of (3.4) is given in [74], which reads
W
(opt)
m,k = R
−1Pm,k, (3.5)
where R = E{YYH} is the autocorrelation of the received frequency domain signal and
Pm,k = E{H∗m,kY} is the cross correlation between the received signal and the actual
frequency response of the channel. Notice that in order to estimate the whole channel
matrix, N2 Wiener filters are needed. In order to calculate these filters, O(N4) multiplica-
tions are required. This requires high computational effort and high storage specially for
large number of carriers N . In practical implementations, only few elements of the chan-
nel matrix are considered. Only the main diagonal and some of the adjacent diagonals
can give reasonable accuracy for slow varying channels, while for rapid varying channels,
the whole channel matrix is required. Assuming that H, S, and V are uncorrelated and
making use of (2.28), the element (k, k′) of R can be written as
Rk,k′ = E{Y (k)Y (k′)∗} = E
{(N−1∑
m=0
Hm,kS(m)
)( N−1∑
m′=0
H∗m′,k′S(m
′)∗
)}
+ E{V (k)V (k′)∗}
(3.6)
From (3.6), R can be separated into two parts, the pure correlation matrix and the noise
R = R′ + σ2vI (3.7)
where σ2v is the noise variance, which is the first statistical parameter that needs to be
estimated at the receiver. Also the element k′ in Pm,k is calculated as
P k
′
m,k = E{Y (k′)H∗m,k} = E
{ N−1∑
m′=0
Hm′,k′H
∗
m,kS(m
′)
}
+ E{V (k′)H∗m,k} (3.8)
Assuming a WSSUS channel model, R′k,k′ and P
k′
m,k can be given by the following equations
[75]
R′k,k′ = σ
2
s
∑
m/∈Sp
L−1∑
l=0
∫ ∞
−∞
Φl,ν(k −m, k′ −m)dν+
∑
m,m′∈Sp
S(m)S∗(m′)
L−1∑
l=0
e−j2pi(m−m
′)∆fτl
∫ ∞
−∞
Φl,ν(k −m′, k′ −m′)dν (3.9)
P k
′
m,k =
∑
m′∈Sp
S(m′)
L−1∑
l=0
e−j2pi(m−m
′)∆fτl
∫ ∞
−∞
Φl,ν(k
′ −m′, k −m)dν (3.10)
where
Φl,ν(a, b) = sinc(νTs − a) sinc(νTs − b)Dl(ν)
where sinc(·) is the sinc function. In addition to the transmitted pilots Sp, the previous
equations require the knowledge of statistical channel parameters such as Doppler spec-
tral density Dl(ν) and the time delays τl for each path. The tap delays are estimated
using Matrix-Pencil algorithm [76], which is one of the super resolution techniques. The
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algorithm makes use of the initially estimated channel transfer function that can be es-
timated once at the beginning2 of the frame using simple least square estimation. The
elements of Hp are arranged in the following matrix
A =

Hˆp(1) Hˆp(2) . . . Hˆp(K + 1)
Hˆp(2) Hˆp(3) . . . Hˆp(K + 2)
...
. . .
...
Hˆp(N −K) Hˆp(N −K + 1) . . . Hˆp(N)
 , (3.11)
where K is the pencil parameter that can be chosen by default as (K = N
3
) [76]. Matrix
pencil algorithm applies a singular value decomposition [77] which reads
A′ = USVH
where A′ contains the last K columns of A.
A′ =

A1,2 A1,3 . . . A1,K+1
A2,2 A2,3 . . . A2,K+1
...
. . .
...
AN−K,2 AN−K,3 . . . AN−K,K+1
 .
In order to estimate the time delay of each tap, eigenspace analysis is applied on the
following matrix
T = (S′)−1U′HA′′V′ = EΛE−1
where Λ = D{λ1, λ2, ..., λL} is a diagonal matrix which contains the eigenvalues of T,
while E is a matrix whose columns are the corresponding eigenvectors. S′ is a sub-matrix
from S, which contains the first L rows and first L columns. U′ and V′ contain the first
L columns of U and V, respectively. A′′ contains the first K columns of A. Finally, the
time delay of the lth path is calculated as
τl =
lm{ln(λl)}
2pi∆f
,
where ∆f is the frequency spacing between the OFDM carriers. The Wiener filtering
method has been designed for digital radio mondiale (DRM) system which has a Doppler
spectrum with Gaussian shape
D(ν) =
1√
2pifd
e
− ν2
2f2
d . (3.12)
The power density spectrum (PDS) is modeled by filtering the white Gaussian noise
(WGN) with the proper filter and the stochastic processes belonging to each path become
Rayleigh processes.
2The channel transfer function is estimated from the training symbols in the preamble.
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3.2 Equalization Algorithms
In OFDM systems, the estimation stage is followed by an equalization stage to compen-
sate for the channel distortions in order to detect the transmitted signal. The detected
frequency domain signal at the equalizer output is written as
Ŝ = GY (3.13)
where G is the equalization matrix. There are many ways to equlize the received signal,
some of them depend on forward equalizations and others utilize feedback equalization to
adapt the filter coefficients. In this section, two of the most popular equalization schemes
are considered, ZF and MMSE equalizers.
3.2.1 Zero Forcing Equalizer
Zero forcing (ZF) equalizer applies direct channel inversion to eliminate the effects of the
channel [78]. The equalization matrix is given by
G = H−1 (3.14)
By considering only the main diagonal of H, which is the case of time-invariant channels,
the equalizer coefficient for each channel element is given by
Gm,m =
H∗m,m
|Hm,m|2 (3.15)
The drawback of ZF equalization is that at deep fading, where the channel amplitudes
are small, the equalizer enhances the noise. This makes ZF equalizer unsuitable at low
SNR values.
3.2.2 Linear MMSE Equalizer LMMSE
MMSE equalizer minimizes the error between the transmitted signal and the equalizer
output. The cost function to be minimized is given by
Z(m) = E{|ε(m)|2} = E{|S(m)−Gm,mY (m)|2} (3.16)
To minimize Zm, the equalizer coefficients are chosen such that the error ε(m) is orthog-
onal to the received signal Y (m) [27], which can be described as
E{εmY (m)∗} = 0 (3.17)
The equalizer coefficients at the main diagonal of the channel matrix are given by
Gm,m =
H∗m,m
|Hm,m|2 + σ2v
. (3.18)
As it is shown in (3.18), the noise variance at the denominator helps to avoid the noise
enhancements. Considering the whole channel matrix, G is given by
G = HH(HHH + σ2vI)
−1 (3.19)
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This kind of equalizer is called linear MMSE equalizer (LMMSE), since there is no feed-
back path. It can be seen from (3.19) that at very high SNR (σ2v ≈ 0), The LMMSE
equalizer becomes identical to the ZF equalizer. Therefore, LMMSE equalizers are not
recommended at high SNR because of the higher complexity.
3.2.3 Channel Equalization for MIMO OFDM Systems
As has been discussed in Chapter 1, combining the MIMO technique with the OFDM
system is a very promising technology in the future, since it enhances the capacity and
the coverage capabilities. The idea is to transmit different data streams by multiple
transmit antennas Mt and receive them using multiple receive antennas Mr. In order to
exploit the space diversity, space-time coding algorithms such as Alamouti encoder [79]
are applied. The OFDM channel matrix in case of MIMO is given by
H =

H(1,1) H(1,2) . . . H(1,Mr)
H(2,1) H(2,2) . . . H(2,Mr)
...
. . .
...
H(Mt,1) H(Mt,2) . . . H(Mt,Mr)
 (3.20)
where H(i,j) is the channel matrix for the path between the i
th transmit antenna and
the jth receive antenna. Fig. 3.3 presents a 2X2 MIMO-OFDM system using Alamouti
space-time coding (STC) in which the transmitted symbols at the first transmit antenna
is written as
S(1) =
[− S∗[1] S[0]]
and at the second antenna as
S(2) =
[
S∗[0] S[1]
]
where S[·] denotes the OFDM symbol index and S(·) denotes the antenna index. The
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Figure 3.3: A block diagram of a 2× 2 OFDM-MIMO system with space-time block
Alamouti encoder.
LMMSE equalizer output for 2X2 MIMO-OFDM system at the first receive antenna can
be written as[
Ŝ[0]
Ŝ[1]
]
=
[
H(1,1)[0] H(2,1)[0]
H∗(2,1)[1] −H∗(1,1)[1]
]H ([
H(1,1)[0] H(2,1)[0]
H∗(2,1)[1] −H∗(1,1)[1]
]
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[
H(1,1)[0] H(2,1)[0]
H∗(2,1)[1] −H∗(1,1)[1]
]H
+ Iσ2v
)−1 [
Y(1)[0]
Y∗(1)[1]
]
(3.21)
and at the second receive antenna[
Ŝ[0]
Ŝ[1]
]
=
[
H(1,2)[0] H(2,2)[0]
H∗(2,2)[1] −H∗(1,2)[1]
]H ([
H(1,2)[0] H(2,2)[0]
H∗(2,2)[1] −H∗(1,2)[1]
]
[
H(1,2)[0] H(2,2)[0]
H∗(2,2)[1] −H∗(1,2)[1]
]H
+ Iσ2v
)−1  Y(2)[0]Y∗(2)[1]
.
 (3.22)
Where [·] represents the OFDM symbol index, i.e. H(.,.)[0] and H(.,.)[1] are the channel
matrices for the first symbol and the subsequent one, respectively, and I is theNMr×NMt
identity matrix. The output signal is detected using likelihood estimation method or by
simply averaging the value of the two outputs of the LMMSE equalizer.
3.3 Simulation Results
In this section, we present the numerical results to illustrate the performance of the com-
bined channel estimation, which is a Matrix-pencil delay estimation algorithm followed
by Winer filtering scheme. The considered OFDM system is the DRM system. For this
simulation, a DRM system with robustness mode ”B” and spectral occupancy ”0” has
been considered, which has the parameters shown in Table 3.1. We have simulated three
Table 3.1: System parameters
Parameter Value
Modulation schemes QPSK, 16QAM, and 64QAM
Number of Carriers 91
FFT length 1024
Guard interval 256
Bandwidth 4.5 KHz
Sampling rate 48 KHz
Carrier frequency 30 MHz
Number of symbols per frame 15
Maximum number of pilots 16
channels for DRM, which are standardized according to the European telecommunica-
tions standards institute (ETSI). Channel #1 is an AWGN time invariant (TI) channel
with single path, channel #2, which is a very slow time-variant channel with two taps
and maximum delay spread of 1 ms, and finally channel #3, which is a time-variant (TV)
channel with four taps, maximum delay of 2.2 ms, and maximum Doppler spread of 2 Hz.
This Doppler spread value is equivalent to a mobile speed of 78 Km/h. In these channels
the WSSUS model is assumed and the channel taps are generated as random processes
filtered with a Doppler filter that has a Gaussian shape, which is suitable for propagation
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through the ionospheric and the earth-reflection paths. For simulation, only the main
diagonal of the channel matrix is estimated according to the Winer filtering method de-
scribed in Section 3.1.2. The knowledge of the channel statistics such as Doppler spread,
delay spread, and noise variance has been assumed. The integration in (3.9) and (3.10)
has been implemented as a numerical integration in MATLAB using adaptive Lobatto
quadrature approximation method [73]. Fig. 3.2 shows the effect of the AWGN noise
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Figure 3.4: Comparison between the actual and estimated channel frequency response
at: (a): SNR=40 dB; (b): SNR=0 dB.
on the estimated channel frequency response for channel #3 with different SNRs using
64QAM modulation scheme. Thr number of pilots used for the channel estimation is very
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Figure 3.5: Comparison between the actual and estimated channel frequency response
for two different pilot spacings; (a): Df = 6; (b): Df = 12.
critical parameter, since more pilots give more accurate channel estimation, but at the
same time reduces the bandwidth efficiency of the system by introducing an overhead to
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the signal. The effect of the pilot spacing on the estimated channel frequency response
for channel #3 is illustrated in Fig. 3.5. The estimator performance by means of MSE is
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Figure 3.6: The averaged MSE of the estimated channel.
shown in Fig. 3.6. The figure shows the averaged MSE between the estimated and the
actual channel over 30,000 OFDM channel realizations, which is calculated as follows
MSE = E
{∣∣∣diag(H)− diag(Hˆ)∣∣∣2} (3.23)
The MSE has been evaluated for the three channels over variable SNR using 64QAM
modulation scheme. The results show that the estimation error increases as the frequency
and time selectivity increase. Fig. 3.7 illustrates the CIR estimation using Matrix-pencil
algorithm used for optimizing the Wiener filter. The figure shows the algorithm capability
of detecting very closed multipaths. Fig. 3.8 demonstrates the BER performance of the
system for all considered channels. The BER has been averaged over 30,000 OFDM
channel realizations, and a 64QAM modulation scheme was used. It is obvious that the
system performance degrades because of the frequency selectivity (channel #2 , channel
#3) and becomes more worse due to the time selectivity (channel #3). It can be seen that
estimating only the main diagonal of the channel matrix in case of time selective channel
#3, the error floor caused by ICI effect can not be eliminated. To reduce this effect,
the whole channel matrix coefficients should be estimated, which will be the subject of
the subsequent chapter. Fig. 3.9 illustrates the BER performance of the channel #3
for different modulation schemes, which are QPSK, 16QAM and 64QAM. In practical
systems, a channel coding stage is combined with the OFDM system in order to utilize
the frequency diversity of the multiple carriers. Fig. 3.10 shows the effect of the FEC
coding on the system performance. A convolutional encoder has been applied on 64QAM
symbols with code rate, R = 0.5. At the receiver side, a Viterbi decoder [80] with hard
detection is applied. The performance enhancement is obvious at moderate and high
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Figure 3.7: A comparison between the CIR estimation using DFT and using Matrix-pencil
for a channel with 6 paths.
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Figure 3.8: BER performance for different DRM channels.
SNR, while for low SNR, the performance suffers from extra errors. In order to cope with
this drawback, an interleaving stage is required prior to the encoding stage to randomize
the error on the code words. Fig. 3.11 shows the performance of the DRM system
when combined with MIMO technology considering channel #2. The maximum number
of the used transmit antennas is Mt = 2 and of the receive antennas is Mr = 3. To
show the benefit of the multiple antennas, the total transmit power is kept constant and
divided into the transmit antennas. An Alamouti space-time encoder was applied. For
equalization, an MMSE equalizer represented by (3.21) and (3.22) was utilized. It can
be seen from the figure that an improvement of about 10 dB can be achieved in case of
(2× 3) system at BER of 10−3.
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Figure 3.10: The effect of FEC on the BER performance.
3.4 Experimental Investigation of OFDM Systems in
Wireless Multipath Channels
The channel estimation methods of the multipath time-variant channel have been de-
tailed in the previous sections. Simulation has been made on the transmission and the
reception of the OFDM signal in wireless channels with different characteristics. In order
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to have a practical real-time perspective, we discuss some measurements that have been
established for transmitting, receiving and equalizing of the OFDM signal in multipath
indoor environment. The goal is to better understand the effects of the multipath channel
as well as the RF components on the system performance and verify the capability of the
channel estimation algorithm described in Section 3.1.2.
3.4.1 Measurement Setup
This section discusses the measurement system used for channel characterization and the
OFDM system performance evaluation. The measurement setup is shown in Fig. 3.12.
As shown from the figure, the measurement system is a combination of software and
hardware components.
3.4.1.1 Software setup
At an external PC, the baseband IQ OFDM signal based on IEEE802.11g standard is
generated using Matlab code. The OFDM symbols are arranged in a few frames to be
transmitted. At the beginning of each frame, some training symbols (preambles) are
inserted, which are used for packet detection and frequency and time offset estimation.
The time domain baseband signal is sent via LAN connection to the transmitter, in
order to be upconverted and transmitted through the wireless channel. The commands
for controlling the power and the carrier frequency are sent to the transmitter before
sending the baseband signal. On the other hand, the IQ data from the captured signal
at the receiver is sent back to the external PC via the LAN for processing. Packet
detection, frequency and time offset estimation and pilot based channel estimation are
all accomplished using Matlab.
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Figure 3.12: The measurement system setup.
3.4.1.2 Hardware setup
The transmitter
For transmitting the real time multicarrier signal, an MXG signal generator N5182A
[81] has been used. This signal generator works on a frequency range between 100 KHz
to 6 GHz and transmission power up to 17 dBm. The baseband IQ data is generated
using Matlab and sent to the signal generator via LAN connection. The signal generator
saves the IQ data, applies the IF modulation and RF upconversion and then transmits
the signal with predefined power and carrier frequency. In order to have a continuous
transmission, the signal generator sends the same signal repeatedly.
The antennas
The transmit antenna works between 2.4 GHz and 2.6 GHz with gain 9 dBi at the
resonance frequency [82], while the receive antenna has an ultra-wideband characteristics
in the frequency range from 800 MHz to 18 GHz [83]. Both antennas have been designed
and fabricated in the IESK institute.
The receiver
The EXA spectrum analyzer from Agilent [84] has been used as a receiver. This device
has an absolute sensitivity of -79.4 dBm, a dynamic range of 93.1 dB, and a maximum
input power of +30 dBm. The reviver downconverts the RF signal and generates the IQ
baseband data which is sent back to the external PC for processing.
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3.4.2 Wireless Channel Characterization
Characterizing of the wireless communication channels is one of the most important parts
for the design and implementation of any wireless communication system. Estimating
the channel parameters such as the number of multipaths, the delay spread, and the
Doppler spread allows for suitable design and robust behavior of the system. In this
section some measurements have been made in order to estimate the channel taps and
the delay spread of the channel. A multicarrier signal has been sent through the channel,
captured at the receiver and then processed in order to calculate the CTF and the CIR.
The measurements have been conducted in Lab312, which is one of the IESK laboratories.
The lab was cluttered with furniture, test and measurement equipments. The topology
of the lab and the test scenario is shown in Fig. 3.13
Figure 3.13: The floor plan of the measurement location.
During the measurements, the transmit antenna remained fixed at the same place
with different orientations, while the receive antenna was moved to different places and
orientations. The signal used for measurement was a WLAN signal with 20 MHz band-
width and carrier frequency of 2.412 GHz. The channel transfer function was calculated
as the ratio between the transmitted frequency domain OFDM symbols by the received
frequency domain symbols. The channel impulse response h was calculated by simply
applying an IFFT on the CTF.
One of the important parameters required for the characterization of any wireless channel
is the RMS delay spread τrms, which is calculated from the CIR [85] as
τrms =
√√√√∑L−1l=0 h2l τ 2l∑L−1
l=0 h
2
l
−
(∑L−1
l=0 h
2
l τl∑L−1
l=0 h
2
l
)2
, (3.24)
where hl and τl are the complex magnitude and the delay of the l
th path, respectively. In
order to get a clear idea about the multipath channel, the Ricean K-factor of the channel
has been measured and calculated by taking the ratio between the signal power in the
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main path to the power in the scattered paths as follows
K =
h2LOS∑L−1
l=0 h
2
l − h2LOS
(3.25)
Basically, the Ricean K factor lies between 0, in case of Rayleigh channel, and ∞ in the
case of single path transmission. The measured channel parameters are summarized in
Table. 3.2. In addition, the coherence bandwidth of the channel has been approximately
calculated according to the 50% of the frequency correlation function [85] as
Cf ≈ 1
5τrms
(3.26)
The measured parameters show that τrms lies between 306 ns and 58 ns for different
Table 3.2: The measured channel characteristics
Test RMS delay (ns) K factor (dB) Coherence bandwidth (KHz)
T1 306.3 8.8195 653
T2 236 5.7749 847
T3 138 10.5308 1449
T4 97 10.8814 2062
T5 61 11.2222 3279
T6 58 11.3988 3448
T7 143 9.0309 1399
T8 233 10.2531 858
T9 151 10.8991 1325
T10 183 10.5308 1093
locations. Fig. 3.14 shows the CTF and the CIR of the experiment T1, which represents
a multipath channel with τrms = 306 ns, while Fig. 3.15 represents the experiment T5,
which exhibits a strong LOS transmission.
3.4.3 Measurement and Equalization of OFDM Signals in Mul-
tipath Indoor Channels
3.4.3.1 Implementation considerations
In Section 3.2, time and frequency synchronization of the OFDM symbols were assumed
for simulation. However, the time and frequency synchronization play an important
role in designing and implementing the practical systems. In WLAN system, the signal is
headed with a preamble at the beginning of each frame. This preamble is basically used for
time synchronization, frequency offset estimation and for the initial channel estimation.
The preamble contains two parts, the first one is called short training symbols (STS),
which contains 10 short symbols occupy 8 µs. The STS are used for time synchronization
and course frequency offset (CFO) estimation. The second part is called long training
symbols (LTS), which contains two long symbols each with time duration of 3.2 µs as well
as a GI with time duration of 1.6 µs. The LTS are used for further enhancing the time
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Figure 3.14: The CTF and the CIR of a multipath channel (T1).
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Figure 3.15: The CTF and the CIR of a flat fading channel (T5).
synchronization and for fine frequency offset (FFO) estimation as well as initial channel
estimation. Fig. 3.16 shows the frame structure of the OFDM-based WLAN system
including the preamble. The OFDM symbol of the WLAN system contains 64 carriers,
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Figure 3.16: The frame structure of the OFDM-based WLAN system.
52 of them are active carriers, while the other 12 carriers work as frequency guard at
both sides of the spectrum. For channel estimation and equalization purposes, 4 carriers
out of the 52 are booked for pilots. Fig. 3.17 illustrates the time domain transmitted
signal, which contains the STS and LTS. Fig. 3.18 shows the spectrum of the transmitted
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Figure 3.17: The transmitted OFDM signal including the short and long training symbols.
OFDM signal. The DC carrier is shown in the middle of the spectrum.
3.4.3.2 Packet detection
In order to start processing the received OFDM signal, the signal packets need to be
detected first and the first sample of the OFDM symbols needs to be indicated in order
to apply the FFT operation on the right symbol samples. One method for detecting the
packets can be based on the power level of the baseband received signal [86]. The packet
is said to be detected if the signal power exceeds a specific power threshold. However,
in wireless channels, the variance of the signal power as well as the additive noise make
this method unpractical. A suitable method for detecting the packet is based on the
autocorrelation of the received preamble [86], which contains short and long training
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Figure 3.18: The spectrum of the transmitted OFDM signal.
symbols. The auto correlation is written in the following form
Z(n) =
NTS−1∑
c=0
y∗(n+ c)y(n+ c+NTS), (3.27)
where y(n) represents the nth incoming sample of the baseband signal, y∗(n) represents
the conjugate of y(n) and NTS = 16 samples in case of short training symbols. In order
to avoid the expected variance of the incoming signal power, the autocorrelation needs
to be normalized by a moving sum of the received signal power [87]. The moving sum of
the received power can be written as
P (n) =
NTS−1∑
c=0
|y(n+ c+NTS)|2. (3.28)
The normalized autocorrelation used for packet detection reads
M(n) =
|Z(n)|2
P (n)
. (3.29)
The packet is detected at the first peak of M(n) after a predefined threshold, which
should be chosen to minimize the possibility of false alarm. Using only the short training
symbols in packet detection gives a reasonable performance in case of good conditions of
the channel, however, because of the expected time offsets at bad channel conditions, it
is better to use both short and long training symbols for this purpose. Fig. 3.19 shows
the autocorrelation functionM(n), whose first peak indicates the beginning of the packet
(the first sample of the short training symbols), while the second peak indicates the first
sample of the GI of the long training symbols. By taking the difference between the
two peaks, the time offset, if found, can be estimated and then the start of the packet is
corrected. Also there are other methods for detecting the packet such as Likelihood-based
packet estimation and MMSE packet detection [88], however, these methods have higher
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Figure 3.19: The packet detection based on autocorrelation of the preamble.
complexity than the autocorrelation one. For our measurement test, the autocorrelation
method has given a reasonable performance with low complexity in detecting the OFDM
packets for different channel and transmission power conditions. Fig. 3.20 shows a
comparison between the spectrum of the transmitted and the received OFDM signals.
The figure shows the effect of the widowing at the receiver side, which reduces the side
loops of the spectrum.
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Figure 3.20: A comparision between the transmitted and measured spectrum of the
OFDM signal.
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3.4.3.3 A combined frequency offset estimation and pilot-basedWiener chan-
nel estimation
Here we discuss a joint scheme for the frequency offset and pilot-based channel estimation
in which the frequency offset is first estimated using the autocorrelation function, and
then is fined further by applying an iterative phase correction, using pilot-based Wiener
filtering method.
Frequency offset estimation
As a consequence of the frequency offsets between the oscillators of the transmitter and
the receiver, phase errors and ICI occur on the received signal and lead to degrading the
OFDM system performance. The frequency offset can be estimated from the autocor-
relation of the training symbols in the preamble. If there is a frequency offset fe, the
autocorrelation function will be modified by the phase error as
Z(n) = e−j2pifeNTS
NTS−1∑
c=0
|y(n+ c)|2. (3.30)
The phase introduced by the frequency offset is calculated as
φ = ∠Z(n)
The course frequency offset CFO is calculated in case of the short symbols as
fe =
φ
2pi16T
, (3.31)
where T is the sampling time which is (50 ns) for WLAN system. The expected fre-
quency offset values lies between -625 KHz and 625 KHz [89]. For fine frequency offset
FFO estimation, the long symbols are used, which gives a fine estimation lies between
-156.25 KHz and 156.25 KHz. For better frequency offset estimation, the estimation is
accomplished in two stages CFO and then FFO estimations.
Phase correction using Wiener filtering
After the compensation of the frequency offset, the Wiener filtering method described in
Section 3.1.2 is applied to further fining the frequency offset and correcting for the phase
rotation, and at the same time equalizing the OFDM symbols. An iterative scheme is
applied to find the phase error that minimizes the following cost function
MSE = E{|Sp − Sˆp|2} (3.32)
where Sp and Sˆp are vectors contain the transmitted and equalized pilots. Sˆp is estimated
using LS criterion as follows
Sˆp = D(Hˆp)−1Yp (3.33)
where Yp is the received pilots and Hˆp is the estimated CTF, which is estimated by
Wiener filtering of the received signal as follows
Hˆp = (R
−1
p Pp)
HYp (3.34)
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According to (3.9) and (3.10), the autocorrelationRp and the cross-correlation Pp contain
the delay τl of each channel tap. In order to correct the phase rotation, the scheme is
searching for τ0 that minimizes (3.32). Fig. 3.21 illustrates the constellation of the
equalized 16 QAM modulated OFDM symbols with different transmitted power. For
simplicity, we used pilot carriers with same magnitude. Fig. 3.22 shows an example of
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Figure 3.21: The constellation of the equalized 16 QAM modulated OFDM symbols
with different transmission power at distance (d = 2 m). Red: Received symbols, Gray:
Equalized symbols.
transmitting and receiving a gray scaled image through the wireless channel. The size
of the image was 5.4 KB, which required 756 OFDM symbols coded by a convolutional
encoder with coding rate of R = 0.5. Table 3.3 and Fig. 3.23 represent the measured BER
and MSE for different transmission power using 16 QAM modulation scheme for antenna
separation of 2 m. Table 3.4 and Fig. 3.24 represent the measured BER and MSE for
different transmission power using 4 QAM modulation scheme for antenna separation of
2 m. Fig. 3.25 illustrates the measured MSE of the received OFDM symbols for 16
QAM at transmission power of 17 dBm and variant distance between the transmitter and
the receiver. It can be seen from the figure that in addition to the path loss, the signal
gets attenuated (shadowed) at certain distances because of the multipath effect.
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Figure 3.22: An example of transmitting a gray scaled image through the wireless channel;
(a): The transmitted image, (b): The received un-equalized image, (c): The equalized
image with a transmission power -10 dBm, (d): The equalized image with a transmission
power 0 dBm, (e): The constellation of the equalized image with -10 dBm power, (f):
The constellation of the equalized image with 0 dBm power.
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Table 3.3: The measured system performance with 16 QAM modulation scheme
Transmission power (dBm) MSE (dB) BER
-10 -5.5000 .213
-5 -10.0000 .0771
0 -14.5000 .0093
5 -18.9500 2.5431e-5
10 -23.5000 0
−10 −5 0 5
10−5
10−4
10−3
10−2
10−1
100
Transmission power
BE
R
Figure 3.23: The measured BER versus the transmission power with modulation scheme
16 QAM at distance (d = 2 m).
Table 3.4: The measured system performance with 4 QAM modulation scheme
Transmission power (dBm) MSE (dB) BER
-5 -11.5 2.84e-4
0 -16 0
5 -21.2 0
7 -22.772 0
10 -26.5 0
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Figure 3.24: The measured MSE of the OFDM symbols versus the transmission power
with modulation scheme 16 QAM and 4 QAM at distance (d = 2 m).
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Figure 3.25: The measured MSE of the OFDM symbols versus the distance between the
transmitter and the receiver with modulation scheme 16 QAM and transmission power
17 dBm.
Chapter 4
Low Complexity ICI Reduction for
OFDM Systems
During the last decade, ICI cancellation in OFDM systems has gained a great interest
in the literature motivated by the need for transmitting high data rates at high mobility
scenarios. Several algorithms [90–101] have been proposed to reduce the effect of ICI in
OFDM systems in case of slowly and rabidly time-variant channels. Authors in [91] used
the autocorrelation of the weighting ICI function to estimate the phase noise in OFDM
systems. In [93] a linear approximation method has been introduced for canceling the
effect of ICI. In [94] a self-cancellation scheme for ICI caused by frequency offset has been
developed. In general, ICI can be introduced either by the frequency offsets between the
local oscillators of the transmitter and the receiver, the phase noise of these oscillators due
to the thermal effects, or the Doppler frequency shift due to the mobility. In this thesis,
only the ICI caused by Doppler shifts due to the dynamic nature of the communication
channel is studied.
This chapter is organized as follows: Section 4.1 and Section 4.2 explain the time
variation of the channel, and it also discusses and analyzes the ICI generation for DRM
system and its influence on the channel matrix and the system performance. Section 4.3
introduces a new scheme for cancelling the ICI coefficients in rapidly time-variant channels
using numerical approximation. The proposed scheme makes use of Taylor, Lagrange, and
Newton polynomial approximation methods. The results of this algorithm is presented
in Section 4.4. Section 4.5 introduces a method to reduce the complexity of the ICI
reduction process. The complexity reduction is achieved by windowing the received time
domain signal of the DRM system and thereby squeezing the channel matrix.
4.1 The Generation Mechanism of ICI
As it has been described earlier, the ICI phenomenon complicates the reception process by
destroying the diagonality of the frequency domain channel matrix H. As a consequence
of ICI, the time domain channel matrix h loses its circularity. The relation between
the channel matrix in time domain h and in frequency domain H has been discussed in
Chapter 2, which reads
H = FhFH , (4.1)
where the element (l, n) of h is given by
hl,n = h(< n− l >N , n) (4.2)
where < · > denotes the modulo operator. In principle, h(l, n) is defined as the channel
response at time n of an impulse applied at time n − l. In the frequency domain, the
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off-diagonals of the frequency domain channel matrix H represent the ICI coefficients. To
understand the ICI phenomenon, we introduce the diagonal index d so thatHk,d represents
the channel matrix coefficient at carrier k and diagonal d, where −N + 1 < d < N − 1.
Note that d = 0 denotes the main diagonal of the matrix. The element (k, d) of the
matrix can be written as
Hk,d = T (k, d− k) (4.3)
T (k, d) is interpreted as the frequency response at carrier k + d to a frequency impulse
centered at carrier k. It can be seen that T (k, d) is the digital form of the Doppler-variant
transfer function discussed in Chapter 2, i.e. T (k, d) ≡ T (f, v), which can be obtained
by applying the 2-D DFT on the time-variant channel impulse response h(l, n)
T (k, d) =
1
N
N−1∑
n=0
N−1∑
l=0
h(l, n)e−j
2pi
N
(dn+lk) (4.4)
Notice that h(l, n) = 0 for l > L, where L is the number of channel paths. According
to the WSSUS assumption, the autocorrelation of the channel impulse response h(l, n) is
given by
E
{
h(l, n)h∗(l − l′, n− n′)} = a(n′)σ2l δ(l′), (4.5)
where δ(l′) is the Kronecker delta and a(n′) is the channel autocorrelation function. For
DRM channel models, this function has the following form
a(n′) = e−pi
2f2Dn
′2/2 (4.6)
where fD is the normalized Doppler spread (fdTs). The distribution of ICI can be obtained
by calculating the variance of Hk,d [102]
E{|Hk,d|2} = 1N2
∑
n,l,n′,l′ wnwn−n′E
{
h(l, n)h∗(l − l′, n− n′)}e−j 2piN (kl′+n′d)
= α
2
N2
∑
n′
(∑
nwnwn−n′
)
a(n′)δ(l′)e−j
2pi
N
(kl′+n′d)
= α
2
N2
∑
n′
(∑
nwnwn−n′
)
a(n′)e−j
2pi
N
n′d
(4.7)
where
δ(l′) =
{
1 for l′ = 0
0 else
Both wn and wn−n′ are rectangular time domain windows that determine the useful
part of the channel response and α2 is the summation of the variances for all paths
α2 =
L−1∑
l=0
σ2l .
It can also be seen from (4.7) that ICI is independent of the carrier index k. The
convolution in (4.7) between two rectangular windows wn and wn−n′ produces a triangular
window bn′ , which is defined as
bn′ =
{
N − |n′|, −N < n′ < N
0, else
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thus, (4.7) is rewritten as follows
E{|Hk,d|2} = α
2
N2
∑
n′
bn′a(n
′)e−j
2pi
N
n′d (4.8)
= α2D(
2pi
N
d) ∗B(2pi
N
d) (4.9)
where D(2pi
N
d) denotes the Doppler spectrum, which is the discrete time Fourier transform
(DTFT) of the autocorrelation function. For φ = 2pid
N
, one can write
D(φ) =
∑
n′
a(n′)e−jφn
′
=
∑
n′
e−pi
2f2Dn
′2/2e−jφn
′
=
1√
2pif 2D
e
−φ2
2f2
D .
While B(2pi
N
d) denotes the so called Dirichlet sinc [103], which is the DTFT of
bn′
N2
B(φ) =
1
N2
∑
n′
bn′e
−jφn′ =
( sin(φN
2
)
Nsin(φ
2
)
)2
.
We notice that ICI is a result of a convolution between Doppler spectral density D(φ)
and Dirichlet sinc B(φ).
E{|Hk,d|2} = α
2√
2pif 2D
e
−φ2
2f2
D ∗
( sin(φN
2
)
Nsin(φ
2
)
)2∣∣∣
φ= 2pi
N
d
(4.10)
Fig. 4.1 sketches the two functions that are responsible for ICI generation. Fig. 4.2 shows
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Figure 4.1: The convolution between Doppler spectral density and Dirichlet sinc.
the calculated variance of the channel matrix for different Doppler spread values. It can
be shown that, the span (the width) of the channel matrix around the main diagonal
is related to the Doppler spread. Fig. 4.3 illustrates the channel matrix coefficients
calculated according to (4.10) at a normalized Doppler spread (fD = 0.08), while Fig.
4.4 shows the channel matrix at (fD = 0.4). From the previous figures, one can observe
that the carrier of interest is strongly interfered by the adjacent carriers, whereas this
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Figure 4.2: The calculated variance of H.,d for different Doppler spreads, (b): Zoomed
version of (a).
Figure 4.3: The calculated variance of H at Doppler spread fD = 0.08.
interference is less from the far carriers. Also as a consequence of Dirichlet sinc, last
carriers are affected by the first ones, which appears at the upper right and lower left
corners of the channel matrix. In practical systems, a frequency guard interval is required
for masking purposes, which is usually inserted as padded zeros on both sides of the signal
spectrum. This guard interval also reduces the values of the ICI coefficients at the corners.
Fig. 4.5 compares between a simulated channel matrix in the presence and absence of
the padded zeros. The simulated system is a DRM system with robustness mode ”B”,
which has 1024 carriers including 932 virtual carriers (zeros).
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Figure 4.4: The calculated variance of H at Doppler spread fD = 0.4.
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Figure 4.5: The effect of zero padding on the simulated channel matrix; (a): No padding,
(b): 466 zeros at each side.
4.2 Effect of ICI on System Performance
Basically, ICI can be treated as an additional source of noise in OFDM systems, which
modifies the SNR at the receiver. By including the interference effect, the SNR at the
receiver is called SINR (signal-to-noise plus interference ratio) which reads
SINR =
Signal power
Noise power + Interference power
(4.11)
As the input SNR increases the output SNR gets saturated according to the level of the
ICI power, since the ICI dominates the noise. This introduces an error floor in the BER
performance. In the presence of frequency offset, the resulting SNR can be written [15]
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as
SINR = SNR
sinc2(feTs)
1 + SNR
∑N−1
k=0,k 6=m sinc
2(k −m+ feTs)
(4.12)
where fe is the frequency offset from the carrier frequency. Fig. 4.6 shows the calculated
distortion in the SNR resulting from frequency offset according to (4.12) in case of using
the WLAN system parameters. The effect of ICI on the simulated DRM system due to
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Figure 4.6: SNR vs. SINR of WLAN system for different Doppler spreads.
Doppler shifts is depicted in Fig. 4.7, which shows the significant loss in the SNR. SINR
has been calculated from the channel matrix H as follows
SINR =
‖Hdi‖2F
‖Hd¯i‖2F + σ2v
, (4.13)
where Hdi and Hd¯i are the diagonal matrix that contains only the main diagonal and
the complementary matrix 1, respectively. ‖ · ‖F is the Frobenius norm of a matrix. The
system performance for different Doppler spread values appears in Fig. 4.8.
Since the exact time-domain correlation or the power spectrum is not available at the
receiver, the ICI power can be approximated by its upper and lower bounds. It has been
proven in [104] that the ICI power is bounded by the following values
PICI ≥ 1
12
(2pifdTs)
2 − 1
360
(2pifdTs)
4 (4.14)
PICI ≤ 1
12
(2pifdTs)
2 (4.15)
1A matrix contains only the off-diagonals of the channel matrix.
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Figure 4.7: SNR vs. SINR of a simulated DRM system for different Doppler spreads.
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Figure 4.8: The effect of ICI on the BER performance for different Doppler spreads.
These bounds can be used directly to roughly estimate the Doppler spread at the receiver
by having the ICI power.
4.3 Channel Matrix Estimation
Time-variant channels degrade the performance of OFDM systems because they collapse
the orthogonality between the sub-carriers. This problem necessitates estimating the
whole channel matrix in order to cancel the effect of ICI and to properly equalize the
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received signal. The channel elements can be estimated efficiently using a pilot-based
two-dimensional Wiener filter [75]. However, estimating the whole channel matrix re-
quires high computational effort specially for large number of sub-carriers, therefor lower
complexity methods are required for systems with large number of carriers, which is the
case for most digital broadcasting systems in which the number of carriers can exceed
8000 carriers. In this section, we present some numerical methods to estimate the channel
matrix for OFDM systems in rapidly time-variant channels, making advantage of approx-
imating the time variation of the channel U(k, n) over a few successive OFDM symbols.
The main diagonal of H can be estimated and interpolated using one-dimensional Wiener
filter [75], which reads
Hˆk,k =W
H
k,kY,
whereWk,k is a Wiener filter vector related to the k
th element at the main diagonal of H.
From (2.31), it is obvious that Hk,k is the averaged value of U(k, n) over n index (time
direction), and can be
Hk,k =
1
N
N−1∑
n=0
U(k, n) = U(k). (4.16)
The off-diagonals of H can be estimated using an approximation of U(k, n) between Q
saved main diagonals corresponding to Q successive OFDM symbols. Fig. 4.9 sketches
the approximation of the time-variant channel over few OFDM symbols. The positions
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Figure 4.9: Channel approximation over Q symbols.
of nq are chosen at the middle of the useful part of each symbol as
nq = qNs +
N
2
+Ng. (4.17)
Where N , Ng, and Ns are the useful part length, guard interval length, and the total
length of the OFDM symbol, respectively. Basically, any approximation method can be
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used for estimating the channel matrix. However, they differ in the accuracy and the
complexity. Here, we discuss three of the common polynomial approximation methods.
Taylor polynomial approximation
Taylor polynomial approximation is widely used for the numerical approximation making
use of knowing a few samples of the function at certain distances. By considering a Taylor
expansion one can write
U(k, n) = U(k) +
(n− N−1
2
)U(k)′
1!
+
(n− N−1
2
)2U(k)′′
2!
+ ....
+
(n− N−1
2
)QU(k)(Q)
Q!
+ .... (4.18)
where U(k)(Q) is the Qth derivative of U(k) at the central point of the approximation
period. If we define U(k)[0] and U(k)[±i] as U(k) at the current symbol and the next and
the previous symbols respectively, these derivatives can be expressed using the central
difference formulas for Q = 3 as
U(k)′ ≈ U(k)
[+1] − U(k)[−1]
2Ns
, (4.19)
U(k)′′ ≈ U(k)
[−1] − 2U(k)[0] + U(k)[+1]
N2s
. (4.20)
And for Q = 5 as
U(k)′ ≈ U(k)
[−2] − 8U(k)[−1] + 8U(k)[+1] − U(k)[+2]
12Ns
, (4.21)
U(k)′′ ≈ −U(k)
[+2] + 16U(k)[+1] − 30U(k)[0] + 16U(k)[−1] − U(k)[−2]
12N2s
(4.22)
U(k)(3) ≈ U(k)
[+2] − 2U(k)[+1] + 2U(k)[−1] − U(k)[−2]
2N3s
(4.23)
U(k)(4) ≈ U(k)
[+2] − 4U(k)[+1] + 6U(k)[0] − 4U(k)[−1] + U(k)[−2]
N4s
(4.24)
Ns is the total OFDM symbol duration. The more terms of Taylor equation are con-
sidered in the approximation, the more accurate approximation is obtained. Once the
approximated U(k, n) is calculated, the channel matrix H is estimated relying on (2.31).
The remainder term of the Taylor approximation method can be expressed as follows
RQ =
U (Q+1)(c)
(Q+ 1)!
(n− nQ)Q+1, (4.25)
where c is a point belongs to the approximation period, c ∈ [0, (Q − 1)Ns]. It can be
concluded that the error of an approximation up to the Qth derivative is bounded by the
(Q+ 1)th derivative.
64 Chapter 4. Low Complexity ICI Reduction for OFDM Systems
Newton polynomial approximation
According to Newton interpolation [73], the time varying channel weights U(k, n) can be
expressed as
U(k, n) = P (k, n) +R(k, n), (4.26)
where P (k, n) is a Newton polynomial that can be used to approximate U(k, n), and
R(k, n) is the remainder term. The approximated time-varying channel by considering
only P (k, n) is written as
U˜(k, n) = P (k, n) =
A− (Q−1)
2
+ A− (Q−1)
2
+1
(n− n− (Q−1)
2
)+
A− (Q−1)
2
+2
(n− n− (Q−1)
2
)(n− n− (Q−1)
2
+1
)+
A− (Q−1)
2
+3
(n− n− (Q−1)
2
)(n− n− (Q−1)
2
+1
)
(n− n− (Q−1)
2
+2
) + · · ·+ A (Q−1)
2
(Q−3)
2∏
q=− (Q−1)
2
(n− nq) (4.27)
where q = − (Q−1)
2
,− (Q−1)
2
+ 1, ..., (Q−1)
2
is the index of the symbols used for the approx-
imation, where q = 0 is the index of the current symbol, at which the channel matrix
is estimated. Q represents the degree of the Newton polynomial. Notice that previ-
ous and next symbols are used for approximating the channel on the current symbol.
The positions of the time points nq are chosen at the middle of the useful part of each
symbol. This reads nq = qNs +
N
2
for previous symbols, where q = 0, 1, ..., (Q−1)
2
, and
nq = (q+1)Ns−(N2 +Ng) for next symbols, where q = − (Q−1)2 ,− (Q−1)2 +1, ...,−1. N , Ng,
and Ns denote the useful part length, guard interval length, and the total length of the
OFDM symbol, respectively. Let U
(nq)
represent U(k) at the middle of the qth OFDM
symbol, with omitting k for simplicity. The terms Aq in (4.27) are given by
Aq = U
(
n− (Q−1)2
, n− (Q−1)2 +1
, ... , nq
)
. (4.28)
The right-hand side of (4.28) is calculated in a recursive manner as
U
(nq−1,nq)
=
U
(nq) − U (nq−1)
nq − nq−1 ,
U
(nq−2,nq−1,nq)
=
U
(nq−1,nq) − U (nq−2,nq−1)
nq − nq−2 ,
U
(nq−3,nq−2,nq−1,nq)
=
U
(nq−2,nq−1,nq) − U (nq−3,nq−2,nq−1)
nq − nq−3 ,
... ,
U
(nq−(Q−1),nq−(Q−1)+1,...,nq) =
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U
(nq−(Q−1)+1,...,nq) − U (nq−(Q−1),...,nq−1)
nq − nq−(Q−1) .
Finally, U˜(k, n) is used to estimate the off-diagonals of H relying on (2.31). Increasing
the number of the considered Newton terms reduces the remainder term R(k, n). This
remainder term has the following form
RQ =
U (Q+1)(c)
(Q+ 1)!
(n− n0)(n− n1)(n− n2)(n− n3)...(n− nQ), (4.29)
The error term of Newton polynomial approximation is similar to that of Taylor ap-
proximation except that in Newton approximation, all points are considered, whereas for
Taylor, only a central point is taken into account, at which all derivatives are calculated.
Fig. 4.10 shows the error behavior for both Taylor and Newton approximations by as-
suming the knowledge of the derivative UQ+1(c) at an arbitrary point c. It can be seen
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Figure 4.10: The remainder term of the channel approximation, Q=5.
from the figure that at the edges of the approximation duration, the error for Taylor
polynomial is larger.
Lagrange polynomial approximation
According to Lagrange polynomial interpolation [73], the time varying channel U(k, n)
can be expressed as
U(k, n) = P (k, n) +R(k, n), (4.30)
U˜(k, n) = P (k, n) =
∑Q−1
q=0 U
(nq)
Kq, (4.31)
where U
[nq ]
represents U(k) at the middle of the qth OFDM symbol with omitting k for
simplicity. q = 0, 1, ..., Q − 1, represents the symbol index of the symbols used for the
approximation. Kq is calculated as follows
Kq =
Q−1∏
i=0 i6=q
n− nq
nq − ni . (4.32)
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It is obvious that the accuracy is increased as we consider more OFDM symbols. However,
increasing the number of the considered symbols increases the complexity of the system
and requires saving more OFDM symbols which causes extra delay. Therefore, a trade-off
between the required accuracy and the allowed delay must be taken into account.
Keeping the Processing Delay by Extrapolation
One possible way to increase the accuracy of the approximation without causing extra
delay is by applying extrapolation method. This is done by adding extra virtual points
at both sides of the approximation period QNs. The channel at the extra points can be
extrapolated by linear or higher order extrapolations making use of the known points as
follows 
l1
l2
...
lp+1
 =

npQ−p n
p−1
Q−p . . . 1
npQ−p+1 . . . . . . 1
...
...
... 1
npQ n
p−1
Q . . . 1

−1
U
[Q−p]
(k)
U
[Q−p+1]
(k)
...
U
[Q]
(k)
 (4.33)
U
[Q+1]
(k) = l1n
p
Q+1 + l2n
p−1
Q+1 + . . .+ lp+1 (4.34)
where p is the extrapolation degree. The degree of the extrapolator must be chosen care-
fully, since using high degree polynomials may increase the estimation error. This related
to the so called Runge’s phenomenon [105], specially when the points are positioned at
equidistance, which is the case here.
4.4 Simulation Results
In the simulation, a DRM system [36] with a robustness mode ”B” and spectral occu-
pancy ”0” has been used. The system parameters are summarized in table 4.1. The
Table 4.1: System parameters: (mode B, spectral occupancy 0)
Parameter Value
Modulation scheme uncoded 64 QAM
Number of Carriers 91
FFT length 1024
Guard interval 256
Bandwidth 4.5 KHz
i.i.d OFDM symbols were transmitted through a 2-tap time-variant channel2 with delay
spread of 4 ms. Doppler spectrum has a Gaussian shape, which is suitable for radio
propagation through the ionosphere. Doppler spread of both taps changes between 0 to
14 Hz which corresponds to mobile speeds from 0 to 252 Km/h at carrier frequency of
30 MHz. During the simulations, the knowledge of the main diagonal was assumed for
2This channel is the channel #5 of the European telecommunications standards institute (ETSI) for
DRM system [36].
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simplicity. Fig. 4.11 addresses the BER against the normalized Doppler spread (fdTs)
for Taylor approximation method at SNR = 45 dB. In general, by using more Taylor
terms, the system performance can be improved. However, increasing the number of the
considered terms leads to higher computational complexity and the delay. Therefore, a
trade-off between the required system performance and the computational complexity
must be taken into account. It has been noticed that the approximation method is valid
as long as Doppler spread is less than the frequency spacing between the sub-carriers ∆f ,
which is according to the chosen system parameters (∆f= 46.8750 Hz). This method
gives the maximum improvement when fD varies between 0.1-0.2 (67-135 Km/h). It has
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Figure 4.11: BER vs. Normalized Doppler spread for Taylor approximation at SNR=45
dB.
been noticed that the approximation using the second derivative with five symbols (Q=5)
(4.22) outperforms the case of using the third and fourth derivatives, (4.23) and (4.24),
respectively. The reason is that the truncation error of (4.22) is of order O(T 4s ), i.e. the
error goes to zero in the manner of T 4s , while for (4.24), the error is of order O(T
2
s ). This
means that at a certain symbol length, (4.22) can give better performance than (4.24)
over the symbol of interest. However, (4.24) gives more accurate approximation if we
consider the entire approximation period. Making use of the channel approximation at a
number of the previous symbols Dn, the performance can be improved as depicted in the
figure. Fig. 4.12 demonstrates the averaged MSE of the estimated channel. The MSE is
calculated between the actual and approximated channel transfer function for all carriers
and time samples as follows
MSE = E
{
||U(k, n)− U˜(k, n)||2
}
.
The symbol length plays an important role in the approximation scheme. Fig. 4.13 shows
the effect of the symbol duration on the MSE performance of the different approximation
methods. It can be seen from the figure that the ICI effect increases and thereby the
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Figure 4.13: MSE vs symbol length in seconds at SNR =45 dB.
approximation accuracy decreases for longer symbol durations. Fig. 4.14 illustrates
the MSE performance of Newton polynomial approximation for different Doppler spread
values, considering 4 and 5 terms of Newton recursive function. In Fig. 4.15, the BER
performance of Lagrange polynomial approximation is studied for varying Doppler spread
values. The results show that the proposed method gives a considerable improvement
to the BER performance comparing with the Linear model described in [21]. Fig. 4.16
presents the BER of the system for different SNR at Doppler spread of 6 Hz, which is
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Figure 4.14: MSE vs. Normalized Doppler spread for Newton approximation.
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Figure 4.15: BER vs. Normalized Doppler spread for Lagrange approximation.
equivalent to a vehicular speed of 108 Km/h at carrier frequency of 30 MHz. It can be
denoted that using only two linearly extrapolated points, a significant improvement can
be achieved. Fig. 4.17 demonstrates the MSE comparison between the numerical methods
described earlier for different Doppler spread values equivalent to mobile speed in range of
10−250 Km/h. It can be shown that both Newton and Lagrange approximations schemes
perform the same as expected, since they have the same error performance. Making use
of the extrapolation, the performance can be further improved without causing extra
delay. Fig. 4.18 shows a comparison of the BER. It is noticed that Taylor approximation
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Figure 4.16: BER vs. SNR at Normalized Doppler spread = 0.16.
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Figure 4.17: Comparison between different polynomial approximation methods.
with 4th derivative performs similar to both Newton and Lagrange for Q = 5. Although
it is expected that Taylor is less accuracy than Newton and Lagrange. However, for the
chosen system parameters, the difference can not be clearly seen. Fig. 4.19 illustrates
the estimated channel matrix for different Doppler spreads. The effect of the increase of
Doppler spread is clearly seen at the off-diagonals of the matrix. To clearly see the effect
of the approximation, an application example has been considered, which is transmitting
a gray scaled image through a time-variant channel. Fig. 4.20 shows the transmitted and
the unequalized received pictures. Fig. 4.21 shows the equalized picture using different
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Figure 4.18: BER performance for different polynomial approximation methods.
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Figure 4.19: The estimated channel matrix for different Doppler spread values, (a):
fd=0.01 Hz ; (b): fd=3 Hz, (c): fd=34 Hz.
polynomial approximation schemes with different degrees. From the results, it can be
concluded that the schemes were able to estimate the channel matrix at high values of
Doppler. The approximation methods are valid as long as Doppler spread is less than the
frequency spacing between the carriers, which is usually the case for wireless channels.
4.5 Low-Complexity Equalization for OFDM Systems
The equalization is simply detecting the transmitted OFDM symbols S from the noisy
and distorted received signal Y making use of the estimated channel coefficients. In order
to solve the system equation (2.29) for S with including ICI effect, the channel matrix
needs to be estimated first as described in the previous section and then calculating the
72 Chapter 4. Low Complexity ICI Reduction for OFDM Systems
Transmitted Received
Figure 4.20: Transmitted and received images.
matrix inversion. Since the channel matrix can have a large size 3, the matrix inversion
requires high computational effort, which makes it difficult to process in real time.
4.5.1 Exploiting Banded Structure of Channel Matrix
As has been shown previously, most of the ICI coefficients are concentrated at the neigh-
borhood of the main diagonal of the matrix, since each carrier is strongly interfered by
the adjacent carriers. For slowly varying channels, the equalization process can be greatly
simplified by considering only the significant ICI components [19] and neglecting other
small components by putting
Hk,m = 0 for |m− k| > D (4.35)
where D denotes the number of the considered off-diagonals, which can be chosen accord-
ing to the value of the expected Doppler spread. The resulting matrix is sparse which
can be efficiently inverted by subdividing it into N small sub-matrices that are inverted
separately making use of iterative equalization criteria. The iterative MMSE equalizer
can be described as follows: The last element of S is estimated using a sub-matrix HD+1
from H, which consists the last D + 1 rows and last D + 1 columns of H as
S(N) = uHHD+1(HD+1H
H
D+1 + σ
2
vI)
−1YD+1 (4.36)
where u = [0, 0, ..., 1] is the unit vector and YD+1 is a vector contains the last D + 1
elements ofY. This method is applied iteratively by shifting up the index until estimating
the complete elements of S. This reduces the required multiplications from O(N3) to
O(N(D + 1)3), which is very useful when N is large. Fig. 4.22 shows the performance
of the system with different D. The channel matrix has been estimated using 5-points
Lagrange polynomial approximation and made sparse according to (4.35).
3Broadcasting systems in general use large number of carriers, e.g. DVB uses 8192 carriers for its 8K
mode.
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Figure 4.21: The equalized image using different approximation methods.
4.5.2 Low Complexity ICI Reduction for DRM Systems Using
Windowing at the Receiver
In time fading channels, ICI complicates the equalization process. This complexity in-
creases with increasing the number of carriers, where applying the classical methods that
depend on the linear MMSE or ZF becomes infeasible. Windowing the received time
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Figure 4.22: The BER performance of the sparse channel matrix for different D.
domain signal saves computations by squeezing the channel matrix into a desired banded
structure, thereby reduces the out-of-band spectrum for each subcarrier, and hence ICI
caused by far sub-carriers from the carrier of interest. In this section, a low-complexity
pre-processing method for DRM system that maximizes the SINR is introduced. Instead
of just ignoring the small-values of ICI as described in the previous subsection, ICI short-
ening can be reached by multiplying the time domain received symbols by a suitable
N -point window (fast convolution) before FFT operation to decrease the effect of ICI
caused by far sub-carriers, and at the same time squeeze the channel matrix into a small
number of diagonals, which saves computation when N is large. This approach has been
previously proposed in [102]. Another scheme has been introduced in [106]. The intro-
duced algorithm differs from that of both schemes in some aspects. The first, we modify
the window design according to the Gaussian shaped Doppler spectrum that is suitable
for simulating DRM channels. Secondly, we show that ignoring the lower left and the
upper right corners of the channel matrix does not affect the performance, since the large
frequency guards in the DRM symbols make the coefficients in these corners negligible,
as it has been described in Section 4.1. This leads to slightly reduce the complexity of
the equalizer. On the other hand, we have introduced a modification on the conventional
Hamming window to make it suitable for different Doppler spreads.
The Max-SNIR window is designed to maximize the SINR with considering the Gaus-
sian shaped Doppler spectrum, which is suitable for DRM channel. The received time
domain signal can be written as
y = hFHS+ v (4.37)
where h is the time domain channel matrix, FH is the N -IFFT operation, and S is the
frequency domain transmitted OFDM symbols. The frequency domain signal is calculated
as
Y = FhFHS+ Fv = HS+V (4.38)
In order to squeeze the channel matrix, the received time domain signal is multiplied
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by a suitable window w. The window effect appears as an ICI-shaping process, which
decreases the ICI coefficients caused by far carriers and increases the coefficients of the
adjacent carriers [102]. This makes the channel matrix more sparse and allows for low
complexity equalization. The received frequency domain windowed signal is given by
Y˘ = FD{w}y = FD{w}FHFy (4.39)
From the DFT property for any vector w
FD{w}FH = 1√
N
C{Fw} (4.40)
where D{·} and C{·} denote vector to diagonal matrix and to circulant matrix transfor-
mations respectively. Substituting in 4.39 gives
Y˘ =
1√
N
C{W}Y = 1√
N
C{W} (HS+V) (4.41)
where C{W}H is the channel matrix including the windowing effect. To make the matrix
sparse, Fig. 4.2 motivates us to mask the channel matrix by ignoring all ICI coefficients
outside a desired region. This region considers only the ICI coefficient that matter as
shown in Fig. 4.23 in case of no guard frequency bands. Where D changes according to
Doppler spread. The designed window that maximizes the SINR can be written in the
D+1
D
+
1
D
D
Figure 4.23: The desired structure of the channel matrix.
following form
wopt = arg max
w
(SINR) = arg max
w
( ‖M{C(W)H}‖2F
‖M¯{C(W)H}‖2F + σ2v‖C{W}‖2F
)
(4.42)
where ‖·‖F denotes the Frobenius norm,M{·} denotes the mask operator that masks the
windowed channel matrix to produce the desired structure of Fig. 4.23, and M¯{·} is the
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complement mask. The window is constructed using the channel statistical parameters
and can be simplified [102] to
w˜opt = arg max
w
(w˜HAw˜) (4.43)
so that w˜opt is the principle eigenvector of A. For more details, the derivation of (4.43)
can be found in Appendix A. The matrix A is resulting from element-wise multiplication
of two matrices as follows
A = B¯D, (4.44)
where ¯ is the Hadamard product and B has a similar form of Dirichlet sinc, which is
given by
[B]k,m =
1
N
sin
(
pi
N
(2D + 1)(m− k)
)
sin
(
pi
N
(m− k)
) , (4.45)
Considering the Gaussian shaped Doppler spectrum for DRM system, D is given by
[107]
[D]k,m ≈
(
α2
σ2v + α
2
)
e−pi
2f2D(m−k)2/2. (4.46)
The resulting window can be calculated as follows
wopt =
w˜opt√(
σ2v + α
2
) (4.47)
where σ2v is the noise variance and α
2 is the summation of all the variances of the channel
complex taps (α2 =
∑L−1
0 σ
2
l ). Fig. 4.24 shows the channel estimation and equalization
stages with time domain preprocessing, which require only the channel statistical param-
eters. In case of using the Wiener filter channel estimation described in Chapter 3, the
auto and cross-correlation matrices used for Wiener filtering need to be modified by the
designed window in order to have the windowing effect on the estimated channel matrix.
4.5.3 A Modified Hamming Window for ICI shortening
The hamming window is one among many other window types that used to reduce the
out-of-band spectrum of the signal [108]. This window is written as
w(n) = 0.53836− 0.46164 cos( 2pin
N − 1) (4.48)
The window is used also to reduce the complexity of the equalization process in OFDM
systems, since it concentrates the power of the ICI close to the main diagonal making
the matrix sparse, and hence it allows low complexity equalization. However, the effect
of the window on the channel matrix varies according to the Doppler spread and the
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Figure 4.24: Channel estimation and equalization stages with time domain preprocessing.
required squeezing factor of the matrix. It is easy to see that for high Doppler spread and
high squeezing factor the window needs to be narrower in order to span larger Doppler
shifts, hence reducing the important ICI coefficients. We can achieve such an effect by
modifying the Hamming window. A power operator is introduced in order to squeeze the
window according to the expected Doppler spread values.
wmod = w
p (4.49)
where p is an operator proportional to the Doppler spread and the squeezing factor D,
which tends to make the window narrower when D increases and wider for low values of
D. Fig. 4.25 shows the shape of the window for different p. Using the role of thumb as
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Figure 4.25: Modifying the Hamming window according to the Doppler spread.
well as the simulation results of the system performance, one can choose the suitable p
value for a certain Doppler spread. We found that for DRM system with robustness mode
”B” and spectrum occupancy ”0”, p value can be approximated as p ≈ √D − 0.5 − 1.
However this approximation can vary according to the system parameters.
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4.5.4 Iterative Equalization
The banded structure of the resulting windowed channel matrix allows us to use high per-
formance low-complexity estimation using iterative algorithms by subdividing the matrix
C{W}H into small matrices so that the dimension of the inverted matrices is reduced to
((D+1)×(D+1)), and thereby the complexity is reduced toO(N(D+1)3) multiplications.
The system equation can be rewritten as following
Y
k
= HkSk +WkV (4.50)
where Hk is a sub-matrix from H and written as
Hk =
 Hk−D,k−2D . . . Hk−D,k 0 00 . . . ... . . . 0
0 0 Hk+D,k . . . Hk+D,k+2D

Notice that the indexing taken here in this part is modulo-N indexing. Y
k
and Sk are
sub-vectors from Y and S, respectively, and written as
Y
k
= [Yk−DYk−D+1 . . . Yk+D]
Sk = [Sk−2DSk−2D+1 . . . Sk+2D]
Wk is a sub-matrix from the frequency domain circulant window matrix C{W}, which
reads
Wk =

Wk−D Wk−D−1 . . . Wk−D−N+1
Wk−D+1 Wk−D . . . Wk−D−N+2
...
. . . . . .
...
Wk+D Wk+D−1 . . . Wk+D−N+1

Under the assumption of zero mean Gaussian noise that uncorrelated with the transmitted
symbols, we can write
E{V} = 0, E{VVH} = σ2vI, and E{SVH} = 0
The MMSE estimator can be written as
S˜k = E{Sk}+ Cov(Sk,Yk)Cov(Yk,Yk)−1(Yk − E{Yk}) (4.51)
Utilizing the mean and the variance of the initially estimated symbols, we can apply an
iterative equalization process. The iterative MMSE equalizer can be written [102] as
S˜k = S¯k + FHk (Yk −HkSk) (4.52)
where Fk is calculated as
Fk = (σ2vWkWHk +HkD(bk)HHk )−1~kbk (4.53)
where ~k is the last column of Hk, bk is the variance of the kth subcarrier and S¯k is
the mean of this subcarrier over the possible values among the alphabet constellation.
Notice that bk = [bk−2Dbk−2D+1 . . . bk+2D]. The scheme employs an iterative updating
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of the estimated symbols either by estimating each subcarrier separately and use the
estimated information to update the detected symbols sequentially, or by estimating all
sub-carriers in parallel and immediately updating the estimation in blocks. For initializing
the algorithm, bk’s and S¯k’s are used as prior information according to the type of data
sent at each subcarrier. S¯k = 0 and bk = 1 for data carriers that are assumed to have
independent and identically distributed (iid) symbols with normal distribution and zero
mean. While for pilot carriers, S¯k = Sk and bk = 0. The estimated symbols are updated
using the previous estimates as prior information for the next iteration with hard decision
feed back (HDF) or soft decision feed back (SDF) Equalization.
4.5.4.1 Hard decision feedback equalization HDF
For each Sk, a hard decision is done according to the alphabet of the transmitted con-
stellation. For example, in case of BPSK, where Sk ∈ (+1,−1), the updating values
(posteriors) are calculated as follows S¯k,new = sgn(S˜k) and bk,new = 0. The estimated
posteriors are fed back to the equalizer for several iteration until achieving the required
performance or until the saturation of the algorithm. Notice that, for higher QAM mod-
ulation schemes, S˜k must be hard decided to the nearest constellation symbol in both, I
and Q channels.
4.5.4.2 Soft decision feedback equalizer SDF
Soft feedback is usually used to avoid the error propagation of hard decisions. The
algorithm makes advantage of the log-likelihood ratios for estimating the updating values
according to turbo principle [48, 109]. As an example, for QPSK modulation scheme, the
values of the posteriors are calculated as following
S¯k,new =
1√
2
tanh
(
L(Sk/S˜k)
)
/2 for both, real and imaginary parts
bk,new = 0.5− S¯2k,new for both, real and imaginary parts
where L(Sk/S˜k) is the log-likelihood ratio of the transmitted and estimated carrier. For
more details see Appendix B.
4.6 Simulation Results
Here we test the algorithm described above and study its effect on the system perfor-
mance. A DRM system with different robustness modes and spectrum occupancies [36]
has been considered. In order to test the effect of multipath channels, a two-path fading
channel with different Doppler spreads was tested. ISI is assumed to be completely re-
moved by having a suitable GI longer than the maximum delay of the channel. Un-coded
QPSK symbols were used for the simulation.
We calculated the SINR for two different Doppler spreads (fd=4 Hz & fd=25 Hz) and
compared the designed window with Hamming window for a DRM system with mode ”B”
and spectrum occupancy ”0”. Fig. 4.26 shows the improvement in the SINR using the
windowing process. The figure shows that the designed window outperforms Hamming
window for both cases. Fig. 4.27 shows the resulting windows for different D. It can
be seen that the time domain window is getting narrower as D increases, which means
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Figure 4.26: The improvement in the SINR for different windows at two different Doppler
spread valuse, (a): fd=4 Hz; (b): fd=25 Hz.
that a wider ICI span from the frequency domain channel matrix is considered. It is
obvious that if D = 0, the resulting window is equivalent to a rectangular window, while
when D = 1, the resulting window is close in the shape to Hamming window. Fig. 4.28
describes the effect of the designed window on the channel matrix. One can recognize
that the window has squeezed the channel matrix to a semi-sparse matrix according to
the squeezing factor D. Fig. 4.29(a,b) show the improvement of the BER after a specific
number of iterations for two cases, with sequential hard decision feed back HDF and SDF,
which makes use of turbo principle. Two different Doppler scenarios have been tested,
fd = 4 Hz with D = 1 and fd = 25 Hz with D = 2. As seen from Fig. 4.29(a) and Fig.
4.29(b), SDF performs better than HDF in the higher velocities (higher Doppler spreads).
The reason is that for bad channel conditions, HDF suffers from the error propagation
effect. For both schemes the estimation converges after 3 iterations with a good BER
improvement. Fig. 4.30 demonstrates the BER vs. SNR with using SDF for different
iterations compared to the linear estimation with masked and with a complete channel
matrix4. Fig. 4.31 compares the BER for different windows after 2 iterations-SDF. Fig.
4.32 shows the BER performance of a DRM system with robust mode ”D” and spectrum
occupancy ”3” with 180 virtual carriers at both sides. The figure shows a comparison
of the Max-SNIR windowed symbols between the case of including the matrix corners
at the upper right and lower left sides of the channel matrix and the case of discarding
these corners. It can be seen that ignoring the corners leads to no change in the BER
performance, since the coefficients are very small and can be neglected. This reduces
further the complexity of the algorithm.
4The unwindowed channel matrix is masked in the same way of the windowed one to show the
difference in the performance with the same complexity.
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Figure 4.27: The resulting windows for different squeezing factor D.
As it has been described, simply modifying the Hamming window according to the
channel conditions can enhance the performance at different Doppler spreads. Here we
examine the modified window on a system with the following characteristics:
Number of carriers Nc = 91, the guard interval Ng = 91, the bandwidth B = 4.5
KHz, FFT length N = Nc. A 2-tab channel with gaussian shaped Doppler spread has
been tested. Fig. 4.33 illustrates the variation in the MSE of the Hamming windowed
symbols, with different values of the modification factor p compared to the conventional
one (p = 1), after only one iteration with applying SDF iterative scheme. It can be
observed that for different squeezing factors, the optimum value of p changes and varies
from that of the conventional window. Fig. 4.34 illustrates the BER performance of the
windowed system. Fig. 4.33(a) shows the BER comparison between the conventional
Hamming window and the modified one with (p = 0.1) at Doppler spread (fd = 25 Hz)
and squeezing factor (D = 2). The performance was calculated using one iteration of the
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Figure 4.28: The windowing effect on the channel matrix (fd=45, D=10).
SDF iterative scheme. Fig. 4.33(b) illustrates the comparison in case of (fd = 65 Hz),
(D = 6), and (p = 2), after 3 iterations of SDF.
It can be concluded that Max-SINR window has shown an increase in the SINR
comparing with other common windows. Also the iterative algorithms give considerable
improvements of the system performance after only 2 iterations. Using simple modifi-
cation on the Hamming window, we can achieve a good performance at wide range of
Doppler spread.
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Figure 4.29: The improvement in the system performance of the Max-SINR window
versus the number of iterations at SNR=35 dB; (a):BER, (b): MSE.
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Chapter 5
Adaptive Techniques for OFDM
Systems
In order to have a reliable communication, OFDM systems should be capable to efficiently
work in a wide range of channel conditions, such as different mobile speeds, different
delay spread values, and at wide range of SNR values. Adaptive techniques allow for
better reception behavior with less received signal quality to achieve the desired BER
performance, and lead to improving the system performance, increasing the battery live,
enlarging the coverage area, and enhancing the capacity of the system. The adaptive
algorithms can also reduce the average computation complexity of the system, which
reduces the required processing power [110]. In recent years, adaptive techniques have
gained a significant interest for research, and have been widely studied in the literature
in order to optimize the performance of the communication systems. One example of
adaptive variable modulation rate for direct sequence code division multiple access (DS-
CDMA) has been introduced in [111–113]. In [114–117], adaptive OFDM systems have
been proposed. The digital adaptive filters have also found their applications for channel
estimation and equalization in modern communication systems as in [118] and [119].
Some examples of adaptive power control techniques for cellular systems are studied in
[120] and [121].
The adaptive strategy can be different depending on the applications and services to
satisfy an acceptable quality-of-service (QoS). The goals for adaptation are to maximize
the throughput with maintaining the BER below the target value or to improve the BER
performance for a constant effective throughput. In general, the adaptive techniques for
communication systems can be classified in two categories [110], receiver adaptation and
link adaptation.
This chapter is divided into two sections. Section 5.1. introduces a new receiver
adaptation scheme for the time interpolator used for estimating the channel and cancelling
the ICI. Section 5.2. explains the link adaptation in OFDM systems and proposes two
new adaptive schemes, adaptive GI length and adaptive pilot distribution.
5.1 Receiver Adaptation
In time-variant channels, the channel coefficients change during the transmission time
according to the position and the velocity of the mobile station. Generally, a wireless
channel with L taps can be modeled in time t and delay τ using the tapped delay line
model as
h(t, τ) =
L−1∑
l=0
βl(t)δ(τ − τl(t)) (5.1)
87
88 Chapter 5. Adaptive Techniques for OFDM Systems
where βl(t) and τl(t) are the time-variant channel coefficient and the time-variant delay
of the lth tap, respectively. The ability of a receiver to track the wireless channel depends
on how fast the channel changes in time, space, and frequency. Adaptive algorithms
provide means for extrapolating the channel state information from the received symbols.
Kalmann filtering, e.g, is the most popular adaptive techniques for channel estimation.
In non-adaptive communication systems, the filter is designed and optimized by assuming
the knowledge of some channel statistics. These designs usually depend on the worst-case
assumption of the channel conditions. However, for time-variant channels, these designs
may lead to degrading the system performance and increasing the reception complexity
because of the model-mismatch. Therefore, an adaptive filtering scheme can solve this
problem. In this case, channel parameters like Doppler spread, delay spread, and noise
variance are estimated continuously, and used as a priori information to optimize the
channel tracker performance. The receiver can also choose between different equalization
techniques such as LS, least mean square (LMS), MMSE, or recursive least square (RLS)
according to the channel conditions. For bad conditions advanced algorithms can be
used to efficiently extract the highly distorted symbols. Whereas for good conditions,
lower complexity algorithms can be sufficient. Another example of receiver adaptation is
the adaptive information generation for soft decoders, e.g, turbo decoder. The decoder
performance is increased when a priori soft information is available for the encoded bits.
This requires estimating of the varying noise covariance and updating this estimation
during the transmission time. An example of a simple adaptive channel estimation scheme
appears in Fig. 5.1.
Detector
Decision Feedback
Pilot symbols Adaptive ChannelEstimation
Received symbols Detected symbols
Parameter
Estimation
Figure 5.1: Adaptive channel estimation.
5.1.1 Newly Proposed Adaptive Time Interpolator for DRM
Systems
In this section, we propose an adaptive time interpolator for OFDM systems in time-
variant channels. The off-diagonals of the channel matrix, which represent the ICI coeffi-
cients, are estimated by approximating the channel over a few successive OFDM symbols
making advantage of Taylor or Lagrange polynomial interpolation discussed in Section
4.3. The interpolation degree is adapted according to the estimated Doppler spread aim-
ing at minimizing the BER performance as a subject to the processing delay. For short
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term time variations, the channel can be assumed wide sense stationary uncorrelated scat-
tering WSSUS [34], which means that the second order channel statistical parameters,
such as Doppler and delay spreads, can be assumed constant. However, the long term
variations of the channel lead to changes in the channel statistical parameters during the
transmission time. This variations degrade the system performance, either by increas-
ing the BER for rabidly time-varying channels, or by increasing the system complexity
and the processing delay without achieving extra gain for slow varying channels. This
motivates us to use an adaptive approximation method to choose the required order of
the approximation according to: The required accuracy (BER), the speed of the vehicle,
or the allowed delay and complexity. Adapting the time interpolator that makes use
of Taylor and Lagrange polynomial approximation helps to track the long-term channel
variations in order to, either minimize the BER as a subject to the delay and complexity
or to minimize the delay and complexity as a subject to the BER performance. The
required number of OFDM symbols and the degree of the interpolator is adapted ac-
cording to the estimated Doppler spread. Since the off-diagonals of the channel matrix
H represent the ICI coefficients, The ICI strength at an arbitrary sub-carrier (which is
equal for all sub-carriers) can be calculated [122] as
PICI =
∑
k 6=m
E
[
|Hˆk,m|2
]
. (5.2)
Making use of the ICI power, Doppler spread can be roughly estimated exploiting the
upper bound of the ICI described by (4.15) as
fd ≈
√
3PICI
piTs
, (5.3)
where Ts is the total symbol duration. Fig. 5.2 shows a block diagram of the adaptive
interpolation in the OFDM receiver. For a given long-term BER target, some Doppler
YH
1ˆ -
Y
Sˆ
Dopplerspread
estimation
Wiener filtering
Equalization
dfˆ
Estimating
using Q saved symbols
H
Figure 5.2: Adaptive channel interpolation.
spread thresholds are chosen to adapt the number of OFDM symbols Q and the polyno-
mial degree. Doppler thresholds are chosen from the simulated system performance for
different Doppler spread values and different approximation orders. Doppler spread can
be estimated using the estimated channel matrix. This value is sent back to the channel
estimator to estimate the channel matrix for the next received OFDM symbol.
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5.1.2 Simulation Results
For simulation, a DRM system [36] has been considered. The robustness mode ”B”
and the spectrum occupancy ”0” of DRM system have been considered. The system
parameters are summarized in Table 5.1. OFDM symbols were transmitted through the
Table 5.1: Parameters of DRM system
Parameter Value
Modulation scheme 64QAM
Number of Carriers 91
FFT length 1024
Guard interval 256
Bandwidth 4.5 KHz
Sampling frequency 48 KHz
channel # 5 of the ETSI for DRM, which is a 2-tap time-variant channel with delay
spread of 4 ms. Fig. 5.3 illustrates the BER performance of the system for different
Doppler spread at SNR=45 dB. It can be shown that increasing the polynomial degree
increases the system performance. According to this results, five threshold levels of
Doppler spread have been chosen to adapt the interpolator in order to guarantee that
the BER does not exceed (10−3). An arbitrary function of Doppler spread that changes
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Figure 5.3: The performance evaluation (BER vs. Normalized Doppler spread).
during the transmission time has been used as shown in Fig. 5.4. This figure illustrates
a comparison between the actual and the estimated Doppler spread. Although only the
upper bound of ICI power is used for Doppler estimation, the estimated value can tracks
the Doppler spread during the transmission time. Fig. 5.5 shows the adaptive behavior of
the BER performance. It can be seen that the BER of the adaptive system stays almost
constant and bellow the BER target during the transmission time 1 comparing with the
non-adaptive cases. Fig. 5.6 shows the change in the processing delay, which is calculated
1For simulation, 150000 OFDM symbols have been transmitted.
5.1. Receiver Adaptation 91
0 500 1000 1500
0.05
0.1
0.15
0.2
0.25
0.3
Symbol index
N
or
m
al
iz
ed
 D
op
pl
er
 s
pr
ea
d 
(T
sf d
)
 
 
Actual Doppler spread
Estimated Doppler spread
Figure 5.4: Doppler spread estimation.
0 5 10 15
x 104
10−4
10−3
10−2
10−1
Symbol index
BE
R
 
 
No ICI cancellation
Conventional (2nd degree Taylor Q=3)
Conventional (1st degree Taylor Q=5)
Adaptive interpolator
Figure 5.5: The adaptive behavior of the BER performance.
as the total time of only the saved future OFDM symbols (Q−1
2
)Ts. It is obvious that
this change follows the change in Doppler spread. The total delay is comparable with
that of Q = 5. In order to show the adaptive behavior, the delay has been averaged
over each 1500 symbols. Furthermore, the results show that the BER performance is
almost constant and bellow the target value and has less dependency on Doppler spread
variations as shown in Fig. 5.7, which compares the adaptive system with the non-
adaptive systems of Q = 5 and Q = 3 that exhibit bad performance as Doppler spread
increases.
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5.2 Link Adaptation
The reliable communication between two terminals requires maintaining a target of QoS
during the time of transmission. This can be accomplished by adapting the system
parameters to gain the maximum system capacity with guaranteeing a certain BER target
for different types of applications. For instance, transmitting voice signal requires BER
performance different than transmitting Data. The transmitter adaptation is based on
estimating the channel parameters at the receiver, and then a signal is fed back to the
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Figure 5.8: Adaptive transmission parameters.
transmitter in order to adapt its transmission modes as shown in Fig. 5.8.
Signaling the estimated parameters to the transmitter requires a reliable feedback link,
and can be done in two different ways [123]:
-In reciprocal channels; The base station (BS) and the mobile station (MS) estimate the
channel parameters, and decide the transmission mode for their local transmitters.
-In non-reciprocal channels; One station estimates the channel parameters, and signals
the requested transmission mode to the transmitter of the other station. Fig. 5.9 shows
the signaling strategy in case of a reciprocal channel. Different transmission parameters
Estimatingthe channel parameters and
deciding the transmission mode of the local Tx
Signaling the modem modes
used by BS
Signaling the modem modes
used by MS
Estimating the channel parameters and
deciding the transmission mode of the local Tx
Channel
Down link
Up link
Figure 5.9: Signaling the estimated parameters of the adaptive OFDM system in recip-
rocal channels.
can be adapted according to the channel conditions like transmitted power, modulation
scheme, code rate, interleaving depth [124], guard interval length, pilots distribution,
cell and frequency assignment, etc., In the following points, we describe some of theses
parameters:
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Adaptive power control
If the transmitter increases the transmitted power, a significant interference from the near
users can affect the user of interest. This is one of the most known problems in mobile
cellular systems which is called near-far effect. Adaptive power control can handle this
problem by controlling the transmitted power in such a way that the user benefits from the
lowest possible transmission power that guarantees a certain QoS target. One application
of the adaptive power control is found in CDMA systems [120, 121], since the achievable
capacity in CDMA is significantly interference-limited.
Adaptive modulation
An efficient technique that provide a good link quality is by adapting the modulation
levels or coding rate based on the channel quality. Adapting the modulation levels in
response to the estimated SNR can provide a wide range of trade-offs between the re-
quired BER performance and the achievable throughput. Fig. 5.10 shows the different
modulation levels for a varying received SNR. One example of the adaptive modulation
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Figure 5.10: Adaptive modulation modes.
can be encountered in OFDM systems [114–117] in which the adaptation is accomplished
by two different ways. The first one is done by adapting the modulation scheme for the
entire OFDM symbol according to the average value of the estimated SNR. The other is
done by adapting the modulation mode for each subcarrier separately. The later scheme is
widely used, since the SNR is fluctuating in both time and frequency due to the frequency
and time selectivity behaviors of the channel. Also the code rate of the Forward Error
Correction (FEC) encoders can be adapted in conjunction with the adaptive modulation
scheme as in WLAN system.
5.2.1 A Proposed Guard Interval Length Adaptation Method
for OFDM-Based WLAN Systems
The long-term variation of the channel leads to changes in the delay spread during the
transmission time. This variation degrades the performance of conventional OFDM sys-
tems that use fixed length of the guard interval by introducing ISI in highly frequency
selective scenarios (high delay spread) or causes needless loss of capacity for small delay
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spread values. In OFDM a so called cyclic prefix guard interval is used, which inserts
the last portion of the time domain symbol in the beginning. Cyclic prefix extension
maintains the orthogonality between the sub-carriers and allows for circular convolution
with the channel. In order to avoid ISI, the guard interval is designed to be longer than
the expected length of the CIR, which needs to be estimated at the receiver. In practice,
the channel delay spread may change during the transmission time. In this case, the fixed
length of the guard interval degrades the system performance, either by increasing the
effect of ISI for large unexpected values of delay spread or by introducing unnecessary
overhead without achieving extra gain for low delay spread values, which leads to loss
in the power and capacity. Adapting the length of the guard interval can improve the
system performance and allows for reliable communication as it has been recently stud-
ied in the literature as [125] and [126]. In this section, a method for adapting the guard
interval length is proposed. The estimation of the delay spread at the receiver side is ac-
complished by means of root multiple signal classification (Root-MUSIC). Root-MUSIC
performs eigenspace analysis of the channel’s correlation matrix in order to efficiently
estimate the channel’s delay contents. A signal is fed back to the transmitter in order to
change the guard interval aiming at maximizing the throughput without sacrificing the
performance in terms of BER.
5.2.1.1 Time delay estimation
In order to properly estimate the time delays and the number of paths, pure training
symbols (pilots) Sp are first transmitted as a starting phase of the transmitted frame.
The channel frequency response on pilots can be calculated using LS criterion as follows
Hˆp = D(Sp)−1Yp. (5.4)
From the calculated channel frequency response and using the Root-MUSIC algorithm
[127], the time delays can be estimated efficiently using the available limited bandwidth.
The conventional FFT method on the other hand requires a much wider bandwidth, as
to distinguish between two time delays τ1 and τ2, a bandwidth of 1/(τ2 − τ1) is required.
Utilizing the estimated channel transfer function, one can write the covariance matrix of
the noisy estimated channel as
RN = E{HpHHp } = A(τ)RdAH(τ) + σ2vI, (5.5)
where σ2v denotes the noise variance and Rd represents the covariance matrix.
Rd = E{ddH}, (5.6)
where d = [σ0, σ1, ..., σL−1]T consists of the complex amplitudes of the channel at different
paths. A(τ) is an (N × L) time delay matrix with columns
A(τl) =
1 0 0 . . . 0
0 e
j2piτl
N 0 . . . 0
0 0 e
2j2piτl
N 0
...
...
... 0
. . . 0
0 0 . . . 0 e
(N−1)j2piτl
N


S0
S1
...
SN

.
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The time delay contents can be obtained by solving the following eigensystem
RNE = EΛ, (5.7)
where Λ = D(λ0, λ1, ..., λN−1) is a diagonal matrix contains the eigenvalues of RN and
E = [E0,E1, ...,EN−1] is a matrix contains the corresponding eigenvectors. The number
of the dominant paths L can be estimated according to the fact that λ0 > λ1 > ... >
λL−1 > σ2v . By evaluating the following formula
e(τ) =
1
AH(τ)
(∑N−1
k=L EkE
H
k
)
A(τ)
, (5.8)
the time delays τ0, τ1, ..., τL−1 can be estimated by finding the largest L peaks of e(τ).
5.2.1.2 Channel matrix estimation
For the payload data, the main diagonal of H is estimated and interpolated using Wiener
filter utilizing the scattered pilots,
Hˆk,k =W
H
k,kY (5.9)
whereWk,k is a Wiener filter vector related to the k
th element at the main diagonal of H.
The Wiener filter is designed using MMSE criterion [75], which requires a knowledge of the
channel statistical parameters as the number of paths and their time delays that have been
previously estimated. The off-diagonals of H are estimated by linearly approximating the
time variation between three successive symbols [21]. By considering the first two terms
of a Taylor expansion one can write
U(k, n) = U(k) + (n− N − 1
2
)U(k)′. (5.10)
U(k)′ is the derivative of U(k) and can be expressed as
U(k)′ =
U(k)(next) − U(k)(prev.)
2Ns
, (5.11)
where Ns is the total symbol length. The estimated channel matrix is then expressed as
Hˆ = D(U) + ΓD(U′), (5.12)
where U and U
′
are vectors consist of U(k) and U(k)′ for all k’s, respectively. Γ is a
precalculated matrix [16] which depends only on the OFDM parameters and is defined
as
Γ =

0 γ1 · · · γN−1
γ−1 0 · · · γN−2
...
...
. . .
...
γ1−N γ2−N · · · 0

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where
γn =
1
N
N−1∑
k=0
kej
2pi
N
nk =
{
N−1
2
nmodN = 0
− 1
1−ej 2piN n
nmodN 6= 0
∣∣∣∣∣ .
The estimated maximum time delay τmax is used as CSI at the transmitter in order to
adapt the GI length as
Ng ≈ (τmaxFs) + 1),
where Fs is the sampling frequency. The adaptive OFDM system with the feedback
signaling stage is diagrammed in Fig. 5.11.
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Figure 5.11: Baseband adaptive GI OFDM system.
5.2.2 Simulation Results
The adaptive scheme has been applied for OFDM-based WLAN [4] system. Uncoded
QPSK scheme was used. The system parameters are summarized in Table 5.2.
Table 5.2: Parameters of WLAN system
Parameter Value
Modulation scheme QPSK
Number of Carriers 52
FFT length 64
Guard interval 16
Bandwidth 20 MHz
The OFDM symbols were transmitted through a 4-tap time-variant channel. We assume
that the channel has a variant maximum delay between 150 ns to 750 ns during the
transmission time. The channel taps were generated as random processes with common
Doppler spread of 200 Hz. According to the estimated delay spread at the receiver, a
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signal is fed back to the transmitter to change the cyclic prefix length with assuming an
ideal feedback channel without errors. In order to evaluate the estimation algorithm, the
MSE criterion has been used which is expressed as
MSE = E{|τˆmax − τmax|2} (5.13)
where τmax and τˆmax are the actual and the estimated maximum delay, respectively. The
delay is normalized to the sampling time T , which is 50 ns for WLAN. Fig. 5.12 shows
the MSE performance of the estimator at various SNR. The adaptive behavior of the
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Figure 5.12: MSE of the estimated delay spread vs. SNR.
system is demonstrated in Fig. 5.13 by tracking the variation of the delay spread. The
figure shows a considerable gain in the throughput for low dispersive scenarios. This gain
decreases to the conventional one (24 Mbps) as the dispersion increases. In order to show
the adaptive behavior, the bit rate has been averaged each I ′ = 500 symbols according
to the following equation
b(i′) =
1
I ′
i′+I′∑
i=i′+1
N log2(M)
Tu + T ig
, i′ = 0 : I ′ : I − 1. (5.14)
where T ig is the guard interval of the i
th symbol,M is the modulation level, and I is the to-
tal transmitted symbols. Root-MUSIC is a noise-limited algorithm, therefore, some noise
power is added to the estimated delay spread at low SNR, which results in increasing the
guard interval more than required, thereby reduces the effective throughput. Neverthe-
less, some smoothing or de-noising algorithms can be used before applying root-Music.
Fig. 5.14 and Fig. 5.15 show the effect of noise on the achievable throughput for different
delay spreads and different SNR. The aim of the adaptive system was to gain the maxi-
mum throughput without sacrificing the BER performance. Fig. 5.16 compares between
the BER performance of the conventional and the adaptive systems. Both systems are
performing approximately the same for two cases: Firstly, by assuming the knowledge of
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Figure 5.13: Bit rate vs. variant-delay spread , SNR=30 dB.
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Figure 5.14: Bit rate vs. SNR.
the delay spreads for Wiener filtering (Optimal Wiener) and secondly, with estimating
the time delays and using them to optimize Wiener filter. Further more, we can expect a
slight improvement in the linear approximation algorithm described by (5.12). The reason
behind that is that the distance between the averaged points at the three symbols that are
used for approximating the channel matrix, decreases with decreasing the guard interval.
This slightly improves the approximation at certain Doppler spread values. It has been
shown from the simulation results that a considerable gain in the system throughput has
been achieved without sacrificing the system performance in terms of BER. The results
also showed that for improving the adaptation performance at very low SNR, de-noising
algorithms for delay estimation are required.
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Figure 5.16: BER performance of the system.
5.2.3 Newly Proposed Adaptive Time and Frequency Pilot Dis-
tribution for OFDM-Based WLAN systems
The conventional fixed-pattern of pilot distribution in OFDM system may fail to track
the highly dispersive channels, or causes unnecessary loss of capacity in flat and time-
invariant channels.
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5.2.3.1 Optimal number of pilots
As it has been described earlier, the number of pilots used for channel estimation is a
trade of between the estimation accuracy and the bandwidth efficiency. To decide how
many pilot symbols are required for channel estimation and where to locate the positions
of these pilots, maximizing and minimizing methods are used, which require calculating
some of the system metrics. During the last decade, many research works have been done
for designing the optimal pilot distribution for channel estimation either by minimizing
the MSE as described in [128] and [129], or by maximizing the capacity of the system as
have been proposed in [130] and [131]. In [132], a method that minimizes the Cramer-
Rao bound (CRB) of the MSE of the channel estimator was proposed. In [133], a design
of the optimal (least) number of pilots needed at a required BER and a given SNR
was proposed. Besides the number of the used pilots, the way of distributing these
pilots affect the performance of the system that works in different channel conditions,
therefore, the design of pilot structure also has received a significant attention. Since
the previous works consider optimal but fixed-patterns of pilots, one design may not be
optimal for all channel situations in the long-term sense. In order to come over this
drawback, we are interested in this work in designing an adaptive pilot distribution that
works in most of the channel conditions, such as frequency and time selectivity. The
considered channel has a varying delay spread and varying Doppler spread. In OFDM
system, different transmission parameters such as the modulation and coding rate are
adapted to the channel quality. These parameters are chosen according to the estimated
SNR [123]. According to the same concept, the distribution of pilots can also be adapted
to the channel quality. To choose the required number of pilots in time and frequency
directions, the estimation of Doppler spread and the delay spread must be exploited. The
receiver controls the arrangement of the transmitted pilots according to the CSI in time
and frequency. Delay spread and Doppler spread are estimated at the receiver and used
to rearrange the pilot positions within the transmitted symbols in frequency and time
directions, respectively. In relatively large coherence bandwidth or coherence time, the
pilot-patterns can be managed with less pilot symbols, thereby reducing the overhead
introduced by the pilots without significantly sacrificing the BER.
5.2.3.2 Delay spread estimation
At the beginning of each frame, the training symbols are used to estimate the Delay
spread of the channel. The channel transfer function can be estimated using LS solution
as
Hˆp = D(Sp)−1Yp. (5.15)
The covariance matrix of the estimated channel RN = E{HˆpHˆHp } is used to efficiently
estimate the delay contents using Root-MUSIC algorithm. This algorithm has a super
resolution properties of decomposing the delay contributions in the covariance matrix
based on eigenspace analysis as described in Section 5.2.1.
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5.2.3.3 Doppler spread estimation
For the payload data, the channel matrix is estimated in the same procedure of Section
5.2.1, where the main diagonal is estimated using Wiener filtering method. The statistical
channel parameters used for filter design are first estimated during the training stage 2,
while other diagonals are estimated by linearly approximating the channel utilizing three
successive OFDM symbols. The Doppler spread is estimated for the channel matrix
making use of the upper bound of the ICI power described by (4.15)
fd ≈
√
3
∑
k 6=mE
[
|Hˆk,m|2
]
piTs
(5.16)
After estimating Doppler and delay spreads, a signal is fed back to the transmitter to
yH
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Doppler spread
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Channel matrix
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Delay
estimation
Wiener filtering
Equalization
dfˆ maxtˆ
Figure 5.17: The estimator stages of the adaptive pilot distribution system.
adapt the pilot distribution as shown in Fig. 5.17.
For a given long-term BER target, some Doppler spread and delay spread thresholds must
be chosen to adjust the pilot density in time and frequency directions. In the frequency
direction, the number of pilots changes according to the estimated delay spread τmax.
Since the estimated Doppler spread itself depends on the pilot spacing, the pilots in
time direction are inserted in groups of three symbols, and the distance between these
groups changes according to the estimated Doppler spread in order to guarantee a robust
estimation of Doppler spread as depicted in Fig. 5.18. Estimating Doppler spread using
only three symbols allows near-instantaneous CSI for fast adaptation.
5.2.4 Simulation Results
In this section, we discuss the results of the simulation of OFDM-based WLAN system [4].
OFDM symbols modulated by uncoded QPSK scheme. These symbols were transmitted
2The estimated delays using Root-Music are used as prior information of the Wiener filter, while
Doppler spread for each tap is neglected during estimating the main diagonal.
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Figure 5.18: An example of adapting the time spacing between the pilots according to
Doppler spread (The pilot symbols in time direction are gathered in groups of three pilots
in order to guarantee a robust Doppler spread estimation).
through a 4-tap time-variant channel. A more realistic assumption is to let channel taps
have variant maximum delay and Doppler spreads. The delay spread changes between 0
ns to 700 ns, and Doppler spread changes between 0 Hz to 3000 Hz during the transmis-
sion time. We chose to let the delay spread varying in steps each 100 OFDM symbols,
while Doppler spread varies smoothly along the time. The channel taps amplitudes were
generated as random processes with Rayleigh distribution, while the phases assumed uni-
formly distributed. Six threshold levels of the delay spread and four threshold levels of
Doppler spread were chosen to change the number of pilots in frequency direction as (4,
5, 6, 7, 8, and 10) pilots and the distance between the pilot-symbols in time direction as
(0, 4, 8, and 12) symbols, respectively. According to these levels, a signal is fed back to
the transmitter with assuming an ideal feedback transmission without errors.
Three different scenarios have been tested in this simulation. In the first one, we
consider a channel with variant Doppler spread and a constant delay spread of 500 ns.
In this case the adaptive pilot distribution is done only in the time direction, while in
the frequency direction, the number of pilots is set to 4 pilots. Fig. 5.19 shows the
simulated pilot distribution. It can be seen that the pilots density changes in both time
and frequency directions according to channel selectivity. In Fig. 5.20 it can be shown
that the adaptive system gives an improvement in the achievable bit rate compared with
the conventional one. In order to show the adaptive behavior, the bit rate has been
averaged each I ′ = 500 symbols according to the following equation
b(i′) =
1
I ′
i′+I′∑
i=i′+1
(N −N ip)log2(M)
Ts
, i′ = 0 : I ′ : I − 1. (5.17)
where N ip is the number of pilots in the i
th symbol. It can be seen from Fig. 5.21 that the
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Figure 5.19: The simulated pilot distribution vs. channel selectivity.
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Figure 5.20: Averaged bit rate vs. Doppler spread (SNR = 36 dB).
adaptive system is slightly more erroneous than the conventional one. The second case
is considering a channel with variant delay spread and a constant Doppler spread of 500
Hz. It can be seen from Fig. 5.22 that, the bit rate is reduced at high delay spreads, since
more pilots are used comparing with the conventional one. While the BER performance
is improved compered to the conventional one as depicted in Fig. 5.23. In the last
case, the channel has variant Doppler spread and variant delay spread at the same time.
A trade-off between the required BER performance and the required averaged bit rate
has been taken into account in designing the pilot pattern. Fig. 5.24 demonstrates the
adaptive behavior of the system. The averaged bit rate is reduced to 21 Mbps when the
channel is highly dispersive, and increased to reach about 25 Mbps when the channel has
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Figure 5.21: BER performance for Doppler spread-variant channel (Delay spread = 500
ns).
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Figure 5.22: Averaged bit rate vs. delay spread (SNR = 36 dB).
low selectivity. It is easy to conclude that the performance in terms of BER is improved
as shown in Fig. 5.25. It has been observed that with sacrificing a small value of the
total throughput, a significant improvement in the BER performance has been achieved.
In general, it has been shown that the adaptive method increases the total capacity of
the system. The gain in the throughput is noticeable when the channel is static or slowly
varying. The simulation results showed also a considerable improvement in the BER
performance without significantly sacrificing the total throughput of the system. The
noise affects the performance of both delay and Doppler estimation. Therefore, the total
throughput is decreased for low SNR as is depicted in Fig. 5.26, Fig. 5.27, and Fig. 5.28,
which demonstrate the throughput versus SNR in case of Doppler-variant channel. It can
also be concluded that the complexity of the system is adaptively reduced compared to
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Figure 5.23: BER performance for delay spread-variant channel (Doppler spread = 500
Hz).
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Figure 5.24: Averaged bit rate vs. channel selectivity (fdτmax) SNR = 36 dB.
the conventional patterns, since for symbols that carry no pilots, estimating the channel
is not applied, where a saved channel matrix from the last estimate is used.
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Figure 5.26: The effect of the noise on the throughput of the system for Doppler-variant
channel.
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Chapter 6
Conclusions and Future Work
6.1 Thesis Summary
The aim of this work was to enable the OFDM system to efficiently work in time-variant
channels, therefore the thesis has focused on developing low complexity reduction meth-
ods of the ICI resulting from Doppler effects, and introducing adaptive schemes that
allow the reliable transmission and reception of the OFDM signal. A study of the OFDM
system in multipath time-variant channels was carried out supported with mathematical
analysis, simulation in MATLAB as well as real time testing of the OFDM signal, in order
to find new and robust channel estimation and equalization algorithms able to enhance
the performance and reduce the computational effort at the reviver side. As a result
some ICI reduction, channel estimation, and adaptation algorithms have been proposed
and verified. The thesis starts with a detailed introduction to the multipath time-variant
channel and its statistical characteristics. The concept of the multicarrier OFDM system,
its spectrum efficiency and its robustness against multipath channels have been explained.
The OFDM system degradation due to the doubly dispersive channel has been studied.
The study was supported through simulations according to the wide sense stationary
uncorrelated scattering (WSSUS) assumption with different channel conditions. A dis-
cussion about the pilot-based channel estimation and equalization algorithms for OFDM
systems such as LS and MMSE criteria have been overviewed.
In the thesis an MMSE Wiener filtering estimation scheme for digital radio mondiale
(DRM) system is developed. The Wiener filter is designed according to the Gaussian
shaped Doppler spectrum, and combined with Matrix pencil algorithm as a pre-stage
in order to estimate the channel statistical parameters that are required for optimizing
the Wiener filter. The effects of the number of pilots, the modulation level, the number
of channel taps, and the number of transmit and receive antennas have been shown
through the simulation results. Furthermore, the algorithm has been verified with some
real experiments. The measurement system used for testing OFDM signal has been
discussed. This system has been used to characterize the multipath channel and test the
transmission, reception and channel estimation of the OFDM-based WLAN system. A
method of joint channel and frequency offset estimation based on the signal preamble
and Wiener filtering has been implemented.
A mathematical analysis of generating the ICI in OFDM-based DRM system has been
studied. A New low complexity schemes used for reducing the ICI for OFDM in rapidly
time-variant channels have been proposed. These schemes make use of approximating
the time variation of the channel by means of numerical methods, such as Newton and
Lagrange polynomial approximation. The simulation results showed that the proposed
method gives a considerable improvement to the BER performance comparing with the
Linear models. The schemes were able to estimate the channel matrix at high values
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of Doppler spread. The approximation methods are valid as long as Doppler spread
is less than the frequency spacing between the sub-carriers, which is usually the case
for wireless channels. Making use of the extrapolation, the performance can be further
improved without causing extra delay.
Another low complexity estimation method for DRM system has been developed.
The method applies a time domain preprocessing at the received signal to maximize
the signal-to-noise plus interference ratio (SNIR) and make the channel matrix sparse,
thereby it allows for low complexity equalization fromO(N3) toO(N(D+1)3). A gaussian
shaped Doppler spectrum has been considered in implementing this algorithm. Further
more, another window has been applied, which results from slight modification on the
Hamming window, in order to make it suitable for different Doppler spread values. Some
iterative detection schemes that depend on hard and soft feedback equalization have been
implemented for equalizing the sparse matrix, and verified by the simulation results.
The thesis introduces and suggests some adaptive techniques for OFDM system for
both, receiver and link adaptation that allow the system to work in a wide range of channel
conditions. A new receiver adaptation scheme for OFDM system based on the long-term
tracking of the channel has been proposed. The scheme adapt the polynomial degree of
the channel approximation method discussed in Chapter 4, aiming at minimizing the bit-
error rate (BER) as a subject to the processing delay. The simulation results showed that
the proposed scheme gives a stable BER performance with an improvement comparing
with the non-adaptive systems, and has less dependency on the Doppler spread variation.
Adaptive GI length for OFDM-based WLAN systems has been proposed in which the
delay spread is estimated using Root-Multiple Signal Classification Root-MUSIC algo-
rithm, and used to adapt the GI length at the transmitter aiming at maximizing the
system throughput with maintaining the BER performance. It has been shown from the
simulation results that a considerable gain in the system throughput has been achieved
without sacrificing the system performance in terms of BER. The results also showed that
for improving the adaptation performance at very low SNR, de-noising algorithms for de-
lay estimation are required. Another link adaptation method has been introduced, which
is adapting the pilot distribution used for channel estimation. The pilot spacing in time
and in frequency directions has been adapted according to the channel state information
(CSI). Doppler spread used for adapting the time pilot spacing is estimated from the
off-diagonals of the channel matrix. In order to guarantee a robust Doppler estimation
process, the pilots are gathered in blocks of three symbols and used for estimating the
channel matrix via linear channel approximation. The spacing between these blocks is
adapted instead of adapting the spacing between the pilots. The delay spread used for
adapting the frequency pilot spacing is estimated using Root-MUSIC algorithm. It has
been shown that the adaptive method increases the total capacity of the system. The gain
in the throughput is clear at static or slowly varying channels. The simulation results has
also shown an improvement in the BER performance without significantly sacrificing the
total throughput of the system. It has also been concluded that the AWGN noise affects
the performance of both delay and Doppler estimation. Therefore, the total throughput
is decreased for low SNR. It can also be concluded that the complexity of the system is
adaptively reduced comparing with that of the conventional pilot distribution patterns,
since for symbols that carry no pilots, estimating the channel is not applied and a saved
channel matrix from the last estimate is used.
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In developing the link adaptive schemes, the feedback channel has been assumed ideal.
However, for real systems, the effects of the feedback channel needs to be investigated,
therefore more research work is required. Further more, in addition to simulation, mea-
surements can be carried out to verify the capability of these schemes in a real time-variant
channels. In addition to estimating Doppler from the off-diagonals of the channel matrix,
a blind estimation of Doppler spread exploiting the padded zeros on the OFDM spectrum
could be of interest in the future work. Finally, an interesting future work is to apply
the algorithms discussed throughout this thesis on the downlink of the emerging 4G LTE
system. Combining these algorithms with the MIMO technology used in LTE could give
new perspectives and improvements to the system performance. In addition to the usual
OFDM disadvantages such as ICI and high PAPR, another new challenge of using the
OFDM in the downlink of the LTE mobile communication systems, is the inter-cellular
interference, which needs to be studied to identify the best frequency, time, and power
allocation schemes.
Appendices
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Appendix A
Deriving The Max-SNIR Window
for DRM System
The windowed frequency domain received signal is written as
Y =
1√
N
C(W)HS+ 1√
N
C(W)V (A.1)
The relationship between the time and frequency domain of the first term at the right
hand side is explained as follows
C(W)HS = FD(w)hx = (FD(w)FH)(FhFH)S = C(W)HS (A.2)
where x is the transmitted time domain signal. With the same concept
‖M{C(W)H}‖2F = ‖M{FD(w)h}‖2F (A.3)
The denominator of equation (4.42) is written as
‖M¯{C(W)H}‖2F + σ2v‖C{W}‖2F (A.4)
The second term of (A.4) can be simplified making use of the energy saving between
frequency and time domains as
σ2v
N
= σ2v
∑
m
|Wm|2 ≡
∑
n
|wn|2 = wHdiag(σ2vI)w (A.5)
Also, the second term is simplified further as follows
‖M¯{C(W)H}‖2F = ‖C(W)H‖2F − ‖M{C(W)H}‖2F (A.6)
So that, the denominator becomes
wHdiag(σ2vI+ hh
H)w− ‖M{FD(w)h}‖2F (A.7)
In order to maximize the SINR, we need to maximize the second term of (A.7) as
wopt = arg max ‖M{FD(w)h}‖2F (A.8)
Rewriting (A.8) in summation form gives
=
1√
N
∑
n,n′
wnw
∗
n′
∑
|d|≤D
e−j
2pi(n−n′)d
N .
L−1∑
l=0
h(n, l)h∗(n′, l) (A.9)
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Finally, by ordering (A.9), we get
= wHAw (A.10)
The matrix A is resulting from element-wise multiplication of two matrices as follows
A = B¯D, (A.11)
where B is given by
[B]k,m =
1
N
sin
(
pi
N
(2D + 1)(m− k)
)
sin
(
pi
N
(m− k)
) , (A.12)
Considering the Gaussian shaped Doppler spectrum of DRM system, D is given by
[D]k,m ≈
(
α2
σ2v + α
2
)
e−pi
2f2D(m−k)2/2. (A.13)
The resulting window can be calculated as follows
wopt =
w˜opt√(
σ2v + α
2
) (A.14)
where σ2v is the noise variance and α
2 is the summation of all the variances of channel
complex taps (α2 =
∑L−1
0 σ
2
l ).
Appendix B
Soft Decision Feedback Equalization
(Turbo Principle)
The prior log-likelihood ratio in case of BPSK can be written as
L(Sk) = ln
P (Sk = +1)
P (Sk = −1) (B.1)
and the posterior
L(Sk|S˜k) = lnP (Sk = +1|S˜k)
P (Sk = −1|S˜k)
(B.2)
By Assuming a gaussian distribution of the transmitted symbols, the probability density
is written as follows
P (S˜k|Sk = r) = ψ((S˜k − µk(r))/σk(r))/σk(r) (B.3)
where r is the value of the transmitted carrier, ψ(n) = e
−n2√
pi
, µk(r) = E{S˜k|Sk = r}, and
σk(r) = Cov(S˜k, S˜k|Sk = r). Making use of (4.51) and (4.52), we can write
µk(r) = FHk ~kr,
σ2k(r) = FHk ~k(1− ~Hk Fk)
The difference between the prior and the posterior log-likelihood ratios is written as
∆L(S˜k) = L(Sk|S˜k)− L(Sk) (B.4)
By the substitution in (B.3) we get
P (S˜k|Sk = r) = 1
σk(r)
e
− (S˜k−µk(r))
2
σ2
k
(r)
=
1√
FHk ~k(1− ~Hk Fk)
e
− (S˜k−F
H
k ~k.r)
2
FH
k
~k(1−~Hk Fk)
It can be shown that
P (S˜k|Sk = +1) = 1√
FHk ~k(1− ~Hk Fk)
e
−S˜2k+2S˜kF
H
k ~k−(F
H
k ~k)
2
FH
k
~k(1−~Hk Fk)
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P (S˜k|Sk = −1) = 1√
FHk ~k(1− ~Hk Fk)
e
−S˜2k−2S˜kF
H
k ~k−(F
H
k ~k)
2
FH
k
~k(1−~Hk Fk)
and then
P (S˜k|Sk = +1)
P (S˜k|Sk = −1)
= e
4S˜k
(1−~H
k
Fk)
finally we get
∆L(S˜k) = ln
P (S˜k|Sk = +1)
P (S˜k|Sk = −1)
= 4
Re(S˜k)
(1− ~Hk Fk)
after calculating the difference, we use it to update the priors as
Lnew(Sk) = L(Sk) + ∆L(S˜k)
we evaluate S¯k,new as follows
S¯k,new =
∑
r
rP (Sk = r|S˜k) (B.5)
In the case of BPSK, equation (B.5) becomes
S¯k,new = (+1) ∗ P (Sk = +1|S˜k) + (−1) ∗ P (Sk = −1|S˜k) (B.6)
The summation of possible probabilities is equal to 1
P (Sk = +1|S˜k) + P (Sk = −1|S˜k) = 1 (B.7)
by inserting (B.7) into (B.6) and using (B.2), we get
P (Sk = +1|S˜k) = e
L(Sk|S˜k)
1 + eL(Sk|S˜k)
P (Sk = −1|S˜k) = 1
1 + eL(Sk|S˜k)
and (B.6) is written as
S¯k,new =
eL(Sk|S˜k)
1 + eL(Sk|S˜k)
− 1
1 + eL(Sk|S˜k)
= tanh(L(Sk|S˜k)/2) (B.8)
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The covariance bk,new can be written as follows
bk,new =
∑
r
(r − E{Sk|S˜k})2P (Sk = r|S˜k) = 1− S¯2k,new. (B.9)
For QPSK modulation scheme that has been used for the simulation, the calculations
described above become for both real and imaginary parts as following
∆L(S˜k) =
4√
2
Re(S˜k)
(1−~Hk Fk)
, 4√
2
Im(S˜k)
(1−~Hk Fk)
S¯k,new =
1√
2
tanh(L(Sk|S˜k)/2) for real and imaginary parts
bk,new =
1
2
− S¯2k,new for real and imaginary parts.
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