The low-tubal-rank tensors have been recently proposed to model real-world multidimensional data. In this paper, we study the low-tubal-rank tensor completion problem, i.e., to recover a third-order tensor by observing a subset of elements selected uniform at random. We propose a fast iterative algorithm, called Tubal-Alt-Min, that is inspired by similar approach for low rank matrix completion. The unknown low-tubal-rank tensor is parameterized as the product of two much smaller tensors with the low-tubal-rank property being automatically incorporated, and Tubal-Alt-Min alternates between estimating those two tensors using tensor least squares minimization. We note that the tensor least squares minimization is different from its counterpart and nontrivial, and this paper gives a routine to carry out this operation. Further, on both synthetic data and real-world video data, evaluation results show that compared with the tensor nuclear norm minimization, the proposed algorithm improves the recovery error by orders of magnitude with smaller running time for higher sampling rates. A vector is a first-order tensor while a matrix is a second-order tensor.
INTRODUCTION
The big data era calls for efficient algorithms to analyze the enormous amount of data generated by highresolution sensors, mobile devices, online merchants, and social networks [1] . Such real-world data/signals * are naturally represented as multidimensional arrays [2] , namely, vectors, matrices, high-order tensors or tensor networks. Signal recovery from partial measurements [3] , exploiting the redundancy property modeled as sparse or low-rank, receives wide attention in various research and engineering communities. We are interested in fast algorithms for the problem of multilinear data completion when the measurement operator being a simple downsampling operation. Exemplar applications include MRI imaging [3] , signal processing [2] , big data analysis with missing entries [4] , data privacy [5] , network engineering [6] [7] [8] [9] , Internet of things [10, 11] , machine learning [12] , computer vision [13, 14] , recommendation systems [15] and system identification [16] .
Such diverse applications motivate/justify the developments of compressive sensing (vector case) [3, 17] , matrix completion and matrix sensing [18, 19] , and higher-order tensor completion [20] [21] [22] . Compressive sensing [3, 17] advocated relaxing the original NP-hard problem to its convex surrogate, i.e., replacing the 0 -norm with 1 -norm. Similarly, researchers introduced nuclear norm [23]/tensor-nuclear norm [24] to approximate the combinatorial rank function for the low-rank matrix/tensor completion problem † . Those two relaxation approaches achieve optimal results with computational sacrifice, mainly because of the time-consuming SVD (singular value decomposition) or tensor-SVD operations [24, 25] .
Alternating minimization based approaches have been recently proposed for matrix completion [26] [27] [28] . The unknown low-rank matrix M ∈ R m×n is factorized into two much smaller matrices X and Y of size m × r and n × r, respectively, i.e., M = XY † , and rank r min(m, n), thus requiring much less computation to optimize. The low-tubal-rank tensor is recently proposed for modeling multilinear real-world data, such as WiFi fingerprints [6] , network data [29] , images [30] , videos [25] , and seismic data [31] . In this paper, we consider alternating based approaches for tensor completion with low-tubal-rank. The main challenge is that the algebraic structure for low-tubal-rank tensor is different and the alternating minimization based steps of matrix completion do not extend in a straightforward fashion.
In this paper, we propose a fast alternating minimization algorithm, Tubal-Alt-Min, for the low-tubal-rank tensor completion problem. A key novelty is solving a least square minimization for tensors, which can be of independent interest. Although non-convex, the proposed alternating minimization based approach can be much faster than its convex counterparts. Further, we evaluate the proposed algorithm on both synthetic data and real-world video data. The performance in terms of recovery error, convergence rates, and running times are compared with the convex relaxation based tensor nuclear norm minimization (TNN-ADMM) [24, 25] . Tubal-Alt-Min improves the recovery error significantly and converges in a much lower number of iterations thus achieving significantly higher convergence rates and lower run times.
NOTATIONS AND PRELIMINARIES
We describe the notations and models, most of them were introduced in [21, 22, 32, 33] while some of them are first introduced as specified. Throughout the paper, we will focus on real values third-order tensors denoted by uppercase calligraphic letter, X ∈ R m×n×k . Lowercase boldface letters x, y ∈ R n denote vectors, and uppercase letters X, Y ∈ R m×n denote matrices.
Let X † denote the transpose of matrix. We use i, j, to index the first, second and third dimension of a tensor, and s, t for temporary indexing. [n] denotes the set {1, 2, ..., n}.
For tensor T ∈ R m×n×k , the (i, j, )-th entry is T (i, j, ), or concisely represented as T ij .
Tubes, fibers and slices of a tensor: A tube (also called a fiber) is a 1-D section defined by fixing all indices but one, while a slice is a 2-D section defined by fixing all but two indices. We use T (:, j, ), T (i, :, ), T (i, j, :) to denote the (i, j)-th mode-1, mode-2, mode-3 tubes, which are vectors, and T (:, :, ), T (:, j, :), T (i, :, :) to denote the frontal, lateral, horizontal slices, which are matrices. For simplicity, sometimes we denote T (i) = T (:, :, i).
Tensor transpose: Tensor transpose, T † is obtained by transposing each of the frontal slices and then reversing the order of transposed frontal slices 2 through k, i.e., for 2 ≤ ≤ k, T † (:, :, ) = T †( ) = (T (:, :, k + 2 − )) † (the transpose of matrix T (:, :, k + 2 − )). For reasons to become clear soon, we define a tensor T , which is obtained by taking the Fourier transform along the third dimension of T , i.e., T (i, j, :) = fft(T (i, j, :)). In MATLAB notation, T = fft(T , [ ], 3) , and one can also compute T from T via T = ifft( T , [ ], 3) .
We now define the linear algebraic model for tensor decomposition that is used in this paper. For two tubes/vectors of the same size, i.e., a, b ∈ R k , let a * b denote the circular convolution between these two vectors, which preserves the size. Using this one can define multiplication between two tensors, that is referred to as the t-product, as stated below.
t-product. The tensor-product C = A * B of A ∈ R n1×n2×k and B ∈ R n2×n3×k is a tensor of size n 1 × n 3 × k,
We now note the following definitions under this construction. Identity tensor. The identity tensor I ∈ R n×n×k is a tensor whose first frontal slice I(:, :, 1) is the n × n identity matrix and all other frontal slices are zero.
Inverse. The inverse of a tensor T ∈ R n×n×k is written as T −1 ∈ R n×n×k and satisfies T −1 * T = T * T −1 = I.
Block diagonal form of third-order tensor. Let A denote the block-diagonal matrix of the tensor A in the Fourier domain, i.e.,
It is easy to verify that the block diagonal matrix of A † is equal to the transpose of the block diagonal matrix of A:
f-diagonal tensor. A tensor is called f-diagonal if each frontal slice of the tensor is a diagonal matrix, i.e., Θ(i, j, ) = 0 for i = j, ∀ .
Using all these definitions and constructs, in [21] the following singular value decomposition, referred to as t-SVD was obtained for dimensionality reduction of third order data.
t-SVD:
For T ∈ R m×n×k , the t-SVD of T is given by T = U * Θ * V † , where U and V are orthogonal tensors of sizes m × m × k and n × n × k, respectively. Θ is a f-diagonal tensor of size m × n × k and the tubes are called the eigentubes of T . This is depicted in Figure 1 . An algorithm for computing the t-SVD is outlines as Algorithm 1.
Tensor tubal-rank. The tensor tubal-rank of a third-order tensor T is the number of non-zero tubes of Θ in the t-SVD, denoted as r.
Suppose T has tubal-rank r, then the reduced t-SVD of T is given by T = U * Θ * V † , where U ∈ R m×r×k and V ∈ R n×r×k satisfying U † * U = I, V † * V = I, and Θ is a f-diagonal tensor of size r × r × k. This reduced version of t-SVD will be used throughout the paper unless otherwise noted.
Best rank-r approximation. Let the t-SVD of T ∈ R m×n×k be T = U * Θ * V † and positive integer r, define T r = r s=1 U(:, s, :) * Θ(s, s, :) * V † (:, s, :), then
Remark: In the proposed framework, the main advantage, in terms of modeling multidimensional data comes from the linear algebraic nature of the construction where the tensors can be seen as linear operators on other tensors. This is in contrast to the classical multilinear algebraic approach [2, 20] where one considers the tensor as a multilinear operator with different notions of rank.
PROBLEM STATEMENT AND PROPOSED ALGORITHM

Problem Statement
In this paper we consider the problem of completing a 3-D tensor under the assumption that the 3-D tensor has low tubal rank, which is defined in the previous section. Specifically, assume that data tensor T ∈ R m×n×k has tubal-rank r min(m, n). By observing a set Ω ⊂ [m] × [n] × [k] of T 's elements, our aim is to recover T . That is, knowing the elements T ij for (i, j, ) ∈ Ω, we want to estimate the elements outside of Ω as accurately as possible.
Let P Ω (·) denote the projection of a tensor onto the observed set Ω, i.e.,
where the (i, j, )-th entry of P Ω (X ) equals to X ij if (i, j, ) ∈ Ω and zero otherwise. Since T is known to be a low-tubal-rank tensor and the estimatedT should be in consistent with T on the set Ω, the low-tubal-rank tensor completion problem is formulated as the following optimization problem:
where X ∈ R m×n×k is the decision variable, and the function rank(·) refers to the tensor tubal-rank. Problem (2) is known to be NP-hard in general and existing works seek to relax the rank function to its convex surrogate, namely, the tensor-nuclear norm [24, 25] . In [24] , it was shown that given a sufficient number of observations (|Ω| = O(max{m, n}kr log mn)), it was proved that tensor-nuclear norm minimization results in exact recovery under random sampling if the tensors satisfy certain tensor incoherency conditions. However, the computational cost of the algorithm in [24] is relatively high due to two key factors: 1) Each iteration requires computation of SVD for large block diagonal matrices, and 2) The iterations are jointly done in both the time domain and frequency domain, thus involving frequent and large number of Fourier and Inverse Fourier transforms. Therefore, in the following section, we will introduce an alternating minimization algorithm, inspired by the alternating minimization approach's empirical and theoretical successes in low-rank matrix completion [26] [27] [28] . X 0 ← Initialize(P Ω (T ), Ω, r), 2:
For = 1 to L 3:
Y ← LS(P Ω (T ) , Ω, X −1 , r), 4:
X ← LS(P Ω (T ) , Ω, Y , r), Output: Pair of tensors (X L , Y L ).
The Alternating Minimization Algorithm for low tubal rank tensor completion
The main idea of the algorithm is very similar to that of the alternating minimization for matrix completion [26] and tries to iteratively estimate two low tubal rank factors X ∈ R m×r×k and Y ∈ R r×n×k , each of tubal rank r, such that T = X * Y.
The key ingredient resulting in good performance is a clever initialization procedure that makes sure that one of the initial factors is close (in spectral norm) to the original tensor. The algorithm is outlined in Algorithm 2 and consists of the following steps.
• Initialization: Alg. 3 describes the procedure for finding a good starting point that can be shown to have a bounded distance from the optimal result. Similar to the alternating minimization for matrix completion, our initialization procedure computes the top-r singular singular slices of P Ω (T ).
• Alternating Least-Squares (LS) update: Alg. 4 describes the least-squares update whose implementation details are subsequently presented in section 3.2.1. 
Implementation of Least Squares Minimization
For simplicity, denote T Ω = P Ω (T ) and let P Ω be the sampling tensor with ones at places where the tensor is sampled and zero otherwise. Then we have T Ω = P Ω T where is the element-wise multiplication of same size arrays. For the (i, j)-th tube, T ij = P Ω ij T ij . According to the Convolution Theorem, we can transform the least squares minimization in Alg. 4 to the following frequency domain version:
where ·⊗ denotes tube-wise circular convolution, and · § denotes front-slice-wise matrix multiplication. The operator · § is introduced to replace the block diagonal matrix in [24, 25] since we need to preserve the three-way data array structure. In the following, we will show how to compute (3) by providing methods to transform (3) into n separate standard least squares minimization problem. In other words, each lateral slice of Y is a standard least squares minimization problem and will be estimated separately. Note that the above problem (3) can be split into n separate subproblems:
Y(:, j, :) = arg min Y(:,j,:)∈R r×1×k || T Ω (:, j, :) − P Ω (:, j, :) · ⊗( X · § Y(:, j, :))|| 2 F ,
where each subproblem corresponds to estimating a lateral slice Y(:, j, :), j ∈ [n]. Similarly, we can estimate X in the following way:
where X T denotes the tube-wise transpose (the transpose of a matrix of vectors). To solve this one performs the following steps. (1, j, :) ); squeeze( T Ω (2, j, :) ); ...; squeeze( T Ω (m, j, :))],
where squeeze( T Ω (i, j, :)) squeezes the i-th tube of the j-th lateral slice of T Ω into vector of size k × 1.
Similarly Y Ω (:, j, :) is transformed into a vector x of size rk × 1: (1, j, :) ); squeeze( Y Ω (2, j, :)); ...; squeeze( Y Ω (m, j, :))]; .
2. X is transformed into a block diagonal matrix A 1 of size mk × rk like so,
X (:, :, 1) X (:, :, 2)
3. The j-th lateral slice P Ω (:, j, :) is transformed into a tensor A 2 of size k × k × m first, and then into a matrix A 3 of size mk × mk A 2 (:, :, ) = circ( P Ω ( , j, :)), ∈ [m], (9) where circ(v) is a square circulant matrix formed from a vector v, where the i-th column is a circularly shifted version of vector v, whose elements are circularly shifted down by amount i. 1, 1, :) ) diag(A 2 (1, 2, :) ) . . . diag(A 2 (1, k, :)) diag(A 2 (2, 1, :)) diag(A 2 (2, 2, :) ) . . . . . . k, 1, :) )
where the operator diag(·) transform a tube into a diagonal matrix by putting the elements in the diagonal.
Therefore, the estimation of the j-th lateral slice is transformed into the following standard least squares minimization problem:x = arg min
Proc. of SPIE Vol. 9848 984809-6 
EVALUATION
Experiment Setup
All evaluations are run in Matlab on a server with Linux operating system. The parameters of the server is: Intel Xeon Processor E5-2650 v3, 2.3GHz clock speed, 2 CPUs with 10 physical cores each, virtually maximum 40 threads, 25 MB cache, and 64 GB memory. We test our alternating minimization algorithm (Tubal-Alt-Min) on both synthetic and real dataset. The synthetic data, generated according to low-tubal-rank tensor model, serves as well-controlled inputs for understanding Tubal-Alt-Min's performance. On the other hand, the real data tests the applicability of our low-tubal-rank tensor model, as compared with other tensor models.
For synthetic data, we compare our Tubal-Alt-Min algorithm with the tensor-nuclear norm minimization method based on Alternating Direction Method of Multipliers (TNN-ADMM) for low-tubal-rank tensors proposed in [25] to compare our non-convex approach with the convex relaxation based approach. We complete a thirdorder tensor of size n 1 × n 2 × k with tubal-rank r from |Ω| observed elements. Three metrics are adopted for comparison -the recovery error, the running time, and the convergence speed.
• For recovery error, we adopt the metric relative square error, defined as RSE= ||T − T || F /||T || F .
• For the running time, varying the tensor size and fixing other parameters, we measure cpu time in seconds.
• For the convergence speed, we measure decreasing rate of the RSE across iterations by linearly fitting the measured RSEs. These depict the convergence rates of the two iterative algorithms.
For real dataset, we choose a basketball video of size 144 × 256 × 40 (source: YouTube, as used in [25] ), with a non-stationary panning camera moving from left to right horizontally following the running players.
Synthetic Data
To demonstrate improved recovery error, we use a low-tubal-rank tensor of size 200 × 200 × 50 and tubal-rank 10 which is generated by a tensor product of two Guassian random tensors of sizes 200 × 10 × 50 and 10 × 200 × 50. We set the maximum iteration number to be 10 for Tubal-Alt-Min, and 500 for TNN-ADMM, respectively. Varying the sampling rate as 5%, 10%, ..., 95% by uniform randomly select entries, we test each sampling rate 5 times and then compute the average recovery error results. For a clear comparison, we draw two plots for sampling rate ≤ 50% and sampling rates 5% ∼ 95%, respectively. Tubal-Alt-Min achieves lower orders of error magnitude for sampling rates higher than 50%, while the RSE does not decrease much for TNN-ADMM. For very low sampling rates (5% ∼ 10%), Tubal-Alt-Min does not perform as good as TNN-ADMM, but the performance of Tubal-Alt-Min is much better at sampling rates of 15% or higher.
We next fix the sampling rate to be 50%, and see the convergence rates of the two algorithms in Fig. 3 . We only use 10 iterations for Tubal-Alt-Min, and TNN-ADMM terminates at the 134-th iteration based on the preset threshold. For a clear comparison, we draw two plots at iteration number 30 and 140 for TNN-ADMM, respectively. Clearly, recovery error for Tubal-Alt-Min decreases much faster than TNN-ADMM depicting much faster convergence rates for the proposed Tubal-Alt-min approach. The convergence rates are found by a linear fitting of the observed RSE (in log form) as a function of iterations in Fig. 4 . For Tubal-Alt-Min, the fitted function is y = −0.4423x+0.339. For TNN-ADMM, the fitted function is y = −0.0322x−0.1618. Thus, the slope of Tubal-Alt-Min is a multiple of 14 more than TNN-ADMM demonstrating significantly better convergence rate. 
Real Data
We compare Tubal-Alt-Min and TNN-ADMM in terms of the recovery error for a real video data set in Fig.  6 . For a clear comparison, we draw two plots for sampling rate ≤ 50% and sampling rates 5% ∼ 95%, respectively. Tubal-Alt-Min achieves much lower orders of error magnitude for sampling rates higher than 35%. This demonstrates the performance of the algorithms when the data is not exactly low-tubal-rank thus showing that Tubal-Alt-Min is robust with respect to noise.
CONCLUSION AND FUTURE WORK
This paper proposes a fast iterative algorithm, called Tubal-Alt-Min, that is based on the alternating minimization approach for low-tubal rank tensor completion. The unknown low-tubal-rank tensor is parameterized as the product of two much smaller tensors with the low-tubal-rank property being automatically incorporated, and Tubal-Alt-Min alternates between estimating those two tensors using tensor least squares minimization. The performance of the proposed algorithm is demonstrated for both synthetic and real-world data. As part of future work, we will derive theoretical performance guarantees on the success of the proposed algorithm under the tensor incoherency conditions as derived in [24] . We will also compare the performance of the proposed algorithm with other tensor factorization approaches.
