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Abstract
This thesis deals with numerical solutions to partial differential equations (PDEs) and
their application in image processing, particularly image deblurring. The PDEs we
deal with arise from the minimisation of variational models for techniques for image
restoration from a single image (such as denoising [29, 56, 169, 180], deblurring [149,
9, 44, 94, 119, 178, 54, 176, 212] or inpainting [6, 16, 25, 52]) or reconstruction from
several images (such as focus fusion [80, 128, 159] and many techniques aimed at super-
resolution [107, 130, 146]) as well as the identification of objects (such as global and
selective segmentation [53, 89, 162, 163]) and other tasks such as the restoration of an
image from a limited selection of points to facilitate image compression [101, 158, 175].
The aim of image denoising is to remove noise corruption from an image and restore the
true image, while the aim of image segmentation is to distinguish the foreground from
the background of an image or to select a particular feature in an image automatically.
Image deblurring, or deconvolution, aims to restore an image which has been corrupted
by blur and noise which remains a particular problem in many areas including remote
sensing, medical imaging, and consumer photography.
Deblurring tasks can be categorised into 3 types, all of which remain challenging
subjects. Non-blind deblurring [15, 18, 152, 207] assumes that we know and can model
the cause or degradation of the image precisely. The aim is then to recover the hid-
den true image using the knowledge of the blur function which is not a trivial task,
particularly in the presence of strong blur, limited boundary information and noise.
In contrast, blind image deconvolution (BID) [54, 31, 117, 61, 209] is the technique of
recovering an image from blur degradation with no assumptions about the blur func-
tion. Such techniques commonly involve attempting to minimise a BID functional in
order to recover both the true image and blur function simultaneously. Others involve
attempting to use multiple images or image statistics in order to gain some knowledge
of the blur function before deblurring the image. Semi-blind deblurring [123, 11, 2, 211]
involves recovering an image from blur degradation making some assumptions about
the blur function. For example, we might be able to make the assumption from ob-
servation that an image has been corrupted by motion blur. The task then would be
to estimate the orientation and strength of the blur while recovering the image. Such
techniques are often regarded as blind since crucial information is still not known. For
example, the above problem might be called blind motion deblurring.
vii
While there has been much research in the restoration of images, the performance
of such methods remains poor particularly when the level of noise or blur is high. Many
techniques also suffer from slow implementation. Identification, whether automatic or
visual, of the blurring function can also prove a challenging task. While it is sometimes
but not always possible to identify the type of blur function (for example Gaussian or
motion blur) there still remains the challenge of identifying the level or amount of blur.
It is also often the case that several types of blur are present and that the image cannot
be recovered by the assumption that the true image has been globally corrupted by a
single blur function.
The aim of this thesis is to develop fast image restoration methods which provide
better quality deblurring and give fast and robust results in the blind, non-blind and
semi-blind cases. We develop new models to achieve this aim and present experimental
results demonstrating their effectiveness.
We begin with a review of some preliminary mathematics in Chapter 2 which may
be useful during the reading of this thesis. We then present some existing work in
Chapter 3 which is relevant to the work presented in later chapters. We next present
the application of some of the ideas introduced in Chapter 3 with some refinements
before moving onto the main work of this thesis in Chapters 5–8 which deals with
the implicit application of optimisation constraints to improve non-blind and blind
deconvolution. We also consider convex relaxation, obtaining improved solution speeds,
improving deblurring approximations by separating noise and formulating parametric
approximations of piece-wise constant functions. Finally, we present an application of
this work to the segmentation of blurred images.
viii
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Chapter 1
Introduction
This thesis is about developing mathematical models for image restoration, particularly
in image deblurring.
In this chapter, we present an introduction to deblurring as an image processing
technique in §1.1 along with a brief overview of how the problem of blur degradation
can be modelled and the different classes of image deblurring problems encountered.
We also present in §1.2 an outline of the chapters of this thesis.
1.1 Introduction to Image Deblurring
Image processing incorporates many problems such as image reconstruction which
includes removing image noise from a given image by denoising [26, 28, 56, 169],
the task of reconstructing an image from a given blurred image known as deblurring
[54, 123, 177, 104, 2, 208, 210] and reconstructing a missing or damaged portion of
an image (inpainting) [6, 16, 25, 52]. Other important image processing techniques
include emphasising the boundaries of an image by different filters or segmenting an
image into subregions [8, 12, 53, 69, 162] and registration which attempts to align two
images based on some measure of similarity [171, 139, 140, 106, 110, 189, 77] as well as
others [107, 130, 146, 73, 217, 80, 128, 159, 101, 158, 175].
A significant problem in image processing is image deblurring or deconvolution. This
is the process of restoring a hidden true image from a given blurred image enabling
edges to be sharper, hidden features to be revealed and details to be clearly visible. In
this section we introduce the issue of blur in images and the task of restoring an image
from blur degradation.
1.1.1 The Problem of Blur Degradation of Images
Blurring of images occurs in many fields such as astronomical imaging, remote sens-
ing, microscopy and medical imaging such as Colour Fundus Angiography for retinal
imaging, which is our main interest.
Despite many technological advances in retinal imaging, blurring remains a major
cause for image quality degradation in clinical settings where accurate scans are diffi-
1
cult to obtain yet vital for diagnosis and screening as well as further processing such
as registration. It is particularly important to get as much information as possible of
retinal vessels and other structures for treatment and management as well as for grad-
ing. Some examples of retinal scans which vary in quality from excellent to inadequate
are shown in Figure 1.1.
Excellent Good Fair Inadequate
Figure 1.1: Examples of Colour Fundus images of varying quality from excellent where
blood vessels and other details can clearly be seen to inadequate where most of the
detail is not visible. Such inadequate images cannot be used for diagnosis or screening.
Blurring in retinal images leads to a substantial number of unnecessary referrals
and in turn a waste of valuable hospital resource. In a current programme which sees
three million diabetic patients undergo annual photographic screening, approximately
10% of the images acquired (by high-resolution digital cameras) are considered to be
too blurred for assessment and so ungradeable due to inadequate clarity or poor field
definition. This proportion of inadequate scans is typical of retinal imaging and may
result in further referrals or even misdiagnosis. Such visually ungradeable images are
more likely to come from patients who have reached an advanced stage of Retinopathy.
Blurring of images is due to many factors such as motion of the camera or the tar-
get scene, defocusing of the lens system, imperfections in the electronic, photographic,
transmission medium, and obstructions. In retinal imaging, there are many contribut-
ing factors influencing the quality of the received scan including patient-related factors
such as eye movement and the age of the patient. Those who are particularly young or
old find it difficult to keep the eye still during the process, making it difficult to obtain
an adequate scan. Advanced ocular diseases and other coexisting conditions such as
Parkinson’s disease also make it difficult for light to pass through the eye and can cause
blur. Refractive error, difficulty maintaining careful focus and the skill and experience
of the photographer are also contributing factors.
1.1.2 Modelling the Blurring Process
An observed blurred image can be written as a convolution of the true image with a
linear shift-invariant (lsi) blur, known as the point spread function (psf) or unknown
kernel function κ(x, y) [117].
In order to model the blurring of an image u(x, y), we discretise the image function
over an nx × ny pixel mesh. Letting z(x, y) denote the received (corrupted) image,
κ(x, y) denote the blur function, η(x, y) denote noise which is introduced during the
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collection of data and u(x, y) denote the hidden true image which we wish to recover,
we model the blurred image z(x, y) as
z(x, y) = [κ ∗ u](x, y) + η(x, y)
where ∗ denotes the operation of convolution which is given by
[κ ∗ u](x, y) =
∫ ∞
−∞
∫ ∞
−∞
κ(x− x′, y − y′)u(x′, y′) dx′ dy′
for the convolution of the kernel κ(x, y) and the true image u(x, y). See Figure 1.2 for
an example of forming a blurred and noisy image from a sharp, clean image.
(a) True Image u(x) (b) Blur Function κ(x) (c) Noise Function η(x) (d) Blurred Image z(x)
Figure 1.2: Illustration of the blurring process. From left to right we have (a) the true
image u(x), (b) the blur function κ(x), (c) the additive noise acquired η(x), and (d)
the received image z(x) = [κ ∗ u](x) + η(x).
1.1.3 Restoring Images from Blur Degradation
Attempting to recover the lost true image u(x, y) typically leads to solving the large
system
Au = b where b = K⊤z, A = K⊤K + αL,
where K is an ill-conditioned (typically full) matrix, z is the received corrupted data,
L is a sparse regularisation matrix which may or may not be symmetric, and α is scalar
quantity known as the regularisation parameter, usually small and positive, which is
used to control the amount of regularisation.
There are three main deconvolution problems:
1. Deconvolution in the case of known blur, known as non-blind deconvolution, has
been investigated widely in the last few decades giving rise to a variety of solutions
[119, 178, 11, 207, 13, 94, 104, 193]. In this case, the point spread function is
assumed known even though this information is not available in most of the real
applications. The challenge is to recover the true image.
2. Semi-blind deblurring involves problems for which some important information
about the blur kernel is assumed or known [11, 14, 58, 144]. For example, the
blur function may be assumed to belong to a class of parametric functions, such
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as a Gaussian function. The task then is to recover the image and estimate the
correct parameters which identify the blur.
3. Blind image deconvolution includes the cases where both the blur kernel and the
image are unknown [216, 117, 118, 54, 55, 141, 2, 31, 64, 78, 103, 126]. In these
cases, the problem becomes harder and much more challenging since both the blur
function and true image must be found, but it has much greater applicability to
real-world problems.
Each of the above types of deblurring problem is important in many scientific appli-
cations such as astronomical imaging, medical imaging, and remote sensing as well as
consumer photography.
1.2 Thesis Outline
The remaining chapters of this thesis are organised as follows.
Chapter 2 - Mathematical Preliminaries
In this chapter, we present some mathematical tools which will be used throughout this
thesis which the reader may wish to review while reading subsequent chapters. A brief
review will be given with definitions, theorems and examples of some important relevant
mathematical topics including linear spaces, variations of a functional, bounded space
of variation, inverse problems and image representation. The discretisation of partial
differential equations using finite differences and iterative solutions of linear and non-
linear equations are also presented. An overview of some relevant numerical methods
such as Newton’s method and the Steepest Descent method will be given as well as
some fast solver algorithms including Conjugate Gradient.
Chapter 3 - Review of Variational Models for Image Reconstruction
In this chapter, we present a brief revision of some variational models for image restora-
tion and reconstruction techniques. We begin with an introduction to noise corruption
in images and denoising techniques using filters such as the total variation (tv) regu-
larisation functional based on the Rudin-Osher-Fatemi (ROF) denoising model, intro-
ducing some its properties and covering the benefits and drawbacks before discussing
alternative forms of regularisation. We then introduce the problem of blur corruption
in images in more detail and introduce some deconvolution techniques in the non-blind,
semi-blind and blind cases. We also present some work in image segmentation which
may be useful when reading Chapter 8.
Chapter 4 - Application to Blurred Images and some Refinements
In this chapter, we present the application of some of the image deblurring models
presented in Chapter 3. We derive the Euler-Lagrange equations which may be solved
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to minimise the functional and discuss the methods of solving such equations accu-
rately and efficiently. We then present some refinements to these models. We consider
an enhancement of such models achieved by varying the boundary conditions in the
cases of blind and non-blind deconvolution and a fixed-point method for solving the
resulting system quickly, presenting experimental results. We next present a method
for obtaining a fast solution to the deblurring problem by variable splitting, separating
a dense and non-linear system into two systems which may each be solved efficiently.
Finally, we present a method which aims to improve blur function estimation in the
case of blind deblurring by imposing filtering on the kernel function and considering
methods of regularisation depending on assumption of the blur type.
Chapter 5 - A New Constrained Deblurring Model
In this chapter we consider techniques for preserving non-negativity and in particular
the intensity range in image deblurring and discuss the introduction of non-negativity
constraints both explicitly and implicitly. Beginning with a constrained model, we
develop an unconstrained model which is able to successfully preserve the range of
intensity values of an image when it is reconstructed from a corrupt image using known
information about the blurring function. We consider alternative regularisation and
two forms of the constrained model given by linearisation and by alternate direction
methods. We then discuss convexity of the model, introducing a convex variant of the
functional. Numerical evidence showing the quality of reconstruction is presented.
Chapter 6 - A Robust Model for Constrained Blind Image Deblurring
In this chapter, we review some methods for solving the constrained blind deconvo-
lution problem and the issues of imposing such artificial constraints and of relaxing
them. By imposing such constraints, we may not minimise the given function, but
by not imposing the non-negativity constraint or the upper-value constraint, we risk
converging towards a false solution. We present an adaptation of the implicitly con-
strained deblurring model for use when identifying the cause of the blur corruption. In
this case, we assume that the blur function satisfies a non-negativity constraint. We
present a model to impose this constraint implicitly and a strategy for dealing with
the non-linearity and recovering the image and blurring kernel simultaneously. We
next present a modification of this method which is able to obtain a fast result and
incorporates alternative regularisation for smooth blur functions. Finally, we present
experimental results demonstrating the effectiveness of this work.
Chapter 7 - Semi-Blind Deblurring with Parametric Kernel Identification
In this chapter, we introduce the idea of parametric deblurring and give a brief review
of current models which aim to restore an image which has been corrupted by blur
given the assumption that the blur is of a particular type, such as Gaussian or out of
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focus. We present a parametric deblurring model for images corrupted by Gaussian
blur which may be modelled using a well-known formulation. We next present three
enhancements to this model by implicitly constraining the range of the image intensity
values, considering regularisation of the blur function and separation of the image
noise in the energy functional. We then present formulations for alternative blur types
(out of focus, linear motion and box blurs) which are able to well approximate these
piecewise-constant blur functions. These formulations are continuous but give a very
close approximation to the blur kernels such that the difference error, particularly after
discretisation, is extremely small. We thus present models which incorporate the new
formulation of these blur functions in the functional with experimental results.
Chapter 8 - Simultaneous Reconstruction and Segmentation of Blurred Im-
ages
In this chapter, we introduce an application of image deblurring to a method for seg-
menting blurred images. We present a review of some existing work in this area and
a model for segmenting images which have been corrupted by blur and Poisson noise
in a two-stage framework which involves first approximating the sharp image and then
applying a segmentation technique to the result which aims to find the global minimum
of the segmentation problem, which is typically non-convex. We then introduce a new
joint model which aims to simultaneously segment the image as it is restored from blur
degradation, followed by an accelerated model which uses alternate direction methods
to connect the problems of segmentation and deblurring in order to form a joint energy
functional. We present some relevant measures of error, including four novel measures
and experimental results which demonstrate the effectiveness of this work.
Chapter 9 - Conclusions and Future Research
In the final chapter we present conclusions of the work presented in this thesis and
propose possible future research directions arising from the work presented in this
thesis.
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Chapter 2
Mathematical Preliminaries
In this chapter, we present some mathematical theory which may be useful to the reader
throughout this thesis. We begin with an introduction to normed linear spaces with
some useful examples and present some relevant theory about calculus of variation.
Next, we discuss inverse problems and regularisation before moving on to image repre-
sentation and discretisation, finishing with an introduction to some iterative methods
for solving partial differential equations.
2.1 Normed Linear Spaces
In order to extend working on the real line R to n-dimensional Euclidean space Rn, we
require some structure. This leads to the class of normed linear spaces.
We first introduce some relevant notation and definitions which will be useful
throughout this thesis and which may found in literature relating to advanced calculus
and linear algebra.
We represent the elements x ∈ Rn of the n-dimensional Euclidean space by n-tuples
(x1, . . . , xn), called vectors or points in R
n which for brevity we will usually denote with
a bold character, such as
x = (x1, . . . , xn) ∈ Rn. (2.1)
The structures of the inner product or dot product of two vectors x,y ∈ Rn is
defined as
x · y = 〈x,y〉 = x1y1 + · · ·+ xnyn, (2.2)
and the length of a vector as
‖x‖ = √x · x =
√
x21 + · · ·+ x2n, (2.3)
also known as Euclidean norm or magnitude. More generally, a norm is a function
which maps each non-zero vector of a vector space to a strictly positive real number,
satisfying certain properties. More formally, the concept of a norm can be generalised
with the following definition.
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Definition 2.1.1 (Norm). Let N : L ⊆ Rn → R be a real valued function. Then N
is called a norm on L if it satisfies the following properties for all x,y ∈ L:
• N(x) = 0 ⇒ x = 0,
• Absolute homogeneity: N(αx) = |α|N(x) ∀α ∈ R,
• Triangle inequality: N(x+ y) ≤ N(x) +N(y).
The norm of a vector x is commonly represented by ‖x‖.
Remark 2.1.2 By the absolute homogeneity axiom, we have N(−x) = N(x) so that
by the triangle inequality, we have positivity, i.e. N(x) ≥ 0.
Remark 2.1.3 The definition of a seminorm is the same as that of a norm but without
the first axiom.
Some examples of functions which are norms are given below.
Example 2.1.4 (p-norm). Let x ∈ Rn, then for any p ∈ R≥1 we define the p-norm
of x as
‖x‖p =
(
n∑
i=1
|xi|p
)1/p
. (2.4)
Note that the Euclidean norm given above in Equation (2.3) can be achieved by setting
p = 2 in (2.4).
Example 2.1.5 (Lp-norm). Let f be a function defined on a domain Ω and 1 ≤ p ≤
∞. We define the Lp-norm of f on Ω as
‖f(x)‖p =
(∫
Ω
|f(x)|p dx
)1/p
. (2.5)
Note that since f may have arbitrarily many components, this is a generalisation of
Example 2.1.4.
Example 2.1.6 (L∞-norm). The special case of the Lp-norm from Example 2.1.5
where p =∞ is defined as
‖f(x)‖∞ = sup
x
|f(x)|. (2.6)
We may now define the concepts of linear spaces and in particular normed linear
linear spaces.
Definition 2.1.7 (Linear space). Let L = (P,K, I) be an incidence structure. That
is, a triple where P is a set of points, L is a set of lines and I ⊆ P ×K is an incidence
relation such that if (p, l) ∈ I then we consider the point p to lie on the line l. Then L
is a linear space if
• Two points are incident with exactly one line. That is, if p1, p2 ∈ P and l1, l2 ∈ K
are distinct points and lines such that
{(p1, l1), (p2, l1), (p1, l2), (p2, l2)} ⊆ I
then l1 = l2.
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• Each line is incident with at least two points. That is, for all l ∈ K there exist
distinct p1, p2 ∈ P such that (p1, l) ∈ I and (p2, l) ∈ I.
Definition 2.1.8 (Normed linear space). A normed linear space is a pair (L,N)
where L is a linear space and N is a norm defined on L.
Definition 2.1.9 (Cauchy sequence). Let {xi} be a sequence in the space L. We
say that this is a Cauchy sequence if for every ε ∈ R>0 there exists M ∈ Z+ such that
for every natural number m,n > M , we have ‖xm − xn‖ < ε.
Definition 2.1.10 (Banach space). A normed linear space L is called a Banach
Space if it is complete. That is, if every Cauchy sequence in L converges to an element
in L.
Remark 2.1.11 For an example of a Banach space, we may take any Hilbert space,
defined as an inner product space which is also a metric space with respect to the distance
function induced by the inner product. Euclidean space is an example of a Hilbert space.
2.1.1 Convex Functions
Here, we introduce the idea of convex functions and present some examples.
Definition 2.1.12 (Linear transformation). A function T : L → M is called a
linear transformation if, for any x,y ∈ L and any α ∈ R, we have
1. T (x+ y) = T (x) + T (y),
2. T (αx) = αT (x).
Definition 2.1.13 (Convex function). Let S be a convex subset of an n-dimensional
vector space V , that is for any r > 1 vectors x1, . . . ,xr ∈ S and any λ1, . . . , λr ∈ R≥0
such that λ1 + . . .+ λr = 1 we have λ1x1 + . . .+ λrxr ∈ S. Then a function f defined
on S is called convex if for all xi,xj ∈ S and α ∈ (0, 1) we have
f(αxi + (1− α)xj) ≤ αf(xi) + (1− α)f(xj). (2.7)
f is called strictly convex if the inequality is strict for xi 6= xj.
Remark 2.1.14 There are several operations which preserve convexity:
• Weighted sums: Let f and g be convex functions on Rn. Then the linear combi-
nation h = αf + βg is also convex for α, β ≥ 0.
• Affine substitutions of the argument: Let f be a convex function on Rn and P :
R
m → Rn be an affine mapping given by P(x) = Ax + b. Then f(P(x)) is also
convex.
• Pointwise sup: Let fα define a family of convex functions on Rn. Then the upper
bound supα fα is convex.
In all cases, the statement holds if the resulting function is finite at least at one point.
Theorem 2.1.15 Let A = (a, b) be an interval on R. Then
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1. A function f which is differentiable everywhere on A is convex on A if and only
if its derivative is monotonically non-decreasing on A.
2. A function f which is twice differentiable everywhere on A is convex on A if and
only if its second derivative is non-negative on A.
Example 2.1.16 Let u : Ω ⊆ R2 → R and define the total variation TV (u) of u as
TV (u) =
∫
Ω
|∇u|.1
We show that the total variation is a convex function as follows. Let u1 6= u2 be two
functions. Then
TV (αu1 + (1− α)u2) =
∫
Ω
|∇(αu1 + (1− α)u2)| =
∫
Ω
|α∇u1 + (1− α)∇u2|
≤ α
∫
Ω
|∇u1|+ (1− α)
∫
Ω
|∇u2| = αTV (u1) + (1− α)TV (u2).
Example 2.1.17 The square of the L2-norm of a function u : Ω ⊆ R→ R given by
‖u‖22 =
∫
Ω
|u|2 dx
is convex. We show this as follows. Introducing a function φ and parameter ε, we can
calculate the second derivative of a function F (u) by making the substitution v = u+εφ
and finding the second derivative with respect to ε as follows:
d2F (v)
dε2
=
d
dε
(
dF (v)
dv
dv
dε
)
=
d
dε
(
dF (v)
dv
φ
)
=
d2F (v)
dv2
dv
dε
φ =
d2F (v)
dv2
φ2.
Applying this idea to the L2-norm, we have
d2
dε2
‖u+ εφ‖22 =
∫
Ω
d2
dε2
(u+ εφ)2 dx =
∫
Ω
d
dε
2(u+ εφ)φ dx = 2
∫
Ω
φ2 dx
and so the second derivative is non-negative. Then by Theorem 2.1.15, the square of
the L2-norm of the function u is convex.
Note also that by Remark 2.1.14, the square of the L2-norm of a linear combination
of functions given by
‖u+ λv‖22 =
∫
Ω
|u+ λv|2 dx
is also convex for functions u, v : Ω ⊆ R→ R and λ ∈ R.
2.1.2 Differentiable Functions
We would now like to generalise the idea of a derivative of a real-valued function of a
single variable to the case of a vector valued function of multiple variables. The Fre´chet
derivative generalises this idea to functions on Banach spaces.
1Note that the total variation
∫
Ω
|∇u(x)| is commonly written as ∫
Ω
|∇u(x)| dx in the literature.
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Definition 2.1.18 (Fre´chet derivative). Let f : U → W be a function defined on
an open subset U ⊆ L of a Banach space L, taking values in a second Banach space W .
Then we say that f is Fre´chet differentiable at x ∈ U if there exists a bounded linear
operator Tx : L→W such that
lim
h→0
‖f(x+ h)− f(x)− Tx(h)‖W
‖h‖L = 0.
We then call f ′(x) = Tx the Fre´chet derivative of f at x.
In contrast, the Gaˆteau derivative generalises the idea of the directional derivative.
Definition 2.1.19 (Gaˆteux derivative). Let f be a function defined on an open
subset U ⊆ L of a Banach space L, taking values in a second Banach space W . Then
we say that f : U → W is Gaˆteau differentiable at x ∈ U if the two-sided directional
derivative f ′(x0;v) exists for each v ∈ L; that is, if there exists g : V →W such that
g(v) = lim
ε→0
f(x+ εv)− f(x)
ε
. (2.8)
Remark 2.1.20 Note that if the Fre´chet derivative of f exists at x, then f is Gaˆteaux
differentiable at x and the two derivatives coincide but the opposite does not hold.
2.2 Calculus of Variations
We now introduce the basic theory which we require in order to derive the first variation
or Euler-Lagrange equation of a functional. The reader may wish to consult sources
such as [81, 83, 84] for more information.
We begin by introducing the first variation of a functional and a necessary condition
to be satisfied by a minimiser of a variational integral. We then present the Divergence
theorem, leading to integration by parts and some relevant examples of finding the first
variation of a functional.
2.2.1 Variation of a Functional
Let
J [u] =
∫
Ω
F (x, u(x),∇u(x)) dx (2.9)
be a functional which is defined on some normed linear space and dependent on an
independent variable x = (x1, x2, . . . , xn), an unknown function u(x), and its gradient
given by ∇u(x) = (u(x)x1 , u(x)x2 , . . . , u(x)xn). Here dx is the n-differential element
defined as dx = dx1 dx2 · · · dxn.
The most important necessary condition to be satisfied by any minimiser of a vari-
ational integral like J(u) is the vanishing of its first variation δJ defined as
δJ(u) =
d
dε
J(u+ εϕ)
∣∣∣∣
ε=0
. (2.10)
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This is, if u is a minimiser of J(u) with respect to variations δu = ϕ which do
not change boundary values of u, then (2.10) must be satisfied for all ϕ with compact
support2 in Ω. Then for some u0 ∈ Ω, we call δJ(u0) the first variation of J at u0 in
the direction of ϕ.
To compute the first variation of variational integrals like (2.9) on the direction of
a function ϕ(x) with compact support in Ω, we define the following transformation:
u∗(x) = u(x) + εϕ(x) +O(ε2), (2.11)
where ε→ 0 and ‖ϕ‖ → 0. Then the variation δJ of the functional (2.9) corresponding
to the above transformation is defined as the linear part in ε of the difference J [u∗]−J [u].
Using Taylor’s theorem, it is possible to show (see for example [81]) that
J [u∗]− J [u] = ε
∫
Ω
(
Fu +
n∑
i=1
Fuxiϕxi
)
dx+O(ε2). (2.12)
It follows then that the variation of the functional (2.9) is given by
δJ =
∫
Ω
(
Fu +
n∑
i=1
Fuxiϕxi
)
dx. (2.13)
2.2.2 The Divergence Theorem and Integration by Parts
Consider an open and bounded subset Ω ⊂ Rn with piece-wise smooth boundary ∂Ω.
Suppose a scalar function u(x) is continuously differentiable on Ω¯. Then∫
Ω
uxi dx =
∫
∂Ω
u(x)νi ds (2.14)
is satisfied for i = 1, . . . , n with ν = (ν1, ν2, . . . , νn) the outward unit normal of ∂Ω.
Using this result and simple additivity, it is simple to show that for a given vector field
F = F (x) the following is true∫
Ω
(∇ · F ) dx =
∫
∂Ω
F · ν ds. (2.15)
The latter is the most common way to present the divergence theorem.
An immediate consequence of the divergence theorem is the integration by parts
formula. This is, for i = 1, . . . , n and for two continuously differentiable functions u(x)
and v(x) in Ω¯ ∫
Ω
uxiv(x) dx = −
∫
Ω
u(x)vxi dx+
∫
∂Ω
u(x)v(x)νi ds. (2.16)
Additionally, by applying (2.15) to the product of a scalar function g and a vector
2The support of a function is the set of points where this function is not zero. Functions with
compact support in a space X are those for which their support is a compact subset of X.
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field F , we obtain the vectorial representation∫
Ω
(F · ∇g + g∇ · F ) dx =
∫
∂Ω
gF · ν ds. (2.17)
In order to finalise this short section, we present an example of how to compute the
first variation of a functional of our interest.
Example 2.2.1 Consider the problem of finding the first variation of the functional
F (u) =
∫
Ω
|∇u|
defined on a domain Ω ⊂ R2. To this end, we introduce the small variation εϕ composed
of the parameter ε → 0 and the continuously differentiable function ϕ with compact
support in Ω. Then we compute
d
dε
F (u+ εϕ)
∣∣∣∣
ε=0
=
d
dε
∫
Ω
|∇(u+ εϕ)|
∣∣∣∣
ε=0
=
∫
Ω
∇(u+ εϕ)
|∇(u+ εϕ)| · ∇ϕ
∣∣∣∣
ε=0
=
∫
Ω
∇u
|∇u| · ∇ϕ. (2.18)
We can now use integration by parts on (2.18), obtaining∫
Ω
∇u
|∇u| · ∇ϕ = −
∫
Ω
∇ ·
( ∇u
|∇u|
)
ϕ+
∫
∂Ω
ν · ∇u ds (2.19)
where ∂Ω is the boundary of Ω, ν is the unit outward normal vector to ∂Ω and ds is
the length element of integration. If we further require
d
dε
F (u+ εϕ)
∣∣∣∣
ε=0
= 0,
then the following partial differential equation known as the Euler-Lagrange equation
must be satisfied:
∇ ·
( ∇u
|∇u|
)
= 0 in Ω (2.20)
with Neumann boundary condition ν · ∇u = 0 on ∂Ω.
2.3 Functions of Bounded Variation
In this section, we define the space of functions of bounded variation and present some
examples of such functions.
Let Ω be a bounded open subset of Rn and let u ∈ L1(Ω). Define∫
Ω
|Du| = sup
{∫
Ω
u divϕ dx : ϕ = (ϕ1, ϕ2, . . . , ϕn) ∈ C10(Ω;Rn)n
and |ϕ(x)|L∞(Ω) ≤ 1 for x ∈ Ω
}
, (2.21)
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Figure 2.1: On the left, three bounded variation functions with the same total variation.
On the right, a function of no bounded variation.
where
divϕ =
n∑
i=1
∂ϕi
∂xi
(x),
dx is the Lebesgue measure3 and C10(Ω)n is the space of continuously differentiable
functions with compact support in Ω. Notice that all the components of ϕ have L∞(Ω)-
norm less than 1.
A particular and interesting case is when u ∈ C1(Ω), then integration by parts gives
∫
Ω
u divϕ dx = −
∫
Ω
n∑
i=1
∂u
∂xi
ϕi dx (2.22)
for every u ∈ C10 (Ω;Rn), so that ∫
Ω
|Du| =
∫
Ω
|∇u|. (2.23)
Definition 2.3.1 (Function of bounded variation). A function u ∈ L1(Ω) is said
to have bounded variation in Ω if
∫
Ω |Du| <∞.
Definition 2.3.2 We define BV (Ω) as the space of all functions in L1(Ω) with bounded
variation.
Example 2.3.3 To better understanding bounded variation functions let us briefly
analyse some illustrative examples. The following functions f1(x), f2(x) and f3(x) de-
fined below, all belong to BV (Ω) with, in this case Ω = {x ∈ [0, π/4]}:
f1(x) = sin(2x), (2.24)
3In Euclidean spaces, the standard way to assign a measure (length, area or volume) to a given
subset is through the Lebesgue measure. Hence, sets with finite Lebesgue measure are called Lebesgue
measurables. In real analysis, this measure is used to define Lebesgue integration.
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f2(x) =

1/5 for 0 ≤ x < π/20
2/5 for π/8 ≤ x < π/10
3/5 for π/4 ≤ x < 3π/20
4/5 for π/4 ≤ x < π/5
1 for 3π/8 ≤ x ≤ π/4
, (2.25)
f3(x) =
4x
π
. (2.26)
What’s more, it is not difficult to see, either via direct computation or by just looking
at Figure 2.1, that all of the above functions have the same total variation equal to one.
However, only f1(x) and f3(x) are continuous and differentiable functions on Ω.
Example 2.3.4 Now consider the function f4(x) defined as
f4(x) =
{
0 for x = 0
x2 sin(1/x) for 0 < x ≤ a with a > 0. (2.27)
Here, Ω = {x ∈ [0, a]} for any a > 0. This function is plotted on the right-hand-side
in Figure 2.1. We see that as x→ 0 the frequency of the oscillations of f4(x) increases,
then the more x approaches zero the more variations need to be added and the value of
the integral (2.23) increases. Therefore, this function has infinite total variation and
does not belong to BV (Ω). Notice however that f4(x) does have bounded variation on
[a, b] for any a > 0.
Remark 2.3.5 Under the norm
‖u‖BV = ‖u‖L1 +
∫
Ω
|Du|, (2.28)
BV (Ω) is a Banach space.
2.4 The Coarea Formula
In this section, we introduce the coarea formula which is very useful for analysis with
functions of bounded variation. The coarea function provides a connection between the
total variation of a function and the perimeter of its level sets.
Definition 2.4.1 (Borel set). Let X be a topological space and E ⊂ X. We say
that E is a Borel set if it can be formed from open sets with a countable number of
operations using unions, intersections and the relative complement [170, 20].
Definition 2.4.2 (Perimeter). Let E be a Borel set and Ω an open set in Rn. We
define the perimeter of E in Ω as
P (E,Ω) =
∫
Ω
|DχE | = sup
{∫
E
divϕ dx : ϕ ∈ C10 (Ω;Rn) and |ϕ(x)| ≤ 1
}
, (2.29)
where
χE =
{
1 if x ∈ E
0 if x ∈ Ω\E (2.30)
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is the indicator function of E.
Definition 2.4.3 (Coarea formula). Let u = u(x) and f = f(x) be two scalar
functions defined on Rn. Assume that u is Lipschitz continuous and that for almost
every λ ∈ R, the level set L = {x ∈ Rn : u(x) = λ} is a smooth (n − 1)-dimensional
hypersurface in Rn. Suppose also that f is continuous and integrable. Then∫
Rn
|∇u|f dx =
∫ +∞
−∞
(∫
L
f ds
)
dλ. (2.31)
For the particular case when f = 1 and the region of integration is a subset Ω ⊂ Rn
we have ∫
Ω
|∇u| dx =
∫ +∞
−∞
(∫
L
ds
)
dλ =
∫ +∞
−∞
Per(L,Ω) dλ. (2.32)
2.5 Inverse Problems and Regularisation
Inverse problems are commonly encountered in many different branches of science.
For instance, water pollution source identification problems [164], hydraulic conduc-
tivity identification in steady groundwater flow [74], etc. They are also present in the
formulation of many image processing tasks such as denoising [169], deblurring [54],
segmentation [53], registration [139] and inpainting [52].
Typically, the variational approach to these problems necessitates some form of
regularisation of the inverse problem in order to make it well-posed and hence solvable.
In this section, we present the basic theory of inverse problems and regularisation,
beginning with the ideas of well and ill-posed problems.
2.5.1 Well and Ill-Posed Problems
From a definition given by Hadamard [90], a well-posed problem is one for which:
1. a solution exists,
2. the solution is unique,
3. the solution depends continuously on the initial conditions or data (stability con-
dition).
A problem is considered to be ill-posed if any of these criteria are not satisfied.
2.5.2 Inverse Problems
An inverse problem is one where the aim is to recover the model parameters from some
known observed data from a physical system. It is considered to be the inverse to the
forward problem in which the aim is to compute the data from the model parameters.
Inverse problems are commonly ill-posed, with the violation of the stability condi-
tion being frequently the cause.
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In the branch of variational models for image restoration it is not uncommon how-
ever to find inverse problems where the uniqueness condition fails as well (inpainting
for example).
Example 2.5.1 The classical example to illustrate an inverse problem (linear in this
case) is the Fredholm integral equation
f(x) =
∫ b
a
g(x, y)h(y) dy
where the task is to infer h(y) from the data f(x) with smooth g(x, y). Here if the
mapping is only injective then the inverse will not be continuous. Hence small errors
in the measured data f(x) will introduce large errors in the solution h(y). In this sense
the inverse problem is ill-posed.
Example 2.5.2 We consider now an example from image restoration techniques. A
noisy image z defined in Ω ⊂ R2 can easily be constructed by adding a certain quantity of
Gaussian noise η to a clean image u in such a way that the relation z = u+η is satisfied.
Now consider the inverse problem of finding u given only z, implying the removal of
the noisy part η. This problem can be approached using variational techniques with the
extra assumption that the standard deviation σ2 of the noise is known or at least can
be estimated. In this case, the problem is to find u which minimises
min
u
{∫
Ω
|u− z|2 dx dy = σ2
}
. (2.33)
Here, we have an inverse problem that is ill-posed due to (2.33) having many possible
solutions.
2.5.3 Regularisation
Regularisation is a technique used to transform an inverse problem into a well-posed
problem; Tikhonov et al. [190] introduced a popular way to overcome ill-posed min-
imisation problems. The basic idea is to introduce a new constraint to the problem
which demands the solution to belong to a specific set of solutions or to have specific
features. For instance, Example 2.5.2 can be regularised the following way
min
u
{∫
Ω
|u− z|2 dx dy + α
∫
Ω
|∇u|2 dx dy
}
. (2.34)
The first term in (2.34) is the data, fidelity or fitting term and the second is the
regularisation term which requires the solution u to have low gradient values thereby
removing noise. α is a tuning parameter which measures the trade-off between regu-
larisation and data fitting. This parameter can be selected manually or empirically,
although there exists recent research dedicated to finding methods of selecting this
parameter automatically for certain applications.
Other examples of the use of Tikhonov regularisation can be found in [136, 68, 193]
and the references therein. More examples of regularisation will be seen in Chapter 3
and throughout this thesis.
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2.5.4 Regularisation Parameter Selection
There are several known methods for selecting the regularisation parameter automati-
cally. The aim is to automatically select the value of the parameter which gives a good
quality restored image. We present two of those methods here.
L-curve method
This method involves solving the Tikhonov regularised problem (2.34) for a particular
set of αi, obtaining u(αi). We then plot the graph given by
(x(αi), y(αi)) =
(
log
(||u(αi)− z||22) , log (||u(αi)||22)) ,
which gives an L-shaped graph. In order to give a better choice of parameter, we select
the value at the corner of the L. See [91, 193] for more details.
2.6 Image Representation
In this section, we look at some of the most commonly used methods of representing
images.
2.6.1 Computational Representation
From a computation point of view, an image is an array which may be 2-dimensional
or of higher dimension. The simpler case is that of grey-scale images, which may be
viewed as a collection of values contained in a 2-dimensional array. Such a value is given
at each pixel of the image and represents the level of brightness or intensity at that
point. These values will be referred to as intensity values. Intensity values typically
lie in the range [0, 255] or, if the image has been normalised, [0, 1] or [0,m] where
m =
∑∑
ui,j . The third option is typically reserved for certain functions defined over
the image domain and allows us to assume that the integral over the domain is equal
to one. The upper limit of the intensity values of an image is often given by the bits-
per-sample rate b such that the intensity values may lie in the range
[
0, 2b − 1]; In the
case of colour or multi-channel images, the image is represented as a higher-dimensional
array given by
U = [ui,j,k]m×n×p
for an m× n-pixel image. Here, p represents the number of channels of the image. For
example, representing U in the RGB colour scheme, we have U = [ui,j,k]m×n×3. At
an arbitrary pixel of the image, the intensity value is a vector ui,j = (ui,j,1, ui,j,2, ui,j,3)
where each of the entries represent the intensity level at that pixel from each of the
channels red (R), green (G) and blue (B). CMYK and certain other representations
can be considered similarly.
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(a) RGB Retina Image uRGB (b) Channel 1 (Red) uR
(c) Channel 2 (Green) uG (d) Channel 3 (Blue) uB
Figure 2.2: Illustration of the RGB channels of a Colour Fundus retina image. Note
that much information can be seen in the green channel (c).
2.6.2 Mathematical Representation
To consider a grey-scaled image mathematically, we consider it as a smooth function
u : Ω→ R whose domain is given by a subset Ω ⊂ R2. In this way, we may view images
as parametrised curves or by considering the intensity value as the value of the vertical
axis (See Figure 2.3).
For this thesis, we see the image primarily as a surface. Regarding the image as a
3D surface, we characterise it by z = u(x, y) where z is the intensity value at each point.
The image surface is then defined as (x, y, u(x, y)). Information regarding viewing an
image as a parametrised curve can be found in [7].
2.7 Discretisation of Partial Differential Equations
The necessity to solve a discrete version of a continuous partial differential equation
(pde) arises in many situations, often because the equation cannot be solved analytically
or because only discrete data is available.
There are many ways to address this issue, such as the finite element method. For
image processing tasks, the domain Ω ⊂ R2 is typically rectangular and the values of a
given function are known at uniformly distributed points in the domain. It is therefore
common to use the finite difference method to discretise the domain.
We proceed by considering a two-dimensional problem with domain Ω = (a, b) ×
(c, d) for a, b, c, d ∈ R. We impose an (nx+1)× (ny +1) Cartesian grid (or mesh) with
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Figure 2.3: Two different views of the surface representation of the green channel of
the Colour Fundus image given in Figure 2.2c.
Cyan Channel uC Magenta Channel uM
Yellow Channel uY Black Channel uK
Figure 2.4: Illustration of the CMYK channel representation of the Colour Fundus
retina image given in Figure 2.2a.
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RGB Image uRGB Channel 1 (Red) uR Channel 2 (Green) uG Channel 3 (Blue) uB
Black Channel uC Magenta Channel uM Yellow Channel uY Blue Channel uK
RGB Image uRGB Channel 1 (Red) uR Channel 2 (Green) uG Channel 3 (Blue) uB
Black Channel uC Magenta Channel uM Yellow Channel uY Blue Channel uK
Figure 2.5: Illustration of the RGB and CYMK colour channels for two images. From
top to bottom, we show 1) Colour image and RGB channels of the Leaves image;
2) CMYK channels of the Leaves image; 3) Colour image and RGB Channels of the
Colourball image; 4) CMYK channels of the Colourball image.
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(a) Vertex-centred (b) Cell-centred
Figure 2.6: Illustration of (a) vertex-centred discretisation and (b) cell-centred discreti-
sation of a square mesh. Red circles show the grid points.
spacing
hx =
b− a
nx
, hy =
d− c
ny
in the x and y-directions respectively. We may consider vertex-centred discretisation
where points are placed on the vertices of the grid mesh giving (nx+1)× (ny +1) grid
points (xi, yj) located at
(xi, yj) = (a+ ihx, c+ jhy) , (i, j) ∈ Bnx,ny ,
where Bnx,ny = {(i, j) ∈ N0 × N0 | i ≤ nx, j ≤ ny}. In contrast, we may also consider
cell-centred discretisation where points are placed at the centre of the grid cells giving
nx × ny grid points (xi, yj) located at
(xi, yj) =
(
a+
2i− 1
2
hx, c+
2j − 1
2
hy
)
, (i, j) ∈ Bnx,ny ,
where Bnx,ny = {(i, j) ∈ N0 ×N+ | i ≤ nx, j ≤ ny}. See Figure 2.6 for a visual example
of the discretisations.
Operators such as derivatives in the pde can then be approximated locally using
the Taylor expansions
f(x+ h, y) =
∞∑
i=0
hi
i!
∂if(x, y)
∂xi
and f(x− h, y) =
∞∑
i=0
(−1)ih
i
i!
∂if(x, y)
∂xi
.
We may then approximate the derivative ∂f/∂u at the point (i, j) as
∇x+ (ui,j) =
ui+1,j − ui,j
h
and ∇x− (ui,j) =
ui,j − ui−1,j
h
.
Building on this, we can also approximate the second derivative as
∆xc (ui,j) = ∇x−
(∇x+ (ui,j)) = ui+1,j − ui,j + ui−1,jh2 .
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2.8 Convolution
In this section, we briefly define the convolution of two functions and introduce some
relevant properties.
Definition 2.8.1 (Convolution of two functions). The convolution of two func-
tions f and g is given as
[f ∗ g](x, y) =
∫ ∞
−∞
∫ ∞
−∞
f(x− x′, y − y′)g(x′, y′) dx′ dy′,
where ∗ denotes the operation of convolution.
The convolution operation satisfies the following useful properties. For a constant
c ∈ R and functions f(x), g(x) and h(x), we have:
• Commutativity:
[f ∗ g](x) = [g ∗ f ](x).
• Associativity:
[f ∗ (g ∗ h)](x) = [(f ∗ g) ∗ h](x).
• Associativity with scalar multiplication:
c[f ∗ g](x) = [(cf) ∗ g](x) = [f ∗ (cg)](x).
• Distributivity:
[f ∗ (g + h)](x) = [f ∗ g](x) + [f ∗ h](x).
• For calculating derivatives of a convolution of two functions with respect to one
of the arguments, we have
∂
∂x
(f ∗ g) = ∂f
∂x
∗ g = f ∗ ∂g
∂x
.
2.8.1 Convolution Theorem
In this section, we introduce the convolution theorem which gives us a fast method of
computing the convolution of two functions using Fourier transforms.
Definition 2.8.2 (Fourier transform). We define the Fourier transform F of a
function f(x, y) as
fˆ (ξx, ξy) = F (f(x, y)) =
∫ ∞
−∞
∫ ∞
−∞
f(x, y)e−2πi(ξxx+ξyy) dx dy
and the associated inverse Fourier transform F−1 of a function fˆ (ξx, ξy) as
f(x, y) = F−1
(
fˆ (ξx, ξy)
)
=
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξx, ξy) e
2πi(ξxx+ξyy) dξx dξy.
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Given this definition, we may give the convolution theorem which states that the
Fourier transform of a convolution of two functions is equal to the product of the Fourier
transforms of the functions. More formally,
Theorem 2.8.3 Let f and g be two functions, ∗ denote the operation of convolution
and F denote the Fourier transform operator. Then we have the relation
F (f ∗ g) = F(f) · F(g)
where · denotes point-wise multiplication.
Proof. Let f(x) and g(x) be two functions with associated Fourier transforms fˆ (ξ)
and gˆ (ξ) where x = (x1, x2) and ξ = (ξx1 , ξx2). The the Fourier transform of the
convolution of f and g is given as
F ([f ∗ g](x)) = F
(∫ ∞
−∞
f(x− x′)g(x′) dx′
)
=
∫ ∞
−∞
(∫ ∞
−∞
f(x− x′)g(x′) dx′
)
e−2πi(ξ·x) dx
=
∫ ∞
−∞
∫ ∞
−∞
f(x− x′)g(x′)e−2πi(ξ·x) dx′ dx (2.35)
where ξ · x = ξx1x1 + ξx2x2. Making the substitution y = x − x′ such that dy = dx,
(2.35) becomes ∫ ∞
−∞
∫ ∞
−∞
f(y)g(x′)e−2πi(ξ·(y+x
′)) dx′ dy
=
∫ ∞
−∞
f(y)e−2πi(ξ·y) dy
∫ ∞
−∞
g(x′)e−2πi(ξ·x
′) dx′
= F (f(y))F (g(x′))
as required.
2.9 Iterative Methods for Solving Linear Systems of Equa-
tions
In this section, we introduce some well-known iterative methods for finding solutions
to linear systems of equations
a1,1 . . . a1,j . . . a1,n
...
...
...
ai,1 . . . a2,j . . . ai,n
...
...
...
am,1 . . . am,j . . . am,n


x1
...
xi
...
xm

=

b1
...
bi
...
bm

︸ ︷︷ ︸
Ax=b
. (2.36)
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Such strategies typically involve iterations of the form
x(k) = Tx(k−1) + c (2.37)
where k is the current iterative step, T is a particular matrix and c a particular vector,
both defined by the solution method and where an initial estimate x(0) is chosen.
We introduce the Jacobi method which has the benefit of simple implementation,
followed by an improvement of this given by the Gauss-Seidel method. We then intro-
duce some definitions leading to the convergence properties of these methods.
2.9.1 The Jacobi Method (JAC)
The Jacobi method, named after Carl Gustav Jakob Jacobi, is an iterative method
which is simple to implement and often forms the basis for other methods. It is an
algorithm for determining the solutions of a system of linear equations which, when
given in matrix form, is diagonally dominant. One solves for each diagonal element
and substitutes an approximate value. This process is reiterated until a prescribed
convergence criteria is reached.
Given a system of linear equations (2.36), we can calculate simply by matrix mul-
tiplication that the ith equation is given by
n∑
j=1
ai,jxj = bi. (2.38)
Solving (2.38) now for xi, we can give the equation
xi =
bi
ai,i
+
n∑
j=1
j 6=i
−ai,jxj
ai,i
. (2.39)
Given this, and assuming that we have the previous l iterations x(l) (1 ≤ l ≤ k − 1),
we form our iterative scheme by using previously calculated approximations of xj on
the right hand side of (2.39) which allows us to generalise the kth iterative step x
(k)
i as
follows:
x
(k)
i =
1
ai,i
bi + n∑
j=1
j 6=i
−ai,jx(k−1)j
 , for i = 1, 2, . . . , n. (2.40)
We may now write equation (2.40) in the matrix form given by (2.37). Decomposing
the matrix A into the diagonal component D and remainder R such that A = D +R,
D =

a1,1 0 · · · 0
0 a2,2
. . .
...
...
. . .
. . . 0
0 · · · 0 an,n
 , R =

0 a1,2 · · · a1,n
a2,1
. . .
. . .
...
...
. . .
. . . an−1,n
an,1 · · · an,n−1 0
 ,
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we may obtain the solution iteratively since
(D +R)x = b ⇐⇒ Dx = b−Rx ⇐⇒ x = D−1(b−Rx). (2.41)
Note that we may further decompose the remainder matrix R into the sum of its
strictly upper and strictly lower triangular components. Denoting the negative of these
components by U and L respectively, such that −U −L = R, we may rewrite equation
(2.41) as
x = D−1(L+ U)x+D−1b. (2.42)
In the form of equation 2.37, the Jacobi method may thus be given as
x = TJx+ cJ where TJ = D
−1(L+ U) and cJ = D
−1b. (2.43)
For numerical implementation, this method is typically implemented in practice
using equation (2.40) since a significant amount of memory may be required to form
the matrices of equation (2.43). This practice also allows the implementation of par-
allel computing thereby potentially increasing the speed at which the method may be
implemented. Additionally, we may note that the computation of x
(k+1)
i requires the
values of each entry of x(k) except for x
(k)
i whereas the Gauss-Seidel method, which
will be considered below, requires the entry x
(k)
i to calculate x
(k+1)
i . The algorithm for
the Jacobi method is presented in Algorithm 1.
Algorithm 1 Jacobi Method (JAC)
1: function x←JAC(x(0), A, b,maxit, tol)
2: for k ← 1 : maxit do
3: Compute x(k) given x(k−1) using equation (2.40):
x
(k)
i ←
1
ai,i
bi + n∑
j=1
j 6=i
−ai,jx(k−1)j
 , for i = 1, 2, . . . , n
4: Check convergence:
5: if ‖x(k) − x(k−1)‖ < tol or k > maxit then
6: break
7: end if
8: end for
9: x← x(k)
10: end function
2.9.2 The Gauss-Seidel Method (GS)
The Gauss-Seidel method, named after Carl Friedrich Gauss and Philipp Ludwig von
Seidel, and is similar to the Jacobi method and in fact improves on it. Unlike the Jacobi
method, Gauss-Seidel uses the values of the current step where possible rather than
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the previous step, i.e. to calculate x
(k)
i , Gauss-Seidel uses x
(k)
1 , . . . , x
(k)
i−1 while Jacobi
uses x
(k−1)
1 , . . . , x
(k−1)
i−1 which should be a less accurate approximation to x1, . . . , xi−1.
Gauss-Seidel can be written similarly to the Jacobi method as
x
(k)
i =
1
ai,i
bi + i−1∑
j=1
−ai,jx(k)j +
n∑
j=i+1
−ai,jx(k−1)j
 , for i = 1, 2, . . . , n. (2.44)
It is clear that with Gauss-Seidel each entry x
(k)
i is strongly dependent on all values x
(k)
j
(1 ≤ j ≤ i−1) which must already be calculated. The order in which the equations are
evaluated is therefore extremely important. In order to obtain the matrix form of this
method, we multiply equation (2.44) by the denominator ai,i and move the components
from the current iteration to the left hand side, obtaining
ai,ix
(k)
i −
i−1∑
j=1
−ai,jx(k)j = bi +
n∑
j=i+1
−ai,jx(k−1)j , for i = 1, 2, . . . , n, (2.45)
which can clearly be written as
(D − L)x(k) = Ux(k−1) + b
or, in the form of equation 2.37, the Gauss-Seidel method may be given as
x(k) = TGSx
(k−1) + cGS where TGS = (D − L)−1(U), cGS = (D − L)−1b. (2.46)
As with the Jacobi method, Gauss-Seidel is typically implemented in practice using
equation (2.44) in order to reduce the amount of memory required. Additionally, there
is no need to allocate memory to two different arrays x(k) and x(k−1) since we may
simply successively overwrite x(k−1) with the newly computed entries for x(k). This
can be particularly useful for solving large systems of equations. The algorithm for the
Gauss-Seidel method is presented in Algorithm 2.
2.9.3 Lexicographic Ordering
Lexicographic ordering (or dictionary ordering), defined below, describes the order of
the grid points as increasing from left to right and from bottom to top. In Gauss-Seidel,
if this ordering system is followed then equation (2.44) would first update the bottom-
left point before moving on to the point to the right, and finishing at the top-right
point.
Definition 2.9.1 An ordering for the Cartesian product × of any two sets A and
B with order relations < A and < B respectively such that if (a1, b1) ∈ A × B and
(a2, b2) ∈ A×B, then (a1, b1) < (a2, b2) if and only if either
• a1 < Aa2 or
• a1 = a2 and b1 < Bb2.
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Algorithm 2 Gauss-Seidel Method (GS)
1: function x←GS(x(0), A, b,maxit, tol)
2: for k ← 1 : maxit do
3: Compute x(k) given x(k−1) and previously calculated components of x(k)
using equation (2.44):
x
(k)
i ←
1
ai,i
bi + i−1∑
j=1
−ai,jx(k)j +
n∑
j=i+1
−ai,jx(k−1)j
 , for i = 1, 2, . . . , n
4: Check convergence:
5: if ‖b− x(k)‖ < tol or k > maxit then
6: break
7: end if
8: end for
9: x← x(k)
10: end function
In practice, typically either this system is used or a system known as red-black
ordering is used. Red-black ordering involves viewing the points as a checkboard made
up of alternate red and black points. All of the red points are updated first and then
the black points are updated. This system allows for Gauss-Seidel to run in parallel
and is demonstrated in Figure 2.7 below.
2.9.4 Convergence
Each of the iterative methods given above define iterative sequences of the form
x(k) = Tx(k−1) + c
where T is a particular iteration matrix. In this section, we consider the conditions
which must be satisfied in order for the method to converge, i.e. under what conditions
do we have limk→∞ x
k = x¯ where x¯ denotes the true solution. We first consider some
relevant properties of matrices.
Definition 2.9.2 (Symmetric Matrix) Let A be a square matrix. A is called sym-
metric if it is equal to its transpose, i.e. A = AT .
Definition 2.9.3 (Diagonally Dominant Matrix) A matrix A is called diagonally
dominant if for each row the absolute value of the entry on the diagonal is greater than
or equal to the sum of the absolute values of the the off-diagonal entries, i.e.
|ai,i| ≥
∑
i 6=j
|ai,j | ∀i.
A is called strictly diagonally dominant if for each row the absolute value of the entry
on the diagonal is greater than the sum of the absolute values of the the off-diagonal
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1 2 3 4 5 6 7 8
9 10 11 12 13 14 15 16
17 18 19 20 21 22 23 24
25 26 27 28 29 30 31 32
33 34 35 36 37 38 39 40
41 42 43 44 45 46 47 48
49 50 51 52 53 54 55 56
57 58 59 60 61 62 63 64
Lexicographic Ordering
1 33 2 34 3 35 4 36
37 5 38 6 39 7 40 8
9 41 10 42 11 43 12 44
45 13 46 14 47 15 48 16
17 49 18 50 19 51 20 52
53 21 54 22 55 23 56 24
25 57 26 58 27 59 28 60
61 29 62 30 63 31 64 32
Red-Black Ordering
Figure 2.7: Lexicographic ordering and Red-Black ordering for an 8 × 8 example. On
both rows, the figures on the left show Lexicographic ordering and the figures on the
right show Red-Black ordering.
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entries, i.e.
|ai,i| >
∑
i 6=j
|ai,j | ∀i.
Remark 2.9.4 Let A be a strictly diagonally dominant matrix. Then
1. A is non-singular and so the system Ax = b has a unique solution.
2. The Jacobi and Gauss-Seidel methods converge for the linear system Ax = b.
Definition 2.9.5 (Eigenvalue, Eigenvector) Let A be a matrix and x ∈ Rn a vector
such that Ax = λx. Then λ is called an eigenvalue of A and x the corresponding
eigenvector.
Definition 2.9.6 (Positive Definite Matrix) Let A be a real symmetric matrix. A
is called positive definite if for all non-zero vectors v, we have vTAv > 0. This is
equivalent to saying that all of the eigenvalues of the matrix A are positive.
Remark 2.9.7 Let A be a Hermitian positive definite matrix. Then A has the following
properties:
1. All of the eigenvalues of the matrix A are positive.
2. A has a unique Cholesky decomposition.
3. The inverse A−1 of the matrix A exists.
We now introduce the main result which is a necessary and sufficient condition for
the convergence of iterative methods.
Lemma 2.9.8 Let A be a matrix with eigenvalues λi. Then
‖A‖ < 1⇐⇒ ρ(A) = max
i
|λi| < 1.
ρ(A) is called the spectral radius of A and ‖ · ‖ denotes an operator norm, i.e. ‖A‖ =
maxv 6=0
‖Av‖
‖v‖ .
Theorem 2.9.9 Let A ∈ Rn be a matrix. Then
lim
k→∞
Ak = 0⇐⇒ ρ(A) < 1.
Theorem 2.9.10 (Spectral Radius and Iterative Convergence) For any x(0) ∈
R
n, the sequence
{
x(k)
}∞
k=0
defined by
x(k) = Tx(k−1) + c, k ≥ 1 (2.47)
converges to the unique solution x∗ = Tx∗ + c if and only if ρ(T ) < 1.
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Proof. Let
{
x(k)
}∞
k=0
be a sequence defined by (2.47) and let x∗ denote the true
solution which satisfies x∗ = Tx∗+ c. We may calculate the error vector e at iteration
k as
e(k)︷ ︸︸ ︷
x∗ − x(k) =
Te(k−1)︷ ︸︸ ︷
T (x∗ − x(k−1)) = . . . =
T ke(0)︷ ︸︸ ︷
T k(x∗ − x(0)) .
In the forward direction, we assume that the sequence converges and we wish to show
that the spectral radius is less than 1. Indeed, since the convergence of the sequence
implies that the error value tends to zero while e(0) is a fixed, non-zero vector it follows
that the limit of T k as k tends to infinity is the zero matrix. By Theorem 2.9.9, the
spectral radius is less than 1. In the other direction, we assume that the spectral radius
is less than 1 which, by Theorem 2.9.9, means that the limit T k as k tends to infinity
must be 0. Then we have ∥∥∥ek∥∥∥ = ∥∥∥T ke(0)∥∥∥ ≤ ∥∥∥T k∥∥∥ ∥∥∥e(0)∥∥∥
and so the norm of the error is bounded by zero.
Theorem 2.9.11 (Convergence of Gauss-Seidel) Given a system of equations
Ax = b (2.36), if the matrix A is strictly diagonally dominant then Gauss-Seidel will
converge for any initial estimate x(0).
Proof. Let A be strictly diagonally dominant, that is
|ai,i| >
n∑
j=1
j 6=i
|ai,j |, i = 1, . . . , n,
and recall that for Gauss-Seidel, our iteration step is given by x(k) = TGSx
(k−1) + cGS
where TGS = (D − L)−1U and L,D,U are the lower triangular, diagonal and upper
triangular components of A respectively. We would like to show that Gauss-Seidel
will converge for any initial estimate x(0). We proceed by showing that the maximum
eigenvalue, and hence the spectral radius, of TGS is less than 1. Indeed, letting λ and
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x denote the eigenvalues and corresponding eigenvectors of TGS respectively, we have
TGSx = λx⇔ (D − L)−1Ux = λx ⇔ Ux = (D − L)λx
⇔
∑
j>ℓ
aℓ,jxj = λ
aℓ,ℓxℓ −∑
j<ℓ
aℓ,jxj
 ∀ℓ
⇔
∣∣∣∣∣∣
∑
j>ℓ
aℓ,jxj
∣∣∣∣∣∣ = |λ|
∣∣∣∣∣∣
aℓ,ℓxℓ −∑
j<ℓ
aℓ,jxj
∣∣∣∣∣∣
⇔
∑
j>ℓ
|aℓ,jxj | ≥ |λ|
|aℓ,ℓxℓ| −
∣∣∣∣∣∣
∑
j<ℓ
aℓ,jxj
∣∣∣∣∣∣

⇔
∑
j>ℓ
|aℓ,j | |xj | ≥ |λ|
|aℓ,ℓ| |xℓ| −∑
j<ℓ
|aℓ,j | |xj |

⇔
∑
j>ℓ
|aℓ,j | ≥ |λ|
|aℓ,ℓ| −∑
j<ℓ
|aℓ,j |
 (2.48)
since |xn| = 1 and |xj | ≤ 1. Since A is assumed to be diagonally dominant, we have
|aℓ,ℓ| >
∑
j>ℓ
|aℓ,j |+
∑
j<ℓ
|aℓ,j | ⇔ |aℓ,ℓ| −
∑
j<ℓ
|aℓ,j | >
∑
j>ℓ
|aℓ,j |.
Therefore, in order for (2.48) to be satisfied, we must have |λ| < 1 and hence the
spectral radius of TGS must be less than 1. By Theorem 2.9.10, the method converges.
Remark 2.9.12
• We can give a convergence proof of the Jacobi method similarly.
• If the matrix A of the above system is strictly diagonally dominant, both the
Gauss-Seidel and Jacobi methods converge. Since the spectral radius of the iter-
ation matrices for Gauss-Seidel is lower than that of Jacobi, Gauss-Seidel will
achieve faster convergence.
2.10 Iterative Solutions of Nonlinear Equations
In this section, we consider the issue of finding solutions to systems of non-linear equa-
tions. Let F : Ω ⊂ Rn → Rn be a non-linear operator which is continuously differ-
entiable on Rn. We represent a non-linear system of equations as F (x) = y, where
x,y ∈ Rn are vectors with x typically unknown and y a fixed known vector. Since we
may simply incorporate the fixed term y into F , we can write this equation in the form
F (x) = 0 (2.49)
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without loss of generality where 0 ∈ Rn is the vector of zeros. Our aim is to find the
solution x∗ ∈ Rn of Equation (2.49). We begin by presenting Newton’s method which
aims to solve a system of non-linear equations iteratively by finding closer approxima-
tions to the solution. We will then proceed with the descent method with Gradient
Descent and Time Marching as two particular cases of this. We then introduce the con-
jugate gradient method for solving systems with symmetric positive definite matrices
before mentioning additive operator splitting (AOS).
2.10.1 Newton’s Method
Let F be a non-linear operator as shown above and let J = (∂Fi/∂xj) denote its
Jacobian matrix. Assume also that J is Lipschitz continuous, i.e. there exists β ≥ 0
such that
||J(x)− J(y)|| ≤ β||x− y|| ∀ x,y ∈ Rn
for any operator norm. Newton’s method aims to solve the non-linear system F (x) =
0 by beginning with an initial approximation x(0) of the solution and carrying out
iterations in the following manner:
x(k) = x(k−1) − J
(
x(k−1)
)−1
F
(
x(k−1)
)
, k = 1, 2, . . . . (2.50)
The aim here is to find successively closer approximations to the solution x∗. Com-
puting the inverse of the Jacobian can however be a difficult task which we would like
to avoid. We can achieve this by rewriting (2.50) as
J
(
x(k−1)
)(
x(k) − x(k−1)
)
= −F
(
x(k−1)
)
. (2.51)
We then simply need to calculate the Jacobian at the previous step, as shown in Algo-
rithm 3.
Algorithm 3 Newton’s Method (NEWT)
1: function x←NEWT(x(0),maxit, tol)
2: for k ← 1 : maxit do
3: Solve J(x(k−1))v(k) = −F (x(k−1)) for v(k)
4: Update x(k) = x(k−1) + v(k)
5: Check convergence:
6: if ‖x(k) − x(k−1)‖ < tol or k > maxit then
7: break
8: end if
9: end for
10: x← x(k)
11: end function
Assuming that the initial estimate is sufficiently close to the true solution, Newton’s
method can offer fast convergence [99]. Moreover, if the Jacobian is non-singular at
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the solution, local quadratic convergence can be proved [99, 150]. However, since the
Jacobian must be calculated at each step, this is computationally expensive and can
prove to be ill-conditioned.
2.10.2 Steepest Descent Method
Similar to Newton’s method, the descent method requires an initial estimate x(0) ∈ Rn
of the solution and then proceeds iteratively to approximate the solution. In this case
the iteration scheme takes the form
x(k) = x(k−1) − α(k−1)s(k−1), k = 1, 2, 3, . . .
where α(k−1) ∈ R>0, known as the step length, is a positive scalar which is not fixed
and may take different values at each iteration, and −s(k−1) is a pre-defined search
direction which we use to find the new iterate x(k).
A particular choice of search direction yields the Steepest Descent (or Gradient De-
scent) Method. For this method, the search direction is given as the opposite direction
to the gradient ∇F (x(k−1)) since F should decrease faster along this.
We therefore present the iterative scheme of the steepest descent method as
x(k) = x(k−1) − α(k−1)∇F (x(k−1)), k = 1, 2, 3, . . . (2.52)
For descent methods, we expect that the function value is decreased with each iteration,
i.e. F (x(k)) ≤ F (x(k−1)), and choose the step length α(k−1) to be sufficiently small to
satisfy this.
If we fix the step length to be equal to some time step ∆t, then we obtain the Time
Marching method. We begin at time t = 0 and proceed in time until a solution is
obtained. One limitation of this model is that the time step must be chosen sufficiently
small for the model to remain stable at each iteration which can increase the number
of steps required to achieve a solution dramatically.
2.10.3 Conjugate Gradient Method
In this section we introduce the Conjugate Gradient method developed by Hestenes
and Stiefel [98]. This method offers a fast solution strategy for non-linear problems
whose matrix is symmetric positive definite (spd). Suppose that we want to solve the
linear system
Ax = b (2.53)
where A is an n×n symmetric positive definite matrix, b is a known vector of n elements
and x is an unknown vector of n elements which we wish to find. Solving this linear
system is equivalent to finding the minimum of the quadratic function
f(x) =
1
2
xTAx− xT b. (2.54)
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That is, we find the stationary points of f(x) in (2.54) which occur at f ′(x) = Ax−b =
0. Note that f(x) has only one stationary point since it is quadratic. Additionally, we
know that this stationary point is a minimum because A is positive definite. A line
search optimisation method can therefore be used to minimise f(x), that is starting
with an initial estimate, x is updated as follows:
xk+1 = xk + αkpk
where pk is a search direction and α is a line search parameter chosen to minimise
f(xk+1) = f(xk + αkpk) along the direction pk.
Given f(x), we can chose α analytically so there is no need to perform such a line
search. The minimum of f (xk+1) over α occurs when the residual
rk+1 = r (xk+1) = b−Axk+1 = −∇f (xk+1)
is orthogonal to the search direction pk. That is
d
dα
f (xk+1) = ∇f (xk+1) d
dαk
xk+1 = −rTk+1
d
dαk
(xk + αkpk) = −rTk+1pk = 0
where we can write the (k + 1)th iterate of the residual as
rk+1 = b−Axk+1 = b−A (xk + αkpk) = rk − αkApk. (2.55)
The minimum value of αk is then given when
(rk − αkApk)T pk = 0⇔
(
rTk − αkpTkA
)
pk = 0⇔ αkpTkApk = rTk pk ⇔ αk =
rTk pk
pTkApk
.
Now that we have an expression for αk, we address the question of updating the
directions pk. We require each direction to be conjugate to all previous directions which
can be given by
pk = rk −
∑
i<k
pTi Ark
pTi Api
pi. (2.56)
However, it is not convenient to store all previous directions so we aim to avoid this by
writing
pk+1 = rk+1 + βkpk (2.57)
for some βk. The Fletcher-Reeves formula for the βk term is given as
βk =
rTk+1rk+1
rTk rk
. (2.58)
We can show that this is correct by induction as follows:
Proof. Case k = 1. In order to determine β1, we can calculate the first and second
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iterates of pk using (2.56) as
p1 = r1 −
∑
i<1
pTi Ar1
pTi Api
pi = r1. (2.59)
p2 = r2 −
∑
i<2
pTi Ar2
pTi Api
pi = r2 − p
T
1Ar2
pT1Ap1
p1. (2.60)
From the expression for the (k + 1)th iterate of the residual (2.55) and the expression
for the search direction (2.57), we have
pk =
rk − rk+1
αkA
and pk = rk + βk−1pk−1
respectively and substituting these into (2.60), we can write
p2 = r2 − (r1 − r2)
T
r2
(r1 + β0p0)
T (r1 − r2)
p1 = r2 +
rT2 r2
rT1 r1
p1 = r2 + β1p1
where the β term is given by
β1 =
rT2 r2
rT1 r1
.
Case k+1 given j < k+1. Assuming now that this holds for all j < k+1, we show
that it will hold for k + 1 as follows. We can calculate the kth and k + 1th iterates of
pk using (2.56) as
pk = rk −
∑
i<k
pTi Ark
pTi Api
pi.
pk+1 = rk+1 −
∑
i<k+1
pTi Ark+1
pTi Api
pi
= rk+1 − p
T
kArk+1
pTkApk
pk −
pTk−1Ark+1
pTk−1Apk−1
pk−1 − . . .− p
T
1Ark+1
pT1Ap1
p1. (2.61)
From (2.55) and (2.57), we have
pk =
rk − rk+1
αkA
and pk = rk + βk−1pk−1
respectively and substituting these into (2.61), we can write
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pk+1 = rk+1 −
∑
i<k+1
pTi Ark+1
pTi Api
pi
= rk+1 −
∑
i<k+1
(ri − ri+1)T rk+1
(ri + βi−1pi−1)
T (ri − ri+1)
pi
= rk+1 −
∑
i<k+1
−rTk+1rk+1
rTi ri − rTi ri+1 + βi−1pTi−1 (ri − ri+1)
pi (2.62)
= rk+1 + r
T
k+1rk+1
∑
i<k+1
pi
rTi ri + βi−1p
T
i−1 (ri − ri+1)
(2.63)
= rk+1 +
rTk+1rk+1
rTk rk
pk (2.64)
where (2.62) and (2.63) hold because rTi+1rk+1 = 0 for all i < k. To see that (2.64)
holds, we would like to show that βi−1p
T
i−1 (ri − ri+1) = 0 for i = k. Indeed, we have
βk−1p
T
k−1 = βk−1(rk−1 + βk−2pk−2)
T
= βk−1(r
T
k−1 + βk−2p
T
k−2)
= βk−1(r
T
k−1 + βk−2(r
T
k−2 + βk−3p
T
k−3))
=
k−1∑
j=1
k−1∏
i=j
βi
 rTj (2.65)
and (2.65) holds by expansion and by (2.59). Consequently, we have
βk−1p
T
k−1 (rk − rk+1) =
k−1∑
j=1
k−1∏
i=j
βi
 rTj
 (rk − rk+1) = 0 (2.66)
since the residuals are orthogonal to the earlier ones.
In order to solve (2.53), we begin in the direction given by the residual and compute
the step length αk and update xk+1 and the residual. Then compute the term βk and
update the search direction pk+1 for the next iteration and proceed until we reach a
desired tolerance. We present the algorithm below in Algorithm 4.
Convergence
The convergence of Conjugate Gradient to the solution is typically linear and its speed
is determined by the condition number κ(A) of A, such that the larger the condition
number is the slower the convergence will be. If the condition number is high, then we
make use of preconditioning techniques in order to lower it.
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Algorithm 4 Conjugate Gradient Method (CG)
1: function x←CG(x0, A, b,maxit, tol)
2: r0 ← b−Ax0
3: p0 ← r0
4: for k ← 0 : maxit do
5: Compute αk ← rTk rk/(pTkApk)
6: Compute xk+1 ← xk + αkpk
7: Compute rk+1 ← rk − αkpk
8: Check convergence:
9: if ||rk+1|| < tol then
10: break
11: end if
12: Compute βk ← rTk+1rk+1/(rTk rk)
13: Compute pk+1 ← rk+1 + βkpk
14: end for
15: x← xk+1
16: end function
Preconditioned Conjugate Gradient (PCG)
In this section, we introduce some preconditioning techniques for the conjugate gradient
method which aim to lower the condition number κ(A) of the matrix A in the system
Ax− b = 0. We replace this system with the system
M−1(Ax− b) = 0 (2.67)
where M is known as the preconditioner and chosen such that
κ(M−1A) < κ(A).
Many preconditioning ideas have been proposed in the literature, see for example [42,
60, 13, 43, 88], and we will see some examples of appropriate preconditioners in later
chapters. The modified method for preconditioned Conjugate Gradient is presented
in Algorithm 5. we will see some examples of appropriate preconditioners in later
chapters. The modified method for preconditioned Conjugate Gradient is presented in
Algorithm 5.
We remark here that in more complex situations, a variable preconditioner may
be used which changes at each iteration. This can cause a significant slow-down of
the convergence when using the Fletcher-Reeves formula for βk as above. Instead, the
Polak-Ribie`re formula given by
βk =
zTk+1(rk+1 − rk)
zTk rk
(2.68)
(where zk = M
−1rk) may provide a better convergence rate since it is locally optimal
[88].
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Algorithm 5 Preconditioned Conjugate Gradient Method (PCG)
1: function x←PCG(x0, A, b,M,maxit, tol)
2: r0 ← b−Ax0
3: z0 ←M−1r0
4: p0 ← z0
5: for k ← 0 : maxit do
6: Compute αk ← rTk zk/(pTkApk)
7: Compute xk+1 ← xk + αkpk
8: Compute rk+1 ← rk − αkpk
9: Check convergence:
10: if ||rk+1|| < tol then
11: break
12: end if
13: zk+1 ←M−1rk+1
14: Compute βk ← zTk+1rk+1/(zTk rk)
15: Compute pk+1 ← zk+1 + βkpk
16: end for
17: x← xk+1
18: end function
2.10.4 Additive Operator Splitting (AOS)
While explicit schemes such as time marching require very small time steps, leading
to poor efficiency, the additive operator splitting scheme, introduced in [132, 203], is
stable for larger time steps which can considerably improve the time required to find a
solution. We consider a scheme of the form
ut(t,x) = f (u(t,x)) +∇ · (g∇u(t,x)) (2.69)
with initial condition that at time t = 0 u is equal to the initial estimate, that is
u(0,x) = u(0)(x). Letting x = (x1, . . . , xn), we can rewrite (2.69) as
ut(t,x) = f (u(t,x)) +
n∑
i=1
(guxi(t,x))xi = f (u(t,x)) + (gux1(t,x))x1 + . . .+ (guxn(t,x))xn .
One-dimensional scheme
In one dimension, the equation we consider is given by
ut = f(u) + (gux)x .
Discretising with respect to time, we have
uk+1 − uk
∆t
= f
(
uk
)
+
(
guk+1x
)
x
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and further discretising with respect to space, we can write the discrete form of the
above equation as
uk+1i − uki
∆t
(2.70)
= f
(
uki
)
+∇x
(
gki∇x
(
uk+1i
))
= f
(
uki
)
+∇x
(
gki
1
h
(
uk+1i+1/2 − uk+1i−1/2
))
≈ f
(
uki
)
+
1
h
∇x
(
gki+1/2 + g
k
i−1/2
2
(
uk+1i+1/2 − uk+1i−1/2
))
(2.71)
= f
(
uki
)
+
1
2h2
(
gki+1 + g
k
i
)(
uk+1i+1 − uk+1i
)
− 1
2h2
(
gki + g
k
i−1
)(
uk+1i − uk+1i−1
)
= f
(
uki
)
+
1
2h2
(
gki+1 + g
k
i
)(
uk+1i+1 − uk+1i
)
+
1
2h2
(
gki−1 + g
k
i
)(
uk+1i−1 − uk+1i
)
= f
(
uki
)
+
1
2h2
∑
j∈N (i)
(
gkj + g
k
i
)(
uk+1j − uk+1i
)
(2.72)
where N (i) = {i− 1, i+ 1} is the set of neighbours of i and (2.71) is due to setting gi
to be the average of its midpoint neighbours on either side. We can rearrange (2.72)
to give
uk+1i −
∆t
2h2
∑
j∈N (i)
(
gkj + g
k
i
)(
uk+1j − uk+1i
)
= uki +∆tf
(
uki
)
. (2.73)
Now, since we have the following relationship
∑
j∈N (i)
(
gkj + g
k
i
)(
uk+1j − uk+1i
)
=
 ∑
j∈N (i)
(
gkj + g
k
i
)
uk+1j
− uk+1i ∑
j∈N (i)
(
gkj + g
k
i
)
we can rewrite (2.73) in matrix form as
Qkuk+1 = uk +∆tfk, Qk = I − ∆t
2h2
Ak (2.74)
where the matrix Ak =
[
aki,j
]
is given as
aki,j =

−∑j∈N (i) (gkj + gki ) if j = i
gkj + g
k
i if j ∈ N (i)
0 otherwise.
So that A is a symmetric tridiagonal matrix. Without loss of generality, we can remove
the f term and rewrite our system (2.74) as
uk+1 = P kuk, P k =
(
Qk
)−1
=
(
I − ∆t
2h2
Ak
)−1
. (2.75)
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For a given scheme of the type
uk+1 = P
(
uk
)
uk, ∀k ∈ N, u0 = f,
as we have above, we have to check that the following axioms are satisfied:
1. Continuity of the argument P ∈ C (RN ,RN × RN). We show that P is strictly
diagonally dominant. It is therefore invertible.
|Pi,i| =
∣∣∣∣1 + ∆tgi−1 + gi + gi+12h2
∣∣∣∣ > ∆t2h2 (|gi + gi+1|+ |gi + gi−1|) =∑
j 6=i
|Pi,j |.
2. Symmetry pi,j = pj,i, ∀i, j ∈ J .
3. Unit row sum
∑
j∈J qi,j = 1, ∀i ∈ J .
4. Non-negativity qi,j ≥ 0, ∀i, j ∈ J .
5. Positive diagonal qi,i > 0, ∀i ∈ J .
6. Irreducibility ∀i, j ∈ J ∃k0, . . . , kr ∈ J s.t. k0 = i, kr = j, qkℓ,kℓ+1 6= 0, ℓ =
0, . . . r − 1.
We solve this tri-diagonal system using the Thomas Algorithm described below.
The Thomas Algorithm
The aim is to solve a tridiagonal linear system given as
ajuj + bjuj+1 + cjuj+2 = lj , j = 1, . . . , N, u0 = α, uN+1 = β
which can be written in matrix form as
1 0 · · · · · · 0
a1 b1 c1
. . .
...
0
. . .
. . .
. . . 0
...
. . . aN bN cN
0 · · · · · · 0 1


u0
u1
...
uN
uN+1

=

α
l1
...
lN
β

.
Gathering the boundary conditions, we can rewrite
a1u0 + b1u1 + c1u2 = l1 ⇔ b1u1 + c1u2 = l1 − a1α,
aNuN−1 + bNuN + cNuN+1 = lN ⇔ aNuN−1 + bNuN = lN − cNβ,
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and we may rewrite the system as
b1 c1 0 · · · 0
a2 b2 c2
. . .
...
0
. . .
. . .
. . . 0
...
. . . aN−1 bN−1 cN−1
0 · · · 0 aN bN


u1
...
...
...
uN

=

d1
...
...
...
dN

, dj =

lj − ajα if j = 1
lj if 1 < j < N
lj − ajβ if j = N.
Supposing that the first k equations have been written in the form
uj + ejuj+1 = fj , j = 1, . . . , k,
then we may write the kth and k + 1th equations as
uk + ekuk+1 = fk,
ak+1uk + bk+1uk+1 + ck+1uk+2 = dk+1.
Writing the first as uk = fk− ekuk+1 and substituting into the second and rearranging,
we have
uk+1 + ek+1uk+2 = fk+1, ek+1 =
ck+1
bk+1 − ak+1ek , fk+1 =
dk+1 − ak+1fk
bk+1 − ak+1ek .
Therefore, we have
uj + ejuj+1 = fj ,
ej =
{
cj
bj
if j = 1
cj
bj−ajej−1
if 1 < j ≤ N , fj =
{
dj−1
bj
if j = 1
dj−ajfj−1
bj−ajej−1
if 1 < j ≤ N.
Then, starting with j = N , we have
uN + eNuN+1 = fN , , eN =
cN
bN − aNeN−1 , fN =
dN − aNfN−1
bN − aNeN−1 .
From this known uN , we work backwards to successively obtain the remaining uj .
Two dimensional scheme
Recall that the two-dimensional diffusion equation can be written in the form
ut(t,x) = f(u(t,x)) +
2∑
j=1
(
gj(u(t,x))uxj (t,x)
)
xj
with initial condition u(0,x) = u0(x) and boundary condition ∂u/∂n = 0 for x ∈ ∂Ω.
We would like to discretise the equation. For the time discretisation, let ∆t denote the
step-size. Then we consider discrete time steps tk = k∆t, k ∈ N. Let hl denote the
grid step-size in the direction l. Regarding the two-dimension function u as a vector
42
with elements ui = u(xi), we let u
k
i = u(xi, tk) and g
k
i = g(u(xi, tk)). We then give the
discretisation of the diffusion equation as
uk+1i − uki
∆t
=
2∑
l=1
∑
j∈Nl(i)
gkj + g
k
i
2h2l
(
uk+1j − uk+1i
)
+ f(uki ).
As with the one-dimensional case, we may lose the term f without loss of generality in
order to obtain the two-dimensional iterative scheme in matrix-vector notation as(
I −∆t
2∑
i=1
Al(u)
)
uk+1 = uk,
uk+1 =
(
I −∆t
2∑
i=1
Al(u)
)−1
uk.
The following alternative method is proposed for the solution of the two dimensional
problem
uk+1 =
1
2
2∑
i=1
(I − 2∆tAl)−1 uk,
which may be solved efficiently using the Thomas Algorithm described above.
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Chapter 3
Review of Variational Models for
Image Reconstruction
There exist many approaches to tackling issues in image processing, such as filtering
techniques for deblurring but our main concern is with the variational approach which
has been shown to provide good results as well as interesting mathematical problems.
It has also opened many ongoing research areas, much research has been carried out
and is still ongoing.
3.1 Introduction
In this chapter, we introduce the main image restoration techniques which this thesis
is concerned with, that is image deconvolution or deblurring. We also mention image
denoising which is relevant in real-life applications. These problems are both impor-
tant image pre-processing tasks since captured images are very rarely achieved with
no noise and no blur. Even with advances in technology, blur remains an issue with
many images in many areas such as consumer photography, astronomical imaging and
medical imaging. The latter is our main concern. Blur is found in medical images
from many different tools, including X-Ray and CT as well as in retinal imaging with
Colour Fundus Photography and Fundus Angiography. The presence of blur can pre-
vent medical grading, diagnosis and further processing techniques such as segmentation
and inpainting, both of which can cope to a degree with noise but struggle to achieve
good results with blurred images. Strong blurring of an image can render it useless,
possibly meaning that a scan has to be repeated, causing further expense and delays
in treatment.
Noise in an image is a very frequent problem with real data which gives rise to
the need for denoising techniques which attempt to remove the noise from an image in
order to leave a smoother version. Much research has been carried out which aims to
do this efficiently while preserving the edges and details of the image. Once noise has
been successfully removed, the image details may be seen clearly and the image may be
ready for further processing. While it is possible to denoise an image before applying
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a further technique such as deblurring this may be time consuming. It is therefore
preferable to attempt to deblur an image while removing noise as a joint technique.
We now introduce the way in which we formulate such a variational technique,
using denoising as an example since it can be easily explained. We begin by forming an
energy functional using the available data and knowledge of the problem. In the case
of denoising, the only available data is the received image given by the function z(x, y).
Making the assumption that the noise is additive, we aim to minimise the L2-norm
of the noise function η(x, y) = u(x, y) − z(x, y) where u is the noiseless image. We
therefore present the problem as
min
u
{
f(u) =
1
2
∫
Ω
|u(x, y)− z(x, y)|2 dx dy
}
(3.1)
which, since many possible functions u may satisfy this equation, can be regarded as
ill-posed. We therefore introduce regularisation into (3.1) in an attempt to introduce
stability and reduce the class of functions u which may minimise the functional. We
present this modified problem as
min
u
f(u) =
1
2
∫
Ω
|u(x, y)− z(x, y)|2 dx dy︸ ︷︷ ︸
fidelity term
+α J(u(x, y))︸ ︷︷ ︸
regularisation term
 (3.2)
where J(u) provides the regularisation for the problem and α ∈ R>0, known as the regu-
larisation parameter, is a positive parameter which measures the trade-off between data
fitting and regularisation. Two ongoing research areas concern the choice of parameter
α and the choice of regularisation which may provide a better quality result.
The problem of deblurring, where the blur is assumed to be spatially invariant, may
modelling in a similar manner with the blur taken into account. This is considered in
more detail later sections.
3.2 Image Denoising
Noise is present in almost any acquired image and can be introduced at the acquisition
stage and when storing the data. For example, noise may be introduced by poor illu-
mination or inaccurate collection of the data. Noise varies considerably in magnitude,
ranging from barely visible specks to heavy noise which is typical in astronomical imag-
ing. Even small amounts of noise affect the perceived quality of an image and make
fine details difficult to identify. Noise may also be dependent on signal intensity or in-
dependent of it. Below, we briefly classify a few of the many types of noise considered
in image processing.
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3.2.1 Gaussian Noise
Gaussian noise typically occurs during the acquisition of an image, for example by poor
illumination. It is typically modelled as additive and independent of the signal intensity.
Gaussian noise is also independent at each pixel and can vary between channels in colour
images. The probability density function p is assumed to be that of the Gaussian
distribution and given by
p(z) =
1
σ
√
2π
e−
(z−µ)2
2σ2
for a given grey level image (or colour image channel) z where µ is the mean value and
σ is the standard deviation. Gaussian noise is said to be white if the mean value µ is
equal to zero. Some examples of the effects of Gaussian noise introduced into a clean
image can be seen in Figures 3.1–3.2.
3.2.2 Other Noise Types
We now briefly introduce some other noise types which are commonly met in image
processing.
Poisson (Photon) Noise
In real imaging systems, photon noise and other sensor-based sources of noise contribute
in varying proportions at different signal levels, leading to noise which is dependent on
scene brightness. Understanding photon noise and modelling it explicitly is especially
important for low-level computer vision tasks treating noisy images [[79, 129]] and for
the analysis of imaging systems that consider different exposure levels [1, 97, 192] or
sensor gains [96].
Photon counting is a classic Poisson process since individual photon detections can
be treated as independent events that follow a random temporal distribution. The
number N of photons measured by a given sensor element over a time interval t is
described by the discrete probability distribution
Pr(N = k) =
e−λt(λt)k
k!
where λ is the expected number of photons per unit time interval, which is proportional
to the incident scene irradiance. This is a standard Poisson distribution with a rate
parameter λt that corresponds to the expected incident photon count. The uncertainty
described by this distribution is known as Poisson noise. Note that since the incident
photon count follows a Poisson distribution, its variance is equal to its expectation
E[N ] = Var[N ] = λt. From this, we see that Poisson noise is signal dependent and
that its standard deviation increases with the square root of the signal.
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Salt and Pepper Noise
Salt and pepper noise or impulse noise typically occurs as a result of transmission errors
and can also be caused by errors in conversion between analogue and digital formats.
It is characterised by dark pixels occurring in bright regions and bright pixels occurring
in dark regions and can often be treated by interpolation involving nearby pixels.
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(c) Intensity Values of Noisy Image compared
with the Clean Image along Yellow Line
Figure 3.1: Example of the effect of adding Gaussian noise to give signal-to-noise ratio
of 40. From left to right, we have (a) the noisy image, (b) the section of the noisy image
outlined by the black square, (c) the intensity values of the noisy image along the yellow
line (shown in green) compared with the intensity values of the clean, noiseless image
along the same line (shown in blue).
3.2.3 Total Variation Denoising
The authors of [169] proposed a variational approach to the denoising problem of the
form (3.2) which employed total variation (tv) regularisation due to it’s improved per-
formance over alternatives, such as the L2-norm of the gradient. Their aim was to
minimise the tv semi-norm of the image subject to the assumption that the noise is of
zero-mean and standard deviation σ which is unknown. The problem is presented as
min
u
{
fROF(u) =
α
2
∫
Ω
|u(x, y)− z(x, y)|2 dx dy +
∫
Ω
|∇u(x, y)|
}
(3.3)
where α ∈ R>0 is a small positive parameter which controls the amount of noise to
be removed and the smoothness of the result. An important remark is that (3.3) is
well-posed and we can guarantee the existence and uniqueness of the minimiser [40].
In order to find the minimiser u of the functional we derive the Euler-Lagrange
equation given by
α(u− z)−∇ ·
( ∇u
|∇u|
)
= 0 in Ω (3.4)
∇u · ν = 0 on δΩ
where ν is the unit outward normal vector. There are many methods for solving this
equation such as gradient descent as used in [169] or those presented in [82, 50, 173, 196].
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(a) Noisy Image (b) Section of (a)
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(c) Intensity Values of Noisy Image compared
with the Clean Image along Yellow Line
Figure 3.2: Example of the effect of adding Gaussian noise to give signal-to-noise ratio
of 12. From left to right, we have (a) the noisy image, (b) the section of the noisy image
outlined by the black square, (c) the intensity values of the noisy image along the yellow
line (shown in green) compared with the intensity values of the clean, noiseless image
along the same line (shown in blue).
It is also possible to minimise (3.3) directly as in [48].
Total variation denoising is popular since it can offer very impressive results. See
Figure 3.3. However, it is also known for a phenomenon called the staircasing effect
caused by the total variation transforming piecewise smooth functions into piecewise
constant functions. This causes denoised images to look blocky. Much research has
been carried out into finding alternative regularisation techniques which offer similar
high-quality results regarding the noise reduction while avoiding the staircasing effect.
3.2.4 Alternative Regularisation
In an effort to improve on the good results of total variation, high-order models have
been considered and are known for their ability to well-approximate smoother surfaces
[39, 46, 133, 134, 202, 215]. Lysaker et. al [133] proposed the use of the regularisation
term
J(u) =
∫
Ω
√
u2xx + u
2
xy + u
2
yx + u
2
yy dx dy.
When employed in a problem of the form (3.2), we aim to minimise the resulting
functional by solving the associated Euler-Lagrange equation which is given by(
uxx
|D2u|
)
xx
+
(
uxy
|D2u|
)
yx
+
(
uyx
|D2u|
)
xy
+
(
uyy
|D2u|
)
yy
+ α(u− z) = 0
where |D2u| =
√
u2xx + u
2
xy + u
2
yx + u
2
yy. This formulation can yield excellent results
on smooth regions where total variation regularisation can result in an approximation
by piecewise constant functions.
Additionally, mixed models for regularisation have been proposed which aim to ob-
tain good denoising results while preserving edges which high order models may struggle
to do. Such models as those presented in [46, 39, 134, 56] attempt to combine different
regularisation techniques in order to benefit from the edge-preserving properties of one
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(a) Clean Image (b) Noisy Image (c) Denoised Image
(d) Clean Image (e) Noisy Image (f) Denoised Image
Figure 3.3: Illustration of the performance of total variation denoising to restore images
from noise corruption. On the top row, we show an example of a Colour Fundus retina
image (a) which has been corrupted by noise (b) with signal-to-noise-ratio (snr) of
28.1024 and restored using total variation (c) to snr 35.5171. On the bottom row, we
show the camera-man example (a) which has been corrupted by noise (b) with snr of
28.1059 and restored using total variation (c) to snr 32.6741.
regularisation function and the smoothness properties of another. We discuss one such
model in more detail in the context of deblurring in §3.3.6.
3.3 Image Deblurring
Blur in images is a very common problem, typically acquired at the acquisition stage and
accompanied by noise. As well as being frequently present in consumer photography,
blur is a major cause for image quality degradation with medical imaging. There are
many contributing factors, including inaccurate focus of the camera, limited focal length
and movement of the scene which is often unavoidable in medical imaging.
Blur affects images to varying degrees and clearly affects the quality of an image
significantly, making edges less clear. Fine details are more difficult to see in blurred
images, often to the extent that they are indistinguishable or hidden from view. This is
particularly problematic in medical imaging where it is important to identify features
accurately, including blood vessels which may be easily hidden by blur. Considering
blur as spatial invariant, we may model the forward problem of obtaining the blurred
image z from the ideal clean and sharp image u as
z(x, y) = [h ∗ u](x, y) + η(x, y) (3.5)
where h represents the blur function, η is the function describing the noise acquired
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and ∗ represents the operation of convolution given by
[h ∗ u](x, y) =
∫ −∞
−∞
∫ −∞
−∞
h(x− x′, y − y′)u(x′, y′) dx′ dy′.
The blur function h need not adhere to a particular structure, although it is usually
considered to be positive and to have a unit integral. There are, however, some common
patterns associated with certain blur types. Below, we classify some types of blur which
are frequently met in image processing.
Out of Focus Blur
An image, or region of an image, is regarded as in-focus if the light from an object is
well-converged. Objects which are in focus may appear sharp and clear. In contrast, if
the light from an object is not well-converged, it is out-of-focus and can appear blurred.
This can be caused by an incorrectly focussed lens or short depth of field, determined
by the circle of confusion which gives the border between sharp and blurred points.
This has the effect of blurring each pixel p with nearby pixels contained in a circle of
a given range, centred at p. See Figures 3.4a and 3.4b for an example.
Gaussian Blur
Gaussian can appear optically and be used to approximate the blur caused by a lens.
It is considered to be the result of blurring an image by a Gaussian function h which
may written as
h(x, y) =
1
2πσ2
exp
(
−x
2 + y2
2σ2
)
where σ is the standard deviation of the Gaussian distribution and the coefficient of
the exponential term is chosen such that the integral of the function will be equal to
one. In denoising, Gaussian blur can be introduced into an image by calculating the
convolution of the noisy image with a Gaussian blur function. This provides an image
with reduced noise but of course is not able to preserve sharp edges or fine details. See
Figures 3.4a and 3.4c for an example.
Linear Motion Blur
Motion blur may be caused by movement of the camera or movement within the scene,
for example by camera shake or a quick-travelling object. In particular, linear motion
blur is that which travels in a single direction, the process of which can be visualised as
the blurring of pixels along a straight line. See Figures 3.4a and 3.4d for an example.
3.3.1 Filtering Model
In this section, we introduce the Truncated Singular Value Decomposition (TSVD)
model [193], which we derive from attempting to solve the equation (3.5) directly. We
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(a) Retina Image u (b) Out of Focus (c) Gaussian (d) Linear Motion
Figure 3.4: Illustration of the effect of blur on an image. From left to right, we have
(a) a Colour Fundus retina image u, (b) the same image u corrupted by out of focus
blur, (c) the image u corrupted by Gaussian blur and (d) the image u corrupted by
linear motion blur.
illustrate this problem in 1 dimension. We consider the Fredholm first kind integral
equation of convolution type given by
z(x) =
∫ 1
0
k(x− x′)u(x′) dx′, 0 < x < 1, (3.6)
where u represents the light source intensity, z represents the intensity of the image
and k is the function describing the blur effects which occur during the capture of the
image. The typical forward problem associated with (3.6) is to determine the blurred
image z given the blur function k and the source u.
An associated inverse problem to this which is of interest to us is to determine
the light source u given the blurred image z and the blur function k. The solution to
this problem may appear to be simple. Indeed, we may discretise (3.6), obtaining the
discrete system
z = Ku, (3.7)
and then calculate the discrete approximation u = K−1z. However, if K is ill-
conditioned then any errors in z will be amplified. Since these errors, such as those
cause by noise in the received data, may not be controllable this method is not reliable.
We can however attempt to extract some useful information from system (3.7). To
do this, we modify it to take into account noise
z = Kutrue + η, (3.8)
where η represents noise in the data and we write utrue as the true image simply to
distinguish u as the approximated true image. Let δ = ||η|| denote the error level which
is typically unknown where || · || denotes the Euclidean norm. We will also assume that
K is an invertible, real valued matrix. Then it has a singular value decomposition [87]
given by
K = Udiag(si)V
T
where si are strictly positive decreasing values and we have the property that the right
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singular vectors vi of V and the left singular vectors ui of U satisfy
uTi uj = δi,j , v
T
i vj = δi,j , (3.9)
Kvi = siui, K
Tui = sivi, (3.10)
where δi,j is the Kronecker delta, and the transposes of U and V are equal to their
inverses. Using these properties, we can obtain an approximation to the true image
given by
u = V diag(s−1i )U
Tz =
n∑
i=1
s−1i (u
T
i z)vi (3.11)
where ui and vi are the column vectors of U and V respectively. An immediate obser-
vation is that (3.11) may involve division by many small values si, which has the effect
of amplifying any noise or other error in the data. We would like to be able to retain
some accuracy while reducing the impact of this issue.
To this end, we introduce a function ωα(s
2
i ) which is multiplied my the values si to
give
u = V diag(ωα(s
2
i )s
−1
i )U
Tz =
n∑
i=1
ωα(s
2
i )s
−1
i (u
T
i z)vi (3.12)
where α is a parameter which may be chosen to suppress small singular values while
retaining accuracy in the approximation. The function ωα, known as the filter function,
should be chosen such that large values of si are unchanged while the effect of small
values is reduced. We present two commonly used filters below with the resulting
models.
Truncated Singular Value Decomposition (TSVD)
We obtain this model by setting ωα equal to zero for small values of si and equal to
one for larger values, that is
ωα(si) =
{
1 if s2 > α
0 if s2 ≤ α
Equation (3.12) then reduces to
u =
n∑
i=1
s2i>α
s−1i (u
T
i z)vi. (3.13)
Tikhonov Filter Singular Value Decomposition (TFSVD)
Modifying our filter function ωα to allow the model to retain some value of the smaller
si and be close to one for larger values, we have the Tikhonov filter function
ωα(si) =
s2i
s2i + α
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Equation (3.12) then reduces to
u =
n∑
i=1
si(u
T
i z)
s2i + α
vi. (3.14)
The parameter α is chosen by observation. If the parameter is too low, the noise
filtering is not sufficient to obtain a good approximation. If it is chosen too high, then
the noise can be filtered out but at a cost of losing details resulting in an overly smooth
solution.
Such filter models are intuitive to understand and relatively straight-forward to
encode.
3.3.2 Variational Approach
In this section, we introduce variational approaches to the problem of image deblurring.
For very large ill-conditioned systems, it is not often practical to implement filtering
models such as (3.12), (3.13) and (3.14) since they require the computation of the
singular value decomposition of a large matrix.
We form the variational technique to tackle the deblurring problem by building
an energy functional which makes use of the available data. Recall that we assume
our received image to be the convolution of the hidden true data and a point spread
function which describes the operation of the blur. We also acknowledge the possibility
or indeed likelihood of the presence of noise η = h ∗ u− z. We would like to minimise
the L2-norm of this, resulting in the problem
min
u
{
f(u) =
1
2
∫
Ω
([h ∗ u](x, y)− z(x, y))2 dx dy.
}
(3.15)
We may then attempt to minimise this functional by deriving the Euler Lagrange
equation as follows. Letting, ε ∈ R be a real constant and φ(x, y) a function of x and
y, we have
∂
∂ε
f(u+ εφ)
∣∣∣∣
ε=0
=
∂
∂ε
(
1
2
∫
Ω
([h ∗ (u+ εφ)](x, y)− z(x, y))2 dx dy
)∣∣∣∣
ε=0
=
1
2
∫
Ω
∂
∂ε
([h ∗ u](x, y) + ε[h ∗ φ](x, y)− z(x, y))2 dx dy
∣∣∣∣
ε=0
=
∫
Ω
([h ∗ u](x, y) + ε[h ∗ φ](x, y)− z(x, y))([h ∗ φ](x, y)) dx dy
∣∣∣∣
ε=0
=
∫
Ω
([h ∗ u](x, y)− z(x, y))([h ∗ φ](x, y)) dx dy
=
∫
Ω
h†(x, y) ∗ ([h ∗ u](x, y)− z(x, y))φ(x, y) dx dy (3.16)
where h†(x, y) = h(−x,−y) is the adjoint of h and (3.16) is a consequence of the
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following∫
[h ∗ u− z] (x)([h ∗ φ](x)) dx =
∫
[h ∗ u− z] (x)
∫
h(x− s)φ(s) ds dx
=
∫ ∫
[h ∗ u− z] (x)h(x− s) dxφ(s) ds =
∫ ∫
[h ∗ u− z] (x)h†(s− x) dxφ(s) ds
=
∫ [
h†(s− x) ∗ (h ∗ u− z)
]
(s)φ(s) ds
where x = (x, y) and s = (s, t). It follows that the associated Euler-Lagrange equation
for the functional f given by (3.15) may be presented as
h†(x, y) ∗ ([h ∗ u](x, y)− z(x, y)) = 0. (3.17)
Given an image z which contains no noise, that is the received data is precisely equal
to the convolution of a blur function with the true image, the solution to (3.17) which
minimises (3.15) can give a good approximation of the true image. See Figure 3.5.
The inevitable presence of noise makes this problem ill-posed so that the solution
to (3.17) is unlikely to be the true image, as can be seen in Figure 3.6. We therefore
introduce regularisation in order to make the problem well-posed. We describe below
some commonly used regularisation functions.
(a) Received Image (b) Restored Image
Figure 3.5: Illustration of the performance of (3.15) with blurred data which is free of
noise. It can be noted that the restoration (b) of the image (a) with no additive noise
by the minimisation (3.15) yields a very close approximation to the true solution.
3.3.3 Tikhonov Regularised Deblurring
We now introduce the Tikhonov regularisation function which aims to limit the sum of
the squared intensity values. As such, this is presented as the problem
min
u
{
fT ik(u) =
1
2
∫
Ω
([k ∗ u](x)− z(x))2 dx+ α
2
∫
Ω
|u(x)|2 dx
}
. (3.18)
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(a) Received Image (b) Restored Image
Figure 3.6: Illustration of the performance of (3.15) with noisy data. The blurred
image (a) has been achieved by adding a small amount of noise to Figure 3.5a. It can
be noted that, although the noise is visually imperceptible, the presence of noise means
that the image cannot be restored (b) by the minimisation (3.15).
The function fT ik is minimised by the solution to
h†(x) ∗ (h(x) ∗ u(x)− z(x)) + αu(x) = 0. (3.19)
By the associativity and distributivity properties of convolution, (3.19) can be rewritten
as (
h†(x) ∗ h(x) + α
)
∗ u(x) = h†(x) ∗ z(x).
(a) Received Image (b) Restored Image
Figure 3.7: Illustration of the performance of (3.18) with noisy data. The noisy and
blurred image (a), which is the same as the image used in Figure 3.6a, has been restored
(b) by the minimisation (3.18) with α = 10−3. It can be noticed that the restored image
(b) is a considerable improvement on the result of restoring (a) by the minimisation
(3.15) shown in Figure 3.6b. (b) is much sharper and hidden details are revealed.
3.3.4 L2 Regularised Deblurring
We can notice that while Figure 3.7b is a considerable improvement, many defects are
visible in the restored image. We attempt to reduce such affects by modifying our
constraint to minimise the sum of the squared gradient. The aim here is to minimise
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defects, providing a smoother resulting image. Introducing this constraint into the
function, we present the modified problem as
min
u
{
fL
2
(u) =
1
2
∫
Ω
([k ∗ u](x)− z(x))2 dx+ α
2
∫
Ω
|∇u(x)|2 dx
}
. (3.20)
In order to calculate the associated Euler-Lagrange equation, we find the derivative of
the regularisation function given by
∂
∂ε
J(u+ εφ)
∣∣∣∣
ε=0
=
∂
∂ε
1
2
∫
Ω
|∇(u+ εφ)|2 dx
∣∣∣∣
ε=0
=
1
2
∫
Ω
∂
∂ε
|∇u+ ε∇φ|2 dx
∣∣∣∣
ε=0
=
∫
Ω
(∇u+ ε∇φ) ∂
∂ε
(∇u+ ε∇φ) dx
∣∣∣∣
ε=0
=
∫
Ω
∇u∇φ dx
=
∫
Ω
∇ · ∇uφ dx =
∫
Ω
∆uφ dx (3.21)
where the fifth equality of (3.21) is given by the relation∫
Ω
F · ∇v dx =
∫
Γ
Fv · n˜ dx−
∫
Ω
∇ · Fv dx.
From this, we can write the following Euler-Lagrange equation which minimises
(3.20):
k†(x) ∗ (k(x) ∗ u(x)− z(x))− α∆u(x) = 0. (3.22)
Considering the discrete counterpart of the regularisation term ∆u over a mesh
of step-size hx and hy, we calculate the Laplacian of the discrete data u using finite
differences. At each point ui,j
∆(ui,j) = ∇x−(∇x+(ui,j)) +∇y−(∇y+(ui,j)) (3.23)
where the derivatives are given by
∇x±(ui,j) =
∓1
hx
(ui,j − ui,j±1) , ∇y±(ui,j) =
∓1
hy
(ui,j − ui±1,j) .
The stencil for the Laplacian of u (3.23) can be given as
S = 1
h2xh
2
y
0 1 01 −4 1
0 1 0
 .
It can be observed then that the (3.23) may be written as the discrete convolution of
u with the associated matrix of S given by
S =
1
h2xh
2
y
0 1 01 −4 1
0 1 0
 .
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The associated discrete problem of (3.22) can then be written as
(k† ⊙ k − αS)⊙ u = k† ⊙ z (3.24)
where ⊙ represents the operation of discrete convolution.
3.3.5 Total Variation Deblurring
The authors of [169] aim to minimise the total variation semi-norm of the image due
to its ability to remove noise from the image without smoothing edges. Due to this
property, it is a popular regularisation function for image deblurring. Incorporating
this into the deblurring model, we present the total variation deblurring model as
min
u
{
fTV(u) =
1
2
∫
Ω
([k ∗ u](x)− z(x))2 dx+ α
∫
Ω
|∇u(x)|
}
. (3.25)
which has Euler-Lagrange equation
k†(x) ∗ (k(x) ∗ u(x)− z(x))− α∇ ·
( ∇u(x)
|∇u(x)|
)
= 0. (3.26)
3.3.6 Alternative Regularisation Models
Similar to the case of denoising, many efforts have been made to improve the quality
of deblurring results over total variation by using high order and mixed regularisation
methods. See for example [56, 39, 46, 133, 134, 202, 215].
Chang et. al. [56] proposed using a convex combination of the total variation model
of Rudin, Osher and Fatemi (ROF) [169] and the fourth order method by Lysaker,
Lundervold and Tai (LLT) [133] described in §3.2.4. Since the ROF model is known to
give improved results over LLT in regions with discontinuities, and LLT gives improved
results for smooth signals, the authors of [56] aim to take advantage of both of these
properties by introducing a control parameter θ which is dependent on the local absolute
gradient of the image. The problem is presented as
min
u
{
fCTX(u) = α
(∫
Ω
θ|∇u| dx+
∫
Ω
(1− θ)|D2u| dx
)
+
1
2
∫
Ω
(k∗u−z)2 dx
}
, (3.27)
where k is the blur function, u the image, z the received image, α is a tuning parameter
which measures the trade-off between data fitting and regularisation, ∇u is the gradient
of u and the term |D2u| is given by
|D2u| =
√
(uxx)
2 + (uxy)
2 + (uyx)
2 + (uyy)
2.
The aim is to select the parameter θ such that the regularisation component of the
model will be approximately equal to total variation in regions with low and high
gradients and approximately equal to the LLT regularisation term in smooth regions
with lower gradients. Additionally, ROF is still favoured for very low gradients due
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to its ability to well approximate such regions. In order to obtain this automatically,
the parameter θ is given as a piecewise function depending on the image intensity and
some additional parameters c0, c1, cd (which are set to (c0, c1, cd) = (0, 40, 0.1) in [56]):
θ =

1 if |∇u| ≤ c0 and |∇u| ≥ c1
cd if c0 + 5 ≤ |∇u| ≤ c1 − 5
1− (|∇u|−cd)(1−cd)5 if c0 ≤ |∇u| ≤ c0 + 5
1 + (|∇u|−c1)(1−cd)5 if c1 − 5 ≤ |∇u| ≤ c1.
(3.28)
Since the parameter θ is a function which is dependent on u, the Euler-Lagrange equa-
tion for the minimisation problem (3.27) can become quite complicated. The authors
therefore propose an iterative solution, calculating θ at each step and regarding it as
a fixed parameter when minimising fCTX of (3.27). At a particular step i, this yields
the Euler Lagrange equation
α
(((
1− θi)ui+1xx
|D2ui+1|
)
xx
+
((
1− θi)ui+1xy
|D2ui+1|
)
yx
+
((
1− θi)ui+1yx
|D2ui+1|
)
xy
+
((
1− θi)ui+1yy
|D2ui+1|
)
yy
−
((θi)ui+1x
|Dui+1|
)
x
+
((
θi
)
ui+1y
|Dui+1|
)
y
)+ k† ∗ (k ∗ ui+1 − z) = 0, (3.29)
where |Du| =
√
(ux)
2 + (uy)
2.
Iterating on i, at a general step, we solve (3.29) for ui+1 given θi and then calculate
θi+1 given ui+1 using (3.28). In this way, θ should be successively better chosen at each
iteration i yielding a result which has sharp edges and smooth regions elsewhere.
3.3.7 Deblurring in the Presence of Poisson Noise
Many areas of imaging, including medical imaging, suffer not only from additive white
Gaussian noise but from Poisson (or photon) noise which often contributes in varying
proportions to the noise in the image. If we assume that the noise follows a Poisson
distribution, then we can estimate the image as the maximiser of the probability of
acquiring the image given the received image [66, 182]. The probability of k ∈ N
photon impacts complies with the Poisson distribution given by
Pλ(X = k) =
λk
k!
e−λ
where λ ∈ R>0 is both the mean and the variance of the distribution. The probability
of of acquiring an image z given that the true object is u is [66]
p(z|u) =
∏
x∈Ω
(
([h ∗ u](x))z(x)
z(x)!
exp−[h ∗ u](x)
)
. (3.30)
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The original image can then be estimated by a maximum-likelihood approach as the
maximiser of the probability with respect to the image z.
Richardson Lucy
Taking the negative logarithm of (3.30) we achieve the functional whose minimiser u is
an approximation to the true image [182]:
fRL(u) =
∫
Ω
(
h ∗ u− z − z ln
(
h ∗ u
z
))
dx. (3.31)
In order to find a solution, we calculate the minimisation in order to derive the Euler-
Lagrange equation as follows
∂
∂ε
f(u+ εφ)
∣∣∣∣
ε=0
=
∂
∂ε
∫
Ω
(
h ∗ (u+ εφ)− z − z ln
(
h ∗ (u+ εφ)
z
))
dx
∣∣∣∣
ε=0
=
∫
Ω
∂
∂ε
(
h ∗ u+ εh ∗ φ− z − z ln
(
h ∗ u+ εh ∗ φ
z
))
dx
∣∣∣∣
ε=0
=
∫
Ω
(
h ∗ φ− z
(
z
h ∗ u+ εh ∗ φ
)
∂
∂ε
(
h ∗ u+ εh ∗ φ
z
))
dx
∣∣∣∣
ε=0
=
∫
Ω
(
h ∗ φ− z
(
z
h ∗ u+ εh ∗ φ
)(
h ∗ φ
z
))
dx
∣∣∣∣
ε=0
=
∫
Ω
(
h ∗ φ− z
( z
h ∗ u
)(h ∗ φ
z
))
dx
=
∫
Ω
h ∗ φ
(
1−
( z
h ∗ u
))
dx
=
∫
Ω
(
h† ∗
(
1−
( z
h ∗ u
)))
φ dx (3.32)
since∫
[h ∗ φ](x)g(x) dx =
∫ ∫
h(x− s)φ(s) ds g(x) dx =
∫ ∫
h(x− s)φ(s)g(x) ds dx
=
∫ ∫
h(x− s)g(x)φ(s) dx ds =
∫ ∫
h†(s− x)g(x) dxφ(s) ds =
∫ [
h† ∗ g
]
(s)φ(s) ds.
where h†(x) = h(−x) is the adjoint of the point spread function h. This results in the
Euler Lagrange equation
h† ∗
(
1−
( z
h ∗ u
))
= 0.
By instead calculating the Euler-Lagrange equation using a multiplicative step u(1+
εφ) rather than an additive one, and adopting a fixed point iteration scheme we achieve
the well-known Richardson-Lucy method [167, 66] given by carry out iterations using
uk+1 =
(
h† ∗ z
h ∗ uk
)
uk. (3.33)
Note that we have made use of the relation h† ∗ 1 = 1 to obtain the left hand side of
(3.33).
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This method can achieve good results where the received data can be modelled as
z = h ∗ u, that is without noise. However, it is known that this scheme may diverge as
the iteration count tends to infinity. We require therefore a method of stabilising the
result in the presence of noise. This is considered below.
Regularised Richardson Lucy
A common approach in variational modelling to offset the effects that noise in received
data can have on the solution is to introduce constraints on the smoothness of the solu-
tion in the form of regularisation. As with [66, 174], regularisation may be introduced
to extend (3.31) in order to obtain the functional
fRRL(u) =
∫
Ω
(
h ∗ u− z − z ln
(
h ∗ u
z
)
+ αΨ
(
|∇u|2
))
dx. (3.34)
where α is a regularisation parameter which may be adjusted to change the amount
of smoothness to fit the problem, and Ψ determines the regularisation equation to be
used. There are many common options for Ψ such as Ψ(s2) =
√
s2 + β to give the
smooth approximation to the total variation semi-norm and the Charbonnier [57] term
Ψ′(s2) = (1+ s2/β2)−1/2 to name but two. Similar to the above case, we can minimise
this model with respect to the image by deriving the Euler-Lagrange equation:
h† ∗
(
1−
( z
h ∗ u
))
− α∇ ·
(
Ψ′
(
|∇u|2
)
∇u
)
= 0.
This can also be solved in a fixed point manner by calculating the minimisation of
the functional (3.34) using a multiplicative step and rearranging the equation. Care
must be taken however with the choice of steps in the iterative scheme. This will be
considered in the next section along with a generalisation of this model.
Robust Regularised Richardson-Lucy
The idea of using robust statistics has also been included in the Richardson Lucy model
[204, 105] by introducing a non-negative increasing function Φ : R≥0 → R≥0 into the
fitting term in order to gain robustness against outliers and imprecise data. The revised
robust model is presented as
fRRRL(u) =
∫
Ω
(
Φ
(
h ∗ u− z − z ln
(
h ∗ u
z
))
+ αΨ
(
|∇u|2
))
dx. (3.35)
A particular choice for the additional function which is known to produce good results
is Φ(s) = 2
√
s+ β for small, non-negative β ∈ R>0. Note that choosing the function
Φ(s) = s reduces the functional to the regularised model (3.34) above. The Euler
Lagrange equation can be derived as
h† ∗
(
Φ′(fs(u))
(
1−
( z
h ∗ u
)))
− α∇ ·
(
Ψ′
(
|∇u|2
)
∇u
)
= 0
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where fs(u) = h ∗ u− z − z ln
(
h∗u
z
)
.
In order to derive a solution strategy, the authors of [66] propose a method using
fixed point iterations for the case Φ(s) = s which allows for the fitting term to be split
into one component which will be updated at the current iteration step and another
which will be updated at a later step. Similarly, the calculation of the regularisation
term is lagged, yielding the iteration scheme given by
uk+1 =
uk
1− α∇ ·
(
Ψ′
(
|∇uk|2
)
∇uk
) (h† ∗ z
h ∗ uk
)
.
While this method can work quickly, it is clear that the value of α must be restricted in
order to avoid singularities at an iteration step or introducing negative values into the
restored image. The authors of [204] present a method to overcome this problem for the
general case, by splitting the regularisation term into positive and negative components
R±(u) =
1
2
(R(u)± |R(u)|) , R(u) = ∇ ·
(
Ψ′
(∣∣∣∇uk∣∣∣2)∇uk)
in order to obtain the more robust scheme
uk+1 =
(
h† ∗ (Φ′ (fs (uk)) zh∗uk ))+ αR+ (uk)
h† ∗ Φ′ (fs (uk))− αR− (uk) u
k.
This allows for all of the components of the denominator of the expression to always
be positive and imposes non-negativity but experiments have shown that the model
struggles to obtain good results under heavy regularisation [157]. In order to better
stabilise this, [157] introduces an alternative fixed point scheme which also allows for
acceleration by avoiding the split of the convolution with the adjoint of the point spread
function. Applying the steepest descent method, the iterative scheme is presented as
uk+1 − uk
δt
= h† ∗
(
Φ′
(
fs
(
uk
))(
1− z
h ∗ uk
))
uk+1 − α∇ ·
(∇uk+1
|∇uk|
)
uk, (3.36)
where δt is the step-size which may be chosen to be relatively large.
3.3.8 Semi-Blind Models
Semi-blind deblurring [2, 11] involves recovering a hidden true image with only par-
tial knowledge or some assumptions about the blur function, such as the type of blur
[123, 32]. Such models perform well and can obtain improved results over blind de-
blurring when the blur type may be known or estimated. Such techniques are useful
in related areas such as the segmentation of blurred images [11] and super-resolution
[130, 217] where the blur is often of Gaussian or out of focus type. Parametric deblur-
ring is a particular type of semi-blind deblurring which assumes that we may be able
to model the blur degradation term h as a parametric function dependent on only a
few parameters. Our aim in this case is to recover the parameters and thus reconstruct
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the blur function.
Intensity-constraints in deblurring models [13, 15, 44, 182, 181] have become popular
due to their ability to avoid intensity values falling outside of their expected range,
which can cause poor results, particularly in astronomical imaging, medical imaging and
blind and semi-blind deconvolution. We present a parametric model which incorporates
intensity constraints implicitly for the image. This is found to enhance the quality of
results when compared to unconstrained models.
Much research involving parametric models either assumes that Gaussian blur is
the cause for degradation or models alternative blur functions as piecewise constant
functions. Assuming that the blur is of Gaussian type is a limitation which may prevent
the accurate restoration of images corrupted by other blur types, so we would like to
extend this to accommodate other blurs. We note that modelling a blur function
as a piecewise constant prohibits the recovery of the parameters within a variational
framework.
Many papers present techniques which may be classed as semi-blind in the sense
that their aim is to restore images which have been corrupted by blur of a particular
type [32, 123, 165, 179, 214]. [123] presents a method for blind deconvolution assuming
that the degradation in the image is caused by motion blur. While not presented as a
parametric model, the authors attempt to find the length or blurring distance of the
blur function as shown in Equation (3.37) by using image statistics. [32] also presents
a non-parametric model which assumes that the degradation is caused by motion blur,
and makes use of multiple images to estimate the precise blur function.
Many papers attempt to improve the estimation of point spread functions by con-
sidering them as piecewise functions after discretisation. This reduces the estimation
of many unknowns to that of only a few variables which determine the entire psf.
Semi-blind deblurring using piecewise representations of blur functions
In [18], the authors give several equations for piecewise constant representations of
kernel functions. Motion blur, caused by relative motion between the subject and
the imaging device, is presented in the case of constant horizontal velocity translation
[18, 102] as
h(x, y; s, t) = h(x− s) =
{
δ(y−t)
V T for 0 ≤ x− s ≤ V T
0 otherwise,
where V is the measure of the velocity and [0, T ] is the exposure interval. The discrete
equivalent uses the blurring distance L and is thus presented as
h(i, j; k, l) = h(i− k) =
{
1
L+1 for 0 ≤ i− k ≤ L, j = l
0 otherwise.
(3.37)
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Out of Focus blur, which occurs when some parts of the scene are in focus and others
are not, concerns the intensity distribution within the circle of confusion of radius r
around a point. The corresponding point spread function is presented [18, 102] as
h(x, y) =
{
1
πr2
for x2 + y2 ≤ r2
0 otherwise.
The parameters are estimated from the power spectrum of the blur function by
approximating the power spectrum of the true image using a wide variety of images
[186].
[78] makes use of semi-blind deconvolution by reducing the number of unknown
variables in the PSF to a small number of variables from which it can be given in
full. [117] also presents discrete piecewise equations for linear motion blur and out of
focus blur, making use of frequency domain zeros to influence the identification of the
parameters.
[9] presents discrete equations for several blur types including box blur, also known
as uniform 2D blur, as
h(i, j) =
{
1
L2
for − L2 ≤ i, j ≤ L2
0 otherwise,
where L is assumed to be an odd integer. This can be viewed as a composite motion
blur in horizontal and vertical directions.
Recently, [130] and [217] have made use of parametric formulations of blur functions
for super-resolution techniques. The parameters are estimated prior to deblurring in
cases where it is known or assumed that the blur function may be of Gaussian or
out-of-focus type.
Semi-blind deblurring using continuous representations of the blur function
Gaussian blur has a well-known formulation given by Equation (3.38). Recently, papers
aimed at semi-blind deconvolution assuming Gaussian blur have introduced this for-
mulation in the functional. The authors of [11] assume that Gaussian blur is the cause
of degradation of the image and so replace the kernel term with a Gaussian equation
hσ(x, y) =
1
2πσ2
exp
(
−x
2 + y2
2σ2
)
(3.38)
which is dependent on the variable σ. The objective functional for the restoration is
similar to total variation regularised deblurring [169, 54] made up of a fitting term for
deblurring in the presence of Gaussian noise and a smoothness term given as the L2
norm of the gradient which allows for smooth kernels, in contrast to total variation
which permits piecewise constant functions. The equation is modified to allow for the
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parametrically defined kernel function hσ. It is thus presented as
fBSK(u, σ) =
1
2
∫
Ω
(hσ ∗ u− z)2dA+ γ
∫
Ω
|∇hσ|2dA
where γ is a regularisation parameter controlling the smoothness of the recovered blur
function, u is the restored image and z is the received data. In order to minimise this
functional, the authors derive the Euler Lagrange equations for u and σ and proceed
with alternate minimisation of the arguments.
[64] also considers the case of semi-blind parametric deblurring in a constrained
blind deconvolution problem by assuming that the blur function may be of Gaussian
type and so modelled as (3.38), leaving only a vector containing a small number of
parameters to be found.
The representation of a blur kernel by a differentiable function which allows it to be
incorporated into the minimisation problem is useful but in the above work is limited to
Gaussian functions which cannot be used to approximate many blur types. In Chapter
7, we consider an extension to this which allows more classes of blur to be incorporated
into an energy functional.
3.4 Blind Image Deblurring (BID)
Blind image deconvolution addresses the challenging case of recovering an image from
blur degradation without any knowledge or assumptions about the blur kernel or point
spread function.
Such models typically involve the simultaneous approximation of both the image
and the blur function. There also exist algorithms which aim to identify the blur
function by analysing image statistics [17, 30, 75, 76, 92, 123, 131, 168, 191]. The
identified blur function may then be used to deblur the image. In this section, we will
review several some important simultaneous blind deconvolution techniques.
3.4.1 You and Kaveh (1996)
The authors of [216] propose an energy minimisation model which aims to simultane-
ously recover both the image and the blur function by minimising a functional composed
of a fitting or data fidelity term and regularisation of both the kernel and the image
fY K(u, h) =
1
2
‖h(x) ∗ u(x)− z(x)‖2L2(Ω)︸ ︷︷ ︸
Data Fitting
+λL1(u(x)) + γL2(h(x))︸ ︷︷ ︸
Regularisation
(3.39)
where λ and γ are regularisation parameters which are used to adjust the trade-off
between data fitting and regularisation for the image and blur function respectively.
The authors used the H1 semi-norm in order to provide regularisation for the image
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and blur functions, given by
L1(u(x)) = |u(x)|H1 = ‖∇u(x)‖L2(Ω), L2(h(x)) = |h(x)|H1 = ‖∇h(x)‖L2(Ω).
This regularisation can be regarded as a smoothness constraint, which encourages the
image and blur function to be smooth thereby removing noise. This is a useful con-
straint for images corrupted Gaussian blur and can provide good results for images
with many smooth regions, including those with some sharp edges.
Additionally, the following three constraints are imposed. The first aims to restrict
the restored image to non-negative intensity values, that is
0 ≤ u(x) <∞ ∀x ∈ Ω (3.40)
since image intensity is finite and non-negative. Secondly, the sum of the absolute
values of that point spread function should be equal to one∑
x∈Ω
h(x) dx = 1 (3.41)
since an imaging system does not generate or absorb energy and the image intensities
are non-negative. Finally, the values of the point spread function should also be non-
negative
h(x) ≥ 0 ∀x ∈ Ω. (3.42)
In order to minimise the functional fY K given by (3.39), a strategy of iterative
optimisation procedures is used, and the the constraints (3.40), (3.41) and (3.42) are
imposed at each iteration. The Euler-Lagrange equations obtained from the gradient
of (3.39) are given by
∂
∂u
fY K(u) : h†(x) ∗ (h(x) ∗ u(x)− z(x)) + λ∆u(x) = 0, (3.43)
∂
∂h
fY K(h) : u†(x) ∗ (u(x) ∗ h(x)− z(x)) + γ∆h(x) = 0. (3.44)
The authors propose to solve the deblurring problem by minimising (3.39) with respect
to the kernel and the image separately and alternately. Letting
fY K(u, h |u) = fY K(u, h) where u is fixed, (3.45)
fY K(u, h |h) = fY K(u, h) where h is fixed, (3.46)
the algorithm can be given as follows, where R denotes a matrix of random numbers.
1: Make initial estimates of the image and blur function
u(0) = z, h(0) = R
2: for ℓ← 1 : maxit do
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3: Update u(ℓ):
u(ℓ) ← min
u
fY K
(
u(ℓ−1), h(ℓ−1) |h(ℓ−1)
)
4: Update h(ℓ):
h(ℓ) ← min
h
fY K
(
u(ℓ−1), h(ℓ−1) |u(ℓ−1)
)
5: end for
In order to solve equations (3.43) and (3.44) the steepest descent method is con-
sidered. While this method can yield good results, the use of the Conjugate Gradient
method is preferred due to the increased speed at a cost of only a small increase in
complexity.
In order to improve the speed at which a solution may be obtained it is acknowl-
edged that assuming a large support for the point spread function may result in many
unnecessary calculations, yielding a computationally expensive procedure. It is there-
fore proposed to reduce the size of the support for the point spread function defined on
a domain D. It must be considered that if the specified support does not actually cover
the required support for the true point spread function then the blur function may not
be correctly identified.
It is therefore proposed to begin the algorithm with a large support for the point
spread function and reduce its size at each iteration assuming that the value of the blur
function at the boundary δD is sufficiently small. This is done by removing points in a
process known as pruning. For convenient implementation, we aim to avoid obtaining
an irregular domain by pruning an entire edge ∂¯D if the point spread values are all
sufficiently small on that edge, that is if
h(x) ≤ Λ ∀h(x) ∈ ∂¯D
for a given threshold value Λ.
3.4.2 Chan and Wong (1998)
The authors of [54] proposed an improvement to the model by You and Kaveh [216]
described above. The aim is to minimise a functional of the type (3.39). The usage of
theH1 semi-norm of the image as a regularisation function is able to obtain good results
for reconstructing piecewise smooth functions. However, many images contain large
jumps in intensity values which may appear over-smoothed. The case is similar with
application to the regularisation of point spread functions for which such a smoothness
constrain may not be appropriate. There are many classes of blur function which
contain significant jumps in value or which are piecewise constant, such as linear motion
or out of focus blur.
Given these considerations, it is proposed to use total variation regularisation for
restoring both the blur function and the image due to its ability to obtain good quality
results in smooth regions while being able to restore edges. It is therefore proposed to
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recover the blur function and the image by finding the minimisation of the functional
(3.39) with the functions
L1(u(x)) = |u|TV =
∫
Ω
|∇u(x)|, L2(h(x)) = |h|TV =
∫
Ω
|∇h(x)|.
In order to minimise this functional, we replace the total variation function with a
smooth approximation, given by
|u(x)|βTV =
∫
Ω
|∇u(x)|β =
∫
Ω
√
|∇u(x)|2 + β2
(similarly for the point spread function h) which can be adjusted by the small parameter
β ∈ R. Typically, larger β results a smoother image while lower β leads to image
becoming piecewise constant by the staircasing effect.
Inclusion of this regularisation function in (3.39) yields the Chan-Wong functional
given by
fCW(u, h) =
1
2
‖h(x) ∗ u(x)− z(x)‖2L2(Ω)︸ ︷︷ ︸
Data Fitting
+α1
∫
Ω
|∇u(x)|β + α2
∫
Ω
|∇h(x)|β︸ ︷︷ ︸
Regularisation
(3.47)
where α1 and α2 are small, non-negative parameters used to control the amount of
regularisation used.
We can observe that fCW(u, h |u) and fCW(u, h |h), defined similarly to (3.45) and
(3.46), are convex with respect to u and h respectively. It is important to note that, as
is the case with (3.39), the functional (3.47) is not jointly convex. In order to address
this issue, the functional (3.47) is minimised subject to the constraints similar to (3.40),
(3.41) and (3.42) which ensure that the image and blur function are non-negative and
that the blur function has a unit integral. Additionally, the point spread function is
assumed to be symmetric. The constraints are thus given by
u(x)  0, h(x)  0,
∫
Ω
h(x) dx = 1, h(x) = h(−x). (3.48)
In order to minimise this model, we derive the associated Euler-Lagrange equations
given by
∂
∂u
fCW(u, h) : h†(x) ∗ (h(x) ∗ u(x)− z(x)) + α1∇ ·
(
u(x)
|u(x)|β
)
= 0, (3.49)
∂
∂h
fCW(u, h) : u†(x) ∗ (u(x) ∗ h(x)− z(x)) + α2∇ ·
(
h(x)
|h(x)|β
)
= 0. (3.50)
A scheme of alternate minimisation of the functional (3.47) is developed by alter-
nately solving (3.49) and (3.50) and imposing the constraints (3.48) after each iteration
as shown in Algorithm 6.
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Algorithm 6 Chan-Wong [54] Method (CW)
1: Make initial estimates of the image and blur function
u(0) ← z, h(0) ← δ(x)
2: function (h, u)←CW(h(0), u(0), z, α1, α2,maxit)
3: for ℓ← 1 : maxit do
4: Update the image u by solving for u(ℓ−
1
2):
h(ℓ−1)(−x) ∗
(
h(ℓ−1)(x) ∗ u(ℓ− 12)(x)− z(x)
)
+ α1∇ ·
(
u(ℓ−
1
2)(x)
|u(ℓ− 12)(x)|β
)
= 0
5: Impose the non-negativity constraint u(ℓ) ← P
(
u(ℓ−
1
2)
)
6: Update the blur function h by solving for h(ℓ−
1
4):
u(ℓ)(−x) ∗ (u(ℓ)(x) ∗ h(ℓ− 14)(x)− z(x)) + α2∇ ·
(
h(ℓ−
1
4)(x)
|h(ℓ− 14)(x)|β
)
= 0
7: Impose the non-negativity constraint h(ℓ−
2
4)(x)← P
(
h(ℓ−
1
4)(x)
)
8: Impose the symmetry constraint h(ℓ−
3
4) ←
(
h(ℓ−
2
4)(x) + h(ℓ−
2
4)(−x)
)
/2
9: Impose the unit integral constraint h(ℓ)(x)← h(ℓ− 34)(x)/ ∫Ω h(ℓ− 34)(x) dx
10: end for
11: h← h(k+1)
12: u← u(k+1)
13: end function
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Note that the δ-function and projection P are respectively defined as
δ(x) =
{
1 if x = 0
0 otherwise
P(u(x)) =

0 if ≤ u(x) < 0
u(x) if 0 ≤ u(x) ≤ 2ϕ
2ϕ if ≤ 2ϕ < u(x)
where the projection is defined point-wise and ϕ is the bits-per-sample rate of the
image.
3.4.3 Perrone and Favaro (2014)
The problem of blind deconvolution was addressed recently in a paper by Perrone
and Favaro [156] who aim to simultaneously restore the image and blur function by
minimising a functional given some constraints. In order to allow the approximation
of a wider range of blur functions, a priori assumptions about the smoothness is not
considered since blur functions may be smooth (as in the case of that representing
Gaussian blur corruption) or piecewise constant (as with out of focus and linear motion
blur). The minimisation problem is thus presented as
min
u(x),h(x)
{
fPF(u(x), h(x)) =
∫
Ω
([h ∗ u](x)− z(x)) dx+ λJ(u(x))
}
(3.51)
where J(u(x)) represents a smoothness constraint on the image u(x) in the form of
regularisation and λ ∈ R>0 is a small non-negative regularisation parameter. The image
regularisation function proposed is given by the total variation semi-norm as
J(u(x)) = ‖∇u(x)‖TV =
∫
Ω
|∇u(x)|
where ∇u(x) is the gradient of the function u(x). The functional fPF given in equation
(3.51) is minimised subject to the non-negativity and unit integral constrains given on
the blur function as
h(x)  0, ‖h(x)‖1 =
∫
Ω
|h(x)| dx = 1.
The authors propose the implementation of these constraints by projections. In the
case of the non-negativity constraint, any negative value of the blur function is set to
zero by the projection PPF(h(x)) given in equation (3.52). In order to enforce the unit
integral constraint, the blur function is rescaled by the mapping CPF(h(x)) given in
equation (3.52).
P
PF(h(x)) =
{
h(x) if h(x) > 0
0 otherwise,
CPF(h(x)) = h(x)∫
Ω h(x) dx
. (3.52)
The equation (3.51) is minimised using a scheme of alternate minimisation of the ar-
guments. This results in the sub-problems of solving the resulting Euler Lagrange
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equations for which gradient descent schemes given by the discretisation of equations
(3.53)–(3.54) given below in time and space.
∂u(t,x)
∂t
= h†(x) ∗ (h(x) ∗ u(t,x))− λ∇ ·
( ∇u(t,x)
|∇u(t,x)|
)
, (3.53)
∂h(t,x)
∂t
= u†(x) ∗ (u(x) ∗ h(t,x)) , (3.54)
where h†(x) = h(−x) and u†(x) = u(−x). The authors attempt to achieve minimisa-
tion of the functional using a projected alternate minimisation (pam) which involves
alternately moving in one time step for each sub-problem and enforcing the constraints.
The newly found blur function is then used in order to obtain the next update of the
image and vice versa. This can be seen in the below algorithm. For ease of notation,
we use h− = h
†, and similarly for the image. We use ⊙ to denote the discrete convo-
lution, time steps ǫu and ǫh to denote the time steps resulting from the minimisation
of equations (3.53) and (3.54) respectively. In order to accommodate sub-integer time
steps, we denote by ℓab the time step ℓ + a/b. Since the regularisation parameter is
difficult to select for a given problem, the algorithm begins with a large parameter λ
resulting in more emphasis placed on the smoothness constraint and gradually reduces
λ so that the deblurring term plays more of a role.
1: Make initial estimates of the image and blur function
u(0) ← z, h(0) ← δ(x)
2: for ℓ← 1 : maxit do
3: Update the image uℓ+1 evaluating:
uℓ+1 ← uℓ − ǫu
(
hℓ− ⊙
(
hℓ ⊙ uℓ − z
)
− λ∇ · ∇u
ℓ
|∇uℓ|
)
4: Update the blur function hℓ
1
3 evaluating:
hℓ
1
3 ← hℓ − ǫh
(
uℓ+1− ⊙
(
uℓ+1 ⊙ hℓ − z
))
5: Impose the non-negativity constraint hℓ
2
3 ← PPF
(
hℓ
1
3
)
6: Impose the unit integral constraint hℓ+1 ← CPF
(
hℓ
2
3
)
7: λ← max {0.99λ, λmin}
8: end for
9: u← uℓ+1
10: h← hℓ+1
3.4.4 Matlab Deblurring
The Matlab software contains a code which may be used to attempt to deblur an image
and recover its point spread function. It may be implemented with the command
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[J, PSF] = deconvblind(I, INITPSF)
where I is a blurred image and INITPSF is an initial estimate of the point spread
function. This command can obtain reasonable results for small amounts of blur but
many defects are introduced into the image, which are more evident with stronger levels
of blur. See Figure 3.8.
(a) Blurred Image (b) Reconstructed Image (c) Estimated PSF
(d) Blurred Image (e) Reconstructed Image (f) Estimated PSF
Figure 3.8: Illustration of the performance of Matlab’s deconvblind command. On the
top row, the “phantom” image of size 256× 256 has been blurred with an out-of-focus
blur function of diameter 3. On the bottom row, the same image has been blurred by an
out-of-focus blur function of diameter 21. On both rows, from left to right we have (a,
d) the blurred image, (b, e) the restored image and (c, f) the estimated blur function.
In both cases, the blur function is approximately but not accurately estimated and the
restored images contain many defects which are more obvious in the 2nd example (e).
3.4.5 Deblurring of Multi-Channel Images
Multi-channel or colour images may be represented as a m× n× p matrix where p = 3
for RGB images. The above deblurring models may be applied to such images by
converting the image to a grayscale counterpart by a weighted sum of the channels
ugray(x, y) = γRu
red(x, y) + γGu
green(x, y) + γBu
blue(x, y)
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where the coefficients are chosen to attempt to approximate the human perception of
luminance. As an example, the relative luminance can be calculated with
(γR, γG, γB) = (0.2126, 0.7152, 0.0722).
The grayscale image may then be deblurred to reveal a sharp image, but this results in a
grayscale image which can be useful for testing models without additional computation
for individual channels or for images received in grayscale but may not be desirable for
real applications to colour images.
To address this issue, we may deblur each channel of the image individually in order
to obtain the restored images u¯red, u¯green and u¯blue. Once these approximations are
obtained, the colour image can be reconstructed by reformulating the 3D matrix. This
enables us to obtain a sharp colour image for a blurred image.
Treating each channel of an image independently can allow us to obtain a good
approximation of the true image but can result in misaligned edges between channels
which leads to undesirable effects in the final restored image. In the case of blind
deblurring, the point spread function may not be correctly identified in each channel
leading to a different approximation of the image. For example, colour Fundus images
typically contain few details in the blue channel resulting in a very smooth image in
contrast to the green channel which contains much information. Efforts have therefore
been made to include multichannel information in the restoration of the image.
Deblurring in Colour Space
Kaftory, Sochen and Zeevi [112] attempt to use inter-channel information by minimising
the Polyakov action. This causes the image to become smoother and the individual
channels to align which helps edges to be better reconstructed. [114, 183] The Polyakov
action is adopted as the regularisation function so that the problem is formulated as
min
ua,h
{
fKSZ(ua, h) =
1
2
∑
a
∫
Ω
([h ∗ u](x)− z(x))2 dx+ α1S (ua(x)) + α2S(h(x))
}
.
(3.55)
where the function S may be given as
S (ua) =
∫
Ω
√
1 + β2
∑
a
|∇ua|2 + 1
2
β4
∑
a,b
(∇ua,∇ub)2 dx
for the image u, where
(∇ua,∇ub) is used to denote the magnitude of the vector
product, and
S(h) =
∫
Ω
√
1 + β2|∇h|2 dx.
An alternate minimisation scheme is used to recover the image channels ua and the
point spread function h. Some examples of deblurring multichannel images are shown
in Figure 3.9.
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Received Image True Image Restored Image
Received Image True Image Restored Image
Received Image True Image Restored Image
Received Image True Image Restored Image
Figure 3.9: Illustration of restoring multichannel images from blur corruption using
inter-channel information by solving the minimisation problem (3.55) with known point
spread function. From top to bottom, we have the examples 1) Apollo Gallery, 2) Aster,
3) Gorilla, 4) Colour Fundus Retina. On each row, from left to right, we have 1) the
received data, 2) the true image which we want to approximate, 3) the restored image.
In each case, the image is successfully restored and edges can be clearly seen.
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3.5 Image Segmentation
Image segmentation is a significant problem in image processing which aims to separate
the foreground and background of an image in order to select certain features. See
Figure 3.10 for some examples. It has many applications, including usage in medical
imaging where the aim may be to select a particular organ and CCTV monitoring of a
subject.
In this section, we briefly review the Mumford-Shah image segmentation model [143]
which aims to give a piecewise smooth approximation to an image and the Chan-Vese
model [53] aims to find a piecewise constant approximation of the true image where
certain features are represented by a constant intensity. These models will be useful to
know for Chapter 8.
(a) Colour Fundus Retina Im-
age
(b) Extracted Blood Vessels (c) Image Minus Blood Vessels
(d) Tree Image (e) Segmentation of Tree Im-
age
(f) Binary Representation
Figure 3.10: Examples to demonstrate image segmentation. On the top row, we show
retinal vessel segmentation of a Colour Fundus Angiography image. From left to right,
we have the (a) image to be segmented, (b) the extracted blood vessels and (c) the
image without the vessels which have been extracted. On the bottom row, we show the
segmentation of the tree image (d). In image (e) we see that the tree and landscape can
be separated from the sky by the red lines. Image (f) shows the binary representation
of this segmentation, where white means foreground and black means background.
3.5.1 Mumford-Shah Segmentation Model
Mumford and Shah [143] introduced the problem of attempting to approximate a given
image by a piecewise smooth function. They present this as a minimisation problem
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given by
min
Γ,c1,c2
{
fMS(Γ(x), c1, c2) = µlength (Γ(x))
+λ1
∫
inside(Γ)
|z(x)− c1|2 dx+ λ2
∫
outside(Γ)
|z(x)− c2|2 dx
}
(3.56)
where Γ is the contour of the segmentation, c1 is the average of the intensities of the
pixels inside the shape defined by the contour Γ and c2 is the average of the intensities
of the pixels outside of the shape defined by Γ. µ, λ1 and λ2 are positive parameters.
The first term of (3.56) aims to minimise the length of the contour Γ. The aim of the
second and third terms are to drive c1 and c2 close to the average intensities of the
inside and outside respectively of the shape defined by Γ.
3.5.2 Chan-Vese Segmentation Model
Chan and Vese [53] applied the level set method, introduced by Osher and Sethian
[151], to solve the binary labelling problem above (3.56), and has been very successful
in segmenting the features of an image and widely used for developing new models
[8, 162, 163, 51]. By representing Γ as the zero level set of the Lipschitz function φ : Ω→
R and introducing the Heaviside step function, H(x), the problem was reformulated as
min
φ,c1,c2
{
fCV(φ(x), c1, c2) = µ
∫
Ω
|∇H(φ(x))|
+λ1
∫
Ω
|z(x)− c1|2H(φ(x)) dx+ λ2
∫
Ω
|z(x)− c2|2(1−H(φ(x))) dx
}
(3.57)
which allowed a solution to (3.56) to be found.
Note that the segmentation contour Γ is given by the non-zero elements of the delta
function δ(φ) evaluated over φ, which is assumed to be positive inside the shape defined
by Γ (corresponding to H(φ) = 1) and negative outside of the shape (corresponding to
H(φ) = 0). In order to minimise this, we calculate the first order optimality conditions
given by the derivatives of fCV with respect to the arguments. To do this, we replace the
Heaviside and delta functions with analytic approximations Hε(x) and δε(x) = H
′
ε(x),
with
Hε(x) =
1
2
+
1
π
arctan
(x
ε
)
,
where ε > 0 is a small parameter and the approximation tends to the Heaviside function
as ε tends to zero. We may then derive the equations to give c1 and c2. Then, keeping
these fixed, we derive the partial differential equation (pde) for φ which can be solved
using time marching.
The segmentation models described above are able to achieve good results with
clean images, even in the presence of noise. They begin to struggle to capture object
boundaries exactly or to identify objects in the presence of blur. We consider a way to
overcome this in Chapter 8.
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Chapter 4
Application to Blurred Images
and some Refinements
We have considered some relevant preliminary mathematics in Chapter 2 and reviewed
some relevant models in image deblurring in Chapter 3 along with the introduction of
some work in image denoising and image segmentation. In this chapter, we consider the
application of some image deblurring ideas discussed in the previous chapter to blurred
images. We also present in §4.1 some modifications and refinements of these models
by considering the boundary conditions and the solution speed. We next present an
accelerated model in §4.2 and an alternative kernel filtering model in §4.3 which helps
to deal with small amounts of noise in the restored blur functions.
4.1 Initial Applications
In this section, we present an approach which aims to alleviate the problem of blur in
images by implementing the total variation deblurring strategy introduced in §3.3.5.
Following this, we attempt to deblur images without knowledge of the blur function by
simultaneously restoring the image and point spread functions, following §3.4.2. We
then attempt to obtain improvement results by modifying the boundary conditions.
4.1.1 Blur in Medical Images
Blurring of images is a common problem which occurs in many areas. Retinal imaging
in particular is an area in which blurring causes significant problems, since blur is
frequently present in retinal images and accurate scans are required for diagnosis and
screening.
As such, blurring is a major cause for image quality degradation in clinical settings.
There are many contributing factors, including eye movement, refractive error and
coexisting conditions such as Parkinson’s disease. Additional causes include advanced
ocular diseases, age and difficulty maintaining careful focus. There exists an established
programme for which 3 million diabetic patients undergo photographic screening each
year. Approximately 10% or 300,000 of the images are too blurred for assessment.
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It would therefore be beneficial to develop deblurring techniques to provide ophthal-
mologists with tools to enhance the quality of Colour Fundus Autofluorescence retinal
images which may increase confidence in diagnosis and treatment planning, reduce the
number of investigations required, and ease the development of new therapies. This
can be applicable to patients with Diabetic Retinopathy (DR) and Age-related Macu-
lar Degeneration (AMD). The findings may also be generalised to other ocular images
used in the detection of eye disease, for example Intravenous Fluorescein Angiography
(IVFA) as well as non-ophthalmological settings such as Computed Tomography (CT)
and Magnetic Resonance Imaging (MRI).
Excellent Good
Fair Inadequate
Figure 4.1: Real examples of image
quality of Colour Fundus Images.
Excellent Good
Fair Inadequate
Figure 4.2: Real examples of image
quality of Colour Fundus Images (Ch2).
4.1.2 Image Deblurring given the Blur Function
Deblurring as a mathematical consideration is an inverse problem. That is, we wish to
solve the equation
[κ ∗ u](x, y) = z(x, y)
for u(x, y). This leads to solving the large system
Au = b where b = K⊤z and A = K⊤K + αL,
where K is an ill-conditioned (typically full) matrix, z is the received corrupted data, L
is a sparse regularisation matrix which may or may not be symmetric, and α is known
as the regularisation parameter and is usually small and positive.
In the case of image deblurring, κ is a two-dimensional convolution operator, such
that our model is given by
[κ ∗ u](x, y) =
∫ ∫
k(x− x′, y − y′)u(x′, y′) dx′ dy′,
where the kernel function k is known as the point spread function. With the additional
77
consideration of additive noise, our model for the observed image is z(x, y) where
z(x, y) = [κ ∗ utrue] (x, y) + η(x, y)
where utrue is the true image and η is the additive noise term. Our goal is to estimate
the true image utrue given the received image z and the kernel function κ without
knowledge of the noise term η.
One issue which we must address is that this type of problem is ill-posed, i.e. the
estimated image u is very sensitive to small changes in the received data z. To address
this issue, we use the idea of Tikhonov regularisation [193] whereby we attempt to solve
a penalised least squares problem, given by
min
u
{
‖[κ ∗ u](x, y)− z(x, y)‖2L2(Ω) + αL(u(x, y))
}
where L(u) is a penalty term which aims to reduce the presence of defects arising from
the ill-posedness of the problem.
Following §3.3.5, This paper we use the Total Variation regularisation function given
by
L(u(x, y)) =
∫ ∫
|∇(u(x, y))|
since it is particularly effective for restoring edges in images. The resulting method,
proposed by Rudin, Osher and Fatemi [169], is known as the Total Variation (tv)
minimisation method [196]. The discretisation of the resulting Euler-Lagrange equation
of this method gives us
K⊤Ku− α∇ ·
( ∇u
|∇u|β
)
= K⊤z, (4.1)
where the discrete image represented by an m× n matrix u has been transformed to a
mn-vector u by the mapping
M(u)→ u where M (ui,j) = ui+m(j−1)
andK is a densemn×mnmatrix which represents the blur function such thatM−1(Ku)
gives the discretisation of the convolution [κ ∗ u](x, y). In order to avoid division by
zero when |∇u| = 0, we have introduced a small positive parameter β so that our
denominator |∇u| is replaced by |∇u|β =
√|∇u|2 + β. Care should be taken when
selecting the value of β. Values which are too small can make restored images look
“blocky” whereas values which are too small can give overly smooth results.
Size of the system
One important consideration is the size of the system since K in particular can be
extremely large and dense, in contrast with finite difference operators which typically
may be represented by large but sparse matrices. For example, a 256×256 pixel image
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may be considered as a sensible size to use however, this would yield a 2562 × 2562
matrix K containing over 4 × 109 entries. The formation of the blur matrix K would
limit many computers to only 64× 64 pixel images.
Fast Fourier transform
Using the convolution theorem given in §2.8, we may calculate the convolution using
the fast Fourier transform (fft) as
[κ ∗ u](x, y) = F−1 (F(κ(x, y))F(u(x, y))) .
We can then calculate the discrete convolution using the discrete Fourier transform
(dft) using matrices of size 2n × 2n. For a discrete image of size m = n = 256, this
results in a system approximately of 2.6 × 105 entries and thus allows us to consider
larger images.
4.1.3 Solving the System and Results
Since it is not computationally feasible to solve the system directly, we make use of
iterative solvers. Since, with Dirichlet boundary conditions, we can obtain a system
Au = b with A symmetric positive definite, the conjugate gradient (CG) method is
suitable to find a solution to the system. To accelerate convergence, we make use of
preconditioners. One example used is the Product Preconditioner, proposed by Vogel
and Oman [195], which is given by
P = (1/γ)(K˜K˜ + γ)1/2(γI + αL(u))(K˜K˜ + γ)1/2 (4.2)
where γ is a positive parameter and K˜ is a circulant approximation to the matrix
K, such as the Strang approximation [60]. One drawback of using Strang’s circulant
approximation to a Toeplitz matrix is that much of the information about the kernel can
be lost in the preconditioner. Since the preconditioner should be a ‘good’ approximation
to A, the choice of a good circulant approximation is significant. We then solve the
system using an adapted preconditioned conjugate gradient (PCG) method.
Experimental results
Results using this method are given in Table 4.1 and Figure 4.3. We test the model by
restoring retina and satellite images which have been corrupted by motion and Gaussian
blur. We measure the error in the restored image compared with the true image using
the signal-to-noise ratio (SNR) given as
SNR = 10 log10
( ∑
x,y |utrue(x, y)|2∑
x,y |utrue(x, y)− u(x, y)|2
)
,
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Algorithm 7 TV Deblurring with Dirichlet Boundary Conditions (TVDD)
1: function u←TVDD(K, z, α, β,maxit)
2: u(0) ← z
3: Solve (4.1):
4: for i = 1..maxit do
5: Using preconditioned conjugate gradient with (4.2), solve for u(i):
K⊤Ku(i) − α∇ ·
(
∇u(i)
|∇u(i−1)|β
)
= K⊤z
6: end for
7: u← u(i)
8: end function
where u is the restored image and utrue is the true image, and using the peak signal-
to-noise ratio (PSNR) given by
PSNR = 20 log10
 maxx,y |utrue(x, y)|√
1
mn
∑
x,y (utrue(x, y)− u(x, y))2
 .
Experiment
Received Image Restored Image
SNR PSNR SNR PSNR
Retina image corrupted by motion blur 18.87 24.76 28.67 34.91
Satellite image corrupted by motion blur 8.95 22.74 35.86 49.16
Retina image corrupted by Gaussian blur 11.09 15.63 21.12 27.34
Satellite image corrupted by Gaussian blur 1.58 9.74 25.84 39.45
Table 4.1: Table of SNR and PSNR error values of images restored by Algorithm 7.
The received retina and satellite images had been corrupted by motion and Gaussian
blur. In each case, the algorithm is able to obtain an improved result.
4.1.4 Alternative Boundary Conditions
Boundary conditions play an important role in our considerations in both the blind and
non-blind cases. They affect not only the model one might use to solve the equation,
but the way in which the equation may be solved. For example, a matrix may be sym-
metric under Dirichlet boundary conditions but asymmetric under Neumann boundary
conditions.
Recall that, for conjugate gradient, we require that A = K⊤K+αL(u) is symmetric.
We have that K⊤K is symmetric. If we are using Dirichlet boundary conditions, then
our problem is simpler because the tv operator L(u) is also symmetric. However,
Dirichlet boundary conditions assume that area outside of the images is black. We
attempt to improve the quality of the image restoration using Neumann boundary
conditions. In this case, we do not have symmetry in the tv operator. We overcome
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True Image Received Image Restored Image
True Image Received Image Restored Image
True Image Received Image Restored Image
True Image Received Image Restored Image
Figure 4.3: Illustration of the deblurring of images by the total variation model given
Algorithm 7 assuming Dirichlet boundary conditions. From top to bottom, we have on
each row examples of deblurring 1) a Fundus Autofluorescence retina image corrupted
by motion blur, 2) a satellite image corrupted by motion blur, 3) a Fundus Autofluores-
cence retina image corrupted by Gaussian blur, and 4) a satellite image corrupted by
Gaussian blur. On each row, from left to right, we have (1) the original (true) image,
(2) the received (blurred) image, and (3) the restored (deblurred) image.
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this problem by calculating a symmetric approximation L+S and a remainder term L
−
S
given by
L±S (u) =
L(u)± (L(u))⊤
2
such that L(u) = L+S (u) + L
−
S (u). We then aim to solve Aˆu = bˆ where Aˆ =
K⊤K + αL+S (u) is symmetric and bˆ = K
⊤z − αL−S (u), and use a lagging technique to
approximate the original problem Au = b. To solve for the image u, we solve
(K⊤K + αL+S (u
(i))u(i) = K⊤z − αL−S (u(i−1))u(i−1),
where we iterate on i as shown in Algorithm 8.
Algorithm 8 TV Deblurring with Neumann Boundary Conditions (TVDN)
1: function u←TVDN(K, z, α, β,maxit)
2: u(0) ← z
3: Solve (4.1):
4: for i = 1..maxit do
5: for j = 1..maxit do
6: Using preconditioned conjugate gradient with (4.2), solve for u(i,j):
(K⊤K + αL+S (u
(i,j−1))u(i,j) = K⊤z − αL−S (u(i−1))u(i−1),
7: end for
8: end for
9: u← u(i)
10: end function
Preconditioner for conjugate gradient
We now consider appropriate preconditioning for the conjugate gradient algorithm em-
ployed in the solution of this problem. Since the discrete Laplacian on a unit square
with Neumann boundary conditions can be diagonalised by the discrete cosine trans-
form, Chan and Wong [42] proposed a cosine transform-based preconditioner given
by
MD = (Cn ⊗ Cn)(Λ1 ∗ Λ1Λ2 ∗ Λ2 + αΛ3)(Cn ⊗ Cn)⊤
where Λ1,Λ2,Λ3 are the eigenvalue matrices of c2(K), c2(∆
−1/2) and c2(L˜uk) respec-
tively, ∆ ≡ ρ(K⊤K)In + αdiag(Luk), ρ(K⊤K) is the spectral radius of K⊤K, L˜uk =
∆−1/2Luk∆
−1/2.
Experimental results
We test the model by restoring retina and satellite images which have been corrupted
by motion and Gaussian blur. Results obtained using this method are given in Table 4.2
and Figure 4.4 and compared with the results obtained by implementing Algorithm 7. It
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can be noted that the restoration of the retina image is improved by assuming Neumann
boundary conditions in the cases of corruption by both motion and Gaussian blur.
Experiment
Received Image
Restored Image Restored Image
(Dirichlet) (Neumann)
SNR PSNR SNR PSNR SNR PSNR
Retina image corrupted
18.87 24.76 28.67 34.91 29.32 35.62
by motion blur
Satellite image corrupted
8.95 22.74 35.86 49.16 14.49 28.80
by motion blur
Retina image corrupted
11.09 15.63 21.12 27.34 25.23 31.46
by Gaussian blur
Satellite image corrupted
1.58 9.74 25.84 39.45 12.98 27.40
by Gaussian blur
Table 4.2: Table of SNR and PSNR error values of images restored by Algorithms 7
and 8. The received retina and satellite images had been corrupted by motion and
Gaussian blur. In each case, both algorithms are able to obtain improved results. In
the case of the retina image, the case of Neumann boundary conditions provides an
improved result.
4.1.5 Image Deblurring without Knowledge of the Blur Function
The task of restoring an image from blur corruption without knowledge of the blur
function, known as blind image deconvolution, is a more challenging yet realistic prob-
lem. In this section, we present a method for carrying out blind deconvolution of images
by simultaneous approximation of the image and blur functions following §3.4.2 and
incorporating alternative boundary conditions.
There exist many algorithms for recovering both the image and the kernel simul-
taneously. For example, see [78, 121, 120, 216]. Chan and Wong [54] proposed the
following alternate minimisation blind deblurring model using total variation:
min
u,h
f(u, h) ≡ min
u,h
1
2
‖[h ∗ u](x)− z(x)‖2L2(Ω) + α1
∫
Ω
|∇u(x)|+ α2
∫
Ω
|∇h(x)| (4.3)
to recover the image with no a priori information about the point spread function.
Here x = (x, y), z(x) is the received image, h(x) and u(x) are the blur function and
image respectfully, and α1, α2 are small, positive regularisation parameters. Since the
total variation method is particularly effective in recovering edges, we present examples
of images which have been corrupted by out of focus blur, which is represented by a
piecewise constant function. We will attempt to recover both the image and the blur
function simultaneously by minimising (4.3).
In order to devise a numerical scheme, the following first order optimality conditions
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True Image Received Image Restored Image
True Image Received Image Restored Image
True Image Received Image Restored Image
True Image Received Image Restored Image
Figure 4.4: Illustration of the deblurring of images by the total variation model given
Algorithm 8 assuming Neumann boundary conditions. From top to bottom, we have on
each row examples of deblurring 1) a Fundus Autofluorescence retina image corrupted
by motion blur, 2) a satellite image corrupted by motion blur, 3) a Fundus Autofluores-
cence retina image corrupted by Gaussian blur, and 4) a satellite image corrupted by
Gaussian blur. On each row, from left to right, we have (1) the original (true) image,
(2) the received (blurred) image, and (3) the restored (deblurred) image.
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are considered:
∂f
∂h
: u(−x) ∗ (u(x) ∗ h(x)− z(x))− α2∇ ·
( ∇h(x)
|∇h(x)|β
)
= 0, x ∈ Ω, (4.4)
∂f
∂u
: h(−x) ∗ (h(x) ∗ u(x)− z(x))− α1∇ ·
( ∇u(x)
|∇u(x)|β
)
= 0, x ∈ Ω. (4.5)
The idea to solve the blind deblurring model is to develop an alternating minimisation
algorithm such that f
(
u(i), h(i)
)
decreases as i increases.
To solve this system, we first make an initial estimate (u0, h0) for the image and blur
function (u, h). For the image, it is typical to let the received data provide the initial
estimate since it is often the closest approximation available. We then minimise (4.3) by
solving f
(
u(0), h(1)
) ≡ minh f (u(0), h) using (4.4), then f (u(1), h(1)) ≡ minu f (u, h(1))
using (4.5). At the general step, given u(i) and h(i), we solve u
(i)(−x) ∗ (u(i)(x) ∗ h(i+1)(x)− z(x))− α2∇ ·
(
∇h(i+1)(x)
|∇h(i+1)(x)|β
)
= 0, for h(i+1)(x)
h(i+1)(−x) ∗ (h(i+1)(x) ∗ u(i+1)(x)− z(x))− α1∇ ·
(
∇u(i+1)(x)
|∇u(i+1)(x)|β
)
= 0 for u(i+1)(x).
One problem we have is that this does not necessarily yield physical solutions because
the minimisation problem for (4.3) may not have a unique solution. For example, if
(u, h) is a solution, then so are
((a2/a1)h, (a1/a2)u) , (−u,−h) , (u(x± c, y ± d, h(x∓ c, y ∓ d)) ∀c, d ∈ R
In order to obtain a physical solution, we impose the following conditions on the image
u and the blur function h which ensure that the integral of the blur function is equal
to one, both the image and blur function are non-negative, and the blur function is
rotationally symmetric:∫
Ω
h(x, y) dx dy = 1, u(x, y), h(x, y) ≥ 0, h(x, y) = h(−x,−y).
The first condition is imposed by the function C1 which normalises the blur function,
dividing it by its integral over the domain, and is given by
C1(h(x, y)) = h(x, y)∫
Ω h(x, y) dx dy
.
The second condition is imposed by projections P(h) and P(u) of the functions onto a
non-negative range by setting any negative values equal to zero, given by
P(h(x, y)) =
{
h(x, y) if h(x, y) > 0
0 otherwise
,
and similarly for u. The final condition is imposed by the function C2 which maps h to
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a rotationally symmetric approximation given by
C2(h(x, y)) = h(x, y) + h(−x,−y)
2
.
These conditions are imposed after each update of the blur and image functions.
Boundary Conditions
We now consider boundary conditions of the image and blur function, as considered
in §4.1.4. Recall that the total variation operator L(u) becomes asymmetric under
Neumann boundary conditions. We therefore replace this operator by the sum of sym-
metric and asymmetric components L(u) = L+S (u) + L
−
S (u), where L
±
S (u) is defined
above, and modify the solution algorithm to use a fixed-point lagging technique. Incor-
porating this idea into the Euler-Lagrange equations (4.4)—(4.5) yields the modified
equations
(H⊤H + αL+S (u)u = H
⊤z − α1L−S (u)u, (4.6)
(U⊤U + αL+S (h)h = U
⊤z − α2L−S (h)h, (4.7)
where u = M(u), h = M(h) and z = M(z) are vectorised counterparts of the m × n
discretised image u, blur function h and received image z respectfully given by the
mapping M (ui,j) = ui+m(j−1). U and H are dense mn × mn matrices representing
the image and blur function respectively such that M−1(Uh) gives the discretisation of
the convolution [u ∗ h](x, y) and M−1(Hu) gives the discretisation of the convolution
[h ∗ u](x, y). In practice, the large and dense matrices U and H are not formed. As
above the operation of convolution is implemented by Fourier transforms but for ease
of notation we continue to write the convolution as the matrix-vector product.
Algorithm
The resulting algorithm is presented in Algorithm 9. For brevity, the notation iab is
used to denote the step i − 1 + a/b. Note that there is no requirement for a separate
algorithm for the Neumann and Dirichlet cases since the asymmetric component of the
tv operator L(·) would simply be equal to zero and the symmetric component would
be equal to L(·). The equations (4.6) and (4.7) then reduce to the Dirichlet case and
the maximum number of iterations for j in Algorithm 9 should be set to 1.
Experimental results
We include some examples of restoring images from motion blur corruption by Al-
gorithm 9 in Figures 4.5—4.6. In the case of the satellite, we use Dirichlet boundary
conditions and in the case of the colour Fundus retina example, we use Neumann bound-
ary conditions. In both cases, the result is reasonable for a blind deblurring model but
still still leaves room for improvement.
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Algorithm 9 Blind TV Deblurring (BTVD)
1: function (h,u)←BTVD(z, α1, α2, β1, β2,maxit)
2: u(0) ← z
3: for i = 1..maxit do
4: Obtain approximation of the blur function by solving (4.4):
5: for j = 1..maxit do
6: for k = 1..maxit do
7: Using preconditioned conjugate gradient, solve for h(i
1
4,j,k):(
U⊤U + αL+S
(
h(i
1
4,j,k−1)
))
h(i
1
4,j,k) = U⊤z − αL−S
(
h(i
1
4,j−1)
)
h(i
1
4,j−1),
8: end for
9: end for
10: Impose h(i
2
4) = C1
(
h(i
1
4)
)
.
11: Impose h(i
3
4) = P
(
h(i
2
4)
)
.
12: Impose h(i) = C2
(
h(i
3
4)
)
.
13: Obtain approximation of the image by solving (4.5):
14: for j = 1..maxit do
15: for k = 1..maxit do
16: Using preconditioned conjugate gradient, solve for u(i
1
2,j,k):(
H⊤H + αL+S
(
u(i
1
2,j,k−1)
))
u(i
1
2,j,k) = H⊤z − αL−S
(
u(i
1
2,j−1)
)
u(i
1
2,j−1)
17: end for
18: end for
19: Impose u(i) = P
(
u(i
1
2)
)
.
20: end for
21: h← h(i)
22: u← u(i)
23: end function
(a) True Image (b) Received Image (c) Restored Image
Figure 4.5: Illustration of the performance of Algorithm 9 with a colour Fundus retina
image, using Neumann boundary conditions. From left to right, we have (a) true image,
(b) the received image and (c) the restored image. Some improvement can be seen in
the restored image which has an improved SNR value (20.79) over the received image
(19.15) and an improved PSNR value (27.00) of the received image (25.03).
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(a) True Image (b) Received Image (c) Restored Image
Figure 4.6: Illustration of the performance of Algorithm 9 with the satellite image,
using Dirichlet boundary conditions. From left to right, we have (a) true image, (b)
the received image and (c) the restored image. Some improvement can be seen in the
restored image which has an improved SNR value (16.10) over the received image (8.95)
and an improved PSNR value (30.23) of the received image (22.74).
4.1.6 Conclusion
In this section, we presented the implementation of 2 models from image deblurring
which can be solved quickly using Fourier transforms to calculate the convolution. We
have also presented enhancements of these models for retinal images by consideration
of boundary conditions and a solution method.
The models presented show promising results for motion blur in the blind case and
several types of blur in the non-blind case. In particular, we see that the results of the
retina scan deblurring are improved when we use Neumann boundary conditions.
4.2 An Accelerated Deblurring Model by Variable Split-
ting
In the previous section, we have presented some approaches to tackle the problem of
restoring an image from blur degradation in the cases of known and unknown blur
functions. We have seen that these models can achieve good approximations of the
true image, which may be improved by considering the boundary conditions. While
such models can be implemented with reasonable speed, particularly in the non-blind
case of known blur function where only the image is to be approximated, the solution
speed is relative to the image size. Even for example images of size 256 × 256, as
used in the previous section, deconvolution models can be slow to solve and the cpu
time increases considerably for larger images and more complex problems such as blind
deblurring.
In this section, we present a method of acceleration for an image deconvolution
algorithm implemented by a separation of variables in the functional. This allows us to
avoid solving a dense and non-linear mn×mn system resulting from the minimisation
of the functional, by replacing the system with an equivalent collection of two others,
one which is dense but linear and a second which is non-linear but sparse. The solution
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of these sub-problems, which should be equivalent to that of the original problem, may
then be obtained with greater efficiency.
4.2.1 Dense and Non-Linear System
We consider the problem of restoring an image from blur corruption by total variation
deblurring, introduced in §3.3.5, which results in the minimisation problem
min
u
{f(u(x))} ≡ min
u
{F (u(x)) + αJ(u(x))} (4.8)
where α is a regularisation parameter, F (u(x)) is a data fitting term which aims to find
the image whose convolution with the (known) blur function is close to the received data
in the sense that the L2-norm of the difference is small, and J(u(x)) is a regularisation
function which imposes a smoothness constrained on the restored image. In this case,
the data fitting and smoothness terms are given by
F (u(x)) =
∫
Ω
([k ∗ u](x)− z(x))2 dx, J(u(x)) =
∫
Ω
|∇u(x)|β , (4.9)
where k(x) is the blur degradation function, z(x) is the received image. J(u(x)) is a
smooth approximation to the total variation semi-norm of the image with
|∇u(x)|β =
√
|∇u(x)|2 + β, β ∈ R,
where β is a small positive parameter. The minimisation of the functional f given in
equations (4.8)—(4.9) with respect to the image results in the Euler-Lagrange equation
G(u(x)) + αL(u(x)) = 0 (4.10)
where the functions G(u(x)) and L(u(x)) result from the minimisation of the functions
F (u(x)) and J(u(x)) respectfully defined above in (4.9) and are given by
G(u(x)) = k†(x) ∗ (h(x) ∗ u(x)− z(x)) , L(u(x)) = −∇ ·
( ∇u(x)
|∇u(x)|β
)
,
where k†(x) is the adjoint of k(x). In order to find a solution to (4.10), we must solve a
large mn×mn system which is dense and non-linear. It can be noted that the equation
for G(u(x)) contains two convolutions but is linear in terms of u(x), while the equation
for the regularisation term L(u(x)) is non-linear and results in amn×mn system which
is large but sparse. It would be useful therefore to consider these equations separately.
4.2.2 Separating Deblurring and Denoising
We aim to separate the large, dense and non-linear problem (4.10) by forming a new
joint minimisation problem which is minimised by the solution of one system which
is dense but linear and another which is non-linear but sparse. We achieve this by
modifying the equation (4.8), introducing a function v(x) which replaces the image
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u(x) in the fitting term. We add a constraint that the two functions should be equal
u(x) = v(x) so that our new problem given by
min
u,v
{
f(u, v) =
1
2
∫
Ω
([k ∗ v](x)− z(x))2 dx+ α
∫
Ω
|∇u(x)|β
}
(4.11)
s.t. u(x)− v(x) = 0. (4.12)
is equivalent to (4.8)—(4.9).
There remains the question of how to incorporate the condition (4.12) into a solution
strategy. Simply equating one with the other at each iteration by imposing
u(x) := v(x) or v(x) := u(x)
would result in either minimising the data fitting term regardless of the regularisation
or vice versa, so is not an acceptable method of implementation. Alternatively, we may
impose
u(x) :=
u(x) + v(x)
2
, v(x) :=
u(x) + v(x)
2
,
which would satisfy the condition but would mean imposing a potentially significant
modification to the functions u(x) and v(x) at each iteration since they may differ
considerably. We therefore aim to minimise the distance between the functions u(x)
and v(x) given by the L2-norm of their difference
‖u(x)− v(x)‖2L2(Ω) =
∫
Ω
(u(x)− v(x))2 dx. (4.13)
Incorporating this in the functional, we introduce a parameter γ ∈ R>0 and present a
relaxation of the the problem (4.8)—(4.9) given by the minimisation of
f(u, v) :=
1
2
∫
Ω
([k ∗ v](x)− z(x)) dx+ α
∫
Ω
|∇u(x)|+ γ
2
‖u(x)− v(x)‖2L2(Ω) . (4.14)
where the condition (4.12) is imposed implicitly by the minimisation of the distance
between the functions u(x) and v(x).
We solve this problem by alternate minimisation of the arguments. That is, we
make an initial estimate of the image u(0)(x) given by the received image z(x). Then,
keeping the function u(x) fixed, we minimise (4.14) with respect to the function v(x),
and similarly for the subsequent minimisation with respect to u(x). We continue this
until the residual of (4.14) is sufficiently small. At a general iteration step ℓ, we carry
out the following
v(ℓ)(x) = min
v
{
f
(
u(ℓ−1)(x), v(ℓ−1)(x) |u(ℓ−1)(x)
)}
,
u(ℓ)(x) = min
u
{
f
(
u(ℓ−1)(x), v(ℓ)(x) | v(ℓ)(x)
)}
.
In order to calculate the minimisation of (4.14), we derive the Euler-Lagrange equations
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as follows, first minimising the functional with respect to u:
∂
∂ε
f(u+ εφ, v)
∣∣∣∣
ε=0
=
∂
∂ε
∫
Ω
(
1
2
(k ∗ v − z) + α|∇(u+ εφ)|+ γ
2
(u+ εφ− v)2
)
dx
∣∣∣∣
ε=0
=
∫
Ω
∂
∂ε
(
1
2
(k ∗ v − z) + α|∇(u+ εφ)|+ γ
2
(u+ εφ− v)2
)
dx
∣∣∣∣
ε=0
=
∫
Ω
∂
∂ε
(
α|∇(u+ εφ)|+ γ
2
(u+ εφ− v)2
)
dx
∣∣∣∣
ε=0
=
∫
Ω
∂
∂ε
(α|∇(u+ εφ)|) dx
∣∣∣∣
ε=0
+
∫
Ω
∂
∂ε
(γ
2
(u+ εφ− v)2
)
dx
∣∣∣∣
ε=0
= α
∫
Γ
φ
∇u
|∇u| · n˜ dx+
∫
Ω
γ (u+ εφ− v)φ− α∇ · ∇u|∇u|φ dx
∣∣∣∣
ε=0
= α
∫
Γ
φ
∇u
|∇u| · n˜ dx+
∫
Ω
(
γ (u− v)− α∇ · ∇u|∇u|
)
φ dx. (4.15)
We now present the minimisation of the functional (4.14) with respect to the function
v:
∂
∂ε
f(u, v + εφ)
∣∣∣∣
ε=0
=
∂
∂ε
∫
Ω
(
1
2
(k ∗ (v + εφ)− z) + α|∇u|+ γ
2
(u− (v + εφ))2
)
dx
∣∣∣∣
ε=0
=
∫
Ω
∂
∂ε
(
1
2
(k ∗ (v + εφ)− z) + α|∇u|+ γ
2
(u− (v + εφ))2
)
dx
∣∣∣∣
ε=0
=
∫
Ω
∂
∂ε
(
1
2
(k ∗ (v + εφ)− z) + γ
2
(u− (v + εφ))2
)
dx
∣∣∣∣
ε=0
=
∫
Ω
(
k† ∗ (k ∗ v − z)φ+ γ
2
∂
∂ε
(u− (v + εφ))2
)
dx
∣∣∣∣
ε=0
=
∫
Ω
(
k† ∗ (k ∗ v − z)φ+ γ (v + εφ− u)φ
)
dx
∣∣∣∣
ε=0
=
∫
Ω
(
k† ∗ (k ∗ v − z) + γ (v − u)
)
φ dx. (4.16)
We may now present, from (4.15) and (4.16) the Euler-Lagrange equations (4.17)
and (4.18) which are to be solved for u and v in order to minimise the functional
(4.14). Note that we have made use of the associative property of convolution and the
δ-function which is equal to one for x = 0 and zero otherwise.
γ (u(x)− v(x))− α∇ · ∇u(x)|∇u(x)|β = 0, (4.17)(
k†(x) ∗ k(x) + γδ(x)
)
∗ v(x) = k†(x) ∗ z(x) + γu(x). (4.18)
In order to find a solution, we first discretise the Euler-Lagrange equations over a
mesh of size m × n and consider appropriate solution methods. Equation (4.18) may
be solved efficiently using discrete Fourier transforms or conjugate gradient. In order
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to solve (4.17), we use time marching given by
ut = −∇uf(u, v), ∇uf(u, v) = γ (u(x)− v(x))− α∇ · ∇u(x)|∇u(x)|β .
Discretising with respect to time, we obtain an iterative procedure. We select a step-
size ∆t and an initial estimate of v(x) given by u(x) and proceed to carry out the
following iterations given, at time t, by
u(t) = u(t−1)(x) + ∆t
(
α∇ · ∇u
(t−1)(x)
|∇u(t−1)(x)|β
− γ
(
u(t−1)(x)− v(x)
))
.
We continue until the residual is sufficiently small. We present the complete algorithm
for this method below in Algorithm 10.
Algorithm 10 Split Variable Deblurring (SVaD)
1: function u←SVaD(z, k, α, γ, tol,maxit)
2: v(0) ← z
3: for ℓ = 1, . . . ,maxit do
4: Solve (4.17) for u(ℓ):
5: for t = 1, . . . ,maxit do
6: Evaluate:
E(ℓ,t)(x) = γ
(
u(ℓ,t−1)(x)− v(ℓ)(x)
)
− α∇ · ∇u
(ℓ,t−1)(x)
|∇u(ℓ,t−1)(x)|
7: u(ℓ,t) = u(ℓ,t−1)(x)−∆tE(ℓ,t)(x)
8: if
∥∥E(ℓ,t)(x)− E(ℓ,t−1)(x)∥∥2
L2(Ω)
≤ tol then
9: break
10: end if
11: end for
12: Solve (4.18) for v(ℓ):(
k†(x) ∗ k(x) + γδ(x)
)
∗ v(ℓ)(x) = k†(x) ∗ z(x) + γu(ℓ)(x)
13: if ‖u− v‖2L2(Ω) ≤ tol then
14: break
15: end if
16: end for
17: u(x)← uℓ(x)
18: end function
4.2.3 Experimental Results
We include examples of restoring satellite and colour Fundus retina images from motion
and Gaussian blur degradation by Algorithm 10 in Figures 4.7—4.9. In all cases, the
image is restored to good quality with low cpu time.
92
(a) Received Image (b) Restored Image
Figure 4.7: Illustration of the performance of Algorithm 10 with a colour Fundus Retina
image corrupted by motion blur. On the left is (a) the received image and on the right
(b) the restored image, obtained with a cpu time of 1.48. It can be noticed that the
restored image with psnr 27.145 is an improvement on the received image (a) which
has psnr 22.847.
4.2.4 Blind Deblurring
In this section, we attempt to implement this idea of variable splitting in the case
deblurring without knowledge of the blur function. Following §3.4.2, we attempt to
simultaneously restore both the blur function and the true image by the alternate min-
imisation of a cost functional given some additional constraints. We achieve this by
forming a functional consisting of a fitting term, which aims to minimise the distance
between the received image and the convolution of the restored image and blur function.
We also add smoothness constraints on the image and blur function by imposing regu-
larisation. We then attempt to find the pair of functions (u(x), h(x)) which minimise
the functional subject to the additional constraints which ensure that both the blur
function and image take non-negative values, and that the blur function is rotationally
symmetric and has a unit integral.
Given these considerations, we modify the functional (4.14) with the addition of
regularisation of the blur function, resulting in the following minimisation problem
min
u,v,h
{
f(u, v, h) =
1
2
∫
Ω
([k ∗ v](x)− z(x)) dx+ α1
∫
Ω
|∇u(x)|
+
γ
2
‖u(x)− v(x)‖2L2(Ω) + α2
∫
Ω
|∇h(x)|
}
. (4.19)
subject to the constraints
h(x)  0, u(x)  0,
∫
Ω
h(x) dx = 1, h(x) = h(−x). (4.20)
Note that we do not explicitly impose the non-negativity constraint on the function
v(x) since the implicit similarity constraint (4.13) should lead to the non-negativity
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(a) Received Image (b) Restored Image
Figure 4.8: Illustration of the performance of Algorithm 10 with a colour Fundus Retina
image corrupted by Gaussian blur. On the left is (a) the received image and on the
right (b) the restored image, obtained with a cpu time of 1.63. It can be noticed that
the restored image with psnr 27.003 is an improvement on the received image (a) which
has psnr 17.862.
constraint being automatically satisfied.
We can note that the minimisation of (4.20) with respect to the blur function
h(x) results in a dense and non-linear sub-problem. We would to resolve this into two
systems, one which is dense and linear, and another which is non-linear but sparse in a
similar manner to §4.2.2. To this end, we introduce a new function k(x) which replaces
the function h(x) in the fitting term and give an additional constraint which requires
the functions k(x) and h(x) to be similar. We imposing this constraint by minimising
the L2-norm of the difference
‖h(x)− k(x)‖2L2(Ω) =
∫
Ω
(h(x)− k(x))2 dx, (4.21)
with respect to the blur function h(x) and the function k(x). We then modify the cost
functional (4.19) to include this constraint resulting in the new problem
min
u,v,h,k
{
f(u, v, h, k) =
1
2
∫
Ω
([k ∗ v](x)− z(x))2 dx+ γ1
2
‖u(x)− v(x)‖2L2(Ω)
+ α1
∫
Ω
|∇u(x)|β + γ2
2
‖h(x)− k(x)‖2L2(Ω) + α2
∫
Ω
|∇h(x)|β
}
, (4.22)
where α1, α2 ∈ R > 0 are small positive parameters which may be chosen to control
the amount of smoothing of the image kernel, and γ1, γ2 ∈ R>0 are small positive
parameters which measure the trade-off between the fitting of the two image and point
spread functions and the data fitting and smoothness terms.
We aim to find functions u(x), v(x), h(x) and k(x) which minimise (4.22). We
proceed with the alternate minimisation of the arguments. Minimising (4.22) with re-
spect to u(x), v(x), h(x) and k(x) respectively, we obtain the following Euler Lagrange
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(a) Received Image (b) Restored Image
Figure 4.9: Illustration of the performance of Algorithm 10 with the satellite image
corrupted by motion blur. On the left is (a) the received image and on the right (b)
the restored image. It can be noticed that the restored image with psnr 147.510 is an
improvement on the received image (a) which has psnr 142.688.
equations
γ1(u(x)− v(x))− α1∇ ·
( ∇u(x)
|∇u(x)|β
)
= 0 (4.23)
γ1(v(x)− u(x)) + k(−x) ∗ (k(x) ∗ v(x)− z(x)) = 0 (4.24)
γ2(h(x)− k(x))− α2∇ ·
( ∇h(x)
|∇h(x)|β
)
= 0 (4.25)
γ2(k(x)− h(x)) + v(−x) ∗ (v(x) ∗ k(x)− z(x)) = 0 (4.26)
4.2.5 Solution Algorithm
We proceed to minimise (4.22) by minimising alternately with respect to the arguments
and implementing the constraints (4.20) at each step. An overall algorithm is given in
Algorithm 11. We use the notation ℓab to denote the step ℓ − 1 + a/b and we use the
functions
P(h(x)) =
{
h(x) if h(x) > 0
0 otherwise,
C1(h(x)) = h(x) + h(−x)
2
, C2(h(x)) = h(x)∫
Ω h(x) dx
,
in order to enforce the explicit constraints.
4.2.6 Experimental Results
We present experimental results of blind restoration of the satellite and retina images
corrupted by motion blur using Algorithm 11 in Figures (4.10) and (4.11). In both
cases the images are improved in a small amount of cpu time, achieving reasonable
results for the satellite image. However the heavily blurred retina image retains much
of the degradation and the blur function is not well approximated.
95
Algorithm 11 Blind Split Variable Deblurring (BSVaD)
1: function (h, u)←BSVaD(z, hinitial(x), α1, α2, γ1, γ2, tol,maxit)
2: u(0)(x)← z(x)
3: h(0)(x)← hinitial(x)
4: for ℓ← 1 to maxit do
5: repeat
6: Solve for h(ℓ
1
4)(x):
γ2
(
h(ℓ
1
4)(x)− k(ℓ−1)(x)
)
− α∇ ·
(
∇h(ℓ14)(x)
|∇h(ℓ14)(x)|
)
= 0
7: Solve for k(ℓ)(x):
v(ℓ−1)(−x) ∗
(
v(ℓ−1)(x) ∗ k(ℓ)(x)− z(x)
)
+ γ2(k
(ℓ)(x)− h(ℓ14)(x)) = 0
8: until
∥∥∥h(ℓ14)(x)− k(ℓ)(x)∥∥∥2
L2(Ω)
≤ tol
9: Impose: h(ℓ
2
4)(x)← P
(
h(ℓ
1
4)(x)
)
10: Impose: h(ℓ
3
4)(x)← C1
(
h(ℓ
2
4)(x)
)
11: Impose: h(ℓ)(x)← C2
(
h(ℓ
3
4)(x)
)
12: repeat
13: Solve for u(ℓ
1
2)(x):
γ(u(ℓ
1
2)(x)− v(ℓ−1)(x))− α∇ ·
(
∇u(ℓ12)(x)
|∇u(ℓ12)(x)|
)
= 0
14: Solve for v(ℓ)(x):
k(ℓ)(−x) ∗
(
k(ℓ)(x) ∗ v(ℓ)(x)− z(x)
)
+ γ(v(ℓ)(x)− u(ℓ12)(x)) = 0
15: until
∥∥∥u(ℓ12)(x)− v(ℓ)(x)∥∥∥2
L2(Ω)
≤ tol
16: Impose: u(ℓ)(x)← P
(
u(ℓ
1
2)(x)
)
17: end for
18: h(x)← h(ℓ)(x)
19: u(x)← u(ℓ)(x)
20: end function
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(a) Received Image (b) Restored Image
(c) Initial Blur Function (d) Approximated Blur Function
Figure 4.10: Illustration of the performance of Algorithm 11 with the satellite image
corrupted by out of focus blur. The cpu time taken to obtain the restored image (b)
given the received image (a) and to obtain the approximation of the blur function (d)
from the initial estimate (c) is 16.71.
4.2.7 Conclusion
In this section, we have presented an accelerated model for restoring images from blur
corruption by separating the non-linearity from the density of the system and iteratively
finding solutions of the two resulting systems, each of which can be solved quickly.
Experimental results demonstrate that the method can work well, particularly in the
case of non-blind deconvolution. In the blind case, where we attempt to simultaneously
restore the blur function and the image, the model is efficient and works well in the
case of the satellite image but struggles to give an accurate approximation of the blur
function in some cases resulting in little improvement in or further degradation of
the image. In order to improve this, we may consider alternative methods of blur
identification by retaining the dense and non-linear system in the case of the blur
function or by estimating the blur function using image statistics (see [17, 30, 75, 76,
92, 123, 131, 168, 191] for examples of work in this area) before proceeding with a
deblurring algorithm.
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(a) Received Image (b) Restored Image
(c) Initial Blur Function (d) Approximated Blur Function
Figure 4.11: Illustration of the performance of Algorithm 11 with the retina image
corrupted by out of focus blur. The cpu time taken to obtain the restored image (b)
given the received image (a) and to obtain the approximation of the blur function (d)
from the initial estimate (c) is 18.77.
4.3 A Constrained Kernel Filtering Model for Blind De-
convolution
In the previous sections, we have presented enhancements to the deblurring models
introduced in Chapter 3 by considering boundary conditions and solution speed. In
this section, we attempt to improve results obtained from simultaneous reconstruction
of a blurred image and the corresponding blur function by introducing modified con-
straints on the point spread function. We also consider alternative regularisation for
the reconstruction of images from degradation by smooth point spread functions such
as Gaussian blur.
4.3.1 Simultaneous Blind Image Deblurring
Blind image deblurring tackles the more realistic problem where the blur function is
not known. As well as recovering the true image, we aim to simultaneously recover the
blur kernel with no a priori information. There exist many algorithms for recovering
both the image and the kernel simultaneously. For example, see [78, 121, 120, 216]. In
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§3.4.2, we introduced the alternate minimisation blind deblurring model by Chan and
Wong [54] given by
min
u,h
{
f(u, h) =
1
2
∫
Ω
([h ∗ u](x)− z(x))2 dx+ α1
∫
Ω
|∇u(x)|+ α2
∫
Ω
|∇h(x)|
}
(4.27)
to recover the image with no a priori information about the blurring function or point
spread function.
4.3.2 Optimisation Constraints for Blind Deblurring
Solving the minimisation problem (4.27) does not necessarily yield physical solutions
because (4.27) may not have a unique solution. For example, if (u(x), h(x)) is a solu-
tion, then so are(
a2h(x)
a1
,
a1u(x)
a2
)
∀ a1, a2 ∈ R\{0}, (−u(x),−h(x)) ,
(u(x± c, y ± d), h(x∓ c, y ∓ d)) ∀ c, d ∈ R
In an attempt to obtain a physical solution, we impose the following conditions on u(x)
and h(x) ∫
Ω
h(x) dx = 1, u(x), h(x)  0, h(x) = h(−x), (4.28)
which are imposed at each iteration. The overall solution algorithm for the minimisation
problem (4.27) is given in Algorithm 9 on Page 87.
We include a result of total variation blind deblurring by solving the minimisation
problem (4.27) to deblur the satellite image which has been corrupted by motion blur
in Figure 4.12. One can notice that while the edges of the image can be recovered, the
small details are much more difficult to accurately recover. We will attempt to improve
on this result in the next section by considering the optimisation constraints presented
earlier.
(a) Received Image (b) Result after 1 Iteration (c) Result after 20 Iterations
Figure 4.12: Illustration of the possible poor performance arising from solving the
minimisation problem (4.27) for the blurred satellite image. From left to right, we have
(a) the received image of psnr 21.09, (b) the result after one iteration with psnr 15.19,
(c) the result after 20 iterations with psnr 20.48. The psnr in both results is lower than
that of the received image and the visual quality is clearly diminished.
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4.3.3 Alternative Optimisation Constraints
In the previous section, we imposed the optimisation constraints (4.28) at each alternate
minimisation stage. In an attempt to improve the quality of the restored image, we
consider the following alternatives to such constraints. Firstly, we may remove one or
more of the constraints. Secondly, we may impose additional constraints on the image
given prior knowledge. Finally, we consider imposing further constraints on the kernel
based on observation of the result.
In the application of the given constraints, we impose restrictions on the integral of
the kernel, thereby controlling the scale of it but we do not impose any restriction on
the scale of the image intensity values, which may allow the intensity values to increase
significantly. We therefore attempt to control this by imposing additional constraints
on the image by projecting it to the range [0, ζu] by truncation of image intensity values
outside of this range where ζu is the maximum expected intensity value of the image,
but this does not give good results. As demonstrated in Figure 4.13, all of the details of
the image are lost and the reconstruction of the overall shape is inaccurate. Removing
constraints can offer an improved result but there is more risk of achieving the wrong
result. We therefore consider the 3rd alternative in the next section.
(a) Received Image (b) Approximated Image
Figure 4.13: Illustration of the results obtained after applying harsh constraints to the
image by simple projection onto the range [0, ζu] at each iteration On the left is (a)
the received image of psnr 21.09 and on the right (b) the approximated image of psnr
13.79.
4.3.4 Intensity Based Constraints for Local Support Kernels
It can be observed, as demonstrated in Figure 4.14 that there exist many small values
in the restored kernel arising from the restoration. Such a large number of points which
are incorrectly non-zero will have a significant effect on the image. We aim to remove
such small values by adjusting our constraints to filter out these values. We replace the
constraint h(x)  0 with one which does not permit such small values, given by
h(x) ∈ B ∀x ∈ Ω, B = [0] ∪ [ǫζh, ζh]
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(a) True Kernel (b) Approximated Kernel 1 (c) Approximated Kernel 2
Figure 4.14: Results of the blur function approximation obtained by solving the minimi-
sation problem (4.27) with constraints. From left to right, we have (a) the true kernel
we are aiming to approximate, (b) the approximated kernel using the constraints (4.28),
and (c) the restored kernel using the constraints (4.28) as well as the image intensity
based constraint. It can be noticed that as well as being imprecise there exists much
noise in the approximation of the blur function.
where ǫ ∈ (0, 1) ⊂ R is a small positive parameter and ζh is the maximal value of the
kernel function h(x) given by
ζh = max
x∈Ω
h(x).
This restricts the range of values of the blur function with the aim of reducing the noise
in the kernel. In order to implement this restriction, we use the projection
P
L(h(x)) =
{
h(x) if h(x) ∈ B
0 otherwise,
(4.29)
which sets values in the range (0, ǫζh) equal to zero.
4.3.5 Solution Algorithm
In order to solve this model we minimise (4.27) alternately with respect to the blur
function h(x) and the image u(x). At each iteration, we implement the constraints on
the blur function given by (4.29) and
C1(h(x)) = h(x) + h(−x)
2
, C2(h(x)) = h(x)∫
Ω h(x) dx
, (4.30)
and the projection constraint on the image to the non-negative range given by
P(u(x)) =
{
u(x) if u(x) ≥ 0
0 otherwise.
(4.31)
We present the solution algorithm for this model in Algorithm 12. We use the notation
ℓab to denote the step ℓ− 1 + a/b.
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Algorithm 12 Deblurring with Local Support Kernels (DLSK)
1: function (h(x), u(x))←DLSK(z(x), hinitial(x), α1, α2, tol,maxit)
2: u(0)(x)← z(x)
3: h(0)(x)← hinitial(x)
4: for ℓ← 1 to maxit do
5: Solve for h(ℓ
1
4)(x):
u(ℓ−1)(−x) ∗
(
u(ℓ−1)(x) ∗ h(ℓ14)(x)− z(x)
)
− α2∇ ·
(
∇h(ℓ14)(x)
|∇h(ℓ14)(x)|β
)
= 0
6: Impose: h(ℓ
2
4)(x)← PL
(
h(ℓ
1
4)(x)
)
7: Impose: h(ℓ
3
4)(x)← C1
(
h(ℓ
2
4)(x)
)
8: Impose: h(ℓ)(x)← C2
(
h(ℓ
3
4)(x)
)
9: Solve for u(ℓ
1
2)(x):
h(ℓ)(−x) ∗
(
h(ℓ)(x) ∗ u(ℓ12)(x)− z(x)
)
− α1∇ ·
(
∇u(ℓ12)(x)
|∇u(ℓ12)(x)|β
)
= 0
10: Impose: u(ℓ)(x)← P
(
u(ℓ
1
2)(x)
)
11: end for
12: h(x)← h(ℓ)(x)
13: u(x)← u(ℓ)(x)
14: end function
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4.3.6 Experimental Results
We include results of restoring by Algorithm 12 satellite and retina images corrupted by
out of focus blur in Figures 4.15—4.17. It can be noted that while ǫ must be sufficiently
large that it compresses noise, using small values for ǫ improves the accuracy of the
restored image. In order to measure our results numerically, we compute the PSNR
measure introduced in §4.1.3 for each example.
(a) Approximated Kernel (b) Restored Image
Figure 4.15: Successful restoration of the blurred satellite image shown in Figure 4.12a
by Algorithm 12 with ǫ = 1/3. On the left is (a) the approximated blur function and on
the right (b) the restored image of psnr 27.28 which is an increase of 6.19dB compared
to the received image.
(a) Approximated Kernel (b) Restored Image
Figure 4.16: Successful restoration of the blurred satellite image shown in Figure 4.12a
by Algorithm 12 with ǫ = 10−2. On the left is (a) the approximated blur function
and on the right (b) the restored image of psnr 30.14 which is an increase of 9.05dB
compared to the received image.
4.3.7 A Blind Deblurring Model for Gaussian Blur
In the case of Gaussian blur, total variation regularisation of the kernel can help to
approximate the blur function. However, since this function tends to give non-smooth
or ’blocky’ results, it is typically effective when dealing with kernels which produce
out-of-focus or motion blur but it is not necessarily the most appropriate function to
use when approximating a smooth kernel. Variation of the smoothing parameter β can
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(a) Received Image (b) Restored Image
Figure 4.17: Successful restoration of the blurred retina image by Algorithm 12 with
ǫ = 10−2. The restored image (b) is a considerable improvement on the received image
(a).
help to smooth out this function, however this can give overly smooth and less accurate
results. We therefore consider alternative regularisation in the case of Gaussian blur.
We modify our functional as follows, replacing the total variation semi-norm with the
H1 semi-norm of the image given by the L2-norm of the gradient, given by
∫
Ω |∇h|2dΩ
which we expect to provide more accurate approximations to smoother kernels.
min
u,h
{
f(u, h) =
1
2
||[h∗u](x)−z(x)||2L2(Ω)+α1
∫
Ω
|∇u(x)|+α2
∫
Ω
|∇h(x)|2 dx
}
(4.32)
In order to carry out the minimisation of (4.32), we obtain the following Euler-Lagrange
equations which we aim to solve as part of an alternate minimisation scheme.
∂f
∂h
: u(−x) ∗ (u(x) ∗ h(x)− z(x))− α2∇2h(x) = 0, (4.33)
∂f
∂u
: h(−x) ∗ (h(x) ∗ u(x)− z(x))− α1∇ ·
( ∇u(x)
|∇u(x)|
)
= 0. (4.34)
4.3.8 Location Based Constraints for Global Support Kernels
The intensity-based constraints which we introduced earlier are not suitable for applica-
tion to Gaussian kernels. As illustrated in Figure 4.18, Gaussian kernels typically have a
smooth base, which is not achievable with the previous intensity-based filter. We there-
fore use constraints based on the location rather than the values, replacing the optimi-
sation constraints h(x, y)  0 in the original model with h(x, y) ≥ 0 if
√
x2 + y2 ≤ δ
for δ ∈ [0,min{m/2, n/2}] where we are discretising over a mesh of size m× n. This is
implemented with the projection
P
G
δ (h(x, y)) =
{
h(x, y) if
√
x2 + y2 ≤ δ
0 otherwise,
(4.35)
which sets values of the blur function outside of the given range equal to zero.
104
(a) Gaussian Function (b) Constrained, ǫ = 1/3 (c) Constrained, ǫ = 10−2
Figure 4.18: Illustration of the effect of intensity based constraints on a Gaussian
function. From left to right, we have (a) a Gaussian kernel function, (b) the Gaussian
function subject to intensity based constraint with ǫ = 1/3, (c) the Gaussian function
subject to intensity based constraint with ǫ = 10−2. It is clear that the base of the
function is modified ever for small ǫ.
(a) Intensity Based Constraint (b) Location Based Constraint
Figure 4.19: Illustration of the effect of location based constraints on a Gaussian func-
tion. From left to right, we have (a) the Gaussian function subject to intensity based
constraint with ǫ = 10−2, (b) the Gaussian function subject to location based con-
straint with δ = 15. The location based constraint allows the blur function to retain
its structure while the intensity based constraint does not.
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4.3.9 Solution Algorithm
In order to solve this model we minimise (4.32) alternately with respect to the blur
function h(x) and the image u(x). At each iteration, we implement the constraints on
the blur function given by (4.35) and (4.30) and the projection constraint on the image
to the non-negative range given by (4.31). We present the solution algorithm for this
model in Algorithm 13 where we use the notation ℓab to denote the step ℓ− 1 + a/b.
Algorithm 13 Deblurring with Global Support Kernels (DGSK)
1: function (h(x), u(x))←DGSK(z(x), hinitial(x), α1, α2, tol,maxit)
2: u(0)(x)← z(x)
3: h(0)(x)← hinitial(x)
4: for ℓ← 1 to maxit do
5: Solve for h(ℓ
1
4)(x):
u(ℓ−1)(−x) ∗
(
u(ℓ−1)(x) ∗ h(ℓ14)(x)− z(x)
)
− α2∇2h(ℓ14)(x) = 0
6: Impose: h(ℓ
2
4)(x)← PG
(
h(ℓ
1
4)(x)
)
7: Impose: h(ℓ
3
4)(x)← C1
(
h(ℓ
2
4)(x)
)
8: Impose: h(ℓ)(x)← C2
(
h(ℓ
3
4)(x)
)
9: Solve for u(ℓ
1
2)(x):
h(ℓ)(−x) ∗
(
h(ℓ)(x) ∗ u(ℓ12)(x)− z(x)
)
− α1∇ ·
(
∇u(ℓ12)(x)
|∇u(ℓ12)(x)|β
)
= 0
10: Impose: u(ℓ)(x)← P
(
u(ℓ
1
2)(x)
)
11: end for
12: h(x)← h(ℓ)(x)
13: u(x)← u(ℓ)(x)
14: end function
4.3.10 Experimental Results
We include results of restoring by Algorithm 13 satellite and retina images corrupted
by Gaussian blur in Figures 4.20—4.21. In both cases, the image is restored, with the
psnr of the satellite image increasing by 4.31dB and that of the retina image increasing
by 5.46dB.
4.3.11 Conclusion
In this section, we have presented modified blur function constraints for blind deconvo-
lution which restrict the possible approximations of the blur function. In this way, we
have obtained improved results when restoring images corrupted by Gaussian blur as
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(a) Received Image (b) Restored Image (c) Approximated Blur Func-
tion
Figure 4.20: Restoration of the blurred satellite image by Algorithm 13. From left to
right, we have (a) the received image, (b) the restored image, (c) the approximated blur
function. The restored image of psnr 24.71 shows visible improvement on the received
image which has psnr 20.40.
(a) Received Image (b) Restored Image (c) Approximated Blur Func-
tion
Figure 4.21: Restoration of the blurred retina image by Algorithm 13. From left to
right, we have (a) the received image, (b) the restored image, (c) the approximated blur
function. The restored image of psnr 30.38 shows visible improvement on the received
image which has psnr 24.92.
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well as local support blur such as out of focus. We have also presented a mixed regular-
isation model employing the H1 semi-norm in the case of regularisation for Gaussian
kernel functions.
While these new optimisation constraints are capable of obtaining good results,
they are not generally reliable since they require prior knowledge of the type of blur
and an appropriate choice of the ǫ or δ values. However, it should be noted that these
parameters can be chosen to allow a larger range of blur functions by placing less of a
restriction on the range.
It can also be noted that, along with the other constraints which we apply, we are
making a significant change to the blur function at each iteration which may prevent the
final restored blur function from being a minimiser of the relevant functional together
with the restored image. We consider in later chapters the implicit application of
constraints, aiming to avoid the necessity for significantly altering the blur function in
this way at each iteration.
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Chapter 5
A New Constrained Deblurring
Model
We have so far considered improvements to deblurring models introduced in Chapter 3
by considering some modifications in Chapter 4 which enable us to achieve lower levels
of error in less cpu time. In this chapter, we present the first piece of our main work
which aims to obtain improved results in the case of restoring images from known blur
degradation by applying constraints on the image intensity values implicitly.
Although image intensities are non-negative quantities, imposing positivity is not
always considered in restoration models due to a lack of simple and robust methods
of imposing the constraint. In this chapter, we propose a suitable exponential type
transform and apply it to the commonly-used total variation model, introduced in
§3.3.5, to achieve an implicitly constrained solution (positivity at its lower bound and
a prescribed intensity value at the upper bound). Numerical algorithms are presented
to solve the resulting non-linear partial differential equations. Test results show that
the proposed method is competitive when compared with existing methods in simple
cases and more superior in other cases.
5.1 Introduction
Deconvolution in the case of known blur, has been investigated widely in the last few
decades giving rise to a variety of solutions [9, 11, 44, 94, 119, 104, 178, 177, 180, 182,
181, 176]. In non-blind deconvolution, the point spread function is assumed known
even though this information is not available in most of the real applications. In many
cases, we know that our restored image must have strictly non-negative intensities,
but the solution by traditional methods may yield results which are not necessarily
positive. This has implications for most images with significant amounts of dark space,
i.e. images with many pixel intensity values close to or equal to zero, as well as for
blind deconvolution where the representation of certain blur functions has a significant
amount of zero or near-zero values.
In this chapter, we present a model for non-blind deconvolution which not only en-
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sures a strictly positive result but also limits the upper boundary of the image intensity
values, keeping them within a prescribed range. Related work in this area can be found
as early as [19] and more work has been carried out in recent years which attempts to
find strictly positive solutions for several applications, particularly astronomical imag-
ing. Vogel and Bardsley [13] gave a method for large-scale minimisation problems with
non-negativity constraints using a cost functional including the statistics of the noise
in the image data. A reduced Newton method was introduced such that Newton steps
are only taken in the inactive variables, meaning those which are non-zero. A sparse
matrix preconditioner was also introduced to improve convergence of Conjugate Gradi-
ent which is used to compute approximate reduced Newton steps. Benvenuto et al. [15]
attempted to increase the efficiency of the projected Langweber method and iterative
image space reconstruction algorithm, both of which demonstrate the property of semi-
convergence. The results of the algorithms improve at the earlier iterations and then
begin to worsen. The algorithms are also quite slow. The aim of Benvenuto et al.
was primarily to improve the speed and convergence of these algorithms. The works of
[34, 35] proposed other ideas based on non-negative projections for deblurring. More
recently, Chan et al. [44] gave a method for constrained image deblurring which is
related to [13] but uses efficient alternate direction methods to drive the restored image
closer to a projection of itself onto the ideal range. Since such projections (typically
scaling or truncation) may cause a decrease in quality if simply applied at the end, the
authors of [44] improve results by successively forcing the intensity values of the image
to lie within a range which tends towards the ideal.
The rest of the chapter is organised as follows. §5.2 briefly reviews the total variation
based variational models for deblurring introduced in §3.3.5. §5.3 presents our proposed
transform and consequently its resulting model and algorithms. §5.4 discusses some
refinement issues followed by §5.5 of numerical results and §5.6 of conclusions.
5.2 The Total Variation based Deblurring Models
Noise and blur can be commonly found in digital images due to factors such as imper-
fections of the capturing equipment and scattering through non-homogeneous medium.
Following the work of [169], we consider the linear deblurring problem with additive
noise
z(x) = [k ∗ u](x) + η(x), x = (x, y) ∈ Ω (5.1)
where z is the (known) observed image, k is the point spread function, u is the image
we aim to approximate and η is the unknown noise function. There are two related
models that one may consider.
Given knowledge of the blurring kernel k, the total variation regularised model
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[169, 47, 13, 193] reconstructs u from solving the minimisation problem
min
u
∫
Ω
(k ∗ u− z)2 dΩ + α1‖u‖βTV , ‖u‖βTV =
∫
Ω
|∇u|β, (5.2)
introduced in §3.3.5 where α1 > 0 and ‖u‖βTV =
∫
Ω |∇u|β =
∫
Ω
√
u2x + u
2
y + β is a
smooth approximation of the total variation, where β is a small non-negative constant.
The model has been widely studied. In addition to the regularisation parameter selec-
tion for variational denoising considered in §2.5.4, algorithms for optimal selection of
the parameter α1 have also been proposed for deblurring problems in [70, 205, 59].
We can also consider the related problem of restoring a blur function given the true
image. Then to restore the kernel k from a known image u, a related model to (5.2)
may be proposed
min
k
∫
Ω
(u ∗ k − z)2 dΩ + α2‖k‖βTV , s. t. k ≥ 0,
∫
Ω
k(s, t) ds dt = 1, (5.3)
where α2 > 0 and we have used the equality u ∗ k = k ∗ u. Note that we have imposed
the additional constraints of non-negativity and unit integral which we may assume to
be the appropriate for a blur function. Our main concern in this chapter is equation
(5.2).
Here we remark that for (5.2), from our experience, the positivity method from [193]
appears to be reliable. However, for model (5.3), the method of projecting solutions to
satisfy the constraints k ≥ 0, ∫Ω k(s, t) ds dt = 1 seems less robust. Therefore, it is of
importance to seek alternative and effective methods.
5.3 A Transform Based Method for Implicitly Constrained
Reconstruction
In this section, we present a new transform method for imposing positivity for solving
models (5.2)-(5.3). Our method will transform our constrained model to an uncon-
strained one. Therefore the positivity constraint is automatically satisfied. Below we
use model (5.2) as the example.
Our motivation comes from a simple idea. If we wish for u ≥ 0, we set u = exp(ψ)
and reformulate our model in the new variable ψ. Then for any ψ, we can ensure
u ≥ 0. However, this seemingly great idea does not work because the inverse transform
ψ = lnu does not allow u = 0. A remedial solution is to define the modified transform
u = exp(ψ)− ǫ so ψ = log(u+ ǫ); however to ensure u ≥ 0, we require ψ ≥ log(ǫ) which
implies that ψ must be constrained i.e. the underlying transform is not suitable. We
would therefore aim to choose ǫ to be a very small positive number so that any final
projection, if necessary, would have minimal effect on the result.
In order to impose a constraint on both the upper and lower bounds of u, we have
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found that a suitable exponential type transform is the following
u = H˜ǫ(ψ) =
w + 2b
1 + e−
ψ
ǫ
− b
which resembles a smooth approximation to the Heaviside function given by
H(ψ) =
{
0, if ψ < 0
1, if ψ ≥ 0,
where ǫ, b, w > 0, and 0 ≈ −b ≤ H˜ǫ(ψ) ≤ w+ b ≈ w defines the intensity range for any
ψ. Practically one may take, for (5.3), b = 0.1, w = 255 to accommodate the commonly
used range u ∈ [0, 255] and, for (5.27), b = 0.01, w = 1 to allow k ∈ [0, 1]. Note the
inverse transform ψ = − ǫ2 log w−uu+b allows u = 0.
To allow generality, our proposed transform will be of the form
T (ψ) =
a1 + 2a4
1 + a2e
−2ψ
a3
− a4 (5.4)
where a = (a1, a2, a3, a4) and all aj ’s are positive. Note 0 ≈ −a4 ≤ u = T (ψ) ≤
a1 + a4 ≈ a1 for any ψ. As illustrated in Figure 5.1, the generality allows us to adjust
the maximal and minimal values of the range using a1 and a4, the spread of usable
range of ψ using a3 and the point of u at which ψ will be equal to zero using a2. We
can, if we wish, use this to restrict all values of ψ to positive but this is not necessary.
We consider the choice of parameters in more detail in Appendix 5.A.
a  + a 
−a 
       a
σ 1 σ 2
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τ  = 01
τ   =2      1
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υ
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(a) Transform of ψ
a  + a 
−a 
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σ 1 σ 2
4
τ  = 01
τ   =2      1
1      4
υ
ψ
(b) Projected transform
Figure 5.1: Graph of Heaviside Transform u = T (ψ). On the left, we have (a) the
transform of ψ with an exaggerated a4 and on the right (b) the projected transform
onto the range [τ1, τ2].
Once the transform is specified, we now consider how to use it to reconstruct ψ first
and hence the image u. The model (5.2) as studied in [193] can be transformed from
min
u
f(u) =
1
2
∥∥∥ ∫ k(x− x′, y − y′)u(x′, y′) dΩ− z(x, y)∥∥∥2
L2(Ω)
+ αL(u)
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(with u ≥ 0) to the new problem for ψ
min
ψ
f(ψ) =
1
2
∥∥∥ ∫ k(x− x′, y − y′)T (ψ(x′, y′)) dΩ− z(x, y)∥∥∥2
L2(Ω)
+ αL(T (ψ)) (5.5)
where L denotes the TV regulariser for (5.2) and the H1 for (5.9). The new and
transformed model (5.5) has no constraint on ψ and yet can ensure (5.3) to have a
positive solution u. However, since both terms in (5.5) are non-linear in ψ, it remains
to address the numerical solution methods.
In what follows, we shall propose to treat term 1 in (5.5) by linearising T (ψ) (due
to the challenge associated with a non-local operator k) and term 2 by lagged diffusion
ideas (as for solving the denoising [193]).
Linearisation of T (ψ)
The Taylor expansion of T (ψ) about ψ = 0 is given by
T (ψ) = A+Bψ +O
(
ψ2
)
, A =
a1 + 2a4
1 + a2
− a4, B = 2a2(a1 + 2a4)
(1 + a2)2a3
.
Thus we can decompose T (ψ) by separating its linear term in the form
u = T (ψ) = A+Bψ + v¯(ψ˜), v¯(ψ˜) = v¯(ψ˜)−A, v¯(ψ˜) = T (ψ˜)−Bψ˜.
Iterative minimisation
Using the above decomposition, our solution strategy is as follows:
1: u(0) ← z and ψ(0) ← T−1(u(0))
2: for Iterate on ℓ do
3: Solve for ψ(ℓ+1), given ψ(ℓ), from
ψ(ℓ+1) ← min
{
‖k ∗ ψ(ℓ+1)B − z¯(ψ(ℓ))‖2L2(Ω) + α‖Bψ(ℓ+1)) + v¯(ψ(ℓ))‖βTV
}
(∗)
4: where z¯(ψ(ℓ)) = z − k ∗ v¯(ψ(ℓ)).
5: end for
We now discuss how to solve the above equation (*) i.e.
min
ψ
{
f(ψ) =
1
2
||Bk ∗ ψ − z¯||2L2(Ω) + α
∫
Ω
|∇ (Bψ + v¯) |β dΩ
}
. (5.6)
Consider each term in turn. First let f1 =
1
2 ||Bk ∗ψ− z¯||2L2(Ω) so minψ f1 is given when
∂f1/∂ψ = 0. Here
∂f1
∂ψ
=
∂
∂ψ
1
2
||Bk ∗ ψ − z¯||2L2(Ω) =
1
2
∂
∂ψ
(Bk ∗ ψ − z¯)2
=
(
∂
∂ψ
(Bk ∗ ψ)
)
(Bk ∗ ψ − z¯) = (Bk)T (Bk ∗ ψ − z¯).
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Second let f2 =
∫
Ω∇(Bψ + v¯) dΩ and minψ f2 is given when
∂
∂ǫ
(f2(ψ + ǫφ))|ǫ→0 = 0
for an arbitrary function φ. We have
∂
∂ǫ
f2(ψ + ǫφ)
∣∣∣∣
ǫ→0
=
∂
∂ǫ
∫
Ω
|∇(B(ψ + ǫφ) + v¯)|β dΩ
∣∣∣∣
ǫ→0
=
∫
Ω
∂
∂ǫ
|∇(B(ψ + ǫφ) + v¯)|β dΩ
∣∣∣∣
ǫ→0
=
∫
Ω
∇(B(ψ + ǫφ) + v¯)
|∇(B(ψ + ǫφ) + v¯)|β
· ∇Bφ dΩ
∣∣∣∣∣
ǫ→0
=
∫
Ω
∇(Bψ + v¯)
|∇(Bψ + v¯)|β
· ∇Bφ dΩ
= −
∫
Ω
∇ ·
(
∇(Bψ + v¯)
|∇(Bψ + v¯)|β
)
Bφ dΩ +
∫
Γ
∇(Bψ + v¯)
|∇(Bψ + v¯)|β
·Bφ~n dΓ,
where |∇(·)|β is given in §5.2. We have therefore that minψ {f = f1 + f2} is solved by
(Bk)T (Bk ∗ ψ − z¯) + α∇ ·
(
∇(Bψ + v¯)
|∇(Bψ + v¯)|β
)
B = 0 (5.7)
where z¯ = z¯(ψ) = z − k ∗ v¯(ψ) and v¯ = v¯(ψ) = T (ψ)−Bψ.
Overall Algorithm
Assume u has a Dirichlet boundary condition. Then the discretised the Point Spread
Function (PSF) k leads to a Block Toeplitz matrix with Toeplitz Blocks (BTTB) [94,
193]. In order to define the transform, we calculate the parameters a1, . . . , a4 according
to the Appendix. We calculate the initial estimate of ψ(0) given the initial estimate of
u(0) as follows:
u = T (ψ) =
a1 + 2a4
1 + a2e
− 2ψ
a3
− a4, ψ = T−1(u) = −a3
2
ln
(
a1 − u+ a4
a2(u+ a4)
)
.
We then solve the Euler Lagrange equation (5.7) and finally transform the image back,
obtaining our restored image u with positive entries. This is shown in Algorithm 14.
Algorithm 14 A Transform Based Constrained Deblurring Algorithm (TCD)
1: function u←TCD(z, k, α, β,a, tol,maxit)
2: u(0) ← z
3: Calculate a = {a1, a2, a3, a4}
4: ψ(0) ← −(a3/2) log
((
a1 + a4 − u(0)
)
/
(
a2(u
(0) + a4)
))
5: for ℓ← 1 to maxit do
6: Solve equation for ψ(ℓ+1) given ψ(ℓ), i.e.
ψ(ℓ+1) ← SOLVE (Bk)T ∗
(
k ∗ ψ(ℓ+1) − z(ψ(ℓ))
)
−α∇· ∇
(
Bψ(ℓ+1) − v(ℓ))∣∣∣∇(Bψ̂(ℓ+1) − v(ℓ))∣∣∣
β
= 0
7: where z(ψ(ℓ)) = z − k ∗ v(ψ(ℓ)) and ψ̂ denotes a lagging from ψ.
8: end for
9: On exit, u← (a1 + 2a4)/
(
1 + a2 exp
(−2ψ(ℓ+1))/a3)).
10: end function
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5.4 Refinements and other Solution Strategies
In this section, we present some refinements to the model presented in the previous
section by alternative linearisation and regularisation. We also consider obtaining a
closer approximation of the image for the initial estimate of this model and improving
the cpu time with an accelerated model. Finally, we present a convex model obtained
by a small relaxation on the functional.
5.4.1 Alternative Linearisation
In order to improve the speed of obtaining a solution, we carry out the Total Variation
norm linearisation alongside the updating of the linearisation of the transform, thereby
solving
(Bk)T ∗
(
k ∗ ψ(ℓ+1) − z¯(ψℓ)
)
− α∇ · ∇
(
Bψ(ℓ+1) − v¯(ψℓ))∣∣∇ (Bψ(ℓ) − v¯(ψℓ))∣∣
β
= 0. (5.8)
In this way, we hope to get speed-up due to the saving of iterations on ψ̂. Experimental
results are shown in Figure 5.8 and error values and cpu times for this method and the
previous transform method are given in Table 5.6. It can be noted that, the reduction
in cpu time is significant.
5.4.2 Alternative Regularisation
While the total variation semi-norm which we have used in our model gives good results
for images which have sharp changes in intensity and hence jumps in the pixel intensity
value, improved results may be found by considering alternative regularisation to treat
smooth images. In this section, we consider a simple form of alternative regularisation
using the L2-norm of the gradient of the image. More robust regularisations are based
on high order regularisers; see [26, 23, 153, 56].
In the traditional case, using a least squares fitting term and L2 as a regularisa-
tion term, we will obtain a linear partial differential equation to solve. We give this
minimising functional as
f(u) =
1
2
||k ∗ u− z||2L2(Ω) +
α
2
∫
|∇u|2 dΩ. (5.9)
The well-known Euler-Lagrange equation for the image u is therefore given by
kT ∗ (k ∗ u− z)− α∆u = 0. (5.10)
Now referring to the above section, we substitute u = Bψ + v¯
(
ψ˜
)
to (5.9)
f(u) =
1
2
||k ∗ (Bψ + v¯
(
ψ˜
)
)− z||2L2(Ω) − α
∫
|∇
(
Bψ + v¯
(
ψ˜
))
|2 dΩ (5.11)
=
1
2
||Bk ∗ ψ − z¯(ψ˜)||2L2(Ω) − α
∫
|∇
(
Bψ + v¯
(
ψ˜
))
|2 dΩ (5.12)
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where z¯(ψ) = z − k ∗ v¯
(
ψ˜
)
and v¯
(
ψ˜
)
= T
(
ψ˜
)
−Bψ˜. The linearised Euler-Lagrange
equation is
kT ∗
(
Bk ∗ ψ − z¯
(
ψ˜
))
− α∆
(
Bψ + v¯
(
ψ˜
))
= 0. (5.13)
5.4.3 Initialisation of u and k
Since there exist many efficient algorithms for solving models (5.2) and (5.3) without the
positivity constraints, one idea of acquiring good initialisations for u and k is through
applying such algorithms first.
In fact, the simplistic L2 method given by minimising (5.9) leads to solving the linear
partial differential equation (5.10) which can be done efficiently. We may therefore use
the solution of it as the initial estimate u and then our transform model will offer a
positive solution.
As we shall see from the next section, for model (5.3) with the unknown kernel k,
the Vogel’s method [193] is no longer effective but we may use its result as an initial
guess for our transform model; see Table 5.7 and Figure 5.9.
5.4.4 An Acceleration Algorithm for the Model
While our model performs well, it can often be rather slow to execute, particularly in
cases of Gaussian blur. We address this issue using an alternating direction method
(ADM) [44, 104, 198, 197]. We aim to separate our model into one of deblurring and
one of denoising, each of which can be executed reasonable quickly. Starting with
the unconstrained non-negative functional given by equation (5.5) we use the ADM to
create the augmented Lagrangian functional
f(u, ψ, λ) =
1
2
||k ∗ u− z||2L2(Ω) + αL(Ta(ψ)) +
γ
2
||u− Ta(ψ)||2L2(Ω)+ < λ, u− Ta(ψ) >
(5.14)
where L represents either total variation (where we expect jumps in intensity) or L2
(where we expect smooth edges) i.e.
L(u) =
∫
Ω
|∇u|β, or L(u) =
∫
Ω
|∇u|2 dΩ. (5.15)
Our aim is now to minimise f with respect to u, ψ and λ. Then we can give the
Euler Lagrange equation for u:
kT ∗ (k ∗ u− z) + γ (u− Ta(ψ)) + λ = 0 (5.16)
and, rearranging, we have(
kT ∗ k + γδ) ∗ u = kT ∗ z + γTa(ψ)− λ (5.17)
where δ denotes the delta function and we can solve this using Fourier transforms. For
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additional support, we might add a term for u, given by χL1(u) where χ > 0 and L1 is
a regularisation term. This model can be achieved by setting χ = 0.
For the second equation, we minimise with respect to ψ as follows. We must deal
with the non-linearity of the transform. We do this by considering the Taylor expansion
given by
Ta(ψ) = A+Bψ +O(ψ
2)
and approximate the transform with Ta(ψ) = Bψ + R(ψ) where R, the residual, is
given by R = Ta(ψ) − Bψ. In practice, we will use this to form a fixed-point lagging
technique by substituting Ta(ψ, ψ˜) = Bψ+R(ψ˜), lagging ψ˜ and updating until ||ψ−ψ˜||
is sufficiently small.
−Bλ− γB
(
u− (Bψ + R˜)
)
+ αL(ψ˜)ψ = 0 (5.18)
where, for total variation, we have1
L(ψ˜)ψ =
4E˜1(a1 + 2a4)(E˜1 − 1)|∇ψ|β
(1 + E˜1)3a23
−∇ ·
(
2(a1 + 2a4)E˜1
(1 + E˜1)2a3|∇ψ˜|β
∇ψ
)
.
Overall Algorithm
In order to solve our model, we begin with the initial estimate (typically the received
image) and calculate the initial estimate of ψ using the chosen parameters. We then
proceed to solve for u and ψ, updating λ. Our algorithm is given below in Algorithm 15.
1See Appendix 5.B for details.
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Algorithm 15 Accelerated Transform Based Constrained Deblurring (ATCD)
1: function u←ATCD(z, k, α, β, γ, λ(1),a, tol,maxit)
2: u(0) ← z
3: Calculate a = {a1, a2, a3, a4}
4: ψ(0) ← −(a3/2) log
((
a1 + a4 − u(0)
)
/
(
a2(u
(0) + a4)
))
5: for ℓ1 ← 1 to maxit do
6: for ℓ2 ← 1 to maxit do
7: Solve equation for u(ℓ2+1) given u(ℓ2), i.e.
u(ℓ2+1) ← SOLVE kT (ku(ℓ2+1)−z)+γ(u(ℓ2+1)−(Bψ+R˜))+χL1( ˜u(ℓ2))u(ℓ2+1) = −λ(ℓ1)
8: end for
9: for ℓ3 ← 1 to maxit do
10: Solve equation for ψ(ℓ3+1) given ψ(ℓ3), i.e.
ψ(ℓ3+1) ← SOLVE −γB
(
u(ℓ2+1) − (Bψ(ℓ3+1) + R˜)
)
+αL( ˜ψ(ℓ3))ψ(ℓ3+1) = Bλ(ℓ1)
11: end for
12: Update λ(ℓ1+1) ← λ(ℓ1) + γ (u(ℓ2+1) − Ta (ψ(ℓ3+1))).
13: end for
14: On exit, u← (a1 + 2a4)/(1 + a2 exp(−2ψ(ℓ3+1)/a3)).
15: end function
5.4.5 A Convex Accelerated Model
We now wish to prove convergence of Algorithm 15. However, due to the lack of con-
vexity of the model (5.14), this is not trivial. We therefore propose below a relaxation
of this model so that the new model is convex by the addition of a suitable term. We
can then show convergence from the established approaches (see [100, 193, 145]). Tests
in §5.5 will demonstrate that such a relaxation does not have a considerable impact on
the solution or the quality of the restoration.
We aim to find an appropriate convex relaxation of this model by considering the
fitting and regularisation terms separately since the sum of two convex functions is also
convex. We attempt to obtain convexity of the fitting terms with the addition of a
fitting term involving the function ψ of the form
µ
∫
Ω
(ψ − ζ)2 dΩ
where ζ is a function not depending on ψ and µ is a non-negative real constant which
must be sufficiently large to make the model (5.14) convex. In fact we see that, for this
model, µ may be quite small so that assuming close proximity of the arguments this
term should have only a small impact on the results. ζ should be a function which is
approximately equal to ψ but not depend on u so that convexity with respect to u is
unaffected. We let ζ = T−1a (P(z
∗)) where z∗ is a solution given by a model which can
be solved efficiently and P : Rm×n → [0, a1]m×n denotes a projection onto the required
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range by truncation which is required for the function T−1a . In this case, we use
z∗ = min
u
{∫
Ω
(k ∗ u− z)2 dΩ + α
∫
Ω
|∇u|2 dΩ
}
which can be found by solving the equation
(kT ∗ k − αD) ∗ u = kT ∗ z
directly where D is a term describing the finite difference approximation of the second
derivative using convolution.
With similar considerations for the regularisation term, we present our modified
convex functional as
f(u, ψ;λ) =
1
2
||k ∗ u− z||2L2(Ω) +
γ
2
||Ta(ψ)− u||2L2(Ω)+ < λ, Ta(ψ)− u >
+µ||ψ − ζ||2L2(Ω) + α
∫
Ω
∣∣∣∇(Ta(ψ) + θ||ψ − ζ||2L2(Ω))∣∣∣
β
(5.19)
where µ and θ must satisfy
µ ≥ 8 (a1 + 2a4)
27a23
(2γ(a4 + Lu) + Lλ) , θ ≥ −2(a1 + 2a4)(3
√
3− 5)(
3−√3)3 a23 . (5.20)
To give an example of the values for the parameters, if we assume that our image
is contained in the range [0, 1], Lu = Lλ = 0, then we may take a = {1, 1, 0.44, 0.01},
µ ≥ 0.04γ and θ ≥ −1. In this case, assuming that γ is not chosen to be high, it is not
essential that ζ be a very close approximation of ψ. That is, making use of the solution
of a simple model to obtain the approximation z∗ should not have a significant impact
on the quality of the final result.
In order to minimise the functional, we first calculate ζ and proceed with alternate
minimisation. We present our overall algorithm below in Algorithm 16. For brevity, we
do not present the Euler-Lagrange equation for ψ but it can be calculated in a similar
manner to those above.
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Algorithm 16 Convex Transform based Implicitly Constrained Deblurring (CTCD)
1: function u←CTCD(h, z, λ(1);αs, γ, α, µ, θ)
2: Solve equation for ζ, i.e.
z∗ = min
u
{
fs(u) = ||h ∗ u− z||2L2(Ω) + αs||∇u||2L2(Ω)
}
3: Calculate a = {a1, a2, a3, a4}
4: u(0) ← z
5: ψ(0) ← T−1a (z)
6: ζ ← Ta(P(z∗))
7: for ℓ← 1 to maxit do
8: Solve equation for u(ℓ+1) given u(ℓ), i.e.
u(ℓ+1) ← SOLVE
(
(h†h+ γδ) ∗ u(ℓ+1) = h†z + λ(ℓ) + γτa
(
ψ(ℓ)
))
9: Solve equation for ψ(ℓ+1) given ψ(ℓ), i.e.
ψℓ+1 ← min
ψ
{
f
(
u(ℓ+1), ψ;λ(ℓ)
)}
10: Update λℓ+1 = λℓ + γ
(
u(ℓ+1) − Ta
(
ψ(ℓ+1)
))
11: end for
12: On exit, u← Ta
(
ψ(ℓ+1)
)
.
13: end function
We would now like to show that the functional defined above is convex.
Theorem 5.4.1 Let Ω ⊂ Rn be a non-empty convex subset of Rn and f : Ω → R ∪
{+∞} be the function defined by (5.19–5.20). Then f is convex with respect to the
argument ψ for ψ ∈ Ω.
Proof. To show convexity, we show that the functional (5.19) is a sum of two convex
functions. The first is given by
F (u, ψ) =
∫
Ω
γ(τa(ψ)− u)2 + λ(τa(ψ)− u) + µ(ψ − ζ)2 dΩ. (5.21)
where µ must satisfy the above constraint and the second is given by the regularisation
term.
To demonstrate that equation (5.21) is convex, we require the second order deriva-
tive given by
∂2F (u, ψ)
∂ψ2
= 2µ− 2j(ψ) [−2γ(τa(ψ) + a4)a2E − (2γ(τa(ψ)− u) + λ) (a2E − 1)]
(5.22)
where j(ψ) = 2(τa(ψ)+a4)a2E
(1+a2E)2a23
and E = E(ψ) := exp(−2ψ/a3) is non-negative.
It is not difficult to show that the term to the right of j(ψ) is contained in the bound
(−∞, 2γ(a4+Lu)+Lλ) where Lu and Lλ are the lower bounds of u and λ respectively.
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For the function j, we can find that there is only one maximum by calculating the first
derivative and finding the limits of the function as follows. We calculate the zero-point
of the derivative
∂j
∂ψ
=
12(a1 + 2a4)a
2
2E
2
(1 + a2E)4a33
− 4(a1 + 2a4)a2E
(1 + a2E)3a33
= 0 ⇔ ψ = a3
2
ln(2a2)
at which the function j is non-negative and strictly positive assuming that at least one
of a1 and a4 are non-zero, since a1, . . . , a4 are non-negative constants.
Taking limits now and noting that limψ→−∞E = ∞ and limψ→∞E = 0, we find
that the function j tends to 0 at ±∞ with a non-negative turning point given at
ψ = a3 ln(2a2)/2 which must be the maximum.
lim
ψ→−∞
2
(
a1+2a4
1+a2E
)
a2E
(1 + a2E)
2 a23
= lim
ψ→−∞
2 (a1 + 2a4) a2(
1
E + 3a2 + 3a
2
2E + a
3
2E
2
)
a23
= 0 (5.23)
lim
ψ→∞
2
(
a1+2a4
1+a2E
)
a2E
(1 + a2E)
2 a23
= 0. (5.24)
Since the function tends to zero at both limits and has a single extremity, which
is greater than or equal to zero, we can conclude that this is the maximum value and
that the minimum is equal to zero, i.e.
j(ψ) ∈
(
0, j
(a3
2
ln(2a2)
)
=
8 (a1 + 2a4)
27a23
]
.
Substituting these bounds and inequalities into (5.22), it is clear that the convexity
condition ∂2F (u, ψ)/∂ψ2 ≥ 0 is satisfied.
For the total variation term, we begin by showing that if the function π is convex
then its total variation is also convex. It will then remain to show that the function
(5.26) is convex given the restriction on the value θ. We consider the duality definition
[39]
J(ψ) = sup
{
−
∫
Ω
π(ψ)divφ dx : φ ∈ C∞c
(
Ω;RN
)
, |φ(x)| ≤ 1 ∀x ∈ Ω
}
where π is a function of ψ and we have − ∫Ω π(ψ)divφ dx = ∫Ω φ · ∇π(ψ) dx. Letting
Lφ : ψ 7→ −
∫
Ω π(ψ)divφ dx, we would like to show that if π is convex then J(ψ) is also
convex. That is ∀ ψ1, ψ2 and t ∈ [0, 1], we have J(tψ1 + (1 − t)ψ2) ≤ tJ(ψ1) + (1 −
t)J(ψ2). Assuming that π(ψ) is convex with respect to ψ then we have the relation
π(tψ1 + (1− t)ψ2) ≤ tπ(ψ1) + (1− t)π(ψ2)
and
Lφ(tψ1 + (1− t)ψ2) ≤ tLφ(ψ1) + (1− t)Lφ(ψ2) ≤ tJ(ψ1) + (1− t)J(ψ2). (5.25)
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since J is the supremum of the functions Lφ. We have
supLφ(tψ1 + (1− t)ψ2) = J(tψ1 + (1− t)ψ2).
Consequently, we have by (5.25) that
J(tψ1 + (1− t)ψ2) ≤ tJ(ψ1) + (1− t)J(ψ2).
That is, if the transform π(ψ) is convex for ψ then the total variation is convex for ψ.
It remains to show that the function
π(ψ) = τa(ψ) + θ||ψ − ζ||2L2(Ω), (5.26)
where ζ is as described above, is convex. Proceeding as in the previous case, we calculate
the second derivative
∂2π
∂ψ2
= 2θ − 2j(ψ), j(ψ) := 2(a1 + 2a4)a2E(1− a2E)
(1 + a2E)3a23
We would like to find the upper bound of this function. We consider the limits
lim
ψ→−∞
j(ψ) = lim
ψ→−∞
(
2(a1 + 2a4)a2E(1− a2E)
(1 + a2E)3a23
)
= 0,
lim
ψ→∞
j(ψ) = lim
ψ→∞
(
2(a1 + 2a4)a2E(1− a2E)
(1 + a2E)3a23
)
= 0,
which are equal to zero. We now find the extrema
∂j
∂ψ
= −8(a1 + 2a4)a2Ea
2
2E
2 − 4a2E + 1
a33(1 + a2E)
4
= 0 ⇔ ψ = −a3
2
2±√3
a2
which takes values of j given by
j
(
−a3
2
2±√3
a2
)
= −2(a1 + 2a4)(2±
√
3)
(
1±√3)(
3±√3)3 a23
It is easy to observe that a positive value is obtained at ψ = −a3(2 −
√
3)/2a2 and a
negative value is obtained at ψ = −a3(2 +
√
3)/2a2. We can therefore conclude that
the values of j lie in the range[
−2(a1 + 2a4)(3
√
3 + 5)(
3 +
√
3
)3
a23
,
2(a1 + 2a4)(3
√
3− 5)(
3−√3)3 a23
]
,
so that ∂2π(ψ)/∂ψ2 = 2θ − 2j(ψ) ≥ 0 as required.
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5.5 Experimental Results
Our experimental tests are aimed at showing the effectiveness in restoration of our
Algorithm 14 in comparison with Vogel’s positivity method [13, 193], the projection
method [44] and other methods without positivity constraints. We also compare with
unconstrained (and partly constrained) models which have the constraint applied at
the end by truncation or scaling.
5.5.1 Methods and Test Images
Specifically, in tables and figures, we denote the compared methods by these abbrevi-
ations:
• ROF: the well-known model (5.2) without positivity constraint.
• ROFThr: the well-known model (5.2) with positivity and upper limit constraints
applied at the end by truncation.
• ROFSca: the well-known model (5.2) with positivity and upper limit constraints
applied at the end by scaling.
• Vogel: the non-negatively constrained restoration model by [13].
• VogelThr: the non-negatively constrained restoration model by [13] with upper
limit constraint applied at the end by truncation.
• VogelSca: the non-negatively constrained restoration model by [13] with upper
limit constraint applied at the end by scaling.
• Proj: the constrained projection model by [44].
• New15: Algorithm 14 for model (5.5).
• New25: Algorithm 14 to solve the minimisation of (5.9).
• New35: Algorithm 15 for model (5.14).
• New45: Algorithm 14 to solve (5.13) followed by Algorithm 14 to solve (5.7) using
the solution of (5.13) as the initial estimate.
• New55: Algorithm 14 to solve (5.7) using the solution given by Vogel as the initial
estimate.
• New65: Algorithm 16 for model (5.19).
• New75: Algorithm 16 for model (5.19) followed by projection of the solution to
the range [0, a1]. It can be noticed in the results, that this final projection makes
very little difference to the result.
123
We use “Received” to mean the received image z.
Seven sets of experimental results using 3 test images: the box-triangle image (Im1),
the satellite image (Im2) and the retina image (Im3) are selected; see Figure 5.2. For the
transform u = T (ψ), we choose a1 = 1, 1.08, 255 and a4 = 10
−2, 10−2, 0.5 respectively
for the 3 test images. For the blurring model (5.1), we have considered small and large
Im1 - Box-Triangle Image Im2 - Satellite Image Im3 - Retina Image
Figure 5.2: Test case images.
levels of motion blur (Bl1 and Bl2 respectively) and small and large levels of Gaussian
blur (Bl3 and Bl4 respectively); see Figure 5.3.
(a) Bl1 Shape (b) Bl1 Mesh (c) Bl1 Mesh
Close-up
(d) Bl2 Shape (e) Bl2 Mesh
(f) Bl3 Shape (g) Bl3 Mesh (h) Bl3 Mesh
Close-up
(i) Bl4 Shape (j) Bl4 Mesh
Figure 5.3: PSFs used for test cases. Images (a)-(c) show Bl1 - small motion blur,
images (d)-(e) show Bl2 - large motion blur, images (f)-(h) show Bl3 - small Gaussian
blur, and images (i)-(j) show Bl4 - large Gaussian blur.
5.5.2 Error Measures
There are several common measures for testing the quality of the restored image, some
of which have already been introduced in §4.1.3. Here, we recall those error measures
and introduce some additional error measures used in this chapter. We let utrue denote
the true image, u the restored image, z the received image and let m and n be the
number of pixels horizontally and vertically respectively. Then we have:
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• Mean Squared Error (MSE) is given by
MSE =
1
mn
∑
x,y
(utrue(x, y)− u(x, y))2
and Root Mean Squared Error (RMSE) is given by
RMSE =
√
MSE.
• Signal-to-Noise Ratio (SNR) in dB, introduced in §4.1.3, is given by
SNR = 10 log10
( ∑
x,y |utrue(x, y)|2∑
x,y |utrue(x, y)− u(x, y)|2
)
.
• Peak Signal-to-Noise Ratio (PSNR), introduced in §4.1.3, is given by
PSNR = 20 log10
(
maxx,y |utrue(x, y)|
RMSE
)
.
• Improved Signal-to-Noise Ratio (ISNR) is given by the difference in PSNR of the
restored image u and the received image z:
ISNR = PSNR(u)− PSNR(z).
Note that the RMSE is given by the L2-norm of the difference between the true im-
age and the restored image divided by the total number of pixels, i.e. RMSE =
(1/mn)||utrue−u||L2(Ω) as seen above. Given astronomical images and images with sig-
nificant amounts of black space, it is typically more common to use the L1-norm. We
expect that these may provide more accurately descriptive measures of our data and
the impact of the model in terms of non-negativity. We therefore propose the measures
• L1 Error given by
Er1 = ||utrue − u||L1(Ω) =
1
mn
∑
x,y
|utrue(x, y)− u(x, y)|.
• A version of PSNR using the L1-norm of the difference between the true image
and the restored image is given by
Er2 = 20 log10
(
maxx,y |utrue(x, y)|
Er1
)
.
5.5.3 Result Sets
Model (5.1) with Gaussian blur. Result set 1 uses Im1 corrupted by Gaussian
blur to demonstrate the effectiveness of the model in keeping the intensity values of the
image constrained. We see in Figure 5.4 and Table 5.1 that [13] keeps the image positive
125
but allows some points to take intensity values which are outside of the expected range,
while [44] and the new models successfully keep the intensity values positive and within
the expected range at all points.
Model (5.1) with Motion blur. Result set 2 consists of Im2 and Im3 corrupted
by small motion or small Gaussian blur. We see in Figure 5.5 and Tables 5.2–5.3 that
for images corrupted by small levels of blur the results are competitive between the
models. Error values are improved but visual quality is similar.
Model (5.1) with Heavy blurs. Result set 3 consists of Im2 corrupted by larger
levels of blur (Bl2 and Bl4). We see in Figure 5.6 and Table 5.4 that that results are
improved visually and in the error values for the new model in the case of Bl2. For
Bl4, the Transform Model appears to be a closer approximation but the error values
are similar.
Model (5.1) with Blur and a varying level of noise. Result set 4 consists of
Im2 corrupted by Bl3 and varying amounts of noise (1% and 50%). We see in Figure 5.7
and Table 5.5 that visually the Transform model offers some improvement in quality
while the error values are similar.
Model (5.1) by Algorithm 14 with alternative linerisation (5.8). Result set
5 shows in Figure 5.8 and Table 5.6 the results using the linearised Transform model.
We can see that for the same quality of the restored image, the cpu time is improved.
Algorithm 14 combined with Vogel’s model. Result set 6 shows in Figure 5.9
and Table 5.7 examples using the received image as the initial estimate and the results
of Vogel’s model as the initial estimate. We can see that this technique is useful for
restoring the PSF given the image. In the case of the motion blur example, the cpu time
is significantly improved and in the case of Gaussian blur, the error value is improved.
In all cases, the visual quality is adequate.
Model (5.2) with Blurs. Now we consider the solution of model (5.3) for k.
Result set 7 consists of motion and Gaussian blur PSFs which are regarded as being
blurred by Im2. The task here is to recover the PSF given the true image. As the initial
estimate, rather than taking the received data z as the initial estimate (since it is not
expected to be a good approximation of the true kernel) we make an estimate of the
kernel based on observation of the received data. We see in Figure 5.10 that in both
cases, each of the models are able to obtain good approximations of the kernel, however
ROF is unable to retain non-negativity in both cases and Vogel, while successfully
ensuring positivity of the approximated kernel, struggles to get correct smaller values
as well as larger values whereas the transform model is able keep the values close to
zero as well as ensuring positivity of the result.
Finally, to simultaneously restore both u and k in the so-called blind deconvolution
problem, the TV based model by [54] is the following
min
u
∫
Ω
(u∗k−z)2 dΩ+α1‖u‖βTV +α2‖k‖βTV , s. t. k ≥ 0,
∫
Ω
k(s, t) ds dt = 1, (5.27)
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where α1, α2 > 0. Related studies can be found in [2, 33, 198, 179, 206]. In other
experiments, we have tried double transforms which appear to improve the robustness.
This model is considered further in Chapter 6.
Method cpu rmse Er1 Er2 snr psnr isnr
Received n/a 0.0771 39.35 16.27 15.79 22.26 n/a
ROF 32.2 0.0589 27.39 19.41 18.33 24.60 2.33
ROFThr 32.2 0.0528 26.40 19.73 19.15 25.54 3.28
ROFSca 32.2 0.1573 55.28 13.31 8.35 16.07 -6.20
Vogel 37.8 0.0320 17.24 23.43 23.61 29.89 7.63
VogelThr 37.8 0.0303 17.24 23.43 24.02 30.36 8.10
VogelSca 37.8 0.0765 25.04 20.19 14.75 22.33 0.07
Proj 33.5 0.0378 18.78 22.69 22.12 28.46 6.20
New15 59.7 0.0149 6.86 31.43 30.28 36.55 14.29
New35 26.3 0.0236 11.31 27.10 26.25 32.53 10.26
New65 15.76 0.0241 4.45 35.20 26.02 32.35 10.09
New75 15.76 0.0241 4.45 35.20 26.02 32.35 10.09
Table 5.1: Result Set 1 - Error values for Im1 corrupted by Gaussian blur with no Noise.
We can see that the error values are improved when using the Transform models and
cpu time is improved by using New35–New
7
5. As designed, the results of New
3
5–New
7
5 are
very similar, showing that the additional term does not have a considerable effect on
results. It is also evident from New65–New
7
5 that the final projection does not have a
significant impact on the results.
5.6 Conclusion
We have presented models to reconstruct images and PSFs and demonstrated that they
can ensure positivity through introducing a transform and also keep the intensities of
the restored data within the appropriate range. We have also demonstrated that the
model offers competitive results in the case of small levels of blur and noise but much
improved results in the case of corruption by larger levels of blur and noise. This model
is particularly effective in giving a close approximation of the kernel (in the case where
the image is known) which is of great importance in the case of blind deblurring. The
transform idea is applicable potential to a class of other variational models. Since
non-negativity is a significant criterion for blind deblurring models, we consider such
applications in Chapter 6.
5.A Selection of Parameters in T (ψ)
The parameter a1 is easily chosen, assuming knowledge of the bits-per-sample (bps)
value of the true image and the blurred image. This will typically be between 1 and
255 for images of bps 1 to 8 respectively, but can be quite low for the kernel. For
example, a fairly compact-radius out-of-focus blur may have a kernel value upper limit
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True Image Blur Kernel Blurred Image
ROF Restored ROF Negative ROF > ζ
Vogel Restored Vogel Negative Vogel > ζ
New15 Restored New
1
5 Negative New
1
5 > ζ
Figure 5.4: Result Set 1: Restoring Im1 corrupted by Bl3 with no noise. From top to
bottom, we have: 1) the true image, kernel, and corrupted data; 2) the result using the
ROF method; 3) the result using Vogel’s method; 4) the result using the Transform
method. From left to right, we have (on rows 2-4): 1) the restored image; 2) the
negative values of the restored image in white; 3) the points where the intensity values
are greater than the expected upper limit in white. Note that the Transform method
and Vogel’s method can both ensure positivity but the transform method can control
the upper bound of the intensity range.
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Blurred Image ROF Restored Vogel Restored New15 Restored
Blurred Image ROF Restored Vogel Restored New15 Restored
Figure 5.5: Result Set 2 - restoring images Im2 and Im3 corrupted by small motion blur
Bl1 or small Gaussian blur Bl3. In some cases the results from the Transform model
appear sharper than other models and more small detail is visible.
Blurred Image ROF Restored Vogel Restored New15 Restored
Blurred Image ROF Restored Vogel Restored New25 Restored
Figure 5.6: Result Set 3 - Restoring Im2 corrupted by Bl2 (top line) and by Bl4 (bottom
line). We can see a significant improvement in the result from the Transform method
in the case of corruption by Bl2, and the results are competitive in the case of Bl4.
129
Error values for Im2 corrupted by Bl1
Method cpu time rmse Er1 Er2 snr psnr isnr
Received n/a 0.0478 11.18 27.19 14.47 26.41 n/a
ROF 40.6 0.0211 6.31 32.17 21.93 33.51 7.10
ROFThr 40.6 0.0183 5.05 34.09 23.15 34.74 8.33
ROFSca 40.6 0.0932 25.81 19.93 9.76 20.62 -5.79
Vogel 31.9 0.0107 3.08 38.39 27.79 39.39 12.98
VogelThr 31.9 0.0107 3.08 38.39 27.79 39.39 12.98
VogelSca 31.9 0.0478 3.12 38.27 27.85 39.38 12.98
Proj 16.2 0.0054 1.37 45.40 33.76 45.33 18.92
New15 38.7 0.0036 0.96 48.54 37.31 48.88 22.47
New35 12.8 0.0051 1.36 45.51 34.24 45.81 19.40
New65 12.6 0.0033 1.16 46.89 38.27 49.75 23.34
New75 12.6 0.0033 1.16 46.89 38.27 49.75 23.34
Error values for Im3 corrupted by Bl1
Method cpu time rmse Er1 Er2 snr psnr isnr
Received n/a 0.0362 19.19 22.50 21.39 28.82 n/a
ROF 34.7 0.0178 9.09 29.00 27.62 34.97 6.16
ROFThr 34.7 0.0164 8.52 29.55 28.33 35.69 6.88
ROFSca 34.7 0.0557 27.47 19.39 17.70 25.08 -3.74
Vogel 25.2 0.0084 3.95 36.24 34.14 41.51 12.70
VogelThr 25.2 0.0084 3.95 36.24 34.14 41.52 12.70
VogelSca 25.2 0.0113 4.54 35.02 31.39 38.90 10.09
Proj 17.5 0.0056 1.86 42.79 37.62 44.97 16.16
New15 66.0 0.0020 0.94 48.67 46.57 54.03 25.21
New35 12.9 0.0044 1.30 45.86 39.69 47.04 18.23
New65 14.96 0.0027 0.80 50.07 44.03 51.34 22.52
New75 14.96 0.0027 0.80 50.07 44.03 51.34 22.52
Table 5.2: Result Set 2 - Error values for images Im2 and Im3 corrupted by Bl1. It
can be noticed that error values are improved using the Transform models. While cpu
time is higher than that of competing models, New35–New
7
5 can reduce cpu time while
retaining similar or improved PSNR. As designed, the results of New35–New
7
5 are very
similar, showing that the additional term does not have a considerable effect on results.
It is also evident from New65–New
7
5 that the final projection does not have a significant
impact on the results.
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Error values for Im2 corrupted by Bl3
Method cpu time rmse Er1 Er2 snr psnr isnr
Received n/a 0.0562 12.72 26.08 12.96 25.01 n/a
ROF 36.4 0.0263 7.01 31.25 19.99 31.59 6.59
ROFThr 36.4 0.0249 6.51 31.89 20.46 32.07 7.06
ROFSca 36.4 0.1221 33.49 17.67 7.52 18.27 -6.74
Vogel 32.2 0.0233 6.38 32.07 21.01 32.65 7.64
VogelThr 32.2 0.0233 6.38 32.07 21.01 32.65 7.64
VogelSca 32.2 0.0236 6.31 32.16 21.07 32.55 7.54
Proj 17.4 0.0203 5.52 33.33 22.27 33.87 8.86
New15 45.8 0.0142 4.18 35.73 25.39 36.97 11.96
New35 13.0 0.0172 5.05 34.10 23.70 35.28 10.27
New65 16.2 0.0156 4.70 34.73 24.58 36.13 11.12
New75 16.2 0.0156 4.70 34.73 24.58 36.13 11.12
Error values for Im3 corrupted by Bl3
Method cpu time rmse Er1 Er2 snr psnr isnr
Received n/a 0.0422 24.01 20.56 20.04 27.49 n/a
ROF 35.2 0.0236 14.79 24.76 25.17 32.54 5.05
ROFThr 35.2 0.0226 14.35 25.03 25.56 32.93 5.44
ROFSca 35.2 0.0855 42.65 15.57 14.18 21.36 -6.12
Vogel 23.8 0.0169 9.77 28.37 28.06 35.44 7.95
VogelThr 23.8 0.0169 9.77 28.37 28.08 35.45 7.96
VogelSca 23.8 0.0240 10.98 27.36 24.68 32.39 4.90
Proj 25.1 0.0177 11.44 26.99 27.68 35.05 7.56
New15 87.4 0.0127 7.84 30.27 30.53 37.89 10.40
New35 13.1 0.0171 11.04 27.31 27.99 35.35 7.87
New65 16.3 0.0147 9.10 28.99 29.35 36.66 9.17
New75 16.3 0.0147 9.10 28.99 29.35 36.66 9.17
Table 5.3: Result Set 2 - Error values for images Im2 and Im3 corrupted by Bl3. It can
be noticed that error values are improved using the Transform model. While cpu time
is higher than that of competing models, New35–New
7
5 can reduce cpu time without a
significant reduction in PSNR. As designed, the results of New35–New
7
5 are very similar,
showing that the additional term does not have a considerable effect on results. It
is also evident from New65–New
7
5 that the final projection does not have a significant
impact on the results.
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Error values for Im2 corrupted by Bl2
Method cpu time rmse Er1 Er2 snr psnr isnr
Received n/a 0.22 63.17 12.80 -2.13 13.66 n/a
ROF 2.01 0.13 33.77 18.24 6.08 18.31 4.65
Vogel 16.02 0.11 26.55 20.33 7.30 19.71 6.05
New15 47.64 0.06 14.87 25.36 14.03 25.41 11.75
New25 30.18 0.07 18.68 23.38 11.77 23.33 9.67
New45 13.65 0.10 24.32 21.09 9.03 20.87 7.21
Error values for Im2 corrupted by Bl4
Method cpu time rmse Er1 Er2 snr psnr isnr
Received n/a 0.0909 21.40 21.56 8.04 20.83 n/a
ROF 54.8 0.0596 14.98 24.66 12.72 24.49 3.66
Vogel 37.9 0.0565 13.00 25.88 13.11 24.96 4.13
New15 31.3 0.0489 11.72 26.78 14.45 26.22 5.39
Table 5.4: Result Set 3 - Error values for Im2 corrupted by Bl2 and Bl4. There is a
noticeable improvement in the case of and while the results for Bl4 are competitive, the
transform is slightly improved over competing models.
Blurred Image ROF Restored Vogel Restored New15 Restored
Blurred Image ROF Restored Vogel Restored New15 Restored
Figure 5.7: Result Set 4 - Restoring Im2 corrupted by Bl3 and 1% noise (top row) and
50% noise (bottom row). We can see that visually the Transform method appears to
give improved results for weaker and stronger levels of noise.
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Error values for Im2 corrupted by Bl3 and 1% noise.
Method cpu time rmse Er1 Er2 snr psnr isnr
Received n/a 0.0479 11.34 27.07 14.49 26.40 n/a
ROF 42.1 0.0304 7.85 30.26 18.82 30.35 3.95
Vogel 12.1 0.0237 6.41 32.03 20.80 32.52 6.12
New35 4.9 0.0196 5.73 33.01 22.61 34.15 4.85
Error values for Im2 corrupted by Bl3 and 50% noise.
Method cpu time rmse Er1 Er2 snr psnr isnr
Received n/a 0.0639 60.71 13.14 -13.24 12.59 n/a
ROF 15.00 0.0783 19.58 22.97 11.50 22.77 10.19
Vogel 5.64 0.0980 22.91 21.61 9.72 20.86 8.27
New15 55.76 0.0718 17.12 24.14 12.20 23.52 10.94
Table 5.5: Result Set 4 - Error values for Im2 corrupted by Bl2 and varying amounts
of noise. We can see that the Transform model can offer improved results, particularly
for larger levels of noise.
Im2 Im3 Bl1 Bl3
Figure 5.8: Result Set 5: Restored images and PSFs using the Linearised Transform
method. The received data from which Im2 and Im3 were restored was corrupted by
Bl1, and the received data from which Bl1 and Bl3 were restored was corrupted by Im2.
We can see that the linearisation does not affect the visual quality significantly.
Transform Model (New15) Linearised New
1
5
Image psnr cpu time psnr cpu time
Im2 30.32 60.07 30.54 34.10
Im3 35.62 83.05 35.51 35.09
Bl1 38.63 72.25 38.24 51.00
Bl3 39.56 82.77 37.59 47.84
Table 5.6: Result Set 5: Error values and cpu time for restoring images Im2 and Im3 as
well as PSFs Bl1 and Bl3 using the Transform method and the Linearised Transform
method. We can see that the quality of the restored image is not significantly different
for each case but the cpu time is improved using the Linearised Transform method.
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Im2 Im3 Bl1 Bl3
Figure 5.9: Result Set 6: Restored images and PSFs using the Linearised Transform
method with the result of Vogel’s method as the initial estimate.
New15 New
5
5
Image psnr cpu time psnr cpu time
Im2 30.54 34.10 30.61 39.79
Im3 35.51 35.09 35.71 46.83
Bl1 38.24 51.00 38.80 27.59
Bl3 37.59 47.84 42.53 51.14
Table 5.7: Result Set 6: Error values and cpu times for restoring images Im2 and Im3
and PSFs Bl1 and Bl3 using the Linearised Transform method with the received data z
as the initial estimate (New15) and the result from Vogel’s method as the initial estimate
(New55). The cpu time is rarely lower when using the closer initial estimate but the
image quality is improved in all cases.
of 10−2. While a larger value of a1 should still give a good approximation, it is essential
that a1 be at least as large as the maximum image intensity value or kernel value and
advisable that it be close to this. The parameter a4 should be chosen in proportion to
a1. Typically, a4 = a1/255 is a sensible value.
We attempt to select the remaining parameters a2 and a3 in order to control the
upper and lower bounds of ψ as well as the value of ψ when u is equal to zero. In
order to control the bounds, we define a length Σ = σ4− σ3 where σ3 and σ4 represent
two intensity values of ψ. We would then like for τ4 − τ3 = T (σ4)− T (σ3) = Σ. From
ψ(τ) = T−1(τ) = −a32 ln
(
a1−τ+a4
a2(τ+a4)
)
, we have
Σ = σ4 − σ3 = ψ(τ4)− ψ(τ3) (5.28)
=
a3
2
ln
(
(a1 − τ3 + a4)(τ4 + a4)
(τ3 + a4)(a1 − τ4 + a4)
)
. (5.29)
So, assuming we fix Σ, τ3, τ4, a1 and a4, we have
a3 =
2Σ
ln
(
(a1−τ3+a4)(τ4+a4)
(τ3+a4)(a1−τ4+a4)
)
For our model, we fix the width Σ = τ4 − τ3 (see Figure 5.11) and let τ4 = a1 − τ3.
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Figure 5.10: Result Set 7 - Restoring Bl1 (1st and 2nd rows) and Bl2 (3rd and 4th rows)
corrupted by Im1 restored using TV restoration (ROF), Vogel’s model (Vogel) and the
transform model (New15). In the cross-section images, the blue line is the restored
image, the red dashed line is the lower bound of the true blur function and the green
dashed line is the upper bound of the true blur function. Of the three approximations,
as demonstrated in the cross-section images on the 2nd and 4th rows, the TV model
gives many negative values in the approximation both kernels, and Vogel’s model has
no negative values but struggles to get a close approximation while the transform model
does a good job.
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Then, from 5.29, we have
a3 =
2(τ4 − τ3)
ln
(
(a1−τ3+a4)(τ4+a4)
(τ3+a4)(a1−τ4+a4)
) = a1 − 2τ3
ln
(
a1−τ3+a4
τ3+a4
) .
The only remaining parameter which a3 is dependent on and which has not already
been decided is τ3. We find that τ3 = a1/4 is adequate for the transform.
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(b)
Figure 5.11: Graph of Transform u = T (ψ). On the left, (a) demonstrates the cor-
respondence between the σ and τ parameters and on the right, (b) shows that the
differences σ4 − σ3 and τ4 − τ3 are equal to Σ.
We may use the parameter a2 to control the value of ψ at u = T (ψ) = 0. We
consider two cases: the first given by T (ψ) = a1/2 and the second given by T (ψ) = τ1
at ψ = 0 where τ1 is the lower bound of ψ. The first option will make the graph
pass through zero at the midpoint of the intensity values and the second will make all
values of ψ naturally positive since the lower bound of ψ will be equal to zero. Letting
u = T (ψ)
u =
a1 + 2a4
1 + a2e
−2ψ
a3
− a4.
Rearranging, we have
a2 =
a1 + a4 − u
e
−2ψ
a3 (u+ a4)
and so for the first case, we have
a2 =
a1 + a4 − a1/2
a1/2 + a4
=
a1/2 + a4
a1/2 + a4
= 1,
and for the second case, we have
a2 =
a1 + a4 − τ1
τ1 + a4
.
In application, either of these will be sufficient to recover the image with similar
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results. In the case of the kernel, better results are obtained with a2 = 1. It is there
advised therefore that a2 = 1 is the appropriate value for this parameter.
In summary, once a1 and a4 are defined, the other quantities in the transform
T (ψ) = a1+2a4
1+a2e
−2ψ
a3
− a4 can be determined automatically assuming that τ3 = a1/4 and
a2 = 1 are acceptable.
5.B Derivation of Total Variation Regularisation of a Trans-
formed Function
Here, we present the derivation total variation regularisation term of a transformed
function for the associated Euler-Lagrange equation. Letting
E1 = E1(ψ) = a2e
−2ψ
a3 ,
we have
min
ψ
TV (Ta(ψ)) =
∫
Ω
2(a1 + 2a4)E1
√
ψ2x + ψ
2
y
(1 + E1)3a23(ψ
2
x + ψ
2
y)
(
ψ2xφ(−2 + 2E1)
+ ψxφx(a3 + a3E1) + ψ
2
yφ(−2 + 2E1)
+ ψyφy(a3 + a3E1)) .
Now noting that ∇ψ · ∇ψ = ψ2x + ψ2y and letting
E2 = E2(ψ) =
2(a1 + 2a4)E1
√
ψ2x + ψ
2
y
(1 + E1)3a23(ψ
2
x + ψ
2
y)
=
2(a1 + 2a4)E1
√∇ψ · ∇ψ
(1 + E1)3a23(∇ψ · ∇ψ)
,
we have
min
ψ
TV (Ta(ψ) =
∫
Ω
E2
(
2φ(E1 − 1)(ψ2x + ψ2y) + a3(E1 + 1)(ψxφx + ψyφy)
)
=
∫
Ω
E2 (2φ(E1 − 1)(∇ψ · ∇ψ) + a3(E1 + 1)(∇ψ · ∇φ))
=
∫
Ω
2φE2(E1 − 1)∇ψ · ∇ψ +
∫
Ω
a3E2(E1 + 1)∇ψ · ∇φ.
Using Green’s theorem
∫
Ω F · ∇v = −
∫
Ω∇ · (Fv) +
∫
∂Ω vF · n we have∫
Ω
a3E2(E1 + 1)∇ψ · ∇φ = −
∫
Ω
∇ · (a3E2(E1 + 1)∇ψφ) +
∫
∂Ω
φa3E2(E1 + 1)∇ψ · n.
Therefore, minimisation of the total variation term leads to
2E2(E1−1)∇ψ·∇ψ−∇·(a3E2(E1+1)∇ψ) = E2(E1−1)|∇ψ|2−∇·(a3E2(E1+1)∇ψ) = 0
with boundary conditions
a3E2(E1 + 1)∇ψ · n = 0
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where we used |∇ψ| = √∇ψ · ∇ψ and denoted
E2 = E2(ψ) =
2(a1 + 2a4)E1|∇ψ|
(1 + E1)3a23|∇ψ|2
.
Thus the above term is simplified to
4E1(a1 + 2a4)(E1 − 1)|∇ψ|
(1 + E1)3a23
−∇ ·
(
2(a1 + 2a4)E1
(1 + E1)2a3|∇ψ|∇ψ
)
= 0.
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Chapter 6
A Robust Model for Constrained
Blind Image Deblurring
Building on the work of Chapter 5, we now show the second piece of our main work
which is a core part of this project and addresses the major challenge of how to impose
the extra constraints to ensure uniqueness in the case blind deconvolution. In this
chapter, we propose new models and algorithms for implementing blind deconvolution
employing the transform based idea for imposing constraints automatically from Chap-
ter 5, avoiding the commonly used thresholding which leads to unsatisfactory solutions.
We also present numerical results which demonstrate the robustness of the proposed
method for images with either motion or Gaussian blur.
6.1 Introduction
In this chapter, we focus on image deblurring in the blind case where the blur operator
is unknown. In this case, we are aiming to reconstruct the true image and the cause
of the degradation with no prior information. Of course, if extra information of the
blur operator is available, it should be used to derive the so-called semi-blind models
[2, 5, 11], considered in more detail in Chapter 7. There exist other approaches [124, 125]
beyond the framework that we consider here. Although there exist other approaches
[37, 38, 187] for deblurring, we shall focus on the variational framework.
In the paper by Chan and Wong [54], they proposed an energy minimising model,
derived partial differential equations by minimising with respect to the image u and
the kernel h and presented an alternate minimisation scheme for solving the model.
It transpires however that while the partial differential equations are each convex the
problem is not jointly convex and so, for example, the negatives of the solutions are also
solutions to the problem, since (−h) ∗ (−u) = (−1)(−1)h ∗u = h ∗u where ∗ represents
the operation of convolution. The solution given was to impose constraints at each
outer iteration which ensure that the kernel and the image are non-negative, the point
spread function is symmetric and the kernel has a unit integral. Such artificial and at
times very intrusive constraints, if imposed separately (not simultaneously) from the
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main equations as in [54, 103], can however have a very negative effect on the results.
Several ideas have been proposed to address this, including leaving out the constraints
altogether and trusting that the model will give a good result. This however is not
reliable since it does not give a unique solution.
In this chapter, we aim to remove at least two of the constraints, namely the positiv-
ity constraints for the kernel and the image, by imposing the property of non-negativity
implicitly in the functional. The end product is a robust image deblurring model; we
also present two ways of solving the model. Although it is fair to say that the model
by [54] is not yet reliable for general use, there have been more than 500 citations of
it and there are several works trying to adapt for and extend to specific applications
[38, 184, 165, 198, 185]. Our implicit treatment of positivity (or transformation ap-
proach) has enabled the variational formulation to achieve its potential of restoration
of both the image and the kernel function.
The rest of this chapter is organised as follows. §6.2 reviews some related variational
models. Three test examples are shown to illustrate the Chan-Wong model [54] and
highlight the problems and challenges. §6.3 introduces our transformation approach
where both the image and the blurring function are reconstructed with non-negativity
imposed implicitly. §6.4 considers solution methods of the model resulting from §6.3.
In §6.5, we present experimental results, and we present the conclusion of this chapter
in §6.6.
6.2 The Inverse Problem and Current Models
In this section, we briefly review some solutions to the blind deblurring problem from
§3.4 and some other relevant work. We adopt the problem setting as known in Chapter
5 and the literature [52, 194, 193, 169]. Assume z = z(x, y) is a given image function
in domain Ω which may be restored by the additive Gaussian model
z = h ∗ u+ η (6.1)
where η is an unknown Gaussian white noise with zero mean, u is the image to be
restored and the h is the unknown blurring kernel to be approximated. If we assume
that the kernel is spatially invariant, then h becomes a convolution operator. Clearly
without regularisation, there is no possibility of finding a unique solution from (6.1)
alone.
You and Kaveh [216] proposed a model for simultaneous recovery of both the degra-
dation function and the image, solving the problem
min
u,h
fY K(u, h) =
1
2
||h ∗ u− z||2L2(Ω) + α1L1(u) + α2L2(h) (6.2)
which includes a fitting term, aiming to keep the restored image and restored kernel
close to the true image and kernel respectively, and regularisation for the image and
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kernel given by L1 and L2. You and Kaveh proposed the H
1 semi-norm for these two
terms.
Chan and Wong [54] proposed an improvement to this using the total variation
semi-norm for regularisation given by L1(u) =
∫
Ω |∇u| and L2(h) =
∫
Ω |∇h|, hence
solving
min
u,h
fCW (u, h) =
1
2
||h ∗ u− z||2L2(Ω) + α1
∫
Ω
|∇u|+ α2
∫
Ω
|∇h| (6.3)
where |∇u| =
√
u2x + u
2
y. Minimising equation (6.3) with respect to the image u and
the kernel h, we obtain the partial differential equations given by
h(−x,−y) ∗ ((h ∗ u)(x, y)− z(x, y))− α1∇ ·
( ∇u(x, y)
|∇u(x, y)|β
)
= 0,
u(−x,−y) ∗ ((u ∗ h)(x, y)− z(x, y))− α2∇ ·
( ∇h(x, y)
|∇h(x, y)|β
)
= 0,
(6.4)
where |∇u(x, y)|β =
√
u2x(x, y) + u
2
y(x, y) + β
2 (similarly for |∇h(x, y)|β also) where β
is a small positive parameter introduced to avoid division by zero. It is worth noting
that as alternatives to the Total Variation semi-norm we may also consider other regu-
larisation terms such as L2 regularisation, given by L(u) =
∫
Ω |∇u|2 dΩ, the Non-Local
TV [217, 213, 219], the Total Generalised Variation (TGV) [116, 22, 21] or the mean
curvature [26, 188], as well as others [137, 155, 112, 133].
In order to solve the system, a scheme was proposed which involved alternate min-
imisation to recover the kernel and the image, including the following constraints which
aim to deal with the lack of a unique solution since the system is not jointly convex.
This leads to imposing the constraints that the image and kernel should both be pos-
itive (h(x, y) > 0, u(x, y) > 0), the kernel should be symmetric (h(x, y) = h(−x,−y))
and the kernel should have a unit integral (
∫
Ω h(x, y) dΩ = 1). These constraints are
imposed at each alternate minimisation step as shown in Algorithm 6 on page 68.
Adding the above 4 constraints ensures a unique solution but introduces inconsis-
tency which is problematic. The algorithm yields a reasonable result for the example
given in Figure 6.1c, but the same algorithm gives rise to poor results such as Figures
6.2c and 6.2d due to this inconsistency. We may attempt to improve the results by
introducing a small positive parameter κ and implementing an alternative thresholding
technique applied to the kernel as described in §4.3. Doing this with a problem depen-
dent parameter κ may offer some improvement (Figure 2e) but it does not always lead
to a good solution. Our aim is to satisfy exactly these constraints by achieving the
positivity on the kernel and the image in the functional in an implicit manner.
There have been several ideas for enforcing non-negativity in image processing [15,
109, 181, 13]. One such example was given by [13] who proposed a model for image
reconstruction using non-negative constraints for astronomical imaging by minimising
a regularised Poisson likelihood functional while the idea of back projection is similarly
used in [15, 181]. The case of a Tikhonov regularisation (a much simper regulariser
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Figure 6.1: Good restoration results for Example 1 (box-triangle image): (b) from a
corrupted image (a) using Algorithm 6. This model is able to improve the edges of the
restored image (c), though the restoration is not excellent.
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Figure 6.2: Illustration of the failure of Algorithm 6 for a retinal scan (Example 2) in
(a): (b) corrupted image by motion blur; (c) failed restoration u; (d) restored u with
thresholding κ = 10−2; (e) restored u with thresholding κ = 1/3; (f) restored h with
thresholding κ = 1/3.
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than what we use here) was considered in [64]. The method of [109] ensured a positive
kernel h by considering a parametric model and optimising a scalar σ which is the
standard deviation.
A more sophisticated idea by Biraud [19] is to use the transform u(x) = (E(x))2,
with x ∈ [0, 1], in restoring a one dimensional signal u from the model z(x) = h(x) ∗
u(x)+η(x), where h(x) is the known blur function and η the noise, or zˆ(s) = hˆ(s)uˆ(s)+
ηˆ(s) after Fourier transform. The central idea here is that any E(x) or its Fourier
transform Eˆ can lead to non-negative restoration u. For s ∈ [0, s0] with some cut-off
frequency s0, hˆ(s) 6= 0 so uˆ(s) = zˆ(s)/hˆ(s) − ηˆ(s)/hˆ(s). Noting that u(x) = (E(x))2
leads to uˆ(s) = Eˆ(s) ∗ Eˆ(s), the method of Biraud [19] is
uˆ(s) = argminf
1
s0
∫ s0
0
|f ∗ f − zˆ(s)/hˆ(s)|2 ds. (6.5)
To solve (6.5), a parametric iterative approach is proposed by fn = fn−1+ ω¯n for n ≥ 1.
See [19]. Once a good approximation Eˆ(s) is obtained, an inverse transform would yield
E(x) and then a non-negative restoration u(x).
Following the work of Biraud [19], Miura [138] considered generalising it to the
image case and more importantly to the blind deconvolution problem by imposing non-
negativity for both the image u and the blur function h. Starting from the forward
problem i.e. z(x, y) = h(x, y) ∗ u(x, y) + η, with both h and u as unknowns, he defined
h(x, y) = (φ(x, y))2, u(x, y) = (ψ(x, y))2. Then after Fourier transforms, one has
zˆ(s, t) = {φˆ(s, t) ∗ φˆ(s, t)}{ψˆ(s, t) ∗ ψˆ(s, t)}+ ηˆ(s, t).
Further similar to Biraud’s method, it is proposed to solve
min
φˆ,ψˆ
∑
φˆ
∑
ψˆ
∣∣∣{φˆ(s, t) ∗ φˆ(s, t)}{ψˆ(s, t) ∗ ψˆ(s, t)} − zˆ(s, t)∣∣∣2
where the summations imply formulations after discretisation [138]. Furthermore, a
conjugate gradient type solver is utilised to compute φˆ and ψˆ which will be used to
yield the non-negative solutions h and u.
To improve on the method of [54], in particular the algorithm for solving the Euler-
Lagrange equations, an interesting idea was proposed in [142] to decouple the equations
so that edge information of the restoration is ensured. Precisely u in the Chan-Wong
Euler Lagrange equation for minimising the functional with respect to the blur function
is replaced by a reference image uτ which is obtained by using a shock filter to capture
image edges in the blurred z. Then the Euler-Lagrange equations become uτ (−x,−y) ∗ ((uτ ∗ h)(x, y)− z(x, y))− α2∇ ·
(
∇h(x,y)
|∇h(x,y)|β
)
= 0,
h(−x,−y) ∗ ((h ∗ u)(x, y)− z(x, y))− α1∇ ·
(
∇u(x,y)
|∇u(x,y)|β
)
= 0,
which is a decoupled system and can be solved directly in a non-iterative way between
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h and u.
In order to overcome the poor performance of [54], it is suggested in [185] that
there may be a better chance of restoring the blurred image u if K blurred images
z1, . . . , zK of the same object are available which is readily possible for video images in
some situations. The minimisation proposed is
min
u,{hk}
{
γ
2
K∑
k=1
‖hk ∗ u− zk‖2 +Q(u) +R ({hk})
}
where in a discrete setting
R(h) =
δ
2
h⊤R∆h+Ψ(h), Ψ(h) =
∑
ψ (hk(i)) , ψ(t) =
{
t if t ≥ 0
+∞ otherwise
and γ is a parameter. Here Q denotes the total variation regulariser for u and the
crucial choice of ψ(t) ensures positivity of hk. However the same treatment was not
applied to u. The optimisation problem was further solved by a splitting idea in an
augmented Lagrangian method (ALM).
6.3 A Refined Blind Model
We now consider the single image blind deconvolution problem and propose a way to
improve the algorithm by Chan and Wong [54], through use of a related and different
ideas from [19, 138]. The similarity to [19, 138] lies in that, instead of treating negative
components directly as in a projection method, we seek a transform that converts the
original model into a new one that can satisfy the non-negativity constraints. There are
three clear differences: (i) we use a different transform from previous choices; (ii) we
apply regularisation to the restored quantities while previous work use non-linear least
squares fitting without regularisation; (iii) we solve for u, h directly instead of solving
for uˆ, hˆ in the Fourier domain.
6.3.1 Choice of Positivity Transforms
We aim to impose non-negativity in the functional by representing the kernel and the
image as transformed quantities which do not permit negative values. One such idea
might be to represent the image as the exponential function, i.e. u = exp(ψ(x, y))
for some function ψ. Unfortunately this particular transform does not work as it is
not capable of dealing dark regions (where u ≈ 0) in a stable way. In Chapter 5, we
introduced a transform function which was suitable for image restoration and took the
form
u = T (ψ) =
w + 2a
1 + e−
2ψ
ǫ
− a, with ψ = T−1(u) = ǫ
2
ln
a+ u
a+ w − u (6.6)
where constants w, a, ǫ > 0, maxu ≤ w and ǫ is a small tuning parameter which
controls the spread of the function. Since T (ψ) for ψ ∈ R and T−1(u) for u ∈ (−a,∞)
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are monotone functions, we can work out their lower and upper bounds:
u = T (ψ) ∈ (−a, w + a) for ψ ∈ R;
u = T (ψ) ∈ [0, w + a), if ψ ≥ ǫ
2
ln
a
a+ w
;
ψ = T−1(u) ∈
[ ǫ
2
ln
a
a+ w
,
ǫ
2
ln
a+ w
a
]
if u ∈ [0, w] ⊂ (−a, w + a);
ψ = T−1(u) ∈
[ ǫ
2
ln
3a
a+ 2w
,
ǫ
2
ln
a+ 2w
3a
]
if u ∈ [−a
2
, w +
a
2
] ⊂ (−a, w + a).
Clearly u = 0 poses no problems to the transform. For instance, for the usual intensity
range [0, 255] for u, we may take w = 255, a = 1/10, ǫ = 1/100 and note ǫ2 ln
a+w
a =
ln(2551)/200 ≈ 0.039 and ǫ2 ln a+2w3a = ln(5103)/200 ≈ 0.043.
6.3.2 Reformulation of the Blind Deblurring Model
In order to apply the same transform to both the image u and the kernel h, we introduce
the 8 parameters with subscripts as follows
u = Ta(ψ) =
a1 + 2a4
1 + a2e
− 2ψ
a3
− a4, h = Tb(ω) = b1 + 2b4
1 + b2e
− 2ω
b3
− b4,
for the image and kernel respectively; here all constants can be fixed before proceeding1.
In particular, a1 and b1 are the expected upper limits of the image intensity values and
kernel values, a2 and b2 are introduced to control the values of the image and kernel at
ψ = 0 and ω = 0, and a3 and b3 control the spread of ψ and ω. To give one feasible
set, for image u, we have either a = (a1, a2, a3, a4) = (255, 1, 117.16, 1) if u ∈ [0, 255]
or a = (1, 1, 0.46, 0.0039) if u ∈ [0, 1], and for kernel h we take b = (1, 1, 0.46, 10−4) if
h ∈ [0, 1].
We now reformulate our old problem (6.3) as the new variational model
min
ψ,ω
fT (ψ, ω) =
1
2
||Tb(ω) ∗ Ta(ψ)− z||2L2(Ω) + α1
∫
Ω
|∇Ta(ψ)|+ α2
∫
Ω
|∇Tb(ω)|, (6.7)
letting the image and the kernel be represented by u = Ta(ψ) and h = Tb(ω) respec-
tively. Here from solving equation (6.7), the non-negativity constraints are exactly
and implicitly enforced i.e. u, h ≥ 0, but the remaining symmetry and unit integral
constraints on the kernel are still required.
6.4 Solution of Non-Linear Deconvolution Equations for
Model (6.7)
The advantage of realising positivity is accompanied by a new challenge (or disadvan-
tage) of having to deal with a non-linear convolution kernel in (6.7). Below we present
1See Appendix 5.A for more details.
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two methods for solving the model and take the solution of ψ to illustrate the idea as
the solution for ω is similar.
6.4.1 A Fixed Point Method
Since we have replaced the functions u and h by non-linear functions, we deal this non-
linearity directly. We give a linear approximation of the transform by considering the
Taylor expansion given by Ta(ψ) = A1 + B1ψ + O(ψ
2) to design an iterative scheme.
First we split the transform by
Ta(ψ) = B1ψ +R1(ψ)
where the residual R1(ψ) is non-linear, given by R1 = Ta(ψ)−B1ψ. Second we employ
a fixed-point lagging technique by substituting Ta(ψ, ψ˜) = B1ψ +R1(ψ˜), lagging ψ˜ by
one iteration and updating until ||ψ − ψ˜||2L2(Ω) is sufficiently small. Similarly we also
have Tb(ω, ω˜) = B2ω +R2(ω˜) for h.
Next we substitute these into equation (6.7) and get it linearised, leaving the re-
maining non-linearity in terms with known quantities. This yields the functional given
by
1
2
∥∥∥[B2ω +R2(ω˜)] ∗ [B1ψ +R1(ψ˜)]− z∥∥∥2
L2(Ω)
+α1
∫
Ω
∣∣∇Ta(ψ)∣∣+α2 ∫
Ω
∣∣∇Tb(ω)∣∣ (6.8)
or in a form highlighting the linear terms
fTL(ψ, ω) =
1
2
∥∥∥B1B2ω ∗ ψ +B1R2(ω˜) ∗ ψ +B2R1(ψ˜) ∗ ω − z¯(ω˜, ψ˜)∥∥∥2
L2(Ω)
+α1
∫
Ω
∣∣∇Ta(ψ)∣∣+ α2 ∫
Ω
∣∣∇Tb(ω)∣∣
where z¯
(
ω˜, ψ˜
)
= z−R1(ψ˜) ∗R2(ω˜), B1 = ∂∂ψTa(ψ)
∣∣∣
ψ=0
, B2 =
∂
∂ωTb(ω)
∣∣
ω=0
, R1
(
ψ˜
)
=
Ta(ψ)−B1ψ, R2 (ω˜) = Tb(ω)−B2ω. Here a key observation is that residual functions
R1, R2 are lagged in iterations, not approximated in any way.
We now wish to minimise the above functional (6.8) with respect to ψ and ω, given
ψ˜ and ω˜, thereby obtaining the Euler Lagrange equations2
B1Tb
(
ω˜
) ∗ (Tb(ω˜) ∗ Ta(ψ, ψ˜)− z)+ α1L1(ψ˜)ψ = 0, (6.9)
B2Ta
(
ψ˜
) ∗ (Ta(ψ˜) ∗ Tb(ω, ω˜)− z)+ α2L2(ω˜)ω = 0 (6.10)
or the linearised equations in a fixed point form B1Tb (ω˜) ∗
(
Tb (ω˜) ∗
(
B1ψ +R1
(
ψ˜
))− z)+ α1L1(ψ˜)ψ = 0,
B2Ta
(
ψ˜
) ∗ (Ta(ψ˜) ∗ (B2ω +R2(ω˜))− z)+ α2L2(ω˜)ω = 0,
2See Appendix 6.A for the derivation.
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simplified as
B21Tb (ω˜) ∗ Tb
(
ω˜
) ∗ ψ + α1L1(ψ˜)ψ = B1z¯1, (6.11)
B22Ta
(
ψ˜
) ∗ Ta(ψ˜) ∗ ω + α2L2 (ω˜)ω = B2z¯2, (6.12)
where
z¯1 = Tb
(
ω˜
) ∗ (z − Tb(ω˜) ∗R1(ψ˜)) ,
z¯2 = Ta
(
ψ˜
) ∗ (z − Ta(ψ˜) ∗R2(ω˜)) ,
L1
(
ψ˜
)
ψ =
4E˜1(a1 + 2a4)(E˜1 − 1)|∇ψ|
(1 + E˜1)3a23
−∇ ·
(
2(a1 + 2a4)E˜1
(1 + E˜1)2a3|∇ψ˜|
∇ψ
)
,
L2 (ω˜)ω =
4E˜2(b1 + 2b4)(E˜2 − 1)|∇ω|
(1 + E˜2)3b23
−∇ ·
(
2(b1 + 2b4)E˜2
(1 + E˜2)2b3|∇ω˜|
∇ω
)
,
E˜1 = E1
(
ψ˜
)
= a2 exp
(
−2ψ˜
a3
)
, E˜2 = E2 (ω˜) = b2 exp
(−2ω˜
b3
)
.
After making the initial estimates u(0) and h(0) of the image and the kernel respectively,
we apply the inverse transforms obtaining ψ(0) and ω(0). We then solve equations (6.9)
and (6.10) as part of an alternate minimisation scheme.
6.4.2 Boundary conditions
We adopt the Dirichlet boundary conditions u
∣∣
Γ
= h
∣∣
Γ
= 0 which become ψ
∣∣
Γ
=
−a3/2 ln
(
a1+a4
a4a2
)
and ω
∣∣
Γ
= −b3/2 ln
(
b1+b4
b4b2
)
. However, we can choose a2, b2 such
that a1+a4a4a2 =
b1+b4
b4b2
= 1 i.e. ψ
∣∣
Γ
= ω
∣∣
Γ
= 0.
6.4.3 Kernel Constraints
Note that the previously mentioned constraints h(x, y) = h(−x,−y) and ∫Ω h(x, y) dΩ =
1 take the new forms: Tb (ω(x, y)) = Tb (ω(−x,−y)) and
∫
Ω Tb (ω(x, y)) dΩ = 1. We
can satisfy the first condition by imposing
ω =
1
2
(ωˆ(x, y) + ωˆ(−x,−y))
where ω˜ is the result of the previous step. For the second constraint in the discrete
setting, we interpret the integral of a function over the domain Ω as the sum of all
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values of the function in Ω. Letting Sˆ =
∑
x
∑
y Tb (ωˆ), our constraint is given by
Tb(ω) = Sˆ
−1Tb(ωˆ) ⇐⇒ b1 + 2b4
1 + b2e
−2ω
b3
− b4 = Sˆ−1
(
b1 + 2b4
1 + b2e
−2ωˆ
b3
− b4
)
⇐⇒ Sˆ b1 + 2b4
1 + b2e
−2ω
b3
− Sˆb4 = b1 + 2b4
1 + b2e
−2ωˆ
b3
− b4
⇐⇒ Sˆ b1 + 2b4
1 + b2e
−2ω
b3
=
b1 + 2b4
1 + b2e
−2ωˆ
b3
+ (Sˆ − 1)b4
⇐⇒ Sˆ b1 + 2b4
1 + b2e
−2ω
b3
=
b1 + 2b4 + (Sˆ − 1)b4
(
1 + b2e
−2ωˆ
b3
)
1 + b2e
−2ωˆ
b3
⇐⇒ 1 + b2e
−2ω
b3 = Sˆ
(b1 + 2b4)
(
1 + b2e
−2ωˆ
b3
)
b1 + 2b4 + (Sˆ − 1)b4
(
1 + b2e
−2ωˆ
b3
)
⇐⇒ ω = −b3
2
ln
 Sˆ
b2
(b1 + 2b4)
(
1 + b2e
−2ωˆ
b3
)
b1 + 2b4 + (Sˆ − 1)b4
(
1 + b2e
−2ωˆ
b3
) − 1
b2
 .
The solution method is given in Algorithm 17 below.
Algorithm 17 The First Transform Method (TM1) for Model (6.7) via (6.9) and
(6.10).
1: function (h, u)←TM1(h(0), u(0), z, α1, α2,maxit, tol)
2: ω(0) = T−1b
(
h(0)
)
3: ψ(0) = T−1a
(
u(0)
)
4: for k ← 1 to maxit do
5: ω(k+
1
3
) ← SOLVE (6.10)
6: ω(k+
2
3
) ← 12
(
ω(k+
1
3
)(x, y) + ω(k+
1
3
)(−x,−y)
)
7: S ←∑x∑y Tb (ω(k+ 23 ))
8: ω(k+1) = −b32 ln
 Sb2
(b1+2b4)

1+b2e
−2ω
(k+23 )
b3


b1+2b4+(S−1)b4

1+b2e
−2
ˆ
ω
(k+23 )
b3


− 1b2

9: ψ(k+1) ← SOLVE (6.9).
10: If ‖ψ(k+1) − ψ(k)‖+ ‖ω(k+1) − ω(k)‖ ≤ tol, then exit or continue.
11: end for
12: Accept the restored image u = Ta(ψ) and the restored kernel h = Tb(ω).
13: end function
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6.4.4 Numerical Implementation
We shall briefly discuss the discretisation of the linearised operators in (6.9) and (6.10)
by a finite difference method.
Discretisation of the fitting (integral) term
We wish to discretise the quantity ω ∗ ψ. As it is the usual convolution operator and
its discretisation under discussion, it is useful to consider temporarily the quantity
h ∗ u, related to (hT (hu− z)). We begin by finding a matrix H such that Hu =
h ∗ u. The matrix H can be shown to have a Block-Toeplitz-with-Toeplitz-Blocks
(BTTB) structure [147, 146] if the zero Dirichlet boundary condition is assumed. We
can calculate H as
H =

H−m+1,−m+1 H−m+1,−m+2 · · · H−m+1,m+n
H−m+2,−m+1
. . .
. . .
. . .
...
. . .
. . .
. . .
Hm+n,−m+1
. . .
. . .
. . .

Ha,b =

h0,a−b · · · h−2m−n+1,a−b
...
. . .
. . .
h2m+n−1,a−b
. . .
. . .

where n is the size of our grid and m is the number of points outside of the image to
be included for the consideration of boundary points. Writing an extended version of
our image which is “padded” to include points outside of the image as
uext =

u1−m,1−m · · · u1−m,n−m
...
...
un−m,1−m · · · un−m,n−m
u1−m,n−m+1 · · · u1−m,n+m
...
...
un−m,n−m+1 · · · un−m,n+m
un−m+1,1−m · · · un−m+1,n−m
...
...
un+m,1−m · · · un+m,n−m
un−m+1,n−m+1 · · · un−m+1,n+m
...
...
un+m,n−m+1 · · · un+m,n+m

where the image is contained within the square and the points outside are points outside
of the image,3 we split the extended image into sub-regions defined by
Ω1 =
{
(i, j)
∣∣ 1−m ≤ i ≤ n−m and 1−m ≤ j ≤ n−m} ,
Ω2 =
{
(i, j)
∣∣ 1−m ≤ i ≤ n−m and n−m+ 1 ≤ j ≤ n+m} ,
Ω3 =
{
(i, j)
∣∣ n−m+ 1 ≤ i ≤ n+m and 1−m ≤ j ≤ n−m} ,
Ω4 =
{
(i, j)
∣∣ n−m+ 1 ≤ i ≤ n+m and n−m+ 1 ≤ j ≤ n+m} .
3Note that here we could “pad” the image on all sides rather than to the right and bottom but for
ease of notation we write it in this way.
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and hence define Dirichlet boundary conditions by
(uext)i,j =
{
ui,j if (i, j) ∈ Ω1
0 if (i, j) ∈ Ω2 ∪ Ω3 ∪ Ω4.
Our matrix H allowing for Dirichlet boundary conditions is therefore given by
H =

H−m+1,−m+1 · · · H−m+1,0 0 · · · 0
...
. . .
. . .
. . .
. . .
. . .
H2m+n−1,−m+1
. . .
. . .
. . .
. . .
. . .
0
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
. . .
0
. . .
. . .
. . .
. . .
. . .

Ha,b =

h0,a−b · · · h1−m,a−b 0 · · · 0
...
. . .
. . .
. . .
. . .
. . .
hn−m,a−b
. . .
. . .
. . .
. . .
. . .
0
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
. . .
0
. . .
. . .
. . .
. . .
. . .

.
Note that as well as having a BTTB structure, with suitably chosen m and assuming
that the kernel function h is symmetric then the matrix H is also symmetric.
Discretisation of the Total Variation regularisation (differential) term
For the implementation of this term, we expand the gradients and evaluate the diver-
gence as follows. If A,B,C,D are functions of x then
(
AB(CD)−1
)
x
= AxB(CD)
−1+
ABx(CD)
−1 − AB(CD)−2 (CxD + CDx). Letting A = E1, B = ψx, C = (1 + E1)2,
D = |∇ψ|, we have
Ax =
−2ψxE1
a3
, Bx = ψxx, Cx = −4ψxE1 1 + E1
a3
and Dx =
ψxψxx + ψyψxy
|∇ψ| .
We thus give the expansion as(
E1ψx
(1 + E1)
2 |∇ψ|
)
x
=
−2ψ2xE1 + E1ψxx
a3 (1 + E1)
2 |∇ψ| +
4E21ψ
2
x
a3 (1 + E1)
3 |∇ψ| −
E1ψx (ψxψxx + ψyψxy)
(1 + E1)
4 |∇ψ|2 ,
(6.13)(
E1ψy
(1 + E1)
2 |∇ψ|
)
y
=
−2ψ2yE1 + E1ψyy
a3 (1 + E1)
2 |∇ψ| +
4E21ψ
2
y
a3 (1 + E1)
3 |∇ψ| −
E1ψy (ψyψyy + ψxψyx)
(1 + E1)
4 |∇ψ|2 .
(6.14)
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We can then give the expansion as
4E˜1(a1 + 2a4)(E˜1 − 1)|∇ψ|
(1 + E˜1)3a23
−∇ ·
(
2(a1 + 2a4)E˜1
(1 + E˜1)2a3|∇ψ˜|
∇ψ
)
=
4E1(a1 + 2a4)(E1 − 1)|∇ψ|
(1 + E1)3a23
− E1
(
∆ψ − 2|∇ψ|2)
a3 (1 + E1)
2 |∇ψ|
+
4E21 |∇ψ|
a3 (1 + E1)
3 −
E1
(
ψ2xψxx + ψ
2
yψyy + 2ψxψyψxy
)
(1 + E1)
4 |∇ψ|2 .
In order to implement our model in image deblurring, we define an n×n grid Ω and
a function u : Ω → R which maps each point on the grid to an intensity value of the
image, thereby obtaining an n × n matrix u. We approximate derivatives using finite
differences, derived from the definition ux = ∂u/∂x = limǫ→0 ǫ
−1(u(x+ ǫ, y)− u(x))
and defined as
ux(i, j) =
u(i+ 1, j)− u(i, j)
h
=
u(i+ 1/2, j)− u(i− 1/2, j)
h
=
u(i, j)− u(i− 1, j)
h
for forward, central and backward differences respectively where h is the step size. We
similarly define the derivative with respect to y as
uy(i, j) =
u(i, j + 1)− u(i, j)
h
=
u(i,+1/2)− u(i, j − 1/2)
h
=
u(i, j)− u(i, j − 1)
h
where h is the step size. Using this, we may discretise our model and build the Total
Variation transform terms.
We can then give the discretisation at a particular point as
(TV (Ta(ψ)))i,j =
4 (E1)i,j (a1 + 2a4)((E1)i,j − 1)|∇ψi,j |
(1 + (E1)i,j)
3a23
+
4 (E1)
2
i,j |∇ψi,j |
a3
(
1 + (E1)i,j
)3
+
(E1)i,j (4ψi,j (1 + ψi,j − ψi+1,j − ψi,j+1))
a3h2
(
1 + (E1)i,j
)2 |∇ψ|i,j
+
(E1)i,j (ψi+1,j (ψi+1,j − 1) + ψi,j+1 (ψi,j+1 − 1))
a3h2
(
1 + (E1)i,j
)2 |∇ψ|i,j
− (E1)i,j (ψi−1,j + ψi,j−1)
a3h2
(
1 + (E1)i,j
)2 |∇ψ|i,j
− (E1)i,j (Ψ1ψi,j +Ψ2ψi+1,j +Ψ3ψi,j+1 +Ψ4ψi+1,j+1)(
1 + (E1)i,j
)4 |∇ψi,j |2
where
|∇ψi,j | = 1h
√
2ψi,j (ψi,j − ψi+1,j − ψi,j+1) + ψ2i+1,j + ψ2i,j+1,
|∇ψi,j |2 = 2ψi,jh2 (ψi,j − ψi+1,j − ψi,j+1) +
ψ2i+1,j+ψ
2
i,j+1
h2
,
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(E1)i,j = e
−2ψi,j
a3 ,
Ψ1 = ψi,jψi−1,j − 2ψ2i,j + ψi,jψi+1,j − 2ψi+1,jψi−1,j − 2ψ2i+1,j
+ ψi,jψi,j−1 + ψi,jψi,j+1 − 2ψi,j−1ψi,j+1 − 2ψ2i,j+1
+ 2ψi,jψi+1,j+1 + 6ψi+1,jψi,j+1 − 2ψi+1,jψi+1,j+1 − ψi,j+1ψi+1,j+1,
Ψ2 = ψi+1,j (ψi−1,j + ψi+1,j)− 2ψ2i,j+1,
Ψ3 = ψi,j+1 (ψi,j−1 + ψi,j+1)− 2ψ2i+1,j ,
Ψ4 = 2ψi+1,jψi,j+1.
From the above equation, we can clearly see that we have some unknown values
on the boundary, that is when i = 1, n and j = 1, n. At these points, we must make
some assumption about the unknown values. If we assume that Dirichlet boundary
conditions are appropriate then we assume that the image intensity value is equal to
a constant c outside of the image. This is typically given as 0 but we will keep the
general case. Recalling that our ‘image’ ψ is the transform of the image u, we let our
Dirichlet boundary condition be given by ψi,j = 0 if i, j 6∈ [1, n]. To give an example,
we will show the equation at the boundary when i = 1 and i = n. The case for j = 1, n
is similar. At the left boundary i = 1, for all values of j, we have
(TV (Ta(ψ)))1,j =
4 (E1)1,j (a1 + 2a4)((E1)1,j − 1)|∇ψ1,j |
(1 + (E1)1,j)
3a23
+
4 (E1)
2
1,j |∇ψ1,j |
a3
(
1 + (E1)1,j
)3
+
(E1)1,j (4ψ1,j (1 + ψ1,j − ψ2,j − ψ1,j+1))
a3h2
(
1 + (E1)1,j
)2 |∇ψ|1,j
+
(E1)1,j (ψ2,j (ψ2,j − 1) + ψ1,j+1 (ψ1,j+1 − 1))
a3h2
(
1 + (E1)1,j
)2 |∇ψ|1,j
− (E1)1,j (cT + ψ1,j−1)
a3h2
(
1 + (E1)1,j
)2 |∇ψ|1,j
−(E1)1,j (Ψ1ψ1,j +Ψ2ψ2,j +Ψ3ψ1,j+1 +Ψ4ψ2,j+1)(
1 + (E1)1,j
)4 |∇ψ1,j |2
where
|∇ψ1,j | = 1h
√
2ψ1,j (ψ1,j − ψ2,j − ψ1,j+1) + ψ22,j + ψ21,j+1,
|∇ψ1,j |2 = 2ψ1,jh2 (ψ1,j − ψ2,j − ψ1,j+1) +
ψ22,j+ψ
2
1,j+1
h2
,
(E1)1,j = e
−2ψ1,j
a3 ,
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Ψ1 = ψ1,jcT − 2ψ21,j + ψ1,jψ2,j − 2ψ2,jcT − 2ψ22,j + ψ1,jψ1,j−1 + ψ1,jψ1,j+1
− 2ψ1,j−1ψ1,j+1 − 2ψ21,j+1 + 2ψ1,jψ2,j+1 + 6ψ2,jψ1,j+1 − 2ψ2,jψ2,j+1 − ψ1,j+1ψ2,j+1,
Ψ2 = ψ2,j (cT + ψ2,j)− 2ψ21,j+1,
Ψ3 = ψ1,j+1 (ψ1,j−1 + ψ1,j+1)− 2ψ22,j ,
Ψ4 = 2ψ2,jψ1,j+1.
At the right boundary i = n, for all values of j, we have
(TV (Ta(ψ)))n,j =
4 (E1)n,j (a1 + 2a4)((E1)n,j − 1)|∇ψn,j |
(1 + (E1)n,j)
3a23
+
4 (E1)
2
n,j |∇ψn,j |
a3
(
1 + (E1)n,j
)3
+
(E1)n,j (4ψn,j (1 + ψn,j − cT − ψn,j+1))
a3h2
(
1 + (E1)n,j
)2 |∇ψ|n,j
+
(E1)n,j (cT (cT − 1) + ψn,j+1 (ψn,j+1 − 1))
a3h2
(
1 + (E1)n,j
)2 |∇ψ|n,j
− (E1)n,j (ψn−1,j + ψn,j−1)
a3h2
(
1 + (E1)n,j
)2 |∇ψ|n,j
− (E1)n,j (Ψ1ψn,j +Ψ2cT +Ψ3ψn,j+1 +Ψ4cT )(
1 + (E1)n,j
)4 |∇ψn,j |2
where
|∇ψn,j | = 1h
√
2ψn,j (ψn,j − cT − ψn,j+1) + c2T + ψ2n,j+1,
|∇ψn,j |2 = 2ψn,jh2 (ψn,j − cT − ψn,j+1) +
c2T+ψ
2
n,j+1
h2
(E1)n,j = e
−2ψn,j
a3 ,
Ψ1 = ψn,jψn−1,j − 2ψ2n,j + ψn,jcT − 2cTψn−1,j − 2c2T + ψn,jψn,j−1 + ψn,jψn,j+1,
− 2ψn,j−1ψn,j+1 − 2ψ2n,j+1 + 2ψn,jcT + 6cTψn,j+1 − 2c2T − ψn,j+1cT ,
Ψ2 = cT (ψn−1,j + cT )− 2ψ2n,j+1,
Ψ3 = ψn,j+1 (ψn,j−1 + ψn,j+1)− 2c2T ,
Ψ4 = 2cTψn,j+1.
We can have simplification at corners. For example, when (i, j) = (n, n), we have
(TV (Ta(ψ)))n,n =
4 (E1)n,n (a1 + 2a4)((E1)n,n − 1)|∇ψn,n|
(1 + (E1)n,n)
3a23
+
4 (E1)
2
n,n |∇ψn,n|
a3
(
1 + (E1)n,n
)3
+
(E1)n,n (4ψn,n (1 + ψn,n − 2cT ) + 2 (cT − 1)− (ψn−1,n + ψn,n−1))
a3h2
(
1 + (E1)n,n
)2 |∇ψ|n,n
−(E1)n,n
(
Ψ1ψn,n + c
2
T (ψn−1,n + ψn,n−1)
)(
1 + (E1)n,n
)4 |∇ψn,n|2
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where
|∇ψn,n| =
√
2
h
|ψn,n − cT |, |∇ψn,n|2 = 2
h2
(ψn,n − cT )2 ,
Ψ1 = ψn,n (ψn−1,n − 2ψn,n + 4cT + ψn,n−1)− cT (cT + 2ψn,n−1 + 2ψn−1,n) .
Given this and the matrix-vector mapping (i, j) 7→ (i + n(j − 1)), we now build the
sparse n2 × n2 5-diagonal coefficient matrix CTV for the transformed Total Variation
such that CTVΨ+RTV = TV (Ta), which may be given by
Ci+n(j−1),i+n(j−1) =
4(E1)i,j(1 + ψi,j − ψi+1,j − ψi,j+1)
a3h2(1 + (E1)i,j)2|∇ψ|i,j −
(E1)i,jΨ1
(1 + (E1)i,j)4|∇ψ|2i,j
,
Ci+n(j−1),i+n(j−1)+1 =
(E1)i,j(ψi+1,j − 1)
a3h2(1 + (E1)i,j)2|∇ψ|i,j −
(E1)i,jΨ2
(1 + (E1)i,j)4|∇ψ|2i,j
,
Ci+n(j−1),i+nj =
(E1)i,j(ψi,j+1 − 1)
a3h2(1 + (E1)i,j)2|∇ψ|i,j −
(E1)i,jΨ3
(1 + (E1)i,j)4|∇ψ|2i,j
,
Ci+n(j−1),i+n(j−1)−1 =
−(E1)i,j
a3h2(1 + (E1)i,j)2|∇ψ|i,j ,
Ci+n(j−1),i+n(j−2) =
−(E1)i,j
a3h2(1 + (E1)i,j)2|∇ψ|i,j ,
RTVi+n(j−1) =
4 (E1)i,j (a1 + 2a4)((E1)i,j − 1)|∇ψi,j |
(1 + (E1)i,j)
3a23
+
4 (E1)
2
i,j |∇ψi,j |
a3
(
1 + (E1)i,j
)3 − (E1)i,jΨ4ψi+1,j+1(1 + (E1)i,j)4|∇ψ|2i,j .
We now look at how to implement the boundary conditions in the matrices CTV
and RTV . Assuming that we have Dirichlet boundary conditions given ψi,j = cT as
defined above for all (i, j) 6∈ Ω then, for example, at (i, j) = (n, n) we have
Cn2,n2 =
4(E1)n,n(1 + ψn,n − 2cT )
a3h2(1 + (E1)n,n)2|∇ψ|n,n −
(E1)n,nΨ1
(1 + (E1)n,n)4|∇ψ|2n,n
,
Cn2,n2−1 =
−(E1)n,n
a3h2(1 + (E1)n,n)2|∇ψ|n,n , Cn2,n2−n =
−(E1)n,n
a3h2(1 + (E1)n,n)2|∇ψ|n,n ,
RTVn2 =
4 (E1)n,n (a1 + 2a4)((E1)n,n − 1)|∇ψn,n|
(1 + (E1)n,n)
3a23
+
4 (E1)
2
n,n |∇ψn,n|
a3
(
1 + (E1)n,n
)3 − (E1)n,nΨ4ψn+1,n+1(1 + (E1)n,n)4|∇ψ|2n,n .
Iterative solution of linear systems
We now consider a solution method for solving our system of discrete versions of lin-
earised PDEs (6.9) and (6.10) or (6.11) and (6.12). We use a preconditioned conjugate
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gradient algorithm; see [195, 60]. In order to improve the speed of convergence, we
make use of preconditioners P1 and P2. We implement the product preconditioner
following the work of [195] and given by
P1 =
1
γ1
(v˜1
c ∗ v˜1c + γ1I)
1
2
(
γ1I + α1L1
(
ψ˜
))
(v˜1
c ∗ v˜1c + γ1I)
1
2 (6.15)
for equation (6.9) where v˜1
c is a circulant approximation [195, 60] to v˜1 defined above,
γ1 is a positive constant and L1 is given in (6.11). Similarly, for equation (6.10), we
use the preconditioner given by
P2 =
1
γ2
(v˜2
c ∗ v˜2c + γ2I)
1
2 (γ2I + α2L2 (ω˜)) (v˜2
c ∗ v˜2c + γ2I)
1
2 (6.16)
where v˜2
c is a circulant approximation to v˜2 defined above, γ2 is a positive constant
and L2 is given in (6.12).
6.4.5 A Fast Splitting Method
The central idea of our second method for model (6.7) is to remove the non-linearity
in the fitting term or maintain the fitting term as linear in u and h.
This is achieved by splitting the model into separate tasks of deblurring and denois-
ing using an alternate direction method (ADM) [44, 104, 198, 188, 197]. More impor-
tantly for our transformed formulation, the non-linearity introduced by the transforms
to the blurring term is removed by the method.
Starting with the unconstrained non-negative problem given by equation (6.3) we
create the augmented Lagrangian minimising functional
f(u, h, ψ, ω, λ1, λ2) =
1
2
||h ∗ u− z||2L2(Ω) + α1L1(Ta(ψ)) +
γ1
2
||u− Ta(ψ)||2L2(Ω)
+ < λ1, u− Ta(ψ) > +α2L2(Tb(ω))
+
γ2
2
||h− Tb(ω)||2L2(Ω)+ < λ2, h− Tb(ω) > (6.17)
where L1 and L2 are regularisers representing either Total Variation (where we expect
jumps in intensity) or L2 where we expect smooth edges. Non-negativity is imposed
implicitly by the transform and by λ1 and λ2 for the image and kernel respectively
which force them to be close to their respective non-negative representations.
Minimising with respect to each of the arguments, we have
∂f/∂u :hT (hu− z) + λ1 + γ1(u− (B1ψ + R˜1)) = 0, (6.18)
∂f/∂ψ :−B1λ1 − γ1B1
(
u− (B1ψ + R˜1)
)
+ L1(ψ˜)ψ = 0, (6.19)
∂f/∂h :uT (uh− z) + λ2 + γ2(h− (B2ω + R˜2)) = 0, (6.20)
∂f/∂ω :−B2λ2 − γ2B2
(
h− (B2ω + R˜2)
)
+ L2(ω˜)ω = 0 (6.21)
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where
B1 =
∂
∂ψ
Ta(ψ)
∣∣∣∣
ψ=0
, B2 =
∂
∂ω
Tb(ω)
∣∣∣∣
ω=0
,
R˜1 = R1
(
ψ˜
)
= Ta(ψ˜)−B1ψ˜, R˜2 = R2 (ω˜) = Tb(ω˜)−B2ω˜,
L1
(
ψ˜
)
ψ =
4a2e
−2ψ˜
a3 (a1 + 2a4)
(
a2e
−2ψ˜
a3 − 1
)
|∇ψ|(
1 + a2e
−2ψ˜
a3
)3
a23
−∇·
 2(a1 + 2a4)a2e
−2ψ˜
a3(
1 + a2e
−2ψ˜
a3
)2
a3|∇ψ˜|
∇ψ
 ,
L2 (ω˜)ω =
4b2e
−2ω˜
b3 (b1 + 2b4)
(
b2e
−2ω˜
b3 − 1
)
|∇ω|(
1 + b2e
−2ω˜
b3
)3
b23
−∇ ·
 2(b1 + 2b4)b2e−2ω˜b3(
1 + b2e
−2ω˜
b3
)2
b3|∇ω˜|
∇ω
 .
We solve equations (6.18) and (6.20) efficiently using Fourier transforms and employ
an iterative technique to solve equations (6.19) and (6.21). We present our algorithm
in Algorithm 18.
6.4.6 A Mixed Model Suitable for Smooth Blur Kernels
A significant advantage of using the Total Variation (TV) semi-norm in image process-
ing is its ability to assist in the recovery of sharp edges of images and accommodate
jumps in intensity. Here we have two quantities to restore. For the image u, the TV
is usually satisfactory with the possible issue of staircasing effect for smooth images.
For the burring kernel h, the TV is useful when attempting to recover blurring kernels
for images blurred by motion or out of focus blur which are piecewise constants (as
mentioned in [54]). However when recovering blur functions which are smooth, such as
those given by Gaussian functions, a piecewise constant approximation to h can lead
to major artefacts in u to the extent of failing the model.
In an attempt to improve the result of recovered smooth (such as Gaussian) kernels,
we introduce the following functional which uses the L2-norm to regularise the blurring
kernel h = Tb(ω) and the TV to regularise the image u = Ta(ψ), as a hybrid model of
(6.2) and (6.3):
fTM (ψ, ω) =
1
2
||Tb(ω)∗Ta(ψ)−z||2L2(Ω)+α1
∫
Ω
|∇Ta(ψ)|+α2
4
∫
Ω
|∇Tb(ω)|2 dΩ. (6.22)
We aim to minimise equation (6.22) in order to obtain the Euler-Lagrange equations
which we will use to recover the kernel and the image. Since we have discussed the
minimisation of the fitting term and the Total Variation regularisation term, it remains
to focus on the L2 term under a transform. This term will be minimised when its
partial derivative with respect to ω is equal to zero. Since the partial derivative of
|∇h|2 with respect to h is given by ∆h, it makes sense to calculate this using the chain
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Algorithm 18 The Second Constrained Transform Based Algorithm with ADM (TM2)
1: function (h, u)←TM2(z, α1, α2,a, b, h(0), γ1, γ2, tol,maxit)
2: u(0) ← z, λ(0)1 ← 0, λ(0)2 ← 0
3: Calculate a = {a1, a2, a3, a4}, and b = {b1, b2, b3, b4}
4: ψ(0) ← −(a3/2) log
((
a1 + a4 − u(0)
)
/
(
a2(u
(0) + a4)
))
5: ω(0) ← −(b3/2) log
((
b1 + b4 − h(0)
)
/
(
b2(h
(0) + b4)
))
6: for ℓ← 1 to maxit do
7: Solve ∂f/∂h = 0 (equation 6.20) for h(ℓ+1), i.e.(
u(ℓ)
)T (
u(ℓ)h(ℓ+1) − z
)
+ λ
(ℓ)
2 + γ2
(
h(ℓ+1) −
(
B2ω
(ℓ) + R˜
(ℓ)
2
))
= 0
8: for ℓ2 ← 1 to maxit do
9: Solve ∂f/∂ω = 0 (equation 6.21) for ω(ℓ2+1) given ω(ℓ2), i.e.
−B2λ(ℓ)2 − γ2B2
(
h(ℓ+1) −
(
B2ω
(ℓ2+1) +R
(ℓ2)
2
))
+ L2
(
ω(ℓ2)
)
ω(ℓ2+1) = 0
10: end for
11: λ
(ℓ+1)
2 ← λ(ℓ)2 + γ2
(
h(ℓ+1) − Tb
(
ω(ℓ+1)
))
12: Solve ∂f/∂u = 0 (equation 6.18) for u(ℓ+1), i.e.(
h(ℓ+1)
)T (
h(ℓ+1)u(ℓ+1) − z
)
+ λ
(ℓ)
1 + γ1
(
u(ℓ+1) −
(
B1ψ
(ℓ) + R˜
(ℓ)
1
))
= 0
13: for ℓ1 ← 1 to maxit do
14: Solve ∂f/∂ψ = 0 (equation 6.19) for ψ(ℓ1+1) given ψ(ℓ1), i.e.
−B1λ(ℓ)1 − γ1B1
(
u(ℓ+1) −
(
B1ψ
(ℓ1+1) +R
(ℓ1)
1
))
+ L1
(
ψ(ℓ1)
)
ψ(ℓ1+1) = 0
15: end for
16: λ
(ℓ+1)
1 ← λ(ℓ)1 + γ1
(
u(ℓ+1) − Ta
(
ψ(ℓ+1)
))
17: end for
18: h← h(ℓ+1)
19: u← u(ℓ+1)
20: end function
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rule, obtaining4
∂
∂ω
|∇Tb(ω)|2 = ∆Tb(ω)∂h
∂ω
=
2 (b1 + 2b4) b1E
(1 + b2E)
2 b3
(
2 (b2E − 1)
b3 (1 + b2E)
∇ω · ∇ω +∆ω
)
∂h
∂ω
=
(
2 (b1 + 2b4) b1E
(1 + b2E)
2 b3
)2( 2 (b2E − 1)
b3 (1 + b2E)
∇ω · ∇ω +∆ω
)
where A = b1 + 2b4, E = E(ω) = e
−2ω
b3 and B = B(ω) = 1 + b2E. We may then use
the above work to formulate the Euler Lagrange equations for this functional given by
(6.23)-(6.24):
B22
(
v2
(
ψ, ψ˜
))T (
v2
(
ψ, ψ˜
)
∗ ω − z¯2
(
ψ˜, ψ, ω˜
))
+ L2 (ω˜)ω = 0, (6.23)
B21 (v1 (ω, ω˜))
T
(
v1 (ω, ω˜) ∗ ψ − z¯1
(
ω˜, ω, ψ˜
))
+ L1
(
ψ˜
)
ψ = 0, (6.24)
where
v2
(
ψ, ψ˜
)
= B1ψ +R1
(
ψ˜
)
,
z¯2
(
ψ, ψ˜ω˜
)
= B−12 z¯ −B−12 B1R2 (ω˜) ∗ ψ,
L2(ω˜)ω =
(
2 (b1 + 2b4) b1E
(1 + b2E)
2 b3
)2( 2 (b2E − 1)
b3 (1 + b2E)
∇ω · ∇ω +∆ω
)
,
v1 (ω, ω˜) = B2ω +R2 (ω˜) ,
z¯1
(
ω, ω˜ψ˜
)
= B−11 z¯ −B−11 B2R1
(
ψ˜
)
∗ ω,
L1(ψ˜)ψ =
4E˜1(a1 + 2a4)(E˜1 − 1)|∇ψ|
(1 + E˜1)3a23
−∇ ·
(
2(a1 + 2a4)E˜1
(1 + E˜1)2a3|∇ψ˜|
∇ψ
)
.
Discretisation of the L2 regularisation term
For the L2 regularisation term, we implement forward differences to give the approxi-
mation to first order derivatives as follows
(∇ω · ∇ω)i,j = (ω2x)i,j + (ω2y)i,j = (ωi,j − ωi−1,j) (ωi+1,j − ωi,j) + (ωi,j − ωi,j−1) (ωi,j+1 − ωi,j)
= −2ω2i,j + (ωi+1,j + ωi−1,j + ωi,j+1 + ωi,j−1)ωi,j − ωi−1,jωi+1,j − ωi,j+1ωi,j−1
4See Appendix 6.B for details.
158
Our discretisation is then given by(
L2
(
Tb(ω)
))
i,j
= (A (B∇ω · ∇ω +∆ω))i,j
= Ai,j
(
Bi,j
(−2ω2i,j + (ωi+1,j + ωi−1,j + ωi,j+1 + ωi,j−1)ωi,j − ωi−1,jωi+1,j
−ωi,j+1ωi,j−1)− 4ωi,j + ωi−1,j + ωi+1,j + ωi,j−1 + ωi,j+1)
where
A =
(
2 (b1 + 2b4) b1E
(1 + b2E)
2 b3
)2
, B =
2 (b2E − 1)
b3 (1 + b2E)
Ai,j =
(
2 (b1 + 2b4) b1Ei,j
(1 + b2Ei,j)
2 b3
)2
, Bi,j =
2 (b2Ei,j − 1)
b3 (1 + b2Ei,j)
.
We can now build the coefficient matrix CL2 and residual matrix RL2 such that
L2(Tb(ω)) = C
L2ω +RL2 as
CL2i+n(j−1),i+n(j−1) = −2Ai,j (Bi,jωi,j + 2)
CL2i+n(j−1),i+n(j−1)+1
CL2i+n(j−1),i+n(j−1)−1
CL2i+n(j−1),i+nj
CL2i+n(j−1),i+n(j−2)
 = Ai,j (Bωi,j + 1)
RL2i+n(j−1),i+n(j−1) = −Ai,jBi,j (ωi−1,jωi+1,j + ωi,j−1ωi,j+1) .
6.5 Experimental Results
The aim of our experimental tests is to demonstrate the effectiveness of our new trans-
form model for restoring both the image u and the kernel h, given the received image z.
The results will illustrate the capability of our new algorithm for potentially wide ap-
plications. Comparison with previous and competing methods have been shown earlier;
here we simply need to show how the new algorithm can better restore these examples
and a range of images.
For experimental testing, we consider four key solution sets (see Figure 6.3), in-
cluding one simple artificial image (Im1), one real image with a significant amount of
dark space (Im2), one real and more detailed image (Im3), one real image with fine
details (Im4), one medical image with some fine details (Im5) and one medical image
with many fine details (Im6). The images have been corrupted by either out of focus
blur (Bl1) or Gaussian blur (Bl2) (see Figure 6.4). Our aim is to show that the model
is able to recover the edges of images as well as many of the details. We aim to recover
the finer details in the case of motion blur and fine details in the more challenging case
of Gaussian blur. For clarity and consitency, we denote Algorithm 17 by New16 and
Algorithm 18 by New26.
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Im1 - Box-Triangle Im2 - Satellite
Im3 - Barbara Im4 - Skyscraper
Im5 - Retina Im6 - Vessels
Figure 6.3: Test case images for experimental results.
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Figure 6.4: Examples of blur functions used for experimental tests. In each case, we
have on image view of the blur function on the left and a mesh view of the same function
on the right.
Set 1 — Simple image with blurs
Result set 1 consists of Im1 corrupted by motion blur (Bl1) or Gaussian blur (Bl2).
We see in Figure 6.5 that our model is able to reconstruct the edges and preserve the
smoothness of the images in the case of motion blur and offers a significant improvement
in the case of Gaussian blur.
Set 2 — Detailed image containing many zero-points with blurs
Result set 2 consists of Im2 corrupted by motion blur (Bl1) or Gaussian blur (Bl2). We
see in Figure 6.6 that our model is able to preserve the black space well and reconstruct
details in the case of motion blur. It is also able to restore some detail in the more
challenging case of Gaussian blur.
Set 3 — Detailed photograph images with blurs
Result set 3 consists of Im3 and Im4 corrupted by motion blur (Bl1) or Gaussian blur
(Bl2). We see in Figure 6.7 that in the case of motion blur our model is able to sharpen
the images and recover many detailed features including fine details but can introduce
pattern defects. In the case of Gaussian blur, we see in Figure 6.8 that many features
are recovered in the image and background objects can be distinguished. The intensity
ranges are also preserved.
Set 4 — Detailed medical images with blurs
Result set 4 consists of Im5 and Im6 corrupted by motion blur (Bl1) or Gaussian blur
(Bl2). In Figures 6.9 and 6.11, we see that in the case of motion blur our model is
able to sharpen the images and recover many fine details. In the case of Gaussian blur,
we see in Figure 6.10 that many features are recovered in the image, including blood
vessels which were hidden by the blur. The intensity ranges are also preserved.
  
True Image  
 
Received Data  
 
Restored Image
 True Image  Received Data  
 
Restored Image
Figure 6.5: Row 1, l-r: Im1, received data corrupted by Bl1, restored image using New
1
6.
Row 2, l-r: Im1, received data corrupted by Bl2, restored image using New
1
6. Our model
is capable of restoring edges and preserving black space.
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 True Image  Received Data  
 
Restored Image
 True Image  Received Data  
 
Restored Image
Figure 6.6: Row 1, l-r: Im2, received data corrupted by Bl1, restored image using New
1
6.
Row 2, l-r: Im2, received data corrupted by Bl2, restored image using New
1
6. Our model
is capable of restoring details in both cases and of preserving black space.
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 True Image  Received Data  
 
Restored Image
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Restored Image
Figure 6.7: Row 1, l-r: Im3, received data corrupted by Bl1, restored image using New
1
6.
Row 2, l-r: Im4, received data corrupted by Bl1, restored image using New
1
6. Our model
is capable of restoring many detailed features and some fine details as well as sharpening
edges. There are very few defects in the restored image, notably surrounding the rope
in the restored Im4.
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Restored Image
Figure 6.8: Row 1, l-r: Im3, received data corrupted by Bl2, restored image using New
1
6.
Row 2, l-r: Im4, received data corrupted by Bl2, restored image using New
1
6. In the
more challenging case of Gaussian blur, our model is capable of restoring some detailed
features, including the books in the background of Im3 and the buildings in Im4.
165
 True Image  Received Data  
 
Restored Image
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Restored Image
Figure 6.9: Row 1, l-r: Im5, received data corrupted by Bl1, restored image using New
1
6.
Row 2, l-r: Im6, received data corrupted by Bl1, restored image using New
1
6. Our model
is capable of restoring many detailed features and sharpen edges. Several of the blood
vessels are made visible in Im5 and some very fine details can be distinguished in Im6.
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 True Image  Received Data  
 
Restored Image
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Restored Image
Figure 6.10: Row 1, l-r: Im3, received data corrupted by Bl2, restored image using
New16. Row 2, l-r: Im4, received data corrupted by Bl2, restored image using New
1
6.
Our model is capable of restoring some detailed features in these challenging cases.
Much of the detail is restored in both cases.
 (a) Received Data (b) Restored Image  (c) Received Data (d) Restored Image
Figure 6.11: (a) Im3 corrupted by Bl1, (b) restored image using New
2
6, (c) Im3 corrupted
by Bl2, (b) restored image using New
2
6. Our accelerated model is capable of obtaining
good quality results. Much of the detail is restored in both cases.
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6.6 Conclusion
We have presented a total variation based blind deconvolution model with solution pos-
itivity achieved by implicit transforms and two solution algorithms for reconstructing
a deblurred image along with its blur kernel. We demonstrated that we can ensure
positivity and keep the correct range of the image intensities in the case of several
blur types, extending the original Chan-Wong model’s applicability. This model is
particularly effective in reconstructing the kernel without significant defects which can
significantly impair the results of previous blind deconvolution algorithms. Our work
here can be extended to incorporate the split Bregman method [86] for faster solution
and other regularisers beyond the use of first order derivatives [26, 23, 56, 133]. Further
work involves integrating the remaining constraints into the functional and automatic
selection of regularisation parameters. While there has been work in the parameter
selection with non-blind imaging models [93, 95, 218, 59, 205], further work is required
to develop a method for the selection of optimal parameters for both regularisation
terms in the blind model.
6.A Derivation of Euler Lagrange Equations for the Blind
Model (6.8)
Considering the minimisation, we do it in parts. Note that when we minimise with
respect to one part, for example when we minimise with respect to the image, the
lagged component of the transform is assumed to be equal to the unlagged part, i.e.
ω = ω˜. We may therefore write for the minimisation with respect to ψ:
∂
∂ψ
(
1
2
||B1Tb(ω) ∗ ψ − z¯||2L2(Ω)
)
(6.25)
=
1
2
∂
∂ψ
(B1Tb(ω) ∗ ψ − z¯)2 (6.26)
=
(
∂
∂ψ
(B1Tb(ω) ∗ ψ − z¯)
)
(B1Tb(ω) ∗ ψ − z¯) (6.27)
= (B1Tb(ω))
T ∗ (B1Tb(ω) ∗ ψ − z¯) (6.28)
= B1(Tb(ω))
T ∗ (B1Tb(ω) ∗ ψ − z¯) (6.29)
and so we have for the image
∂
∂ψ
(
1
2
||B1Tb(ω) ∗ ψ − z¯||2L2(Ω)
)
= B1(Tb(ω))
T ∗ (B1Tb(ω) ∗ ψ − z¯)
and similarly for the kernel
∂
∂ω
(
1
2
||B2Ta(ψ) ∗ ω − z¯||2L2(Ω)
)
= B2(Ta(ψ))
T ∗ (B2Ta(ψ) ∗ ω − z¯) .
For the second term, see Appendix 5.B for the minimisation of the TV semi-norm
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TV (Ta(ψ)) =
∫
Ω |∇Ta(ψ)|.
Combining the resulting equation with the fitting term, we obtain the Euler La-
grange equations:
B1(Tb(ω))
T ∗ (B1Tb(ω) ∗ ψ − z¯)− α1L1
(
ψ˜
)
= 0 (6.30)
B2(Ta(ψ))
T ∗ (B2Ta(ψ) ∗ ω − z¯)− α2L2 (ω˜) = 0 (6.31)
where
L1(ψ˜)ψ =
4E˜1(a1 + 2a4)(E˜1 − 1)|∇ψ|
(1 + E˜1)3a23
−∇ ·
(
2(a1 + 2a4)E˜1
(1 + E˜1)2a3|∇ψ˜|
∇ψ
)
L2(ω˜)ω =
4E˜1(a1 + 2a4)(E˜1 − 1)|∇ω|
(1 + E˜1)3a23
−∇ ·
(
2(a1 + 2a4)E˜1
(1 + E˜1)2a3|∇ω˜|
∇ω
)
.
6.B Derivation of L2 Regularisation Term for the Mixed
Model
We would like to calculate the minimisation of |∇Tb(ω)|2 i.e. when its derivative with
respect to ω is equal to zero. Since we know that ∂∂h |∇h|2 = ∆h, letting h = Tb(ω) we
have ∂∂ω |∇Tb(ω)|2 = ∆Tb(ω) ∂h∂ω .
Letting A = b1 + 2b4, E = E(ω) = e
−2ω
b3 and B = B(ω) = 1 + b2E, we have the
derivatives
∂
∂x
E =
∂
∂x
e
−2ω
b3 = e
−2ω
b3
∂
∂x
(−2ω
b3
)
= −2Eb−13
∂ω
∂x
and
∂
∂x
Bn = nBn−1
∂
∂x
B = nBn−1
∂
∂x
(b2E) = nB
n−1b2
∂
∂x
E = −2nBn−1b2b−13 E
∂ω
∂x
.
We will also need the second derivatives of the transform with respect to x and y. We
give the derivation with respect to x. The derivation with respect to y is similar.
∂
∂x
Tb(ω) =
∂
∂x
AB−1 =
(
∂
∂x
A
)
B−1 +A
(
∂
∂x
B−1
)
= −AB−2 ∂
∂x
B
= 2AB−2b2b
−1
3 E
∂ω
∂x
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and so we may calculate the second derivative as follows
∂2
∂x2
Tb(ω) =
∂
∂x
(
2AB−2b2b
−1
3 E
∂ω
∂x
)
= 2Ab2b
−1
3
∂
∂x
(
B−2E
∂ω
∂x
)
= 2Ab2b
−1
3
(
∂
∂x
(
B−2
)
E
∂ω
∂x
+B−2
∂E
∂x
∂ω
∂x
+B−2E
∂2ω
∂x2
)
= 2Ab2b
−1
3
(
4b2b
−1
3 B
−3E
∂ω
∂x
− 2Eb−13 B−2
(
∂ω
∂x
)2
+B−2E
∂2ω
∂x2
)
= 2Ab2b
−1
3 B
−2E
(
4b2b
−1
3 B
−1∂ω
∂x
− 2b−13
(
∂ω
∂x
)2
+
∂2ω
∂x2
)
.
We therefore have
∆Tb(ω) = 2Ab2b
−1
3 B
−2E
(
4b2b
−1
3 B
−1∇ω − 2b−13 ∇ω · ∇ω +∆ω
)
and finally
∂h
∂ω
=
∂
∂ω
Tb(ω) =
∂
∂ω
(
AB−1
)
=
(
∂
∂ω
A
)
B−1A
∂
∂ω
B−1
= −AB−2 ∂
∂ω
B = −AB−2b2 ∂
∂ω
E = 2Ab2b
−1
3 B
−2E.
We can therefore present the derivation by
∂
∂ω
||∇Tb(ω)||2L2(Ω) = ∇Tb(ω)
∂h
∂ω
= 4A2b22b
−2
3 B
−4E2
(
4b2b
−1
3 B
−1∇ω − 2b−13 ∇ω · ∇ω +∆ω
)
.
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Chapter 7
Semi-Blind Deblurring with
Parametric Kernel Identification
In this chapter, we aim to achieve similar deblurring results to those presented in Chap-
ter 6, making use of assumptions or available information in order to reduce the time
required to give a solution. We achieve this by considering the case of semi-blind de-
blurring of images. We present in §7.3 some enhancements to existing work which offer
improved results over current models. We construct new formulations which are better
able to cope with additive noise in blurred images, making some standard assumptions
about the blur function which may be estimated from visual observation. A method
for implicitly imposing constraints on image intensity values, introduced in Chapter 5,
is used which has been found to provide improved results over competing methods. We
demonstrate that this enhanced model offers improved results for Gaussian type blur,
particularly in the presence of noise. Then in §7.4, we present formulations to model
alternative causes of blur degradation as differentiable functions which may be used in
a parametric deblurring framework and show that this allows us to obtain improved
results over alternative parametric methods.
7.1 Introduction
Parametric kernel identification can be used to deblur images making some assumptions
about the blur function. There exist many models which work well without noise.
However, noise is often present in images and can cause misidentification of the blur
function. This paper presents a model for restoring noisy, blurred images in which the
blur is assumed to be of a certain type.
Semi-blind deblurring [2, 11] is one of the three main types of deconvolution prob-
lem. It involves recovering the hidden true image with only partial knowledge or as-
sumption about the blur function, such as the type of blur [123, 32]. Such models
perform well and can obtain improved results over blind deblurring when the blur type
may be known or estimated. Such techniques are useful in related areas such as the
segmentation of blurred images [11] (see Chapter 8) and super-resolution [130, 217]
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where the blur is often of Gaussian or out of focus type. Parametric deblurring is a
type of semi-blind deblurring which assumes that we may be able to model the blur
degradation term h as a parametric function dependent on only a few parameters. Our
aim in this case is to recover the parameters and thus reconstruct the blur function.
The presence of noise in images, as discussed in Chapter 3, can be a particular
problem in all types of deblurring, which is typically addressed by using regularisation
[169, 149, 153, 152, 21] which aims to offset the ill-posedness of the problem. This task
brings with it the issue of selecting regularisation parameters [21, 59, 70, 93, 95, 3]
which remains a problem, particularly in blind deblurring. We present a parametric
model which uses alternate direction methods [197, 71] and regularisation to separate
the problem of denoising from identifying the true image and blur function. We also
incorporate implicit constraints introduced in Chapter 5. This model offers improved
results over competing methods and appears to be robust.
Much research involving parametric models either assumes that Gaussian blur is
the cause for degradation or models alternative blur functions as piecewise constant
functions. Assuming that the blur is of Gaussian type is a limitation which may prevent
the accurate restoration of images corrupted by other blur types, so we would like to
extend this to accommodate other blurs. We note that modelling a blur function
as a piecewise constant prohibits the recovery of the parameters within a variational
framework. We therefore present differentiable equations which closely approximate
some common alternative types of blur, such as out of focus, and demonstrate their
effectiveness in recovering the image.
This chapter is organised as follows. In §7.2, we present existing ideas for dealing
with parametric kernel identification and deblurring. In §7.3, we introduce the new
models for dealing with blurred and noisy images. In §7.4, we present alternative
formulations for dealing with other blur types focusing on out of focus blur, box blur
and linear motion blur. In §7.5, we present experimental results. In §7.6, we present
conclusions of this work.
7.2 Existing Models
As discussed in §3.3.8, many papers attempt to improve the estimation of point spread
functions by considering them as piecewise functions after discretisation. This reduces
the estimation of many unknowns to that of only a few variables which determine the
entire point spread function (psf).
In [18, 78, 117, 9], the authors give several equations for piecewise constant repre-
sentations of kernel functions, including motion blur, out of focus blur and box blur.
The task is to estimate the correct parameters to form the blur function before using
the resulting psf to deblur the image using filtering techniques or variational modelling.
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Since Gaussian blur has a well-known differentiable formulation given by
hG(x, y, σ) =
1
2πσ2
exp
(
−x
2 + y2
2σ2
)
, (7.1)
which is dependent on the variable σ, recent papers aimed at semi-blind deconvolution
assuming Gaussian blur such as [11, 64] have introduced this formulation into the
functional. . In [11], the objective functional for the restoration is similar to total
variation regularised deblurring [169, 54] made up of a fitting term for deblurring in
the presence of Gaussian noise and a smoothness term given as the L2-norm of the
gradient which allows for smooth kernels. The equation is modified to allow for the
parametrically defined kernel function hσ. It is thus presented as
FBSK(u, σ) = 1
2
∫
Ω
(hG ∗ u− z)2dA+ γ
∫
Ω
|∇hσ|2dA
where γ is a regularisation parameter controlling the smoothness of the recovered blur
function, u is the restored image and z is the received data. The authors then minimise
this functional alternately with respect to the image u and the argument σ of the blur
function.
7.3 A New Model for Implicitly Constrained Semi-Blind
Deconvolution
In this section, we introduce three enhancements of model (7.2) which aim to improve
the restored image by constraining the intensity range of the image implicitly (7.6)
and attempting to offset the ill-effects of noise (7.10) leading to our main model (7.11)
which is able to successfully recover images from noisy and blurred data.
In parametric deblurring, we can often avoid regularisation and attempt to identify
the blur function using only a fitting term, aiming to minimise this energy with some
regularisation for the image in the semi-blind deblurring case. We solve the problem
min
σ,u
{
F (σ, u) =
1
2
||hG(x, y, σ) ∗ u− z||2L2(Ω) + αuRu(u)
}
(7.2)
where Ru is a regularisation term for the image and αu is a small positive parameter.
There are several ideas which are aimed at selecting the best parameter αu or at least
automatically selecting a value which gives a good restoration of the image, traditionally
in the non-blind case but also more recently in the blind case [59, 70, 3, 93, 95]. We
also note that there are many ideas for alternative regularisation in the literature (see
for example [26, 23, 56, 133]) which can typically improve the restoration but this is
not our primary concern. We use the total variation (tv) regularisation given by
Ru(u) =
∫
Ω
|∇u|
173
due to it’s ability to recover edges of an image and solving the first order optimality
conditions obtained from the derivatives of F with respect to u and σ:
∂F
∂σ
=
∫
Ω
(
∂hG(x, y, σ)
σ
∗ u
)(
hG(x, y, σ) ∗ u− z) dΩ, (7.3)
∂F
∂u
= h¯G(x, y, σ)
(
hG(x, y, σ) ∗ u− z)+ αu∂Ru(u)
∂u
. (7.4)
where h¯G(x, y, σ) = hG(−x,−y, σ) and the derivative of the regularisation term with
respect to u is calculated as
∂Ru(u)
∂u
= ∇ ·
( ∇u
|∇u|β
)
, |∇u|β =
√
u2x + u
2
y + β
2
where β is a small positive parameter which is included to avoid division by zero. One
attractive reason for modelling the blur parametrically is that we have an analytic equa-
tion for the blur function and so may calculate the derivatives rather than approximate
them.
We attempt to recover the blur function and the image simultaneously using al-
ternate minimisation, as in [54] and, using the estimate of the blur function at each
iteration, recover the image using preconditioned conjugate gradient (pcg). The main
attraction of parametric modelling of the kernel is that we may use a fast solver in
order to recover the parameter σ. We may use Newton’s method or even the bisection
method in order to give the solution assuming that the image is known.
7.3.1 Enhancement 1: Incorporating Implicit Constraints
It is often the case, particularly in astronomical imaging and blind deblurring that
restored intensity values fall outside of the range of the true image which successively
deteriorates the quality of the restored image and kernel. As discussed in Chapter 5,
we have found that by using an appropriate transform in place of the image given by
T = Ta(ψ) : R → R for some function ψ : Ω ⊂ R2 → R defined on the domain Ω such
the upper and lower limits of T are constrained, we can better control control the range
of intensity values in the recovered image. The idea here is to recover ψ and, with an
appropriate formulation, attempt to force u to be close to T . Such suitable formulation
is provided by the alternate direction method (ADM) [44, 104, 198, 188, 197]. One
suitable transform function may be given by
Ta(ψ) = a1 + 2a4
1 + a2e
−2 ψ
a3
− a4 (7.5)
with suitably chosen a. Substituting this function into Equation (7.2) and using ADM,
we derive our new functional (7.6):
max
λψ
min
σ,u,ψ
{
F1(σ, u, ψ) =
1
2
||hG(σ) ∗ u− z||2L2(Ω) + Fu(u, ψ, λψ)
}
(7.6)
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where
Fu(u, ψ, λψ) = αψRψ(Ta(ψ)) + αuRu(u)
+ γψ||Ta(ψ)− u||2L2(Ω)+ < λψ, Ta(ψ)− u >, (7.7)
αψ, γψ are small positive parameters, λψ ∈ R2 and Rψ denotes non-linear regularisation
for the transformed function. Note that, since we effectively have non-linear regular-
isation for the image given by the regularisation of the transformed ψ, we may relax
the regularisation for the image u in order to improve the speed of solution by using a
linear regulariser such as Tikhonov [193].
The Euler-Lagrange equation for σ is given by Equation (7.3) and the Euler-
Lagrange equation for u is given by
∂F
∂u
= h¯G(x, y, σ)
(
hG(x, y, σ) ∗ u− z)+ αu∂Ru(u)
∂u
+ γψ(u− Ta(ψ)) + λψ(u− Ta(ψ))
(7.8)
with the derivative of the regulariser given by ∂Ru(u)/∂u = u or ∂Ru(u)/∂u = ∆u for
Tikhonov or L2 respectively and so (7.8) can now be solved efficiently using Fourier
transforms. It remains to give the first order optimality condition for ψ:
∂F1
∂ψ
= αψ
Rψ(Ta(ψ))
∂ψ
+ γψ
∂Ta(ψ)
∂ψ
(Ta(ψ)− u) + λψ ∂Ta(ψ)
∂ψ
(Ta(ψ)− u). (7.9)
Since this equation is non-linear for ψ, we use time marching to solve within the alter-
nate minimisation framework. The overall algorithm is presented in Algorithm 19.
Algorithm 19 Constrained Parametric Deblurring (CPD1)
1: function (σ, u)←CPD1(σ(0), αu, αψ, γψ,maxit, tol)
2: Initial Estimates
3: u0 ← z
4: ψ(0) ← ξa
(
u0
)
5: λ0ψ ← 1
6: for ℓ← 1 to maxit do
7: Solve for the image using alternate direction method:
8: for ℓ2 ← 1 to maxit do
9: Solve for u using (7.8) and Fourier transforms or pcg
10: Solve for ψ using (7.9) and time marching
11: Update λψ:
λ
(ℓ)
ψ ← λ(ℓ−1)ψ + γψ
(
τa
(
ψ(ℓ)
)
− u(ℓ)
)
12: end for
13: Solve for kernel parameter σ using (7.3) and bisection
14: end for
15: end function
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7.3.2 Enhancement 2: Regularisation of the Blur Function
In this section we introduce a model which aims at reducing defects caused by noise
in the received data by introducing regularisation for the blur function into the model
given by equation (7.6), providing the new problem
max
λψ
min
σ,u,ψ
{F2(σ, u, ψ, λψ) = 1
2
||hG(σ) ∗ u− z||2L2(Ω) +ασRσ(σ) + Fu(u, ψ, λψ)} (7.10)
where for the regularisation term Rσ, we use either L
2 regularisation or total variation
regularisation of the blurring function given by
Rσ(σ) = ||∇h(σ)||2L2(Ω) and Rσ(σ) =
∫
Ω
|∇h(σ)|
respectively and whose derivatives are given earlier. As demonstrated in Figure 7.8,
this allows for correction of the perturbation of the parameter σ but does not appear
sufficiently reliable and is dependent heavily on the choice of parameter ασ.
7.3.3 Enhancement 3: Smoothing Noise
We now aim to improve our approximation of σ by separating the noise from the
blurred and noisy image z. We replace this term in the functional with a new term v
which should be the denoised z, such that v ≈ hG(σ) ∗ u. We use alternate direction
minimisation in order to attempt to drive the terms z and v closer together in a manner
similar to denoising.
We present this functional as
max
λψ ,λz
min
σ,u,ψ,v
{F3(σ, u, ψ, λψ, v, λz) = 1
2
||hG(σ) ∗ u− v||2L2(Ω)
+ Fu(u, ψ, λψ) + ασRσ(σ) +
γz
2
||v − z||L2(Ω)+ < λz, v − z >
}
, (7.11)
where Fu is given by Equation (7.7) and we use a linear regularisation method for the
image. This yields the optimality conditions given by
∂F3
∂σ
=
∫
Ω
(
∂hG(σ)
∂σ
∗ u
)(
hG(σ) ∗ u− v) dΩ + ασRσ(σ)
∂σ
(7.12)
∂F3
∂u
= h¯G(σ)
(
hG(σ) ∗ u− v)+ αu∂Ru(u)
∂u
(7.13)
∂F3
∂v
= v − hG(σ) ∗ u+ γz(v − z) + λz(v − z) (7.14)
∂F3
∂ψ
= αψ
Rψ(Ta(ψ))
∂ψ
+ γψ
∂Ta(ψ)
∂ψ
(Ta(ψ)− u) + λψ ∂Ta(ψ)
∂ψ
(Ta(ψ)− u). (7.15)
We solve model (7.11) using alternate minimisation of the arguments, letting the
initial estimates for u and v be given by the received data z and letting the initial
estimate for ψ be given by the inverse transform of the initial estimate for u. Initial
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estimates may also be given for σ from visual observation, however a default value of
1 may be used, accompanied by an initial step-size. We solve (7.12) using bisection
since it is able to recover the parameter quickly, (7.13) may be solved using Fourier
transforms, (7.14) may solved directly and (7.15) is solved using time marching. We
present the overall algorithm for this model in Algorithm 20.
Algorithm 20 Constrained Parametric Deblurring (CPD2)
1: function (σ, u)←CPD2(σ(0), αu, αψ, ασ, γψ, γz,maxit, tol)
2: Initial Estimates
3: u0 ← z
4: v0 ← z
5: ψ(0) ← ξa
(
u0
)
6: λ0ψ ← 1
7: λ0z ← 1
8: for ℓ← 1 to maxit do
9: Solve (7.14) for v using time marching
10: Solve (7.13) for u using Fourier transforms or pcg
11: Solve (7.15) for ψ using time marching
12: Update λψ and λz:{
λ
(ℓ)
ψ ← λ(ℓ−1)ψ + γψ
(
τa
(
ψ(ℓ)
)− u(ℓ))
λ
(ℓ)
z ← λ(ℓ−1)z + γz
(
v(ℓ) − z)
13: Solve (7.12) for the kernel parameter σ using bisection
14: end for
15: end function
7.4 Constructing Alternative Blur Functions
Much work in parametric kernel identification assumes that the blur function is given
by a Gaussian kernel. While this is a common blur type, it does not allow for recovery
from alternative blur types, such as linear motion. We present in this section an
equation which may replace the Gaussian function hG to allow for such reconstructions.
Beginning with a well-known analytical approximation to the 1-dimensional Heaviside
step function, which tends to the Heaviside function H(x) as ε→ 0, we extend this to
2 dimensions
h(x, y, σ) = 1− 1
1 + exp
(
−2 (x−xc)2+(y−yc)2χ
) (7.16)
and add structure and some constraints which aim to keep the continuous functions
close to the piecewise constant representation of the point spread function at the dis-
cretisation step to build our approximations, given by Equations (7.43) - (7.44) for
three alternative blur types which, after discretisation should be close to the true rep-
resentations of the blur.
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We will use level sets
Lc(f) = {(x, y)|f(x, y) = c}
to describe the shape which we aim to achieve. We call Lc(f) the c-level set of f .
7.4.1 Out of Focus Blur
The out of focus blur (or averaging filter) function has the effect of averaging the pixel
intensity values in a local (assumed circular) neighbourhood. As such, this degradation
can be modelled as z = h ∗ u where u is the true image, z is the blurred image, and h
is a piecewise constant function which is equal to ω(σ) inside a circle of radius σ and
zero elsewhere, i.e.
hOD(x, y, σ) =
{
ω(σ) if x2 + y2 ≤ σ
0 otherwise.
(7.17)
We would like to model this as a differentiable function. We begin with the function
(7.16) and attempt to force it to approximate (7.17) by adding a parameter φ and a
function ω(σ) depending only on σ, obtaining
hO(x, y, σ) = ω(σ)− ω(σ)
1 + φ exp
(
−2 (x−xc)2+(y−yc)2χ
) . (7.18)
We would like to impose the following constraints:
1. When the c-level set of the function defines a circle of radius σ, c should be close
to the maximal function value ω(σ):
(x− xc)2 + (y − yc)2 = σ2 ⇔ hO(x, y, σ) = (1− δ1)ω(σ)
for some small δ1, say δ1 = 10
−2, 10−3. From this, we have
φ = φδ1,χ(σ) =
1− δ1
δ1
exp
(
σ2
χ
)
. (7.19)
Substituting (7.19) into (7.18) gives us
hO(x, y, σ) = ω(σ)− ω(σ)
1 + 1−δ1δ1 exp
(
− (x−xc)2+(y−yc)2−σ2χ
) (7.20)
2. When the c-level set of the function defines a circle of radius slightly larger than
σ, c should be close to zero:
(x− xc)2 + (y − yc)2 = (σ + δ2)2 ⇒ hO(x, y, σ) = δ1ω(σ)
for some small δ2 ≤ 1/n, say δ2 = 10−2, 10−3. From this and equation (7.20), we
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Figure 7.1: Graphs of the integral f(σ) =
∫
Ω h
O(x, y, σ) dΩ for n = 256 and varying σ.
Note that while the integral appears to tend toward the unit for larger values of σ, it
is rarely equal to the unit for lower (more realistic) values.
have
χ = χδ1,δ2(σ) =
−δ2 (2σ + δ2)
2 ln
(
δ1
1−δ1
) . (7.21)
Substituting (7.21) into (7.20) gives us
hO(x, y, σ) = ω(σ)− ω(σ)
1 +
(
δ1
1−δ1
)2 (x−xc)2+(y−yc)2−σ2
δ2(2σ+δ2)
−1
(7.22)
It remains to give the function ω, the value of which gives the maximum value of the
function h. Since the shape of this function resemble a cylinder of radius σ and volume
equal to one (since we require a unit integral), it is tempting to write ω = ω(σ) = 1/πσ2.
While this is commonly used and may be considered accurate, this function ω may not
achieve a unit integral of h over the domain Ω (see Figure 7.1).
This causes the average pixel intensity value of the convolution h ∗ u to be unsta-
ble for varying σ after discretisation and creates many local minima of ||hO(x, y, σ) ∗
u(x, y) − z(x, y)||with respect to σ (see Figure 7.3). As a solution to this, we might
consider the function w(σ) = 1/N(σ) where
N(σ) = #
{
(x, y)|x2 + y2 ≤ σ, (x, y) ∈ Z× Z}
is the number of lattice points lying within a circle of radius σ (including the boundary),
but this is not differentiable. We therefore let the function ω(σ) = 1 and normalise the
values of the kernel function, giving
hO(x, y, σ) =
h¯O(x, y, σ)∫
Ω h¯
O(x, y, σ) dΩ
(7.23)
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Figure 7.2: Illustration of the Gauss Circle problem and the ability to preserve a unit
integral using it: a) Circle of radius σ =
√
10 on a lattice. The red points are outside of
the circle while the black points, of which there are N(σ) = 37, are inside the circle or
on the boundary, b) Graph of the integral f(σ) =
∫
Ω h(x, y, σ) dΩ, c) zoomed in graph
of the integral.
where the equation h¯O is given by
h¯O(x, y, σ) = 1− 1
1 +
(
δ1
1−δ1
)2 (x−xc)2+(y−yc)2−σ2
δ2(2σ+δ2)
−1
. (7.24)
7.4.2 Box Blur
In order to construct a function to give box blur, we begin with equation (7.18) and
attempt to expand this to a square by increasing the power. We present the initial box
blur function as
hB(x, y, σ) = w(σ)− w(σ)
1 + φ exp
(
− (x−xc)p+(y−yc)pχ
) (7.25)
where σ gives the radius of the blur function, and xc and yc are the x and y centre-points
respectively.
We now want to impose similar constraints to those we impose for out of focus
blur such that the intensity will be close to the upper limit of the blur function on the
2σ×2σ square and the that the value drops sharply to almost zero when σ is increased
by a small amount. We also want to impose a constraint which means that the blur
function should be as box-like as necessary and give a formula for calculating the power
p. Assuming that we know we have box-blur, we do not need to consider p as a variable.
We state our condition as
1. When the c-level set of the function defines a square of width 2σ, c should be
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Figure 7.3: Illustration of the many local minima of the functional F (σ) = ||h(σ)∗u−z||22
against σ for the Phantom image example with an out of focus blur of radius 5.7: a) true
image u, b) true kernel h(x, y, 5.7), c) received data z(x, y) = h(x, y, 5.7) ∗ u(x, y), d)
F (σ) appears to be convex however e) if we look closely near the global minimum there
are many local minima resulting in f) many solutions to the minimisation problem.
close to the maximal value ω(σ):
(x− xc)p + (y − yc)p = σp ⇔ hB(x, y, σ) = (1− δ1)ω(σ).
Implementing this condition in equation (7.25), we have
(1− δ1)ω(σ) = ω(σ)− ω(σ)
1 + φ exp
(
−σpχ
) ⇔ 1− δ1 = 1− 1
1 + φ exp
(
−σpχ
)
⇔ δ1 + δ1φ exp
(
−σ
p
χ
)
= 1
which gives the equation for φ as
φ = φδ1,p,χ(σ) =
1− δ1
δ1
exp
(
σp
χ
)
. (7.26)
Substituting equation (7.26) into equation (7.25), we have
hB(x, y, σ) = ω(σ)− ω(σ)
1 + 1−δ1δ1 exp
(
− (x−xc)p+(y−yc)p−σpχ
) . (7.27)
2. When the c-level set of the function defines a square of width slightly larger than
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2σ, c should be close to zero:
(x− xc)p + (y − yc)p = (σ + δ2)p ⇔ hB(x, y, σ) = δ1ω(σ)
We first note that this condition can be written as
(x− xc)p + (y − yc)p − σp = A ⇔ hB(x, y, σ) = δ1ω(σ) (7.28)
where A =∑pk=1 p!k!(p−k)!σp−kδk2 .
Implementing this condition in equation (7.27) gives
δ1ω(σ) = ω(σ)− ω(σ)
1 + 1−δ1δ1 exp
(
−Ap2
)
⇔ δ1 = 1− 1
1 + 1−δ1δ1 exp
(
−Aχ
) ⇔ 1 + 1− δ1
δ1
e
− A
p2 =
1
1− δ1
⇔ exp
(
−A
χ
)
=
(
δ1
1− δ1
)2
⇔ −A
χ
= 2 ln
δ1
1− δ1
giving us the equation for χ as
χ =
−A
2 ln δ11−δ1
. (7.29)
Substituting equation (7.29) into equation (7.27), we have
hB(x, y, σ) = ω(σ)− ω(σ)
1 + 1−δ1δ1 exp
(
2 ln δ11−δ1
(x−xc)p+(y−yc)p−σp
A
)
= ω(σ)− ω(σ)
1 + 1−δ1δ1
(
exp
(
ln δ11−δ1
))2 (x−xc)p+(y−yc)p−σp
A
. (7.30)
So we have
hB(x, y, σ) = ω(σ)− ω(σ)
1 +
(
δ1
1−δ1
)2 (x−xc)p+(y−yc)p−σp
A
−1
. (7.31)
3. The graph of the (1− δ1)ω(σ)-level set is close to a square in shape:
σ − δ3 + xc ≤ x < σ + xc ⇔ x = y; x, y > 0 when (x− xc)p + (y − yc)p = σp
where δ3 ≤ 1/n. We also assume that xc = yc which is a reasonable assumption.
To implement this condition, first note that when x = y and xc = yc, we have
(x− xc)p + (y − yc)p = σp ⇔ 2 (x− xc)p = σp
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⇔ 2σp
(
x− xc
σ
)p
= σp ⇔
(
x− xc
σ
)p
=
1
2
⇔ p = log x−xc
σ
(
1
2
)
From the condition, we have
σ − δ3 + xc ≤ x < σ + xc ⇔ log σ−δ3
σ
(
1
2
)
≤ log x−xc
σ
(
1
2
)
< log1
(
1
2
)
︸ ︷︷ ︸
=∞
which holds if the bases are less than 1. This is the case with these conditions. There-
fore, in order to satisfy this condition, we must have
log
1−
δ3
σ
(
1
2
)
≤ p <∞. (7.32)
As a final step, we must note that the power p must be an even integer. We therefore
set p = 2+p1−⌊p1⌋2 where p1 = log1−δ3/σ 12 and the notation ⌊p1⌋2 means (p1 mod 2).
We also consider the unit integral
∫
Ω h
B(x, y, σ) dΩ = 1. To enforce this in the discrete
case, we note that the volume will be approximately equal to 4σ2ω(σ). Since we require
the unit integral, we set w(σ) = 1/(4σ2) and present our equation for box blur as
hB(x, y, σ) =
1
4σ2
1− 1
1 +
(
δ1
1−δ1
)2 (x−xc)p+(y−yc)p−σp
A
−1
 (7.33)
where
p = 2 + p1 − ⌊p1⌋2 , p1 = log1−δ3−xcr
1
2
, A =
p∑
k=1
p!
k!(p− k)!σ
p−kδk2 ,
and δ1 is a small positive parameter, say 10
−3 and 0 < δ2, δ3 ≤ 1/n.
Finally, noting that we will need to find the derivative of hB with respect to σ,
our given equations for p are not ideal. Our solution is to either make p a continuous
function which is dependent on σ (which is not possible since we require σ to be a
multiple of 2) or set p at the start to satisfy our requirements for any radius. Given
(7.32), we have
p ≥ max
σi∈R
{
log
1−
δ3
σi
(
1
2
)}
, R =
[
1, . . . ,
⌊n
2
⌋]
. (7.34)
Note that 0 ≤ δ3σi < 1 ∀σi ∈ R and importantly logA
(
1
2
)
> logB
(
1
2
)
if 0 < B < A <
1, so p ≥ log
1−
δ3
⌊n2 ⌋
(
1
2
)
is equivalent to (7.34). Now, we just need p to be a multiple of
2 so we set p = 2 + p1 − ⌊p1⌋2 where p1 = log1− δ3
⌊n2 ⌋
(
1
2
)
.
We present our final equation as
hB(x, y, σ) = ω(σ)− ω(σ)
1 +
(
δ1
1−δ1
)2 (x−xc)p+(y−yc)p−σp
A
−1
(7.35)
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where
ω(σ) =
1
4σ2
, p = 2 + p1 − ⌊p1⌋2 ,
p1 = log1− δ3
⌊n2 ⌋
(
1
2
)
, A = A(σ) =
p∑
k=1
p!
k!(p− k)!σ
p−kδk2 ,
and δ1 is a small positive parameter, say 10
−3 and 0 < δ2, δ3 ≤ 1/n.
7.4.3 Linear Motion Blur
In this case, we begin with the base equation for out of focus blur given by equation
(7.18) and attempt to compress this to an ellipse which has a very small diameter and
a perpendicular diameter equal to σ by adding a small non-negative coefficient δ3 as a
divisor of x− xc and dividing y − yc by the radius σ which is equal to half the length
of the blur.
Instead of a circle, we use the equation of an ellipse given by(
x− xc
a
)2
+
(
y − yc
b
)2
= 1 (7.36)
such that
x = xc ⇔ y = yc ± b, y = yc ⇔ x = xc ± a,
which we intend to flatten to approximate linear motion blur. We achieve this by letting
a = δ3 for some small δ3 and b = σ.
We also wish to be able to rotate this shape. We accomplish this by introducing a
variable θ to give the angle of rotation and replace the coordinates (x, y) with
(x¯, y¯) = (x¯(θ), y¯(θ)) = (x cos θ − y sin θ, x sin θ + y cos θ).
We present our initial equation for Linear Motion Blur as
hL(x, y, σ, θ) = ω(σ)− ω(σ)
1 + φ exp
(
−
(
x¯−x¯c
δ3
)2
+( y¯−y¯cσ )
2
χ
) (7.37)
where δ3 ≤ 1/n. We impose the following constraints:
1. When the c-level set defines an ellipse of the form (7.36), c is close to the maximal
value ω(σ):(
x¯− x¯c
δ3
)2
+
(
y¯ − y¯c
σ
)2
= 1 ⇔ hL(x, y, σ, θ) = (1− δ1)ω(σ).
Applying this condition to equation (7.37), we have
(1− δ1)ω(σ) = ω(σ)− ω(σ)
1 + φ exp
(
− 1χ
) ⇔ δ1 = 1
1 + φ exp
(
− 1χ
)
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⇔ δ1 + δ1φ exp
(
− 1
χ
)
= 1
that is, letting ǫ1 = δ1/(1− δ1)
φ = ǫ−11 exp
(
1
χ
)
. (7.38)
Substituting (7.38) into equation (7.37), we have
hL(x, y, σ, φ) = ω(σ)− ω(σ)
1 + ǫ−11 exp
(
−
(
x¯−x¯c
δ3
)2
+( y¯−y¯cσ )
2
−1
χ
) . (7.39)
2. When the c-level set defines an ellipse just larger than that defined above, c is
close to zero:(
x¯− x¯c
δ3
)2
+
(
y¯ − y¯c
σ
)2
=
(
1 +
δ2
σ
)2
⇔ hL(x, y, σ, θ) = δ1ω(σ)
Applying this condition to equation (7.39), we have
δ1ω(σ) = ω(σ)− ω(σ)
1 + ǫ−11 exp
(
−
(
1+
δ2
σ
)2
−1
χ
)
⇔ (1− δ1)
1 + ǫ−11 exp
−
(
1 + δ2σ
)2 − 1
χ

 = 1
⇔ (1− δ1) ǫ−11 exp
−
(
1 + δ2σ
)2 − 1
χ
 = δ1 ⇔ −
(
1 + δ2σ
)2 − 1
χ
= 2 ln ǫ1
that is
χ = χδ1,δ2(σ) = −
(
1 + δ2σ
)2 − 1
2 ln ǫ1
. (7.40)
Substituting (7.40) into equation (7.39), we have
hL(x, y, σ, θ) = ω(σ)− ω(σ)
1 + ǫ−11 exp
(
2 ln ǫ1
(
x¯−x¯c
δ3
)2
+( y¯−y¯cσ )
2
−1
(
1+
δ2
σ
)2
−1
) ,
that is
hL(x, y, σ, θ) = ω(σ)− ω(σ)
1 + ǫ
2
(
x¯−x¯c
δ3
)2
+( y¯−y¯cσ )
2
−1
(
1+
δ2
σ
)2
−1
−1
1
. (7.41)
Finally, we give the relationship between w(σ) and σ as 2σω(σ) = 1, therefore
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rewriting our function as
hL(x, y, σ, θ) =
1
2σ
1−
1 + ǫ
2
(
x¯−x¯c
δ3
)2
+( y¯−y¯cσ )
2
−1
(
1+
δ2
σ
)2
−1
−1
1

−1
 . (7.42)
7.4.4 Combined Equation
In this section, we present a single equation to give the above 3 blur types depending
on parameters. Combining the above formulations into one equation allows us to give
the derivative only once permitting some brevity.
hH1(x, y, σ, θ) =
hH2(x, y, σ, θ)∫
Ω h
H2(x, y, σ, θ) dΩ
(7.43)
where we use the integral over Ω to attempt to keep a unit integral for hH1 over the
domain, as in the derivation of the formulation for out of focus blur. We present the
equation for hH2 in (7.43) as
hH2(x, y, σ, θ) = 1−
1 + ε2( x¯cx )PX+
(
y¯
cy
)PX
−σPσ
A
−1
−1 (7.44)
where ε = δ11−δ1 and δ1 is a small positive parameter. With suitable adjustment of the
parameters, we can achieve the following blur types (see Figure 7.4).
1. Out of focus can be achieved by setting PX = Pσ = 2, A = δ2 (2σ + δ2) , cx =
cy = 1, (x¯, y¯) = (x, y).
2. Box blur can be achieved by setting cx = cy = 1, (x¯, y¯) = (x, y), PX = Pσ =
2 + p− ⌊p⌋2,
p = log
1−
δ3
⌊n2 ⌋
(
1
2
)
, A =
PX∑
k=1
PX !
k!(PX − k)!σ
PX−kδk2 .
3. Linear motion blur can be achieved by setting PX = 2, Pσ = 0, cx = δ3, cy = σ,
A =
(
1 +
δ2
σ
)2
− 1,
(
x¯
y¯
)
=
(
x cos θ − y sin θ
x sin θ + y cos θ
)
The parameters 0 < δ2, δ3 ≤ 1/n are small and positive. In the cases of out of focus
blur and box blur, we aim to minimise with respect to the argument σ which controls
the radius and length of the blurs respectively. For the third case, we may minimise
with respect to σ to recover the length of the blur or with respect to θ to recover the
orientation.
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(a) Out of focus blur (b) Box blur
(c) Linear motion blur 1 (d) Linear Motion blur 2
Figure 7.4: Illustration of Parametric Blur functions. We have a) Out of Focus blur
hO(x, y, σ) with σ = 10, b) Box Blur hB(x, y, σ) with σ = 10, c) Linear Motion Blur
hL(x, y, σ, θ) with σ = 10, θ = 0, d) Linear Motion Blur hL(x, y, σ, θ) with σ = 10, θ =
3π/4.
We now aim to solve models which make use of this combined function. For this,
we require the derivative of the kernel function:
∂hH1(x, y, σ, θ)
∂σ
=
−hH2(x, y, σ, θ) ∫Ω ∂hH2 (x,y,σ,θ)∂σ(∫
Ω h
H2(x, y, σ, θ) dΩ
)2 + ∂hH2 (x,y,σ,θ)∂σ∫
Ω h
H2(x, y, σ, θ) dΩ
(7.45)
∂hH1(x, y, σ, θ)
∂θ
=
−hH2(x, y, σ, θ) ∫Ω ∂hH2 (x,y,σ,θ)∂θ(∫
Ω h
H2(x, y, σ, θ) dΩ
)2 + ∂hH2 (x,y,σ,θ)∂θ∫
Ω h
H2(x, y, σ, θ) dΩ
(7.46)
where the derivatives of the sub-function hH2(x, y, σ, θ) are given by
∂hH2(x, y, σ, θ)
∂σ
(7.47)
=
−2
V 21
εV2 ln(ε)
(
∂A
∂σ
A2
((
x¯
cx
)PX
+
(
y¯
cy
)PX
− σPσ
)
+
1
A
(
y¯PX
∂cy
∂σ
cPX+1y
+ Pσσ
Pσ−1
))
(7.48)
∂hH2(x, y, σ, θ)
∂θ
=
2
V 21 A
εV2 ln(ε)
(
PX x¯
PX−1
cxPX
∂x¯
∂θ
+
PX y¯
PX−1
cyPX
∂y¯
∂θ
)
(7.49)
where the sub-equations are given by
V1 = 1 + ε
V2 , V2 = 2
(
x¯
cx
)PX
+
(
y¯
cy
)PX − σPσ
A − 1
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Then for each of the blur types which we are attempting to construct, we must calculate
the following:
1. For out of focus blur, we have ∂A/∂σ = 2δ2 and ∂cy/∂σ = ∂x¯/∂θ = ∂y¯/∂θ = 0.
2. For box blur, we have ∂A/∂σ = p(σ + δ2)p−1 − pσp−1 and ∂cy/∂σ = ∂x¯/∂θ =
∂y¯/∂θ = 0.
3. For linear motion blur, we have ∂A/∂σ = −2δ2(1 + δ2/σ)/σ2, ∂cy/∂σ = 1,
∂x¯/∂θ = −y¯ and ∂y¯/∂θ = x¯.
We then aim to solve a related minimisation problem to that presented in §7.3.3
and adapted to include the composite blur function as
max
λψ ,λz
min
σ,θ,u,ψ,v
{F3(σ, θ, u, ψ, λψ, v, λz) = 1
2
||hH1(σ, θ) ∗ u− v||2L2(Ω)
+ Fu(u, ψ, λψ) + ασRσ(σ) +
γz
2
||v − z||L2(Ω)+ < λz, v − z >
}
, (7.50)
where Fu is given by Equation (7.7) and we use a linear regularisation method for the
image. We then proceed with alternate minimisation of the arguments in a similar
manner to that presented in Algorithm 20.
7.5 Experimental Results
In this section we describe the examples to be tested, define our measures of error and
present results. We aim to show that while existing models can be effective for images
with little or no noise, the new models are also capable in this situation and moreover.
We also aim to show that the new models enhance the quality of the result.
7.5.1 Images
For experimental testing we use a combination of artificial images, photographs and
medical images: Im1: Box-Triangle, Im2: Satellite, Im3: “Lunch Atop a Skyscraper,”
Im4: Barbara, Im5: Colour Fundus Image, Im6: Fundus Angiography Retinal Image.
7.5.2 Blur functions
For experimental testing we use Bl1: Gaussian blur h
G(x, y, 1.2), Bl2: Out of focus blur
hO(x, y, 9), Bl3: Box blur h
B(x, y, 13), Bl4: Linear motion blur h
L(x, y, 13, π/2).
7.5.3 Models
We test the examples with the following models to compare quality visually and nu-
merically:
• Mod1: The filtering model given in [18].
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Im1 Im2 Im3
Im4 Im5 Im6
Figure 7.5: Images used for experimental testing.
• Mod2: The filtering model Mod1, constrained by scaling to keep the correct
intensity range of the restored results.
• Mod3: The filtering model Mod1, constrained by truncation to keep the correct
intensity range of the restored results.
• Mod4: The tv model given by Equation (7.2).
• Mod5: The tv model Mod4, constrained by scaling to keep the correct intensity
range of the restored results.
• Mod6: The tv model Mod4, constrained by truncation to keep the correct inten-
sity range of the restored results.
• New17: The implicitly constrained model given by Equation (7.6).
• New27: The implicitly constrained regularised model given by Equation (7.10).
• New37: The implicitly constrained noise separation model given by Equation
(7.11).
• New47: The implicitly constrained noise separation model New37 but assuming
the out of focus blur model in place of Gaussian.
• New57: The implicitly constrained noise separation model New37 but assuming
the box blur model.
• New67: The implicitly constrained noise separation model New37 but assuming
the linear motion blur model.
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7.5.4 Measuring Error
In order to measure the error in our restored data, we make use of the popular and
frequently used measure peak signal to noise ratio (psnr) [36] of the restored data u
compared with the true data utrue, as introduced in §4.3.1, which tends to infinity as
the restored data tends towards the true data. This measure is given by
psnr(u, v) = 20 log10
max (ui,j)
1
mn
∑
i,j |ui,j − vi,j |2
It is considered that the above measure (as well as related measures signal to noise
ratio (snr), mean squared error among others) does not give a particularly informative
measure for image processing, since they consider only point-wise difference in intensity
values. The authors of [199, 200, 201] consider more appropriate error measures using
components which compare contrast, luminance and structural similarity of the true
and restored images. We give an error measure obtained from this as
ssimα,β,γ,C1,C2,C3(u, v) =
(
2µuµv + C1
µ2u + µ
2
v + C1
)α( 2ρuρv + C1
ρ2u + ρ
2
v + C2
)β ( ρuv + C3
ρuρv + C3
)γ
where C1 = (max(u)ǫ1)
2, C2 = (max(u)ǫ2)
2 and C3 = (max(u)ǫ3)
2 are present to avoid
division by zero ǫ1, ǫ2, ǫ3 are small positive parameters. The values µu and ρu denote
the mean and standard deviation of u respectively, while ρuv denotes the covariance of
u and v. In practice, we take the ssim measure on small windows of the image, say
16× 16 pixels, to obtain more local information and compute the average of this across
the domain.
7.5.5 Result Sets
For clarity, we group our results by the following result sets.
Result Set 1: In this result set, we attempt to restore images Im1-Im6, corrupted by
Gaussian blur Bl1 without additional noise using models Mod1-Mod6 and New
1
7. In
can be noticed in Figure 7.6 that all models perform reasonably well and are able to
obtain a result in most cases.
Result Set 2: Here, we attempt to restore images Im1-Im6, corrupted by Gaussian
blur Bl1 and additive noise using models Mod1-Mod6 and New
1
7. We can see in Figure
7.7 and Tables 7.1–7.4 that all models begin to struggle to obtain a good approxi-
mation of the blur function and hence the restored images remain blurred or become
over-deblurred.
Result Set 3: In this result set, we attempt to restore images Im1-Im6, corrupted
by Gaussian blur Bl1 and additive noise using models New
2
7 and New
3
7. We can see in
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Figures 7.8–7.11 and Tables 7.1–7.4 that although New27 can produce good results, it
is heavily dependent on the regularisation parameter while New37 is more robust and
able to provide good results.
Result Set 4: In this result set, we attempt to restore images Im1-Im6, corrupted by
out of focus blur Bl2, box blur Bl3 or linear motion blur Bl4 using model New
3
7. We
can see in Figures 7.12–7.14 that this model, designed with Gaussian blur in mind is
not generally sufficient for dealing with other blur types.
Result Set 5: In this result set, we attempt to restore images Im1-Im6, corrupted by
out of focus blur Bl2, box blur Bl3 or linear motion blur Bl4 using models New
4
7-New
6
7.
We can see in Figures 7.12–7.14 that, assuming accurate identification of the blur type,
we are able to recover the image using these models.
Model
Im1 Im2 Im3
psnr ssim psnr ssim psnr ssim
Received 25.2778 0.8191 29.1906 0.7802 26.4018 0.4565
Mod1 25.7046 0.8238 29.0670 0.7949 27.4546 0.4648
Mod2 16.6167 0.2052 18.2278 0.1953 26.2770 0.4663
Mod3 25.7208 0.8239 29.2851 0.7960 27.4546 0.4648
Mod4 25.7207 0.8239 29.7580 0.7876 19.9123 0.4516
Mod5 25.7175 0.8193 26.5699 0.7263 24.6321 0.4577
Mod6 25.7456 0.8239 29.8198 0.7894 25.0294 0.4592
New17 26.6868 0.8261 29.8200 0.7895 27.8221 0.4670
New37 46.9233 0.8285 37.9561 0.8046 37.4381 0.4969
Table 7.1: Error values for images Im1-Im3 corrupted by Bl1 and a small amount of
additive noise, restored by models Mod1-Mod6, New
1
7, New
3
7.
Model
Im4 Im5 Im6
psnr ssim psnr ssim psnr ssim
Received 22.4693 0.4014 31.4515 0.4923 22.9892 0.4056
Mod1 20.7703 0.4168 31.0182 0.5073 23.7646 0.4211
Mod2 17.6905 0.3953 27.0111 0.4751 23.9374 0.4274
Mod3 22.6316 0.4272 31.1550 0.5076 23.7646 0.4211
Mod4 23.5317 0.4203 32.2465 0.4976 24.7758 0.4626
Mod5 23.1938 0.4228 32.3113 0.4982 21.9673 0.4254
Mod6 23.5317 0.4203 32.2465 0.4976 23.9499 0.4244
New17 23.9726 0.4270 32.2776 0.4979 25.1718 0.4635
New37 34.9452 0.4966 44.7947 0.5167 35.6596 0.4991
Table 7.2: Error values for images Im4-Im6 corrupted by Bl1 and a small amount of
additive noise, restored by models Mod1-Mod6, New
1
7, New
3
7.
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Received Image z Mod1, psnr=16.33 Mod4, psnr=31.54 New
1
7, psnr=35.76
Received Image z Mod1, psnr=11.09 Mod4, psnr=23.97 New
1
7, psnr=31.18
Received Image z Mod1, psnr=19.27 Mod4, psnr=33.48 New
1
7, psnr=41.85
Received Image z Mod1, psnr=11.74 Mod4, psnr=24.52 New
1
7, psnr=32.30
Figure 7.6: Result Set 1: Illustration of the performance of Mod1, Mod4 and New
1
7
with blurred images which have no additional noise. From left to right, we have 1) the
received image z, 2) the restored image using Mod1, 3) the restored image using Mod4,
and 4) the restored image using New17. All models show good results while the results
of New17 appear to be sharper.
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Received Image z Received Image z Received Image z
Recovered σ = 1.2 Recovered σ = 0.5731 Recovered σ = 1.5
Restored Image u Restored Image u Restored Image u
Figure 7.7: Result Set 2: Illustration of New77 for Im6. From left to right, we have 1)
an example with no noise in the received image, 2) an example with noise to snr 30 in
the received image, 3) an example with noise to snr 12 in the received image. From
top to bottom: 1) Received image 2) Recovered blur function, 3) Recovered image.
In the case of no noise, the blur function can be recovered, but in the cases of very
small noise and larger noise the recovered parameters are too small leading to almost
no reconstruction of the image or too large leading to over-deblurring of the image.
Model
Im1 Im2 Im3
psnr ssim psnr ssim psnr ssim
Received 24.9989 0.7044 28.6848 0.6963 26.1918 0.4541
Mod1 12.2174 0.7164 19.6320 0.7247 20.1540 0.4621
Mod2 10.1332 0.1318 10.2871 0.1192 23.3434 0.4717
Mod3 26.7023 0.8250 20.1502 0.2209 20.1540 0.4621
Mod4 26.0451 0.8177 29.7078 0.7954 26.6042 0.4602
Mod5 20.0489 0.2784 13.3535 0.6131 26.0215 0.4637
Mod6 27.9801 0.7924 30.8485 0.7935 26.6042 0.4602
New17 33.5745 0.8225 31.1667 0.7950 26.8080 0.4615
New37 36.0993 0.8281 37.7997 0.8045 37.4111 0.4969
Table 7.3: Error values for images Im1-Im3 corrupted by Bl1 and additive noise, restored
by models Mod1-Mod6, New
1
7, New
3
7.
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σ against F2, α = 0 σ against ∂F2/∂σ, α = 0
σ against F2, α = 10
−3 σ against ∂F2/∂σ, α = 10
−3
Figure 7.8: Result Set 3: Illustration of the performance of New27. On the top row,
the model unsuccessful identifies σ = 5.6 for the incorrect parameter α, on the bottom
row, the model successfully identifies σ = 5.2 as the minimiser of F2 for α = 10
−3. For
this example, the correct reconstruction appears to rely too heavily on the choice of
parameter α.
Model
Im4 Im5 Im6
psnr ssim psnr ssim psnr ssim
Received 22.3973 0.3975 30.4304 0.4802 22.8660 0.4026
Mod1 19.3129 0.4365 18.9985 0.4885 18.5992 0.4224
Mod2 22.3549 0.4332 18.9974 0.4885 23.2779 0.4131
Mod3 19.3256 0.4365 30.3017 0.4840 18.5993 0.4224
Mod4 22.8224 0.4103 31.0222 0.4951 23.1501 0.4111
Mod5 22.6215 0.4155 31.0222 0.4951 23.8259 0.4218
Mod6 22.8224 0.4103 31.1915 0.4955 23.1501 0.4111
New17 23.0326 0.4134 31.9940 0.4968 23.8259 0.4511
New37 34.9517 0.4966 43.4158 0.5163 35.5984 0.4990
Table 7.4: Error values for images Im4-Im6 corrupted by Bl1 and additive noise, restored
by models Mod1-Mod6, New
1
7, New
3
7.
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Received Image z Mod4 New
1
7 New
3
7
Received Image z Mod1 New
1
7 New
3
7
Received Image z Mod1 New
1
7 New
3
7
Received Image z Mod1 New
1
7 New
3
7
Figure 7.9: Result Set 3: Illustration of the performance of Mod4, New
1
7, New
3
7 on
blurred images with noise. From left to right, we have 1) the received image z, 2) the
restored image using Mod4, 3) the restored image using New
1
7 and 4) the restored image
using New37.
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Received Image z Received Image z Received Image z
“Denoised” v “Denoised” v “Denoised” v
Deblurred u Deblurred u Deblurred u
Figure 7.10: Result Set 3: Illustration of the performance of New37 on noisy, blurred
images. From left to right, we have 1) Im5, 2) Im6, 3) Im4. From top to bottom, we
have 1) the received image z, 2) the “denoised” image v and 3) the final deblurred
image u. The separation of the noise from the image is successful and allows for the
correct blur function to be identified and for the image to be deblurred.
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Received Image z Mod4 New
1
7 New
3
7
Received Image z Mod4 New
1
7 New
3
7
Received Image z Mod4 New
1
7 New
3
7
Received Image z Mod4 New
1
7 New
3
7
Figure 7.11: Result Set 3: Illustration of the performance of Mod4, New
1
7 and New
3
7 on
blurred images with greater noise. From left to right, we have 1) the received image z,
2) the restored image using Mod4, 3) the restored image using New
1
7 and 4) the restored
image using New37.
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Received Image z New37 New
4
7
Received Image z New37 New
4
7
Received Image z New37 New
4
7
Received Image z New37 New
4
7
Received Image z New37 New
4
7
Figure 7.12: Result Sets 4 and 5: Illustration of the performance of New37 and New
4
7
on images corrupted by out of focus blur. From left to right, we have 1) the received
image z, 2) the restored image using New37, 3) the restored image using New
4
7.
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Received Image z New37 New
5
7
Received Image z New37 New
5
7
Received Image z New37 New
5
7
Received Image z New37 New
5
7
Received Image z New37 New
5
7
Figure 7.13: Result Sets 4 and 5: Illustration of the performance of New37 and New
5
7
on images corrupted by box blur. From left to right, we have 1) the received image z,
2) the restored image using New37, 3) the restored image using New
5
7.
199
Received Image z New37 New
6
7
Received Image z New37 New
6
7
Received Image z New37 New
6
7
Received Image z New37 New
6
7
Received Image z New37 New
6
7
Figure 7.14: Result Sets 4 and 5: Illustration of the performance of New37 and New
6
7
on images corrupted by box blur. From left to right, we have 1) the received image z,
2) the restored image using New37, 3) the restored image using New
6
7.
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7.6 Conclusion
We have presented a new model for parametric kernel identification and non-negative
image reconstruction which offers enhanced results over existing models as well as an
additional model which copes well with noise in blurred images which existing models
struggle with. We have also presented formulations which allow the work to be ex-
tended beyond the case of Gaussian blur to accommodate other blur types modelled
parametrically in a variational framework, which allows for significantly improved re-
sults. This model can be further developed to allow for variants of the blurring kernel,
such as reconstructing the blur function as the convolution of a parametric function and
a blur function recovered in the traditional non-parametric way [216, 54]. This would
allow the kernel to be closely approximated and subsequently adjusted. This model
may also be adapted for use with multi-channel colour images in a similar manner to
[112], using inter-channel information to better inform the kernel parameter estimate,
or improved using alternative regularisation.
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Chapter 8
Simultaneous Reconstruction and
Segmentation of Blurred Images
In this chapter, we present the fourth piece of our main work which makes full use of
the new results from Chapter 6 to tackle the well-known and challenging problem of
the segmentation of blurred images, which is of great importance. There have been
several recent works to tackle this problem and to link the areas of image segmentation
and image deconvolution. Due to lack of robust blind deconvolution methods, many
existing techniques assume a known blur or a known bur type. Here we propose two
variational models for simultaneous reconstruction and segmentation of blurred images
with spatially invariant blur, without assuming a known blur or a known bur type.We
present two solution methods for segmentation of blurred images based on implicitly
constrained image reconstruction and convex segmentation. The first method is aimed
at obtaining a good quality segmentation while the other is aimed at improving the
speed while retaining the quality. Our results demonstrate that while existing models
are capable of segmenting images corrupted by small amounts of blur they begin to
struggle when faced with heavy blur degradation or noise, due to limitation of edge
detectors. We demonstrate that the new algorithms are effective for segmenting blurred
images in the presence of noise and offer improved results for images corrupted by strong
blur.
8.1 Introduction
Image segmentation is an important technique in image processing which aims to cap-
ture either all of the objects of an image [53, 51, 49, 24, 127] or only some of them
(selective segmentation [8, 162, 89, 148]). Variational models that partition images
based on intensity often employ edge detection techniques to aid the segmentation and
some can handle fuzzy boundaries [12, 163]. Many of these models can deal with the
presence of noise, but blur proves to be more problematic and most variational mod-
els struggle to capture all of the required objects, especially in cases where there is a
reliance on the edge detector.
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Work in the segmentation of blurred images is at an early stage but there exist
models such as those presented in [10, 45, 166, 111] which aim to segment blurred images
based on Mumford-Shah [143, 53, 4, 113] or Chan-Vese [63, 62, 53] segmentation and
total variation image restoration [169, 193]. In [10], the authors attempt to segment
blurred images by forming a joint functional incorporating segmentation and image
reconstruction, assuming the blur type is known (in the so-called semi-blind method).
A framework of alternate minimisation is adopted such that the image is simultaneously
restored and segmented. Similar techniques can also be found in other works such as
[111]. As an alternative approach, some models such as those given in [45, 166] treat
the problems of image reconstruction and segmentation separately in a two-stage model
by first restoring the image and then segmenting the restored data.
The main contribution of this work is the proposal of two new models which in-
corporate blind deconvolution (with implicitly constrained image reconstruction) and
convex segmentation. Here the former task is particularly important in astronomical
imaging and medical imaging and offers advantages over hard constraints such as scal-
ing or truncation, while the latter provides a global minimiser to the segmentation
problem with no reliance on the initial guess of objects.In a similar manner to [10], we
form a joint functional and proceed to segment the image using alternate minimisation,
although it is feasible to use a two-stage approach out of the joint model (as tested and
compared later). We also present an accelerated solution method for speed-up while
sacrificing only a small amount of quality.
The rest of this chapter is organised as follows. In §8.2, we build on the review of
segmentation in §3.5 and consider efforts to tackle the problem of segmenting images
which have been corrupted by blur. In §8.3, we introduce 2-stage models for the cases of
deblurring in the presence of Gaussian noise and Poisson noise. In §8.4, we introduce
our new joint model for segmentation of blurred images. In §8.5, we introduce our
accelerated model for segmentation of blurred images. In §8.6, we present experimental
results. In §8.7, we present the conclusions of this work.
8.2 Existing Methods
In recent years, several approaches have been developed to tackle the problem of accu-
rately segmenting images which have been corrupted by blur. Such approaches most
commonly involve image reconstruction to restore the “true image” and segmentation.
Models can be classed as two-stage in which reconstruction of the corrupted image
is carried out, followed by segmentation of the restored image [45, 166]. In contrast,
there also exist joint models which attempt to deal with the tasks of reconstruction
and segmentation simultaneously by minimising a joint functional [10, 111].
Bar et al. showed in their 2004 paper [10] that the two problems of segmentation
and image restoration could be coupled together and hence solved at the same time.
Both of the case of non-blind deconvolution where the kernel is known and the case of
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semi-blind deconvolution assuming that the blur function is of Gaussian type, leaving
the width σ of the Gaussian function describing the blur to be found, are considered.
The problem was solved by minimising the joint functional
fBSK(u, hσ, v) =
1
2
∫
Ω
(hσ ∗ u− z)2 dA+ β
∫
Ω
v2|∇u|2 dA
+ α
∫
Ω
ε|∇v|2 + (v − 1)
2
4ε
dA+ γ
∫
Ω
|∇hσ|2 dA,
dependent on the image u, the edge integration map v and the kernel function parameter
σ. Minimising with respect to the arguments, the authors simultaneously recover and
segment the image. A special case exists in the case of known blur where minimisation
with respect to the kernel width is not necessary, nor is the final term of the functional.
Jung et al. [111] present models for joint multi-phase segmentation, deblurring
and denoising of images by considering the region based active contours without edges
model and give the joint formulation as the minimisation of the energy functional
fJCSV (c1, c2, φ) =
∫
Ω
|z − k ∗ (c1H(φ) + c2(1−H(φ)))|2 dx+ µ
∫
Ω
|∇H(φ)| dx
for two phase segmentation. A similar model is also presented to allow for the seg-
mentation into m distinct levels. This is then solved by alternate minimisation of the
arguments, solving the H1 gradient descent φt(x, t) = −∇H1fJCSV (c1, c2, φ).
Reddy et al. [166] approach this problem in the blind case, where the blur function
is not known using the Chan-Vese snake model
fRCR =µLength(c) + νArea(inside(c)
+ λ1
∫
inside(c)
|u(x, y)− c1|2 d~x+ λ2
∫
outside(c)
|u(x, y)− c2|2 d~x
where u(x, y) = |h(x, y)∗z(x, y)|2 is the square of the convolution of the received data z
and a Gaussian kernel, c1 and c2 are constants which approximate the image intensities
inside and outside of the contour C, and µ, ν, λ1, λ2 are non-negative parameters. The
authors adopt a two stage approach, first applying a deblurring algorithm, followed by
segmentation of the reconstructed image.
Chan et al. [45] recently presented a two stage convex method for segmenting
blurred images which have been corrupted by either Poisson or multiplicative Gamma
noise. Their technique is to extract a smooth image u from the received image z and
then to threshold u to reveal segmentation features. The functional to be minimised,
given the blurring operator A, is
fCY Z(u) =
∫
Ω
|∇u| dx+ µ
2
∫
Ω
|∇u|2 dx+ λ
∫
Ω
Au− f logAu dx
which has a unique solution and can be solved by split-Bregman [86] or Chambolle-Pock
[41].
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In this chapter we shall consider both joint and two-stage approaches using convex
segmentation and implicitly constrained deblurring in an attempt to improve the quality
of the results.
8.2.1 Constrained Image Reconstruction
Total variation (TV) deblurring is widely used [11, 103, 104, 149, 152, 169] due to its
success in recovering sharp images but, while unconstrained TV deblurring provides
very good results, the restored image may contain values significantly outside of the
boundary of the intensity values meaning that it must be projected back onto the
correct range. This is typically done in a naive way which can lead to a significant
drop in the quality of the recovered image [44]. To address this, we implement a model
for non-negative implicitly constrained deblurring which is known to provide a better
result than unconstrained deblurring.
To this end, we introduce a transform on the image given by τa(ψ) where τa :
R
m×n → C, C ⊆ Rm×n is a function which has a range contained in C and ψ : Ω→ Rm×n
is a function such that τa(ψ) is equal to the image u. We have found that a bounded
transform may be given by
τa(ψ) =
a1 + 2a4
1 + a2e
− 2ψ
a3
− a4
where the parameters a1, . . . , a4 may be preselected and are problem-dependent. Other
choices of τa(ψ) may be permitted including the somewhat easy but unbounded trans-
form τa(ψ) = ψ
2. The four parameters may be fixed and they allow some flexibility,
each attempting to constrain some aspect of the transform. For brevity, we consider
two of the parameters: a1 should be equal to the maximal expected intensity of the
image and a4 gives the tolerance of recovered intensities which may fall outside of the
natural range. Both of these may be given by inspection of the received data. To
give an example, for an image whose intensity values are contained in the range [0, 1],
an appropriate parameter choice can be a =
{
1, 1, 0.44, 10−2
}
. The inverse trans-
form ξ : C → Rm×n is given such that ψ = ξa(u). To avoid introducing non-linearity
into the fitting term (k ∗ u − z) by the transform, we use the augmented Lagrangian
method [44, 198, 188, 197, 104] to retain the variable u in the fitting term and, through
|u − τa(ψ)|, to drive u and τa(ψ) close to each other. Applying similar considerations
to the point spread function, we have the non-negative implicitly constrained model
given by
max
ϕ1,ϕ2
min
u,ψ,k,ω
{
fCTVK(u, ψ, k, ω;ϕ1, ϕ2) =
1
2
‖k ∗ u− z‖2L2(Ω) + α1
∫
Ω
|∇τa(ψ)|
+
γ1
2
‖u− τa(ψ)‖2L2(Ω)+ < ϕ1, u− τa(ψ) > +α2
∫
Ω
|∇τb(ω)|
+
γ2
2
‖k − τb(ω)‖2L2(Ω)+ < ϕ2, k − τb(ω) >
}
. (8.1)
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Note that if we can give the point spread function precisely then we can relax this
equation to achieve the non-blind case by fixing α2 = γ2 = 0 and ϕ2 = 0. We remark
that, instead of TV regularisation, we might improve this estimate with alternative
regularisation [188, 71, 153] such as total generalised variation [23, 116], nonlocal TV
[213, 217] or high order methods [26, 56, 133] but since optimising this choice is not
our aim, we use mainly TV.
8.3 Two-Stage Models for Restoring and Segmenting Blurred
Images
Returning to the problem of segmenting blurred images, we first consider the idea of
carrying out this task within a 2-stage model. That is, we first aim to reconstruct the
sharp image from the corrupted received data and proceed to segment the result. This
is a popular formulation and has been used in work such as [166, 45].
In the case of assuming that Gaussian noise exists in the received data, we first solve
the problem given in Equation (8.1) in order to obtain the deblurred image denoted by
u. Assuming that we know the blur function and carrying out the minimisation with
respect to the arguments in the non-blind case, we obtain the Euler Lagrange equations
k† ∗ (k ∗ u− z) + γ1 (u− τa(ψ)) + ϕ1u = 0, (8.2)
α1
∂τa
∂ψ
∇ ·
( ∇τa(ψ)
|∇τa(ψ)|
)
+ γ1 (τa(ψ)− u) ∂τa
∂ψ
+ ϕ1 (τa(ψ)− u) ∂τa
∂ψ
. (8.3)
By alternately minimising (8.1) we may obtain an approximation of the true image
given by u. We then proceed to segment this restored image by solving Equation (3.57),
replacing the function z with the restored image u:
min
φ,c1,c2
{
µ
∫
Ω
|∇H(φ)|+ λ1
∫
Ω
|u− c1|2H(φ) dΩ + λ2
∫
Ω
|u− c2|2(1−H(φ)) dΩ
}
.
(8.4)
In this way, we can obtain a segmentation of the blurred image.
This formulation can however lead to the solution of φ being a local minimum,
due to the non-convexity of the original Mumford-Shah equation (3.56), which is a
binary labelling problem. In order to guarantee finding a global minimum independent
of initialisation, we employ the method of convex relaxation, which we detail below.
Originally, this idea was applied to two-phase, piecewise constant segmentation (3.56)
in [49]. Further work [24, 161, 85] has been done in recent years, and the framework
extended to multiphase segmentation [27, 122]. Recently, convex relaxation has been
applied to segmentation with shape priors [115] and selective segmentation [148]. In
(8.11) the Heaviside function can be represented by an indicator function ν, that is 1
inside the contour Γ and 0 outside. By relaxing this binary constraint, allowing ν to
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take intermediate values, we get the constrained minimisation problem
min
0≤ν≤1
{
µ
∫
Ω
|∇ν|+ λ1
∫
Ω
|u− c1|2ν dΩ + λ2
∫
Ω
|u− c2|2(1− ν) dΩ
}
. (8.5)
To enforce the constraint ν ∈ [0, 1], we use the penalty function ς(ν) = max{0, 2|ν −
1
2 | − 1} used in [49], weighted by a parameter, σ. The term σς(ν) is an exact penalty
term [100] and modifies (8.5) to an unconstrained problem, which has the same set of
minimisers provided that
σ >‖ λ12 |u− c1|2 − λ22 |u− c2|2 ‖L∞(Ω),
with a proof provided in [49]. We introduce a regularised version of ς(ν) given by
ςε(ν) = bε(ν)Hε (bε(ν)) , bε(x) =
√
(2x− 1)2 + ε− 1, (8.6)
where Hε is the Heaviside approximation defined above. When computing the global
minimiser, ν∗, thresholding the function at any value p ∈ (0, 1) gives the contour of the
object, Γp.
ς(x) ςε(x), ε = 10
−2 ςε(x), ε = 10
−3
Figure 8.1: Illustration of the continuous approximation ςε to the piecewise linear
function ς. For lower ε, the approximation is very close to ς.
Incorporating this idea into our 2-stage approach, we obtain the segmentation of
the restored image by solving the problem
min
0≤ν≤1
{
µ
∫
Ω
|∇ν|+ λ1
∫
Ω
|u− c1|2ν dΩ + λ2
∫
Ω
|u− c2|2(1− ν) dΩ
}
(8.7)
and enforce the constraint ν ∈ [0, 1] using the penalty function ςε(ν) given above in
(8.6). We then obtain the contour of the object by thresholding the global minimiser
ν∗ at a value p ∈ (0, 1). Incorporating this idea into (8.11), we present the new joint
model as
min
ν,c1,c2
{
µ
∫
Ω
|∇ν| dΩ + λ1
∫
Ω
|u− c1|2ν dΩ
+λ2
∫
Ω
|u− c2|2(1− ν) dΩ + σ
∫
Ω
bεHε (bε) dΩ
}
, (8.8)
where bε = bε(ν). We derive the Euler Lagrange equation by minimising with respect
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to ν given by
µ∇ ·
( ∇ν
|∇ν|
)
+ λ1(u− c1)2 − λ2(u− c2)2 + 2σ(2ν − 1)
bε + 1
(Hε (bε) δε (bε) bε) = 0, (8.9)
where δǫ(ν) is a smooth approximation of the delta function. Keeping the other argu-
ments fixed and minimising with respect to c1 and c2, we have respectively the equations
given below:
c1(u, ν) =
∫
Ω u ν dΩ∫
Ω ν dΩ
, c2(u, ν) =
∫
Ω u(1− ν) dΩ∫
Ω (1− ν) dΩ
. (8.10)
In order to solve this model, we make an initial estimate of the image, which is typically
the received data since it’s the closest approximation we have. Using this information,
we obtain the approximation u of the true image and using this we proceed with
alternate minimisation of (8.8) until we reach an acceptable tolerance. Our algorithm
is presented in Algorithm 21.
Algorithm 21 Segmentation of Blurred Images (wsc1)
1: function ν ← wsc1(ν(0), z,maxit)
2: u(0) ← z, ψ(0) ← ξa
(
u(0)
)
3: ϕ
(0)
1 ← 1
4: for ℓ← 1 : maxit do
5: Update u(ℓ) using (8.2)
6: Update ψ(ℓ) using (8.3) and time marching
7: Update ϕ
(ℓ)
1 ← ϕ(ℓ−1)1 + γ1
(
u(ℓ) − τa
(
ψ(ℓ)
))
8: end for
9: u← τa
(
ψℓ
)
10: for ℓ← 1 : maxit do
11: Calculate c
(ℓ)
1 ← c1
(
u, ν(ℓ−1)
)
, c
(ℓ)
2 ← c2
(
u, ν(ℓ−1)
)
using (8.10)
12: Update ν(ℓ) using (8.9) and AOS
13: end for
14: ν ← ν(ℓ)
15: end function
Considering now the case of Poisson noise being present in the image, we make an
alteration to our deblurring algorithm to take this into account, as discussed in §3.3.7.
We thus attempt to restore the true image from the corrupted image by solving the
Robust Richardson Lucy problem given by Equation (3.35), employing the function
Φ(s) = 2
√
s+ β [157]. Solving this problem using the iterative scheme given by (3.36),
we obtain an approximation of the true image. In this two-stage setting, once we have
obtained the approximation of the image, we proceed with the segmentation. This is
outlined in Algorithm 22 below. It can be noted that while this restoration method
provides a restriction on the lower bound of the restored image u, it does not provide
an upper limit. We may obtain this by a projection P of the restored data onto the
ideal range at each iteration.
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Algorithm 22 Segmentation of Blurred Images (wsc2)
1: function ν ← wsc2(ν(0), z,maxit)
2: u(0) ← z
3: for ℓ← 1 : maxit do
4: Update u(ℓ) using (3.36)
5: end for
6: u← τa
(
ψℓ
)
7: for ℓ← 1 : maxit do
8: Calculate c
(ℓ)
1 ← c1
(
u, ν(ℓ−1)
)
, c
(ℓ)
2 ← c2
(
u, ν(ℓ−1)
)
using (8.10)
9: Update ν(ℓ) using (8.9) and AOS
10: end for
11: ν ← ν(ℓ)
12: end function
8.4 A New Joint Model for Simultaneous Segmentation
and Deblurring
We now construct a joint variational model for simultaneous image reconstruction and
segmentation. Then, by minimisation of a single energy functional, the image is si-
multaneously restored and segmented. We form the joint model from replacing the
data term z in (3.57) by the transform function τa(ψ) which is essentially u and should
satisfy (8.1). We present this joint model as
max
ϕ1,ϕ2
min
φ,c1,c2,u,ψ,k,ω
{
f(φ, c1, c2, u, ψ, k, ω;ϕ1, ϕ2) = µ
∫
Ω
|∇H(φ)|
+ λ1
∫
Ω
|τa(ψ)− c1|2H(φ) dΩ + λ2
∫
Ω
|τa(ψ)− c2|2(1−H(φ)) dΩ
+
1
2
‖k ∗ u− z‖2L2(Ω) + α1
∫
Ω
|∇τa(ψ)|+ γ1
2
‖u− τa(ψ)‖2L2(Ω)
+ < ϕ1, u− τa(ψ) > +α2
∫
Ω
|∇τb(ω)|+ γ2
2
‖k − τb(ω)‖2L2(Ω)
+ < ϕ2, k − τb(ω) >
}
. (8.11)
Similar to (8.4), the solution of φ could be a local minimum. In order to obtain a global
minimum, we again employ the method of convex relaxation. We replace the Heaviside
function in (8.11) with an indicator function ν equal to one inside the contour and zero
outside. Relaxing this constraint, we obtain the constrained minimisation problem
min
0≤ν≤1
{
µ
∫
Ω
|∇ν|+ λ1
∫
Ω
|τa(ψ)− c1|2ν dΩ + λ2
∫
Ω
|τa(ψ)− c2|2(1− ν) dΩ
}
(8.12)
and enforce the constraint ν ∈ [0, 1] using the penalty function ςε(ν) given above in
(8.6). We then obtain the contour of the object by thresholding the global minimiser
ν∗ at a value p ∈ (0, 1). Incorporating this idea into (8.11), we present the new joint
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model as
max
ϕ1,ϕ2
min
ν,c1,c2,u,ψ,k,ω
{
fwsc3(ν, c1, c2, u, ψ, k, ω;ϕ1, ϕ2) = µ
∫
Ω
|∇ν|
+ λ1
∫
Ω
|τa(ψ)− c1|2ν dΩ + λ2
∫
Ω
|τa(ψ)− c2|2(1− ν) dΩ
+ σ
∫
Ω
bε(ν)Hε (bε(ν)) dΩ +
1
2
‖k ∗ u− z‖2L2(Ω) + α1
∫
Ω
|∇τa(ψ)|
+
γ1
2
‖u− τa(ψ)‖2L2(Ω)+ < ϕ1, u− τa(ψ) > +α2
∫
Ω
|∇τb(ω)|
+
γ2
2
‖k − τb(ω)‖2L2(Ω)+ < ϕ2, k − τb(ω) >
}
. (8.13)
In order to solve this model, we derive the partial differential equations defined
by the first order optimality conditions. We will take each of the arguments in turn.
Minimising with respect to ν, we derive the Euler Lagrange equation from ∂fwsc3/∂ν:
µ∇ ·
( ∇ν
|∇ν|
)
+ λ1(τa(ψ)− c1)2 − λ2(τa(ψ)− c2)2
+
2σ(2ν − 1)
bε(ν) + 1
(Hε (bε(ν)) δε (bε(ν)) bε(ν)) = 0, (8.14)
where δǫ(ν) is a smooth approximation to the delta function. Keeping the other argu-
ments fixed and minimising with respect to c1 and c2, we have respectively the equations
given by ∂fwsc3/∂c1 and ∂fwsc3/∂c2:
c1(ψ, ν) =
∫
Ω τa(ψ)ν dΩ∫
Ω ν dΩ
, c2(ψ, ν) =
∫
Ω τa(ψ)(1− ν) dΩ∫
Ω (1− ν) dΩ
. (8.15)
Minimising now with respect to u, we have the equation
k† ∗ (k ∗ u− z) + γ1(u− τa(ψ)) + ϕ1(u− τa(ψ)) = 0, (8.16)
and minimising with respect to ψ, we obtain:
2λ1(τa(ψ)− c1)ν ∂τa(ψ)
ψ
+ 2λ2(τa(ψ)− c2)(1− ν)∂τa(ψ)
ψ
+ α1
∂τa(ψ)
ψ
∇ ·
( ∇τa(ψ)
|∇τa(ψ)|
)
− γ1(u− τa(ψ))∂τa(ψ)
ψ
− ϕ1(u− τa(ψ))∂τa(ψ)
ψ
= 0. (8.17)
Minimising now with respect to k, we have the equation
u† ∗ (u ∗ k − z) + γ2(k − τb(ω)) + ϕ2(k − τb(ω)) = 0, (8.18)
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and minimising with respect to ω, we obtain:
α2
∂τb(ω)
ω
∇ ·
( ∇τb(ω)
|∇τb(ω)|
)
− γ2(k − τb(ω))∂τb(ω)
ω
− ϕ2(k − τb(ω))∂τb(ω)
ω
= 0. (8.19)
In order to solve this model, we make an initial estimate of the image, which is typically
the received data since it’s the closest approximation we have. We also make an estimate
of the point spread function based on visual observation of the received image. Using
this information, we obtain the initial estimates of ψ and ω, then calculate the first
estimates of c1 and c2. We next update the image, ψ, the point spread function, ω, the
function ν, ϕ1 and ϕ2. We proceed to iterate until we reach an acceptable tolerance.
Our algorithm is presented in Algorithm 23.
Algorithm 23 Segmentation of blurred images (wsc3)
1: function ν ← wsc3(ν(0), k(0), z,maxit)
2: u(0) ← z, ψ(0) ← ξa
(
u(0)
)
, ω(0) ← ξb
(
k(0)
)
3: ϕ
(0)
1 ← 1, ϕ(0)2 ← 1
4: for ℓ← 1 : maxit do
5: Calculate c
(ℓ)
1 ← c1
(
ψ(ℓ−1), ν(ℓ−1)
)
, c
(ℓ)
2 ← c2
(
ψ(ℓ−1), ν(ℓ−1)
)
using (8.15)
6: Update u(ℓ) using (8.16)
7: Update ψ(ℓ) using (8.17) and time marching
8: Update k(ℓ) using (8.18)
9: Update ω(ℓ) using (8.19) and time marching
10: Update ν(ℓ) using (8.14) and AOS
11: Update ϕ
(ℓ)
1 ← ϕ(ℓ−1)1 + γ1
(
u(ℓ) − τa
(
ψ(ℓ)
))
12: Update ϕ
(ℓ)
2 ← ϕ(ℓ−1)2 + γ2
(
k(ℓ) − τb
(
ω(ℓ)
))
13: end for
14: ν ← ν(ℓ)
15: end function
8.5 An Accelerated Model for the Segmentation of Blurred
Images
In order to improve the speed of the model, we consider the problems of segmentation
and deblurring separately. We segment the image subject to the condition that the im-
age must be the solution of the deconvolution problem. We thus solve the unconstrained
problem
min
ν,c1,c2
µ
∫
Ω
|∇ν|+ λ1
∫
Ω
|z − c1|2ν dΩ + λ2
∫
Ω
|z − c2|2(1− ν) dΩ + σ
∫
Ω
bεHǫ (bε) dΩ
where bε := bε(ν) such that z(x, y) = u(x, y) which should be the solution of Equation
(8.1). We introduce a new variable ̟(x, y) which should be equal to the image at
211
convergence. We present our joint problem functional as
max
ϕ1,ϕ2,ζ
min
ν,c1,c2,̟,u,ψ,k,ω
{
fwsc4(ν, c1, c2, ̟, u, ψ, k, ω;ϕ1, ϕ2, ζ) = µ
∫
Ω
|∇ν|
+ λ1
∫
Ω
|̟ − c1|2ν dΩ + λ2
∫
Ω
|̟ − c2|2(1− ν) dΩ
+ σ
∫
Ω
bε(ν)Hε (bε(ν)) dΩ +
1
2
‖k ∗ u− z‖2L2(Ω) + α1
∫
Ω
|∇τa(ψ)|
+
γ1
2
‖u− τa(ψ)‖2L2(Ω)+ < ϕ1, u− τa(ψ) > +
υ
2
‖τa(ψ)−̟‖2L2(Ω)+
< ζ, τa(ψ)−̟ > +α2
∫
Ω
|∇τb(ω)|+ γ2
2
‖k − τb(ω)‖2L2(Ω)
+ < ϕ2, k − τb(ω) >} . (8.20)
In order to solve this model, we derive the partial differential equations defined by
the first order optimality conditions. We will take the Euler-Lagrange equations for
each argument in turn. Minimising with respect to ν, we obtain the equation derived
from ∂fwsc4/∂ν:
E1(ν) =µ∇ ·
( ∇ν
|∇ν|
)
+ λ1
∫
Ω
|̟ − c1|2 dΩ− λ2
∫
Ω
|̟ − c2|2 dΩ
+
2σ(2ν − 1)
bε(ν) + 1
(Hε (bε(ν)) + δε (bε(ν)) bε(ν)) . (8.21)
We find a solution to E1(ν) = 0 (8.21) using AOS [132, 203]. Letting
f := −λ((̟ − c1)2 − (̟ − c2)2)−−2σ(2ν − 1)
b(ν) + 1
(Hε (bε(ν)) δε (bε(ν)) bε(ν))
and denoting W = |∇ν|−1, νt = −E1(ν) can be rewritten in the form
∂ν
∂t
= µ
(
∂x(W∂xν) + ∂y(W∂yν)
)
+ f.
After discretisation, we rewrite in the matrix-vector form (νˆn = νn + τfn):
νn+1 =
1
2
2∑
ℓ=1
(
I − 2τµAℓ(νn)
)−1
νˆn. (8.22)
Here, Aℓ is the diffusion quantity in the ℓ direction (ℓ = 1, 2 for x and y directions
respectively).
Minimising fwsc4 with respect to u, we obtain the equation
k† ∗ k ∗ u+ (γ1 + ϕ1)u = k† ∗ z + (γ1 + ϕ1)τa(ψ) (8.23)
where k†(x, y) = k(−x,−y). It is important to note that after the discretisation of this
equation, the term k† ∗ k along with the operation of convolution defines a symmetric
positive definite (spd) matrix. Put briefly, if k and u are the discretised k and u
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respectively, then we have
k¯ ◦ k ◦ u = Hu
for an spd matrix H where ◦ denotes the operation of discrete convolution. We can
solve this problem using preconditioned conjugate gradient (pcg) method with a pre-
conditioner, following the idea of [195] given by
P = (k˜ ∗ k˜ + χI) 12 (χI + (γ1 + ϕ1))(k˜ ∗ k˜ + χI) 12 (8.24)
where k˜ is a circulant approximation to k. Minimising fwsc4 now with respect to ψ, we
obtain the equation
E2(ψ) = αR(ψ)− τ ′a(ψ)(γ1 + ϕ1)(u− τa(ψ)) + τ ′a(ψ)(υ + ζ)(τa(ψ)−̟) (8.25)
where R(ψ) is the derivative of the regularisation term
∫
Ω |∇τa(ψ)|. We can solve (8.25)
using semi-implicit time marching, ψt = −E2(ψ) by discretising the time step as above.
Now, minimising fwsc4 with respect to ̟, we obtain
E3(̟) = 2λ1(̟ − c1)ν + 2λ2(̟ − c2)(1− ν) + u(̟ − τa(ψ)) + ζ†(̟ − τa(ψ)).
Note that we can solve the sub-problem E3(̟) = 0 directly by giving the solution to(
2λ1ν + 2λ2(1− ν) + u+ ζ†
)
̟ = 2λ1c1ν + 2λ2c2(1− ν) +
(
u+ ζ†
)
τa(ψ). (8.26)
Finally, minimising fwsc4 with respect to c1 and c2, we obtain equations which can be
evaluated directly:
c1 (̟, ν) = τa
(∫
Ω̟ν dΩ∫
Ω ν dΩ
)
, c2 (̟, ν) = τa
(∫
Ω̟(1− ν) dΩ∫
Ω 1− ν dΩ
)
. (8.27)
Finally, minimising with respect to k and ω, we obtain equations (8.18) and (8.19)
respectively.
In order to solve the model (8.20), we make an initial estimate of the image, which
we allow to be given by the received data z since this is the closest approximation
to the true data that we have. Alternatively, if we know or can make an estimate of
the point spread function, we may solve a Tikhonov model [193] and attempt to use
this as the initial estimate based on visual judgement. We then calculate the initial
estimate of ψ as the inverse transform of the initial estimate of the image. Similarly,
in the blind case, we make an initial estimate of the point spread function based on
visual observation and compute its inverse transform function. We next make an initial
estimate of the contour, obtaining the initial estimate of ν. Using these and (8.27), we
make the initial estimates of c1 and c2. We then proceed to solve the model (8.20),
alternately minimising with respect to the arguments. The final segmentation is then
given by the contour Γp derived from the final function ν. We present this algorithm
in Algorithm 24 below.
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Algorithm 24 Segmentation of Blurred Images (wsc4)
1: function ν ← wsc4(ν(0), k(0), z,maxit)
2: u(0) ← z, ̟(0) ← u(0), ψ(0) ← ξa
(
u(0)
)
, ω(0) ← ξb
(
k(0)
)
3: ϕ
(0)
1 ← 1, ϕ(0)2 ← 1, ζ(0) ← 1
4: for ℓ← 1 : maxit do
5: Calculate c
(ℓ)
1 ← c1
(
̟(ℓ−1), ν(ℓ−1)
)
, c
(ℓ)
2 ← c2
(
̟(ℓ−1), ν(ℓ−1)
)
using (8.27)
6: Update u(ℓ) using (8.23)
7: Update ψ(ℓ) using (8.25) and time marching
8: Update ν(ℓ) using (8.21) and AOS
9: Update ̟(ℓ) using (8.26)
10: Update ϕ
(ℓ)
1 ← ϕ(ℓ−1)1 + γ1
(
u(ℓ) − τa
(
ψ(ℓ)
))
11: Update ϕ
(ℓ)
2 ← ϕ(ℓ−1)2 + γ2
(
u(ℓ) − τb
(
ω(ℓ)
))
12: Update ζ(ℓ) ← ζ(ℓ−1) + υ (τa (ψ(ℓ))− w(ℓ))
13: end for
14: ν ← ν(ℓ)
15: end function
8.6 Experimental Results
In this section, we demonstrate that attempting to segment a blurred image with Chan-
Vese is sufficient to obtain a close result if the degradation is not strong but as the
amount of corruption increases, Chan-Vese is not capable of obtaining a good result
because it was not designed with blur degradation in mind. Meanwhile, the work of
Bar, Sochen and Kiriyati [10] is capable of segmenting blurred images whether the
corruption is small but begins to struggle to obtain good quality results in the presence
of significant blur degradation or noise. We expect that wsc3 will be capable of obtaining
a good quality result with the possibility of slow convergence while wsc4 will converge
faster to a similar, if slightly lower, quality.
We present results of segmenting the following images (See Figure 8.2) with the
addition of varying levels of Gaussian blur and noise: Im1: Text (Fig. 8.2a), Im2: Cells
medical (Fig. 8.2b), Im3: Box-Triangle (Fig. 8.2c), Im4: QR Code (Fig. 8.2d), Im5:
Fingerprint (Fig. 8.2e), Im6: Tree (Fig. 8.2f).
We denote by ΓMod1 and νMod1 respectively the contour obtained and the segmented
area obtained by solving Mod1. The notation is similar for the other models.
Experiments were carried out using Matlab R2013a on a HPE-595uk with an In-
tel(R) Core(TM) i7-2600 processor and 16GB RAM.
8.6.1 Models
In order to compare our results with competing and other relevant models, we define
the following models to be tested in this section:
Mod1: The Chan-Vese model [53] given by solving the minimisation problem (3.57).
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Im1 Im2 Im3
Im4 Im5 Im6
Figure 8.2: Images used for test examples.
Im1 segmented by Mod1 Im2 segmented by Mod1 Im3 segmented by Mod1
Im4 segmented by Mod1 Im5 segmented by Mod1 Im6 segmented by Mod1
Figure 8.3: Segmentation of Images Im1–Im6 using model Mod1.
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Mod2: The two-stage model given by deblurring using (3.25) and segmenting using
(3.57).
Mod3: The two-stage model given by deblurring using (3.35) and segmenting using
(3.57).
Mod4: The segmentation of blurred images model [10].
New18: The two-stage model given by Algorithm 21.
New28: The two-stage model given by Algorithm 22.
New38: The model given by solving (8.13) using Algorithm 23.
New48: The model given by solving (8.20) using Algorithm 24.
8.6.2 Measuring Error
In order to make a numerical evaluation of our model, we require some ground truth.
For the artificial images Im1 and Im3, we already know the contour and consider this
to be the ground truth segmentation. For the remaining images, we estimate the true
contour by assuming that the segmentation of the true (uncorrupted) image is correct
(see Figure 8.3) and we consider methods of measuring the accuracy of the final contour
Γ, that is how close it is to the segmentation by Chan-Vese of the true image given
by Γtrue. To this end, we compare the final contours and indicator functions. We
also compare the length of the contours given by the segmentation by each model. It
would be useful to measure the distance of Γ from Γtrue but since we cannot identify
corresponding points for comparison, we measure the distance to the nearest point,
that is for each point Γi,j on the contour Γ, we locate the point Γ
true
k,l such that r =
(i− k)2 + (j − l)2 is minimised. The distance is then given by the square root of r. We
compare results using the following error measures, each of which tend to zero as the
segmentation of the blurred image tends towards the segmentation of the true image.
Throughout, we denote the true, received and restored image u as utrue, urec and urest
respectively, with similar notation for the remaining functions. To distinguish models,
we also denote by ΓNew38 the contour obtained by solving model New
3
8 and adopt similar
notation for the remaining models and functions.
• L2 area-based difference gives the L2-norm of the difference in segmented images.
It measures the closeness of the final indicator functions:
Er1 =
∥∥νrest − νtrue∥∥2
2
where νrest corresponds to the function achieved from solving the model.
• Contour difference gives the L2-norm of the difference between final contours:
Er2 =
∥∥Γrest − Γtrue∥∥2
2
.
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• Contour length difference. Chan-Vese constrain the length lΓ of the contour Γ
using total variation lΓ =
∫
Ω |∇H(ψ)| where the contour Γ is represented by the
zero level-set of the Lipshchitz function φ and H(x) is the Heaviside function. We
present our contour length distance measure as the normalised absolute value of
the difference in contour length:
Er3 =
∣∣∫
Ω |∇νrest| −
∫
Ω |∇νtrue|
∣∣∣∣∫
Ω |∇νrec| −
∫
Ω |∇νtrue|
∣∣ .
• Mean closest point measure. Here, we measure the distance of the closest point
of Γtrue to each point of Γrec. Since this is a point-wise calculation and different
approximations of Γ may contain different numbers of points, we give the mean
value:
Er4 =
1
nι
∑
i,j
ιi,j 6=0
rι(i, j, iι, jι), (iι, jι) = min
iι,jι
rι(i, j, iι, jι),
where
rι(i, j, iι, jι) =
√
(i− iι)2 + (j − jι)2,
nι = # {x ∈ ι|x 6= 0} , ιi,j =
{
1 if Γrec ≥ l
0 otherwise.
• Letting the set of points which are considered to be inside in the contour be given
by
Srest =
{
(x, y) ∈ Ω|νrest(x, y) > 10−1} ,
Strue =
{
(x, y) ∈ Ω|νtrue(x, y) > 10−1} ,
we define Er5 (Tannimoto Coefficient) [72, 108, 65] and Er6 (Dice Similarity
Coefficient) [67, 65] as
Er5 =
N (Srest ∩ Strue)
N (Srest ∪ Strue) and Er6 =
2N (Srest ∩ Strue)
N (Srest) +N (Strue)
respectively where N (S) denotes the number of elements in the set S. It is clear
that as the restored segmentation tends towards the true segmentations, both
error values tend toward one.
8.6.3 Result Sets
We group our experimental results by the following result sets:
RS1: Result set 1 consists of images corrupted by blur and Poisson noise. We illustrate
the performance of Mod1. We see in Tables 8.1 and 8.8 that while Mod1 can give
a reasonable result, it can be improved by the constrained model New18.
RS2: Result set 2 consists of images corrupted by blur and Poisson noise. We demon-
strate in Table 8.2 that model New28 can give an improvement over Mod3.
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RS3: Result set 3 consists of images corrupted by small amounts of blur. We demon-
strate in Tables 8.3–8.4 and Figures 8.4–8.6 that model Mod1 is sufficient to
obtain a close result but Mod4 can give an improvement. We also demonstrate
that the new models are capable of working with these examples and offer further
enhancement.
RS4: Result set 4 consists of images corrupted by larger amounts of blur. We demon-
strate in Tables 8.5–8.6 and Figure 8.7 that Mod1 is insufficient for these examples,
Mod4 can work reasonably well but New
3
8 offers further improvement.
RS5: Result set 5 consists of images corrupted by blur and noise. We demonstrate in
Table 8.7 and Figure 8.8 that Mod1 fails to get good results but New
3
8 continues
to perform well.
RS6: Result set 6 demonstrates the ability of New
4
8 and compares the performance of
this model with New38. We can see in in Tables 8.3–8.7 and Figure 8.9 that it
is generally the case that New48 is faster than New
3
8 while New
3
8 obtains better
results.
RS7: Result set 7 compares the results from New
3
8–New
4
8 with the results from New
1
8.
We can see in in Table 8.8 that there is little advantage in considering the problems
of deblurring and segmentation separately. In one case, the result is improved by
the two-stage model but in the remaining cases, the joint models achieve better
results.
Small Gaussian Blur, σ = 9 Large Gaussian Blur, σ = 19
Image Model Er1 Er2 Er5 Er1 Er2 Er5
Im1 Initial 101.86 86.19 0.3703 141.48 82.47 0.2227
Mod2 81.59 71.21 0.4840 44.82 65.81 0.8532
Im2 Initial 32.27 36.30 0.8894 63.59 37.38 0.6733
Mod2 18.99 23.73 0.9702 14.73 28.28 0.8942
Im3 Initial 16.79 23.81 0.9864 32.10 36.70 0.9489
Mod2 1.62 0 1 1.60 0 1
Im4 Initial 81.87 100.09 0.7434 142.16 91.71 0.4484
Mod2 21.69 30.98 0.8942 48.71 68.60 0.8824
Im5 Initial 120.87 109.63 0.4857 134.30 109.44 0.4169
Mod2 44.96 66.06 0.8658 43.54 62.15 0.8735
Im6 Initial 69.01 75.80 0.8488 84.28 75.87 0.7856
Mod2 46.22 67.20 0.8808 33.62 48.11 0.9582
Table 8.1: Result set 1. Error values for Im1–Im6 corrupted by Gaussian blur and
segmented by Mod1.
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Small Gaussian Blur, σ = 9 Large Gaussian Blur, σ = 19
Image Model Er1 Er2 Er5 Er1 Er2 Er5
Im1 Initial 101.86 86.19 0.3703 141.48 82.47 0.2227
Mod3 72.97 77.32 0.5350 96.44 78.63 0.3908
New28 67.52 75.39 0.5731 90.31 74.70 0.4268
Im2 Initial 32.27 36.30 0.8894 63.59 37.38 0.6733
Mod3 11.73 18.63 0.9820 25.72 33.06 0.9236
New28 11.74 18.47 0.9823 25.50 32.94 0.9248
Im3 Initial 16.80 23.81 0.9864 32.11 36.70 0.9489
Mod3 12.29 16.94 0.9930 12.49 17.49 0.9925
New28 11.97 16.94 0.9930 12.28 17.29 0.9927
Im4 Initial 81.87 100.09 0.7434 142.16 91.72 0.4484
Mod3 57.22 81.51 0.8574 110.57 89.48 0.6121
New28 55.51 79.34 0.8647 110.51 89.40 0.6124
Im5 Initial 120.87 109.63 0.4857 134.30 109.44 0.4169
Mod3 102.98 103.05 0.5673 104.25 103.54 0.5607
New28 102.95 103.05 0.5675 104.21 103.51 0.5610
Im6 Initial 69.01 75.80 0.8488 84.29 75.88 0.7856
Mod3 50.96 69.64 0.9089 57.27 70.41 0.8897
New28 50.97 69.64 0.9089 57.27 70.38 0.8897
Table 8.2: Result set 2. Error values for Im1–Im6 corrupted by Gaussian blur and
segmented by Mod3 and New
2
8. The competition is close for most examples, but overall
New28 outperforms Mod3.
(a) Initial Contour (b) Segmented ΓMod1 (c) Segmented ΓNew3
8
(d) Segmented νNew3
8
Figure 8.4: Illustration of the performance of the Mod1 for Im1 corrupted by Gaussian
blur: a) initial contour, b) segmentation given by Mod1, c,d) segmentation given by
New38. Mod1 gives a rough segmentation while the spaces between the letters which are
hidden by the blur are successfully segmented using New38.
219
(a) Received image (b) Segmented ΓNew3
8
(c) Segmented νNew3
8
(d) νMod1 − νNew3
8
Figure 8.5: Illustration of the performance of the New38 for Im2 corrupted by Gaussian
blur: a) received data, b,c) segmentation using New38, d) the difference between the
segmentation using New38 and using Mod1. The segmentation is closer to the true edge
using New38 while Mod1 also captures the blurred edge.
Model Er1 Er2 Er3 Er4 Er5 Er6 cpu
Im1 corrupted by small Gaussian blur
Initial 101.1621 64.3428 1 27.7407 0.1326 0.2341
Mod1 101.8554 86.1916 0.0588 3.9898 0.3703 0.5405 316.85
Mod4 94.9352 85.9884 0.0482 3.7122 0.4045 0.5761 1361.50
New38 15.3386 23.1948 0.0080 0.0667 0.9595 0.9793 559.09
New48 16.5861 24.5357 0.0063 0.0811 0.9548 0.9769 442.53
Im2 corrupted by small Gaussian blur
Initial 104.3123 32.0312 1 19.7068 0.2289 0.3725
Mod1 32.2705 36.3043 0.0130 1.7335 0.8895 0.9415 526.55
Mod4 23.0196 31.9374 0.0130 0.8778 0.9412 0.9697 861.03
New38 5.8182 11.1355 0.0065 0.0912 0.9936 0.9968 546.49
New48 6.9165 12.3288 0.0065 0.1148 0.9922 0.9961 426.65
Im3 corrupted by small Gaussian blur
Initial 109.6528 34.8425 1 25.3548 0.4218 0.5934
Mod1 16.7986 23.8118 0.5763 8.9809 0.9863 0.9931 319.26
Mod4 13.6400 19.4422 0.5663 8.6980 0.9909 0.9954 634.46
New38 1.0923 0 0 0 1 1 550.14
New48 1.5249 0 0 0 1 1 227.54
Im4 corrupted by small Gaussian blur
Initial 138.1870 77.4855 1 31.6798 0.1920 0.3221
Mod1 81.8720 100.0950 0.0711 1.5198 0.7434 0.8528 527.27
Mod4 65.7515 84.3386 0.1398 0.9650 0.8178 0.8997 941.75
New38 14.3647 20.2978 0.0118 0.0407 0.9892 0.9946 586.11
New48 17.6317 25.1595 0.0105 0.0499 0.9835 0.9917 331.33
Table 8.3: Result sets 3, 6. Error values and cpu times for images Im1–Im4 corrupted by
small Gaussian blur. Error values are improved with New38 and New
4
8. New
3
8 achieves
better error values with the exception of contour length which is closer with or identical
to the result from New48 while New
4
8 achieves the lowest cpu time. For Im1, the cpu
time is lower for Mod1, but the error values are considerably deteriorated.
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Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Figure 8.6: Result set 3. Illustration of the performance of New38 for (top-bottom)
Im4, Im3, Im5 and Im6 corrupted by Gaussian blur. The edges hidden by blur are
successfully segmented by New38 which cannot be segmented by Mod1.
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Model Er1 Er2 Er3 Er4 Er5 Er6 cpu
Im5 corrupted by small Gaussian blur
Initial 109.0745 102.4695 1 20.7918 0.291 0.4509
Mod1 120.8688 109.6266 0.8239 27.0090 0.4857 0.6539 523.76
Mod4 113.2628 110.0091 0.8235 27.4588 0.5204 0.6846 834.57
New38 28.4287 45.8694 0.0133 0.0958 0.9280 0.9626 567.86
New48 38.0463 54.5894 0.0145 0.1531 0.8993 0.947 542.74
Im6 corrupted by small Gaussian blur
Initial 145.9686 68.5128 1 27.6162 0.2748 0.4311
Mod1 69.0106 75.8024 0.6406 11.9931 0.8488 0.9182 524.60
Mod4 61.1291 75.0866 0.6689 12.0802 0.8774 0.9347 835.85
New38 32.4118 48.6107 0.3949 0.1719 0.959 0.9791 562.10
New48 35.3429 50.4876 0.3724 0.9943 0.9532 0.9761 536.60
‘Circles’ image corrupted by small Gaussian blur
Initial 65.2066 28.2843 1 10.4102 0.6921 0.818
Mod1 37.5223 30.0167 0.3649 3.5455 0.8902 0.9419 423.12
Mod4 33.9973 29.8998 0.2703 2.8027 0.9111 0.9535 730.72
New38 18.6340 26.9815 0.0811 0.8284 0.9723 0.9860 329.91
New48 18.5900 26.9815 0.0811 0.8261 0.9723 0.9860 319.83
‘Knee’ image corrupted by small Gaussian blur
Initial 120.5369 60.6960 1 30.8333 0.3241 0.4895
Mod1 78.0728 63.5610 0.8166 14.1297 0.7642 0.8663 538.47
Mod4 72.5519 64.9615 0.6942 7.1083 0.7848 0.8794 1166.30
New38 34.1267 47.1063 0.2459 0.3409 0.9305 0.9640 560.62
New48 32.3627 45.6508 0.1054 0.5914 0.9423 0.9703 542.48
Table 8.4: Result sets 3, 6. Error values and cpu times for Im5, Im6, ‘Circles’ and
‘Knee’ images corrupted by small Gaussian blur. In all cases, New38 and New
4
8 achieve
improved results. The contour length is typically closer with New48 and while for most
examples the cpu time is lower for Mod1, it is closely followed by New
4
8 which gives
considerably better results.
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Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Figure 8.7: Result set 4. Illustration of the performance of the New38 for (top-bottom)
Im1, Im4, Im2 and Im6 corrupted by strong Gaussian blur. New
3
8 is capable of seg-
menting edges in these challenging cases which cannot be segmented by Mod1.
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Model Er1 Er2 Er3 Er4 Er5 Er6 cpu
Im1 corrupted by large Gaussian blur
Initial 101.1621 64.3428 1 27.7407 0.1326 0.2341
Mod1 141.4771 82.4682 0.2275 7.5976 0.2227 0.3643 520.04
Mod4 151.0805 80.3990 0.3494 12.0389 0.2085 0.3451 1478.92
New38 35.6765 54.8270 0.0516 0.3855 0.8021 0.8902 557.49
New48 44.9299 62.9762 0.0631 0.6174 0.7484 0.8561 548.62
Im2 corrupted by large Gaussian blur
Initial 104.3123 32.0312 1 19.7068 0.2289 0.3725
Mod1 63.5872 37.3765 0.1786 6.9414 0.6733 0.8047 522.49
Mod4 47.1706 36.8782 0.0649 3.8043 0.7888 0.882 949.50
New38 6.7929 13.8564 0.0195 0.1398 0.9902 0.9951 566.25
New48 10.1678 16.3095 0.0065 0.1997 0.9863 0.9931 433.78
Im3 corrupted by large Gaussian blur
Initial 109.6528 34.8425 1 25.3548 0.4218 0.5934
Mod1 32.1049 36.7015 0.5803 10.1626 0.9488 0.9737 417.96
Mod4 28.3128 36.7560 0.5683 9.7345 0.9613 0.9803 729.99
New38 11.9585 16.8819 0.5723 0 0.9931 0.9965 552.04
New48 12.0840 16.9706 0.5743 8.6278 0.9930 0.9965 232.10
Im4 corrupted by large Gaussian blur
Initial 138.1870 77.4855 1 31.6798 0.1920 0.3221
Mod1 142.1617 91.7170 0.5268 12.2782 0.4484 0.6192 524.83
Mod4 140.1087 91.2524 0.5406 14.2381 0.4928 0.6602 1477.41
New38 25.0290 38.5357 0.0031 0.1943 0.9649 0.9821 588.69
New48 30.4164 43.5890 0.0126 0.1592 0.9547 0.9768 443.53
Table 8.5: Result sets 4, 6. Error values and cpu times for images Im1–Im4 corrupted by
strong Gaussian blur. In all cases, New38 and New
4
8 achieve improved results although
the contour length of the results from Mod4 is better for Im3. For most cases, the cpu
time is lower for New48 with the exception of Im1 which has slightly lower cpu time for
Mod1 with deteriorated results.
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Model Er1 Er2 Er3 Er4 Er5 Er6 cpu
Im5 corrupted by large Gaussian blur
Initial 109.0745 102.4695 1 20.7918 0.2910 0.4509
Mod1 134.2968 109.4395 0.8313 25.8610 0.4169 0.5885 522.67
Mod4 126.1879 110.5351 0.8273 27.9938 0.4616 0.6317 937.21
New38 74.0995 91.3947 0.5078 0.3076 0.6852 0.8132 564.26
New48 74.7745 92.9785 0.3420 1.1634 0.7053 0.8272 334.29
Im6 corrupted by large Gaussian blur
Initial 145.9686 68.5128 1 27.6162 0.2748 0.4311
Mod1 84.2870 75.8749 0.6721 13.0561 0.7856 0.8799 520.25
Mod4 76.3585 76.0855 0.6658 13.4703 0.8216 0.9021 939.89
New38 40.1934 58.1979 0.6359 0.2931 0.9412 0.9697 573.62
New48 42.5394 60.4401 0.6315 2.4799 0.9354 0.9666 538.69
‘Circles’ corrupted by large Gaussian blur
Initial 65.2066 28.2843 1 10.4102 0.6921 0.818
Mod1 114.8976 32.7567 2.6892 28.8661 0.4699 0.6393 525.44
Mod4 124.1155 33.0757 2.9730 32.2090 0.4381 0.6093 1364.14
New38 26.2901 29.8161 0.2027 2.1064 0.9317 0.9646 542.70
New48 24.8092 29.7489 0.1486 1.5114 0.9493 0.974 430.17
‘Knee’ corrupted by large Gaussian blur
Initial 120.5369 60.6960 1 30.8333 0.3241 0.4895
Mod1 89.1061 63.1664 0.8808 19.9400 0.7001 0.8236 521.73
Mod4 87.8371 63.1110 0.8543 18.3418 0.7171 0.8352 1148.25
New38 47.2881 56.3915 0.4964 0.5754 0.8854 0.9392 548.02
New48 43.2880 55.5338 0.3471 1.6406 0.9016 0.9483 538.61
Table 8.6: Result sets 4, 6. Error values and cpu times for Im5, Im6, ‘Circles’ and
‘Knee’ images corrupted by strong Gaussian blur. In all cases, New38 and New
4
8 achieve
improved results and competition is close between New38 and New
4
8. Cpu time is lower
for New48 in two cases,. It is lower for Mod1 is two other cases followed by New
4
8 which
achieved considerably better results.
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Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Received image Segmented ΓMod1 Segmented ΓNew3
8
Segmented νNew3
8
Figure 8.8: Result set 5. Illustration of the performance of the New38 for (top-bottom)
Im1, Im3, Im4 and Im5 corrupted by Gaussian blur and noise. The edges hidden by
blur are successfully segmented by New38 which cannot be segmented by Mod1.
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Model Er1 Er2 Er3 Er4 Er5 Er6 cpu
Im1 corrupted by small Gaussian blur and noise
Initial 101.1621 64.3428 1 27.7407 0.1326 0.2341
Mod1 101.8449 86.2612 0.0554 3.9891 0.3699 0.5400 318.69
Mod4 94.9266 86.1162 0.0459 3.7143 0.4043 0.5758 1898.59
New38 13.8647 19.8494 0.0086 0.0547 0.9669 0.9832 606.52
New48 14.8951 20.9523 0.0060 0.0545 0.9637 0.9815 452.03
Im3 corrupted by small Gaussian blur and noise
Initial 109.6528 34.8425 1 25.3548 0.4218 0.5934
Mod1 16.8566 23.9374 0.5763 8.9764 0.9862 0.9931 316.93
Mod4 14.3153 21.5407 0.5502 8.7471 0.989 0.9945 633.33
New38 1.7542 0 0 0 1 1 511.56
New48 2.1775 0 0 0 1 1 242.29
Im4 corrupted by small Gaussian blur and noise
Initial 138.1870 77.4855 1 31.6798 0.1920 0.3221
Mod1 81.9065 99.9950 0.0737 1.5194 0.7433 0.8527 529.84
Mod4 65.7144 84.3505 0.1394 0.9616 0.8180 0.8999 957.69
New38 26.8356 36.2491 0.1193 0.3791 0.9639 0.9816 639.88
New48 23.8973 32.1403 0.0767 0.0535 0.9712 0.9854 341.99
Im5 corrupted by small Gaussian blur and noise
Initial 109.0745 102.4695 1 20.7918 0.2910 0.4509
Mod1 120.8587 109.6403 0.8236 26.9932 0.4857 0.6539 546.64
Mod4 113.2456 109.9818 0.8235 27.4606 0.5205 0.6846 876.65
New38 41.6099 62.1289 0.0304 0.2897 0.8682 0.9295 599.82
New48 45.3174 63.9531 0.0890 0.1538 0.8607 0.9251 575.36
Table 8.7: Result sets 5, 6. Error values and cpu times for Im1, Im3–Im5 corrupted by
Gaussian blur and noise. In all cases, New38 and New
4
8 achieve improved results with
the exception that the contour length is of the result for Im4 was closer to the true
contour with Mod1. Cpu time is lower for New
4
8 in two cases. In the remaining cases, it
is lower for Mod1 and closely followed by New
4
8 which achieved significantly improved
results.
Image Initial New18 New
3
8 New
4
8
Im1 101.1621 12.9300 15.3386 16.5861
Im2 104.3123 7.2681 5.8182 6.9165
Im3 109.6528 1.5731 1.0923 1.5249
Im4 138.1870 17.9387 14.3647 17.6317
Table 8.8: Result set 7. Error values given by Er1 for Im1–Im4 corrupted by Gaussian
blur and segmented by New18, New
3
8 and New
4
8. For Im1, New
1
8 outperforms the other
models but in the remaining cases New38 and New
4
8 obtain improved results.
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Im1 Im3 Im3
Im2 Im5 Im6
Figure 8.9: Result set 6. Images corrupted by Gaussian blur segmented using New48.
8.7 Conclusion
We have presented a new model for the effective segmentation of blurred images and
presented results demonstrating its ability to capture edges which are blurred and
difficult to segment closely as well as edges that are hidden by blur. We have also
presented an accelerated model which is also capable of achieving good results with
similar examples. This model can be further extended to the semi-blind case where
some information about the blur function may be assumed to be known (see Chapter 7
and [2, 11, 135, 154, 160, 172]), and to work with multi-channel images [184, 185, 112].
This model could also be extended to selective segmentation and vessel segmentation
techniques among others.
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Chapter 9
Conclusions and Future Work
In this final chapter, we present the conclusions of this thesis in §9.1 and some ideas
for future research arising from the work presented in this thesis in §9.2.
9.1 Conclusions
In this thesis, we have introduced some relevant preliminary mathematics and reviewed
some well-known models and techniques in image processing. We then moved on to
consider the application of some image deblurring ideas in Chapter 4 and some en-
hancements to these models.
In §4.1, we considered the speed and feasibility of implementing the deblurring
methods for large images by making use of Fourier transforms and fast solvers. We
then considered alternatives to assuming Dirichlet boundary conditions which causes
such models to be unsuitable for fast solvers such as conjugate gradient. We overcame
this by introducing a new solution strategy using fixed point lagging and preconditioned
conjugate gradient which allowed for the functional to be minimised efficiently and for
improvements over current models in terms of the quality of the recovered blur function
and image to be obtained.
Following this, we presented in §4.2 an accelerated method for reconstructing im-
ages in the blind and non-blind cases by making use of variable splitting techniques
within the functional to separate the dense blur matrix from the nonlinearity of the
regularisation function. This gave us two problems which could each be solved more
efficiently than the previous model to give solutions which minimise the functional.
Experimental results have demonstrated that, in both the blind and non-blind cases,
this new technique is able to obtain good approximations of the true image quickly.
In §4.3, we introduced a new approach to blind deblurring by imposing modified
blur function constraints in order to tackle the issue of inaccuracies in the recovered blur
function and to alleviate the dependence on heavy regularisation of the blur function,
returning emphasis to the task of recovering a blur function which fits the forward
problem well. We also introduced a modified hybrid functional which is capable of
achieving better results in the case of degradation by Gaussian blur.
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We presented the first piece of our main work in Chapter 5 which aimed to ob-
tain improved results in the case of restoring images from known blur degradation by
applying constraints on the image intensity values implicitly. We proposed a suitable
exponential type transform and applied it to achieve an implicitly constrained solution
(positivity at its lower bound and a prescribed intensity value at the upper bound).
We presented two solution strategies and a convex variant of the model along with nu-
merical algorithms to solve the resulting non-linear partial differential equations. Test
results demonstrated that the proposed methods are able to reconstruct images and
point spread functions while keeping the intensity values of the restored data within
the appropriate range and is competitive when compared with existing methods.
Building on this, we considered an application of implicit constraints to the more
challenging problem of blind deblurring. In Chapter 6, we presented the second piece of
our main work which is a core part of this project and addresses the major challenge of
how to impose the extra constraints to ensure uniqueness. We proposed two new models
and algorithms for implementing blind deconvolution employing the transform based
idea, avoiding the commonly used thresholding which leads to unsatisfactory solutions.
We also presented numerical results which demonstrate the robustness of the proposed
method. We demonstrated that we can ensure positivity and keep the correct range
of the image intensities in the case of several blur types, extending the original Chan-
Wong model’s applicability. This model is particularly effective in reconstructing the
kernel without significant defects which can significantly impair the results of previous
algorithms.
We aimed to achieve high quality deblurring results in Chapter 7 in a considerably
reduced amount of time by making use of available information or assumptions which
may be made from visual observation. We achieved this by considering the case of
semi-blind deblurring of images which allowed us to recover the full blur function by
working with only a small set of parameters. We presented some enhancements to
existing work which offer improved results and constructed new formulations which
are better able to cope with additive noise in blurred images. Building on the work
of Chapter 5, we also incorporated implicitly constrained deblurring into the problem.
We demonstrated that this enhanced model offers improved results for Gaussian type
blur, particularly in the presence of noise. Following this, we presented formulations
to model alternative causes of blur degradation as differentiable functions which may
be used in a parametric deblurring framework, allowing such models to be extended
beyond the case of Gaussian blur. We demonstrated that this allows us to obtain
significantly improved results over alternative parametric methods.
In Chapter 8, we presented the fourth piece of our main work which tackled the
well-known and challenging problem of the segmentation of blurred images, which is of
great importance. We proposed four variational models, including two models for the
simultaneous reconstruction and segmentation of blurred images with spatially invari-
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ant blur, without assuming a known blur or blur type. We presented solution methods
based on implicitly constrained image reconstruction and convex segmentation. The
first methods were aimed at obtaining a good quality segmentation while the others
were aimed at improving the speed while retaining the quality. We demonstrated that
the new algorithms are effective for segmenting blurred images in the presence of noise
and offer improved results over competing models for images corrupted by strong blur.
Some useful future directions arising from this research include the development of
methods for automatically selecting optimal regularisation parameters in the case of
blind deblurring, further accelerating the solution of the blind deblurring problem, and
constructing a convex blind deblurring model. These and other ideas are considered
further in the next section.
9.2 Future Work
There are many different directions we can take from the work presented in this thesis.
We mention some of them here.
1. We may extend the accelerated model introduced in §4.2 by using Bregman dis-
tance or alternate direction methods (ADM) in order to obtain faster convergence.
Since the resulting sub-problems would be convex we would have a guarantee of
convergence using ADM.
2. In Chapter 5, we spent some time attempting to obtain fast solutions from the
resulting highly non-linear model. Although we are able to obtain good results, it
would interesting to solve the equation without modifications using fast explicit
solution methods which may be developed.
3. A particular goal of Chapter 6 is to remove the harshly implemented optimisation
constraints by incorporating them implicitly in the functional. There remain two
constraints for unit integral and rotational symmetry which are implemented
explicitly at each iteration. While the symmetry is not appropriate for all blur
functions, it would be useful to include the unit integral implicitly in the energy
functional. The ultimate goal for such models is to present a convex formulation
for blind image deconvolution.
4. A possible future direction for the semi-blind deblurring work discussed in Chap-
ter 7 may be to develop solution methods which help to avoid finding local joint
minima. More general parametric functions and the incorporation of image statis-
tics to better inform the choice of blur parameter may also be useful.
5. There are many possibilities for the segmentation of blurred images, discussed in
Chapter 8. This work can be extended with other aims in mind such as vessel
segmentation and infinite perimeter segmentation where the received image is
corrupted by blur and noise.
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