Traditionally, statistical models for image auto-annotation have been coupled with image segmentation. Considering the performance of the current segmentation algorithms, it can be meaningful to avoid a segmentation stage. In this paper, we propose a new approach to image auto-annotation by building on previously developed statistical models. In this approach, segmentation is avoided through the use of salient regions. The use of the statistical model results in an annotation performance which improves upon our previously proposed saliency-based word propagation technique. We also show that the use of salient regions achieves better results than the use of general image regions or segments.
INTRODUCTION
Image retrieval would be more straightforward if all the images in the database were semantically annotated. By using standard text query techniques, images could be found in a manner that would meet the different needs of many users. By combining these text-based approaches with visual content search techniques, users could have much more control over the search.
Previously, researchers have tended to use region-based image descriptors for image auto-annotation; Object-shaped regions generated by segmentation algorithms or uniform, usually rectangular, regions have been popular choices. Rectangular regions are a poor choice for image description because they are not robust to a variety of common image transformations, such as rotation. Current segmentation algorithms are not able to perfectly associate segmented regions to the actual objects that are being described. Undoubtedly, segmentation that is conducted by a fallible algorithm will have an adverse effect on the effectiveness of the auto-annotation algorithm.
Two previous approaches to image auto-annotation have been statistical inference and semantic propagation. Statistical inference is an unsupervised learning method that attempts to learn the association between visual features and keywords by estimating the probability of keywords given regional image features [1, 2, 3, 4, 5] . Propagation is a supervised learning technique that annotates images by directly comparing image similarity at a purely visual level and then propagating keywords based on the most similar images [6, 7] .
In this paper, we propose an approach for automatic annotation of images using a statistical model. However, unlike previous approaches this is achieved not by segmenting images but by using salient regions [8] .
STATISTICAL MODELS FOR IMAGE ANNOTATION
Statistical models try to reveal the association between visual features and keywords by estimating the joint probability distribution of regional image features and keywords, over a set of labelled training images. Given an unlabelled test image, the joint probability of its visual features and each keyword from the vocabulary can be calculated based on the association previously learnt. Some models attempt to annotate image regions [2, 1] , whilst others annotate the whole image [3, 4, 5] . The Cross-Media Relevance Model (CMRM) [3] , described briefly below, is in the latter class of models.
The Cross-Media Relevance Model (CMRM)
Following the derivation of Jeon et al. [3] , the CMRM model can be described as follows. Suppose there exists a training collection T , of labelled images, and a test collection Q, of unlabelled images. Firstly, each training image is partitioned into shaped or uniform regions. Secondly, visual features, such as colour, shape or texture, are computed for each region. All of these regional features are clustered according to the similarity between them. These clusters, called 'blobs' [1] , can be viewed as visual words. Each image in the training set can thus be represented as a set of blobs, B = {b 1 , ..., b n }, together with a set of annotation keywords, W = {w 1 , ..., w m }. A joint probability distribution, P (W, B), can then be constructed over the training set. In order to perform auto-annotation, the test images are also partitioned into regions, each of which is assigned to the blob that is closest to it. Thus, each test image can also be represented as a set of blobs B = {b 1 , ..., b n }. The annotation process for an image is then a matter of finding the words that maximise the conditional probability P (W |B) = P (W, B)/P (B). The joint probability P (W, B) is computed as joint expectation over the space of distributions P (·|J) defined by the training images J ∈ T . Specifically, given a test image I ∈ Q, whose blob representation is B I = {b I1 , ..., b In }, the following joint probability is computed for each word w from the vocabulary:
The CMRM assumes that the events of observing w i and b I1 , ..., b In are mutually independent once an image J is chosen. Therefore, equation (1) becomes:
REPRESENTING IMAGES USING LOCAL DESCRIPTORS OF SALIENT REGIONS
Salient interest points and regions have been shown to outperform global image descriptors in terms of content-based image retrieval [8, 9] performance. In our algorithm, we select salient regions by using the method proposed by Lowe [10] , in which scale-space peaks are detected in a multi-scale difference-of-Gaussian pyramid. In addition, Lowe's SIFT (Scale Invariant Feature Transform) descriptor [10] is used as the feature descriptor. The SIFT descriptor is a three dimensional histogram of gradient location and orientation. The descriptor is constructed in such a way as to make it relatively invariant to small translations of the sampling regions, as might happen in the presence of imaging noise. Quantisation is applied to the feature vectors to map them from continuous space into discrete space. Specifically, the k-means clustering algorithm, as used in [2, 1] , is adopted to cluster the whole set of SIFT descriptors. Each cluster represents a visual term from the visual vocabulary. The feature vectors of each image in the entire data-set are assigned to the closest cluster, enabling each image to be represented by a set of visual terms.
HYBRIDISING CMRM WITH A SALIENCY-BASED IMAGE REPRESENTATION
Most current statistical models annotate images by calculating the probability of keywords given the regional featurevectors. This requires the images to be segmented, into objectshaped regions [2, 1, 3, 4] or uniform regions [5] . However, segmentation algorithms are known to work imperfectly, and uniform regions are intuitively poor choices. That is to say, fallible segmentation potentially compromises the performance of auto-annotation. If the aim is to attach words to the entire image, instead of image regions, it is possibly beneficial to circumvent the segmentation stage. Yavlinsky et al. [11] have shown that the use of global features like colour and texture is promising.
Saliency-based image auto-annotation models [7] have shown some promise. In our previous work [7] , a very simple method was proposed; annotations of the top M (1, 2 or 3) training images that best match the test image, in terms of visual similarity, are directly used as the annotations of the test image in question. The problem of this method is that it can not tell which of the annotations is the one most likely to be correct. In other words, it doesn't rank the keywords as statistical models do.
An alternative approach to auto-annotation, explored here, is to use statistical models with saliency, instead of segmentation. The use of a statistical model for annotation allows the keywords to be ranked by their probabilities. We have adopted the CMRM [3] as the statistical model for our experiment and assume that a set of keywords is related to a set of visual terms created from salient regions. Specifically, instead of calculating the joint probability of keywords and image regions (blobs) [3] , we calculate the joint probability of keywords and a set of visual terms. As described in section 3, each training image, J, is represented by its saliencybased visual terms S = {s 1 , ..., s n } along with its annotations W = {w 1 , ..., w n }. For each test image, I, the joint probability of each word from the vocabulary and its visual terms, S I = {s I1 , ..., s In }, is approximated as the expectation over the whole training set, as follows:
where, it is assumed that the events of observing w and s I1 , ..., s In are mutually independent once a training image J is selected. P (J) is treated uniformly as 1/N T , where N T is the total number of training images. P (w|J) and P (b|J) are estimated by smoothed maximum likelihood, which is derived from [3] , as follows:
where, #(w, J) denotes the number of times word w occurs in the caption of J, and #(w, T ) denotes the number of times word w occurs in all the captions of images in T . #(s, J) is the number of times saliency s occurs in J, and #(s, T ) is that of the whole training set. |J| is the aggregate count of all keywords and visual terms in J, and |T | is that of the whole training set. α and β are smoothing parameters obtained by optimising system performance on a held-out portion of the training set.
In the end of the process, all of the words are ranked in the order of possibility of being the correct annotation for the test image in question. The x top-ranking words are chosen as the annotations.
RESULTS AND DISCUSSION
Direct comparisons between the saliency-based CMRM approach with the state-of-the-art methods [2, 1, 3, 4, 5] on the Corel image set [2] are not available, because the Corel images at hand are all thumbnail sized. The small image size means most of the images have only between 10 and 20 salient regions which leads to a poor representation of the image content. However, we compare the saliency-based CMRM with the region-based CMRM, as detailed in [3] , on the University of Washington Ground Truth Image Database [12] .
The Washington data-set contains 697 public-domain images, each of which has between 1 and 13 keywords indicating the image content. On average there are 4.8 keywords per image. After the original keyword labels were processed by correcting mistakes and merging plurals into singular forms [7] , the vocabulary consisted of 170 keywords.
Precision and recall, as well as the normalised score proposed by Barnard et al [1] , are used to measure the performance of our salient-based statistical auto-annotation method:
P recision = r/(r + w) ,
where, r is the number of correctly predicted words, n is the actual number of words in the test image, w is the number of wrongly predicted words, and N is the number of words in the vocabulary.
Experimental Results of Auto-annotation by Saliencybased CMRM
We divided the data-set randomly into 3 parts, with 45% as the training set, 5% as the evaluation set and 50% as the test set. The evaluation set is used to estimate the smoothing parameters, α and β, for the CMRM model. Once the parameters are fixed, the training set and the evaluation set are merged to make a new training set, thus resulting in a training set (50%) and test set (50%) of the same size as that used in the previous work [7] . For the saliency-based CMRM, the number of visual terms was set to 3000 as with our previous work [13] . For the region-based CMRM, the optimum was found when the number of blobs was 300. Figure 1 shows the precision-recall curve of our saliencybased CMRM method, as well as that of the methods reported in [7] , namely the LSI (Latent Semantic Indexing) model, the Vector Space model, random annotation and empirical frequency based annotation, and the region-based CMRM technique presented in [3] . The curves for the saliency-and regionbased CMRM were generated by increasing the number of predicted words from 1 to 10. The results are summarised in Table 1 . Figure 2 shows some example images together with their true and predicted annotations.
The results show that auto-annotation using the hybrid CMRM with saliency works much better than by choosing words based on the frequency distribution. Saliency-based CMRM is also capable of predicting words according to the probability of being correct. In the case that only one word for each test image is predicted, up to 80% of predictions are correct. Strictly speaking, this method performs slightly better than the LSI and Vector-Space models when approximately 5 words (M = 1) are predicted, but worse for 7 (M = 2) and 10 (M = 3) predicted keywords. However, accounting for the error bars, these three methods have very similar performances for 5, 7 and 10 words. This implies that the simple annotation propagation methods work almost as well as the statistical method. One possible reason, as argued by Monay and Gatica-Perez [6] , could be that propagating annotations can lead to good results when the data-set contains very similar images, which have almost the same set of annotations. This is the case for the Washington Dataset [12] ; If the right image is found, the exact annotations are also found. We can also see that on this data-set the saliency-based CMRM performs better than the region-based CMRM.
CONCLUSIONS AND FUTURE WORK
This paper has demonstrated a new approach to image autoannotation by using a statistical model coupled with an image description using salient regions. This approach avoids the image segmentation step taken by many previous autoannotation techniques. The technique improves on our sim- Based on this work, we believe that other image descriptors, such as global colour histograms and state-of-the-art saliency-based descriptors, could also be employed within the statistical model used in this paper. More comprehensive comparisons between this technique with other state-of-the-art techniques, such as the CRM model [4] , need to be addressed in future work.
