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Abstract. This paper describes and evaluates the use of Geographi-
cal Knowledge Re-Ranking, Linguistic Processing, and Query Expansion
techniques to improve Geographical Information Retrieval eﬀectiveness.
Geographical Knowledge Re-Ranking is performed with Geographical
Gazetteers and conservative Toponym Disambiguation techniques that
boost the ranking of the geographically relevant documents retrieved
by standard state-of-the-art Information Retrieval algorithms. Linguis-
tic Processing is performed in two ways: 1) Part-of-Speech tagging and
Named Entity Recognition and Classiﬁcation are applied to analyze the
text collections and topics to detect toponyms, 2) Stemming (Porter’s
algorithm) and Lemmatization are also applied in combination with
default stopwords ﬁltering. The Query Expansion methods tested are the
Bose-Einstein (Bo1) and Kullback-Leibler term weighting models. The
experiments have been performed with the English Monolingual test col-
lections of the GeoCLEF evaluations (from years 2005, 2006, 2007, and
2008) using the TF-IDF, BM25, and InL2 Information Retrieval algo-
rithms over unprocessed texts as baselines. The experiments have been
performed with each GeoCLEF test collection (25 topics per evaluation)
separately and with the fusion of all these collections (100 topics). The
results of evaluating separately Geographical Knowledge Re-Ranking,
Linguistic Processing (lemmatization, stemming, and the combination
of both), and Query Expansion with the fusion of all the topics show
that all these processes improve the Mean Average Precision (MAP) and
RPrecision eﬀectiveness measures in all the experiments and show statis-
tical signiﬁcance over the baselines in most of them. The best results in
MAP and RPrecision are obtained with the InL2 algorithm using the fol-
lowing techniques: Geographical Knowledge Re-Ranking, Lemmatization
with Stemming, and Kullback-Leibler Query Expansion. Some conﬁgu-
rations with Geographical Knowledge Re-Ranking, Linguistic Processing
and Query Expansion have improved the MAP of the best oﬃcial results
at GeoCLEF evaluations of 2005, 2006, and 2007.
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1 Introduction
Geographical Information Retrieval (GIR) is the task of retrieving a set of rele-
vant documents given a user query need with geographical restrictions expressed
in natural language (e.g. “Shark attacks in California”). Geographical queries
are normally deﬁned by a triplet < theme, spatial relationship, location > [7].
As an example, the previous query will be treated in the following way: 1) a
theme (“shark attacks”), 2) a location (“California), 3) a spatial relationship
(“in”) between the theme and the location. Current state-of-the-art Informa-
tion Retrieval (IR)) algorithms treat geographical terms from queries as simple
textual tokens without having into account its geographical meaning and the pos-
sible geographical restrictions that these terms can imply. As an example, the
previous example of geographical query could led to ﬁnd documents that mention
“shark attacks” in California by matching only the geographical token “Califor-
nia” with all the indexed documents. In this way the IR system will not return or
will return without enough ranking documents that could report “shark attacks”
in places of California but not mentioning California (e.g. “Shark attacks in Santa
Barbara”). Theoretically, the treatment and automatic understanding of geo-
graphical terms appearing in user queries and indexed documents from IR sys-
tems (and major search engines) should provide an improvement of the results by
retrieving documents that match the geographical restrictions in the query. The
system and the experiments presented in this paper are focused to evaluate how
to treat eﬀectively these geographical restrictions in the queries using existing
Geographical Knowledge Bases in combination with some conservative Toponym
Disambiguation Heuristics. Two kind of of geographical terms are detected and
disambiguated in topics and collections: 1) toponyms, 2) geographical feature
types. These kind of terms are used in a Geographical Knowledge Re-Reranking
process that boosts the ranking of the geographically relevant documents. In
addition Linguistic Processing and Query Expansion are also investigated for
GIR. This system was initially designed for the GeoCLEF 2007 evaluation in
which achieved the best MAP using the TF-IDF algorithm [4].
The GeoCLEF test collections [9] have been used to evaluate the topics. The
GeoCLEF GIR evaluation forum took place during 4 years (1 as a pilot task)
between 2005 and 2008 in the framework of the CLEF conferences1. The test col-
lections are composed of 100 topics (25 topics per year). The GeoCLEF English
document collection consists of 169,477 documents composed by stories from
the British newspaper The Glasgow Herald (1995) and the American newspaper
Los Angeles Times (1994). In [10] the diﬀerent kind of geographical topics at
GeoCLEF GIR evaluations are reported:
– Feature types with non-geographic restrictions (e.g. rivers with vineyards).
– Feature type with geographical place restriction (e.g. cities in Germany).
– Thematic subject associated to a toponym (e.g. independence of Quebec).
– Topics with a non-geographic subject that is a complex function of place
(e.g., European football cup matches).
1 http://www.clef-initiative.eu
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<title>Whisky making in the Scottlsh Islands</title>
<desc> To be relevant, a document must describe a whisky made, or
a whisky distillery located, on a Scottish island.</desc>
<narr> Relevant islands are Islay, Skye, Orkney, Arran, Jura, Mull.;
Relevant whiskys are Arran Single Malt; Highland Park Single Malt; Scapa;
Isle of Jura; Talisker; Tobermory; Ledaig; Ardbeg; Bowmore; Bruichladdich;
Bunnahabhain; Caol Ila; Kilchoman;Lagavulin; Laphroaig </narr>
Fig. 1. Example of a topic of the GeoCLEF 2007 edition.
– Vague topics (e.g., Sub-Saharan Africa).
– Geographical relations among toponyms (e.g., Oil and gas extraction found
between the UK and the Continent)
– Geographical relations among events (e.g., F1 circuits where Ayrton Senna
competed in 1994).
– Relations between events in speciﬁc toponyms (e.g., Casualties in ﬁghts in
Nagorno- Karabakh).
2 Related Work
GIR systems have very speciﬁc issues due to its restricted domain (geography)
speciﬁcity. Some of these issues have been detailed in the GIR literature [6]:
– geographical names detection (e.g. detecting “Washington” as a possible
place name and disambiguate it as a location instead a geo-political entity
or a person.)
– spatial natural language qualiﬁers detection (e.g. north, south of, near, close
by,. . . )
– toponyms disambiguation (e.g. Paris, Texas (USA) vs Paris (France))
– vague place names detection and interpretation. (e.g. Scottish Trossachs,
Midlands,. . . )
– thematic and geospatial indexing and retrieval.
Approaches at GIR used diﬀerent strategies to perform: 1) stand-alone prob-
abilistic models [8], 2) combination of textual and geographical search [11], 3)
ﬁltering or reranking the documents with geographical knowledge [13], 4) geo-
graphical query expansion [3] [16], and 5) machine learning for re-ranking [10].
Berkeley 2 group participating at GeoCLEF 2005 used a logistic regression algo-
rithm with the following features: stopwords ﬁltering, Stemming (English Mus-
cat stemmer) and blind feedback with the 30 top-ranked terms from the top
20 ranked documents [8]. Their system achieved the highest result with a MAP
of 0.3936 in a run that used the spatial tags included in the topics. Martins
et al. [11] presented a GIR sytem at GeoCLEF 2006 that used a geographical
ontology of about 12,654 concepts, that include place names, feature types, rela-
tionships among places, demographics data, ocurrence statistics of toponyms
in corpora, spatial coordinates and bounding boxes. They used this ontology
combined with a graph-ranking approach to detect scope of documents and top-
ics and a relevance ranking that combined BM25 and a geographical similarity
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function for scopes. Their approach did not outperform the baseline with BM25
and manual expansion (that achieved the best MAP at GeoCLEF2006 with
0.3034). Wang and Neumann [16] applied and approach that, besides including
geographical knowledge, also included knowledge of natural and human events
mined from Wikipedia. They use Query Expansion with ontologies both for
events and geographic terms. Their system achieved the best MAP at Geo-
CLEF2008 with a 0.3037 with a run with manual work and a MAP of 0.2924
in an automatic run. Buscaldi and Rosso [3] applied the GeoCLEF (2005-2008)
topics to test diversity in GIR. They reformulated queries using the meronyms of
the places contained in the original queries (using only the title ﬁeld), with the
help of a geographical ontology. They reported that a theoretical improvement
is possible. Perea-Ortega et al. [13] using the GeoCLEF data showed that in
each evaluation a re-ranking based on the combination of geographical similar-
ity and textual similarity outperforms the baseline (textual based IR). They used
POS tagging (TreeTager), stopwords ﬁltering and Snowball Stemmer to process
a thematic index of the collection. A geographical index was built with Geo-
NER to recognize geographical entities. The textual index uses the stemmed
and stopwords ﬁltered text and the geographical entities in its original word
form. They applied Lemur2, Terrier3 and Lucene4 for the IR process. Lemur
was applied with BM25 with Pseudo Relevance Feedback, Lucene with BM25
and Query Expansion, and Terrier with InL2 and Bo1 (Query Expansion). Their
best results were obtained with Terrier InL2 and QE (Bo1) combined with geo-
graphical re-ranking with competive (above the average of participants and close
to the top ranked) MAP values of 0.3874 (GeoCLEF 2005). 0.2733 (GeoCLEF
2006), 0.2600 (GeoCLEF 2007), 0.2973 (GeoCLEF 2008).
3 System Description
The system is composed of two main phases: 1) Textual and Geographical Index-
ing, 2) Geographical Information Retrieval. The IR software used in both index-
ing and retrieval phases is Terrier (version 4.0) [12]. We used the TF-IDF. BM25,
and InL2 IR algorithms implemented in the Terrier IR engine. Stopwords ﬁlter-
ing is applied by our system using the stopwords list provided in the Terrier IR
engine. The baseline system uses all the terms from the topics. This means that
no separation between thematic and geographical terms and themes or events is
performed by the textual search.
3.1 Textual and Geographical Indexing
We pre-processed the English document collections: Glasgow Herald 1995
(GH95) and Los Angeles Times 1994 (LAT94) with linguistic processing tools
2 www.lemurproject.org/
3 http://www.terrier.org
4 http://lucene.apache.org
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(described in the next subsection) to mark the part-of-speech (POS) tags, lem-
mas and Named Entities (NE). After this process the collection is analyzed
with a Geographical Knowledge Base and conservative Toponym Disambigua-
tion heuristics (both components are described in the next sub-section). This
information was used to built two types of indexes:
– Geographical Index. This is a custom-build index that contains the geo-
graphical information of the documents. For each toponym in the document
(detected with the NE detector) the feature type, GeoKB ontology informa-
tion and coordinates are stored in the index. Even if the place is ambiguous
all the possible geographical referents are indexed.
– Textual Indexes. These are Terrier based indexes that store the original or
the linguistically processed information of the document. Note that in all
these indexes geographical entities (toponyms) have been indexed without
linguistic processing with exception of the stemmed indexes. The following
indexes have been created: 1) original index with word forms, 2) lemmatized
index, 3) stemmed index (using the Porter Stemmer, and 4) lemmatized and
stemmed index (the Porter Stemmer applied over the lemmatized content).
3.2 Geographical Information Retrieval
The retrieval system has four phases performed sequentially: 1) a Linguistic and
Geographical Processing of the topics, 2) a textual Document Retrieval with
Terrier, 3) a Geographical Document Retrieval with Geographical Knowledge
Bases (GKBs), and 4) a Geographical Re-Ranking phase.
Linguistic and Geographical Knowledge Processing of the Topics. The
goal of this phase is to extract all the relevant keywords (with its analysis) from
the topics. These keywords are then used by the Textual and Geographical Doc-
ument Retrieval phases. The Topic Analysis phase has two main sub-phases: a
Linguistic Analysis and a Geographical Analysis. The Linguistic Analysis sub-
phase extracts lexico-semantic and syntactic information using the following set
of Natural Language Processing (NLP) tools: 1) TnT an statistical POS tag-
ger [2], 2) WordNet lemmatizer (version 2.0), 3) A Maximum Entropy based
Named Entities Recognizer and Classiﬁer (NERC) trained with the CONLL-
2003 shared task English data set, 4) a list of demonyms relationships for each
country (e.g. Japanese - Japan). The Geographical Analysis is applied to the
Named Entities from the Title and Description and Narrative tags of the topics
that have been classiﬁed as LOCATION or ORGANIZATION by the NERC
module. This analysis uses a Geographical Knowledge Base that has two main
components: 1) a Geographical Thesaurus, 2) Feature type thesaurus. The Geo-
graphical Thesaurus has been built joining four gazetteers that contain entries
with places and their geographical class, coordinates, part-of relationships and
other information:
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1. NGA GEOnet Names Server (GNS)5: a gazetteer covering worldwide exclud-
ing the United States and Antarctica, with 5.3 million entries.
2. Geographic Names Information System (GNIS)6, contains 2.0 million entries
about geographic features of the United States and its territories. We used
a subset of 39,906 entries of the most important geographical names.
3. GeoWorldMap7 World Gazetteer: a gazetteer with 40,594 entries of the most
important countries, regions, and cities of the world.
4. World Gazetteer8: a gazetteer with 171,021 entries of towns, administrative
divisions and agglomerations with their features and current population.
From this gazetteer we added only the 29,924 cities with more than 5,000
unhabitants.
Each one of these gazetteers has a diﬀerent set of classes that have been mapped
to the ADL Feature Type Thesaurus (ADLFTT) with a resulting set of 575
geographical types. The ADL Feature Type Thesaurus is a hierarchical collection
of geographical terms used to type named geographic places in English [5]. Our
GNIS mapping is similar to the one exposed by Hill [5]. The following Toponym
Disambiguation heuristics are applied using the information from the GeoKB:
– H1. Hierarchical ranked ontology of feature types. The ranked hierarchy of the
feature types ontology is applied when a toponym can refer to several kinds
of feature types (e.g. Africa (the continent) vs Africa, Mexico). The following
list of ordered priorities for the diﬀerent feature types is used: 1) continent,
2) subcontinent (e.g. South America), 3) country capital, 4) country, 5) ﬁrst
order administrative divisions (e.g. states), 6) sea, 7) summit, 8) river, 9)
county, 10) important city , 11) other place (can include less important
cities and other types).
– H2. Important places are disambiguated excluding other places with the same
name. GeoWorldMap and Word Gazetteer have priority to disambiguate
places because contain less but important places compared with GNIS and
GNS.
– H3. Treatment of toponym vs person name type of Geo/Non-Geo ambiguity
when the toponym has the lowest priority (11). A list of common ﬁrst and
last names is used to ﬁlter out Named Entities erroneously recognized as
toponyms.
– H4. Small places are not taken into account (only for USA). Due to the high
amount of places in the GNIS gazetteer, only a small part of its data is used
(the US concise gazetteer).
– H5. Lowest priority toponyms are not disambiguated. Toponyms with the
lowest priority in the hierarchy are not disambiguated and all the possible
geographical referents are taken into account in the collection processing and
indexing, and the topic analisys phases.
5 NGA GNS. http://geonames.nga.mil/gns/html/nameﬁles.html
6 GNIS. http://geonames.usgs.gov/domestic/download data.htm
7 Geobytes Inc.: Geoworldmap database. http://www.geobytes.com/
8 World Gazetteer is not available from its original site. But a copy can be found in
this link. http://biit.cs.ut.ee/biodc/dataen.zip
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These processes are applied to the topics but have been applied also to the
entire document collection before indexing. The GeoKB and the Toponym Dis-
ambiguation processes take into account the part-of relationships of the toponyms
detected and are used in the retrieval and indexing process (e.g. the toponym
“United States” is indexed as America@North America@United States). Geo-
graphical coordinates (point-based) for each toponym are also included in the
index with exception to the continent and subcontinent feature types. The fea-
ture types of each toponym disambiguated is also detected and stored (e.g
the toponym “United States” will have the following feature type associated
administrative areas@political areas@countries).
TextualDocumentRetrieval. The textual IRphase is performed retrieving the
top 10,000 documents related to the topic using the TF-IDF, BM25 or InL2 algo-
rithms. The default stopwords in English of the IR engine Terrier are used. This
phase can perform Stemming (Porter’s algorithm) and automatic Query Expan-
sion (QE) using two state-of-the art Query Expansionmodels based onDivergence
From Randomness: Bose-Einstein 1 (Bo1) and Kullback-Leibler (KL) [1]. This
pseudo-relevance feedback option extracts the 40 most informative terms from the
10 top-returned documents in ﬁrst-pass retrieval as the expanded query terms.
Geographical Document Retrieval. Our Geographical Knowledge Base is
used to retrieve geographically relevant documents using the following types
of geographical terms from GIR queries: 1) toponyms (e.g. places names such
as “United States”), 2) feature types (e.g. “cities”, “countries”). The GeoKB
uses a search method over toponyms and feature types that allows to retrieve
all the documents that have a token that matches totally or partially the
toponyms or the feature types. As an example for the case of toponyms, the
keyword America@Northern America@United States will retrieve U.S. places like
Los Angeles, CA, USA and Baltimore, MD, USA (see Table 1). In addition, each
geographical feature type in the query can be expanded using a set of feature
type synonyns and related words that has been manually extracted from the
GNIS feature types.
Geographical Knowledge Re-Ranking. This component re-ranks the doc-
uments retrieved by Terrier using the set of geographically relevant documents
Table 1. Example of full and partial disambiguation.
toponym disambiguation (full or partial)
administrative areas@populated places@cities
Los Angeles America@Northern America@United States@California@Los Angeles
administrative areas@@populated places@cities
Baltimore America@Northern America@Canada@Ontario@Baltimore
America@Northern America@United States@Maryland@Baltimore
America@Northern America@United States@Ohio@Baltimore
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detected by the Geographical Document Retrieval module and returns a set
of 1,000 documents. First, the top-scored documents retrieved by Terrier that
appear in the document set retrieved by the Geographical Document Retrieval
module are selected. Then, if the set of selected documents is less than 1,000,
the top-scored documents retrieved by Terrier that not appear in the document
set of Geographically Relevant documents are used to complete the retrieved set
(changing its ranking and score).
4 Experiments
Several experiments with the full collection of GeoCLEF9 (100 topics) have been
designed to evaluate the relative impact of diﬀerent features (alone and in com-
bination among them) in GIR over some state-of-the-art eﬀectiveness measures.
These experiments will be evaluated with the binary relevance assessments col-
lected with pooling during the GeoCLEF forums (see Table 2 for details about
the relevance assesments).
Table 2. Relevance assesment information about GeoCLEF evaluations
2005 2006 2007 2008
#topics 25 25 25 25
#relevant documents 1,028 378 650 747
#judged documents 14,546 17,964 15,637 14,528
#considered documents 18,000 18,000 18,000 18,000
The baselines to compare are the IR algorithms TF-IDF, BM25, and InL2
with word forms in the indexed collection and the set of queries (topics). These
experiments have been performed with three possible uses of the topics meta-
data: a) title (T), b) title and description (TD), c) title, description and narrative
(TDN) . Several experiments have been performed with the full GeoCLEF col-
lection (100 topics) to evaluate the following system components alone or in
combination: 1) Linguistic Processing features evaluated in isolation or in com-
bination: a) Lemmatization, b) Stemming, c) Lemmatization + stemming, 2)
Automatic Query Expansion: the Bose-Einstein (Bo1) and Kullback-Leibler QE
term weighting models, 3) GeoKR, 4) Linguistic Processing with GeoKR, 5) Lin-
guistic Processing, QE and GeoKR combined. The eﬀectiveness measures chosen
to evaluate the full collection experiments have been the following: Mean Average
Precision, R-Precision. MAP computes the arithmetic mean of average precisions
of all topics. The average precision of each topic is the mean of precisions com-
puted at the rank position of each relevant document retrieved. R-Precision is a
measure that computes the arithmetic mean of precision at R documents for each
9 The GeoCLEF test topics, relevance assesments and the oﬃcial experiments per-
formet at GeoCLEF from 2005 to 2008 can be downloaded at http://direct.dei.
unipd.it/
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topic, being R the number of relevant documents for the topic. Moreover, Pre-
cision at N(5,10,15,20,30,100,200,500,100) plots have been used to show a more
detailed evaluation of the main features in the best system. All these measures
have been applied over the 1,000 top-ranked retrieved documents. Signiﬁcance
testing has been performed using the following tests: two-tailed t-test [14], and
Fisher’s two-sided paired randomization test [15]. Finally, a set of experiments
has been done with the individual GeoCLEF collections of years 2005, 2006,
2007 and 2008 to compute the performance in MAP of the best conﬁgurations
of the full collection. These experiments will be compared with the best run of
each GeoCLEF task.
5 Results
The results of the full GeoCLEF collection experiments are shown in Table
3 and Figure 2. The results of evaluating separately Geographical Knowledge
Re-Ranking, Linguistic Processing (lemmatization, stemming, and the combina-
tion of both), and Query Expansion show that all these processes improve the
Mean Average Precision (MAP) and R-Precision in all the experiments and show
statistical signiﬁcance over the baselines in most of them (see Table 3). All the
experiments that use only the title (T) ﬁeld show statistical signiﬁcance (p-value
< 0.01) in MAP and R-Precision. The experiments with title and description
(TD) obtained statistical signiﬁcance (p-value < 0.01) in MAP (including R-Prec
statistical signiﬁcance with the ones that used the TF-IDF). MAP and RPre-
cision also show statistical signiﬁcance (p-value < 0.01) in all the experiments
that combine Lemmatization with stemming, GeoKB and Query Expansion.
The best results in MAP (0.3116) and R-Precision (0.3142) are obtained with
the InL2 algorithm with Title and Description, and using the following tech-
niques: GeoKR, Lemmatization with Stemming, and Kullback-Leibler Query
Expansion. This conﬁguration and each method tested alone with respect to the
baseline show improvements in Precision at @(5,10,15,20,30,100,200,500,1000)
in the majority of the experiments (see Figure 2). Some conﬁgurations with
GeoKR, Linguistic Processing and Query Expansion have improved the MAP
of the best oﬃcial results at GeoCLEF evaluations of 2005, 2006, and 2007 (see
Table 4). In the evaluation with the GeoCLEF 2008 topics a huge drop in MAP
(with respect to the use of only TD) is found when using the TDN tags. The
textual baseline GeoCLEF 2008 results show a MAP with TDN of 0.1978 which
is signiﬁcantly lower than with T (0.2517) or TD (0.2448).
The narrative terms of the GeoCLEF 2008 topics do not help to improve the
MAP with respect to the T and TD experiments while the use of TD and T is
not aﬀected. This fact lead us to try experiments using TD for textual retrieval
and TDN for GeoKR. This new conﬁguration with improved the MAP and R-
Precision of the best MAP experiment in Table 3 from 0.3116 to 0.3198 (MAP)
and from 0.3095 to 0.3236 (R-Precision).
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Table 3. Results in MAP and R-Precision with the 100 topics of all GeoCLEF collec-
tions using the Title (T), the Title and Description (TD), and the Title, Description,
and Narrative (TDN) ﬁelds of the topics. Results in bold font mark the best results by
ﬁeld tag for each IR algorithm. Underlined results mark the best ones of each kind of
ﬁeld tag. Results in dark grey mark the best eﬀectiveness measure among all ﬁeld types
and IR algorithms. The results marked with * and ** have statistical signiﬁcance for
t-test and randomization tests with p-values < 0.05 and p-values <0.01 respectively.
MAP RPrec
Conﬁguration T TD TDN T TD TDN
TF-IDF (baseline) 0.1938 0.2238 0.2386 0.2040 0.2335 0.2444
+Stemming (S) 0.2642∗∗ 0.2740∗∗ 0.2742∗∗ 0.2678∗∗ 0.2811∗∗ 0.2707∗
+Lemmatization (L) 0.2333∗∗ 0.2573∗∗ 0.2619∗ 0.2379∗∗ 0.2621∗∗ 0.2630
+L+S 0.2631∗∗ 0.2726∗∗ 0.2728∗∗ 0.2680∗∗ 0.2792∗∗ 0.2712 ∗
+Bo1 0.2372∗∗ 0.2541∗∗ 0.2692∗ 0.2462∗∗ 0.2647∗∗ 0.2644
+KL 0.2339∗∗ 0.2531∗∗ 0.2723∗∗ 0.2430∗∗ 0.2620∗∗ 0.2638
+GeoKB 0.2088∗∗ 0.2307∗∗ 0.2485∗∗ 0.2313∗ 0.2520∗ 0.2553∗∗
+S+Bo1 0.2926∗∗ 0.3007∗∗ 0.2908∗∗ 0.2942∗∗ 0.3030∗∗ 0.2779∗
+L+S+Bo1 0.2869∗∗ 0.2977∗∗ 0.2959∗∗ 0.2865∗∗ 0.2997∗∗ 0.2845∗∗
+L+S+Bo1+GeoKB 0.2899∗∗ 0.2988∗∗ 0.3082∗∗ 0.2957∗∗ 0.3066∗∗ 0.3050∗∗
+L+S+GeoKB 0.2647∗∗ 0.2735∗∗ 0.2833∗∗ 0.2700∗∗ 0.2881∗∗ 0.2877∗
+S+KL 0.2954∗∗ 0.3001∗∗ 0.2906∗∗ 0.2900∗∗ 0.3018∗∗ 0.2780∗
+L+S+KL 0.2893∗∗ 0.2987∗∗ 0.2936∗∗ 0.2836∗∗ 0.2967∗∗ 0.2902∗∗
+L+S+KL+GeoKB 0.2898∗∗ 0.2978∗∗ 0.3066∗∗ 0.2922∗∗ 0.3055∗∗ 0.3092∗∗
BM25 (baseline) 0.1935 0.2237 0.2390 0.2030 0.2360 0.24632
+Stemming (S) 0.2653∗∗ 0.2756∗∗ 0.2748∗∗ 0.2678∗∗ 0.2835∗∗ 0.2767∗∗
+Lemmatization (L) 0.2353∗∗ 0.2589∗∗ 0.2624∗ 0.2383∗∗ 0.2626∗ 0.2655
+L+S 0.2643∗∗ 0.2752∗∗ 0.2744∗∗ 0.2702∗∗ 0.2800∗∗ 0.2755∗∗
+Bo1 0.2384∗∗ 0.2635∗∗ 0.2718∗∗ 0.2405∗∗ 0.2640∗ 0.2650∗
+KL 0.2399∗∗ 0.2676∗∗ 0.2743∗∗ 0.2403∗∗ 0.2709∗∗ 0.2630∗
+GeoKB 0.2086∗∗ 0.2312∗∗ 0.2481∗∗ 0.2320 0.2534∗∗ 0.2571∗∗
+S+Bo1 0.2898∗∗ 0.2997∗∗ 0.2908∗∗ 0.2933∗∗ 0.2962∗∗ 0.2836∗
+L+S+Bo1 0.2854∗∗ 0.2951∗∗ 0.2943∗∗ 0.2850∗∗ 0.2908∗∗ 0.2880∗∗
+L+S+Bo1+GeoKB 0.2906∗∗ 0.2983∗∗ 0.3062∗∗ 0.2995∗∗ 0.3037∗∗ 0.3084∗∗
+L+S+GeoKB 0.2661∗∗ 0.2755∗∗ 0.2826∗∗ 0.2715∗∗ 0.2875∗∗ 0.2943
+S+KL 0.2940∗∗ 0.2991∗∗ 0.2907∗∗ 0.2949∗∗ 0.2986∗∗ 0.2853
+L+S+KL 0.2899∗∗ 0.2962∗∗ 0.2916∗∗ 0.2861∗∗ 0.2930∗∗ 0.2910∗∗
+L+S+KL+GeoKB 0.2939∗∗ 0.3002∗∗ 0.3044∗∗ 0.2993∗∗ 0.3084∗∗ 0.3115 ∗∗
InL2 (baseline) 0.1939 0.2240 0.2387 0.2002 0.2348 0.2466
+Stemming (S) 0.2649∗∗ 0.2745∗∗ 0.2753∗∗ 0.2698∗∗ 0.2829∗∗ 0.2739∗∗
+Lemmatization (L) 0.2370∗∗ 0.2612∗∗ 0.2613 ∗ 0.2406∗∗ 0.2741∗∗ 0.2607
+L+S 0.2646∗∗ 0.2749∗∗ 0.2750∗∗ 0.2705∗∗ 0.2789∗∗ 0.2724∗
+Bo1 0.2388∗∗ 0.2595∗∗ 0.2732∗∗ 0.2469∗∗ 0.2612∗ 0.2682
+KL 0.2384∗∗ 0.2592∗∗ 0.2764∗∗ 0.2454∗∗ 0.2658∗∗ 0.2698∗
+GeoKB 0.2078∗∗ 0.2307∗∗ 0.2478∗∗ 0.2310∗∗ 0.2538∗ 0.2536∗∗
+S+Bo1 0.2969∗∗ 0.3052∗∗ 0.2947∗∗ 0.2948∗∗ 0.2995∗∗ 0.2835∗
+L+S+Bo1 0.2949∗∗ 0.3067∗∗ 0.2967∗∗ 0.2933∗∗ 0.3010∗∗ 0.2884∗∗
+L+S+Bo1+GeoKB 0.2974∗∗ 0.3052∗∗ 0.3092∗∗ 0.3029∗∗ 0.3106∗∗ 0.3060∗∗
+L+S+GeoKB 0.2663∗∗ 0.2745∗∗ 0.2830∗∗ 0.2701∗∗ 0.2875∗∗ 0.2893
+S+KL 0.3001∗∗ 0.3041∗∗ 0.2973∗∗ 0.2948∗∗ 0.3029∗∗ 0.2882∗∗
+L+S+KL 0.2978∗∗ 0.3061∗∗ 0.2987∗∗ 0.2988∗∗ 0.3109∗∗ 0.2904∗∗
+L+S+KL+GeoKB 0.2976∗∗ 0.3047∗∗ 0.3116∗∗ 0.3037∗∗ 0.3142∗∗ 0.3085∗∗
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Fig. 2. Precision at N plots of the InL2 IR algorithm with diﬀerent sets of features and
the GeoCLEF collection (100 topics) using the Title (T), the Title and Description
(TD), and the Title, Description, and Narrative (TDN) ﬁeld tags of the topics.
Table 4. MAP at 1,000 documents with the best conﬁgurations for the full collection
applied to each GeoCLEF Monolingual English task. Includes the best oﬃcial results
(in MAP) at GeoCLEF evaluations.
Base Conﬁguration MAP
InL2+S+L+GeoKR GeoCLEF 2005 GeoCLEF 2006 GeoCLEF2007 GeoCLEF2008)
best oﬃcial results 0.3936 [8] 0.3034 [11] 0.2850 [4] 0.3037 [17]
+Bo1(T) 0.3823 0.2573 0.2875 0.2624
+KL(T) 0.3881 0.2555 0.2853 0.2616
+Bo1(TD) 0.3863 0.2797 0.2843 0.2710
+KL(TD) 0.3898 0.2781 0.2809 0.2697
+Bo1(TDN) 0.3921 0.3303 0.2937 0.2208
+KL(TDN) 0.3974 0.3390 0.2924 0.2178
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6 Conclusions
This paper describes and evaluates the use of Geographical Knowledge Re-
Ranking, Linguistic Processing, and Query Expansion techniques to improve
Geographical Information Retrieval eﬀectiveness. The evaluation has been per-
formed with the full GeoCLEF GIR test collections for English, which include
stories from The Glasgow Herald (1995) and the Los Angeles Times (1994) news-
papers and a set of 100 topics. Evaluated separately each one of these methods has
improved the MAP and R-Precision showing statistical signiﬁcance with respect
to the standard IR baselines TF-IDF, BM25 and InL2 in most of the experiments.
The best results in MAP and R-Precision are obtained with the InL2 algorithm
using the following techniques: Geographical Knowledge Re-Ranking, Lemmati-
zation with Stemming, and Kullback-Leibler Query Expansion. Some conﬁgura-
tions withGeographical Knowledge Re-Ranking, Linguistic Processing andQuery
Expansion have improved the MAP of the best oﬃcial results at GeoCLEF eval-
uations of 2005, 2006, and 2007. The Geographical Knowledge Re-Ranking app-
roach presented has its limitations and there is room for improvements, specially
in the Toponym Recognition and Disambiguation processes. Due to the fact that
the Toponym Disambiguation heuristics employed were context independent and
gave more importance to some speciﬁc toponyms and feature types it is expected
that the approach could have diﬃculties with more locally oriented news and texts
in which the disambiguation is more diﬃcult. Further work should be to design
and test context aware heuristics that could adapt to diﬀerent kind of documents.
Regarding the adaptability of the techniques to other languages, it is expected
that these techniques will work with the same kind of texts but the coverage of
the gazetteer for the new language should be checked. Further work also includes
the change of the NLP and NERC phases for a Geonames Gazetteer lookup of
tokens and evaluate the performance of both methods.
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