Background {#Sec1}
==========

In clinical trials for drug developments, the outcome variables often involve longitudinal repeated measurements. In these trials, the primary statistical analyses usually compare the responses from experimental treatments with a control treatment at the end of a follow-up period. However, during the follow-up period, dropouts or missing data often arise, and may seriously influence the validity and precision of the statistical inference. Conventionally, simple imputation methods such as LOCF (last observation carried forward) had been adopted to handle these problems, but these ad-hoc approaches have been known to provide biased results and possibly produce erroneous conclusions \[[@CR1], [@CR2]\]. Recently, regulatory guidelines concerning missing data problems in clinical trials have been issued \[[@CR1], [@CR3], [@CR4]\], and these invalid practices are rapidly substituted by more sophisticated methods. The mixed effects model \[[@CR5], [@CR6]\], especially known as the MMRM (mixed effects model for repeated measures) \[[@CR7]\], is one of these methods and has been widely adopted for primary analyses of recent clinical trials in drug developments, which allows for valid statistical inference based on the direct likelihood approach under the missing at random (MAR) assumptions \[[@CR5], [@CR6]\].

The mixed effects model are increasingly used in the context of evidence synthesis as well. Recent advances of clinical trials data sharing systems (e.g., [ClinicalStudyDataRequest.com](http://clinicalstudydatarequest.com), the YODA project) have enabled evidence synthesis of large individual participant level datasets and explorations of effect modifiers that are useful to predict the response or lack of response to particular treatments, because the powers of treatment-by-covariate interaction tests increasingly gain using rich statistical information from multiple clinical trials \[[@CR8], [@CR9]\]. However, there are additional complexities in the individual participant data (IPD) meta-analysis to synthesize longitudinal trial datasets based on the mixed effects models, due to the longitudinal nature of the datasets. The most important issue is about addressing correlations among different time points in the repeated measurements and the between-studies heterogeneity. In the IPD meta-analyses of ordinary univariate regression models such as analysis of covariance (ANCOVA) models, the synthesizing analyses can be simply implemented by multivariate meta-analysis \[[@CR10], [@CR11]\], but for the mixed effects models, the between-studies heterogeneity should be adequately considered not only for the fixed effects coefficients, but also for the variance-covariance parameters, simultaneously. In addition, to use the statistical information among multiple trials maximally, we should consider the correlations among the estimators of model parameters to gain efficiency. In the IPD meta-analyses using mixed effects models, Ishak et al. \[[@CR12]\] considered to aggregate only summarized data of each time point, but their methods do not use the correlation information. Also, Jones et al. \[[@CR13]\] proposed to implement IPD meta-analyses of longitudinal data using mixed effects models, but their methods only assumed fixed effects models for the regression coefficient parameters, and the heterogeneity among the studies was not considered. In existing IPD meta-analyses, these problems have also not been addressed and fixed effects models that assume no heterogeneity have been usually used.

In this article, we provide a valid and efficient method for IPD meta-analyses using the mixed effects models that adequately address the between-studies heterogeneity using random effects models. We especially show the ordinary one-step methods have practical difficulties on computations and modellings of the heterogeneity, and we provide a two-step approach as an alternative effective procedure to overcome these problems. We will show that the two-step method can effectively circumvent the modellings of the between-studies heterogeneity of the variance-covariance parameters and provides valid and efficient estimators for the regression coefficient parameters, which are the primary objects of interests. In addition, these methods can be easily implemented using standard statistical software, and have advantages to synthesize IPD from different sources of clinical trial datasets (e.g., from different platforms of clinical trial data sharing systems). We also demonstrate the effectiveness of these methods via simulation studies and a real data application to an IPD meta-analysis of clinical trials for new generation antidepressants \[[@CR14]\].

Methods {#Sec2}
=======

Mixed effects models for longitudinal data {#Sec3}
------------------------------------------

We consider a meta-analysis of *N* longitudinal clinical trials with *n*~*i*~ individual participants within the *i*th trial (*i* = 1, ... , *N*). Let *Y*~*ijt*~ be continuous repeated measurement outcome of *t*th time point of participant *j* in trial *i*, (*j* = 1, ... , *n*~*i*~; *t* = 1, ... , *T*), possibly to be missing at some points. Note that the time points planned to be measured the outcome variables are uncommon across the *N* trials, we can formally regard these unmeasured time point data as 'missing' without loss of generality.

At first, we discuss linear mixed effect models \[[@CR5], [@CR6]\] for the analysis of individual trials separately,$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\boldsymbol{V}}_{ij}={\boldsymbol{Z}}_{ij}\boldsymbol{D}{\boldsymbol{Z}}_{ij}^T+{\boldsymbol{\Sigma}}_i $$\end{document}$. The model parameters can be estimated by maximum likelihood (ML) or restricted maximum likelihood (REML) methods \[[@CR6]\]; we suppose to use the REML estimator here owing to its theoretical property \[[@CR6], [@CR15]\]. If missing outcome data are involved, these likelihood-based inference methods provide valid statistical inference results under MAR assumptions \[[@CR5], [@CR6]\], and thus the linear mixed models have been widely adopted in longitudinal data analyses. In addition, recently, owing to the developments of regulatory guidelines concerning missing data treatments in clinical trials \[[@CR3], [@CR4]\], the mixed effects models have been increasingly popular. Especially, an alternative parameterized model named as MMRM \[[@CR7]\] has been adopted for primary analyses of many clinical trials, which directly models the marginal distribution of ***Y***~*ij*~'s and parameterize the covariance matrix ***V***~*ij*~ not specifying ***D*** and **Σ**~*i*~. The primary objects of interests are usually the fixed effects parameters, and we have rather little interests in the variance-covariance parameters in these clinical trials \[[@CR16], [@CR17]\]. Thus, through the re-parameterization to the marginal covariance matrix ***V***~*ij*~, possible model misspecifications concerning the random effects structures might be effectively circumvented in the statistical inference. The procedures of statistical analyses and their theoretical properties are identical between the two parameterized models, so we conduct the following discussions using the former model (1) in this article.

IPD meta-analyses based on the mixed effects models {#Sec4}
---------------------------------------------------

Based on the mixed effects model (1), IPD meta-analysis can be implemented in a straightforward manner. Jones et al. \[[@CR13]\] proposed a fixed effects model with an assumption the regression coefficients ***β***~*i*~'s are common across the *N* trials using both of one-step and two-step approaches. However, the between-studies heterogeneity is an essential issue to be addressed in modern evidence synthesis researches \[[@CR9]\], so the random effects models are preferred in general \[[@CR9], [@CR18]\]. While, there are several crucial problems to be addressed in applying them to the mixed effects models for IPD meta-analysis:

1\. When we consider the heterogeneity across studies, we should adequately address the heterogeneities for both of the fixed effects and variance-covariance parameters in the synthesizing analyses. A straightforward approach would be to model these parameters as random effects, the joint random effects model for ***b***~*ij*~ and the components of ***V***~*ij*~. This strategy would also require complicated computations that cannot be implemented in standard statistical packages, and we should completely specify the statistical model without any misspecifications in order to assure the consistency of parameter estimation for fixed effects. Besides, we have little interests in the heterogeneities of variance-covariance parameters, i.e., the components of ***V***~*ij*~ in the longitudinal clinical trials \[[@CR16], [@CR17]\].

2\. In most of meta-analyses of longitudinal trials, the time-points to be planned to collect outcome measurements are not common across studies. In the mixed effects model analyses, the time variables are often treated as factor variables (especially for the MMRM analyses \[[@CR19]\]), and then all of the outcome variables at several time points are possibly missing (unmeasured) in some studies. In these cases, when we conduct a one-step random meta-analysis using standard statistical packages (e.g., PROC MIXED in SAS, lme4 \[[@CR20]\] for R), the statistical model can be partially not identifiable, i.e., we cannot obtain the model estimates.

Given these problems, there are practical difficulties in implementing ordinary one-step IPD meta-analyses. Note that for the first problem, Jones et al. \[[@CR13]\] proposed another approach to modelling the variance-covariance parameters as different parameters across studies in their fixed effects model framework, but these approaches are not implementable using standard packages. In addition, this problem has not been usually considered in many existing IPD meta-analyses, possibly due to its practical difficulties, and common variance-covariance structures have usually been assumed. Besides, the second issue can be resolved by making an original program that maximises the (restricted) likelihood function that assumes different regression functions across the studies (and possibly different random effects structures), but it requires usually large efforts in making the complicated original programs in case-by-case practices.

Two-step marginal multivariate random effects analyses {#Sec5}
------------------------------------------------------

To circumvent the complicated modelling problems and computational difficulties, we provide an alternative two-step approach for IPD meta-analyses based on the mixed effects models. Our proposition is to divide the model parameters into two components, fixed effects parameters and variance-covariance parameters, and to conduct synthesis analyses after obtaining study-specific aggregated statistics separately. Because we have little interests in the random effects in these clinical trials and the mixed effects models are typically designed to assess fixed effects \[[@CR16], [@CR17]\], here we specifically focus on the synthesis analyses for the fixed effects parameters. As noted later, the same method can be adapted to the synthesis analyses of the variance-covariance parameters. The computations are easily implementable, but we can show the resultant inference is valid and efficient, and that its theoretical properties do not depend on any heterogeneous structures of within-studies variance-covariance parameters.

We describe the procedure as follows.**Step-1.** Analyse the IPD from *N* longitudinal trials separately, using the mixed effects models (1), and obtain the REML estimates of the model parameters ($\documentclass[12pt]{minimal}
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Inference concerning the model parameters (***μ***, **Ω**) can be conducted using the log likelihood or the restricted log likelihood functions \[[@CR21], [@CR22]\],$$\documentclass[12pt]{minimal}
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The computation of Step-1 is straightforwardly conducted using standard packages for linear mixed models, e.g., PROC MIXED in SAS, lme4 \[[@CR20]\] for R. Also, Step-2 can be also simply implemented using existing packages for multivariate meta-analyses, e.g., mvmeta for Stata \[[@CR23], [@CR24]\] and R \[[@CR25]\].

The resultant estimators of (***μ***, **Ω**) have the following properties.

### Remark A {#Sec6}

There are no efficiency losses regardless of dropping the within-studies variance-covariance information of ($\documentclass[12pt]{minimal}
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                \begin{document}$$ {\widehat{\boldsymbol{D}}}_i,{\widehat{\boldsymbol{\Sigma}}}_i $$\end{document}$) in the multivariate meta-analysis models (2) for inferences of (***μ***, **Ω**), i.e., the ML and REML estimators of (***μ***, **Ω**) on the multivariate meta-analysis models (2) are the most efficient estimators, and their efficiency bound is equivalent to that of the one-step estimators for the completely specified correct model.

This property is assured because the ML and REML estimators of ***β***~*i*~ and (***D***~*i*~, **Σ**~*i*~) are orthogonal \[[@CR6]\] in the sense of Cox and Reid \[[@CR26]\], i.e., the non-diagonal submatrices of the information matrix of mixed model (1) are zero-matrices. Therefore, the statistical information of ($\documentclass[12pt]{minimal}
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                \begin{document}$$ {\widehat{\boldsymbol{D}}}_i,{\widehat{\boldsymbol{\Sigma}}}_i\Big) $$\end{document}$ does not contribute to synthesizing ***β***~***i***~'s when we conduct one-step IPD meta-analyses under the completely specified correct model. Thus, fully efficient estimator of (***μ***, **Ω**) can be obtained via the two-step method above, even if the statistical information of (***D***~*i*~, **Σ**~*i*~) are dropped. This property is confirmed in the simulation studies in Section 3.

### Remark B {#Sec7}

When the heterogeneity for the variance-covariance parameters of (***D***~*i*~, **Σ**~*i*~) is modelled by a random effects model *G*(***D***, **Σ**), we can obtain the consistent and fully efficient estimator of (***μ***, **Ω**) using the two-step method under any distribution form of *G*(***D***, **Σ**).

Note this property is important that it assures the validity and optimality of the two-step method without modelling the random effects model *G*(***D***, **Σ**) explicitly, even if there exists substantial heterogeneity for the variance-covariance parameters. This property is assured because the ML and REML estimators of ***β***~*i*~ and (***D***~*i*~, **Σ**~*i*~) are orthogonal as the same arguments with Remark A. Besides, if we adopt the one-step approach, we should completely specify the joint random effects distributions of ***β***~*i*~ and (***D***~*i*~, **Σ**~*i*~) correctly to assure the consistency. These parametric assumptions are also not substantial objects of interests in the evaluations of treatment effects. Through the two-step approach, we can effectively circumvent the unnecessary additional complicated assumptions as well as the computational efforts in practices.

In addition, in IPD meta-analyses of longitudinal clinical trials, the time-points of outcome measurements are possibly uncommon across studies. As mentioned regarding the second issue in the previous section, when the time variables are often treated as factor variables (e.g., for the typical MMRM analyses \[[@CR19]\]), the one-step approach has practical and computational difficulties.

### Remark C {#Sec8}

For synthesis of longitudinal clinical trials in which time-points of outcome measurements are possibly uncommon, we can apply the two-step approach formally via dropping the corresponding time-points variables in Step-1. Then, in Step-2, the corresponding components of $\documentclass[12pt]{minimal}
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The missing problems are common not only in two-step IPD meta-analysis, but in various multivariate meta-analysis, and have been extensively discussed in previous papers \[[@CR21], [@CR22]\]. Accordingly, in many software packages for multivariate meta-analysis \[[@CR23]--[@CR25]\], the standard modules can treat these partially missing outcomes adequately. Usually, these packages conduct available data analyses based on direct likelihood methods \[[@CR23], [@CR24]\].

In addition, in some cases, we can obtain the IPD for multiple clinical trials from different platforms of clinical trial databases. Recently, the clinical trial data sharing has been increasingly advanced \[[@CR27], [@CR28]\], and researchers can access the IPD of clinical trials for scientific research purposes, e.g., via [ClinicalStudyDataRequest.com](http://clinicalstudydatarequest.com). However, in many platforms, the users cannot download the datasets and can only analyse on the remote accesses on the platform, in which case the IPD can only be analysed separately. In such cases, the one-step IPD meta-analyses cannot be conducted, but the two-step approaches can still be applied as valid and efficient procedure. In analysing longitudinal trial datasets, the two-step marginal synthesis method would be an effective strategy for evaluating treatment effects and interactions of the candidates of effect modifiers.

Results {#Sec9}
=======

Simulation studies {#Sec10}
------------------

We conducted simulation studies to evaluate the validity and efficiency of the proposed method under practical IPD meta-analysis scenarios. In this context, validity corresponds to the accuracy of point estimation, standard error (SE) evaluation, and the coverage rate of the confidence interval (CI). In addition, the efficiency corresponds to the precision of estimation and the power of statistical test.

### Simulation 1 {#Sec11}

First, we conducted simulations to evaluate the efficiency of two-step marginal multivariate meta-analysis approach. In particular, we would evaluate the equivalence of the two-step marginal method and the fully efficient one-step IPD meta-analysis. Simulation data were generated as three time-points longitudinal data, following the mixed effects model involving two-way interactions,$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {Y}_{ij t}={b}_{ij}+{\beta}_{i1}+{\beta}_{i2} trea{t}_{ij}+{\beta}_{i3} tim{e}_{2, ij}+{\beta}_{i4}{time}_{3, ij}+{\beta}_{i5}{z}_{ij}+{\beta}_{i6} trea{t}_{ij}\times tim{e}_{2, ij}+{\beta}_{i7} trea{t}_{ij}\times tim{e}_{3, ij}+{\beta}_{i8} tim{e}_{2, ij}\times {z}_{ij}+{\beta}_{i9} tim{e}_{3, ij}\times {z}_{ij}+{\beta}_{i10}{treat}_{ij}\times {z}_{ij}+{\varepsilon}_{ij t} $$\end{document}$$where *b*~*ij*~ is a random intercept for the *j*th participant of *i*th trial following *N*(0,4.5^2^) and *ε*~*ijt*~ is the random error for the *t*th visit of *j*th participant of *i*th trial following *N*(0,3.2^2^), *treat*~*ij*~ is a binary variable indicating treatment group. *time*~2,\ *ijt*~ and *time*~3,\ *ijt*~ are dummy variables indicating time-points of 2nd and 3rd visits, respectively (reference is the 1st visit). The parameter settings were mimicked to the Furukawa et al. \[[@CR14]\]'s example in Section 4. *z*~*ij*~ is a covariate variable that is a candidate to be an effect modifier, which is a measurement that is associated with response or lack of response to a particular therapy. The two-way interaction terms represent the potential usefulness of *z*~*ij*~ as an effect modifier. Following the mixed effects model (3), we generated *N* longitudinal clinical trial datasets, for *N* = 5, 10, 15, and 20. In addition, the number of participants of each trial was generated from a discrete uniform distribution on \[50, 500\].

In these first simulation studies, the primary purpose is to assess the validity and efficiency of the two-step approach provided in Section 2. Also, we would evaluate the equivalence of the two-step marginal method and the fully efficient one-step IPD meta-analysis. At first, to circumvent the discussions to be complicated, we assumed there was no heterogeneity for ***β***~*i*~ and (***D***~*i*~, **Σ**~*i*~) among the *N* trials, which is a special case of the fixed effects models considered by Jones et al. \[[@CR13]\]. In other words, all ***β***~*i*~ (*i* = 1, ... , *N*) are equal to the grand mean ***μ***. The parameter settings of ***μ*** were also mimicked to the Furukawa et al. \[[@CR14]\], *μ*~1~ =  − 0.04, *μ*~2~ =  − 0.14, *μ*~3~ = 1.56, *μ*~4~ = 0.83, *μ*~5~ =  − 0.46, *μ*~6~ = 0.57, *μ*~7~ = 0.14, *μ*~8~ = 0.15,  *μ*~9~ = 0.05, *μ*~10~ =  − 0.06. Under these settings, we conducted 10,000 simulations, and we analyzed the simulated datasets using the one-step method by the correctly specified mixed effects model and the two-step multivariate meta-analysis approach in Section 2.

The results are presented in Table [1](#Tab1){ref-type="table"}. We presented empirical means and SE of the regression coefficient estimates, means of the SE estimates ($\documentclass[12pt]{minimal}
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### Simulation 2 {#Sec12}

Second, we conducted other simulations to evaluate the validity of the two-step random effects multivariate meta-analysis approaches under substantial heterogeneity of ***β***~*i*~ as well as (***D***~*i*~, **Σ**~*i*~)**,** among *N* longitudinal trials. We considered the mixed effects models (3) for individual trials, and additionally considered heterogeneity of ***β***~*i*~ and (***D***~*i*~, **Σ**~*i*~). We considered a compound symmetry structure for **Ω**, which assumes a common variance among all of the components of ***β***~*i*~, *β*~*ik*~\~*N*(*μ*~*k*~, *τ*^2^), *k* = 1, ... , 10, where *τ*^2^ = 0.10, 0.20. We assumed no correlations among *β*~*ik*~s, and also assumed heterogeneity among the random effects distributions of *b*~*ij*~\~*N*(0, *ζ*^2^), where *ζ* is generated from a continuous uniform distribution on \[2.5, 9.0\]. We considered two settings: (a) outcome variables are measured on all three time-points, and (b) outcome variables are measured on two time-points for 40% of trials and on three time-points for the remaining 60% trials.

Under these conditions, the two-step approach can be easily implemented using standard statistical packages. Again, note that the two-step method does not require modelling of the heterogeneity structures of (***D***~*i*~, **Σ**~*i*~)**,** and the validity and efficiency of the inference are assured under any heterogeneous structures of (***D***~*i*~, **Σ**~*i*~). Besides, to implement valid inference using one-step approach, we should adopt the correct statistical model involving the random effects distributions for both of ***β***~*i*~ and (***D***~*i*~, **Σ**~*i*~). One ad-hoc approach uses a Bayesian hierarchical modelling involving random effects models, but it requires complicated computations using special software (e.g., OpenBUGS \[[@CR29]\]).

The simulation results are presented in Tables [2](#Tab2){ref-type="table"} and [3](#Tab3){ref-type="table"}, which correspond to the settings (a) and (b) respectively. We conducted 10,000 simulations and provided the same outputs as Table [1](#Tab1){ref-type="table"}. We considered 6 scenarios, setting *N* = 5, 10, or 15 and *τ*^2^ = 0.10 or 0.20. The results also showed unbiasedness of the two-step estimates under all of the scenarios. In addition, the validities of SE estimation and CIs (inversely, the sizes of the corresponding statistical tests) could be confirmed. Again, note that we only took parametric assumptions for the random effects distribution of ***β***~*i*~ and no restrictive assumptions concerning the heterogeneity of (***D***~*i*~, **Σ**~*i*~). The validity of the two-step method was demonstrated under the flexible and weak assumptions. The efficiency is not compared with those of the one-step methods here, but the equivalence is theoretically assured (Remark B).Table 2Results for the simulation 2(a): outcome variables were measured on all three time-points*N* = 5*N* = 10*N* = 15*τ*^2^ = 0.10*τ*^2^ = 0.20*τ*^2^ = 0.10*τ*^2^ = 0.20*τ*^2^ = 0.10*τ*^2^ = 0.20*μ*~2~ = 0.14 Mean0.1410.1440.1410.1440.1450.143 SE0.6940.7090.6940.7090.5640.565 $\documentclass[12pt]{minimal}
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Applications to IPD meta-analysis for new generation antidepressants {#Sec13}
--------------------------------------------------------------------

To illustrate our method, we analyzed the dataset from an IPD meta-analysis for new generation antidepressants by Furukawa et al. \[[@CR14]\] The authors conducted IPD meta-analysis from four placebo-controlled, double-blinded randomized clinical trials (1482 participants) for patients undergoing acute phase treatment for major depression. The outcome variable was the change score on the 17-item Hamilton Rating Scale for Depression (HRSD) or the Montgomery-Asberg Depression Rating Scale (MADRS). In their analyses, the latter was converted into the former using the conversion algorithm based on the item response theory \[[@CR30]\]. In particular, the authors investigated whether the baseline depression severity modifies the efficacy of the antidepressants using IPD meta-analysis. The outcome measurements were repeatedly measured at several time-points in the four trials, but the time-points at which the outcome variables were planned to be measured were not common across the four trials.

We considered the following mixed effects model on 1st, 2nd, 4th and 6th weeks involving two-way interaction terms based on the model (1),$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {Y}_{ij t}={b}_{ij}+{\beta}_{i1}+{\beta}_{i2} trea{t}_{ij}+{\beta}_{i3}{week}_{1, ij}+{\beta}_{i4}{week}_{2, ij}+{\beta}_{i5}{week}_{4, ij}+{\beta}_{i6}{z}_{ij}+{\beta}_{i7} trea{t}_{ij}\times {week}_{1, ij}+{\beta}_{i8} trea{t}_{ij}\times {week}_{2, ij}+{\beta}_{i9} trea{t}_{ij}\times {week}_{4, ij}+{\beta}_{i10}{week}_{1, ij}\times {z}_{ij}+{\beta}_{i11}{week}_{2, ij}\times {z}_{ij}+{\beta}_{i12}{week}_{4, ij}\times {z}_{ij}+{\beta}_{i13}{treat}_{ij}\times {z}_{ij}+{\varepsilon}_{ij t} $$\end{document}$$where *week*~1,\ *ij*~, *week*~2,\ *ij*~ and *week*~4,\ *ij*~ are dummy variables for the time points (reference: 6th week). We first attempted a one-step random effects meta-analysis that modelled all of the regression coefficients as random effects among the 4 trials, but the REML estimate was not computable using standard statistical packages. There might also be between-studies heterogeneity for the variance-covariance parameters, which was not modelled in this analysis. Thus, we provided the results of a one-step fixed effects meta-analysis only consider correlations of repeated measured outcomes among different time points within individual participants. The REML estimates, 95% CI, and *P*-values are presented in Table [4](#Tab4){ref-type="table"}.Table 4Results of the IPD meta-analysis of 4 clinical trials for new generation antidepressantsOne-step method (Fixed effects model)Two-step method (Fixed effects model)Two-step method (Random effects model)Estimate95%CI*P*-valueEstimate95%CI*P*-valueEstimate95%CI*P*-value*μ* ~1~2.100−0.4074.6060.1011.353−0.8843.5900.236−0.040−2.3132.2340.973*μ* ~2~−0.029−2.8132.7550.9840.284−2.1832.7500.8220.193−2.3112.6970.880*μ* ~3~2.8291.5744.084\<  0.0012.7901.5374.043\<  0.0012.9331.6604.207\<  0.001*μ* ~4~1.8650.6043.1250.0041.8120.5533.0720.0051.5760.2972.8560.016*μ* ~5~0.979−0.2892.2470.1300.985−0.2822.2520.1280.846−0.4422.1340.198*μ* ~6~−0.547−0.663−0.430\<  0.001−0.511−0.615−0.407\<  0.001−0.456−0.571−0.341\<  0.001*μ* ~7~1.0220.4871.558\<  0.0011.0190.4861.551\<  0.0011.0810.5441.618\<  0.001*μ* ~8~0.5510.0141.0880.0440.5360.0021.0710.0490.5770.0381.1150.036*μ* ~9~0.110−0.4310.6510.6890.104− 0.4350.6420.7050.141−0.4020.6840.610*μ* ~10~0.1930.1370.249\<  0.0010.1960.1400.251\<  0.0010.1890.1160.261\<  0.001*μ* ~11~0.1380.0820.194\<  0.0010.1410.0850.197\<  0.0010.1500.0770.222\<  0.001*μ* ~12~0.045−0.0110.1020.1170.045−0.0110.1020.1150.049−0.0240.1230.185*μ* ~13~−0.046−0.1750.0820.479−0.063−0.1770.0510.278−0.066−0.1900.0580.294

Next, we conducted IPD meta-analyses using the two-step approach based on the REML estimates of the fixed effects coefficients of the 4 trials. In the multivariate random effects meta-analysis models, we considered several assumptions for between-studies variance-covariance structures **Ω**, and the fitting of the candidate models was evaluated using the Bayesian information criterion (BIC) \[[@CR31]\]. The best fitting model was the compound symmetry model (BIC = 125.73), whereas for the fixed effects model, BIC = 316.89.

In Table [3](#Tab3){ref-type="table"}, we also provided the results of two-step multivariate meta-analysis of the fixed effects model and the random effects model using the compound symmetry model. In the random effects model, the between-studies SD estimate was 0.047 and the between-studies correlation coefficient was 0.064. The results for the fixed effects model analyses using one-step and two-step approaches were consistent, which was expected as described in Remark A. However, note that even if there was between-studies heterogeneity for the variance-covariance parameters, the two-step approach provides valid inference results. Besides, comparing the fixed and random effects two-step analyses, the coefficient estimates were somewhat different. In addition, the SE estimates of the fixed effects coefficients were larger for the random effects model, indicating that uncertainty might be larger when using this model. Considering the simulation results, even when there is substantial heterogeneity in ***β***~*i*~s, the two-step random effects approach provides valid inference results. The interaction tests of *β*~*i*13~ were not significant by significance level of 5% for any of the three models, consistent with the original analyses of Furukawa et al. \[[@CR14]\], but these tests should be the most powerful under the assumption that the statistical models were correct.

Discussion {#Sec14}
==========

IPD meta-analysis is becoming increasingly popular in recent medical studies, especially as an effective approach for exploring effect modifiers for precision medicine \[[@CR8]\]. Given recent trends in clinical trial data sharing \[[@CR27], [@CR28]\], the practical values of these methodologies are bound to increase in future studies. The efficiencies of the one-step and two-step approaches have also been discussed for IPD meta-analyses based on the conventional ANCOVA, logistic and Cox regression models \[[@CR32]\]. Besides, as noted above, IPD meta-analyses using the mixed effects models involve more complicated problems, which should address the heterogeneity of variance-covariance structures of random effects distributions. In this paper, we presented a flexible two-step method that can effectively circumvent these difficulties, and demonstrated its validity and efficiency.

In the simulation studies, the coverage rates of 95% CIs for the random effects model retained nearly at the nominal level, but previous studies showed that SE are possibly underestimated under small *N* settings in random effects meta-analyses, and the standard CIs can have serious undercoverage properties \[[@CR33]--[@CR36]\]. In the simulation studies, the proper coverage properties are possibly caused by the adoption of a compound symmetry structure for the heterogeneity covariance matrix **Ω**. In multivariate meta-analyses, when the heterogeneity variances are assumed to be common across different outcomes (this assumption is often adopted in network meta-analysis \[[@CR37], [@CR38]\]), the statistical information across the different outcomes can be shared for the common parameter estimation, so the accuracy is generally gained. When we adopted different variance assumptions for **Ω**, the CIs had undercoverage property under small *N* setting (data not shown). Note that several improved methods for addressing the undercoverage property have been developed, e.g., the Kenward-Roger method \[[@CR39]\] and the Bartlett-type corrections \[[@CR40]\].

In this paper, we discussed the linear mixed effects models for continuous Gaussian outcome variables, but the two-step approach can be similarly adapted to the generalized linear mixed effects models for non-Gaussian outcome variables \[[@CR41]\] and the frailty models for survival outcome variables \[[@CR42]\]. For these outcome variables, it should be noted that there are possibly correlations between the estimators of fixed effects coefficients and variance-covariance parameters. Thus, the two-step analyses may cause losses of efficiency on the inferences. However, the two-step approach does not require parametric assumptions for heterogeneities for the within-studies variance-covariance parameters, and validity of the inference is generally assured. In addition, this method can be easily implemented using standard statistical packages. Therefore, the two-step marginal approach would also be an effective solution for these settings. Further research is warranted to evaluate the expansion of the two-step model to these settings.

Conclusions {#Sec15}
===========

The two-step approach is an effective method for synthesizing the regression coefficient parameters efficiently for IPD meta-analyses of longitudinal clinical trials. Using this method, modelling of heterogeneities of the within-studies variance-covariance parameters can be effectively circumvented without additional parametric assumptions, which are not of primary interests in the analyses of these clinical trials \[[@CR16], [@CR17], [@CR19]\]. If we adopt the one-step approach to modelling the heterogeneity, complicated modelling is required and the validity is possibly violated if the adopted model is misspecified. Based on the relaxed assumptions of the two-step approach, we can implement efficient inferences for the treatment effects and interactions. In addition, the two-step approach has advantages for implementations because it can be easily performed using standard statistical packages \[[@CR23]--[@CR25]\]. It can also be effectively applied to IPD meta-analyses using clinical trials data sharing systems in which individual trials can only be analyzed separately.
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