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Abstract
We introduce an interpolation between Euler integral and Laplace integral: Euler-Laplace integral. We
establish a combinatorial method of constructing a basis of the rapid decay homology group associated to
Euler-Laplace integral with a nice intersection property. This construction yields a remarkable expansion
formula of cohomology intersection numbers in terms of GKZ hypergeometric series. As an application,
we obtain closed formulas of the quadratic relations of Aomoto-Gelfand hypergeometric functions and
their confluent analogue in terms of bipartite graphs.
Keywords—GKZ hypergeometric systems, Integral representations, Twisted Gauß-Manin connections,
Rapid decay homology groups, (Co)homology intersection numbers, Aomoto-Gelfand hypergeometric sys-
tems
1 Introduction
In this paper, we focus on the integral of the following form:
fΓ(z) =
∫
Γ
eh0(x)h1(x)
−γ1 · · ·hk(x)−γkxcω, (1.1)
where hl(x; z) = hl,z(l)(x) =
∑Nl
j=1 z
(l)
j x
a(l)(j) (l = 0, . . . , k) are Laurent polynomials in torus variables x =
(x1, . . . , xn), γl ∈ C and c = t(c1, . . . , cn) ∈ Cn×1 are parameters, xc = xc11 . . . xcnn , Γ is a suitable integration
cycle, and ω is an algebraic relative n-form which has poles along D = {x ∈ Gnm | x1 . . . xnh1(x) . . . hk(x) =
0}. As a function of the independent variable z = (z(l)j )j,l, the integral (1.1) defines a hypergeometric
function. We call the integral (1.1) the Euler-Laplace integral representation.
We can naturally define the twisted de Rham cohomology group associated to the Euler-Laplace integral
(1.1). We set N = N0 + · · · + Nk Gnm = Spec C[x±1 , . . . , x±n ], and AN = Spec C[z(l)j ]. For any z ∈ AN ,
we can define an integrable connection ∇z = dx + dxh0 ∧ −
∑k
l=1 γl
dxhl
hl
∧ +∑ni=1 ci dxixi ∧ : OGnm(∗D) →
Ω1Gnm(∗D). Setting U = Gnm \ D, the algebraic de Rham cohomology group H
∗
dR (U ; (OU ,∇z)) is defined
as the hypercohomology group H∗
(
Gnm; (· · · ∇z→ Ω•Gnm(∗D)
∇z→ · · · )
)
. Under a genericity assumption on the
parameters γl and c, we have the vanishing result H
m
dR (U ; (OU ,∇z)) = 0 (m 6= n). Moreover, we can define
a perfect pairing 〈•, •〉ch : HndR (U ; (OU ,∇z)) × HndR (U ; (O∨U ,∇∨z )) → C which is called the cohomology
intersection form (see (4.4) and the proof of Theorem 8.1). The main result of this paper (Theorem 8.1) is
on the explicit formula of the cohomology intersection number.
In order to extract the information of the cohomology intersection number from (1.1), it is important
to observe that (1.1) satisfies a special holonomic system called GKZ system introduced by I.M.Gelfand,
M.I.Graev, M.M.Kapranov, and A.V.Zelevinsky ([GGZ87], [GZK89]). Let us recall the definition of GKZ
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system. The system is determined by two inputs: an d× n (d < n) integer matrix A = (a(1)| · · · |a(n)) and
a parameter vector δ ∈ Cd. GKZ system MA(δ) is defined by
MA(δ) :
{
Ei · f(z) = 0 (i = 1, . . . , d) (1.2a)
u · f(z)= 0
(
u = t(u1, . . . , un) ∈ LA = Ker(A× : Zn×1 → Zd×1)
)
, (1.2b)
where Ei and u are differential operators defined by
Ei =
n∑
j=1
aijzj
∂
∂zj
+ δi, u =
∏
uj>0
(
∂
∂zj
)uj
−
∏
uj<0
(
∂
∂zj
)−uj
. (1.3)
Throughout this paper, we assume an additional condition ZA def= Za(1) + · · ·+Za(n) = Zd×1. Denoting by
DAn the Weyl algebra on An and by HA(δ) the left ideal of DAn generated by operators (1.3), we also call
the left DAn-module MA(δ) = DAn/HA(δ) GKZ system. The fundamental property of GKZ system MA(δ)
is that it is always holonomic ([Ado94]), which implies that the stalk of the sheaf of holomorphic solutions
at a generic point is finite dimensional.
In our case, we should set d = k + n, n = N , δ = (γ1, . . . , γk, c), and
A =

0 · · · 0 1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 0 · · · 0 1 · · · 1 · · · 0 · · · 0
...
...
...
. . .
...
0 · · · 0 0 · · · 0 0 · · · 0 · · · 1 · · · 1
A0 A1 A2 · · · Ak
 , (1.4)
where Al =
(
a(l)(1)| . . . |a(l)(Nl)
)
. The matrix (1.4) is a variant of the Cayley configuration ([GKZ90]). It
is proved in Theorem 2.12 that (1.1) is a solution of MA(δ). Therefore, we expect that the theory of GKZ
system tells us some information of the integral (1.1).
An important combinatorial structure of GKZ system discovered by Gelfand, Kapranov and Zelevinsky
is the secondary fan ([GKZ94, Chapter 7], [DLRS10]). If we denote by L∨A the dual lattice of LA, the
secondary fan Fan(A) is a special (possibly incomplete) fan in L∨A ⊗Z R. Moreover, each cone of the
secondary fan has a combinatorial interpretation as a convex polyhedral subdivision of R>0A, the positive
cone spanned by the column vectors of the matrix A. Any triangulation T of R>0A arising in this way is
called a regular triangulation. It was an important discovery of Gelfand-Kapranov-Zelevinsky which was
later sophisticated by M.-C. Ferna´ndez-Ferna´ndez that T can be interpreted as a set of independent solutions
of the GKZ system MA(δ). Namely, for each simplex σ ∈ T , we can associate a finite Abelian group Gσ
and hypergeoemtric series {ϕσ,g(z; δ)}g∈Gσ which are solutions of MA(δ). Though these series ϕσ,g(z; δ) may
diverge, there is at least one regular triangulation T such that ϕσ,g(z; δ) is convergent for any simplex σ ∈ T
and g ∈ Gσ. We say such a regular triangulation T is convergent in this paper. Then, it is known that
the set ΦT =
⋃
σ∈T {ϕσ,g(z; δ)}g∈Gσ is a basis of solutions of MA(δ) ([FF10]). Geometrically speaking, the
secondary fan Fan(A) defines a toric variety X(Fan(A)) which contains the quotient torus (C∗)N/jA(C∗)n+k
where jA is defined by jA(t) = t
A for any t ∈ (C∗)n+k. Any series ϕσ,g(z; δ) can be interpreted as a local
solution near the torus fixed point z∞T of the toric variety X(Fan(A)) corresponding to T .
In the main statement of this paper, we focus on a particular class of the integral (1.1) that the cor-
responding GKZ system MA(δ) admits a unimodular triangulation. A regular triangulation T is said to
be unimodular if for any simplex σ ∈ T , the corresponding Abelian group Gσ is trivial. The study of
the matrix A admitting a (special) unimodular triangulation is an active area of research in combinatorics
([SZ13], [OH01], [HMOS15]). In relation to special functions, the most famous example is Aomoto-Gelfand
system ([AK11], [Gel86]). In our notation, this corresponds to the case that h0 ≡ 0 and other Laurent poly-
nomials hl are all linear polynomials. Another important class is the configuration matrix A associated to
a reflexive polytope ([Bat93], [Sti98], [NS01]). This class of GKZ system has been studied in the context of
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toric mirror symmetry. These classes define regular holonomic GKZ systems ([Hot]), and have Euler integral
representations, i.e., we can take h0(x) ≡ 0. However, they have other integral representations with non-zero
exponential factor h0(x). Moreover, there are various examples of (1.1) admitting a unimodular triangu-
lation and satisfying an irregular GKZ system. An important class is a “confluence” of Aomoto-Gelfand
system ([KHT92], [MTV98]) which is discussed in §10. The main result of this paer is an explicit formula
of the cohomology intersection number in terms of series solutions associated to regular triangulations.
Theorem 1.1. Suppose that four vectors a,a′ ∈ Zn×1,b,b′ ∈ Zk×1 and a convergent unimodular regular
triangulation T are given. Under the assumption on the parameters γl and c of Theorem 8.1, one has an
identity
(−1)|b|+|b′|γ1 · · · γk(γ − b)b(−γ − b′)b′
∑
σ∈T
pin+k
sinpiA−1σ δ
ϕσ,0
(
z;
(
γ − b
c+ a
))
ϕ∨σ,0
(
z;
(
γ + b′
c− a′
))
=
〈xahb dxx , xa
′
hb
′ dx
x 〉ch
(2pi
√−1)n (1.5)
when z is in the non-empty open set UT .
In the theorem above, we put (γ − b)b =
∏k
l=1(γl − bl)bl =
∏k
l=1
Γ(γl)
Γ(γl−bl) and x
ahb = xa11 . . . x
an
n h
b1
1 . . . h
bk
k if
a = t(a1, . . . , an) and b =
t(b1, . . . , bk). The symbol sinpiA
−1
σ δ denotes the product of values of sine functions
at each entry of the vector piA−1σ δ. UT is an open neighbourhood of the point z∞T . The formula (1.5)
gives a convergent Laurent series expansion of the cohomology intersection number 〈xahb dxx , xa
′
hb
′ dx
x 〉ch.
Note that cohomology classes of the form [xahb dxx ] generate the algebraic de Rham cohomology groups
H∗dR (U ; (OU ,∇z)) and its dual H∗dR (U ; (O∨U ,∇∨z )) ([HNT17]).
The derivation of the formula (1.5) is based on the twisted analogue of Riemann-Hodge bilinear relation,
commonly referred to as the twisted period relation. The twisted period relation expresses the cohomology
intersection number in terms of the homology intersection number and period integrals. The essential part
of this paper §6 and §7 provides with a concrete method of constructing a good basis of the rapid decay
homology group associated to the Euler-Laplace integral (1.1). In particular, we have closed formulas of the
homology intersection matrix and the period integrals. Behind the construction, we fully make use of the
combinatorial structure of GKZ system. In the rest of the introduction, we explain the background of our
study.
1.1 The role of twisted (co)homology intersection numbers
It seems that the interest on computing (co)homology intersection numbers is confined in a small commu-
nity of specialists. Therefore, it is reasonable to recall the importance of computing the exact formula of
(co)homology intersection numbers.
It was discovered in [CM95] that a family of functional identities of hypergeometric functions called
quadratic relations can be derived in a systematic way from the twisted version of Riemann-Hodge bilinear
relation. This relation is a compatibility among cohomology intersection numbers, homology intersection
numbers, and twisted period pairings. Therefore, the computation of cohomology intersection numbers
can be used to derive quadratic relations. K.Cho and K.Matsumoto developed a method of evaluating
cohomology intersection numbers for 1-dimensional integrals, which was generalized to generic hyperplane
arrangement case by Matsumoto in [Mat98]. Another application of cohomology intersection number is the
derivation of Pfaffian system that Euler-Laplace integral (1.1) satisfies. In [GKM16], [GM18], [FGL+19],
[MM19], [Miz18], the authors deal with various Pfaffian systems from this point of view.
On the other hand, the nature of homology intersection number is more topological. Let us recall that
the Euler-Laplace integral (1.1) can be regarded as a result of the period pairing between the algebraic de
Rham cohomology group HndR (U ; (OU ,∇z)) and the rapid decay homology group Hr.d.n (U ; (O∨Uan ,∇an∨z )) of
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M.Hien ([Hie09]). Therefore, the homology intersection pairing 〈•, •〉h can naturally be defined as a perfect
pairing between two rapid decay homology groups Hr.d.n (U ; (O∨Uan ,∇an∨z )) and Hr.d.n (U ; (OUan ,∇anz )), which
is compatible with the cohomology intersection pairing 〈•, •〉ch through period pairings. For the precise
definition of 〈•, •〉ch, see §4. It is customary in the theory of hypergeometric integrals to call the rapid decay
homology groups Hr.d.n (U ; (O∨Uan ,∇an∨z )) and Hr.d.n (U ; (OUan ,∇anz )) the twisted homology groups.
The most typical application of homology intersection number is probably the monodromy invariant
hermitian matrix in the study of period maps ([DM86], [MSY92], [Yos97]). It plays an essential role when
one determines the image of the period map. Therefore, it is crucial that the homology intersection numbers
can be evaluated exactly for a given basis of the twisted homology group. In these studies, the integral (1.1)
is reduced to Aomoto-Gelfand hypergeoemtric integral ([AK11]). An explicit formula of the homology
intersection numbers can be found in [KY94a], [KY94b].
Another application of the homology intersection number is the global study of the hypergeometric
function that the integral (1.1) represents. This is based on the standard fact that the rapid decay homology
group Hr.d.n (U ; (O∨Uan ,∇an∨z )) is isomorphic to the solution space of the Gauß-Manin connection associated
to the integral (1.1). Once this isomorphism is established, one wants to understand the parallel transport
of a cycle [Γ(z)] ∈ Hr.d.n (U ; (O∨Uan ,∇an∨z )) from a singular point z = z1 to another one z = z2. This can
be achieved once we find a good basis {Γˇi(z)}i of Hr.d.n (U ; (OUan ,∇anz )) near z = z2 with which one can
compute the homology intersection numbers 〈Γ(z), Γˇi(z)〉h. The interested readers may refer to [Got16],
[Mat13], [MY14] and references therein.
In these studies, the most important part is the choice of a good basis of twisted homology groups with
which one can compute the exact value of homology intersection numbers. Let us review the method of
constructing a basis of the twisted homology group.
1.2 Constructing a good basis of cycles I: The method of stationary phase
Let us recall the construction of a good basis of the twisted homology group by means of the method of
stationary phase. For the detail, see [Aom74], [AK11], [Arn73], [Fed76], or [Pha85].
Introducing a real parameter τ and positive rational numbers η1, . . . , ηk+n ∈ Q>0, we consider an integral
f±Γ (z) =
∫
Γ
eτϕh1,z(1)(x)
∓γ1 · · ·hk,z(k)(x)∓γkx±cω (1.6)
where ϕ = ϕ(x; z, η) = h0(x; z) +
∑k
l=1 ηn+l log hl(x; z) +
∑n
i=1 ηi log xi. Note that the integral (1.6) is
essentially same as the integral (1.1). The recipe of the method of stationary phase is as follows: We first
detect all the critical points of ϕ(x; z, η) where z and η are regarded as fixed constants. The set of critical
points is denoted by Crit. Assume that any critical point p is Morse. For each critical point p ∈ Crit, we
associate the contracting (resp. expanding) manifold L+p (resp. L
−
p ) as a set of all trajectories that have
the point p as the limit point at t = +∞ (resp. t = −∞) of the gradient vector field of <ϕ. Assuming the
completeness of the gradient flow, we obtain n-dimensional cycle L+p (resp. L
−
p ) which is called a positive
(resp. negative) Lefschetz thimble (to be more precise, one must replace the Euclidian metric by a complete
Ka¨hler metric as in [AK11, Chapter 4]). Under the generic condition that L±p does not flow into another
critical point q ∈ Crit, the method of stationary phase tells us that the asymptotic expansion of the integral
f±
L±p
(z) as τ → ±∞ has the form eτϕ(p;z,η)a±0 τ−
n
2 (1 + o(τ)) where a±0 is a non-zero constant which can be
computed from the Hessian of ϕ(x; z, η). Moreover, by construction, we have the natural orthogonality
relation 〈L+p , L−q 〉h = 0 if p 6= q and 〈L+p , L−p 〉 = 1 (Smale’s transversality). In this fashion, it is expected
that we obtain a good basis {L+p }p∈Crit ⊂ Hr.d.n (U ; (O∨Uan ,∇an∨z )) and {L−p }p∈Crit ⊂ Hr.d.n (U ; (OUan ,∇anz )) of
the twisted homology groups.
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1.3 Constructing a good basis of cycles II: Regularization of chambres
When the integral (1.1) is associated to a hyperplane arrangement, positive Lefschetz thimbles {L+p }p∈Crit
can be understood in a combinatorial way. For simplicity, let us consider the case when hl are polynomials of
degree 1, h0 ≡ 0, the variable z is real and parameters γl and c are generic. In this case, the real part Uan∩RN
is decomposed into finitely many connected components which are called chambers. In particular, a relatively
compact chamber is called a bounded chamber. Then, each positive Lefschetz thimble is represented by
exactly one bounded chamber ∆ with the property p ∈ ∆. Let us describe it more precisely. We denote
by L+ the local system on Uan of flat sections of ∇an∨z . The dual local system of L+ is denoted by L−.
For each bounded chamber ∆, we denote by ∆+ (resp. ∆−) an element of the locally finite homology
group Hlfn(U,L+) (resp. Hlfn(Uan,L−)) represented by ∆. Then, the set {∆±}∆:bounded chambres is a basis
of Hlfn(U
an,L±) ([Koh86], [OT07, Proposition 6.4.1]) and {∆+}∆:bounded chambres coincides with the basis
{L+p }p∈Crit.
It is important that the intersection numbers with respect to these bases {∆±}∆:bounded chambres can
be computed explicitly. Let reg : Hlfn(U
an,L±)→˜Hn(Uan,L±) be the inverse of the natural isomorphism
Hn(U
an,L±)→˜Hlfn(Uan,L±). The isomorphism reg is called the regularization map. For a bounded chamber
∆, there is an explicit description of the cycle reg(∆+). For simplicity, we suppose that the hyperplane
arrangement D is generic, i.e., D is a normal crossing divisor. For a given element [∆+] ∈ Hlfn(Uan,L+)
represented by a bounded chamber ∆, we cut off a small neighbourhoods of the faces of ∆ and consider a
small chamber σ. We can regard σ as a finite chain whose orientation is induced from that of ∆+. At this
stage, σ is not yet a cycle. Then, to each face of codimension p, we put p “pipes” encircling it with a suitable
coefficient in the local system L+. Repeating this process, we obtain a cycle reg(∆+) whose homology class
in Hlfn(U
an,L+) is [∆+] ([Kit93]). From this construction, we see that the regularized cycle reg(∆+) is, up
to a constant multiplication, equal to the multidimensional Pochhammer cycle (see e.g. [Beu10]). As for
the description of the regularization map for a particular non-generic arrangement, see [TK86, Chapter 5].
With this construction, we have an explicit formula of the homology intersection number 〈reg(∆+1 ),∆−2 〉h,
which turns out to be a periodic function of the parameters ([KY94a] and [KY94b]).
∆+
reg(∆+)
σ
Figure 1: A bounded chamber and its regularization
1.4 Our method: The viewpoint of GKZ system
In the previous subsection, we explained that there is a combinatorial method of constructing a basis of
the homology group whose homology intersection matrix has an explicit formula when the integrand of
(1.1) defines a hyperplane arrangement. Now it is natural to ask to what extent the construction can be
generalized. There are many papers discussing constructions of bases of the rapid decay homology groups in
various contexts (e.g., [Aom82], [Aom03], [ET15], [Got16], [MTV98]). To our knowledge, however, there is
no systematic method of constructing a basis of the rapid decay homology group whose intersection matrix
has a closed formula.
We propose a systematic method of constructing a basis of the rapid decay homology group without
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any restriction on the Laurent polynomials hl(x). We no longer expect that the “visible cycles” such as
chambers or their regularizations are sufficient to construct a basis. Instead, we make use of a convergent
regular triangulation T of the cone R>0A. Let us illustrate our construction by a simple example.
Suppose that n = 1 and the integrand of (1.1) is ez1x+z2x
−1
(z3 +z4x)
−γxc. For simplicity, we assume that
z1 and z2 are positive. We consider the real oriented blow-up ([Sab13, §8.2]) (C\{0, ζ = − z3z4 })unionsqS1∞unionsqS10,
where S1∞ (resp. S10) is the circle at ∞ (resp. at the origin). Under the standard identification S1 =
R/2piZ, the twisted homology group Hr.d.1 (U ; (O∨Uan ,∇an∨z )) is simply given by a relative homology group
H1
(
(C \ {0, ζ}) unionsq (pi, 3pi2 )∞unionsq (pi, 3pi2 )0, (pi, 3pi2 )∞unionsq (pi, 3pi2 )0;L
)
where L is the local system of flat sections of
the connection ∇an∨z . As a convergent regular triangulation, we take T = {14, 34, 23}. For the simplex
14 ∈ T , we associate a limit z2, z3 → 0 with z1, z4 fixed. At the limit, we observe that the exponential factor
ez1x+z2x
−1
becomes ez1x while the point ζ goes to the origin. The key observation is that, at the limit, we
may pretend as if the rapid decay homology group is associated to the integrand ez1xxc−γ . Since the rank of
this rapid decay homology group is 1, we can take a generator [Γ14(z)]. Though this cycle is defined when z2
and z3 are small, it can be defined for any generic z after parallel transportation (see the argument in §6).
Applying this process to other simplices 34, 23, we obtain a basis {[Γ14(z)], [Γ34(z)], [Γ23(z)]} of the twisted
homology group.
After a suitable modification, we can generalize the construction above to the general case: We take a
convergent regular triangulation T of R>0A. To each simplex σ ∈ T , we associate a limit zj → 0 (j /∈ σ).
At the limit, we can pretend as if the rank of the rapid decay homology group is the cardinality |Gσ| of
the finite Abelian group Gσ. We can take out a set of independent cycles {Γσ,h}h∈Ĝσ labeled by the dual
group Ĝσ. After performing the parallel transportation, the union ΓT =
⋃
σ∈T {Γσ,h}h∈Ĝσ is a basis of
the rapid decay homology group Hr.d.n (U ; (O∨Uan ,∇an∨z )). The same construction works for the dual group
Hr.d.n (U ; (OUan ,∇anz )) and we denote this basis by ΓˇT =
⋃
σ∈T {Γˇσ,h}h∈Ĝσ .
We denote by z∞σ the point near z∞T the j-th coordinate of which is 0 unless j ∈ σ. In a sense, z∞σ plays
the role of a critical point in the method of stationary phase. Namely, the cycles Γσ,h are characterized by
the behaviour of the integrand of (1.1) near the special point z∞σ . The general construction above can be
carried out in quite an explicit manner. Indeed, after a suitable sequence of coordinate transformations, each
cycle Γσ,h can be constructed as a product of Pohhammer cycles and the Hankel contour. Thanks to this
explicit construction, we can also expand the integral (1.1) along the cycle Γσ,h into a hypergeometric series
converging near the point z∞T . In §6, we give an explicit transformation matrix between two basis of solutions
ΦT and ΓT in terms of the character matrices of the finite Abelian groups Gσ (Theorem 6.5). The homology
intersection matrix
(〈Γσ1,h1 , Γˇσ2,h2〉h) is naturally block-diagonalized in the sense that 〈Γσ1,h1 , Γˇσ2,h2〉h = 0
unless σ1 = σ2. Finally, we can evaluate the diagonal term 〈Γσ,0, Γˇσ,0〉h as a periodic function in parameters
when the group Gσ is the trivial Abelian group 0. A table comparing our construction with the method of
stationary phase is the following.
Method of stationary phase Our method
Special point Critical point z∞σ (σ ∈ T )
Integration cycle Lefschetz thimble (Pochhammer cycle)×(Hankel contour)
Intersection matrix Identity matrix Periodic function in parameters
Expansion of the integral Asymptotic series in τ ≈ ∞ Hypergeometric series in z ≈ z∞T
1.5 Quadratic relations for Aomoto-Gelfand hypergeoemtric functions and its conflu-
ence
In the last two sections, we apply Theorem 1.1 to Aomoto-Gelfand system (§9) and its confluence (§10).
The special feature of these classes is that there is a special convergent unimodular regular triangulation T
called the staircase triangulation ([GGR92]). Since there is a one-to-one correspondence between simplices
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◦◦
◦
◦
◦
ζ
S10
S1∞
◦
◦
◦ ◦
O ζ
Γ14
◦ ◦O ζ
Γ34
◦
◦
◦
ζ
Γ23
⇒
⇒
⇒
ez1x+z2x
−1
(z3 + z4x)
−γxc ≈ ez1xxc−γ
ez1x+z2x
−1
(z3 + z4x)
−γxc ≈ (z3 + z4x)−γxc
ez1x+z2x
−1
(z3 + z4x)
−γxc ≈ ez2x−1xc
Figure 2: Our construction of cycles
of T and spanning trees of a complete bipartite graph, we can express the homology intersection numbers
in terms of these graphs. It is noteworthy that our basis of cycles is different from that consisting of
regularizations of bounded chambers {reg(∆±)}∆:bounded chambers. Namely, our cycles may go around several
divisors {hl(x) = 0} simultaneously so that they are linked in a more complicated way. In this sense, our
cycles can be referred to as “linked cycles”.
Besides the precise description of the twisted homology group, there is a basis of the algebraic de Rham co-
homology group whose cohomology intersection matrix has a closed formula ([Mat98] and Proposition 10.3).
Therefore, Theorem 1.1 gives rise to a general quadratic relation for Aomoto-Gelfand hypergeometric func-
tions (Theorem 9.3) and its confluence (Theorem 10.4). The simplest example of such an identity is the
following relation:
(1− γ + α)(1− γ + β)2F1
(
α,β
γ ; z
)
2F1
(
−α,−β
2−γ ; z
)
− αβ2F1
(
γ−α−1,γ−β−1
γ ; z
)
2F1
(
1−γ+α,1−γ+β
2−γ ; z
)
=(1− γ + α+ β)(1− γ). (1.7)
Here, 2F1
(
α,β
γ ; z
)
is the usual Gauß’ hypergeometric series
2F1
(
α,β
γ ; z
)
=
∞∑
n=0
(α)n(β)n
(γ)n(1)n
zn (1.8)
with complex parameters α, β ∈ C and γ ∈ C \ Z≤0.
1.6 The structure of the paper
We give a plan of this paper. The first three sections §2, §3 and §4 are devoted to the foundations of the study
of the integral (1.1). In §2, we establish an isomorphism between the Gauß-Manin connection associated
to the integral (1.1) and GKZ D-module MA(δ) under the non-resonance assumption of δ (Theorem 2.12).
The technique of the proof is an adaptation of the arguments of [AS97, §3] and [DL93, §9] in the frame-
work of D-modules. Based on §2, we establish an isomorphism between the rapid decay homology group
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Hr.d.n (U ; (O∨Uan ,∇an∨z )) and the stalk of the solutions of MA(δ) at a generic point z in §3. The essential part
of the construction is a compactification of U in the spirit of [Hov77] and [ET15]. In §4, we give a foundation
of the (co)homology intersection pairings. The definitions of the pairing is a natural generalization of that
of [MMT00].
From §5, we combine the general theory above with the combinatorial structure of GKZ system. In §5,
we summarize the construction of hypergeoemtric series in [FF10]. The readers familiar with this topic can
skip this section. In §6 we construct a basis ΓT of the rapid decay homology group for a given convergent
regular triangulation T . We give an explicit transformation formula between the basis of series solutions ΦT
and the basis ΓT (Theorem 6.5). In §7, we establish a closed formula of intersection matrix with respect to
the bases ΓT and ΓˇT when the convergent regular triangulation T is unimodular. In §8, we give a proof of
Theorem 1.1.
In the last two sections §9 and §10, we discuss the application of Theorem 1.1 to Aomoto-Gelfand
system and its confluence. After recalling/establishing closed formulas of the cohomology intersection num-
bers ([Mat98], Proposition 10.3) we give closed formulas of quadratic relations associated to the staircase
triangulation in terms of bipartite graphs (Theorem 9.3 and Theorem 10.4).
2 General framework of Euler-Laplace integral representation
We begin with revising some basic notation and results of algebraic D-modules. For their proofs, see
[BGK+87] or [HTT08]. Let X and Y be smooth algebraic varieties over the complex numbers C and let
f : X → Y be a morphism. Throughout this paper, we write X as Xx when we emphasize that X is
equipped with the coordinate x. We denote DX the sheaf of linear partial differential operators on X and
denote Dbq.c.(DX) (resp. Dbcoh(DX), resp. Dbh(DX)) the derived category of bounded complexes of left DX -
modules whose cohomologies are quasi-coherent (resp. coherent, resp. holonomic). We denote by Db∗(DX),
one of two categories Dbq.c.(DX) or Dbh(DX). For any coherent DX -module M , we denote Char(M) its
characteristic variety in T ∗X. In general, for any object M ∈ Dbcoh(DX), we define its characteristic variety
by Char(M) = ∪n∈ZChar (Hn(M)). We denote Sing(M) the image of Char(M) by the canonical projection
T ∗X → X. For any object N ∈ Db∗(DY ), we define its inverse image Lf∗N ∈ Db∗(DX) (resp. its shifted
inverse image f †N ∈ Db∗(DX)) with respect to f by the formula
Lf∗N = DX→Y
L⊗
f−1DY
f−1N (resp. f †N = Lf∗N [dimX − dimY ]), (2.1)
where DX→Y is the transfer moduleOX⊗f−1OY f−1DY . For any object M ∈ Db∗(DX), we define its holonomic
dual DXM ∈ Db∗(DX)op by
DXM = RHomDX (M,DX)⊗OX Ω⊗−1X . (2.2)
Note that DX is involutive, i.e., we have DX ◦DX ' idX . Next, for any object M ∈ Db∗(DX), we define its
direct image
∫
f M ∈ Db∗(DY ) (resp. its proper direct image
∫
f !M ∈ Db∗(DY )) by∫
f
M = Rf∗(DY←X
L⊗
DX
M), (resp.
∫
f !
= DY ◦
∫
f
◦DXM), (2.3)
where DY←X is the transfer module ΩX ⊗OX DX→Y ⊗f−1OY f−1ΩY . If X is a product variety X = Y × Z
and f : Y × Z → Y is the natural projection, the direct image can be computated in terms of (algebraic)
relative de Rham complex ∫
f
M ' Rf∗(DRX/Y (M)). (2.4)
In particular, if Y = {∗} (one point), and M is a connection M = (E,∇) on Z, then for any integer p, we
have a canonical isomorphism
Hp
(∫
f
M
)
' Hp+dimZdR (Z, (E,∇)), (2.5)
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where HdR denotes the algebraic de-Rham cohomology group. If a cartesian diagram
X ′
f ′ //
g′

Y ′
g

X
f // Y
(2.6)
is given, for any object M ∈ Db∗(DX), we have the base change formula
g†
∫
f
M '
∫
f ′
g′†M. (2.7)
For objects M,M ′ ∈ Db∗(DX) and N ∈ Db∗(DY ), the tensor product M
D⊗M ′ ∈ Db∗(DX) and external tensor
product M N ∈ Db∗(DX×Y ) are defined by
M
D⊗M ′ = M L⊗
OX
M ′, M N = M ⊗
C
N. (2.8)
Note that for any objects N,N ′ ∈ Db∗(DY ), we have a canonical isomorphism
Lf∗(N
D⊗N ′) ' (Lf∗N D⊗ Lf∗N ′). (2.9)
For any objects M ∈ Db∗(DX) and N ∈ Db∗(DY ), we have the projection formula∫
f
(
M
D⊗ Lf∗N
)
'
(∫
f
M
)
D⊗N. (2.10)
Let Z be a smooth closed subvariety of X and let i : Z ↪→ X and j : X \ Z ↪→ X be natural inclusions.
Then, for any object M ∈ Db∗(DX), there is a standard distinguished triangle∫
i
i†M →M →
∫
j
j†M +1→ . (2.11)
If we denote by Γ[Z] the algebraic local cohomology functor supported on Z, it is also standard that there
are canonical isomorphisms
RΓ[Z](OX)
D⊗M ' RΓ[Z]M '
∫
i
i†M. (2.12)
For any (possibly multivalued) function ϕ on X such that ϕ is nowhere-vanishing and that dϕϕ belongs to
Ω1X(X), we define a DX -module OXϕ by twisting its action as
θ · h =
{
θ +
(θϕ
ϕ
)}
h (h ∈ OX , θ ∈ ΘX). (2.13)
For any DX -module M, we define Mϕ by Mϕ = M ⊗OX
OXϕ. We denote Cϕ the local system of flat sections
of
(OXϕ−1)an on Xan.
Lastly, for any closed smooth subvariety Z ⊂ X, we denote IZan the defining ideal of Zan and denote ι :
Zan ↪→ Xan the canonical inclusion. We set O
Xan |ˆZan = lim←
k
OXan/IkZan . Then, for any object M ∈ Db∗(DX),
we have a canonical isomorphism
RHomDZan (Lι
∗Man,OZan) ' RHomι−1DXan
(
ι−1Man,O
Xan |ˆZan
)
. (2.14)
Now, we are going to prove the isomorphism between Laplace-Gauss-Manin connections associted to
Euler-Laplace and Laplace integral. We first prove the following identity which is “obvious” from the
definition of Γ function.
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Proposition 2.1. Let h : X → A1 be a non-zero regular function such that h−1(0) is smooth, pi : X ×
(Gm)y → X be the canonical projection, j : X \ h−1(0) ↪→ X and i : h−1(0) ↪→ X be inclusions, and let
γ ∈ C \ Z be a parameter. In this setting, for any M ∈ Dbq.c.(DX), one has a canonical isomorphism∫
pi
(Lpi∗M)yγeyh '
∫
j
(j†M)h−γ . (2.15)
and a vanishing result ∫
pi
RΓ[h−1(0)×(Gm)y ](Lpi
∗M)yγeyh = 0. (2.16)
For the proof, we insert the following elementary
Lemma 2.2. Let pt : (Gm)y → {∗} be the trivial morphism. If γ ∈ C \ Z and h ∈ C, one has∫
pt
O(Gm)yyγehy =
{
0 (h = 0)
C (h 6= 0). (2.17)
Proof. By the formula (2.4), we have equalities
∫
pt
O(Gm)yyγehy =
(
Ω•+1((Gm)y),∇
)
=
(
0→
−1
^
C[y±] ∇→
0
^
C[y±]→ 0
)
, (2.18)
where ∇ = ∂∂y + γy + h. In view of this formula, the lemma is a consequence of an elementary computation.
(Proof of proposition)
By projection formula, we have isomorphisms∫
pi
(Lpi∗M)yγeyh 'M D⊗
∫
pi
OX×(Gm)yyγeyh (2.19)
and ∫
j
(j†M)h−γ 'M D⊗
∫
j
OX\h−1(0)h−γ . (2.20)
Therefore, the first isomorphism of the proposition is reduced to the case when M = OX . Consider the
following cartesian diagram:
h−1(0)× (Gm)y i˜ //
p˜i

X × (Gm)y
pi

h−1(0) i // X.
(2.21)
By base change formula and Lemma 2.2, we have
i†
∫
pi
OX×(Gm)yyγeyh =
∫
p˜i
i˜†OX×(Gm)yyγeyh =
∫
p˜i
Oh−1(0)×(Gm)yyγ [−1] = 0. (2.22)
Therefore, by the standard distinguished triangle (2.11), we have a canonical isomorphism∫
pi
OX×(Gm)yyγeyh '
∫
j
j†
∫
pi
OX×(Gm)yyγeyh. (2.23)
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We are going to compute the latter complex. We consider the following cartesian square:(
X \ h−1(0)
)
× (Gm)y j˜ //
p˜i′

X × (Gm)y
pi

X \ h−1(0) j // X.
(2.24)
Again by projection formula, we have
j†
∫
pi
OX×(Gm)yyγeyh '
∫
p˜i′
j˜†OX×(Gm)yyγeyh. (2.25)
We consider an isomorphism ϕ :
(
X\h−1(0)
)
×(Gm)y→˜
(
X\h−1(0)
)
×(Gm)y defined by ϕ(x, y) = (x, h(x)y).
Since p˜i′ = p˜i′ ◦ ϕ, we have
∫
p˜i′
j˜†OX×(Gm)yyγeyh '
∫
p˜i′
∫
ϕ
O(
X\h−1(0)
)
×(Gm)y
yγeyh '
∫
p˜i′
OX\h−1(0)h−γ O(Gm)yyγey ' OX\h−1(0)h−γ .
(2.26)
Thus, the first isomorphism (2.15) follows. As for the vanishing result (2.16), we have a sequence of isomor-
phisms ∫
pi
RΓ[h−1(0)×(Gm)y ]
(
(Lpi∗M)yγeyh
)
'
∫
pi
∫
i˜
i˜†
(
(Lpi∗M)yγeyh
)
(2.27)
'
∫
pi◦˜i
(
L(pi ◦ i˜)∗Myγ) [−1] (2.28)
'M D⊗
∫
pi◦˜i
Oh−1(0)×(Gm)yyγ [−1] (2.29)
'M D⊗
∫
i◦p˜i
Oh−1(0)×(Gm)yyγ [−1] (2.30)
' 0. (2.31)
Remark 2.3. In the proof above, we have used the following simple fact: Let X be a smooth algebraic
variety, and f : X → X be an isomorphism. Then, we have an identity∫
f
' (f−1)† = L(f−1)∗. (2.32)
Indeed, base change formula applied to the following cartesian diagram gives the identity (2.32):
X
idX //
f−1

X
idX

X
f // X.
(2.33)
Repeated applications of the Proposition 2.1 give the following
Corollary 2.4. Let X be a smooth algebraic variety over C, hl : X → A1 (l = 1, · · · , k) be non-zero
regular functions such that h−1l (0) are smooth, pi : X × (Gm)ky → X be the canonical projection, j : X \
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{h1 . . . hk = 0} ↪→ X be the inclusion, and let γl ∈ C \ Z be parameters. In this setting, for any object
M ∈ Dbq.c.(DX), one has a natural isomorphism∫
pi
(Lpi∗M)yγ11 . . . y
γk
k e
y1h1+···+ykhk '
∫
j
(j†M)h−γ11 · · ·h−γkk . (2.34)
The following theorem proves the equivalence of Laplace integral representation and Euler-Laplace inte-
gral representation.
Theorem 2.5 (Cayley trick for Euler-Laplace integrals). Let hl,z(l)(x) =
Nl∑
j=1
z
(l)
j x
a(l)(j) (l = 0, 1, . . . , k) be
Laurent polynomials on (Gm)nx. We put N = N0 + · · · + Nk, z = (z(0), . . . , z(k)), X0 = ANz × (Gm)nx \{
(z, x) ∈ AN × (Gm)n | h1,z(1)(x) · · ·hk,z(k)(x) = 0
}
, and Xk = ANz × (Gm)ky × (Gm)nx. Let pi : X0 → ANz and
$ : Xk → ANz be projections and γl ∈ C \ Z be parameters. Then, one has an isomorphism∫
pi
OX0eh0,z(0) (x)h1,z(1)(x)−γ1 · · ·hk,z(k)(x)−γkxc '
∫
$
OXkyγxcehz(y,x), (2.35)
where hz(y, x) = h0,z(0)(x) +
k∑
l=1
ylhl,z(l)(x).
Proof. Note first that hypersurfaces {(z, x) ∈ AN × (Gm)n | hl,z(l)(x) = 0} ⊂ ANz × (Gm)nx (l = 1, . . . , k) are
smooth. Now, consider the following commutative diagram:
X0
pi
 j %%
ANz ANz × (Gm)nxp˜ioo
Xk
p
99
$
OO
.
(2.36)
By projection formula,∫
j
OX0h1,z(1)(x)−γ1 · · ·hk,z(k)(x)−γkxceh0,z(0) (x)
'
∫
j
(
OX0h1,z(1)(x)−γ1 · · ·hk,z(k)(x)−γk
) D⊗OANz ×(Gm)nxxceh0,z(0) (x). (2.37)
By Corollary 2.4, we have∫
j
(
OX0h1,z(1)(x)−γ1 · · ·hk,z(k)(x)−γk
)
'
∫
p
OXkyγey1h1,z(1) (x)+···+ykhk,z(k) (x). (2.38)
Again by projection formula, we have(∫
p
OXkyγey1h1,z(1) (x)+···+ykhk,z(k) (x)
) D⊗OANz ×(Gm)nxxceh0,z(0) (x) ' ∫
p
OXkyγxcehz(y,x) (2.39)
Since one has canonical isomorphisms∫
pi
'
∫
p˜i
◦
∫
j
∫
$
'
∫
p˜i
◦
∫
p
, (2.40)
applying the functor
∫
$ to the left hand side of (2.37) and to the right hand side of (2.39) gives the desired
formula (2.35).
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Corollary 2.6. Under the assumption of Theorem 2.5, one has a canonical isomorphism∫
pi!
OX0eh0,z(0) (x)h1,z(1)(x)−γ1 · · ·hk,z(k)(x)−γkxc '
∫
$!
OXkyγxcehz(y,x) (2.41)
Proof. Let ι : Xk → Xk be an involution defined by ι(z, y, x) = (z,−y, x). Then, we see that $ ◦ ι = $.
This identity implies an equality
∫
$ =
∫
$ ◦
∫
ι, from which we obtain an identity∫
$
OXkyγxcehz(y,x) =
∫
$
OXkyγxcehz(−y,x). (2.42)
In view of this identity and two equalities DANz ◦
∫
pi =
∫
pi! ◦DX0 and DANz ◦
∫
$ =
∫
$! ◦DXk , we obtain the
desired isomorphism by applying DANz to (2.35) and replace −γ, −c and −z(0) by γ, c and z(0).
Let us refer to the result of M.Schulze and U.Walther ([SW09, Corollary 3.8], see also [SW12]) which
relates MA(c) for non-resonant parameters to Laplace-Gauss-Manin connection. It is stated in the following
form.
Theorem 2.7 ([SW09]). Let φ : (Gm)nx → AN be a morphism defined by φ(x) = (xa(1), . . . , xa(N)). If c is
non-resonant, one has a canonical isomorphism
MA(c) ' FL ◦
∫
φ
O(Gm)nxc, (2.43)
where FL stands for Fourier-Laplace transform.
Recall that the parameter c is non-resonant (with respect to A) if for any face Γ < ∆A such that 0 ∈ Γ, one
has c /∈ Zn×1 + spanC Γ.
For readers’ convenience, we include a proof of an isomorphism which rewrites the right-hand side of
(2.43) as a direct image of an integrable connection. The following result is essentially obtained in [ET15].
Proposition 2.8. Let fj ∈ O(X)\C (j = 1, . . . , p) be non-constant regular functions. Put f = (f1, . . . , fp) :
X → Apζ . Define the Fourier-Laplace transform FL : Dbq.c.(DApζ )→ D
b
q.c.(DApz ) by the formula
FL(N) =
∫
piz
(Lpi∗ζN)
D⊗OApζ×Apze
z·ζ , (2.44)
where piz : Apz × Apζ → Apz and piζ : Apz × Apζ → Apζ are canonical projections. Let pi : X × Apz → Apz be the
canonical projection. Under these settings, for any object M ∈ Dbq.c.(DX), one has an isomorphism
FL
(∫
f
M
)
'
∫
pi
{
(M OApz )
D⊗ (OX×Apze
∑p
j=1 zjfj )
}
. (2.45)
Proof. Consider the following commutative diagram
X × Apz
pi

f×id // Apζ × Apz
piz
yy
Apz
. (2.46)
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By the projection formula, we have canonical isomorphisms
FL
(∫
f
M
)
'
∫
piz
{((∫
f
M
)
OApz
) D⊗OApz×Apζez·ζ
}
(2.47)
'
∫
piz
{(∫
f×idz
M OApz
) D⊗OApz×Apζez·ζ
}
(2.48)
'
∫
pi
{(
M OApz
) D⊗ (OX×Apze∑pj=1 zjfj )} . (2.49)
If we take X to be (Gm)nx, M to be O(Gm)nxxc, and f to be f = (xa(1), . . . , xa(N)), we have
FL
(∫
f
O(Gm)nxxc
)
'
∫
pi
O(Gm)nx×ANz xcehz(x), (2.50)
where hz(x) =
N∑
j=1
zjx
a(j). Therefore, we obtain a
Corollary 2.9. If c is non-resonant, one has a canonical isomorphism
MA(c) '
∫
pi
O(Gm)n×ANxcehz(x). (2.51)
We have a similar result for the Fourier transform of the proper direct image. For the proof, we need a
simple
Lemma 2.10. For any objects M,N ∈ Dbcoh(DX), if the inclusion Ch(M) ∩ Ch(N) ⊂ T ∗XX holds, one has
a canonical quasi-isomorphism DX(M
D⊗N) ' DXM
D⊗ DXN.
The proof of this lemma will be given in the appendix.
Proposition 2.11. Under the setting of Proposition 2.8, for any M ∈ Dbcoh(DX), one has
FL
(∫
f !
M
)
'
∫
pi!
{
(M OApz )
D⊗ (OX×Apze
∑p
j=1 zjfj )
}
. (2.52)
Proof. By [Dai00, PROPOSITION2.2.3.2.], for any N ∈ Dbcoh(DANζ ), we have a canonical isomorphism
FL(N) ' ∫piz !(Lpi∗ζN) D⊗ OApz×Apζez·ζ . We remark that the convention of inverse image functor in [Dai00] is
different from ours. By [HTT08, Theorem 2.7.1.], we see that functors Lpi∗ζ and D commute. Therefore, by
Lemma 2.10, we have
FL
(∫
f !
M
)
'
∫
piz !
(
Lpi∗ζ
(∫
f !
M
))
D⊗OApz×Apζe
z·ζ (2.53)
' D ◦
∫
piz
(
Lpi∗ζ
(∫
f
DM
))
D⊗OApz×Apζe
−z·ζ (2.54)
Lemma 2.10' D ◦
∫
piz
(
DLpi∗ζ
(∫
f !
M
))
D⊗OApz×Apζe
−z·ζ (2.55)
' D ◦
∫
piz
{
((DM)OApz )
D⊗ (OX×Apze−
∑p
j=1 zjfj )
}
(2.56)
' D ◦
∫
piz
{
D(M OApz )
D⊗ (OX×Apze−
∑p
j=1 zjfj )
}
(2.57)
Lemma 2.10'
∫
piz !
{
(M OApz)
D⊗ (OX×Apze
∑p
j=1 zjfj )
}
. (2.58)
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Now, we use the same notation as Theorem 2.5. We put
Φ = Φ(z, x) = e
h
0,z(0)
(x)
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc, Φk = yγxcehz(y,x) (2.59)
to simplify the notation. Let us formulate and prove the main theorem of this section. We put N =
N0 +N1 + · · ·+Nk, define an n×Nl matrix Al by Al = (a(l)(1) | · · · | a(l)(Nl)). Then, we define the Cayley
configuration A as an (n+ k)×N matrix by
A =

0 · · · 0 1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 0 · · · 0 1 · · · 1 · · · 0 · · · 0
...
...
...
. . .
...
0 · · · 0 0 · · · 0 0 · · · 0 · · · 1 · · · 1
A0 A1 A2 · · · Ak
 . (2.60)
We define a morphism jA : (Gm)ky × (Gm)nx → ANz by jA(y, x) = (y, x)A. In view of the proof of [ET15,
LEMMA 4.2], one has a canonical isomorphism
∫
jA!
O(Gm)ky×(Gm)nxyγxc
∼→ ∫jA O(Gm)ky×(Gm)nxyγxc. Combining
Theorem 2.5, Corollary 2.6, Corollary 2.9, and Proposition 2.11, we have the following main result of this
section.
Theorem 2.12. Suppose that the parameter δ =

γ1
...
γk
c
 is non-resonant and γl /∈ Z for l = 1, . . . , k. Then,
one has a sequence of canonical isomorphisms of DANz -modules
MA(δ) '
∫
$
OXkΦk '
∫
pi
OX0Φ. (2.61)
Moreover, the regularization conditions∫
$
OXkΦk '
∫
$!
OXkΦk and
∫
pi
OX0Φ '
∫
pi!
OX0Φ (2.62)
hold.
Recall that a point z ∈ AN is said to be Newton non-degenerate if for any face Γ of ∆A which does
not contain the origin, the set {(y, x) ∈ (Gm)k × (Gm)n | d(y,x)hΓz (y, x) = 0} is empty. Here, we denote
by hΓz (y, x) the Laurent polynomial associated to the face Γ (before LEMMA 3.3 of [Ado94]). We set
dx +
∑n
i=1 ci
dxi
xi
∧ −∑kl=1 γl dxhl,z(l) (x)h
l,z(l)
(x) ∧+dxh0,z(0)(x)∧. The following result is also obtained in [AS97]
Corollary 2.13. Under the same assumption of Theorem 2.12, if z is a Newton non-degenerate point, the
algebraic de Rham cohomology group H∗dR
(
pi−1(z); (Opi−1(z),∇z)
)
is purely n-codimensional.
Proof. We denote by ιz : {z} ↪→ AN the canonical inclusion. Since ιz is non-characteristic with respect to
the D-module MA(δ) ([Ado94, LEMMA 3.3]), the complex Lι∗zMA(δ) is concentrated in degree 0. On the
other hand, we have Lι∗z
∫
piOX0Φ = DRpi−1(z)/{z}(Opi−1(z),∇z) by the projection formula. Therefore, the
result follows from the isomorphism (2.61).
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3 Description of the rapid decay homology groups of Euler-Laplace in-
tegrals
We inherit the notation of §2. We begin with proving an explicit version of Theorem 2.12. Let Y be a smooth
product variety Y = X × Z, X be Affine and let M = (E,∇) be a (meromorphic) integrable connection
on Y . We denote piZ : Y → Z the canonical projection. We revise the explicit DZ-module structure of∫
piZ
M . We can assume that Z is Affine since the argument is local. From the product structure of Y , we
can naturally define a decomposition Ω1Y (E) = Ω
1
Y/X(E)⊕ Ω1Y/Z(E). Here, Ω1Y/X(E) and Ω1Y/Z(E) are the
sheaves of relative differential forms with values in E. By taking a local frame of E, we see that ∇ can locally
be expressed as ∇ = d+ Ω∧ where Ω ∈ Ω1(End(E)). We see that Ω can be decomposed into Ω = Ωx + Ωz
with Ωx ∈ Ω1Y/Z(End(E)) and Ωz ∈ Ω1Y/X(End(E)). Then, ∇Y/Z = dx + Ωx∧ and ∇Y/X = dz + Ωz∧
are both globally well-defined and we have ∇ = ∇Y/X + ∇Y/Z . Here, ∇Y/X : OY (E) → Ω1Y/X(E) and
∇Y/Z : OY (E) → Ω1Y/Z(E). Note that the integrability condition ∇2 = 0 is equivalent to three conditions
∇2Y/X = 0,∇2Y/Z = 0, and ∇Y/X ◦ ∇Y/Z + ∇Y/Z ◦ ∇Y/X = 0. For any (local algebraic) vector field θ on
Z and any form ω ∈ Ω∗Y/Z(E), we define the action θ · ω by θ · ω = ιθ(∇Y/Xω), where ιθ is the interior
derivative. In this way, DRY/Z(E,∇) = (ΩdimX+∗Y/Z (E),∇Y/Z) is a complex of DZ-modules. It can be shown
that DRY/Z(E,∇) represents
∫
piZ
M ([HTT08, pp.45-46]).
For any non-constant regular function h on Y and a parameter γ ∈ C\Z, we are going to give an explicit
version of the isomorphism ∫ 0
piZ◦pi
(Lpi∗M)yγeyh(x,z) '
∫ 0
piZ
∫
j
(j†M)h−γ , (3.1)
where pi : Y × (Gm)y → Y is the canonical projection, j : Y \ h−1(0) → Y is the canonical inclusion, and∫ 0
is the 0-th cohomology group. We denote (E1,∇1) the integrable connection (Lpi∗M)yγeyh. We set
D = h−1(0)× (Gm)y and consider a short exact sequence of complexes of DZ-modules
0→ DRY×(Gm)y/Z(E1,∇1)→ DRY×(Gm)y/Z((E1,∇1)(∗D))→
DRY×(Gm)y/Z((E1,∇1)(∗D))
DRY×(Gm)y/Z(E1,∇1)
→ 0. (3.2)
Here, the first and the second morphism are natural inclusion and projection respectively. Since the third
complex is quasi-isomorphic to
∫
piZ◦pi RΓ[D]((Lpi
∗M)yγeyh), this is quasi-isomorphic to 0 by (2.16).
Now, we consider an isomorphism ϕ : (Y \h−1(0))×(Gm)y → (Y \h−1(0))×(Gm)y defined by ϕ(z, x, y) =
(z, x, yh(z,x)). For any ω ∈ ΩpY×(Gm)y/Z(E1)(∗D), we define ϕ∗zω to be the pull-back of ω by ϕ freezing the
variable z. More precisely, we consider the decomposition ΩpY×(Gm)y = Ω
p
Y×(Gm)y/Z ⊕ Ω1Z ∧ Ω
p−1
Y×(Gm)y .
Then, ϕ∗zω is defined to be the projection of ϕ∗ω to the component Ω
p
Y×(Gm)y/Z . We put (E2,∇2) to be the
meromorphic integrable connection
(∫
j(j
†M)h−γ
)
O(Gm)yyγey. By a direct computation, we can verify that
ϕ∗z induces a C-linear isomorphism of complexes ϕ∗z : DRY×(Gm)y/Z((E1,∇1)(∗D))→ DRY×(Gm)y/Z(E2,∇2).
However, this is not a morphism of DZ-modules. None the less, we can prove the following
Proposition 3.1.
H0(ϕ∗z) : H
0(DRY×(Gm)y/Z((E1,∇1)(∗D)))→ H0(DRY×(Gm)y/Z((E2,∇2)) (3.3)
is an isomorphism of DZ-modules.
Proof. Remember that the connection (E,∇) can locally be expressed as ∇ = d+Ω∧ = dx+Ωx∧+dz+Ωz∧.
Therefore, we locally have∇1 = ∇+γ dyy ∧+d(yh)∧ = (dx,y+Ωx∧+γ dyy ∧+hdy∧+ydxh∧)+(dz+Ωz∧+ydzh∧)
and ∇2 = ∇− γ dhh ∧+γ dyy ∧+dy∧ = (dx,y + Ωx ∧ −γ dxhh ∧+γ dyy ∧+dy∧) + (dz + Ωz − γ dzhh ∧).
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Let us take any element ξ ∈ DRdimX+1Y×(Gm)y/Z((E1,∇1)(∗D)). By definition, ξ can be written in the form
ξ = a(z, x, y)dyy ∧ ω(x) where ω(x) ∈ ΩdimXY/Z (E) and a(z, x, y) is a regular function on Y × (Gm)y having
poles along h−1(0). In the following we fix a vector field θ on Z and compute its actions to ξ and ϕ∗zξ. In
order to emphasize that the actions are different, we write the resulting elements as θ
(1)• ξ and θ (2)• (ϕ∗zξ).
Firstly, we have an equality
θ
(1)• ξ = (θa)(z, x, y)dy
y
∧ ω(x) + Ωz(θ)ξ + y(θh)(z, x)ξ. (3.4)
Applying ϕ∗z to (3.4), we have
ϕ∗z(θ
(1)• ξ) =(θa)(z, x, y
h(z, x)
)
dy
y
∧ ω(x) + Ωz(θ)a(z, x, y
h(z, x)
)
dy
y
∧ ω(x)
+
y
h(z, x)
(θh)(z, x)a(z, x,
y
h(z, x)
)
dy
y
∧ ω(x). (3.5)
Secondly, by a direct computation, we have an equality
θ
(2)• (ϕ∗zξ) = (θa)(z, x,
y
h(z, x)
)ω(x)∧ dy
y
− y(θh)(z, x)
h(z, x)2
ay(z, x,
y
h(z, x)
)ω(x)∧ dy
y
+Ωz(θ)ϕ
∗
zξ−γ
(θh)(z, x)
h(z, x)
ϕ∗zξ.
(3.6)
Finally, we also have an equality
(∇2)Y×(Gm)y/Z
(
(θh)(z, x)
h(z, x)
a(z, x,
y
h(z, x)
)ω(x)
)
=
y(θh)(z, x)
h(z, x)2
ay(z, x,
y
h(z, x)
)
dy
y
∧ ω(x) + γ (θh)(z, x)
h(z, x)
a(z, x,
y
h(z, x)
)
dy
y
∧ ω(x)
+
y(θh)(z, x)
h(z, x)
a(z, x,
y
h(z, x)
)
dy
y
∧ ω(x), (3.7)
from which we obtain a relation
ϕ∗z(θ
(1)• ξ) + (∇2)Y×(Gm)y/Z
(
(θh)(z, x)
h(z, x)
a(z, x,
y
h(z, x)
)ω(x)
)
= θ
(2)• (ϕ∗zξ). (3.8)
Taking the cohomology groups, we can conclude that ϕ∗z is a morphism of DZ-modules.
We denote (E3,∇3) the meromorphic connection
∫
j(j
†M)h−γ . The relative de Rham complex for∫
piZ
(E3,∇3) is explicitly given by the formula DRY/Z(E3,∇3) =
(
ΩdimX+∗Y/Z (∗h−1(0)),∇− γ dhh ∧
)
.
Proposition 3.2. Wedge product induces an isomorphism of complexes of DZ-modules
DR(Gm)y/pt
(
O(Gm)y , dy + γ
dy
y
∧+dy∧
)
DRY/Z(E3,∇3) ∼→ DRY×(Gm)y/Z(E2,∇2). (3.9)
The proof of the Proposition 3.2 is straightforward. Therefore, in view of Lemma 2.2, we have a quasi-
isomorphism of complexes of DZ-modules DRY/Z(E3,∇3) ∼→ DRY×(Gm)y/Z(E2,∇2) which sends any relative
p-form ξ ∈ ΩpY/Z(E)(∗h−1(0)) to dyy ∧ ξ.
Now, we apply the construction above to Euler-Laplace integral representation. For given Laurent
polynomials hl,z(l)(x) (l = 0, 1, . . . , k), we put Dl = {hl,z(l)(x) = 0} ⊂ X0. Then,
∫
piOX0Φ is isomorphic to
the complex
DRANz ×(Gm)nx/ANz
(
OANz ×(Gm)nx
(
∗
(
k∑
l=1
Dl
))
, d+
n∑
i=1
ci
dxi
xi
∧ −
k∑
l=1
γl
dhl,z(l)(x)
hl,z(l)(x)
∧+dh0,z(0)(x)∧
)
. (3.10)
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In the same way,
∫
$OXkΦk is isomorphic to the complex
DRANz ×(Gm)nx×(Gm)ky/ANz
(
OXk , d+
n∑
i=1
ci
dxi
xi
∧+
k∑
l=1
γl
dyl
yl
∧+dhz(y, x)∧
)
. (3.11)
We set dxx =
dx1∧···∧dxn
x1...xn
for brevity. Applying Proposition 3.1 and Proposition 3.2 repeatedly, we obtain a
Theorem 3.3. There is an isomorphism∫ 0
pi
OX0Φ→
∫ 0
$
OXkΦk, (3.12)
of DANz -modules which sends [dxx ] to [
dy
y ∧ dxx ].
Corollary 3.4. If the parameter d is non-resonant and γl /∈ Z for any l = 1, . . . , k, MA(δ) 3 [1] 7→ [dxx ] ∈∫ 0
pi OX0Φ defines an isomorphism of DANz -modules.
Proof. In [ET15, Lemma 4.7], it was proved that [dyy ∧ dxx ] is a cyclic generator (Gauss-Manin vector) of∫ 0
pik
OXkΦk. Therefore, by Theorem 3.3, [dxx ] is a cyclic generator of
∫ 0
pi OX0Φ. On the other hand, it can
easily be proved that MA(δ) 3 [1] 7→ [dxx ] ∈
∫ 0
pi OX0Φ defines a morphism of DANz -modules. When the
parameter d is non-resonant, this is an isomorphim since MA(δ) is irreducible by [SW12].
Now we discuss the solutions of Laplace-Gauss-Manin connection
∫
piOX0Φ. For the convenience of the
reader we repeat the relevant material from [ET15] and [Hie09] without proofs, thus making our exposition
self-contained. Let U be a smooth complex Affine variety, let f : U → A1 be a non-constant morphism, and
let M = (E,∇) be a regular integrable connection on U . We consider an embedding of U into a smooth
projective variety X with a meromorphic prolongation f : X → P1. We assume that D = X \U is a normal
crossing divisor. We decompose D as D = f−1(∞) ∪ Dirr. Then, we denote X˜D = X˜ the real oriented
blow-up of X along D and denote $ : X˜ → X the associated morphism ([Sab13, §8.2]). We denote P˜1 the
real oriented blow-up of P1 at infinity and $∞ : P˜1 → P1 the associated morphism. Note that the closure
of the ray [0,∞)e
√−1θ in P˜1 and P˜1 \ C has a unique intersection point which we will denote by e
√−1θ∞.
Now, a morphism f˜ : X˜ → P˜1 is naturally induced so that it fits into a commutative diagram
X˜
f˜ //
$

P˜1
$∞

X
f // P1.
(3.13)
We set D˜r.d. = f˜−1
(
{e
√−1θ∞ | θ ∈ (pi2 , 3pi2 )}
)
\$−1(Dirr) ⊂ X˜.
We put L = (Ker (∇an : OXan(Ean)→ Ω1Xan(Ean)))∨, where ∨ stands for the dual local system. We
consider the natural inclusion Uan
j
↪→ Uan ∪ D˜r.d.. Then, the rapid decay homology group of M.Hien
Hr.d.∗ (Uan, (E∨,∇∨)) is defined in this setting by
Hr.d.∗
(
Uan, (Mef )∨
)
= H∗
(
Uan ∪ D˜r.d., D˜r.d.; j∗L
)
(3.14)
([Hie09], see also [ET15] and [MHb]). Note that Uan ∪ D˜r.d. is a topological manifold with boundary and
that j∗L is a local system on Uan ∪ D˜r.d.. We set H∗+dimUdR (U,Mef ) = H∗(DRU/pt(Mef )). The main result
of [Hie09] states that the period pairing Hr.d.∗
(
Uan, (Mef )∨
)×H∗dR(U,Mef )→ C is perfect.
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Remark 3.5. We put D˜r.d.0 = f˜
−1
(
{e
√−1θ∞ | θ ∈ (pi2 , 3pi2 )}
)
and denote by j¯ the natural inclusion Uan ↪→
Uan∪D˜r.d.0 . It can easily be seen that the inclusion
(
Uan ∪ D˜r.d., D˜r.d.
)
↪→
(
Uan ∪ D˜r.d.0 , D˜r.d.0
)
is a homotopy
equivalence ([MHb, Lemma 2.3]). Therefore, the rapid decay homology group can be computed by the formula
Hr.d.∗ (Uan, (E∨,∇∨)) = H∗
(
Uan ∪ D˜r.d.0 , D˜r.d.0 ; j¯∗L
)
. Note that this realization is compatible with the period
pairing.
Remark 3.6. The formulation of [HR08] is not suitable in our setting. In their formulation, X˜ is taken
to be the fiber product X ×
P1
P˜1. However, the corresponding embedding j : Uan ↪→ Uan ∪ D˜r.d. may have
higher cohomology groups Rpj∗CUan. None the less, under a suitable genericity condition of eigenvalues of
monodromies of L, we can recover the vanishing of higher direct images Rpj∗L. We do not discuss this
aspect in this paper.
We construct a family of good compactifications X associated to the Laplace-Gauss-Manin connection∫ 0
pi OX0Φ. First, we put ∆0 = convex hull{0,a(0)(1), . . . ,a(0)(N0)} and ∆l = convex hull{a(l)(1), . . . ,a(l)(Nl)}
(l = 1, . . . , k). For any covector ξ ∈ (Rn)∗, we set ∆ξl = {v ∈ ∆l | 〈ξ, v〉 = minw∈∆l〈ξ, w〉} and h
ξ
l,z(l)
(x) =∑
a(j)∈∆ξl
zjx
a(l)(j). Now, we consider the dual fan Σ of the Minkowski sum ∆0 + ∆1 + · · ·+ ∆k. By taking a
refinement if necessary, we may assume that Σ is a smooth fan. Then, the associated toric variety X = X(Σ)
is sufficiently full for any ∆l in the sense of [Hov77]. We denote {Dj}j∈J the set of torus invariant divisors
of X.
Definition 3.7. We say that a point z = (z(0), z(1), . . . , z(k)) ∈ CN is nonsingular if the following two
conditions are both satisfied:
1. For any 1 ≤ l1 < · · · < ls ≤ k, the Laurent polynomials hl1,z(l1)(x), . . . , hls,z(ls)(x) are nonsingular in
the sense of [Hov77], i.e., for any covector ξ ∈ (Rn)∗, the s-form dxhξl1,z(l1)(x) ∧ · · · ∧ dxh
ξ
ls,z(ls)
(x)
never vanishes on the set {x ∈ (C×)n | hξ
l1,z(l1)
(x) = · · · = hξ
ls,z(ls)
(x) = 0}.
2. For any covector ξ ∈ (Rn)∗ such that 0 /∈ ∆ξ0 and for any 1 ≤ l1 < · · · < ls ≤ k (s can be 0), the s+ 1-
form dhξ
0,z(0)
(x) ∧ dhξ
l1,z(l1)
(x) ∧ · · · ∧ dhξ
ls,z(ls)
(x) never vanishes on the set {x ∈ (C×)n | hξ
l1,z(l1)
(x) =
· · · = hξ
ls,z(ls)
(x) = 0}.
Proposition 3.8. The set of nonsingular points is Zariski open and dense.
Proof. We say z ∈ AN is singular if it is not nonsingular. We prove that the set Z def= {z ∈ AN |
z is singular} ⊂ AN is Zariski closed. For this purpose, it is enough to prove that there is a Zariski closed
subset Z˜ ⊂ AN × X such that piAN (Z˜) = Z, where piAN : AN × X → AN is the canonical projection.
Indeed, since Σ is a complete fan, X → pt is a proper morphism, its base change piAN is also a closed
morphism. We consider the case when the condition 1 of Definition 3.7 fails. We take a maximal cone
τ ∈ Σ. Since Σ is taken to be smooth, there are exactly n primitive vectors κ1, . . . , κn ∈ Zn×1 \ {0} such
that τ ∩Zn×1 = Z≥0κ1 + · · ·+Z≥0κn. We set m(l)i = min
a∈∆l
〈κi, a〉 for l = 0, . . . , k, i = 1, . . . , n. We put m(l) =
(m
(l)
1 , . . . ,m
(l)
n ). We also choose a coordinate ξ = (ξ1, . . . , ξn) so that the equality C[τ∨∩Zn×1] = C[ξ] holds.
Then, h˜l,z(l)(ξ) = ξ
−m(l)hl,z(l)(ξ) (l = 1, . . . , k) is a polynomial with non-zero constant term. For any subset
I ⊂ {1, . . . , n}, we set h˜I
l,z(l)
(ξI¯) = h˜l,z(l)(ξ) ∩i∈I{ξi=0}. Then, the condition 1 of Definition 3.7 fails if and
only if dξI¯ h˜
I
l1,z(l1)
(ξI¯)∧· · ·∧dξI¯ h˜Ils,z(ls)(ξI¯) = 0 for some ξI¯ ∈
{
ξI¯ ∈ CI¯ | h˜Il1,z(l1)(ξI¯) = · · · = h˜
I
ls,z(ls)
(ξI¯) = 0
}
.
This condition is clearly a Zariski closed condition.
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As for condition 2 of Definition 3.7, we rearrange the index {1, . . . , n} = {1, . . . , i0, i0 + 1, . . . , n} so that
m
(0)
i < 0 for i = 1, . . . , i0 and m
(0)
i = 0 for i = i0 + 1, . . . , n. For any subset I ⊂ {1, . . . , n} such that
I ∩ {1, . . . , i0} 6= ∅, we set h˜I0,z(0)(ξI¯) =
∏
i∈I
ξ
−m(0)i
i h0,z(0)(ξ) ∩i∈I{ξi=0}. Then, condition 2 of Definition 3.7
fails if and only if h˜I
0,z(0)
(ξI¯)dξI¯ h˜
I
l1,z(l1)
(ξI¯) ∧ · · · ∧ dξI¯ h˜Ils,z(ls)(ξI¯) = 0 and dξI¯ h˜
I
0,z(0)
(ξI¯) ∧ dξI¯ h˜Il1,z(l1)(ξI¯) ∧
· · · ∧ dξI¯ h˜Ils,z(ls)(ξI¯) = 0 for some ξI¯ ∈
{
ξI¯ ∈ CI¯ | h˜Il1,z(l1)(ξI¯) = · · · = h˜
I
ls,z(ls)
(ξI¯) = 0
}
. This is also a Zariski
closed condition. Finally, the non-emptiness of nonsingular points follows immediately from the description
above and Bertini-Sard’s lemma.
Remark 3.9. If k = 0, the nonsingularity condition is equivalent to the non-degenerate condition of [Ado94,
p274]. In general, nonsingularity condition is stronger than non-degenerate condition. Never the less, it is
still a Zariski open dense condition as we saw above.
In the following, we fix a nonsingular z and a small positive real number ε.We denote ∆(z; ε) the disk with
center at z and with radius ε. By abuse of notation, we denote Dj the product ∆(z; ε)×Dj . By the condition
1 of Definition 3.7, for any subset I ⊂ {1, . . . , k}, the closure ZI =
⋂
l∈I
{(z′, x) ∈ ∆(z; ε)× (C×)nx | hl,z′(l)(x) = 0}
⊂ ∆(z; ε)×X intersects transversally with DJ ′ =
⋂
j∈J ′
Dj for any J
′ ⊂ J . Let us rename the divisors Dj so
thatDj with j ∈ J1 is a part of the pole divisor of h0,z′(0)(x) onX and that anyDj with j ∈ J2 is not. Then by
the condition 2 of Definition 3.7, the closure Z0 = {(z′, x) ∈ ∆(z; ε)× (C×)nx | h0,z′(0)(x) = 0} ⊂ ∆(z; ε)×X
intersects transversally with ZI ∩DJ ′ such that J ′ ∩ J1 6= ∅.
Now we take a small positive real number ε and consider the canonical projection p : ∆(z; ε) × X →
∆(z; ε). We remember the blowing up process of [ET15] (see also [MT11]). We consider a sequence of
blow-ups along codimension 2 divisors Z0∩Dj (j ∈ J1). If the pole order of h0,z′(0)(x) along Dj is mj ∈ Z>0,
one needs at most mj blow-ups along Z0 ∩ Dj . Repeating this process finitely many times, we obtain a
non-singular complex manifold X¯. We denote p¯ : X¯ → ∆(z; ε) the composition of the natural morphism
X¯ → ∆(z; ε)×X with the canonical projection ∆(z; ε)×X → ∆(z; ε). We also denote Z¯l and D¯j the proper
transforms of Zl and Dj . We equip X¯ with the Whitney stratification coming from the normal crossing
divisors D¯ = {Z¯l}kl=1∪{D¯j}j∈J ∪{exceptional divisors of blow-ups}. We have a diagram ∆(z; ε)
p¯← X¯
h¯
0,z′(0)→
P1. By construction, we see that h¯−1
0,z′(0)(∞) intersects transversally with any stratum of p¯−1(z′). Let us
consider a real oriented blow-up X˜ = ˜¯XD¯ of X¯ along D¯. We naturally have the following commutative
diagram
X˜
h˜
0,z′(0)//
$

P˜1
$∞

X¯
h¯
0,z′(0)// P1.
(3.15)
We also equip X˜ with the Whitney stratification coming from the pull-back of the normal crossing divisor
D¯. We set p˜ = p¯ ◦ $. Then, p˜−1(z′) for any z′ ∈ ∆(z; ε) is naturally equipped with an induced Whitney
stratification. By construction, h˜−1
0,z′(0)(e
√−1θ∞) intersects transversally with any stratum of p˜−1(z′) for any
θ. Now it is routine to take a ruguous vector field Θ on X˜ with an additional condition
Θ(h˜0,z′(0)(x)) = 0 (3.16)
near h˜−1
0,z′(0)(S
1∞) ([Ver76], see also [HR08, §3.3.]). Taking the flow of Θ, we have a stratified trivialization
of X˜ with respect to the morphism p˜ : X˜ → ∆(z; ε). We define D˜r.d. ⊂ X˜ by the formula D˜r.d. =
20
h˜−1
0,z′(0)
(
(pi2 ,
3pi
2 )∞
)
and put D˜r.d.z = D˜
r.d. ∩ p˜−1(z). With the aid of the additional condition (3.16), we have
a local trivialization (
pi−1(z) ∪ D˜r.d.z
)
×∆(z; ε)

Λ // pi−1(∆(z; ε)) ∪ D˜r.d.
p˜i
tt
∆(z; ε)
(3.17)
with an additional condition Λ
(
D˜r.d.z ×∆(z; ε)
)
⊂ D˜r.d.. Here, the first vertical arrow is the canonical
projection. It is clear that p˜−1(z′) is a good compactification for any z′ ∈ ∆(z; ε). For any z′ ∈ AN , we
denote Φz′ the multivalued function on pi
−1(z′) defined by pi−1(z′) 3 x 7→ Φ(z′, x). Denoting jz : pi−1(z)an ↪→
pi−1(z)an ∪ D˜r.d.z the natural inclusion, we set
Hr.d.∗,z = H∗
(
pi−1(z)an ∪ D˜r.d.z , D˜r.d.z ; jz∗ (CΦz)
)
. (3.18)
Theorem 3.10. For any nonsingular z ∈ CN , the map∫
: Hr.d.n,z 3 [Γ] 7→
(
[ω] 7→
∫
Γ
Φω
)
∈ HomDCN
((∫ 0
pi
OX0Φ
)an
,OCN
)
z
(3.19)
is well-defined and injective.
Proof. Note first that, for any [ω] ∈ ∫ 0pi OX0Φ, the integral
f(z) =
∫
Γ
Φω (3.20)
is well-defined for any z′ sufficiently close to z. Indeed, with the aid of the trivialization (3.17), one can
construct a continuous family {Γz′}z′∈∆(z;ε) of rapid decay cycles such that Γz = Γ. For any z′ close to z,
Γz′ is homotopic to Γ. Moreover, if f(z) = 0 for any [ω], by the duality theorem of [Hie09], we have [Γ] = 0.
Remark 3.11. The assumption that z is nonsingular is important. As a simple example, we consider a
Laplace-Gauss-Manin connection
∫
piOA2z×Gmez1x+z2x
2
xc with c /∈ Z. In this case, we can easily see that
z is nonsingular (non-degenerate) if z2 6= 0. Let us fix a point z = (1, 0). Then, the Hankel contour Γ
which begins from −∞ turns around the origin and goes back to −∞ belongs to Hr.d.1,z . However, as soon as
Re(z2) > 0, the integral
∫
Γ e
x+z2x2xc dxx diverges.
As an application of Theorem 3.10, we have the following
Theorem 3.12. Suppose the parameter vector δ is non-resonant and γl /∈ Z for any l = 1, . . . , k. Suppose
that z ∈ CN is nonsingular. Then the morphism (3.19) is an isomorphism.
Proof. In view of (2.14), Theorem 2.12 and projection formula, we have isomorphisms
RHomC
(∫
pi
Opi−1(z)Φz,C
)
' RHomDCN
(∫
pi
OX0Φ, Oˆz
)
(3.21)
' RHomDCN
(
MA(δ), Oˆz
)
, (3.22)
where Oˆz is the ring of formal power series with center at z. Taking the 0-th cohomology groups of both
sides, we obtain an equality
dimCH
r.d.
n,z = dimCHomDCN
(
MA(δ), Oˆz
)
. (3.23)
21
By Theorem 3.10 and the inequality
dimCHomDCN (MA(δ),Oz) ≤ dimCHomDCN
(
MA(δ), Oˆz
)
, (3.24)
we obtain the theorem.
By Corollary 3.4, an isomorphism
HomDCNz (
∫ 0
pi
OX0Φ,OCN )→ HomDCNz (MA(δ),OCN ) (3.25)
is induced. In view of Theorem 3.12, we obtain the second main result of this section.
Theorem 3.13. Suppose the parameter vector d is non-resonant and γl /∈ Z for any l = 1, . . . , k. Suppose
that z ∈ CN is nonsingular. Then the morphism
Hr.d.n,z
∫
→ HomDCNz (MA(δ),OCN )z (3.26)
given by
[Γ] 7→
∫
Γ
Φ
dx
x
(3.27)
is an isomorphism of C-vector spaces.
Remark 3.14. We denote Ω the Zariski open dense subset of AN consisting of nonsingular points. It
is straightforward to construct a local system Hr.d.n =
⋃
z∈Ωan
Hr.d.n,z → Ωan and an isomorphism Hr.d.n
∫
→
HomDCNz (MA(δ),OCN ) Ωan whose stalks are identical with (3.26). See the proofs of [HR08, Proposition 3.4.
and Theorem 3.5.].
4 Rapid decay intersection pairing and its localization
In this section, we develop an intersection theory of rapid decay homology groups along the line of the
preceding studies [CM95], [Got13], [Iwa03], [KY94b], [MMT00], [MY04], and [OST03]. We use the same
notation as §3. Namely, we consider a smooth complex Affine variety U and a regular singular connection
(E,∇) on U . In order to simplify the discussion and the notation, we assume that E is a trivial bundle
and ∇ is given by ∇ = d+∑ki=1 αi dfifi ∧ for some regular functions fi ∈ O(U) \C and complex numbers αi.
For another regular function f ∈ O(U), we set ∇f = ∇ + df∧. We take a standard orientation of Cn so
that for any holomorphic coordinate (z1, . . . , zn), the real form
(√−1
2
)n
dz1 ∧ · · · ∧ dzn ∧ dz¯1 ∧ · · · ∧ dz¯n is
positive. Note that this choice of orientation is not compatible with the product orientation. For example,
our orientation of C2 is different from the product orientation of C× C.
Let us recall several sheaves on the real oriented blow-up X˜. We denote by P<D
X˜
(resp. PmodD
X˜
) the
sheaf of C∞ functions on Uan which are flat (resp. moderate growth) along D. We denote by Ω(p,q)Xan the
sheaf of (p, q)-forms on Xan. We set A?D
X˜
= Ker
(
∂¯ : P?D
X˜
→ P?D
X˜
⊗$−1OXan $−1Ω
(0,1)
Xan
)
for ? =<,mod. As
in [Hie09], we set
DR?D
X˜
(∇f ) := A?DX˜ ⊗$−1OXan $
−1DRXan(∇f ). (4.1)
With this notation, we set ∨S<D := H0
(
DR<D
X˜
(∇∨f )
)
and SmodD := H0
(
DRmodD
X˜
(∇f )
)
.
The main result of [Hie09] is an explicit description of the perfect pairing between H2n−∗(X˜, ∨S<D) and
H∗(X˜,SmodD). Namely, H2n−∗(X˜, ∨S<D) is described by the rapid decay homology group, H∗(X˜,SmodD)
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is the algebraic de Rham cohomology group, and the pairing is given by the exponential period pairing. For
later use, we need other realizations of these cohomology groups and the period pairing.
We first remark that DR<D
X˜
(∇∨f ) and DRmodDX˜ (∇f ) are resolutions of
∨S<D and SmodD respectively
([Hie09, Proposition 1]). Combining this result with the quasi-isomorphism
A?D
X˜
⊗$−1OXan $−1ΩrXan→˜
(
P?D
X˜
⊗$−1OXan $−1Ω
(r,•)
Xan , ∂¯
)
, (4.2)
we see that ∨S<D and SmodD are quasi-isomorphic to PDR<D
X˜
(∇∨f )
def
=
(
P<D
X˜
⊗$−1OX $−1Ω(•,•)X ,∇∨f , ∂¯
)
and PDRmodD
X˜
(∇f ) def=
(
PmodD
X˜
⊗$−1OX $−1Ω(•,•)X ,∇f , ∂¯
)
respectively. We set
H∗r.d.
(
U,∇∨f
) def
= H∗
(
X˜; ∨S<D
)
. (4.3)
Since PDR<D
X˜
(∇∨f ) is a soft resolution of ∨S<D, H∗r.d.
(
U, (OU ,∇∨f )
)
can be computed by taking global
sections of the complex PDR<D
X˜
(∇∨f ). We also remark that the factorization ΓX˜ = ΓX ◦ R$ and the
relation R$∗
(
AmodD
X˜
)
= OXan(∗D) ([Sab00, CHAPITRE II, Corollaire 1.1.8]) implies H∗(X˜,SmodD) =
H∗
(
RΓXR$
(
PDRmodD
X˜
(∇f )
))
= H∗
(
Xan;OXan ⊗$−1OXan $−1DRXan(∇f )
)
= H∗dR (U,∇f ). Here, the
last equality is a consequence of GAGA ([Ser56]).
Hence, if we denote by j˜ : Uan → X˜ the natural inclusion, the canonical duality pairing DR<D
X˜
(∇∨f ) ⊗
DRmodD
X˜
(∇f )→ j˜!CUan ([Hie09][Theorem 3]) yields a perfect pairing
〈•, •〉ch H∗dR (U ;∇f )×H2n−∗r.d.
(
U,∇∨f
)
→ C
∈ ∈
(ω, η) 7→ ∫ ω ∧ η. (4.4)
We also give a realization of H∗(X˜,SmodD) in terms of a certain relative homology group. We set D˜r.g. =(
D˜irr \ f˜−1(S1∞)
)
∪ f˜−1
({
eθ
√−1∞ | −pi2 < θ < pi2
})
. We consider a sequence of natural inclusions Uan
l→
Uan ∪ D˜r.g. k→ X˜. By the local description of SmodD ([Hie09][p12]), we can easily confirm that the equality
SmodD = k!l∗L∨ holds. Moreover, if we set
C−p
Uan∪D˜r.g.,D˜r.g.
(L∨) =
(
V 7→ Sp
(
Uan ∪ D˜r.g.,
(
Uan ∪ D˜r.g. \ V
)
∪ D˜r.g.; l∗L∨
))†
, (4.5)
we see that SmodD
X˜
[2n] ' k!C−∗
Uan∪D˜r.g.,D˜r.g.
(L∨) as in the arguments after Proposition 2.1 of [MHb]. Therefore,
we have a realization H∗
(
X˜;SmodD
)
= Hr.g.2n−∗ (U,∇f )
def
= H2n−∗
(
Uan ∪ D˜r.g., D˜r.g.; l∗L∨
)
. Moreover, the
same argument as §5 of [Hie09] proves the perfectness of the pairing
H∗r.d.
(
U,∇∨f
)
×Hr.g.2n−∗ (U,∇f ) → C
∈ ∈
(η, δ∨) 7→ ∫δ∨ e−f ∏ki=1 f−αii η.
(4.6)
With these setups, we can naturally define the Poincare´ duality isomorphism Φ : Hr.d.∗
(
Uan,∇∨f
) ∼→
H2n−∗r.d.
(
U,∇∨f
)
and Φ∨ : Hr.g.∗ (U,∇f ) ∼→ H2n−∗dR (U,∇f ). Namely, for any element [γ] ∈ Hr.d.∗
(
Uan,∇∨f
)
,
Φ(γ) ∈ H2n−∗r.d.
(
U,∇∨f
)
is the unique element such that the equality
∫
γ e
f
∏k
i=1 f
αi
i ω =
∫
Φ(γ) ∧ ω holds for
any ω ∈ H∗dR (U,∇f ). In the same way, for any element [δ∨] ∈ Hr.g.∗ (U,∇f ), Φ∨(δ∨) ∈ H2n−∗dR (U,∇f ) is the
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unique element such that the equality
∫
δ∨ e
−f ∏k
i=1 f
−αi
i η =
∫
Φ∨(δ∨) ∧ η holds for any η ∈ H∗r.d.
(
U,∇∨f
)
.
We define the homology intersection pairing 〈•, •〉h by
〈•, •〉h : Hr.d.∗
(
U,∇∨f
)
×Hr.g.2n−∗ (U,∇f ) → C
∈ ∈
(γ, δ∨) 7→ ∫ Φ(γ) ∧ Φ∨(δ∨). (4.7)
We are ready to state the twisted period relation (cf. [CM95, Theorem 2]) for rapid decay homology
groups. Let us fix four bases {ωi}ri=1 ⊂ H∗dR (U ;∇f ), {γi}ri=1 ⊂ Hr.d.∗
(
U ;∇∨f
)
, {ηi}ri=1 ⊂ H2n−∗r.d.
(
U ;∇∨f
)
,
and {δ∨i }ri=1 ⊂ Hr.g.2n−∗ (U ;∇f ). We set Ich = (〈ωi, ηj〉ch)i,j , Ih = (〈γi, δ∨j 〉h)i,j , P =
(∫
γj
ef
∏k
l=1 f
αl
l ωi
)
i,j
,
and P∨ =
(∫
δ∨j
e−f
∏k
l=1 f
−αl
l ηi
)
i,j
. With these setups, we can state a basic
Proposition 4.1. The following identity is true:
Ich = P
tI−1h
tP∨. (4.8)
The proof is exactly same as that of the twisted period relation [CM95, Theorem 2].
Now, we need to prove an important technique to compute homology intersection numbers. For any
open subset V˜ of X˜, we set V = V˜ ∩ U , DR?D
V˜
(∇f ) = DR?DX˜ (∇f ) V˜ and S
?D
V = S?DX˜ V˜ . Let aV˜ :
V˜ → pt denote the morphism to a point. We set D˜r.d.V = D˜r.d. ∩ V˜ , D˜r.g.V = D˜r.g. ∩ V˜ , Hr.g.∗ (V ;∇f ) =
Hlf∗
(
V ∪ D˜r.g.V , D˜r.g.V ; l∗L∨
)
, H∗r.g. (V ;∇f ) = H∗
(
V˜ ;DRmodD
V˜
(∇f )
)
, Hr.d.∗
(
V ;∇∨f
)
= H∗
(
V ∪ D˜r.d.V , D˜r.d.V ;L
)
,
and H∗r.d.
(
V ;∇∨f
)
= H∗c
(
V˜ ;DR<D
V˜
(∇∨f )
)
. Here, Hlf stands for the locally finite (or Borel-Moore) homol-
ogy group. We denote by j˜V : V → V˜ the natural inclusion. By the perfectness of the duality pairing
DR<D
V˜
(∇∨f )⊗DRmodDV˜ (∇f )→ j˜V !C and the identity a
!
V˜
C ' j˜V !C[2n] we get a sequence of isomorphisms
RΓ
V˜
(
DRmodD
V˜
(∇f )[2n]
)
' RΓ
V˜
RHom
(
DR<D
V˜
(∇∨f ), j˜V !CV [2n]
)
(4.9)
' RHom
(
a
V˜ !
DR<D
V˜
(∇∨f ),C
)
. (4.10)
Here, the last isomorphism is a result of Poincare´-Verdier duality. Since we have identities H∗
(
V˜ ;SmodDV
)
=
Hr.g.2n−∗ (V ;∇f ) and H∗
(
V˜ ;S<DV
)
= Hr.d.2n−∗
(
V ;∇∨f
)
, this isomorphism gives rise to perfect pairings
Hr.d.∗
(
V ;∇∨f
)
×H∗r.g. (V ;∇f ) → C
∈ ∈
(γ, ω) 7→ ∫γ ef ∏ki=1 fαii ω, (4.11)
H∗r.d.
(
V ;∇∨f
)
×Hr.g.∗ (V ;∇f ) → C
∈ ∈
(η, δ∨) 7→ ∫δ∨ e−f ∏ki=1 f−αii η,
(4.12)
and
〈•, •〉ch : H∗r.g. (V ;∇f )×H2n−∗r.d.
(
V ;∇∨f
)
→ C
∈ ∈
(ω, η) 7→ ∫ ω ∧ η. (4.13)
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Then, the Poincare´ duality morphisms ΦV : H
r.d.
∗
(
V ;∇∨f
)
→˜H2n−∗r.d.
(
V ;∇∨f
)
and its dual counterpart Φ∨V :
Hr.g.∗ (V ;∇f ) →˜H2n−∗r.g. (V ;∇f ) are naturally defined with the aid of the perfect pairings above. Namely, the
definitions of ΦV and Φ
∨
V are same as those of Φ and Φ
∨. Therefore, we define the homology intersection
pairing by
〈•, •〉h : Hr.d.∗
(
V ;∇∨f
)
×Hr.g.2n−∗ (V ;∇f ) → C
∈ ∈
(γ, δ∨) 7→ ∫ Φ(γ) ∧ Φ∨(δ∨). (4.14)
With these set-ups, we can discuss localization of intersection pairings. If we denote by ι
X˜V˜
: V˜ → X˜
the natural inclusion, the natural transform id
X˜
→ ι
X˜V˜ ∗ι
−1
X˜V˜
induces a commutative diagram
Hr.g.∗ (U ;∇f ) rest //
Φ∨

Hr.g.∗ (V ;∇f )
Φ∨

H2n−∗dR (U ;∇f ) rest // H2n−∗r.g. (V ;∇f ) .
(4.15)
Here, the first horizontal morphism is nothing but the usual restriction morphism of locally finite homology
groups and the second horizontal morphism is induced by taking pull-backs of differential forms. On the
other hand, the natural transform ι
X˜V˜ !
ι−1
X˜V˜
→ id
X˜
induces a commutative diagram
Hr.d.∗
(
U ;∇∨f
)
Φ

Hr.d.∗
(
V ;∇∨f
)
ι
X˜V˜ !
oo
Φ

H2n−∗r.d.
(
U ;∇∨f
)
H2n−∗r.d.
(
V ;∇∨f
)
.ι
X˜V˜ !
oo
(4.16)
Both horizontal morphisms are given by extension by zero. By definition, we see that the morphisms rest
and ι
X˜V˜ !
satisfy an adjoint relation
〈ι
X˜V˜ !
(γ), δ∨〉h = 〈γ, rest(δ∨)〉h
(
γ ∈ Hr.d.∗
(
V ;∇∨f
)
, δ∨ ∈ Hr.g.2n−∗ (U ;∇f )
)
. (4.17)
We consider a commutative diagram
S<D
X˜
can // SmodD
X˜
&&
ι
X˜V˜ !
S<D
V˜
OO
// ι
X˜V˜ ∗S<DV˜ // ιX˜V˜ ∗S
modD
V˜
,
(4.18)
where the morphism can : S<D
X˜
→ SmodD
X˜
is induced by the canonical morphism A<D
X˜
→ AmodD
X˜
and the
vertical arrows are induced by natural transforms id
X˜
→ ι
X˜V˜ ∗ι
−1
X˜V˜
and ι
X˜V˜ !
ι−1
X˜V˜
→ id
X˜
.
By taking hypercohomologies, the diagram (4.18) induces another commutative diagram
Hr.d.∗ (U ;∇f )
canU // Hr.g.∗ (U ;∇f )
rest

Hr.d.∗ (V ;∇f )
ι
X˜V˜ !
OO
canV // Hr.g.∗ (V ;∇f ) .
(4.19)
Combining (4.17) and (4.19), we have the following localization formula
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Proposition 4.2. For any γ ∈ Hr.d.∗
(
V ;∇∨f
)
and γ∨ ∈ Hr.d.2n−∗ (V ;∇f ), the identity
〈ι
X˜V˜ !
(γ), canU ◦ ιX˜V˜ !(γ∨)〉h = 〈γ, canV (γ∨)〉h (4.20)
holds.
Finally, we discuss cross products of chains. Let us consider another smooth complex Affine variety
W and a regular connection ∇′ = d + ∑ml=1 βl dglgl ∧ : OW → Ω1W . We compactify W into a smooth
projective variety Y so that D′ = Y \ W is a normal crossing divisor. Then, we see that X × Y is a
good compactification of (OU×W ,∇f + ∇′). We set DU×W = X × Y \ U ×W. By considering Ku¨nneth
isomorphism H∗dR (U ×W, (OU×W ,∇f +∇′)) '
⊕
p+q=∗H
p
dR (U, (OU ,∇f ))HqdR (W, (OW ,∇′)) induced by
the wedge product, we see that there is an isomorphism
H∗
(
X˜ × Y ;DR<DU×W
X˜×Y
(∇f +∇′)
)
'
⊕
p+q=∗
Hp
(
X˜;DR<D
X˜
(∇f )
)
Hq
(
Y˜ ;DR<DW
Y˜
(∇′)
)
(4.21)
induced again by the wedge product. Therefore, if we set L∨W = Ker
(∇′ : OWan → Ω1Wan), for any δ∨ ∈
Hr.g.p (U, (OU ,∇f )) and δ∨W ∈ Hr.g.q (W, (OW ,∇′)), we can define the cross product δ∨×δ∨W so that the formula∫
δ∨×δ∨W
e−f
k∏
l=1
f−αll
m∏
l=1
g−βll η ∧ ηW =
(∫
δ∨
e−f
k∏
l=1
f−αll η
)(∫
δ∨W
m∏
l=1
g−βll ηW
)
(4.22)
is true for any η ∈ Hp
(
X˜;DR<D
X˜
(∇f )
)
and ηW ∈ Hq
(
Y˜ ;DR<D
′
Y˜
(∇′)
)
. Likewise, we can also define the
cross product γ × γW for any γ ∈ Hr.d.p (U,∇f ) and γW ∈ Hr.d.p (W,∇′) ([MHa, Lemma 2.4]). If we denote
by n′ the complex dimension of W , we have a
Proposition 4.3. For γ ∈ Hr.d.p (U, (OU ,∇f )), γW ∈ Hr.d.q (W, (OW ,∇′)), δ∨ ∈ Hr.g.2n−p (U, (OU ,∇f )) and
δ∨W ∈ Hr.g.2n′−q (W, (OW ,∇′)), one has an identity
〈γ × γW , δ∨ × δ∨W 〉h = (−1)nn
′+pq〈γ, δ∨〉h〈γW , δ∨W 〉h. (4.23)
In particular, if p = n and q = n′, one has 〈γ × γW , δ∨ × δ∨W 〉h = 〈γ, δ∨〉h〈γW , δ∨W 〉h.
The readers should be aware of our choice of the orientation of Cn.
5 Review on the combinatorial structure of series solutions
In this section, we briefly recall the construction of a basis of solutions of GKZ system in terms of Γ-series
following the exposition of M.-C. Ferna´ndez-Ferna´ndez ([FF10]). For any commutative ring R and for any
pair of finite sets I and J , we denote by RI×J the set of matrices with entries in R whose rows (resp. columns)
are indexed by I (resp. J). For any univariate function F and for any vector w = t(w1, . . . , wn) ∈ Cn×1, we
define F (w) by F (w) = F (w1) · · ·F (wn). In this section, A is a d× n (d < n) integer matrix whose column
vectors generate the lattice Zd×1. Under this notation, for any vector v ∈ Cn×1 such that Av = −δ, we put
ϕv(z) =
∑
u∈LA
zu+v
Γ(1 + u+ v)
. (5.1)
It can readily be seen that ϕv(z) is a formal solution of MA(δ) ([GZK89]). We call (5.1) a Γ-series solution
of MA(δ). For any subset τ ⊂ {1, . . . , n}, we denote Aτ the matrix given by the columns of A indexed by τ.
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In the following, we take σ ⊂ {1, . . . , n} such that the cardinality |σ| is equal to d and detAσ 6= 0. Taking
a vector k ∈ Zσ¯×1, we put
vkσ =
(−A−1σ (δ +Aσ¯k)
k
)
, (5.2)
where σ denotes the complement {1, . . . , n} \ σ. Then, by a direct computation, we have
ϕσ,k(z; δ)
def
= ϕvkσ (z) = z
−A−1σ δ
σ
∑
k+m∈Λk
(z−A
−1
σ Aσ¯
σ zσ¯)
k+m
Γ(1σ −A−1σ (δ +Aσ¯(k + m)))(k + m)!
, (5.3)
where Λk is given by
Λk =
{
k + m ∈ Zσ¯×1≥0 | Aσ¯m ∈ ZAσ
}
. (5.4)
The following lemmata can be confirmed immediately from the definitions ([FF10, Lemma 3.1,3.2, Remark
3.4.]).
Lemma 5.1. For any k,k′ ∈ Zσ¯×1, the following statements are equivalent
1. vk − vk′ ∈ Zn×1
2. [Aσk] = [Aσk
′] in Zd×1/ZAσ
3. Λk = Λk′ .
Lemma 5.2. Take a complete set of representatives {[Aσk(i)]}rσi=1 of the finite Abelian group Zd×1/ZAσ.
Then, one has a decomposition
Zσ×1≥0 =
rσ⊔
j=1
Λk(j). (5.5)
Thanks to these lemmata, we can observe that {ϕσ,k(i)(z; δ)}rσi=1 is a set of rσ linearly independent formal
solutions of MA(δ) unless ϕσ,k(i)(z; δ) = 0 for some i. In order to ensure that ϕσ,k(i)(z; δ) does not vanish,
we say that a parameter vector δ is very generic with respect to σ if A−1σ (δ + Aσ¯m) does not contain any
integer entry for any m ∈ Zσ¯×1≥0 . Using this terminology, we can rephrase the observation above as follows:
Proposition 5.3. If δ ∈ Cd×1 is very generic with respect to σ,
{
ϕσ,k(i)(z; δ)
}rσ
i=1
is a linearly independent
set of formal solutions of MA(δ).
As is well-known in the literature, under a genericity condition, we can construct a basis of holomorphic
solutions of GKZ system MA(δ) consisting of Γ-series with the aid of regular triangulation. Let us recall
the definition of a regular triangulation. In general, for any subset σ of {1, . . . , n}, we denote cone(σ) the
positive span of the column vectors of A {a(1), . . . ,a(n)} i.e., cone(σ) =
∑
i∈σ
R≥0a(i). We often identify a
subset σ ⊂ {1, . . . , n} with the corresponding set of vectors {a(i)}i∈σ or with the set cone(σ). A collection
T of subsets of {1, . . . , n} is called a triangulation if {cone(σ) | σ ∈ T} is the set of cones in a simplicial fan
whose support equals cone(A). We regard Z1×n as the dual lattice of Zn×1 via the standard dot product.
We denote piA : Z1×n → L∨A the dual of the natural inclusion LA ↪→ Zn×1 where L∨A is the dual lattice
HomZ(LA,Z). By abuse of notation, we still denote piA : R1×n → L∨A ⊗Z R the linear map piA ⊗Z idR where
idR : R → R is the identity map. Then, for any generic choice of a vector ω ∈ pi−1A
(
piA(R1×n≥0 )
)
, we can
define a triangulation T (ω) as follows: A subset σ ⊂ {1, . . . , n} belongs to T (ω) if there exists a vector
n ∈ R1×d such that
n · a(i) = ωi if i ∈ σ (5.6)
n · a(j) < ωj if j ∈ σ. (5.7)
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A triangulation T is called a regular triangulation if T = T (ω) for some ω ∈ R1×n. For a fixed regular
triangulation T , we say that the parameter vector δ is very generic if it is very generic with respect to any
σ ∈ T . Now suppose δ is very generic. Then, it was shown in [FF10] that we have rankMA(δ) = volZ(∆A).
Let us put Hσ = {j ∈ {1, . . . , n} | |A−1σ a(j)| = 1}. Here, |A−1σ a(j)| denotes the sum of all entries of the
vector A−1σ a(j). We set
Uσ =
{
z ∈ (C∗)n | abs
(
z−A
−1
σ a(j)
σ zj
)
< R, for all a(j) ∈ Hσ \ σ
}
, (5.8)
where R > 0 is a small positive real number and abs stands for the absolute value.
Definition 5.4. A regular triangulation T is said to be convergent if for any n-simplex σ ∈ T and for any
j ∈ σ, one has the inequality |A−1σ a(j)| ≤ 1.
Remark 5.5. By [FF19, Remark 2.1], there exists at least one convergent regular triangulation.
With this terminology, the following result is a special case of [FF10, Theorem 6.7.].
Proposition 5.6. Fix a convergent regular triangulation T . Assume δ is very generic. Then, the set⋃
σ∈T
{
ϕσ,k(i)(z; δ)
}rσ
i=1
is a basis of holomorphic solutions of MA(δ) on UT
def
=
⋂
σ∈T
Uσ 6= ∅ where rσ =
volZ(σ) = |Zd×1/ZAσ|.
Remark 5.7. We define an N × σ matrix Bσ by
Bσ =
(−A−1σ Aσ
Iσ
)
(5.9)
and a cone Cσ by
Cσ =
{
ω ∈ R1×n | ω ·Bσ > 0
}
. (5.10)
Here, Iσ is the identity matrix. Then, T is a regular triangulation if and only if CT
def
=
⋂
σ∈T
Cσ is a non-empty
open cone. In this case, the cone CT is characterized by the formula
CT =
{
ω ∈ R1×n | T (ω) = T
}
. (5.11)
From the definition of Uσ, we can confirm that z belongs to UT if (− log |z1|, . . . ,− log |zn|) belongs to a
sufficiently far translation of CT inside itself, which implies UT 6= ∅.
We conclude this section by quoting a result of Gelfand, Kapranov, and Zelevinsky ([GKZ94, Chapter
7, Proposition 1.5.],[DLRS10, Theorem 5.2.11.]).
Theorem 5.8 ([GKZ94],[DLRS10]). There exists a polyhedral fan Fan(A) in R1×n whose support is
pi−1A
(
piA(R1×n≥0 )
)
and whose maximal cones are exactly {CT }T :regular triangulation. The fan Fan(A) is called
the secondary fan.
Remark 5.9. Let F be a fan obtained by applying the projection piA to each cone of Fan(A). By definition,
each cone of Fan(A) is a pull-back of a cone of F through the projection piA. Therefore, the fan F is also
called the secondary fan.
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6 Combinatorial construction of integration contours via regular trian-
gulations
In this section, we construct integration contours associated to Euler-Laplace integral representation
fΓ(z) =
1
(2pi
√−1)n+k
∫
Γ
e
h
0,z(0)
(x)
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc
dx
x
. (6.1)
with the aid of a convergent regular triangulation. Without loss of generality, we may assume Nl ≥ 2 for any
l = 1, . . . , k. This is because Nl = 1 implies that the corresponding Laurent polynomial hl,z(l) is a monomial
hence (6.1) is reduced to the integral with k − 1 powers of Laurent polynomials.
Suppose we are given Euler-Laplace integral (6.1). We denote by el (l = 1, . . . , k) the standard basis of
Zk×1, and put e0 = 0 ∈ Zk×1. We set Il = {N0 + · · · + Nl−1 + 1, . . . , N0 + · · · + Nl} or equivalently,
Il =
{(
el
a(l)(j)
)}Nl
j=1
(l = 0, . . . , k). This induces a partition of indices
{1, . . . , N} = I0 ∪ · · · ∪ Ik. (6.2)
In the following we fix an (n+k)-simplex σ ⊂ {1, . . . , N}, i.e., a subset with cardinality n+k and detAσ 6= 0.
We also assume an additional condition |A−1σ a(j)| ≤ 1 for any j ∈ σ. According to the partition (6.2), we
have an induced partition σ = σ(0) ∪ · · · ∪ σ(k), where σ(l) = σ ∩ Il. By σ(l), we denote the complement
Il \ σ(l). Since detAσ 6= 0, we have σ(l) 6= ∅ for any l = 1, . . . , k. For any finite set S, we denote by |S| the
cardinality of S.
Let us consider an n-dimensional projective space Pn with a homogeneous coordinate τ = [τ0 : · · · : τn].
Let α0, . . . , αn+1 ∈ C be parameters such that α0 + · · · + αn+1 = 1 and ω(τ) be the section of ΩnPn(n + 1)
defined by ω(τ) =
∑n
i=0(−1)iτidτ0 ∧ · · · ∧ d̂τi ∧ · · · ∧ dτn. We consider an affine open set U = {τ0 6= 0}. We
define the coordinate t = (t1, . . . , tn) of U by
τi
τ0
= epi
√−1ti and tn+1 by tn+1 = 1− t1 · · · − tn. Let Pτ denote
the n-dimensional Pochhammer cycle in U as in [Beu10, §6] with respect to these coordinates (see also the
appendix of this paper). Then we have the following
Lemma 6.1. ([Beu10, Proposition 6.1]) For any complex numbers α0, . . . , αn+1 ∈ C such that α0 + · · · +
αn+1 = 1, one has∫
Pτ
τα0−10 · · · ταn−1n (τ0 + · · ·+ τn)αn+1−1ω(τ) =
(2pi
√−1)n+1e−pi
√−1αn+1
Γ(1− α0) · · ·Γ(1− αn+1) . (6.3)
We note that the equality∫
Pτ
(epi
√−1t1)α1−1 . . . (epi
√−1tn)αn−1t
αn+1−1
n+1 d(e
pi
√−1t1) . . . d(epi
√−1tn)
=
∫
Pτ
τα0−10 · · · ταn−1n (τ0 + · · ·+ τn)αn+1−1ω(τ) (6.4)
implies the original formula [Beu10, Proposition 6.1]∫
Pτ
tα1−11 . . . t
αn−1
n t
αn+1−1
n+1 dt1 . . . dtn =
(2pi
√−1)n+1e−pi
√−1(α1+···+αn+1)
Γ(1− α1) . . .Γ(1− αn+1)Γ(α1 + · · ·+ αn+1) . (6.5)
Now we consider projective spaces P|σ(l)|−1. Writing σ(l) = {i(l)0 , . . . , i(l)|σ(l)|−1} so that i
(l)
0 < · · · < i(l)|σ(l)|−1,
we equip P|σ(l)|−1 with a homogeneous coordinate [τσ(l) ] =
[
τ
i
(l)
0
: · · · : τ
i
(l)
|σ(l)|−1
]
. Here, we use the convention
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P0 = {∗} (one point). We define the covering map
p : (C×)nx → (C×)σ
(0)
ξ
σ(0)
×
k∏
l=1
P|σ(l)|−1τ
σ(l)
\
⋃
i∈σ(l)
{τi = 0}
 (6.6)
by p(x) =
(
zσ(0)(
t1k, x)
A
σ(0) ,
(
[zσ(l) · (t1k, x)Aσ(l) ]
)k
l=1
)
, where 1k = e1 + · · · + ek and zσ(l)(t1k, x)Aσ(l) =(
zi(
t1k, x)
a(l)(i)
)
i∈σ(l)
for l = 0, . . . , k. We define ω(τσ(l)) by ω(τσ(l)) =
∑|σ(l)|−1
j=0 (−1)jτijdτi0 ∧ · · · ∧ d̂τij ∧
· · · ∧ dτi|σ(l)|−1 . We denote the product
∏|σ(l)|−1
j=0 τij by τσ(l) . We set τσ =
∏k
l=1 τσ(l) . By a direct computation
employing Laplace expansion, we have the identity
p∗
(
dξσ(0)
ξσ(0)
∧ ω(τσ)
τσ
)
= p∗
(
dξσ(0)
ξσ(0)
∧ ω(τσ(1))
τσ(1)
∧ · · · ∧ ω(τσ(k))
τσ(k)
)
= sgn(A, σ)(detAσ)
dx
x
, (6.7)
where we have put sgn(A, σ) = (−1)k|σ(0)|+(k−1)|σ(1)|+···+|σ(k−1)|+ k(k−1)2 .
Now we use the plane wave expansion coordinate. Let us introduce a coordinate transform of ξσ(0) by
ξi = ρui (i ∈ σ(0)), where ρ and ui are coordinates of C× and {uσ(0) = (ui)i∈σ(0) ∈ (C×)σ
(0) |
∑
i∈σ(0)
ui = 1}
respectively. Then, it is standard that we have an equality of volume forms dξσ(0) = ρ
|σ(0)|−1dρduσ(0) ,
where duσ(0) =
∑|σ(0)|
j=1 (−1)j−1uijduîj with duîj = dui1 ∧ · · · ∧ d̂uij ∧ · · · ∧ dui|σ(0)| and σ
(0) = {i1, . . . , i|σ(0)|}
(i1 < · · · < i|σ(0)|).
Using formulae above, we obtain
fΓ(z) =
sgn(A, σ)
detAσ
z−A
−1
σ δ
σ
(2pi
√−1)n+k
∫
p∗Γ
k∏
l=1
∑
i∈σ(l)
τi +
∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zj(ξσ(0) , τσ)
A−1σ a(j)
−γl ×
exp
 ∑
i∈σ(0)
ξi +
∑
j∈σ(0)
z−A
−1
σ a(j)
σ zj(ξσ(0) , τσ)
A−1σ a(j)
 (ξσ(0) , τσ)A−1σ δ dξσ(0)ω(τσ)ξσ(0)τσ (6.8)
=
sgn(A, σ)
detAσ
z−A
−1
σ δ
σ
(2pi
√−1)n+k
∫
p∗Γ
k∏
l=1
∑
i∈σ(l)
τi +
∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
−γl ×
exp
ρ+ ∑
j∈σ(0)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
 ρ∑i∈σ(0) teiA−1σ δ(uσ(0) , τσ)A−1σ δ
dρduσ(0)ω(τσ)
ρuσ(0)τσ
, (6.9)
where Γ is an integration contour to be clarified below. We have also used the convention that τi for i ∈ σ(l)
with |σ(l)| = 1 is equal to zi(1k, x)a(i).
Let us construct the cycle Γ. For this purpose, we consider a degeneration of the the integrand Φ.
Namely, we consider the following limit: variables zj 6= 0 with j ∈ σ are very small while variables zj 6= 0
with j ∈ σ are frozen. Symbolically, we write this limit as z ≈ zσ∞. The corresponding degeneration of the
integrand is
Φ ≈ e
∑
i∈σ(0) zix
a(0)(i)
 ∑
i∈σ(1)
zix
a(1)(i)
−γ1 . . .
 ∑
i∈σ(k)
zix
a(k)(i)
−γk . (6.10)
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Figure 3: Hankel contour
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t1 = 0 t1 = 1
Figure 4: Pochhammer cycle P1
We first set ρ = 1 and construct a cycle in uσ(0) and τσ directions. We take a cycle Γ0 in {ρ = 1} ×
k∏
l=1
P|σ(l)|−1τ
σ(l)
\
⋃
i∈σ(l)
{τi = 0} ∪
∑
i∈σ(l)
τi = 0

 as a product cycle Γ0 = Pu(0)σ × k∏
l=1
Pτ
σ(l)
. We take a (n−1)-
dimensional twisted cycle Γ˜σ,0 in {ρ = 1} ⊂ (C)nx so that p∗Γ˜σ,0 = Γ0. For the construction of such a
cycle, see Appendix 3. Note that we determine the branch of multivalued functions hl,z(l)(x)
−γl so that the
expansion
h−γl
l,z(l)
(x) =
∑
i∈σ(l)
zix
a(l)(i) +
∑
j∈σ¯(l)
zjx
a(l)(j)
−γl (6.11)
=
∑
ml∈Zσ¯(l)≥0
(−1)|ml|(γl)|ml|
ml!
∑
i∈σ(l)
zix
a(l)(i)
−γl−|ml| zml
σ(l)
(1k, x)
Aσml (6.12)
is valid. Thus, the branch of hl,z(l)(x)
−γl is determined by that of
∑
i∈σ(l)
zix
a(l)(i)
−γl , which is determined
by the choice of Γσ,0. Note that the expansion above in (ρ, uσ(0) , τσ(l)) coordinate is
∑
i∈σ(l)
τi +
∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
−γl (6.13)
=
∑
ml∈Zσ¯(l)≥0
(−1)|ml|(γl)|ml|
ml!
∑
i∈σ(l)
τi
−γl−|ml|(z−A−1σ Aσ(l)σ zσ(l))ml ρ∑i∈σ(0) teiA−1σ Aσml(uσ(0) , τσ)A−1σ Aσml , .
(6.14)
In ρ direction, we take the so-called Hankel contour C0. C0 is given by the formula C0 = (−∞,−δ]e−pi
√−1+
l(0+)−(−∞,−δ]epi
√−1, where e±pi
√−1 stands for the argument of the variable and l(0+) is a small loop which
encircles the origin in the counter-clockwise direction starting from and ending at the point −δ for some
small positive δ. Using this notation, we have
Lemma 6.2. Suppose α ∈ C. One has an identity∫
C0
ξα−1eξdξ =
2pi
√−1
Γ(1− α) . (6.15)
We wish to integrate the integrand along the product contour C0 × Γ0. To do this, we need a simple
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Lemma 6.3. For any l = 1, · · · , k and for any j ∈ σ(l), one has
∑
i∈σ(m)
teiA
−1
σ a(j) =
{
1 (m = l)
0 (m 6= 0, l). (6.16)
Moreover, if j ∈ σ(0), one has ∑
i∈σ(m)
teiA
−1
σ a(j) = 0 (m = 1, . . . , k). (6.17)
Proof. Observe first that, if we write A as A = (a(1)| · · · |a(N)), then for any j ∈ σ¯(l) (l = 1, . . . , k) and
m = 1, . . . , k, we have
t(
em
O
)
a(j) =
{
1 (m = l)
0 (m 6= l) (6.18)
This can be written as (
Ik
On
)
a(j) =
(
el
O
)
. (6.19)
We thus have
(
el
O
)
=
(
Ik
On
)
a(j) (6.20)
=
(
Ik
On
)
AσA
−1
σ a(j) (6.21)
=

0 · · · 0 1 · · · 1 0 · · · 0 · · · 0 · · · 0
0 · · · 0 0 · · · 0 1 · · · 1 · · · 0 · · · 0
...
...
...
. . .
...
0 · · · 0 0 · · · 0 0 · · · 0 · · · 1 · · · 1
A−1σ a(j). (6.22)
The formula above clearly shows (6.16). On the other hand, for any j ∈ σ¯(0) we have
t(
em
O
)
a(j) = 0 (m = 1, . . . , k). (6.23)
Thus, the same argument as above shows (6.17).
From Lemma 6.3 and the equality
k∑
m=0
∑
i∈σ(m)
teiA
−1
σ a(j) = |A−1σ a(j)|, (6.24)
we obtain two inequalities on the degree of divergence∑
i∈σ(0)
teiA
−1
σ a(j) ≤ 0 (j ∈ σ(l), l = 1, . . . , k) (6.25)
and ∑
i∈σ(0)
teiA
−1
σ a(j) ≤ 1 (j ∈ σ(0)). (6.26)
From these inequalities we can verify that the expansion (6.14) is valid uniformly along C0 × Γ0 and the
integral (6.9) is convergent if z ≈ zσ∞.
In order to define the lift of the product cycle C0 × Γ0 to x coordinate, we need a
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Lemma 6.4. Let zj 6= 0 (j = 1, . . . , N) be complex numbers and let ϕ(x) =
∑N
j=1 zjx
a(j) be a Laurent
polynomial in x = (x1, . . . , xn). If there is a vector w = (w1, . . . , wn) ∈ Z1×n and an integer m ∈ Z \ {0}
such that for any j, one has w · a(j) = m, then the smooth map ϕ : ϕ−1(C×)→ C× is a fiber bundle.
Proof. Define an action of a torus C×τ on (C×)nx (resp. on C×t ) by τ · x = (τw1x1, . . . , τwnxn) (resp. by
τ · t = τmt). Then, it can readily be seen that for any τ ∈ C× and t ∈ C×, we have τ · ϕ−1(t) = ϕ−1(τ · t).
Therefore, if ϕ is a trivial fiber bundle on an open set U ⊂ C×t , it is again trivial on the open subset τ · U .
By Thom-Mather’s 1st isotopy lemma ([Ver76, (4.14) The´ore`me]), ϕ defines a locally trivial fiber bundle on
a non-empty Zariski open subset of C×t . Thus, we can conclude that ϕ is locally trivial on C
×
t .
In view of Lemma 6.4, let us define the twisted cycle Γσ,0 as the prolongation of Γ˜σ,0 along the Hankel
contour C0 with respect to the map ρ =
∑
i∈σ(0) zj(1k, x)
a(i) : (C×)nx → C. Computing the integral on this
contour, we obtain
fσ,0(z; δ)
def
=fΓσ,0(z) (6.27)
=
sgn(A, σ)
detAσ
z−A
−1
σ δ
σ
(2pi
√−1)n+k
∫
C0×Γ0
k∏
l=1
∑
i∈σ(l)
τi +
∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
−γl ×
exp
ρ+ ∑
j∈σ(0)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
 ρ∑i∈σ(0) teiA−1σ δ(uσ(0) , τσ)A−1σ δ dρduσ(0)ω(τσ)ρuσ(0)τσ
(6.28)
=
sgn(A, σ)
detAσ
z−A
−1
σ δ
σ
(2pi
√−1)n+k
∑
m∈Zσ≥0
∏k
l=1(−1)|ml|(γl)|ml|
m!
(z−AσAσσ zσ)
m
∫
C0×Γ0
k∏
l=1
∑
i∈σ(l)
τi
−γl−|ml| eρρ∑i∈σ(0) teiA−1σ (δ+Aσm)(uσ(0) , τσ)A−1σ (δ+Aσm)dρduσ(0)ω(τσ)ρuσ(0)τσ . (6.29)
We put e˜l =
(
el
O
)
∈ Z(k+n)×1. Since te˜l = te˜lAσA−1σ =
∑
i∈σ(l)
teiA
−1
σ , we have
∑
i∈σ(l)
teiA
−1
σ (δ +Aσm) =
tel(δ +Aσm) = γl + |ml|. (6.30)
Therefore the assumption on the parameters in Lemma 6.1 is satisfied. Moreover, in view of Lemma 6.3, for
any l ≥ 1 such that |σ(l)| = 1, we also have that if {i} = σ(l) then teiA−1σ = tel and Γ(1−teiA−1σ (d+Aσm)) =
Γ(1−γl−|ml|). Let {Aσk(i)}rσi=1 be a complete system of representatives of Z(n+k)×1/ZAσ. Using Lemma 6.1
and employing the formula
(γl)|ml| =
2pi
√−1e−pi
√−1γl(−1)|ml|
Γ(γl)Γ(1− γl − |ml|)(1− e−2pi
√−1γl)
, (6.31)
we obtain the basic formula
fσ,0(z; δ) =
sgn(A, σ)
∏
l:|σ(l)|>1
e−pi
√−1(1−γl)
∏
l:|σ(l)|=1
e−pi
√−1γl
detAσΓ(γ1) . . .Γ(γk)
∏
l:|σ(l)|=1
(1− e−2pi
√−1γl)
rσ∑
i=1
εσ(δ,k(i))ϕσ,k(i)(z). (6.32)
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Here, we have put
εσ(δ,k) =
{
1 (|σ(0)| ≤ 1)
1− exp{−2pi√−1∑i∈σ(0) teiA−1σ (δ +Aσk)} (|σ(0)| ≥ 2). (6.33)
To any integer vector k˜ ∈ Zσ×1, we associate a deck transform Γσ,k˜ of Γσ,0 along the loop (ξσ(0) , [τσ]) 7→
e2pi
√−1tk˜(ξσ(0) , [τσ]). By a direct computation, we have
fσ,k˜(z; δ)
def
= fΓσ,k˜(z)
=e2pi
√−1tk˜A−1σ d
sgn(A, σ)
∏
l:|σ(l)|>1
e−pi
√−1(1−γl)
∏
l:|σ(l)|=1
e−pi
√−1γl
detAσΓ(γ1) . . .Γ(γk)
∏
l:|σ(l)|=1
(1− e−2pi
√−1γl)
×
rσ∑
i=1
e2pi
√−1tk˜A−1σ Aσk(i)εσ(d,k(i))ϕσ,k(i)(z; δ). (6.34)
We take a complete system of representatives {k˜(i)}rσi=1. Since it can readily be seen that the pairing
Zσ×1/ZtAσ × Z(n+k)×1/ZAσ 3 ([k˜], [k]) 7→ tk˜Aσk ∈ Q/Z is perfect in the sense of Abelian groups, we can
easily see that the matrix
(
exp
{
2pi
√−1 tk˜(i)A−1σ Aσk(j)
})rσ
i,j=1
is the character matrix of the finite Abelian
group Z(n+k)×1/ZAσ, hence it is invertible.
Let us take a convergent regular triangulation T . With the aid of the trivialization (3.17), we can take
a parallel transport of Γσ,k˜(j) constructed near z
σ∞ to a point z∞ ∈ UT . The resulting cycle is also denoted
by Γσ,k˜(j).
·z∞
·
·
zσ∞
zσ
′
∞
Uσ
Uσ′
UT
Figure 5: Parallel transport
It is worth pointing out that the cycles Γσ,k˜(j) constructed above are locally finite cycles rather than
finite ones. It is routine to regard Γσ,k˜(j) as a rapid decay cycle: We use the notation of §3. For simplicity,
let us assume that z ≈ zσ∞ is nonsingular. Then, we regard Γσ,k˜(j) as a subset of p˜i−1(z) and take its closure
Γσ,k˜(j) ⊂ p˜i−1(z). By construction, Γσ,k˜(j) ⊂ pi−1(z) ∪ D˜r.d.0 . This is a (closure of) semi-analytic set. By
[Loj64, THEOREM 2.], we can obtain a semi-analytic triangulation of Γσ,k˜(j) which makes it an element of
Hr.d.n,z in view of Remark 3.5.
Summing up all the arguments above and taking into account Theorem 3.13, we obtain the main
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Theorem 6.5. Take a convergent regular triangulation T . Assume that the parameter vector d is very
generic and that for any l = 1, . . . , k, γl /∈ Z≤0. Then, if one puts
fσ,k˜(j)(z; δ) =
1
(2pi
√−1)n+k
∫
Γσ,k˜(j)
e
h
0,z(0)
(x)
h1,z(1)(x)
−γ1 · · ·hk,z(k)(x)−γkxc
dx
x
, (6.35)
⋃
σ∈T
{fσ,k˜(j)(z)}rσj=1 is a basis of solutions of MA(δ) on the non-empty open set UT , where {k˜(j)}rσj=1 is a
complete system of representatives of Zσ×1/ZtAσ. Moreover, for each σ ∈ T, one has a transformation
formula  fσ,k˜(1)(z; δ)...
fσ,k˜(rσ)(z; δ)
 = Tσ
 ϕσ,k(1)(z; δ)...
ϕσ,k(rσ)(z; δ)
 . (6.36)
Here, Tσ is an rσ × rσ matrix given by
Tσ =
sgn(A, σ)
∏
l:|σ(l)|>1
e−pi
√−1(1−γl)
∏
l:|σ(l)|=1
e−pi
√−1γl
detAσΓ(γ1) · · ·Γ(γk)
∏
l:|σ(l)|=1
(1− e−2pi
√−1γl)
diag
(
exp
{
2pi
√−1 tk˜(i)A−1σ δ
})rσ
i=1
×
(
exp
{
2pi
√−1 tk˜(i)A−1σ Aσk(j)
})rσ
i,j=1
diag (εσ(δ,k(j)))
rσ
j=1 . (6.37)
In particular, if z is nonsingular, γl /∈ Z for any l = 1, . . . , k, and d is non-resonant,
⋃
σ∈T
{
Γσ,k˜(j)
}rσ
j=1
is a
basis of the rapid decay homology group Hr.d.n,z .
For later use, we also give a formula for dual period integral. Consider an integral of the form
f ∨ˇ
Γ
(z) =
1
(2pi
√−1)n+k
∫
Γˇ
e
−h
0,z(0)
(x)
h1,z(1)(x)
γ1 · · ·hk,z(k)(x)γkx−c
dx
x
. (6.38)
Using plane wave coordinate as before, we get
f ∨ˇ
Γ
(z) =
sgn(A, σ)
detAσ
zA
−1
σ δ
σ
(2pi
√−1)n+k
∫
p∗Γˇ
k∏
l=1
∑
i∈σ(l)
τi +
∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zj(ξσ(0) , τσ)
A−1σ a(j)
γl ×
exp
− ∑
i∈σ(0)
ξi −
∑
j∈σ(0)
z−A
−1
σ a(j)
σ zj(ξσ(0) , τσ)
A−1σ a(j)
 (ξσ(0) , τσ)−A−1σ δ dξσ(0)ω(τσ)ξσ(0)τσ (6.39)
=
sgn(A, σ)
detAσ
zA
−1
σ δ
σ
(2pi
√−1)n+k
∫
p∗Γˇ
k∏
l=1
∑
i∈σ(l)
τi +
∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
γl ×
exp
−ρ− ∑
j∈σ(0)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
 ρ−∑i∈σ(0) teiA−1σ δ(uσ(0) , τσ)−A−1σ δ
dρduσ(0)ω(τσ)
ρuσ(0)τσ
, (6.40)
The cycle Γˇ in (uσ(0) , τσ)-direction is the product of Pochhammer cycles Γˇ0 = Pˇu(0)σ
×
k∏
l=1
Pˇτ
σ(l)
. In ρ direction,
we take the dual Hankel contour Cˇ0. Cˇ0 is given by the formula Cˇ0 = −[δ,∞) + l(0+) + [δ,∞)e2pi
√−1, where
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e2pi
√−1 stands for the argument of the variable and l(0+) is a small loop which encircles the origin in the
counter-clockwise direction starting from and ending at the point δ for some small positive δ. Therefore, we
take the cycle Γˇσ,0 so that p∗Γˇσ,0 = Cˇ0 × Γˇ0. Note that the change of coordinate ρ˜ = e−pi
√−1ρ transforms
Cˇ0 to C0. Thus a simple computation gives the formula
f∨σ,0(z; δ)
def
= f ∨ˇ
Γσ,0
(z)
=e
−pi√−1∑
i∈σ(0)
teiA
−1
σ δ×
fσ,0
(
zσ(0) ,
(
−epi
√−1∑
i∈σ(0)
teiA
−1
σ a(j)zj
)
j∈σ(0)
, (zσ(l))
k
l=1,
{(
e
pi
√−1∑
i∈σ(0)
teiA
−1
σ a(j)zj
)
j∈σ(l)
}k
l=1
;−δ
)
(6.41)
We set
ϕ∨σ,k(z; δ) = z
A−1σ δ
σ
∑
k+m∈Λk
(−1)k0+m0epi
√−1∑
i∈σ(0)
teiA
−1
σ Aσ(k+m)(z−A
−1
σ Aσ¯
σ zσ¯)
k+m
Γ(1σ +A
−1
σ (δ −Aσ¯(k + m)))(k + m)!
. (6.42)
Then, it is easy to see the formula
f∨σ,0(z; δ) =e
−pi√−1∑
i∈σ(0)
teiA
−1
σ δ
sgn(A, σ)
∏
l:|σ(l)|>1
e−pi
√−1(1+γl)
∏
l:|σ(l)|=1
epi
√−1γl
detAσΓ(−γ1) . . .Γ(−γk)
∏
l:|σ(l)|=1
(1− e2pi
√−1γl)
×
rσ∑
j=1
εσ(−δ,k(j))ϕ∨σ,k(j)(z; δ) (6.43)
holds. As before, to any integer vector k˜ ∈ Zσ×1, we associate a deck transform Γˇσ,k˜ of Γˇσ,0 along the loop
(ξσ(0) , [τσ]) 7→ e2pi
√−1tk˜(ξσ(0) , [τσ]). We have the dual statement of Theorem 6.5.
Theorem 6.6. Take a convergent regular triangulation T . Assume that the parameter vector δ is very
generic and that for any l = 1, . . . , k, γl /∈ Z≥0. Then, if one puts
f∨
σ,k˜
(z; δ) =
1
(2pi
√−1)n+k
∫
Γˇσ,k˜(j)
e
−h
0,z(0)
(x)
h1,z(1)(x)
γ1 · · ·hk,z(k)(x)γkx−c
dx
x
, (6.44)
for each σ ∈ T, one has a transformation formula
f∨
σ,k˜(1)
(z; δ)
...
f∨
σ,k˜(rσ)
(z; δ)
 = T∨σ
 ϕ
∨
σ,k(1)(z; δ)
...
ϕ∨σ,k(rσ)(z; δ)
 . (6.45)
Here, T∨σ is an rσ × rσ matrix given by
T∨σ =e
−pi√−1∑
i∈σ(0)
teiA
−1
σ δ
sgn(A, σ)
∏
l:|σ(l)|>1
e−pi
√−1(1+γl)
∏
l:|σ(l)|=1
epi
√−1γl
detAσΓ(−γ1) . . .Γ(−γk)
∏
l:|σ(l)|=1
(1− e2pi
√−1γl)
×
diag
(
exp
{
−2pi√−1 tk˜(i)A−1σ δ
})rσ
i=1
(
exp
{
2pi
√−1 tk˜(i)A−1σ Aσk(j)
})rσ
i,j=1
diag
(
εσ (−δ,k(j))
)rσ
j=1
.
(6.46)
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In particular, if z is nonsingular, γl /∈ Z for any l = 1, . . . , k, and d is non-resonant,
⋃
σ∈T
{
Γˇσ,k˜(j)
}rσ
j=1
is a
basis of the rapid decay homology group Hˇ
r.d.
n,z
def
= Hr.d.n
(
pi−1(z);∇z
)
.
Example 6.7. We consider a 3× 5 matrix A =
 1 1 1 0 00 0 0 1 1
0 1 −1 0 1
 and a 5× 2 matrix B =

−1 −1
1 0
0 1
1 −1
−1 1

so that LA = ZB holds. For a parameter vector δ =
γ1γ2
c
, the GKZ system MA(δ) is related to the Horn’s
G1 function ([DL93]). By considering an exact sequence 0 → R1×3 ×A→ R1×5 ×B→ R1×2 → 0, we can draw a
projected image of the secondary fan Fan(A) in R1×2 as in Figure 6.
The Euler integral representation we consider is fΓ(z) =
1
(2pi
√−1)3
∫
Γ(z1 + z2x+
z3
x )
−γ1(z4 + z5x)−γ2xc dxx .
Let us describe the basis of solutions associated to the regular triangulation T4. We first consider the simplex
345 ∈ T4. This choice of simplex corresponds to the degeneration z1, z2 → 0. This induces a degeneration of
the configuration of branch points of the integrand. We denote by ζ± the zeros of the equation z1+z2x+ z3x = 0
in x. The induced degeneration is ζ± →∞. If we put ζ = − z4z5 , the cycle Γ345,0 is just a Pochhammer cycle
connecting ζ and the origin as in Figure 7. Since ](Z{345}×1/ZtA345) = 1, we are done for this simplex.
O
T1 = {125, 134, 145}
T2 = {124, 134, 245}
T3 = {234, 245}
T4 = {235, 345}
T5 = {125, 135, 345}
Figure 6: The secondary fan of Horn’s G1 in R1×2
· ·
O ζ
·
ζ+
·
ζ−
∞∞
Γ345,0
Figure 7: Degeneration of an arrangement associated to a simplex 345
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· ·
O ζ+
•arg x = 0·
ζ−
· ζ
Figure 8: The cycle Γ235,0
· ·
O ζ+•arg x = pi
·
ζ−
·
ζ
Figure 9: The cycle Γ235,1.
On the other hand, the simplex 235 induces a different degeneration. This choice of simplex corresponds
to the limit z1, z4 → 0. Therefore, the corresponding degeneration of branch points of the integrand is ζ → 0
and ζ± → ±
√
− z3z2 . Since Z{235}×1/ZtA235 ' Z/2Z, we have two independent cycles as in Figure 8 and 9.
Example 6.8. We consider a 2×4 matrix A =
(
0 0 1 1
1 −1 0 1
)
and a 4×2 matrix B =

1 1
1 0
0 1
0 −1
 so that
LA = ZB holds. For a parameter vector δ =
(
γ
c
)
, the GKZ system MA(δ) is related to Horn’s Γ2 function
([DL93]). The Euler-Laplace integral representation is of the form fΓ(z) =
1
(2pi
√−1)2
∫
Γ e
z1x+z2x−1(z3 +
z4x)
−γxc dxx . We take T2 as our regular triangulation. All the simplexes have normalized volume 1. Let
us consider σ = 14. We set ζ = − z3z4 . Then, the simplex σ = 14 corresponds to the limit z2, z3 → 0
which induces a degeneration of the integrand ez1x+z2x
−1
(z3 + z4x)
−γxc → ez1xxc−γ . Therefore, the resulting
integration contour Γ14,0 is as in the upper right one in Figure 1.4. We can construct the contour Γ23,0 in the
same way as in the lower right picture of Figure 1.4. Finally, the cycle Γ34,0 is nothing but the Pochhammer
cycle connecting 0 and ζ, hence bounded.
O
T1 = {14, 24}
T2 = {14, 23, 34}
T3 = {13, 23}
Figure 10: The secondary fan of Horn’s Γ2 in R1×2
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Example 6.9.
O
T1 = {125, 145, 235, 345}
T2 = {125, 135, 235}
T3 = {123}
T4 = {124, 234}
Figure 11: Projected image of the secondary fan of
Horn’s H4 in R1×2
O
z1x
z2y
Figure 12: cycle Γ125,0
C2
{η = 0}
{ξ = 0}
{1− ξ − η = 0}
Bl(0,0)(C2)
{y = 0}
{x = 0}
{z3 + z4x+ z5xy = 0}
proper transform of {ξ = 0}
p
Figure 13: cycle Γ345,0
We consider a 3 × 5 matrix A =
 0 0 1 1 11 0 0 1 1
0 1 0 0 1
 and a 5 × 2 matrix B =

1 0
0 1
1 0
−1 1
0 −1
 so that
LA = ZB holds. For a parameter vector δ =
γc1
c2
, the GKZ system MA(δ) is related to Horn’s H4 function
([DL93]). The Euler-Laplace integral representation is of the form fΓ(z) =
1
(2pi
√−1)2
∫
Γ e
z1x+z2y(z3 + z4x +
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z5xy)
−γxc1yc2 dx∧dyxy . We take T1 as our convergent regular triangulation. All the simplexes have volume
1. Let us consider σ = 125. The simplex σ = 125 corresponds to the limit z3, z4 → 0 which induces a
degeneration of the integrand ez1x+z2y(z3 + z4x + z5xy)
−γxc1yc2 → z−γ5 ez1x+z2yxc1−γyc2−γ . Therefore, the
resulting integration contour Γ125,0 is as in Figure 12. The construction is as follows: we consider a change
of coordinate (z1x, z2y) = (ρu, ρv) with u+v = 1. Then the cycle Γ125,0 is the product of a Hankel contour in
ρ direction and a Pochhammer cycle in (u, v) direction. Note that the divisor {z3 +z4x+z5xy = 0} ⊂ (C×)2
is encircled by Γ125,0. The constructions of Γ145,0 and Γ235,0 are similar.
On the other hand, if we consider a simplex σ = 345, the corresponding degeneration of the integrand is
ez1x+z2y(z3+z4x+z5xy)
−γxc1yc2 → (z3+z4x+z5xy)−γxc1yc2 . The change of coordinate p(x, y) = (ξ, η) of the
torus (C×)2 that we discussed in general fashion in this section, is explicitly given by ξ = − z4z3x, η = − z5z3xy.
This change of coordinate can be seen as a part of blow-up coordinate of Bl(0,0)(C2). Thus, the cycle Γ345,0
is constructed as in Figure 13.
7 A formula for intersection numbers
In the following, we fix an (n + k)-simplex σ such that the corresponding series ϕσ,k(z; δ) is convergent.
We assume the parameter δ is generic so that it is non-resonant, γl /∈ Z, and very generic with respect
to σ. In the previous section, for any given convergent regular triangulation T , we constructed a basis of
Hr.d.n,z at each z ∈ UT . In this section, we show that they behave well with respect to homology intersection
pairing. Under the notation of §3, we set Hˇr.g.n,z = Hr.g.n
(
pi−1(z);∇z
)
. Recall that there is a canonical
morphism can : Hˇ
r.d.
n,z → Hˇr.g.n,z which appeared in (4.19). We are interested in the intersection number
〈Γσ1,k˜1 , can(Γˇσ2,k˜2)〉h.
Firstly, we observe that the open set UT is invariant by zj 7→ epi
√−1θjzj for any j and θj ∈ R. Let us
consider a path γj(θ) (0 ≤ θ ≤ 1) given by γj(θ) = (z1, . . . , e2pi
√−1θzj , . . . , zN ) where z = (z1, . . . , zN ) is
any point of UT . From the explicit expression of Γ-series, we see that the analytic continuation γj∗ϕσ,k(z; δ)
of ϕσ,k(z; δ) along γj satisfies γj∗ϕσ,k(z; δ) = e−2pi
√−1tejA−1σ (δ+Aσk)ϕσ,k(z; δ) if j ∈ σ and γj∗ϕσ,k(z; δ) =
ϕσ,k(z; δ) if j ∈ σ. Since the morphism (3.26) preserves monodromy, we see from Theorem 6.5 that Γσ,k˜ is a
sum of eigenvectors with eigenvalues e−2pi
√−1tejA−1σ (δ+Aσk) if j ∈ σ or is itself an eigenvector with eigenvalue
1. Therefore, we have the following proposition in view of the fact that homology intersection pairing is
monodromy invariant.
Proposition 7.1. If σ1 6= σ2, then 〈Γσ1,k˜1 , can(Γˇσ2,k˜2)〉h = 0.
Remark 7.2. When there is no risk of confusion, the intersection number 〈Γσ1,k˜1 , can(Γˇσ2,k˜2)〉h is simply
denoted by 〈Γσ1,k˜1 , Γˇσ2,k˜2〉h.
Thus, it remains to compute 〈Γσ,k˜1 , Γˇσ,k˜2〉h. We compute this quantity when the regular triangulation T is
unimodular, i.e., when detAσ = ±1 for any simplex σ ∈ T . The computation is based on the basic formula
of the intersection numbers of Pochhammer cycles and that of Hankel contours. For complex numbers
α1, . . . , αn+1, let us put X = Cnx \{x1 · · ·xn(1−x1−· · ·−xn) = 0}, L = Cxα11 · · ·xαnn (1−x1−· · ·−xn)αn+1 ,
xi = e
−pi√−1 τi
τ0
(i = 1, . . . , n), and α0 = −α1 − · · · − αn+1. Under this notation, we have X = Pnτ \
{τ0 · · · τn(τ0+· · ·+τn) = 0}. The local system L is symbolically denoted by L = Cτα00 · · · ταnn (τ0+· · ·+τn)αn+1 .
Proposition 7.3. If Pτ ∈ Hn(X,L) and Pˇτ ∈ Hn(X,L∨) denote the n-dimensional Pochhammer cycles
with coefficients in L and L∨ respectively, one has a formula
〈Pτ , Pˇτ 〉h =
n+1∏
i=0
(1− e−2pi
√−1αi) = (2
√−1)n+2
n+1∏
i=0
sinpiαi. (7.1)
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The proof of this proposition will be given in the appendix. In ρ direction, we also have a formula of the
intersection number of the Hankel contour C0 and the dual Hankel contour C
∨
0 . We set∇α = dρ+αdρρ ∧+dρ∧.
The following proposition is an immediate consequence of [MMT00, THEOREM4.3].
Proposition 7.4. If C0 ∈ Hr.d.1 ((Gm)ρ,∇∨α) and C∨0 ∈ Hr.d.1 ((Gm)ρ,∇α) denote the Hankel contour and the
dual Hankel contour respectively, one has a formula
〈C0, C∨0 〉h = 1− e−2pi
√−1α. (7.2)
Now we apply Proposition 7.3 and Proposition 7.4 to integration cycles constructed in the previous
section. In the following computations, we may assume that z ≈ zσ∞ since 〈•, •〉h is invariant under parallel
transport. Let us recall the identity
tel =
telAσA
−1
σ =
∑
i∈σ(l)
teiA
−1
σ . (7.3)
In particular, if |σ(l)| = 1 and σ(l) = {il}, we have tel = teilA−1σ which implies γl = teilA−1σ δ. Thus, we can
factorize the integrand as follows:
k∏
l=1
∑
i∈σ(l)
τi +
∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
−γl ×
exp
ρ+ ∑
j∈σ(0)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
 ρ∑i∈σ(0) teiA−1σ δ(uσ(0) , τσ)A−1σ δ
=
∏
l:l≥1,|σ(l)|>1

∑
i∈σ(l)
τi +
∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
−γl ∏
i∈σ(l)
τ
teiA
−1
σ δ
i
×
∏
l:l≥1,|σ(l)|=1
1 + τ−1il ∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
−γl ∏
i∈σ(0)
u
teiA
−1
σ δ
i ×
exp
ρ+ ∑
j∈σ(0)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
 ρ∑i∈σ(0) teiA−1σ δ. (7.4)
Thus, on a neighborhood of the cycle Γσ,0, the factor
∏
l:l≥1,|σ(l)|=1
1 + τ−1il ∑
j∈σ¯(l)
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
−γl (7.5)
is holomorphic since z
−A−1σ a(j)
σ zj are very small complex numbers and
∑
i∈σ(0)
teiA
−1
σ a(j) ≤ 0. By the
formula
∑
i∈σ(l)
teiA
−1
σ δ = γl, the assumption of the Proposition 7.3 is satisfied. On the other hand, if we
take an open neighbourhood V˜ ⊂ X˜z so that its slice in ρ-space is a small neighbourhood of both the
Hankel contour and the dual Hankel contour, (cf. Figure 14) and its slice in (uσ(0) , τσ)-space is a small
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neighbourhood of Γ0 = Pu(0)σ
×
k∏
l=1
Pτ
σ(l)
, we see that the factor
exp

∑
j∈σ(0)∑
i∈σ(0)
teiA
−1
σ a(j)≤0
z−A
−1
σ a(j)
σ zjρ
∑
i∈σ(0)
teiA
−1
σ a(j)(uσ(0) , τσ)
A−1σ a(j)
 (7.6)
is bounded on V˜ . The remaining exponential factor is
exp

1 +
∑
j∈σ(0)∑
i∈σ(0)
teiA
−1
σ a(j)=1
z−A
−1
σ a(j)
σ zj(uσ(0) , τσ)
A−1σ a(j)
 ρ
 . (7.7)
We introduce a new coordinate ρ˜ by setting ρ˜ =
1 +
∑
j∈σ(0)∑
i∈σ(0)
teiA
−1
σ a(j)=1
z−A
−1
σ a(j)
σ zj(uσ(0) , τσ)
A−1σ a(j)
 ρ.
Since
∑
j∈σ(0)∑
i∈σ(0)
teiA
−1
σ a(j)=1
z−A
−1
σ a(j)
σ zj(uσ(0) , τσ)
A−1σ a(j) remains very small when (uσ(0) , τσ) runs over our con-
tour, this change of coordinate still gives the Hankel contour in ρ˜ coordinate.
·
O
C0 C
∨
0
Figure 14: The slice of V˜ in ρ-space (the gray zone)
Below, we apply Proposition 4.2 and Proposition 4.3 to 〈Γσ,0, Γˇσ,0〉h. We put
Ψ0 =e
ρ˜ρ˜
∑
i∈σ(0)
teiA
−1
σ δ (7.8)
Ψ1 =
∏
i∈σ(0)
u
teiA
−1
σ δ
i (7.9)
Ψ2 =
∏
l:l≥1,|σ(l)|>1

∑
i∈σ(l)
τi
−γl ∏
i∈σ(l)
τ
teiA
−1
σ δ
i
 . (7.10)
Note that these functions are multivalued functions on C∗ρ˜, W1 =
uσ(0) ∈ (C∗)|σ(0)| | ∑
i∈σ(0)
ui = 1
, and
on W2 =
k∏
l=1
P|σ(l)|−1τ
σ(l)
\
⋃
i∈σ(l)
{τi = 0} ∪
∑
i∈σ(l)
τi = 0

 respectively. Since V˜ is a neighbourhood of both
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Γσ,0 and Γˇσ,0, we see that there exist cycles γ ∈ Hr.d.n (V,∇∨z ) and γ∨ ∈ Hr.d.n (V,∇z) such that Γσ,0 = ιX˜V˜ !γ
and Γˇσ,0 = ιX˜V˜ !γ
∨. By Proposition 4.2, we obtain 〈Γσ,0, Γˇσ,0〉h = 〈γ, γ∨〉h. Since (7.5) and (7.6) are both
holomorphic and bounded on V˜ , we see that the connection ∇z is equivalent to ∇red = ∇0 +∇1 +∇2 where
∇0 = Ψ−10 ◦dρ˜ ◦Ψ0, ∇1 = Ψ−11 ◦duσ(0) ◦Ψ1, and ∇2 = Ψ
−1
2 ◦dτσ ◦Ψ2. Now, we consider a Cartesian diagram
V 
 // _

(C∗)ρ˜ ×W1 ×W2 _

V˜ ′ 
 ιY˜ V˜ ′! // Y˜ ,
(7.11)
where Y˜ is a real oriented blow-up of a good compactification of (C∗)ρ˜ × W1 × W2 with respect to the
connection (O(C∗)ρ˜×W1×W2 ,∇red) and V˜ ′ is an open neighbourhood of the cycle γ and γ∨ in Y˜ . In our setting,
Y is nothing but a product Pρ˜×Y12 where Y12 is a product of projective spaces in uσ(0) and τσ(l) coordinates.
Note that our cycles Γσ,0 and Γˇσ,0 (hence γ and γ
∨) are defined by taking closures of semi-algebraic cycles (see
the discussion right before Theorem 6.5) and therefore, do not depend on the choice of the compactification.
Applying Proposition 4.2 to the morphism ι
Y˜ V˜ ′! : H
r.d.
n (V,∇red)→ Hr.d.n ((C∗)ρ˜ ×W1 ×W2,∇red) once again,
we obtain 〈γ, γ∨〉h = 〈ιY˜ V˜ ′!γ, ιY˜ V˜ ′!γ∨〉h. By our construction of cycles Γσ,0 and Γˇσ,0 in §6, we see that ιY˜ V˜ ′!γ
and ι
Y˜ V˜ ′!γ
∨ are cross products of the forms ι
Y˜ V˜ ′!γ = C0×Puσ(0)×Pτσ ιY˜ V˜ ′!γ
∨ = C∨0 ×P∨u
σ(0)
×P∨τσ . Applying
Proposition 4.3, we obtain 〈ι
Y˜ V˜ ′!γ, ιY˜ V˜ ′!γ
∨〉h = 〈C0, C∨0 〉h〈Puσ(0) , P
∨
u
σ(0)
〉h〈Pτσ , P∨τσ〉h.
If σ(0) 6= ∅, Proposition 7.4 implies that
〈C0, C∨0 〉h =
(
1− e−2pi
√−1∑
i∈σ(0)
teiA
−1
σ δ
)
. (7.12)
If |σ(0)| ≥ 2, Proposition 7.3 implies that
〈Pu
σ(0)
, P∨u
σ(0)
〉h =
(
1− e2pi
√−1∑
i∈σ(0)
teiA
−1
σ δ
) ∏
i∈σ(0)
(
1− e−2pi
√−1teiA−1σ δ
)
. (7.13)
Finally, Proposition 7.3 also implies that
〈Pτσ , P∨τσ〉h =
∏
l:|σ(l)|>1
(1− e2pi
√−1γl)
∏
i∈σ(l)
(
1− e−2pi
√−1teiA−1σ δ
)
. (7.14)
Summing up all the arguments above, we obtain a
Theorem 7.5. We decompose σ as σ = σ(0) ∪ · · · ∪ σ(k) and set γ0 =
∑
i∈σ(0)
teiA
−1
σ δ. If detAσ = ±1,
then,
〈Γσ,0, Γˇσ,0〉h =

∏
l:|σ(l)|>1
(1− e2pi√−1γl) ∏
i∈σ(l)
(
1− e−2pi
√−1teiA−1σ δ
) (σ(0) = ∅)
(
1− e−2pi
√−1γ0
) ∏
l:|σ(l)|>1
(1− e2pi√−1γl) ∏
i∈σ(l)
(
1− e−2pi
√−1teiA−1σ δ
) (σ(0) 6= ∅).
(7.15)
8 Twisted period relations for Γ-series
In this section, we derive a quadratic relation for Γ-series associated to a unimodular regular triangulation.
For any complex numbers α, β such that α + β /∈ Z≤0, we put (α)β = Γ(α+β)Γ(α) . In general, for any vectors
α = (α1, . . . , αs), β = (β1, . . . , βs) ∈ Cs, we put (α)β =
∏s
i=1(αi)βi . Combining the results of §4 and §5, we
obtain the main result of this section.
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Theorem 8.1. Suppose that four vectors a,a′ ∈ Zn×1,b,b′ ∈ Zk×1 and a convergent unimodular regular
triangulation T are given. If the parameter d is generic so that d is non-resonant, γl /∈ Z for any l = 1, . . . , k,
and
(
γ − b
c+ a
)
and
(
γ + b′
c− a′
)
are very generic, then, for any z ∈ UT , one has an identity
(−1)|b|+|b′|γ1 · · · γk(γ − b)b(−γ − b′)b′
∑
σ∈T
pin+k
sinpiA−1σ d
ϕσ,0
(
z;
(
γ − b
c+ a
))
ϕ∨σ,0
(
z;
(
γ + b′
c− a′
))
=
〈xahb dxx , xa
′
hb
′ dx
x 〉ch
(2pi
√−1)n . (8.1)
Proof. We put ϕ = xa
′
hb
′ dx
x ∈ HndR
(
pi−1(z),∇z
)
, ψ = xahb dxx ∈ HndR
(
pi−1(z),∇∨z
)
. First of all, let us
confirm that 〈ϕ,ψ〉h is well-defined. Observe that the canonical morphism
can : Hr.d.n
(
pi−1(z)an,∇z
)→ Hr.g.n (pi−1(z)an,∇z) (8.2)
is an isomorphism. Indeed, by Poincare duality, Theorem 2.12, and the fact that z /∈ SingMA(δ), both
sides of (8.2) have the same dimension. Since the canonical morphism (8.2) is compatible with intersection
pairing 〈•, •〉h and the intersection matrix
(〈Γσ,0, Γˇσ,0〉h)σ∈T is invertible by Theorem 7.5, we can verify that
(8.2) is an isomorphism. By taking the dual of (8.2), the canonical morphism
can : Hnr.d.
(
pi−1(z)an,∇∨z
)→ HndR (pi−1(z),∇∨z ) (8.3)
is also an isomorphism. Thus, the cohomology intersection number 〈ϕ,ψ〉ch is well-defined as 〈ϕ, can−1(ψ)〉ch.
Then, by Theorem 6.5 we have∫
Γσ,0
Φϕ =(2pi
√−1)n+kfσ,0
(
z;
(
γ − b
c+ a
))
=(2pi
√−1)n+k
sgn(A, σ)
∏
l:|σ(l)|>1
e−pi
√−1(1−γl+bl)
∏
l:|σ(l)|=1
e−pi
√−1(γl−bl)
detAσΓ(γ1 − b1) . . .Γ(γk − bk)
∏
l:|σ(l)|=1
(1− e−2pi
√−1γl)
×
εσ
((
γ − b
c+ a
)
,0
)
ϕσ,0
(
z;
(
γ − b
c+ a
))
. (8.4)
and
∫
Γˇσ,0
Φ−1ψ =(2pi
√−1)n+kf∨σ,0
(
z;
(
γ + b′
c− a′
))
=(2pi
√−1)n+k exp
−pi√−1 ∑
i∈σ(0)
teiA
−1
σ
(
γ + b′
c− a′
)×
sgn(A, σ)
∏
l:|σ(l)|>1
e−pi
√−1(1+γl+b′l)
∏
l:|σ(l)|=1
e−pi
√−1(γl+b′l)
detAσΓ(−γ1 − b′1) . . .Γ(−γk − b′k)
∏
l:|σ(l)|=1
(1− e2pi
√−1γl)
×
εσ
((−γ − b′
−c+ a′
)
,0
)
ϕ∨σ,0
(
z;
(
γ + b′
c− a′
))
. (8.5)
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In view of these formulae, we can conclude that ϕ and ψ are non-zero as cohomology classes. We can
take a basis {ϕj}Lj=1 (resp. {ψj}Lj=1) of the cohomology group HndR
(
pi−1(z),∇z
)
(resp. HndR
(
pi−1(z),∇∨z
)
)
so that ϕ1 = ϕ and ψ1 = ψ. We also take a basis {Γσ,0}σ∈T (resp. {Γˇσ,0}σ∈T ) of the homology group
Hr.d.n
(
pi−1(z)an,∇∨z
)
(resp. Hr.d.n
(
pi−1(z)an,∇z
)
). Then, (1, 1) entry of the general quadratic relation is
∑
σ∈T
〈Γσ,0, Γˇσ,0〉−1h
(∫
Γσ,0
Φϕ
)(∫
Γˇσ,0
Φ−1ψ
)
= 〈ϕ,ψ〉ch. (8.6)
Formula (8.6) combined with Theorem 7.5 will lead to the desired formula. Note that we have εσ
((
γ − b
c+ a
)
,0
)
=
εσ(δ,0) and εσ
((−γ − b′
−c+ a′
)
,0
)
= εσ(−δ,0) by our assumption detAσ = ±1.
Remark 8.2. It is a folklore that the cohomology intersection number 〈xahb dxx , xa
′
hb
′ dx
x 〉ch is a rational
function in z. This is proved only when the GKZ system is regular holonomic. See [MHT].
Example 8.3. (Appell’s F1-series)
We consider a one dimensional integral fΓ(z) =
∫
Γ(z1 + z4x)
−c1(z2 + z5x)−c2(z3 + z6x)−c3xc4 dxx . In
this case, the A matrix is given by A =

1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
0 0 0 1 1 1
 and the parameter vector is c =

c1
c2
c3
c4
. The
associated GKZ system MA(c) is related to the differential equations satisfied by Appell’s F1 functions. As
a regular triangulation, we can take T = {1234, 2346, 2456}. The local system in question is associated
to the multivalued function Φ = (z1 + z4x)
−c1(z2 + z5x)−c2(z3 + z6x)−c3xc4. By [Mat98], if we take ϕ =
dx
x ∈ H1dR(Gm \ {− z1z4 ,− z2z5 ,− z3z6 };∇z) and ψ = dxx ∈ H1dR(Gm \ {− z1z4 ,− z2z5 ,− z3z6 };∇∨z ), we have a formula
〈ϕ,ψ〉ch = 2pi
√−1 c1+c2+c3c4(c1+c2+c3−c4) . Applying Theorem 8.1 and taking a restriction to z2 = z3 = z4 = z6 = 1,
we obtain a new identity for Appell’s F1-series:
c1
c4(c1 − c4)F1
( c4,c2,c3
1+c4−c1; z1z5, z1
)
F1
(−c4,−c2,−c3
1−c4+c1 ; z1z5, z1
)
+
c3
(c1 + c3 − c4)(c4 − c1)G2(c1, c2, c4 − c1, c1 + c3 − c4;−z1,−z5)G2(−c1,−c2, c1 − c4, c4 − c1 − c3;−z1,−z5)
+
c2
(c1 + c2 + c3 − c4)(c4 − c1 − c3)F1
(
c1+c2+c3−c4,c1,c3
1+c1+c3−c4 ; z1z5, z5
)
F1
(
c4−c1−c2−c3,−c1,−c3
1+c4−c1−c3 ; z1z5, z5
)
=
c1 + c2 + c3
c4(c1 + c2 + c3 − c4) (8.7)
Here, we have put
F1
(
a,b,b′
c ;x, y
)
=
∑
m,n≥0
(a)m+n(b)m(b
′)n
(c)m+nm!n!
xmyn (8.8)
and
G2(a, a
′, b, b′;x, y) =
∑
m,n≥0
(a)m(a
′)n(b)n−m(b′)m−n
m!n!
xmyn. (8.9)
Example 8.4. (Horn’s Φ1-series)
We consider a one dimensional integral fΓ(z) =
∫
Γ e
z1x(z2+z3x)
−γ1(z4+z5x)−γ2xc dxx . In this case, the A
matrix is given by A =
0 1 1 0 00 0 0 1 1
1 0 1 0 1
 and the associated GKZ system MA(δ) is related to the differential
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equations satisfied by Horn’s Φ1-series. As a convergent regular triangulation, we take T = {135, 234, 345}.
By [MMT00], if we take ϕ = dxx ∈ H1dR(Gm \ {− z2z3 ,− z4z5 };∇z) and ψ = dxx ∈ H1dR(Gm \ {− z2z3 ,− z4z5 };∇∨z ), we
have a formula 〈ϕ,ψ〉ch = 2pi
√−1
c . Applying Theorem 8.1, we obtain a new identity for Horn’s Φ1-series:
(c− γ1 − γ2)(γ1 − c)
=c(γ1 − c)Φ2
( γ1,γ2
1+γ1+γ2−c;−zw,−w
)
Φ2
( −γ1,−γ2
1−γ1−γ2+c; zw,w
)
+ γ1(c− γ1 − γ2)Φ1
( c,γ2
1+c−γ1; z,−zw
)
Φ1
(−c,−γ2
1−c+γ1; z, zw
)
+ cγ2Γ1 (γ1, c− γ1, γ1 + γ2 − c;−z, w) Γ1 (−γ1,−c+ γ1,−γ1 − γ2 + c;−z,−w) . (8.10)
Here, the series Φ1
(
α,β
γ ;x, y
)
, Φ2
(
β1,β2
γ ;x, y
)
, and Γ1 (α, β1, β2;x, y) are given by
Φ1
(
α,β
γ ;x, y
)
=
∞∑
m,n=0
(α)m+n(β)m
(γ)m+nm!n!
xmyn, (8.11)
Φ2
(
β1,β2
γ ;x, y
)
=
∞∑
m,n=0
(β1)m(β2)n
(γ)m+nm!n!
xmyn, (8.12)
and
Γ1 (α, β1, β2;x, y) =
∞∑
m,n=0
(α)m(β1)n−m(β2)m−n
m!n!
xmyn. (8.13)
9 Quadratic relations for Aomoto-Gelfand system
In this section, we apply Theorem 8.1 to the so-called Aomoto-Gelfand hypergeometric functions ([AK11],
[GGR92]). This class enjoys a special combinatorial structure. Firstly, we revise the general result on this
class of hypergeometric functions based on [GGR92]. Let k ≤ n be two natural numbers. We consider the
following integral
fΓ(z) =
∫
Γ
n∏
j=0
lj(x; z)
αjω(x) =
∫
Γ
n∏
j=0
(z0jx0 + · · ·+ zkjxk)αjω(x) (9.1)
where ω(x) =
k∑
i=0
(−1)ixidxiˆ ∈ Γ(Pk,ΩkPk(k + 1)) and z = (zij)i=0,...,k
j=0,...,n
∈ Zk+1,n+1. Here, we denote by
Zk+1,n+1 the space of all (k+1)×(n+1) matrices with entries in C. The Aomoto-Gelfand system E(k+1, n+1)
is defined, with the aid of parameters α0, . . . , αn ∈ C such that α0 + · · ·+ αn = −(k + 1) by the formula
E(k + 1, n+ 1) :

k∑
i=0
zij
∂f
∂zij
= αjf (j = 0, . . . , n)
n∑
j=0
zij
∂f
∂zpj
= −δipf (i, p = 0, 1, . . . , k)
∂2f
∂zij∂zpq
= ∂
2f
∂zpj∂ziq
(i, p = 0, 1, . . . , k, j, q = 0, . . . , n).
(9.2)
If we take a restriction to z =
1 z0k+1 · · · z0n. . . ... . . . ...
1 zkk+1 · · · zkn
 and x0 = 1, our integral fΓ(z) becomes
fΓ(z) =
∫
Γ
n∏
j=k+1
lj(x; z)
αjxα11 . . . x
αk
k dx. (9.3)
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If we put c = t(α0 + 1, . . . , αk + 1,−αk+1, . . . ,−αn), and put a(i, j) = e(i) + e(j) (i = 0, 1, . . . , k, j = k +
1, . . . , n), where e(s) is the standard basis of Z(n+1)×1, fΓ(z) is a solution ofMA(c) withA = (a(i, j)) i=0,...,k
j=k+1,...,n
.
The system MA(c) is explicitly given by
MA(c) :

k∑
i=0
zij
∂f
∂zij
= −cjf (j = k + 1, . . . , n)
n∑
j=k+1
zij
∂f
∂zij
= −cif (i = 0, 1, . . . , k)
∂2f
∂zij∂zpq
= ∂
2f
∂zpj∂ziq
(i, p = 0, 1, . . . , k, j, q = k + 1, . . . , n).
(9.4)
We also put a˜(i, j) = −e(i)+e(j) (i = 0, 1, . . . , k, j = k+1, . . . , n) and A˜ = (a˜(i, j)) i=0,...,k
j=k+1,...,n
. Note that this
configuration is equivalent to a(i, j) via the isomorphism of the lattice Z(n+1)×1 given by t(m0, . . . ,mn) 7→
t(−m0, . . . ,−mk,mk+1, . . . ,mn). We should also be aware that A˜ does not generate the ambient lattice
Z(n+1)×1 hence neither does A. However, since the quotient Z(n+1)×1/ZA is torsion free, we can apply
the previous result by, for example, considering a projection p : Z(n+1)×1 → Zn×1 which sends e(0) to 0
and keeps other standard basis e(s) (s = 1, . . . , n). Thus, if we define the projected matrix A′ = pA and
a projected parameter c′ = p(c), it can readily be seen that the GKZ system MA(c) is equivalent to the
reduced GKZ system MA′(c
′).
We consider the special regular triangulation called “staircase triangulation” ([DLRS10, §6.2.],[GGR92,
§8.2.]). A subset I ⊂ {1, . . . , k} × {k + 1, . . . , n} is called a ladder if |I| = n and if we write I =
{(i1, j1), . . . , (in, , jn)}, we have (i1, j1) = (k, k + 1) and (in, , jn) = (0, n) and (ip+1, jp+1) = (ip + 1, , jp)
or (ip, jp + 1). It can readily be seen that any ladder I is a simplex. Moreover, the collection of all ladders
T = {I | I : ladder} forms a regular triangulation. This regular triangulation T is called the staircase
triangulation. It is also known that staircase triangulation T is unimodular. For any ladder I ∈ T , we
consider the equation AvI = −c such that vIij = 0 ((i, j) /∈ I). Defining c˜l =
{
cl (l = 0, . . . , k)
−cl (l = k + 1, . . . , n),
it is equivalent to the system A˜vI = c˜. This equation can be solved in a unique way. We can even obtain
an explicit formula for vI by means of graph theory. For each ladder I, we can associate a tree GI of a
complete bipatite graph Kk+1,n−k. Recall that the complete bipartite graph Kk+1,n−k consists of the set
of vertices V (Kk+1,n−k) = {0, . . . , n} and the set of edges E(Kk+1,n−k) =
{
(i, j) | i=0,...,kj=k+1,...,n
}
. For a given
ladder I = {(i1, j1), . . . , (in, , jn)}, we associate a tree GI so that edges are E(GI) = {(is, js)}ns=1 and vertices
are V (GI) = {0, . . . , n}. Let us introduce the dual basis φ(l) (l = 0, . . . , n) to e(l). For any edge (i, j) ∈ GI ,
we can easily confirm that GI \ (i, j) has exactly two connected components. The connected component
which contains i (resp. j) is denoted by Ci(i, j) (resp. Cj(i, j)). For each (i, j) ∈ GI , we put
ϕ(ij) =
∑
l∈V (Cj(i,j))
φ(l). (9.5)
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Figure 15: ladder
3
2
1
0
4
5
6
7
8
Figure 16: spanning tree corresponding to the ladder
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5
Figure 17: connected component C5(2, 5)
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Figure 18: connected component C2(2, 5)
Proposition 9.1. For (i, j), (i′, j′) ∈ I, we have
〈ϕ(ij), a˜(i′, j′)〉 =
{
1 ((i, j) = (i′, j′))
0 (otherwise).
(9.6)
Proof. Suppose (i′, j′) ∈ Ci(i, j). Then we have 〈ϕ(ij), a˜(i′, j′)〉 = 0. On the other hand, if (i′, j′) ∈ Cj(i, j),
we see 〈ϕ(ij), a˜(i′, j′)〉 = 〈φ(i′) + φ(j′), a˜(i′, j′)〉 = 0. Finally, since i /∈ V (Cj(i, j)) and j ∈ V (Cj(i, j)), we
have 〈ϕ(ij), a˜(i, j)〉 = 1.
Therefore, we obtain a
Corollary 9.2. Under the notation above, one has
vIij =
∑
l∈V (Cj(i,j))
c˜l. (9.7)
Substitution of this formula to Γ-series yields the formula
ϕvI (z) = z
vI
I
∑
uI¯∈ZI¯≥0
(
z
−〈ϕ(I),A˜I¯〉
I zI¯
)uI¯∏
(i,j)∈I
Γ(1 + vIij − 〈ϕ(ij), A˜I¯uI¯〉)uI¯ !
. (9.8)
Since this series is defined by means of a ladder I and a parameter α, we also denote it by fI(z;α).
Next, we consider the de Rham cohomology group HkdR
(
Pkx \
⋃n
j=0{lj(x; z) = 0},∇z
)
with ∇ = dx +∑n
j=0 c˜jdx log lj(x; z)∧. Note that we identify the set of rational differential forms on Pkx of homogeneous
degree 0 with that on {l0(x; z) 6= 0} ' Ak. As a convenient basis of the twisted cohomology group, we
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take the one of [GM18]. We consider matrix variables z =
1 z0k+1 · · · z0n. . . ... . . . ...
1 zkk+1 · · · zkn
 . For any subset
J = {j0, . . . , jk} ⊂ {0, . . . , n} with cardinality k+1, we denote by zJ the submatrix of z consisting of column
vectors indexed by J . We always assume j0 < · · · < jk. We put
ωJ(z;x) = dx log
(
lj1(x; z)
lj0(x; z)
)
∧ · · · ∧ dx log
(
ljk(x; z)
lj0(x; z)
)
. (9.9)
By a simple computation, we see that ωJ(x; z) =
k∑
p=0
(−1)pljp(x; z)
dxlj0 ∧ · · · ∧ d̂xljp ∧ · · · ∧ dxljk
lj0(x; z) · · · ljk(x; z)
. As in
[GM18, Fact 2.5], we also see that
k∑
p=0
(−1)pljp(x; z)dxlj0 ∧ · · · ∧ d̂xljp ∧ · · · ∧ dxljk = det(zJ)ω(x). Therefore,
we have ωJ(x; z) = det(zJ)
ω(x)
lj0 (x;z)···ljk (x;z)
. We set J def= J0, nK def= {0, . . . , n}. Then, for any distinct elements
p, q ∈ J , we set qJp = {J ⊂ J | |J | = k, q /∈ J, p ∈ J}. [GM18, Proposition 3.3] tells us that the set
{ωJ}J∈qJp is a basis of HkdR
(
Pkx \
⋃n
j=0{lj(x; z) = 0},∇z
)
.
Now we are going to derive a quadratic relation for fI(z;α). We take any pair of subsets J, J
′ ⊂ {0, . . . , n}
with cardinality k + 1. Let us put Ja = J ∩ {1, . . . , k}, J ′a = J ′ ∩ {1, . . . , k}, Jb = J ∩ {k + 1, . . . , n}, and
J ′b = J
′∩{k+ 1, . . . , n}. We denote by 1Ja (resp. 1Jb) the vector
∑
j∈Ja e(j) (resp.
∑
j∈Jb e(j)). If we write
α as
n∑
j=0
αje(j), we also put αa =
k∑
j=1
αje(j) and αb =
n∑
j=k+1
αje(j). We can readily confirm the identities
ωJ(x; z)
det(zJ)
=
ω(x)
lj0(x; z) · · · ljk(x; z)
=
x0 . . . xk
lj0(x; z) · · · ljk(x; z)
ω(x)
x0 . . . xk
= x1−1Ja l−1Jb
dx
x
. (9.10)
Setting 1J0,kK = ∑kj=0 e(j), the quadratic relation leads to the form
(−1)|Jb|+|J ′b|(−αk+1) · · · (−αn)(−αb + 1Jb)−1Jb (αb + 1J ′b)−1J′b×∑
I:ladder
pin∏
(i,j)∈I
sinpi(−vIij)
fI(z;α+ 1J0,kK − 1J)f∨I (z;α− 1J0,kK + 1J ′)
= det(zJ)
−1 det(zJ ′)−1
〈ωJ(x; z), ωJ ′(x; z)〉ch
(2pi
√−1)k . (9.11)
On the other hand, by [Mat98], we know
〈ωJ(x; z), ωJ ′(x; z)〉ch
(2pi
√−1)k =

∑
j∈J c˜j∏
j∈J c˜j
(J = J ′)
sgn(J ′,J)∏
j∈J∩J′ c˜j
(](J ∩ J ′) = k)
0 (otherwise)
. (9.12)
Here, sgn(J, J ′) is defined to be (−1)p+q where p and q are chosen so that J ′ \ {j′p} = J \ {jq}. In sum, we
obtain the general quadratic relation of Aomoto-Gelfand hypergeometric functions:
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Theorem 9.3. Under the notation as above, for any z ∈ UT , we have an identity
(−1)|Jb|+|J ′b|+kαk+1 . . . αn(−αb + 1Jb)−1Jb (αb + 1J ′b)−1J′b×∑
I:ladder
pin∏
(i,j)∈I
sinpivIij
fI(z;α+ 1J0,kK − 1J)f∨I (z;α− 1J0,kK + 1J ′)
= det(zJ)
−1 det(zJ ′)−1
〈ωJ(x; z), ωJ ′(x; z)〉ch
(2pi
√−1)k . (9.13)
Here, the right hand side is explicitly determined by (9.12).
Remark 9.4. Since the right-hand side (9.13) is a rational function in the parameters αj, (9.13) holds
without any restriction on the parameters αj.
Example 9.5. (Gauß’ hypergeometric series)
The simplest case is E(2, 4). This amounts to the classical Gauß’ hypergeometric functions. By comput-
ing the cohomology intersection number 〈dxx , dxx 〉ch, we obtain a quadratic relation (1.7) in the introduction.
Note in particular that this identity implies a series of combinatorial identities
(1− γ + α)(1− γ + β)
∑
l+m=n
(α)l(β)l
(γ)l(1)l
(−α)m(−β)m
(2− γ)m(1)m
=αβ
∑
l+m=n
(γ − α− 1)l(γ − β − 1)l
(γ)l(1)l
(1− γ + α)m(1− γ + β)m
(2− γ)m(1)m (9.14)
where n is a positive integer.
Example 9.6. (Hypergeometric function of type E(3, 6))
This type of hypergeometric series was discussed by several authors (cf. [MSY92],[MSTY93]). The
integral we consider is fΓ(z) =
∫
Γ
∏5
j=3(z0j+z1jx1+z2jx2)
−cjxc11 x
c2
2
dx1∧dx2
x1x2
. The (reduced) A matrix is given
by A′ =

z03 z04 z05 z13 z14 z15 z23 z24 z25
c3 1 0 0 1 0 0 1 0 0
c4 0 1 0 0 1 0 0 1 0
c5 0 0 1 0 0 1 0 0 1
c1 0 0 0 1 1 1 0 0 0
c2 0 0 0 0 0 0 1 1 1
. The associated arrangement of hyperplanes
is described as in Figure 19.
Let us put Hj = {x ∈ C2 | lj(x; z) = 0} for (j = 1, . . . , 5). We also denote by H0 the hyperplane at
infinity H0 = P2\C2. As was clarified in §6, each ladder (=simplex) induces a degeneration of arrangements.
The rule is simple: for each ladder I, we let variables zI¯ corresponding to the complement of I go to 0 while
we keep variables zI corresponding to I fixed. For example, if we take a ladder {23, 24, 25, 15, 05}, the
induced degeneration is z13, z14, z03, z04 → 0. By taking this limit the hyperplanes H3 and H4 both tend to
the hyperplane H2 (x1 axis) which is simply denoted by
H3→H2
H4→H2. Therefore, there only remain 3 hyperplanes
after this limit: H1, H2 and H5. Restricted to the real domain they form a chamber when variables zij are
all real and generic. We consider the Pochhammer cycle associated to this bounded chamber. The important
point of this construction is that, unlike the usual Pohhammer cycle, we have to go around several divisors
at once. In this case, H3 and H4 should be regarded as a perturbation of H2. Therefore, they are linked as
in Figure 19. We call such a cycle “linked cycle” (or “Erde´lyi cycle” after the pioneering work of Erde´lyi
[Erd50] where this type of cycle is called “double circit” in the cases of Appell’s F1 and its relatives). We
summerize the correspondence between ladders and degenerations in the following table.
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O
x1
x2
H3 = {l3 = 0}
H4 = {l4 = 0}
H5 = {l5 = 0}
Figure 19: Arrangement of hyperplanes and the cycle corresponding to the ladder {23, 24, 25, 15, 05}
ladder
• • •
•
•
• •
• •
•
• •
•
• •
•
• • •
•
•
• •
• •
•
•
• • •
degeneration H3→H2H4→H2 H3 → H2 H3→H2H5→H0 H4 → H1 H5 → H0 H4→H0H5→H0
Now the quadratic relation with respect to the cohomology intersection number 〈dx1∧dx2x1x2 , dx1∧dx2x1x2 〉ch is
explicitly given by
c0c1c2c3c4c5
6∑
i=1
pi5
sinpi(−vi)ϕi(z; c)ϕi(z;−c) = c3 + c4 + c5 (9.15)
where parameters c0, . . . , c5 satisfy a linear relation
c0 + c1 + c2 − c3 − c4 − c5 = 0 (9.16)
and vectors vi are given by
v1 =
t(−c3,−c4, c0 + c1 − c5,−c1,−c0) (9.17)
v2 =
t(−c3,−c2 + c3,−c0 − c1 + c5, c0 − c5,−c0) (9.18)
v3 =
t(−c3,−c2 + c3,−c1, c5 − c0,−c5) (9.19)
v4 =
t(−c2, c2 − c3,−c4, c0 − c5,−c0) (9.20)
v5 =
t(−c2, c2 − c3, c0 − c4 − c5, c5 − c0,−c5) (9.21)
v6 =
t(−c2,−c1,−c0 + c4 + c5,−c4,−c5). (9.22)
Below, we list the explicit formulae of Γ-series ϕi(z; c):
ϕ1(z; c) = z
−c3
23 z
−c4
24 z
c0+c1−c5
25 z
−c1
15 z
−c0
05∑
u13,u14,u03,u04≥0
1
Γ(1− c3 − u13 − u03)Γ(1− c4 − u14 − u04)Γ(1 + c0 + c1 − c5 + u13 + u14 + u03 + u04)
(z−123 z25z
−1
15 z13)
u13(z−124 z25z
−1
15 z14)
u14(z−123 z25z
−1
05 z03)
u03(z−124 z25z
−1
05 z04)
u04
Γ(1− c1 − u13 − u14)Γ(1− c0 − u03 − u04)u13!u14!u03!u04! (9.23)
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ϕ2(z; c)
= z−c323 z
−c2+c3
24 z
−c0−c1+c5
14 z
c0−c5
15 z
−c0
05∑
u25,u13,
u03,u04≥0
1
Γ(1− c3 − u13 − u03)Γ(1− c2 + c3 − u25 + u13 + u03)Γ(1− c0 − c1 + c5 + u25 − u13 − u03 − u04)
(z−124 z14z
−1
15 z25)
u25(z−123 z24z
−1
14 z13)
u13(z−123 z24z
−1
14 z15z
−1
05 z03)
u03(z−114 z15z
−1
05 z04)
u04
Γ(1 + c0 − c5 − u25 + u03 + u04)Γ(1− c0 − u03 − u04)u25!u13!u03!u04! (9.24)
ϕ3(z; c) = z
−c3
23 z
−c2+c3
24 z
−c1
14 z
c5−c0
04 z
−c5
05∑
u25,u15,u13,u03≥0
1
Γ(1− c3 − u13 − u03)Γ(1− c2 + c3 − u25 + u13 + u03)Γ(1− c1 − u15 − u13)
(z−124 z04z
−1
05 z25)
u25(z−114 z04z
−1
05 z15)
u15(z−123 z24z
−1
14 z13)
u13(z−123 z24z
−1
04 z03)
u03
Γ(1 + c5 − c0 + u25 + u15 − u03)Γ(1− c5 − u25 − u15)u25!u15!u13!u03! (9.25)
ϕ4(z; c) = z
−c2
23 z
c2−c3
13 z
−c4
14 z
c0−c5
15 z
−c0
05∑
u24,u25,u03,u04≥0
1
Γ(1− c2 − u24 − u25)Γ(1 + c2 − c3 + u24 + u25 − u03)Γ(1− c4 − u24 − u04)
(z−123 z13z
−1
14 z24)
u24(z−123 z13z
−1
15 z25)
u25(z−113 z15z
−1
05 z03)
u03(z−114 z15z
−1
05 z04)
u04
Γ(1 + c0 − c5 − u25 + u03 + u04)Γ(1− c0 − u03 − u04)u24!u25!u03!u04! (9.26)
ϕ5(z; c) = z
−c2
23 z
c2−c3
13 z
c0−c4−c5
14 z
c5−c0
04 z
−c5
05∑
u24,u25,u15,u03≥0
1
Γ(1− c2 − u24 − u25)Γ(1 + c2 − c3 + u24 + u25 − u03)
1
Γ(1 + c0 − c4 − c5 − u24 − u25 − u15 + u03)Γ(1 + c5 − c0 + u25 + u15 − u03)Γ(1− c5 − u25 − u15)
(z−123 z13z
−1
14 z24)
u24(z−123 z13z
−1
14 z04z
−1
05 z25)
u25(z−114 z04z
−1
05 z15)
u15(z−113 z14z
−1
04 z03)
u03
u24!u25!u15!u03!
(9.27)
ϕ6(z; c) = z
−c2
23 z
−c1
13 z
−c0+c4+c5
03 z
−c4
04 z
−c5
05∑
u24,u25,u14,u15≥0
1
Γ(1− c2 − u24 − u25)Γ(1− c1 − u14 − u15)Γ(1− c0 + c4 + c5 + u24 + u25 + u14 + u15)
(z−123 z03z
−1
04 z24)
u24(z−123 z03z
−1
05 z25)
u25(z−113 z03z
−1
04 z14)
u14(z−113 z03z
−1
05 z15)
u15
Γ(1− c4 − u24 − u14)Γ(1− c5 − u25 − u15)u24!u25!u14!u15! . (9.28)
Note that if we substitute z03 z04 z05z13 z14 z15
z23 z24 z25
 =
1 1 11 ζ1 ζ1ζ2
1 ζ1ζ3 ζ1ζ2ζ3ζ4
 , (9.29)
all the Laurent series ϕi(z; c) above become power series, i. e., they do not contain any negative power in
ζ1, . . . , ζ4.
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10 Quadratic relations for a confluence of Aomoto-Gelfand system
In this section, we consider the generalized confluent hypergeometric system M(2,1n−1) in the sense of
[KHT92]. The system M(2,1n−1) can be obtained by taking a “confluence” of the system E(k+ 1, n+ 1). We
use the same notation as §9. The general solution of the system M(2,1n−1) has an integral representation of
the form
fΓ(z) =
∫
Γ
n−1∏
j=0
lj(x; z)
αje
ln(x;z)
l0(x;z) ω(x) (10.1)
with z = (zij)i=0,...,k
j=0,...,n
∈ Zk+1,n+1. The parameters α0, . . . , αn−1 ∈ C are subject to the constraint α0 + · · ·+
αn−1 = −(k + 1). The system M(2,1n−1) in our setting is given by
M(2,1n−1) :

k∑
i=0
(
zi0
∂
∂zi0
+ zin
∂
∂zin
)
f = α0f
k∑
i=0
zij
∂f
∂zij
= αjf (j = 1, . . . , n− 1)
k∑
i=0
zi0
∂f
∂zin
= f
n∑
j=0
zij
∂f
∂zpj
= −δipf (i, p = 0, 1, . . . , k)
∂2f
∂zij∂zpq
= ∂
2f
∂zpj∂ziq
(i, p = 0, 1, . . . , k, j, q = 0, . . . , n).
(10.2)
If we take a restriction to z =
1 z0k+1 · · · z0n. . . ... . . . ...
1 zkk+1 · · · zkn
 and x0 = 1, our integral fΓ(z) becomes
fΓ(z) =
∫
Γ
ez0n+z1nx1+···+zknxk
n−1∏
j=k+1
lj(x; z)
αjxα11 . . . x
αk
k dx. (10.3)
If we put c = t(α0 + 1, . . . , αk + 1,−αk+1, . . . ,−αn−1), and put a(i, j) = e(i) + e(j) (i = 0, 1, . . . , k, j =
k + 1, . . . , n − 1) and a(in) = −e(0) + e(i) (i = 1, . . . , k), gΓ(z) = e−z0nfΓ(z) is a solution of MA(c) with
A = (a(i, j))(i,j)∈J0,kK×Jk+1,nK\{(0,n)}. As in §9, we also put a˜(i, j) = −e(i) + e(j) (i = 0, 1, . . . , k, j =
k + 1, . . . , n − 1), a˜(i, j) = e(0) − e(i) and A˜ = (a˜(i, j))(i,j)∈J0,kK×Jk+1,nK\{(0,n)}. Since the variable z0n does
not appear in gΓ(z), we write z =

1 z0k+1 · · · z0n−1 ∗
1 z1k+1 · · · z1n−1 z1n
. . .
...
. . .
...
...
1 zkk+1 · · · zkn−1 zkn
 by abuse of notation.
We consider a “confluence” of the staircase triangulation. Namely, for a ladder J ⊂ J1, . . . , kK × Jk +
1, . . . , nK, we associate a simplex I = J \ {(0, n)} of A. The collection of all such simplices T = {I =
J \ {(0, n)} | J : ladder} forms a convergent regular triangulation. Since volZA(∆A) =
(
n− 1
k
)
and
|T | =
(
n− 1
k
)
, T is unimodular. For any simplex I ∈ T , we consider the equation AvI = −c such that
vIij = 0 ((i, j) /∈ I). Defining c˜l =
{
cl (l = 0, . . . , k)
−cl (l = k + 1, . . . , n− 1),
it is equivalent to the system A˜vI = c˜.
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Let us introduce the dual basis φ(l) (l = 0, . . . , n−1) to e(l). For any edge (i, j) ∈ GI , we can easily confirm
that GI \ (i, j) has exactly two connected components. The connected component which contains i (resp.
j) is denoted by Ci(i, j) (resp. Cj(i, j)). For each (i, j) ∈ GI , we put
ϕ(ij) =
∑
l∈V (Cj(i,j))\{n}
φ(l). (10.4)
Proposition 10.1. For (i, j), (i′, j′) ∈ I, we have
〈ϕ(ij), a˜(i′, j′)〉 =
{
1 ((i, j) = (i′, j′))
0 (otherwise).
(10.5)
Proof. We set S = J0, kK×Jk+1, nK, S′ = S\{(0, n)}. Let AS : ZS×1 → ZJ0,nK×1 be the Z-linear map defined
by X = (Xij) 7→
∑
(i,j)∈S Xij(−e(i) + e(j)) and let AS′ : ZS
′×1 → ZJ0,n−1K×1 be the Z-linear map defined
by X 7→ ∑(i,j)∈S′ Xij a˜(i, j). Let pi1 : ZS×1 → ZS′×1 be the canonical projection and pi2ZJ0,nK → ZJ0,n−1K
be the Z-linear map given by (x0, . . . , xn) 7→ (x0 + xn, x1, . . . , xn−1). It is easy to check the identity
AS′ ◦ pi1 = pi2 ◦ AS . Let us denote by AJ (resp. AI) the restriction of the map AS (resp. AS′) to the
submodule MJ = {X ∈ ZS×1 | Xij = 0 if (i, j) /∈ J} (resp. MI = {X ∈ ZS′×1 | Xij = 0 if (i, j) /∈ I}).
Then, we have the commutative diagram
{X ∈MJ | X0n = 0} AJ //
pi1

{x ∈ ZJ0,nK×1 | x0 = x0 + · · ·+ xn = 0}
pi2

MI
AI // {x ∈ ZJ0,n−1K×1 | x0 + · · ·+ xn−1 = 0}.
(10.6)
Since AJ and the two vertical morphisms are isomorphisms, we see that A
−1
I is given by pi1 ◦A−1J ◦ pi−12 . In
view of Proposition 9.1, we obtain the proposition.
Therefore, we obtain a
Corollary 10.2. Under the notation above, one has
vIij =
∑
l∈V (Cj(i,j))
c˜l. (10.7)
Substitution of this formula to Γ-series yields the formula
ϕvI (z) = z
vI
I
∑
uI¯∈ZI¯≥0
(
z
−〈ϕ(I),A˜I¯〉
I zI¯
)uI¯∏
(i,j)∈I
Γ(1 + vIij − 〈ϕ(ij), A˜I¯uI¯〉)uI¯ !
. (10.8)
Since this series is defined by means of a ladder I and a parameter α, we also denote it by gI(z;α). Similarly,
setting I¯irr = I¯ ∩ {(1, n), . . . , (k, n)}, we obtain the formula for the dual series
ϕ∨vI (z) = z
vI
I
∑
uI¯∈ZI¯≥0
(−1)|uI¯irr |+
∑
(i,n)∈I〈ϕ(in),A˜uI¯〉
(
z
−〈ϕ(I),A˜I¯〉
I zI¯
)uI¯∏
(i,j)∈I
Γ(1 + vIij − 〈ϕ(ij), A˜I¯uI¯〉)uI¯ !
. (10.9)
This series is denoted by g∨I (z;α).
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We consider the de Rham cohomology group HkdR
(
Pkx \
⋃n−1
j=0 {lj(x; z)},∇z
)
with∇z = dx+
∑n−1
j=0 dx log lj(x; z)∧
+dx
(
ln(x;z)
l0(x;z)
)
∧. For any subset J = {j1, . . . , jk} ⊂ {1, . . . , n − 1} with cardinality k, we denote by zJ the
submatrix of z consisting of column vectors indexed by {0} ∪ J . We always assume j1 < · · · < jk. We put
ωJ(z;x) = dx log
(
lj1(x; z)
l0(x; z)
)
∧ · · · ∧ dx log
(
ljk(x; z)
l0(x; z)
)
. (10.10)
By a simple computation, we see that ωJ(x; z) =
k∑
p=0
(−1)pljp(x; z)
dxlj0 ∧ · · · ∧ d̂xljp ∧ · · · ∧ dxljk
lj0(x; z) · · · ljk(x; z)
. Here, we
have put j0 = 0. As in [GM18, Fact 2.5], we also see that
k∑
p=0
(−1)pljp(x; z)dxlj0 ∧ · · · ∧ d̂xljp ∧ · · · ∧ dxljk =
det(zJ)ω(x). Therefore, we have ωJ(x; z) = det(zJ)
ω(x)
lj0 (x;z)···ljk (x;z)
. Moreover, the set {ωJ(x; z)}J forms a
basis of the algebraic de Rham cohomology group HkdR
Pkx \ n−1⋃
j=0
{lj(x; z) = 0};∇z
 ([AKOT97], [Kim05]).
Now we are going to derive a quadratic relation for gI(z;α). We take any pair of subsets J, J
′ ⊂ {1, . . . , n−1}
with cardinality k. Let us put Ja = J ∩ {1, . . . , k}, J ′a = J ′ ∩ {1, . . . , k}, Jb = J ∩ {k + 1, . . . , n − 1}, and
J ′b = J
′ ∩ {k + 1, . . . , n − 1}. We denote by 1Ja (resp. 1Jb) the vector
∑
j∈Ja e(j) (resp.
∑
j∈Jb e(j)). If
we write α as
n−1∑
j=0
αje(j), we also put αa =
k∑
j=1
αje(j) and αb =
n−1∑
j=k+1
αje(j). We can readily confirm the
identities
ωJ(x; z)
det(zJ)
=
ω(x)
lj0(x; z) · · · ljk(x; z)
=
x0 . . . xk
lj0(x; z) · · · ljk(x; z)
ω(x)
x0 . . . xk
= x1−1Ja l−1Jb
dx
x
. (10.11)
The quadratic relation leads to the form
(−1)|Jb|+|J ′b|(−αk+1) · · · (−αn−1)(−αb + 1Jb)−1Jb (αb + 1J ′b)−1J′b×∑
I:ladder
pin−1∏
(i,j)∈I
sinpi(−vIij)
gI(z;α+ 1J0,kK − 1J)g∨I (z;α− 1J0,kK + 1J ′)
= det(zJ)
−1 det(zJ ′)−1
〈ωJ(x; z), ωJ ′(x; z)〉ch
(2pi
√−1)k . (10.12)
By the same argument as [Mat98], we obtain a formula of the cohomology intersection numbers 〈ωJ(x; z), ωJ ′(x; z)〉ch.
Proposition 10.3. Under the assumption c˜j /∈ Z, one has
〈ωJ(x; z), ωJ ′(x; z)〉ch
(2pi
√−1)k =
{
1∏
j∈J c˜j
(J = J ′)
0 (J 6= J ′)
. (10.13)
Proof. The result immediately follows from the computation of [Mat98] after a minor modification. For
readers’ convenience, we give necessary modifications. Let X be the projective variety obtained by blowing-
up Pk along the 2-codimensional linear subvariety {l0(x; z) = ln(x; z) = 0}. It is readily seen that there is
a well defined regular map f : X → P1 whose restriction to the subspace {l0(x; z) 6= 0} is identical with
ln(x;z)
l0(x;z)
. We denote by Lj the proper transformation of the divisor {lj(x; z) = 0} ⊂ Pk (j = 0, . . . , n − 1)
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and denote by Ln the exceptional divisor of the blowing-up. For any pair of k-tuples P = (p1, . . . , pm) and
Q = (q1, . . . , qm) (0 ≤ p1 < · · · < pm ≤ n− 1, 0 ≤ q1 < · · · < qm ≤ n− 1), we set
δ(P,Q) =
{
1 (if P = Q)
0 (if P 6= Q) . (10.14)
For each j = 0, . . . , n, we denote by Vj a tubular neighbourhood of Lj and by hj a smooth function
on X which is equal to 1 near Lj and 0 outside Vj . For each multi-index P = (p1, . . . , pk), we denote
by wP = (w1, . . . , wk) = (lpi) the local coordinate around
k⋂
i=1
Lpi so that Lpi = {wi = 0} and we set
DP =
k⋂
i=1
Vpi . By solving the equation ∇∨ξ = ωJ ′(x; z) locally as in [Mat98, Lemma 5.1, 5.2 and Lemma
6.1], we can find a smooth k-form ψJ ′(x) on X such that the following properties 1-5 hold.
1. ψJ ′ has a compact support in X\
n⋃
j=0
Lj and cohomologous to ωJ ′ in H
k
dR
Pkx \ n−1⋃
j=0
{lj(x; z) = 0};∇∨z
.
2. The k-form ψJ ′ − ωJ ′ vanishes outside a small tubular neighbourhood of the divisor
n⋃
j=0
Lj .
3. On each Vj \ DP , ψJ ′ is of the form ψJ ′ =
∑
i ξi ∧ ηi where ξi are smooth forms and ηi are rational
differential forms of degree greater or equal to one.
4. For each multi-index P = (p1, . . . , pk) such that p1 = 0, we have ψJ ′ = fP (wP )dhp1 ∧ · · · ∧ dhpk where
fP (wP ) is a holomorphic function such that fP (0, w2, . . . , wk) ≡ 0.
5. For each multi-index P = (p1, . . . , pk) such that 0 /∈ P , we have ψJ ′ = fP (wP )dhp1 ∧ · · · ∧ dhpk where
fP (wP ) is a holomorphic function with fP (O) = (−1)k δ(P,J
′)∏k
j=1 c˜pj
.
The property 4 is due to the fact that the term d
(
ln(x;z)
l0(x;z)
)
∧ in ∇∨z = d−
∑n−1
j=1 c˜jd log lj(x; z)∧−d
(
ln(x;z)
l0(x;z)
)
∧
gives rise to the term −dw1
w21
∧. If we denote by ιz the inverse of the canonical isomorphism
can : Hkr.d.
Pkx \ n−1⋃
j=0
{lj(x; z) = 0};∇∨z
 →˜HkdR
Pkx \ n−1⋃
j=0
{lj(x; z) = 0};∇∨z
 , (10.15)
it is clear that ψJ ′ is a representative of ιzωJ ′ in H
k
r.d.
Pkx \ n−1⋃
j=0
{lj(x; z) = 0};∇∨z
. Therefore, by properties
3,4, and 5, we obtain
〈ωJ(x; z), ωJ ′(x; z)〉ch =
∫
ωJ(x; z) ∧ ψJ ′ (10.16)
=
∑
P
∫
DP
ωJ(x; z) ∧ ψJ ′ (10.17)
= (2pi
√−1)k
∑
P
Res
wk=0
(
Res
wk−1=0
(
· · · Res
w1=0
(
(−1)kfPωJ(x; z)
)
· · ·
))
(10.18)
= (2pi
√−1)k δ(J, J
′)∏
j∈J c˜j
. (10.19)
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In sum, we obtain the general quadratic relation of a confluence of Aomoto-Gelfand hypergeometric
functions:
Theorem 10.4. Under the notation as above, for any z ∈ UT , we have an identity
(−1)|Jb|+|J ′b|+kαk+1 . . . αn(−αb + 1Jb)−1Jb (αb + 1J ′b)−1J′b×∑
I:ladder
pin−1∏
(i,j)∈I
sinpivIij
gI(z;α+ 1J0,kK − 1J)g∨I (z;α− 1J0,kK + 1J ′)
= det(zJ)
−1 det(zJ ′)−1
〈ωJ(x; z), ωJ ′(x; z)〉ch
(2pi
√−1)k . (10.20)
Here, the right hand side is explicitly determined by (9.12).
Example 10.5. (Kummer’s hypergeometric series)
The simplest case is k = 1 and n = 3. This case is known as Kummer’s hypergeometric equation. By
computing the cohomology intersection number 〈dxx , dxx 〉ch, we obtain a quadratic relation We have a relation
(γ − α− 1)1F1 (αγ; z) 1F1
(−α
2−γ;−z
)
+ α1F1
(
1+α−γ
2−γ ; z
)
1F1
(
γ−α−1
γ ;−z
)
= γ − 1, (10.21)
where the series 1F1 (
α
γ; z) is Kummer’s hypergeometric series
1F1 (
α
γ; z) =
∞∑
n=0
(α)n
(γ)nn!
zn. (10.22)
This identity implies a series of combinatorial identities
(γ − α− 1)
∑
l+m=n
(−1)m (α)l(−α)m
(γ)l(1)l(2− γ)m(1)m + α
∑
l+m=n
(−1)m (1 + α− γ)l(γ − α− 1)m
(2− γ)l(1)l(γ)m(1)m = 0, (10.23)
where n is a positive integer.
Example 10.6. (A confluence of E(3, 6))
This is a confluence of Example 9.6. The integral in question takes the form fΓ(z) =
∫
Γ
∏4
j=3(z0j +
z1jx1+z2jx2)
−cjez1jx1+z2jx2xc11 x
c2
2
dx1∧dx2
x1x2
. The quadratic relation with respect to the cohomology intersection
number 〈dx1∧dx2x1x2 , dx1∧dx2x1x2 〉ch is given by
c1c2c3c4
6∑
i=1
pi4
sinpi(vi)
ϕi(z; c)ϕ
∨
i (z; c) = 1, (10.24)
where vi are given by
v1 =
t(−c3,−c4, c0 + c1,−c1) (10.25)
v2 =
t(−c3,−c2 + c3,−c0 − c1, c0) (10.26)
v3 =
t(−c3,−c2 + c3,−c1,−c0) (10.27)
v4 =
t(−c2, c2 − c3,−c4, c0) (10.28)
v5 =
t(−c2, c2 − c3, c0 − c4,−c0) (10.29)
v6 =
t(−c2,−c1,−c0 + c4,−c4). (10.30)
Note that we have a relation c0 + c1 + c2 − c3 − c4 = 0. The series ϕi(z; c) are given by the following series.
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ϕ1(z; c) = z
−c3
23 z
−c4
24 z
c0+c1
25 z
−c1
15∑
u13,u14,u03,u04≥0
1
Γ(1− c3 − u13 − u03)Γ(1− c4 − u14 − u04)Γ(1 + c0 + c1 + u13 + u14 + u03 + u04)
(z−123 z25z
−1
15 z13)
u13(z−124 z25z
−1
15 z14)
u14(z−123 z25z03)
u03(z−124 z25z04)
u04
Γ(1− c1 − u13 − u14)u13!u14!u03!u04! (10.31)
ϕ2(z; c) = z
−c3
23 z
−c2+c3
24 z
−c0−c1
14 z
c0
15∑
u25,u13,u03,u04≥0
1
Γ(1− c3 − u13 − u03)Γ(1− c2 + c3 − u25 + u13 + u03)
1
Γ(1− c0 − c1 + u25 − u13 − u03 − u04)Γ(1 + c0 − u25 + u03 + u04)
(z−124 z14z
−1
15 z25)
u25(z−123 z24z
−1
14 z13)
u13(z−123 z24z
−1
14 z15z03)
u03(z−114 z15z04)
u04
u25!u13!u03!u04!
(10.32)
ϕ3(z; c) = z
−c3
23 z
−c2+c3
24 z
−c1
14 z
−c0
04∑
u25,u15,u13,u03≥0
1
Γ(1− c3 − u13 − u03)Γ(1− c2 + c3 − u25 + u13 + u03)Γ(1− c1 − u15 − u13)
(z−124 z04z25)
u25(z−114 z04z15)
u15(z−123 z24z
−1
14 z13)
u13(z−123 z24z
−1
04 z03)
u03
Γ(1− c0 + u25 + u15 − u03)u25!u15!u13!u03! (10.33)
ϕ4(z; c) = z
−c2
23 z
c2−c3
13 z
−c4
14 z
c0
15∑
u24,u25,u03,u04≥0
1
Γ(1− c2 − u24 − u25)Γ(1 + c2 − c3 + u24 + u25 − u03)Γ(1− c4 − u24 − u04)
(z−123 z13z
−1
14 z24)
u24(z−123 z13z
−1
15 z25)
u25(z−113 z15z03)
u03(z−114 z15z04)
u04
Γ(1 + c0 − u25 + u03 + u04)u24!u25!u03!u04! (10.34)
ϕ5(z; c) = z
−c2
23 z
c2−c3
13 z
c0−c4
14 z
−c0
04∑
u24,u23,u15,u03≥0
1
Γ(1− c2 − u24 − u25)Γ(1 + c2 − c3 + u24 + u25 − u03)
1
Γ(1 + c0 − c4 − u24 − u25 − u15 + u03)Γ(1− c0 + u25 + u15 − u03)
(z−123 z13z
−1
14 z24)
u24(z−123 z13z
−1
14 z04z25)
u25(z−114 z04z15)
u15(z−113 z14z
−1
04 z03)
u03
u24!u25!u15!u03!
(10.35)
ϕ6(z; c) = z
−c2
23 z
−c1
13 z
−c0+c4
03 z
−c4
04∑
u24,u25,u14,u15≥0
1
Γ(1− c2 − u24 − u25)Γ(1− c1 − u14 − u15)Γ(1− c0 + c4 + u24 + u25 + u14 + u15)
(z−123 z03z
−1
04 z24)
u24(z−123 z03z25)
u25(z−113 z03z
−1
04 z14)
u14(z−113 z03z15)
u15
Γ(1− c4 − u24 − u14)u24!u25!u14!u15! (10.36)
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The series ϕ∨i (z; c) is obtained from ϕi(z; c) by replacing ci by −ci and z15, z25 by −z15,−z25 in the
summand. Note that if we substitutez03 z04 ∗z13 z14 z15
z23 z24 z25
 =
1 1 ∗1 ζ1 ζ1ζ2
1 ζ1ζ3 ζ1ζ2ζ3ζ4
 , (10.37)
all the Laurent series ϕi(z; c) and ϕ
∨
i (z; c) above become power series, i. e., they do not contain any negative
power.
Appendix 1: A lemma on holonomic dual
In this appendix, we prove Lemma 2.10. Let ∆X : X ↪→ X ×X be the diagonal embedding. We also denote
its image by ∆X . Since Ch(M N) = Ch(M)×Ch(N) and Ch(M)∩Ch(N) ⊂ T ∗XX by the assumption of
Lemma 2.10, we obtain the inclusion
T∆X (X×X)∩Ch(MN) = {(x, ξ;x, ξ) ∈ T ∗X×T ∗X | (x, ξ) ∈ Ch(M)∩Ch(N)} ⊂ T ∗X×XX×X. (10.38)
Therefore, M N is non-characteristic with respect to the morphism ∆X . By [HTT08, Theorem 2.7.1.], we
have the commutativity DX(L∆∗X(M N)) ' L∆∗XDX×X(M N). Therefore, we have quasi-isomorphisms
DX(M
D⊗N) = DX(L∆∗X(M N)) (10.39)
' L∆∗X(DXM  DXN) (10.40)
' DXM
D⊗ DXN. (10.41)
Appendix 2: Proof of Proposition 7.3
We apply the twisted period relation to Hn (X,L), where X = Cnx \ {x1 · · ·xn(1 − x1 − · · · − xn) = 0}
L = Cxα11 · · ·xαnn (1 − x1 − · · · − xn)αn+1 . We take a basis dxx = dx1∧···∧dxnx1...xn of twisted cohomology group
Hn (X,L) and of Hn (X,L∨) . By [Mat98], we have 〈dxx , dxx 〉ch = (2pi
√−1)n α0+···+αnα0...αn . On the other hand, we
have ∫
Pτ
xα11 · · ·xαnn (1− x1 − · · · − xn)αn+1
dx
x
=
n+1∏
i=1
(1− e−2pi
√−1αi)
Γ(α1) . . .Γ(αn)Γ(αn+1 + 1)
Γ(1− α0) (10.42)
and∫
Pˇτ
x−α11 · · ·x−αnn (1− x1 − · · · − xn)−αn+1
dx
x
=
n+1∏
i=1
(1− e2pi
√−1αi)
Γ(−α1) . . .Γ(−αn)Γ(1− αn+1)
Γ(1 + α0)
. (10.43)
Therefore, we have
〈Pτ , Pˇτ 〉h
=
(∫
Pˇn
x−α11 · · ·x−αnn (1− x1 − · · · − xn)−αn+1
dx
x
)
〈dx
x
,
dx
x
〉−1ch
(∫
Pn
xα11 · · ·xαnn (1− x1 − · · · − xn)αn+1
dx
x
)
(10.44)
=
n+1∏
i=0
(1− e−2pi
√−1αi) (10.45)
=(2
√−1)n+2
n+1∏
i=0
sinpiαi. (10.46)
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Appendix 3: Construction of a lift of a Pochhammer cycle
In this appendix, we summarize the construction of Pochhammer cycles following [Beu10, §6] and construct
its lift by a covering map.
We consider a hyperplane H in Cn+1 defined by {t0 + · · · + tn = 1}. Let ε be a small real positive
number. We consider a polytope F in Rn+1 defined by
|xi1 |+ · · ·+ |xik | ≤ 1− (n+ 1− k)ε (10.47)
for all k = 1, . . . , n + 1 and all 0 ≤ i1 < i2 < · · · < ik ≤ n. The faces of this polytope can be labeled by
vectors µ ∈ {0,±1}n \ {0}n. We define |µ| =
n∑
i=0
|µi|. The face Fµ corresponding to µ is defined by
µ0x0 +µ1x1 + · · ·+µnxn = 1−(n+1−|µ|)ε, µjxj ≥ ε whenever µj 6= 0, |xj | ≤ ε whenever µj = 0. (10.48)
The number of faces of F is 3n−1 and each Fµ is isomorphic to ∆|µ|−1× In+1−|µ| where I is a closed interval.
The vertices of F are points with one coordinate ±(1 − nε) and all other coordinates ±ε. Therefore, the
number of vertices is (n+ 1)2n+1. Define a continuous piecewise smooth map P : ∪µFµ → H by
P (x0, . . . , xn) =
1
y˜0 + · · ·+ y˜n (y0, . . . , yn) (10.49)
where
yj =

xj (xj ≥ ε)
e−2pi
√−1|xj | (xj ≤ −ε)
εe−pi
√−1(1−xj
ε
) (|xj | ≤ ε).
(10.50)
y˜j =
{
|xj | (|xj | ≥ ε)
εe−pi
√−1(1−xj
ε
) (|xj | ≤ ε).
(10.51)
Let us denote by pi : H → Cn be the projection pi(t0, . . . , tn) = (t1, . . . , tn). By definition, the image of
the map pi ◦ P is contained in the complement of a divisor {1 = t1 + · · · + tn} in the torus (C×)n ⊂ Cn.
On each face Fµ, the branch of a multivalued function t
β1−1
1 . . . t
βn−1
n (1− t1 − · · · − tn)β0−1 on pi ◦ P (Fµ) is
defined by
tβ1−11 . . . t
βn−1
n (1− t1 − · · · − tn)β0−1 =
∏
µj 6=0
|xj |βj−1epi
√−1(µj−1)βj
∏
µk=0
εβk−1epi
√−1(xk
ε
−1)(βk−1). (10.52)
Thus, we can define a multi-dimensional Pochhammer cycle Pn as a cycle with local system coefficients.
Now we consider a (covering) map between tori p : (C×)nτ → (C×)nt defined by p(τ) = τA where
A = (a(1)| . . . |a(n)) is an invertible n by n matrix with integer entries. We put β′ = t(β1, . . . , βn).
Proposition 10.7. There exists a twisted cycle P ′n in Hn
(C×)nτ \
{
1 =
n∑
i=1
τa(i)
}
;C
(
1−
n∑
i=1
τa(i)
)β0
τAβ
′

such that the identity p∗(P ′n) = Pn holds.
Proof. Let us put pi ◦ P (x) = (q1(x), . . . , qn(x)). Define a map P ′ : ∪µFµ → (C×)nτ \
{
1 =
n∑
i=1
τa(i)
}
by
P ′(x) = (q1(x), . . . , qn(x))A
−1
. (10.53)
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Note that this is a well-defined continuous map in view of (10.50) and (10.51). The branch of a multivalued
function
(
1−
n∑
i=1
τa(i)
)β0
τAβ
′
on the face Fµ is therefore defined by the formula
(
1−
n∑
i=1
τa(i)
)β0
τAβ
′
=
∏
µj 6=0
|xj |βj−1epi
√−1(µj−1)βj
∏
µk=0
εβk−1epi
√−1(xk
ε
−1)(βk−1). (10.54)
Thus, we can define a twisted cycle P ′n. It is obvious from the construction that the identity p∗(P ′n) = Pn
holds.
Write A = (A1| · · · |Ak), Al = (a(l)(1)| · · · |a(l)(nl)) One can easily generalize the result above to the
following
Proposition 10.8. Suppose t = (t(1), . . . , t(k)) and β
(l)
i ∈ C (l = 1, . . . , k, i = 1, . . . , nl). We put L =
k∏
l=1
C(1−
nl∑
i=1
t
(l)
i )
β
(l)
0 (t
(l)
1 )
β
(l)
1 · · · (t(l)nl )β
(l)
nl . Then, there exists a twisted cycle P ′n in
Hn
(
k∏
l=1
(
(C×)nl
τ (l)
\ {1 =
nl∑
i=1
τa
(l)(i)}
)
; p−1L
)
such that the identity p∗(P ′n) =
k∏
l=1
P (l)nl holds.
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