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OPINION  
 
Error prevention and mitigation as forces in the evolution of genes and genomes 
  
Tobias Warnecke and Laurence D Hurst  
 
Abstract | Why are short introns rarely a multiple of three nucleotides long? Why do essential 
genes cluster? Why are genes in operons often lined up in the order in which they are needed in the 
encoded pathway? In this Opinion, we argue that these and many other – ostensibly disparate – 
observations are all pieces of an emerging picture in which multiple aspects of gene anatomy and 
genome architecture have evolved in response to error-prone gene expression.  
 
Subject categories: Evolutionary Biology, Gene Expression 
 
Faithful information transmission is critical to life. This is perhaps most evident when genetic instructions 
are passed on from parents to their offspring. If information is corrupted at this stage, the result – 
depending on the sequence affected – may be lethal. A complex suite of mechanisms is in place to avoid 
detrimental effects of this kind, starting from the inbuilt capacity of DNA polymerases to backtrack and 
proof-read their own output. Fidelity of information transmission is not only critical during replication, 
however, but also during the day-to-day running of the cell. Information encoded in the DNA must be 
read off and processed to yield biological effector molecules. This is typically a multi-step process, 
providing ample opportunity for errors to be made along the way. A gene can be transcribed at the wrong 
time or at levels too high or too low to achieve optimal functioning; it can be mis-transcribed, mis-spliced 
or mis-translated. Once translated, the protein can misfold, localize incorrectly, or be activated or 
degraded too soon or too late.  
 
Safeguarding the integrity of biological information, the cellular machines that decode that information 
(such as the ribosome and the spliceosome) operate with intrinsically high fidelity
1
 and there exist a 
plethora of quality control pathways that detect and eliminate erroneous gene products. Exactly how 
many errors are made and caught after the act, however, also depends on the gene that is being expressed. 
Some transcripts are particularly susceptible to accidental frame-shifts during translation; others 
habitually escape quality control so that errors may go unnoticed. 
 
In this Opinion, we highlight how both gene anatomy (i.e. the composition and structure of genes and 
their products) and genome architecture (i.e. the arrangement of genes in the genome) have evolved to 
reduce the rate at which errors occur (error prevention) or curb deleterious effects if an error has already 
been made (error mitigation, Figure 1). Drawing on case studies from, amongst other systems, E.coli, 
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human, S. cerevisiae, and Paramecium tetraurelia, we first discuss how selection has moulded gene 
anatomies to facilitate high-fidelity information transmission or enable faulty products to be intercepted 
by quality control. Thereafter, we argue that non-random genome architecture – from the composition of 
local gene neighbourhoods to the differential distribution of genes across chromosomes – may also 
frequently reflect selection against erroneous expression. We focus specifically on how cells prevent 
transcript levels from falling below a critical threshold in the face of stochastic gene expression. Our aim 
here is not to present a comprehensive inventory of genomic adaptations to erroneous gene expression, 
We largely do not discuss adaptations relating to protein stability and misfolding, which have been well 
reviewed recently
2
. Neither do we address the creative potential of error-prone expression, where a lack 
of fidelity in gene expression generates natural variation that can result in increased fitness in novel 
environments
2
. Rather, we focus on a few examples that illustrate the diversity of molecular signatures 
associated with error management, whilst highlighting current progress and areas for future research.  
 
 
The role of gene anatomy  
 
 
Preventing faulty gene products. Arguably the most extensive support for a role of error prevention in 
the evolution of gene anatomy comes from the study of synonymous codon usage. Codons – both 
individually and in the context of their neighbours – differ in their propensity to be mistranslated or 
induce frame-shifts. In line with selection to reduce errors during translation, functionally important and 
structurally sensitive sites are enriched for less error-prone codons in a taxonomically diverse range of 
species (reviewed in Ref. 2). Beyond individual codons, certain codon combinations also appear to be 
avoided. Notably, protein-coding sequence in S. cerevisiae, E. coli, and C. elegans is depleted for 
mononucleotide repeats
3
. The same signature is absent in introns, supporting selective avoidance over 
mutational bias. As mononucleotide repeats are prone to slippage during transcription
4
 and translation
5
, 
the most parsimonious explanation is selection against error-prone nucleotide composition. However, 
whether selection principally operates to lower transcription or translation errors remains unclear. 
 
Dealing with faulty gene products. Even if an error fails to be prevented, the fitness consequences that 
ensue may be minimal. Famously, neighbouring triplets in the genetic code tend to specify biochemically 
similar amino acids, so that single-nucleotide substitutions rarely lead to radical amino acid 
replacements
6
. This property – which may reflect past selection for an error mitigation capacity or 
constitute a byproduct of genetic code evolution
7
 – makes the code robust to genetic mutations but also to 
transcriptional and translational errors
8
, where misreading often affects a single base.  
However, not all single-nucleotide changes have a minor impact on functionality. Notably, errors that 
create premature termination codons (PTCs) are unlikely to yield functional products. Translation of 
PTC-containing transcripts can have serious repercussions for fitness, wasting translational resources as 
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well as generating potentially toxic truncated peptides
9
. In eukaryotes, deleterious effects of PTC-
containing transcripts are mitigated by the intervention of a dedicated quality control system: During the 
pioneer round of translation the nonsense-mediated decay (NMD) machinery recognizes that the PTC 
occurs too early (relative to a specific downstream features that differs across species) and triggers 
degradation of the transcript
10
.  
 
Intriguingly, the presence of NMD appears to have systematically affected the evolution of gene 
anatomies. The most striking evidence in this regard comes from the ciliate Paramecium tetraurelia. The 
majority (>96%) of introns in its genome are very short (<34nt) and, transcriptome analysis revealed high 
rates (~1%) of intron retention
11
. Curiously, fewer of these short introns than expected have a length 
divisible by three nucleotides (3n) and those that do are more likely to harbour in-frame stop codons
11
. 
Why would this be? Introns that are not 3n lead to frame-shifts when accidentally retained in the mRNA, 
which, in turn, is likely to generate a PTC in the new frame
12
 and render erroneous transcripts subject to 
NMD. In contrast, introns that neither contain in-frame PTCs nor cause PTCs by inducing a frame-shift 
escape detection by NMD and may be repeatedly translated into nonsensical protein. The scarcity of 
stopless 3n introns, observed not only in Paramecium but also in species as diverse as humans, 
Arabidopsis and the fungus Yarrowia lipolytica
11, 13
, therefore strongly suggests that intron length and 
composition have been shaped by selection to ensure that mis-spliced transcripts are recognized by NMD.  
 
Some additionally suggest that selection has favoured the retention of nucleotide triplets that encode out-
of-frame stops (“ambush codons”) and therefore terminate translation when a frame-shift occurs 
upstream
14
. However, unless GC content is very high
15, 16
, translation is terminated quickly after an 
accidental frame-shift anyway. This is because, at least in the human genome, common codons are often 
codons that generate a partial stop when a 1-base pair frameshift occurs in the 5’ or 3’ direction (Figure 
2). In humans, on average only ~15 amino acids are translated before the ribosome encounters a stop in 
the new frame
12
. As marginal costs savings through dedicated ambush codons would therefore typically 
be minute, it remains questionable how many, if any, off-frame termination triplets are actually 
maintained by selection to provide ambush functionality.  
  
Some classes of transcripts are unable to trigger NMD when a PTC is introduced and seem to have 
evolved alternative features to reduce the fitness cost of faulty products. In mammals, to be recognized by 
the major NMD pathway the PTC must be located some distance upstream of the last exon-junction 
complex, which is deposited during splicing. Intronless transcripts, therefore, have a problem: when a 
PTC is generated, for example during transcription, these transcripts cannot trigger NMD. Do these genes 
therefore have to bear a higher error load? Recent evidence suggests not. Intronless genes in mammals 
instead employ fewer codons for which the introduction of a single incorrect nucleotide during 
transcription results in a stop codon
17
. Thus, where errors cannot be mitigated one way, their impact may 
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be alleviated via a complementary route or selection may operate to reduce their incidence by promoting 
the fixation of less error-prone states.  
Following the same logic, E. coli genes differ in their propensity to use translationally optimal codons 
depending on whether or not they are clients of the chaperonin GroEL, with obligate clients relatively 
depleted of optimal codons
18
. This is consistent with obligate GroEL substrates experiencing selective 
relief because the chaperone can mitigate at least some deleterious effects of mistranslation-induced 
misfolding errors.  
 
Unraveling error-adapted gene anatomy. Dissecting differential interactions between individual genes 
and quality control machineries arguably constitutes the most informative route to understanding adaptive 
gene anatomy because it can reveal subsets of substrates that behave unlike others and can form the 
cornerstone for critical tests. Importantly, the need for studying interactions goes beyond considering core 
expression/quality control machineries. Ancillary interactions, those not directly involved in generating 
the error, nonetheless shape error propensities and hence the need for adaptive solutions. Consider 
transcripts populated by RNA-binding proteins, such as those deposited during splicing. Some of these 
transcripts may – based on sequence information alone – appear liable to erroneous interactions but, in 
fact, be protected by their binding partners. It appears, for instance, that a large number of cryptic 
polyadenylation sites in humans can persist without deleterious consequences because they are rendered 
unusable by nearby binding of U1 snRNP, which prevents cleavage
19
.  Integrating increasingly 
comprehensive interaction data sets to capture the complex context of gene expression will therefore be 
essential for understanding adaptive gene anatomy.  
 
The known unknowns. In both humans and Paramecium the proportion of transcripts estimated to 
contain splicing errors is comparatively high (with lower-bound estimates in the region of 1% 
11, 20
). 
Similarly high or higher error rates have been reported for other steps of transcript processing, which 
might be indicative of efficient downstream error mitigation. In yeast, the fraction of transcripts that are 
polyadenylated prematurely, and therefore lack a termination signal, may be as high as 10%
21
. In the 
absence of a proper termination signal, attempts by the ribosome to translate the polyA tail lead to mRNA 
degradation and translational repression. This suggests that polyA tails function as part of an error control 
system
22, 23
. Yet most incorrectly polyadenylated transcripts never reach the ribosome, being degraded by 
the nuclear exosome at the site of transcription
24
. Despite the high apparent error rate, we know little 
about the sequence features involved in this mitigation process. Targeted knock-down of exosome 
components in conjunction with high-throughput sequencing might shed light on this issue.   
For yet other stages of transcript processing even basic error estimates are lacking. For example, how 
many phosphorylation/dephosphorylation events happen off-target or at the wrong time? Importantly, this 
is not simply a problem of quantification. The hard problem is telling errors from functional isoforms 
(Box 1), especially when (ostensible) telltale signs like PTCs are absent or unknown.  
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The role of genome architecture 
 
Genome architecture, i.e. the order, spacing, and orientation of genes in the genome, can be highly non-
random
25
. In part, this reflects the action of selection. Genes, through recombination, retroposition or 
similar processes, repeatedly sample genomic real estate and – over evolutionary time – come to reside in 
locations that confer high fitness. In bacteria, non-random gene order is primarily owing to the fact that 
gene expression is organized into polycistronic transcripts, with genes participating in the same 
biochemical pathway or protein complex often co-located in the same operon. However, pathway-based 
clustering of genes cannot explain every aspect of non-random genome architecture. For example, in E. 
coli and other bacteria essential genes cluster around the origin of replication and preferentially reside on 
the leading strand
26
. While proximity to the origin may be adaptive because it enhances expression of core 
genes during multiple concurrent rounds of replication, preferential location on the leading strand is 
considered beneficial because it prevents the transcribing RNA polymerase from colliding head-on with 
the DNA polymerase during replication.  
 
Controlling stochasticity. Ensuring production of transcripts does not suddenly cease or fluctuate 
violently is not only a challenge during cell division when the replication machinery competes for access 
to the DNA. Cells regularly need to adjust the expression of some genes without disturbing the expression 
of others, especially those sensitive to changes in dosage. In addition, molecular binding dynamics such 
as between transcription factors (or chromatin remodeling complexes) and DNA are intrinsically 
stochastic
27
. As a result, gene product levels may fall below (or, indeed, rise above) a critical threshold. 
The degree of stochasticity (noise) exhibited by individual genes, however, can vary dramatically
28
, 
highlighting the possibility that noise is an evolvable trait
27, 29
. Stochasticity can be reduced by making 
use of specific promoter architectures (prominently, the absence of TATA motifs is associated with low-
noise genes
30, 31
), raising overall expression levels
28
, increasing gene copy number
27, 32
, and altering 
genetic network wiring to include noise-abating feedback loops
33, 34
. In the remainder of this section, we 
argue that, in addition, genome architecture has, at several scales of organization, been moulded by 
selection to dampen noise. 
 
Noise-abating genome architecture. Genes with similar noise tolerance are not randomly scattered across 
chromosomes but instead form clusters. Notably, in yeast, noise-sensitive genes (both essential and non-
essential) cluster together
35
. These clusters lie in domains of open chromatin, suggesting that noisiness of 
individual genes is, at least in part, determined by regional chromatin states. This is in line with 
observations that, in both mammals and yeast, neighbouring genes exhibit correlated bursting kinetics and 
transgenes adopt the bursting kinetics of their new host domain
32, 36
. Indeed, a model in which genes are 
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allowed to recombine into domains of differential noise recreates the observed clustering of essential 
genes in ‘quiet’ domains35.  
 
Selection to dampen noise may also drive gene order and orientation at even finer levels. Pairs of genes 
that lie in head-to-head orientation - that is, those that are transcribed divergently, from the same promoter 
but from different strands - exhibit reduced noise
30, 37
. This is probably because the use of a shared 
bidirectional promoter generates a mutually reinforcing chromatin micro-environment that leads to 
reduced stochastic fluctuations
37
.  Similarly, leaky transcription can be modulated by the expression of 
antisense transcripts, which often share their promoter with a downstream sense gene
37, 38
. Consistent with 
expectations, this type of organization is more common for genes expected to be more sensitive to noise, 
such as essential genes and genes that participate in protein complexes
37
. 
 
The fine-scale organization of some bacterial operons is also consistent with selection for noise 
abatement. Lovdok et al. compared operon structures across bacteria and found that some local gene 
arrangements (consisting of gene couples) in operons encoding the chemotaxis pathway are much more 
highly conserved than others. This is surprising: genes residing in the same operon are transcriptionally 
coupled, so why should there be selection to maintain a particular order? Intriguingly, the affected gene 
pairs exhibit strong coupling at the level of translation in E. coli, which the authors show reduces noise in 
the output generated by the pathway
39
. It therefore appears likely that these ‘neighbourhoods’ are 
preferentially conserved because they buffer pathway output against fluctuations in the concentration of 
individual proteins.  
Noise also appears to have influenced gene order in some metabolic operons where, curiously, genes 
often lie in the order in which they are required in the corresponding pathway (a phenomenon dubbed 
colinearity
40
). Again, this is surprising given that the genes are transcriptionally coupled. However, it is 
consistent with a model where, at low transcription rates, pathways occasionally collapse (because – 
owing to stochastic effects - a critical component of the pathway fails to be present altogether) but are 
then more easily restarted when gene order is colinear
40
. Colinearity is indeed exclusive to lowly 
expressed operons
40
.  
 
Does X-treme noise foster relocation? 
 
In C. elegans, where genome-wide RNAi knock-down data are available, only 5.6% of X-linked genes 
are essential compared to 12.8% on the autosomes
41
. X chromosomes in mammals and C. elegans are also 
depleted for genes shown to be haploinsufficient in yeast, although the same is not true for Drosophila
42
.  
Why might essential genes avoid X chromosomes?  The answer may, as above, in part be related to noise.  
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Genes that are haploid regarding the number of chromosomal copies from which they are expressed 
(haploid-expressed genes) are expected to be high-noise genes
43
. This is because stochastic fluctuations in 
transcript production are more effectively dampened if a second target for transcription is present. As 
predicted, haploid-expressed human autosomal genes appear to be especially noisy
44
. In mammals, both 
sexes are effectively haploid for the X chromosome, either by virtue of being male or following 
inactivation of one copy in females.  As essential and haploinsufficient genes tend to be low-noise 
genes
35
,  a simple rationalization is thus that essential genes are selected to avoid the high noise context of 
the haploid-expressed X.   
 
This hypothesis is very much speculation. More stringent support is needed to reinforce the hypothesis 
that noise has contributed to inter-chromosomal differences in gene content and that higher ploidy, as 
predicted by theory
29
, confers fitness benefits by reducing noise. One useful experiment would be to 
induce ploidy differences de novo in a suitable organism and subsequently assay noise. If the above 
hypothesis is correct, we would expect polyploidization to be associated with reduced within-gene 
variability in gene expression. The observation that in plants of the genus Senecio polyploidization of 
artificial hybrids globally reduces between-gene variance
45
 is intriguing in this regard.  
 
 
Conclusions 
 
We have argued that multiple facets of gene anatomy and genome architecture may be adaptations to 
error-prone gene expression. Concerning genome architecture, the evolution of non-random gene 
neighbourhoods might often reflect selection to prevent detrimental stochastic fluctuations in transcript 
levels. Current evidence remains largely limited to a handful of model species, however, so that, in order 
to assess the relative role of noise in shaping genome architecture more broadly, it will be imperative to 
obtain comparative measures of noise and dosage sensitivity. In addition, we anticipate that the study of 
genome organization in three-dimensional space, powered by high-resolution chromatin capture 
techniques, will provide critical insights into adaptive interactions between genome architecture and 
expression processes. In particular, it will be interesting to explore whether spatial segregation of 
transcription foci within the nucleus serves to limit erroneous interactions, for example by confining 
promiscuously binding transcription factors to a defined nuclear domain. 
In relation to gene anatomy we highlighted several cases where evidence strongly points towards 
selection having acted on transcript structure and composition to reduce the fitness burden of erroneous 
gene products. For many stages of gene expression, however, we remain ignorant about whether there are 
sequence-level adaptations to facilitate error prevention or mitigation. To advance our understanding in 
this regard, it will be critical to combine system-level molecular interaction data with knowledge about 
the evolutionary regime that governs fixation probabilities (Box 2) and the structure of pleiotropy in the 
system (Box 3).  
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Finally, as modern sequencing technologies continue to unearth increasingly more and rare isoforms, 
understanding molecular signatures of error adaptation may yield valuable clues for understanding what is 
functional diversity and what is not.  
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Box 1 | Telling apart functional and aberrant isoforms – the hard problem  
 
With deep-sequencing platforms providing ample raw material for analyzing erroneous gene expression, a 
major challenge is to discriminate aberrant from functional transcript isoforms. Three criteria are 
frequently used to assess likely functionality: rarity, evolutionary conservation, and telltale sequence 
features. All, certainly when deployed individually, have their drawbacks. 
Rarity. Very rare isoforms are sometimes assumed to be erroneously produced
20
. Although probably a 
good first-pass approximation, there are obvious pitfalls to equating erroneous with rare isoforms. Many 
transcripts with critical biological functions, including many transcription factors, are present in (very) 
few copies. Conversely, not everything that is common need be functional. If error mitigation is 
metabolically cheap and errors not immediately deleterious (i.e. cells can tolerate the erroneous product 
hanging around), erroneous isoforms might be much more ubiquitous than commonly assumed. 
Conservation. Conservation of transcripts across species has also been used to categorize isoforms 
according to likely functionality. Many splicing isoforms are poorly conserved, bolstering the argument 
that mis-splicing is widespread
46,47
. Inevitably, this approach will yield some false positives, i.e. isoforms 
that look like errors but are not; these isoforms, being species-specific, might be particularly interesting to 
understand phenotypic variation between species. Conversely, there will be a number of false negatives: 
isoforms that do not look like errors but are. If error-prone states are maintained by pleiotropy (see Box 
3), errors might be frequent, systematic, and systematically conserved. What the rate of such false 
negatives might be is completely unknown. 
Telltale signs. For some expression processes there are telltale signs thought to indicate that the isoform 
was produced in error. The presence of premature termination codons (PTCs) is regarded as a strong 
indicator that something has gone awry. Yet even PTC-containing isoforms cannot be automatically 
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classified as errors. NMD-targeted isoforms of SR protein genes, for example, are highly conserved 
across mammals and participate in auto-regulatory feedback loops
48
 making their production functional 
rather than erroneous. For primary transcripts, comparing its sequence to the DNA template can reveal the 
presence of transcription errors. However, observed discrepancies might largely be technical (i.e. 
sequencing errors) and post-transcriptional modifications (RNA editing) need to be ruled out.  
 
 
Box 2 | The evolutionary context of error-proofing  
 
In order to understand why some genes exhibit error-adaptive features yet others do not, we need to take 
into account the population genetic context in which genes and genomes have evolved.  
In particular, the leverage of selection can vary substantially within and between genomes. Within 
genomes, other factors being equal, selection is stronger for more highly expressed genes, which accounts 
for the strong link between expression level and the degree of optimal codon usage as well as splicing 
fidelity
2, 20
.  
Between genomes, differences in effective population size (Ne) will affect the leverage of selection. The 
dearth of optimal codons in obligate endosymbionts, for example, is commonly attributed to stronger drift 
due to small population size
49
. Similarly, recent evidence suggests that average protein stability is reduced 
in small populations
50
. In the short term, this implies a higher error load owing to elevated rates of protein 
unfolding and undesirable interactions following the exposure of hydrophobic surfaces. In the long term, 
however, increased interactivity might facilitate the evolution of a more complex and versatile protein 
interactome
50
. 
Does reduced Ne therefore inevitably compromise the capacity to mitigate errors? Not necessarily. 
Although selection may become too weak to promote adaptation of individual genes, selection on system-
wide mitigation mechanisms such as chaperones and NMD proteins may actually strengthen in line with 
the elevated workload from multiple increasingly poorly adapted substrates. Indeed, the prevalence, in 
small populations, of global versus local solutions to error mitigation was recently predicted by 
evolutionary modeling
51
 and is consistent with the overexpression of GroEL in Buchnera and other 
endosymbionts (see Ref. 49 and references therein).  
Beyond individual genes, the evolution of broad trends in genome architecture, such as genome size and 
the number of genes in the genome has also been attributed to differences in effective population size
52
. 
However, to what extent adaptive genome architecture such as the clustering of noise-sensitive genes 
breaks down under reduced Ne,, remains largely unexplored.  
 
Box 3 | Pleiotropy and the maintenance of error. Minimal error rates do not necessarily equate to 
optimal fitness, because reducing the incidence of errors usually comes at a cost. The textbook example 
here is translation where there is an intrinsic speed-accuracy trade-off that governs the interaction 
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between ribosome and mRNA
53,54
. Higher ribosomal accuracy is easily evolved but often selected against, 
because the resulting slow-down in protein production has a net negative effect on fitness
55
  
A second type of trade-off concerns the coding potential of the information carrier (DNA, mRNA, etc.). 
Notably, protein-coding sequences not only specify amino acid content but also encode additional 
information about translational speed, secondary structure, and regulatory binding sites
56,57 
. Error-prone 
sites may be maintained because a more accurate alternative causes a net fitness loss by compromising 
information unrelated to protein-coding, for example abrogating an exonic splicing enhancer
58
.  
The nature and severity of these trade-offs remains largely uncharacterized but should vary substantially 
across species depending, for example, on the growth strategy of the organism. The principal implication 
here is that high error levels may frequently be optimal, generating a persistent error reservoir even at 
large effective population sizes. We therefore speculate that, regardless of the capacity of selection to 
purge weakly deleterious mutations at individual sites (cf. Ref. 51), error mitigation might often be 
favoured during evolution. In turn, efficient error mitigation can dramatically lower the cost of gene 
expression errors and thereby alleviate the severity of pleiotropic trade-offs. This may have been an 
important factor in the evolution of regulatory complexity which – founded on combinatorial control – 
typically comes at a cost of making occasional errors 
59, 60
.  The presence of error mitigation can also 
permit rapid sampling of phenotypic space in processes such as V(D)J recombination, which generate a 
substantial number of non-functional and potentially harmful isoforms.  
 
Figure 1. Error prevention and mitigation from transcription to protein folding. At any point during 
gene expression, the relevant expression product is either error-free or has accumulated one or more 
errors. Both error-free and erroneous intermediates can progress further along the same processing stream 
or be degraded. In addition, new errors can be acquired and previous errors mitigated, for example when 
chaperones unfold or disaggregate a protein that had initially failed to fold correctly, so that error-free 
gene products can become erroneous and vice versa. These alternative processing fates, schematically 
depicted in the top half of the figure, have different consequences for fitness, with presumably beneficial 
and detrimental fates highlighted in green and red, respectively.  
Features of the gene that promote error-free processing constitute adaptations for error prevention. 
Conversely, we can speak of error mitigation when an error has already occurred but that error is either 
corrected outright as in the chaperone example above (constructive mitigation) or its impact reduced, for 
example through targeting the erroneous transcript for degradation (destructive mitigation). The bottom 
half of the figure highlights some key steps in the expression of protein-coding genes along with 
examples of error prevention as well as constructive and destructive mitigation (see main text for details). 
 
 
Figure 2. Common codons encode partial termination signals. A heat map illustrating codon usage 
frequencies in the human genome. When a one-base pair frame-shift occurs in either the upstream (-1) or 
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downstream (+1) direction, many codons form part of a stop codon in the new reading frame, which 
terminates translation. These codons are significantly more abundant on average than those that do not 
introduce a partial stop codon (P=0.025, logistic regression). 
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Glossary 
 
NONSENSE-MEDIATED DECAY 
The process by which mRNAs containing premature termination codons are destroyed to 
preclude the production of truncated and potentially deleterious protein products. It is also used 
in combination with specific alternative splicing events to control the levels of some proteins 
 
BURSTING 
The pulse-like, non-continuous mode of transcript production where periods of active 
transcription are interspersed by periods of inactivity. Bursting may be a general feature of 
transcriptional activity and has been observed in both prokaryotic and eukaryotic cells.  
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