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USE OF THESIS 
 
 
The Use of Thesis statement is not included in this version of the thesis. 
ABSTRACT 
Simulation methods are now used extensively for estimation and 
prediction in mining and petroleum industries and also in environmental 
management. In this thesis we describe the method of simulated annealing and 
examine in detail the GSLIB implementation algorithm SASJM. 
In the context of two case studies involving both sample and exhaustive 
data sets, we demonstrate this algorithm and then investigate the effect on the 
outcome of varying the different algorithm parameters. We also consider the 
effect of varying the weighting given in the simulated annealing objective 
function to the reproduction of each of the sample histogram and scmivariogram. 
For the two case studies, we implement also the more commonly used 
method of Sequential Gaussian Simulation and compare the results with those 
obtained from Simulated Annealing. 
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1. INTRODUCTION. 
Gcostatistics is an area of mathematics and statistics that allows us to 
study the spatial fluctuation of natural variables from one region in space to 
another. Examples of such variables include permeability in a porous medium, 
soil properties in a region and ore grades in a mineral deposit. Gcostatistics can 
also be used to measure the concentrations of pollutants in a contaminated site, or 
for estimating the number of fish in a region (Rivoirard, ct al., 2000). 
Geostatistics has been used to model real-world phenomena in fields such as 
mining, environmental managcmcr.t, petroleum exploration, and oceanography. 
There are several books that describe the techniques of gcostatistics. Core texts 
used for this thesis include Goovaerts (1997), Deutsch and Joumcl (1998), Chiles 
and Delfiner (1999), and Isaaks and Srivastava (1989). The reader's attention is 
called to these texts and the many references to journal articles that they contain. 
For this thesis we adopt the notation used by Goovaerts ( 1997 ). 
This thesis concentrates on simulation methods as used in geostatistics. 
Simulation allows us to estimate at unsampled locations by using the known 
values with algorithms to generate a number of realizations. There arc many 
different simulation algorithms available (Deutsch and Joumcl, 1998; Annstrong 
and Dowd, 1994) but in this thesis we will concentrate on two. These are 
Sequential Gaussian Simulation and Simulated Annealing. There have been 
several articles written previously to compare different simulation methods 
including those by Gotway and Rutherford (1994) and Hegstad ct al. (1994). We 
will compare the results from Simulated Annealing with those from Sequential 
Gaus~ian Simulation. Both Sequential Gaussian and Simulated Annealing are 
conditional in the sense that they honour the data at the sample locations. 
Sequential Gaussian Simulation is examined first in Sections 4 and 5. In 
Section 4 we· also examine simple kriging in preparation for its use in Sequential 
Gaussian Simulation. Ultimately the greater concentration of this thesis is on the 
background and the uses of Simulated Annealing, especially in geostatistics, in 
Section 6 and 7. There have been many journal articles written that examine 
9 
Simulated Annealing in geostatistics. Thes~ il~clude Fang and Wang (1997), 
Carle (1997), Deutsch and Wen (1998), Goovacrts (1998), Li, ct al. (2000) and 
Cacrs (2001). Other articles written on Simulated Anneuli11g as u solver for 
optimisation problems include Aarts (I 989), Davis (1990), Azcnr.:ott ( 1991 ), 
Kalivas (1995), Roscnhousc-Dantskt · and Osman (2000), Nolte and Schrader 
(2001) and Wang, ct al. (2001 ). 
To examine the simulation methods in geostatistics we will make use of 
the computer algorithms in GSLIB (Deutsch and Journel, 1998). For Simulated 
Annealing, there arc several aspects that will be experimented with in the 
parameter file. They arc (1) using only the semivariogram component, (2) using 
semtvariogram and histogn:m components, (3) using different weights for the 
semivariogram component, (4) using a different number of lags, and (5) using 
different annealing schedules. 
In Section 8, the selected Simulated Annealing realizations from these 
experiments will be compared with the realizations from Sequential Gaussian 
Simulation. The selected realizations from Simul:\ted Annealing will be evaluated 
by observing how closely the histogram and semivariogram of the sample have 
been reproduced. The comparisons between these Simulated Annealing 
realizations and the Sequential Gaussian realizations will be made by using mean 
absolute deviation and mean square error. 
To examine the performance of Simulated Annealing in geostatistics we 
need to use a sample data set. In this thesis we will apply Simulated Annealing to 
two different sample data sets, which are described in detail in Section 2. The 
first sample data set, TruelSO consists of 150 observations on a 50 by 50 grid. 
This data set is positively skewed and isotropic. The second data set, BerealOO 
contains 100 observations on a 40 by 40 grid. This data set is approximately 
normally distributed and anisotropic. 
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2. THE DATA SETS. 
In order to explore in detail the Simulated Annealing algorithm SASIM, 
and to compare it with the Sequential Gaussian algorithm SGSIM, two sample 
data sets will be used. These are True150 and BereaJOO, which contain 
observations taken from the exhaustive data sets True and Berea respectively. A 
description of each data set is given below. 
2.1 Truel50. 
True is a data set that comes with the GSLffi software package (Deutsch 
and Journel, 1998). It has the characteristics of a gold mineralisation data set. It 
consists of 2500 observations on a two-dimensional 50 by 50 grid, with a grid 
spacing of one mile in each direction. Tn1e contains two attribute variables, 
Primary and Secondary, but only data associated with Primary will be used in this 
thesis. True150 is a random sample consisting of 150 observations taken from 
True and created for this thesis. True150 can be viewed in Appendix AI . 
In Figure 2. 1, we give the descriptive statistics for both the True and 
Truel50 data sets. 
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Hgure 2.1: Graphical descriph·ve statistics for Tme (a), and Tn~e150 (b). 
From the boxplot in Figure 2.1 b, we can see that all but four observations 
in True150 are less than the value 14. In Figure 2.1a we can see that the majority 
of values of True lie below 14. In fact 75% of the values are below 2.560 for True 
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and 2.582 for Tmel 50. From Figure 2.1 b, we can sec that the sample data arc not 
normally distributed. This is further shown in the Anderson-Darling normality 
test where the p-valuc is zero for both exhaustive and ~ampic data sets. 
Comparing the statistics for both, we first sec that the diffcr,'!nccs between the 
means and medians 'Jf the exhau~tivc and sample data sets arc relatively small. 
These differences arc 0.02 and 0.023, for the mean and medians respectively. 
This is further supported by the 95% confidence intervals for the mean and 
median, since the mean and median of the exhaustive data set fall within the upper 
and lower limits derived from the sample set in Figure 2.lb. Because the mean 
and median are close and the two distributions are similar, we can conclude that 
the sarnp:e set is representative of the exhaustive set True. 
There is however substantial difference in the ranges of True and Truel50. 
The range for the exhaustive set is 102.090, and the range for the sample set is 
29.820. This difference is due to the extreme values seen in Figure 2.la that are 
not found in the sample (Figure 2.lb). There is also a difference between the 
standard deviations. We can see in Figure 2.lb that the standard deviation of 
5.152 for the exhaustive set falls outside the 95% confidence interval for the 
standard deviation of the sample data set. 
In this thesis when we conduct simulation with our data sets we will 
compare the histogram of the realizations with the histogram of the sample. Of 
course, in normal practice we would not have an exhaustive data set with which to 
compare. Histograms for the sample and exhaustive data sets are shown in Figure 
2.2. Each histogram is generated in Excel, where the size of eat::h class is two. 
That is, the first column contains all observations with a value from 0 to 2, the 
next 2 to 4, and so on up to 104. But because the frequency of values is only one, 
they do not show on the histograms. 
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Histogram of True Histogram for True150 
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Figure 2.2: Histograms for the (a) exhaustive and (b) sample data. 
The histograms in Figure 2.2 use a scale on the x-axis from 0 to 104. The 
value 104 is selected because the maximum value for the attribute Primary in True 
is 102.7 and for True150 the maximum value is 29.85. Later in the thesis, the 
maximum value on the x-axis that we will use will be 50. Both histograms begin 
with a large number of values, approximately 70%, between zero and two, and 
then taper off to their maximum. 
Figure 2.3 gives a mosaic map (a) and a post plot (b) of True and True150 
respectively. The levels indicated are those used by Deutsch and Journel (1998). 
True 
oreal data 
~ --~~V:7<~ 
0 
v 
0 
(') 
0 
N 
0 
..-
0 
0.0 
1.000 
2.000 
3.000 
4 .000 
5 .000 
6 .000 
7.000 
B.OOO 
9 .000 
10.000 
11 .000 
12.000 
13.000 
True150 
o sample data 
~ !" : • • 
0 
v 
0 
•• I • 
.. I ( : e 
(') "' . 
• ••• • • • : • • tl' I • 
: I a 
8
( • 
0 
N 
... 
. - . .. . . . -
. . " . . . -. . . . . 
~ . -4 .......... .., 
• I 
... 
0.0 
1 .000 
2 .000 
3.000 
4.000 
5 .000 
6.000 
7.000 
B.OOO 
g_ooo 
10.000 
11.000 
12.000 
13.000 
0 10 20 30 40 50 0 10 20 30 40 50 (a)L.._ __________ ____j (b) L.._ _________ ____J 
Figul'e 2.3: Mosaic map of (a) Tnte and posl plot of (b) Tmel 50. 
The mosaic map for True shows the spatial distribution of the Primary 
values. We see that there are several regions with higher values greater than two 
surrounded by the low values (below two). Most ofthese higher values are found 
in the top right quadrant of the grid with other regions distributed in the other 
three quadrants. Thelower values ofPrimary make up approximately 50% ofthe 
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locations. The post plot for the sample data set shows the sample locations as 
well as the value at each location. From this post plot, we can see that the 
majority of sample values are less than two. 
2.2 Bereal 00. 
Berea is a data set used in Chu, et al. (1991). It is a two-dimensional data 
set that is derived from measurements (in millidarcies) of air permeability taken 
from a 2 by 2 foot slab of Berea sandstone and is an example of an oil exploration 
data set. It consists of 1600 observations taken on a regular 40 by 40 grid, where 
the grid has 40 observations taken in north and east directions. The data set 
contains a fourth column for elevation, but all measurements are taken at a single 
elevation, so this column will be ignored. BereaJOO is a random sample data set 
consisting of 100 observations taken from Berea and created for this thesis. 
BereaJOO can be viewed in Appendix A.2. 
In Figure 2.4, we give the graphical descriptive statistics for Berea in (a) 
and BereaJOO in (b). 
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Figure 2.4: Graphical descriptive statistics for exhaustive data set (a), and sample data set (b). 
From viewing the descriptive statistics in Figure 2.4b, it appears that the 
sample data are approximately normally distributed. This is confirmed by the 
Anderson-Darling normality test (p-value = 0.262) included for the sample data 
set. For the exhaustive data set, there is evidence that the data may not be 
normally distributed based on the Anderson-Darling normality test (p = 0.000). 
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Comparing the statistics for Berea and Berea] 00 we can see that the mean and 
median for each are similar. The mean for the exhaustive and sample data are 
55.526 and 56.785, respectively, giving only a relatively small difference of 
1.259. The medians of the exhaustive and sample data are 55.000 and 56.250, 
respectively, so the difference is 1.25. The differences in the means and medians 
when we compare to the actual means and medians is relatively small and 
therefore they are not substantially different. This similarity between the 
respective means and medians can also be seen when we view the 95% confidence 
intervals for each. The mean and median of the exhaustive data set fall within the 
upper and lower confidence limits for mean and median of the sample data set 
derived in Figure 2.4b. Furthermore, the 95% confidence interval for the standard 
deviation in Figure 2.4b shows that the standard deviations for the exhaustive and 
sample data sets are similar. The ranges are different. The range for the sample 
data set is 64 whilst the range for the exhaustive data set is 92. This difference in 
the range could be explained by the presence of outliers in the exhaustive data that 
do not appear in the sample. We can conclude overall that the sample set is 
representative of Berea. 
The histograms for Berea (a) and BereaJOO (b) are shown in Figure 2.5. 
Both histograms were generated in Excel and use classes of size five, beginning 
on the x-axis at 15 and ending at 115. That is, the first class counts all 
observations with values between 15 and 20, the next class 20 to 25 and so on to 
115. Using the minimum and maximum values from the exhaustive data set sets 
this scale. Furthermore, each class is shown as a percentage of the whole data set 
on they-axis. 
Histogram of Berea Histogram of Berea100 
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Figure. 2.5: Histograms for the (a) exhaustive and (b) sample data. 
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The histograms in Figure 2.5 clearly show that the ranges of the 
exhaustive and sample data are different, which we saw earlier. We also see that 
in the histogram for BereaJOO, although it is a sample set taken from Berea, there 
are classes that have a larger percentage of values thari seen in the exhaustive data 
set. This is expected. In Sections 5 and 7 we shall use the histogram of the 
sample for comparing with the histograms of the simulation maps. 
In Figure 2.6, there is a mosaic map (a) of the exhaustive data set showing 
all the values and a post plot (b) of the sample data set containing 100 
observations. 
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Figure 2.6: Mosaic map of Berea exhaustive set (a) and the sample set (b). 
From viewing the mosaic map in (a), we can see that there is banding in 
he northwest-southeast direction and this is an early indication that there will be 
anisotropy. In the perpendicular direction, the values tend to increase with the 
higher values concentrated in the northeast corner of the study region. This 
increase is referred to as the trend. The post plot in (b) for the sample data set has 
captured several high values especially in the northeastern corner seen in the 
mosaic map in (a). Also, along the banding in (a), the sample appears to consist 
of the values between the first and third quartiles in Figure 2.4. These values 
could assist in keeping the banding in simulation. 
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2.3. Data transformation. 
After the initial exploratory data analysis has been conducted, the next step 
is to carry oul the variography. But before variography can proceed, a decision, 
based on the particular simulation algorithm to be used, as to whether or not to 
transform the data needs to be made. Sequential Gaussian simulation needs 
standard normal data and simulated annealing needs data that arc not too skewed. 
The method of transforming the data with positive skewness to normality 
for the Sequential Gaussian simulation algorithm SGSIM is normal score 
transformation. Normal score transformation ( l/J) begins by ranking the original 
data in ascending order, then computing the cumulative frequency of the datum, 
and finally the normal score of the datum is matched to the quantile of the 
standard normal cumulative distribution function (Goovaerts, 1997). That is, the 
original sample data are transformed into new data with a standard notmal 
histogram. The new data are then referred to as normal scores. Since it is rare to 
find a data set in geostatistics that is standard normal, transformation is usually 
required. Both of our data sets, Truel50 and BereaJOO, need to be transformed. 
In GSLffi, defined in Appendix B, a program and parameter file are available to 
us called NSCORE to transform the data appropriately. 
For the Simulated Annealing algorithm SASIM, the method of deskewing 
is to use logarithm to base ten. To transform using this method we will use 
Minitab (Appendix B). We noted in Section 2.2 that Tmel50 is positively 
skewed whilst BerealOO is approximately normally distributed. Therefore for 
Simulated Annealing, only True ISO needs to be Jog transformed. 
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3. VARIOGRAPHY. 
3.1 Theory. 
The objective of variography is to model the spatial continuity of an 
attribute under consideration. A random function {z(u ~ V'u E A} regards all 
known z(ua) and unknown values z(u) as values of (possibly dependent) random 
variables Z(ua) and Z(u), one random variable for each location u over the whole 
study region A. A random variable is distinguished as being either discrete or 
continuous. In this thesis we shall consider only continuous random variables. 
Examples of continuous random variables are metal concentrations and 
permeability. When expressing a cumulative distribution function of a continuous 
random variable, the following is used: 
F(u; z)= Prob{Z(u),; z} Vz (3.1) 
Inference of this cumulative distribution function in (3.1) generally needs 
repetitive sampling of z(u) to evaluate from experimental proportions. But in 
most cases only one sample is available at any particular location u which z(u) is 
know:;. The idea behind the inference process is to exchange the unavailable 
replication at one location with one that is available elsewhere in space or time 
(Deutsch and Journel, 1998). This is the assumption of statio11arity. A random 
function is therefore considered to be stationary of order two when the expected 
value E{Z(u)} exists and is invariant within A, and the covariance C(h) exists and 
depends only on the separation vector h (Goovaerts, 1997). The covariance 
measures the nature of the association between two random variables. The 
covariance is defined by: 
C(h) = E{Z(u)· Z(u +h)}-E{Z(u)}·E{Z(u +h)} (3.2) 
In variography we use the variogram or semivariogram to find a model 
that is used to assist in finding reasonable simulation realizations. The variogram 
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is used to measure the spatial continuity of the data. The variogram 2y(h) is 
defined by: 
2y(h)= Var[Z(u)- Z(u +h))= Etz(u)-z(u +h)]' j (3.3) 
where the separation vector h is used to account for both distance lhl and 
direction. From (3.2) it can be seen that the variogram is measured as the 
expected squared difference between two random variables separated by vector h. 
The semivariograrn is one-half of the variogram and is generally modelled in 
preference to the variogram because we assume that y(h) = y(- h). 
The semivariogram and covariance are related by y(h)= c(o)-C(h). 
When lhl increases then C(h) tends to zero and the semivariogram tends to C(O). 
When we begin searching for appropriate semivariograms from the sample 
data. we need to experiment with different Jag spacings or distances. The aim is 
to find the smallest lag spacing that gives us a semivariogram that is smooth 
enough to model. The semivariograms we choose in this way to become our 
experimental semivariograms for further analysis. 
The spatial continuity is said to be anisotropic if it depends on the 
direction. If it is independent of the direction then the semivariogram is isotropic. 
In order to detennine if the data are isotropic a semivariogram surface is used. It 
is a map of experimental semivariogram values that assists in identifying the 
directions of maximum and minimum spatia{ continuity. Semivariogram surfaces 
can also help to find reasonable values for the number of lags and lag spacing that 
are used in semivariograms. 
Once we have an experimental semivariogram, we need to find a suitable 
semivariogram model. A semivariogram model enables us to compute a 
semivariogram value at any separation vector. Trying to fit all lag points as well 
as possible so as to smooth out sample fluctuations generates a suitable 
semivariogram model. This model is then used when generating our simulation 
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realizations. There are several standard base models that arc used and we will use 
a combination of two in this thesis. They arc expressed in their isotropic form as: 
• The nugget effect model defined by: 
g(h)= {0 if ihl =0 
1 otherwtse 
(3.4) 
• The spherical model with a range a, defined by: 
! ihl (lhi)' { lhl) 1.5·--0.5· -g(h}=Spl - = a a a I (3.5) otherwise 
These models are bounded. For the nugget effect model, the sill is reached 
as soon as \h\ is greater than zero and for the spherical model, the sill is reached at 
the distance a. called the actual range. 
There are two types of anisotropy. They are: 
• Geometric anisotropy where the sills are the same, but the ranges are 
different, and 
• Zonal anisotropy where the sills are different. 
The reader should also note that this is only a summary on the theory and 
further explanation can be obtained from Goovaerts (1997) and Deutsch and 
Joumel (1998). 
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3.2 Variography for NSCORE transformed True150. 
·The semivariogram surfaces for the normal scores generated in GSLffi 's 
program NSCORE, of True and Truel50 are shown in Figure 3 .1. The levels for 
each are identical, but the lag spacings are different. The lag spacing for the 
exhaustive data is set to one, whilst the lag spacing for the sample data is 2.5. 
These lag spacings are selected because the exhaustive set consists of values at all 
locations, hence a lag spacing equal to one, and the sample data has an average 
distance between the data pairs of about 2.5. 
Semivariogram Surface Semivariogram Surface 
o NSTrue o NSTrue150 
(t) 0.0 (t) 0.0 
0.130 0.1 30 
0 0 .260 0 0 .260 N N 
0.3110 0 .3110 
0 0.520 0 0.~20 
~ 0.11&) ~ O.ll&l 
0.780 0 .780 
0 0.910 0 0910 
0 1.040 0 1 .040 
~ 1170 ~ 1 .170 
1.300 1.300 
0 1.430 0 1 .430 ~ 1.560 ~ 1.560 
0 1 .6811 0 1 .!18Q 
'? '? 
(a) -30-20 -10 0 10 20 30 (b) -30-20 -10 0 10 20 30 
Figure 3. 1: Semiva1iogmm smfaces of normal scores f or Tm e (a) and Truel 50 (b) . 
The semivariogram surface in Figure 3.1 b for the sample data shows that 
the data are isotropic. Using the semivariogram surface in (a) for the exhaustive 
data verifies this choice. Generally, an exhaustive set is not available. Because 
the data are isotropic and assuming smoothness, only an omnidirectional 
experimental semivariogram is needed. A.J. omnidirectional semivariogram is 
shown in Figure 3.2. For this semivariogram we have shown twelve lags with a 
chosen lag spacing of2.5. 
YOhl) 
0.8 
0 4 
02 
Q L---~--~----~--~--~----~· 
0 5 10 15 20 
lhl 
F'igure 3.2: Omnidirectional semivaliogram for normal scores transfmmed Tme150. 
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Note that the numbers shown at each point are the number of pairs at that 
particular lag spacing. Since the data are normal score transformed, the sill plus 
any nugget effect must sum to one when attempting_ to find a suitable model for 
the SGSIM algorithm. The omnidirectional semivariogram model superimposed 
on the experimental sernlvariogram can be seen in Figure 3.3 . It is important to 
get a good fit in the early Jags because it is closeness of the early lags that is 
mainly reflected in the simulation. 
Modro1 fot Nolmal Sea ~ . 
· Indicative goodness ol fit 
current fit: 7.74B4e-oJ 
best lit found: 7.74B4e·OJ 
.. !LJ ..!.1 Nuggec 0.01 
1-s~ s trudure ] 2_nd structure l 
O~r.. 0 Ou.: 0 
.!LJ ..!.1 .!LJ ..!.1 
Model I Model I Spherical ::J I :.:J 
~ngi-9.6 ..!.1 ~e: 0 ..!.1 
Sill: 0.99 Sill: 0 
..!.1 _J..!J .!LJ ..!.1 
Anls.: 1 Anis.: 1 
..!.1 _J ..!.1 ..!.1 _J ..!.1 
Store I ~ Best fit found 
I A priori Cov./Corr. »I 
'I(JID 
DB 
Omnidirectional 
. . 
12 IS 18 21 21 2f 
Ill 
Figure 3.3: Modelled semivariogramfor normal scores transformed Tmel50. 
This omnidirectional semivariogram model is a nested structure with a 
nugget effect of 0.0), together with one spherical structure with a range of 9.6 and 
a sill of 0.99. This is the semivariogram model we will use in Sequential 
Gaussian simulation in Section 5.2. 
3.3 Variography for logarithm transformed True150. 
Using the True and True150 data that have been log-transformed, the first 
step is to generate sernivariogram surfaces using the GSLIB program VARMAP. 
The semivariogram surfaces for True and Truel50 are shown in Figure 3.4. The 
lag spacing for the logarithms of True is set at one, whilst the lag spacing for the 
logarithms of sample data is 2.5. 
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Semivariogram Surface Semivariogram Surface 
o Log True o LogTrue150 
<') 0 .0 <') 0.0 
0 
O.OOQO 
0 
0 .0600 
N 0 .100 N 0 .100 
0 .150 0 .150 
0 0 .200 0 0 .200 
~ 0 .250 ~ 0260 
0 
0 .300 
0 .360 0 
0 .300 
0.350 
0 
0.400 
0 
0 .400 
~ 0 .450 ~ 0.450 
' 0 .500 ' 0 .500 
0 O.!SOO 0 0 .550 ~ 0 .800 ~ 0 .800 
0 0 .050 0 O.MO 
"? "? 
(a) -30-20 -10 0 10 20 30 (b) -30-20 -10 0 10 20 30 
Figure 3.4: Semivariogram swjaces of logarithm data for Tnte (a) and Tme150 (b). 
Like the semivariogram surfaces of the normal score transformed data the 
semivariogram surface for the sample in Figure 3.4 shows that the data are 
isotropic and, once again, only an omnidirectional experimental semivariogram is 
needed. Also, using the semivariogram surface for the exhaustive data in (a) it is 
confirmed that the data are isotropic. An omnidirectional experimental 
semivariogram, together with the semivariogram model, is shown in Figure 3. 5. It 
has been constructed using twelve lags with a lag spacing of2.5. 
' ~ I Indicative goodness of fit -
currenlfit: 3.1376e-03 
bes t fit found: Z.7111 e-OJ l(JID Omnidirectional 
- - 0.4 • 
~LJ ...!..1 Nugget 0.01 • • • • 035 . 
1s t structure 2nd structure O.J 
Dir.: 0 Oir.: 0 
...!..LJ _oj .!.L..I ...!..1 025 
Mode l Model 02 
!spherical ::JI ~ al 0.15 Range: 8.75 ~e: O 
...!.l _J ...!..l ...!..1 0.1 
lSIII: 0.36 Sill: 0 
...!.l _J ...!.l ..!.LJ ...!.l 0115 
Anls.: 1 Anis.: 1 D 
...!..1 _J .!1 ..!.1 _J ...!..1 
'------·-~ D J 6 9 12 15 18 21 24 'Z1 
Store! Restore! Best fit found 
Ill 
A priori Cov./Corr. »I 
Figure 3.5: Modelled semivariogram for log transformed Tme150. 
In Figure 3.5, we have tried to get a good fit in the early lags to the 
sernivariogram model. This omnidirectional semivariogram model in Figure 3.5 
is a nested structure with a nugget effect of 0.01, together with one spherical 
structure (Sph) with a range of 8.75 and a sill of 0.36. This is the semivariogram 
.· 
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model we will attempt to reproduce in Simulated Annealing using Truel50 m 
Section 7. 
3.4 Variography for raw Bereal 00. 
Since BerealOO is approximately normally distributed, the first 
variography is conducted using the sample data. The semivariogram surfaces for 
Berea and BereaJOO are given in Figure 3.6. The lag spacing for the exhaustive 
data is set at one, whilst the lag spacing for the sample data is 2. 5. 
Semivariogram Surface 
til Berea 
N 
til 
~~~--~~--~-4 
0.0 
46.000 
QO.OOO 
136.000 
18o.ooo 
22~.000 
270.000 
315.000 
380.000 
4~.000 
450.000 
480.000 
540.000 
Semivariogram Surface 
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N~~------~~~ 
til 
~~~--~~~~~ 
0.0 
4~.000 
QO.OOO 
135.000 
190.000 
2U.OOO 
270.000 
315.000 
3110.000 
405.000 
450.000 
4115.000 
540.000 
(a) c___-2_5_-1_5 __ -_5 ___ 5 __ 1_5 ___ 25 ____ _____, (b) '----2_5_-1_5_-_5 ___ 5 __ 1_5 __ 2_5 ____ --' 
Figure 3.6: Semivmiogram swfacesfor Berea (a) and BereaJOO (b). 
From the semivariogram surface of the sample in Figure 3.6b it can be 
seen that the data are anisotropic and the major axis of continuity is approximately 
in the northwest-southeast direction. This was already indicated in Section 2.2 in 
• I 
our observation of the presence of banding in the northwest-southeast direction. 
When we compare this semivariogram surface of the sample with that of 
exhaustive data in Figure 3. 6a, the direction of maximum continuity inferred from 
the experimental sernivariogram surface is slightly different. Since an exhaustive 
data set is generally not available, the direction of maximum continuity we will 
use will be that from the sample of 135". Because there is anisotropy, it is 
necessary to construct semivariograms at 45", the perpendicular or minor direction 
and 135", the major direction. The semivariograms in these directions are shown 
in Figure 3.7. The number of lags used is ten with a lag spacing of 2.5 and the 
angular tolerance used is 45". Although we are using the lag spacing that is also 
used in True150, this is the smallest value we can find in which anisotropy is 
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clearly visible. Choosing an angular tolerance of 45" allows us to use the 
maximum number of points without overlapping. 
1 (lhl) 1 (lh0 
lXJ 197 lXJ 
270 270 
2<0 2<0 
161 161 219 210 I Ill 9. 
150 62 l:al 
210 
I Ill 
150 
l:al 110 
15'J 
IIU 
90 II 90 61 
60 Sl 9 
~ ~ 
0 0 
0 10 IS :aJ 25 0 10 IS 
(a) lhl (b) lhl 
Figure 3.7: Semivariogram of raw BereaJOO in direclions (a) 45 ' and (b) 135 ". 
The semi variogram in direction 135· in Figure 3. 7b has a much lower sill 
than the semivariogram in direction 45· in Figure 3.7a. The overall model is 
therefore one of zonal anisotropy. We shall set up this zonal model as a sum of an 
isotropic model and a geometric model with the large range in the direction of 
maximum continuity. This is seen in Figure 3 .8. 
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Figure 3.8: Modelled semivariogramfor Berea/00. 
Once again we have tried to get a good fit for the early lags. The 
semivruiogram model in Figure 3.8 consists of a nested structure with a nugget 
effect of 25.5 , together with an isotropic spherical (Sph) structure with a range of 
9.9 and a sill of 130.2, and a geometric spherical structure in the minor direction 
with a range of 2. 1 and a sill of 44.1. This is the sernivariogram model that is 
used in Simulated Anpealing simulation using BerealOO in Section 7. 
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3.5 Variography for NSCORE transformed BereaJOO. 
Using the Berea and BereaJOO data that have been transformed to normal 
score data, the first step is to generate semivariograni surfaces using V ARMAP. 
The resulting semivariogram surfaces for the normal scores of Berea and 
Be real 00 are shown in Figure 3. 9. 
Semivariogram Surface Semivariogram Surface 
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Figure 3.9: Semivariogram smfacesforBerea (a) and BerealOO (b). 
As expected, the semivariogram surface in Figure 3. 9b for Berea] 00 show 
that the data are anisotropic and the major axis of continuity is approximately in 
the northwest-southeast direction. The semivariogram surface in Figure 3.9a 
further confirms that there is anisotropy, but the direction of maximum continuity 
is slightly different for Berea when compared with the semivariogram surface for 
BereaJOO. Since we need to make our decisions on the sample data, the 
experimental semivariograms in directions 45• and 135• need to be constructed. 
These semivariograms are shown in Figure 3 .1 0. 
Y(lhO l(lhO 
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Figure 3.10: Semivan'ogramfor normal score transformed BerealOO in directions (a) 45· and (b) 135". 
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The experimental semivariograms in Figure 3.10 are similar in shape to 
the experimental semivariograms seen in Figure 3.7. The semivariogram in 
direction 135• needs to be modelled first, and then a zonal anisotropy structure is 
added to account for the difference in the sills. Also, the nugget effect plus the 
two sills for both structures need to sum to one. The modelled scmivariograms 
are seen in Figure 3.11. 
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Fignre 3.11: Modelled semivariogramfor Berea/00. 
The semivariogram model in Figure 3.11 consists of a nested structure 
with a nugget effect of 0.15, together with an isotropic spherical structure with a 
range of 7.0 and a sill of 0.53 and a geometric spherical structure in the minor 
direction that has a range of 12.7 and a sill of 0.32. This is the semivariogram 
model used when we carry out Sequential Gaussian simulation using BerealOO in 
Section 5.3. 
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4. THEORY OF SIMULATION. 
4.1 Simulation 
Simulation is a technique used in geostatistics to obtain values at 
unsampled locations. It uses the sample data set and the semivariogram model to 
generate a number of realizations. The simulation is called conditional if at each 
location the simulated value is equal to the actual value. In this thesis we 
concentrate on two simulation techniques, Sequential Gaussian and Simulated 
Annealing. Sequential Gau:;sian Simulation relies on simple kriging and 
Simulated Annealing mimics the process of annealing used in metallurgy to 
generate the realizations. Simulated Annealing requires objective functions and 
decision rules. 
4.2 Simple Kriging. 
One method of estimation used in geostatistics is kriging. Kriging is the 
term used by geostatisticians in recognition of the pioneering work associated 
with generalised least-squares regression algorithms done by Danie Krige 
(Goovaerts, 1997). It is a technique used to provide estimates for the unknown 
values that minimises the error variance. The kriging algorithm is a smooth 
interpolator in that extreme values are smoothed out, so low values are 
overestimated and high values are underestimated, and so the variance of the 
estimates is less than the original variance. 
All kriging estimators are variants of the linear regression estimator 
z• (u) given by: 
n(u) 
z'(u)-m(u)= LA..(u)(Z(u.)-m(u.)] a=l, ... ,n(u) (4.1) 
a= I 
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where A11 (u) are the weights given to the datum z(ua) at location uu of the 
random variable Z(u,), and m(u) and m(u,) are the expected values of the 
random variables Z(u) and Z(uu) respectively. 
One useful kriging method is simple kriging and this is used in sequential 
Gaussian simulation. Simple kriging, unlike other kriging methods, requires that 
the mean m is known and constant throughout the whole study region A. The 
linear estimator z;" (u) for the simple kriging algorithm is obtained from (4.1) by 
substituting m for m(ua) as follows: 
"'"' [ "'"' ] z;"(u)= ~?.!K(u)Z(u,)+ 1- ~A!K(u) m a=I, ... ,n(u) (4.2) 
where A!K (u) are the weights to minimize the error variance 
ai(u)=Var{z;K(u)-Z(u)} (4.3) 
under the unbiasedness constraint E{z;K(u)-Z(u) }=0. The simple kriging 
variance a ;K (u), using the weight A!K (u) and covariance C(h), can be expressed 
as: 
a;K(u)=C(O)- f;.!K(u)C(u. -u) a=I, .. .,n(u) (4.4) 
a"'l 
4.3. Sequential Gaussil!n Simulation. 
Sequential Gaussian simulation uses standard normal data and is based on 
simple kriging. The steps adopted in the Sequential Gaussian simulation of an 
attribute Z are: 
1. If the given sample does not have a standard normal distribution, then 
ta·ansform the z-data into y-datr. with a standard normal cumulative 
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distribution function, using the normal score tran:..form ¢ (introduced in 
Section 2.3), checking for bivariate normality of the resulting normal score 
variable Y(u) = ~(Z(u)). 
2. Now using they-data: 
i. Define a random path visiting each location exactly once. 
ii. At each location u', find the mean and variance of the Gaussian 
conditional cumulative distribution function G(u'; y l (n)) of the 
standard normal random variable Y{u') using simple kriging as 
well as the normal score semivariogram model Yr(h). The 
conditioning information (n) contains a number n(u') of normal 
score data and values simulated at previously visited locations. 
iii. Draw a simulated value y<11 (u') from the conditional cumulative 
distribution function and add it to the data set. 
iv. Move to the next location along the random path and repeat points 
(ii) and (iii). 
v. Loop until all locations are simulated. 
3. The last step is then to back-transform the simulated normal scores 
( y'" (u; ), j = !, ... , N } into simulated values for the original data using 
the inverse of the normal score £ransfonn by 
'"( ')-~-'( "'( ')) "-! N z u1 '1' y u 1 ,; , ... , • (4.5) 
Further realizations ( z 11'1 (u; ), j = !, .. ., N, l' ¢ l } are created by repeating 
steps two and three with a different random path. 
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5. USING SGSIM. 
5.1 The SGSIM l'urameter File. 
In G.SLIB the SGSIM algorithm uses an executable file together with a 
customised parameter file. This parameter file consists of a number of variables 
required to use Sequential Gaussian simulation to generate simulation realizations. 
Prior to creating the parameter file, it is necessary to know the following 
variables. 
o The input data file. In this case, True150 and BerealOO contain the input 
data. When using Sequential Gaussian simulation we use the sample data 
sets with the assumption that the exhaustive data set is not available. 
• The column number. For True150 the column required is Primary, which 
is column number three. In BerealOO, the column number is four, which 
is the permeability of the Berea slab. 
• The file names for the debug file, the output data file, and the 
transformation file. The debug file will consist of the intennediate 
calculation steps from the running of the SGSIM program. The 
transformation file consists of the transfonnation table, which shows the 
nonnal score equivalent to the data in the input file. The output data file 
contains the values for each grid node, whether 2500 values for Truel50 
or 1600 for Berea!OO. 
• Details of the cumulative frequency histogram. These histograms are seen 
in Figure 5.1. SGSIM needs these details to attempt to reproduce the 
histogram and to assist in the back-transformation procedure. The first 
parameters required are the minimum and maximum allowable data 
values. By viewing the histogram for True ISO in Figure 5.la, we can see 
that the tail is still increasing and therefore the maximum allowable value 
should be greater than 30. The values chosen are 0, because this cannot be 
less than zero, and 50. For BerealOO in Figure S.lb the corresponding 
values are 20 and 95. These values were selected because the interval 
between the minimum and maximum values of the exhaustive and sample 
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data are not all that different, and our interval needs to be smaller than the 
interval of the exhaustive data so as to minimize outliers. T~e following 
lines in the parameter file arc for the lower tail and upper tail of the 
cumulative frequency histogram. True150 appears to have a linear lower 
tail with a hyperbolic upper tail of weight (w) 1.25. Berea/00 has a power 
lower tail of weight 2.0 and a hyperbolic upper tail of weight 1.5. The 
power lower tail is modelled as 
where Zt is the smallest z~data value and Zmin is the minimum z-value fixed 
by the user. The hyperbolic tail is 
A [F(z)]11, = 1--:;;- \lz > z, 
'· 
where A = z~ ·[1- F" (z, )] 
True ISO BercaiOO 
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Figure 5.1: ThecumulativefreqrJency histogramsfor(a) Tme/50 and (b) Berea/00. 
• The number of realizations to generate. We generate 50 realizations, the 
first two of which will be considered in detail in Section 5.2 for TruelSO 
and Section 5.3 for BerealOO. The first ten realizations for each sample 
will then be used to examine variability between these realizations in the 
histograms and semivariograms. All 50 realizations will then be used 
when we compare the 50 realizations from SASIM with these realizations 
in SGSIM. 
• The grid size. The output grid for Truel50 is 50 by 50 grid and BerealOO 
it is 40 by 40. 
32 
• Minimum values for x andy, distance between grid nodes and number of 
nodes in each direction. Both begin at 0.5 and the grid spacing in each 
direction is one unit apart. 
• The maximum search :-~ctius. In the case of BereaJOO where there arc two 
structures and therefore two different ranges, the highest range is 
considered. For Truel50, the model is isotropic and therefore the search is 
circular with a radius of 10, which is selected as slightly larger than the 
range of the semivariogram model. In the case of BerealOO where the 
model is anisotropic, there are two different ranges. The higher range is 
considered. Therefore we search using an ellipse at angle of 135G, with a 
maximum radius of 30 ar.d a minimum of 15. 
• The semivariogram model, which was examined in section 3.2 for 
Truel50 and section 3.5 for BerealOO. 
The resulting parameter files for Sequential Gaussian simulation of Tme150 
and BerealOO, are given in Appendix C.5. Once these parameter files are created, 
they are run using the executable file SGSIM, which in turn generates 50 
realizations for each data set. 
5.2 Sequential Gaussian Simulation using True ISO. 
After running SGSIM for Truel50, the output file contains values for 50 
realizations, each with 2500 values assigned on a 50 by 50 grid. But all the data 
are found in one column for the 50 realizations and need to be separated. We 
copied this column into Excel and divided it into 50 columns with 2500 values. 
Then two columns were copied to Minitab where we created a new file that 
included two extra columns for the coordinates. Each column for the realizations 
was then mapped using 3Piot. The resulting maps of the first two realizations are 
shown in Figure 5.2, together with the exhaustive and sample data maps for 
comparison. 
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Figure 5.2: The exha11stive and sample maps (a) and (b) and two SGSIM realization maps (c) and (d). 
Since we have a map ofthe exhaustive set in (a), we can use it to compare 
with the output from the two realizations in Figure 5.2. It seems when we 
compare the realizations they are similar. If we compare the realizations with the 
sample data map in (b) we see that the values of the locations are the same in 
both. Also, the regions of high values in the sample data have been reflected in 
the maps ofthe realizations, especially in the top right hand corner. 
The omnidirectional semivariograms are now needed to see how well the 
semivariogram model has been reproduced. Before generating the 
omnidirectional semivariograms, it 1s necessary to transform the data into 
standard normal data using NSCORE, since the semivariogram model is for 
standard normal data. Once the data are transformed, the GSLIB program GAMV 
is used to generate the sernivariograms. The output from GAMY is then copied to 
Excel and the omnidirectional semivariograms created. These are shown in 
Figure 5.3, together with the model to be reproduced, and use 15 lags with a lag 
spacing of one. 
.· 
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Pigure 5.3: The onmidtrectional experime11tal semivariogramsfor the two SGS!Nf realizations (a) and (b), 
and for 10 realizations (c). Each includes the semivariogram model. 
In Figure 5.3, we see the experimental semiVanograms of the two 
realizations in (a) <!nd (b) together with the required model. When compared to 
the required model, we see that the semivariogram of the first realization closely 
matches the model, but the semivariogram of the second realization does not. 
This shows that not all realizations are going to reproduce the model exactly. To 
demonstrate this we have in (c) omnidirectional experimental semivariograms for 
the first ten realizations, together with the required model. Out of the ten only 
three realizations closely match the semivariogram model, while other realizations 
underestimated it. As can be seen in Figure 5.3 the experimental semivariogram 
of most realizations do not reach the sill, however most approximate the range of 
the semivariogram model. A possible explanation for this feature is the manner in 
which the normal score for the sernivariogram calculations were reproduced. The 
normal scores were generated from the back transformed simulated values and can 
potentially differ froJ?l the normal scores generated through SGSIM. 
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Since the SGSIM parameter file includes the cumulative frequency 
histogram, it may be useful to view the histograms of the realizations to see if 
histogram of the sample is reproduced. The histograms for each realization and 
for Truel50 are in Figure 5.4. 
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Figure 5.4: The histograms for Tmel50 (a) and the realizations (b) and (c). 
40 50 
The histograms of the realizations in Figure 5.4 all begin with a high 
number of values less than two, then taper off to about value twelve, and contain 
several outliers to 50. The only difference between the histograms for the 
realizations and the histogram of the sample in (a) is the range. The range for the 
histograms of the realizations is 50 while the histogram of the sample is 
approximately 30. Furthermore, because we are using percentages, we can see 
that there is approximately 68 percent of values between zero and two in the 
sample, and around 70 percent in the realizations. 
5.3 Sequential Gaussian Simulation using Bereal 00. 
Using the same procedure as in section 5.2, where we created 50 
realizations and used Excel and Minitab to create a new data file, we have two 
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columns of data, each with 1600 values. Each realization is then mapped using 
3Plot. The resulting maps of the realizations are in Figure 5.5, together with the 
original exhaustive and sample data map for comparison. 
0.0 
~.000 
36.000 
4~ .000 
55.000 
6~ .000 
76.000 
llti.OOO 
o Berea100 
'" • 
• I 
0 
(1) 
0 
N 
0 
,...-
• 
• 
• 
-. 
• 
. . 
• 
-
• • 
"• 
-• 
• 
.._ I .I 
• 
• 
• • ••• • • •• 
• • I • 
• 
• 
• 
1 5.000 
26.000 
35.000 
46.000 
5~ .000 
65.000 
75000 
85.000 
0 10 20 30 4 0 0 10 20 30 40 (a)'---- - ---- ----- --'(b)'-- --- - ---- - ------1 
0 
(1) 
0 
N 
0 
,.... 
15 .000 
25.000 
36.000 
46 .000 
615.000 
65.000 
75.000 
S5.000 
o Realization 2 
'" 
0 
(1) 
0 
N 
0 
,...-
15.000 
26.000 
35.000 
45.000 
66.000 
65.000 
75.000 
85.000 
0 1 0 20 30 40 0 10 20 30 40 (c) L--_ _ _ ________ _J(d)L--- - ---- - ---____j 
Figure 5.5: The exhaustive and samp le data maps (a) and (b), and h l10 SGSIM rea/izah·on maps (c) and (d) . 
The two maps of the realizations in Figure 5.5 when compared with the 
exhaustive data map in (a) are similar in that the high values are found in the top 
right-hand corner, and the low values are seen in a band. In the map of the sample 
we see that there are regions where there are low and high values. These regions 
are reflected in the maps of the realizations. 
As done with the Truel50 realizations, these realizations need to be 
transformed into standard normal data using NSCORE. Once transformed, the 
semivariograms in directions 45· and 135• can be generated using GAM. The 
semivariograms for the realizations are in Figure 5.6. The semivariograms use 14 
lags with a lag spacing of ...J2. 
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Figure 5.6: The semivariograms for the SGSIM realizations. Each includes the semivariogram model. 
The semivariograms shown in Figure 5.6 for the realizations are in the 
directions 45° and 135°. In (a) and (b), we see the semivariograms of the two 
individual realizations. In (c), the semivariograms shown are for the first ten 
realizations in directions of maximum and minimum continuity. In all cases the 
required sernivariogram models are included as a black line, whilst the 
semivariograms for the realizations are in red. The semivariograms in direction 
45 ° for the realizations tend to follow a similar pattern. That is, they follow the 
initial lags, then peak above the model, and lastly fall under the model. For the 
semivariograms in direction 135°, we see that some are below the model while 
some others are above the model, but the first few lags for all realizations are 
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below the value of the lag in the model. The better reproduction of the 
semivariogram model is from the first realization. 
Next we need to check ifthe sample histogram has been reproduced in the 
histograms for the realizations. The histograms for each realization and for 
BereaJOO are in Figure 5.7. 
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Figure 5] : Histograms for theB ereaJOO (a) and the realizations (b) and (c) . 
The histograms for the realizations in Figure 5. 7 show that, when 
compared to the histogram for the sample data in (a), they contain similar aspects. 
They all appear to have normally distributed data, high number of values in the 
centre, with low number of values tapered off at the ends. The high values at 
classes 50 and 60 in the histogram of the sample have been reproduced in the 
histograms of the first two realizations. 
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6. SIMULATED ANNEALING. 
6.1 Annealing. 
The tenn annealing comes from a physical process developed to increase 
the workability and durability of materials such as mewls, alloys and glass. 
Annealing of materials begins by heating the material to a high temperature just 
under melting point, and slowly cooling the temperature, such that enough time is 
spent at each temperature to reach thermal equilibrium so us to p~rmit a reordering 
of the molecules to a highly structured state. If the time spent at each temperature 
is insufficient then the probability of getting a very low energy configuration, 
especially around freezing point, is greatly reduced. This slow heating and 
cooling relieves internal stresses and makes up dislocations or vacancies 
introduced during the mechanical shaping. This annealing process is the basis for 
simulated annealing. 
6.2 Simulated Anneal<ng. 
The concept of Simulated Annealing was first introduced in Metropolis et 
al (1953) as a modified Monte Carlo scheme, but it was not until Kirkpatrick eta! 
(1983) that it was tenned simulated annealing. Metropolis et al used the concept 
to calculate the properties of different substances composed of interacting 
molecules. Kirkpatrick et a! introduced it as a technique to solve a number of 
problems arising in the design of computers and in the study of the travelling 
salesman problem consisting of several thousand cities. Simulated Annealing is 
the generic name given to a set of mathematical non-linear optimisation 
algorithms that are used to solve large-scale problems. 
Simulated Annealing is used in geostatistics to obtain different realizations 
that have the same spatial characteristics. Compared with other simulation 
techniques, Simulated Annealing is a relatively new approach that generates 
alternate conditional images of either continuous or categorical variables and has 
the potential to combine two-point statistics - when variables relate to the same 
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attribute at two locations r with complex multiple~point spatial statistics (Deutsch 
and Joumel, 1998). 
In this simulation approach there is minimal reference to a random 
function model. Rather, simulated annealing is formulated as an optimisation 
problem to be solved by a numerical optimisation technique. For this the 
requirements for simulated annealing are: 
• An initial image 
• A perturbation mechanism 
• An objective function 
• A decision rule 
• A convergence criterion 
In geostatistics, using the continuous attribute z at N locations, Simulated 
Annealing requires that an objective function be defined that measures the 
deviation between the target and the current statistics of the realization at each 
perturbation. The process of Simulated Annealing is detailed below. 
1. Create an initial realization { z~~~ (u'1 ), j:;; 1, ... , N } that reproduces the 
data values at their locations. This realization may approximate some of 
the target statistics such as variance and sill of the target z~semivariogram. 
2. Compute the initial value of the objective function 0 for the initial 
realization. 
3. Perturb the realization by selecting a single location u~ at random and 
modifying the corresponding z~value Z(J-t)(u'1 ) according to some 
prespecified mechanism such as resampling the target histogram with a 
different value Z(l) (u~ )= F-1 (p 1 ) where (p 1 ) is a random number in [0,1] 
(Goovaerts, 1997). 
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4. Determine the effect of the perturbation on the reproduction of the target 
statistics by recomputing the objective function Onew accounting for the 
changes of the previous image. 
5. Accept or reject the perturbation based on a decision rule. The decision 
rule used is to accept unfavourable perturbations based on the Boltzmann 
distribution. That is, 
Probability {accept the ith perturbation} = {:,{-~0) 
otherwise 
where 110 = Onew- Ootd. and tis the temperature. If the temperature is 
large, then the probability of accepting the ith unfavourable perturbation is 
higher. 
6. If accepted, update the initial realization into a new image 
{ zg; (u~ ), j = 1, ... , N} with the objective function value now 0 = Onew· 
7. Repeat steps three to six until the target constraints are met or the 
perturbations do not effectively reduce the objective function. 
Further realizations { z"'' (u; ), j =I, ... , N } are generated by following the 
process above starting from different initial images. 
The Simulated Annealing process appears to be inefficient in that up to a 
million perturbations may be required to obtain an image that contains the 
prespecified spatial structure (Deutsch and Cockerham, 1994). Therefore it is 
necessary to appropriately code the objective function in order to reduce the 
computer processing time. For example, when a perturbation is being considered, 
SASIM updates the semivariogram lags rather than recalculating, so that if a value 
z is a lag distance h away from Zi, then the previous contribution of z1 is deducted 
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from the sem!variogram and the new contribution of z1 is then added (Deutsch and 
Joumel, 1998). 
6.3 The Initial Image. 
Before Simulated Annealing can be conducted, an image must be 
generated. The prequisites of the initial image are: 
it needs to be easi I y generated, 
it should basically match the target constraints, for example, it must 
honour the data or reproduce the histogram, and 
all initial images are equally probable in that each is equally likely to be 
drawn (Goovaerts, 1997). 
It is generated by freezing data values at their locations and assigning a z-
value drawn at random from the target cumulative distribution function F(z) to the 
unsampled locations. This approach is quick and yields a set of initial images that 
honour the conditioning data and approximate the target histogram (Goovaerts, 
1997). 
6.4 The Objective Function. 
Simulated Annealing requires an objective function to be declared to 
measure the deviation between the desired features and those cf the realization. 
The objective function is used to create Simulated Annealing realizations that 
replicate the histogram or semivariogram from the original data. Generally an 
objective function 0 is made up of the weighted sum of C components: 
c 
0= LW,O, 
c:l 
(6.1) 
where ror is the weight of the component objective function Or. The purpose of 
this weight is to control the contribution of each component to the overall 
objective function. 
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Deutsch and Joumel (1998) discuss five components that could be used in 
the objective function used in the parameter file for the GSLIB program SASIM. 
For this thesis, we have decided to use two of these. These components we use 
are: 
A histogram, that should be reproduced by all realizations. The cumulative 
distribution !unction F\z) of the realization should match the cumulative 
distribution function F(z) of the initial data for some number of z-values. The 
objective function for the histogram is written as: 
01 = }:,[F'(z)-F(z)]' (6.2) 
A semivariogram, which captures the two-point spatial variability in the 
realization. The semivariogram y·(h} for the realization should match the 
prespecified semivariogram model y(h). This deviation is measured as: 
a =}:~·(h)-y(h)r 
2 
h y(h) 2 (6.3) 
The division by the square of the y(h) value is used to standardize the units and 
give more weight to the closely spaced values. 
6.5 The AnnealiGg Schedule. 
The annealing schedule parameters need to be selected so that the 
temperature is reduced effectively, such that the timing and magnitude of the 
reduction is sufficient to generate appropriate realizations. In the annealing 
schedule, the following parameters are used: 
• to :the initial temperature 
• 1.. : the reduction factor, 0 <A< 1 
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• Karrept 
• s 
• 110 
: the maximum number of attempted perturbations il.t any 
one temperature. Whenever Kma~ is reached, the 
temperature is reduced by the factor A. 
: the number of perturbations to accept. Once Kon·epr 
perturbations are accepted, the temperature is reduced by 
factor A. 
the minimum number (usually 0.001) to stop the 
annealing schedule when the temperature is reduced by) .. 
: the stopping numhcr. Once K,IU.( is attained S times, then 
the algorithm is stopped. 
: the difference between the result of the new objective 
function and the previous result. 
The annealing schedule starts with a high temperature to that permits a 
large number of unfavourable perturbations to be accepted at the beginning of a 
simulation. Throughout the simulation, the temperature is reduced by a factor of A 
so as to limit the discontinuous modifications of the image. This reduction occurs 
whenever enough perturbations are accepted, Kacceph or a specified number have 
been tried, Kmax· The annealing schedule ceases when the low value 0111i11 is 
reached or when Kmo.~: has been reached S times. 
6.6 The Convergence Criterion. 
For the Simulated Annealing algorithm, like other optimisation algorithms, 
it is important that the process has a stopping point. The process terminates if the 
objective function reaches the predetermined minimum value of 0 1111; 1, or if the 
maximum number of perturbations at the same temperature is exceeded, or if the 
number of accepted perturbations is smaller than a given threshold value 
(Goovaerts, 1997). All of these stopping methods are used in SASIM. 
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6.7 Flowchart of Simulated Annealing. 
No 
Input and assess 
initial solutio11 
Estimate initial 
temperature 
Generate new 
solution 
Assess new 
solution 
Updat~ stores 
Adjust 
temperature 
No 
Figure 6.1: Flowchart of Simulated Am1eali11g. 
The flowchart m Figure 6.1 was reproduced from 
http://csep l.phy.om l.gov/mo/node28.html. In our case we should replace 
"Update stores" with "Update scores" and "Stop?" with "Stop'' since this is not a 
yes/no choice. 
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7. USING SASIM. 
7.1 The SASIM Parameter f'ile. 
The SASJM algorithm in GSLill is used for Simulated Annealing, and the 
parameter files used in this thesis are located in Appendix C.6 for True150 and 
BereaJOO. The choices to be made in the SASIM parameter file are: 
• The objective function components (line 1 in parameter file) and their 
weights (line 2) that are used. These are described in Section 6.5. The 
first parameter file (TrV.par for Truel50 and BerV.par for BereaJOO) uses 
the semivariogram as the only component included in the objective 
function (Section 7 .3). In the second parameter file (TrVH.par for 
Truel50 and BerVH.par for BereaJOO), both a histogram and a 
semivariogram are included, with the weight for the semivariogram 
initially set to five (Section 7.4). Also, testing to see if setting the weights 
of the semivariogram to one, three and five, makes a difference, will be 
studied (section 7 .5). 
• Whether a transformation of the data is required. The transfonnation used 
in SASIM is logarithm to base ten. A logarithmic transformation converts 
positively skewed data to approximately normally distributed data, 
assuming that the original data are approximately lognormal. The SASIM 
program converts the data to logarithmic data prior to simulation and 
converts the data back prior to concluding by using ten to the power of the 
logarithmic data (z = 10', where y is the logarithmic data, and z is the 
original data equivalent). For True150, this parameter will be set to 
transform the data, while BerealOO will not be transformed. 
• The number of realizations. This parameter is set to 50 for each parameter 
file, but only two will be shown when comparing with other SASIM 
realizations. The 50 realizations will be used when we compare 
simulation methods. 
• The grid definition. Looking at the mosaic map of the exhaustive data, we 
can see that a 50 by 50 grid is used in True, and a 40 by 40 grid is used in 
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Berea, with grid locations at a distance of one unit apart, starting at x andy 
equal to 0.5, and finishing at x and y equal to 49.5 for True and 39.5 for 
Berea. Because the data are two-dimensional, the number of z-values is 
set to one. 
• The debug and output data files. 
• Whether to use SASIM's default annealing schedule. Setting the 
annealing schedule to 0 uses the automatic default values. SASIM's 
default values are: 
The initial temperature is 1.0. 
The reduction factor is 0.1. 
The maximum number of attempted perturbations is 75. 
The number of perturbations to accept is 8. 
The stopping number is 3. 
The minimum value is 0.001. 
Other recommended annealing schedules are shown in Table 7.1. These 
annealing schedules will be studied in section 7 .6. 
• The input data files to be used. We use Truel50 and BerealOO. The 
columns for x andy are in columns one and two. The attribute Primary in 
Truel50 is in column three, and the attribute Permeability in BerealOO is 
in column four. 
• The details of the histogram. The files are the input data files and the 
column is the attribute column for each. The number of quantiles is also 
required. This parameter will be set to 48 for Truel50 and 24 for 
BerealOO. 
• The details of the indicator semivariograms. The number of indicator 
semivariograms and the thresholds to be used. Due to time constraints, 
indicator semivariograms were not considered in this thesis. 
o The details of the secondary data This is not applicable here. 
• The number of lags to use for the semivariograms. Section 7.2 contains 
further details and the experimentation results. 
• The details of the semivariogram and indicator semivariogram models. 
These details are the number of structures and the nugget effect, the 
structure type and sill, and the range found. These details are found in 
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Sections 3.3 and 3.4. These are the semivariogram models that we wish to 
reproduce in the resulting realizations. 
7.2. Setting the number of lags in SASIM. 
Setting the number of lags in SASIM is different from setting the number 
of lags we saw in the variography section. So for clarity, we shall refer to the 
number of lags in SASIM as nlags, as it is actually called in the SASIM parameter 
file. It is the number of lags that need to be matched in the SASIM algorithm. 
This parameter needs to be selected so that the target semi variogram is 
appropriately reproduced. In the isotropic case, nlags should be selected so that 
the pairs (x,y) lie within a circle of radius less than or equal to the range of the 
semivariogram model. 
The grid locations that are used for this reproduction corresponding to 
different nlags values can be seen in Figure 7.1 for Trne150. The values: for nlags 
considered in the graph for True! 50 in Figure 7.1 are 40, 56, 74, 98, and 120. The 
result for nlags greater than 120 has also been included. 
The values 40, 56, 74 and 98 are selected because they correspond to the 
number of integer nodes that lie within a circle of radius five, six, seven and eight, 
respectively. The value 120 is selected as the maximum, because this is the 
number of grid locations with a distance below the range of the proposed 
semivariogram model. That is, when the value for nlags is entered, SASIM 
chooses that number of grid locations, selecting the closest grid location not yet 
selected. If the distance from the origin to the grid location is greater than the 
range, then SASIM starts choosing grid locations along the y~axis. The inclusion 
of the value greater than 120 is to demonstrate what happens when we choose an 
nlags value that causes the program to look outside the range. The range of the 
semivariogram model in the TruelSO parameter files is 8.75 so the distance from 
the origin to each grid point must be less than this value. Because the grid is two~ 
dimensional and the minimum and maximum search radii are equal, the distance 
is calculated by using the formula: 
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Length from origin to grid point= ~(x2 + y 2 ). 
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Figure 7.1: Grid locations for different nlags for Tmel50. 
To reproduce the semivariograms, the grid locations corresponding to 
different nlags values are shown in Figure 7.2 for BereaJOO. The nlags values for 
BereaJOO in Figure 7.2 are 80, 153 and 216. The result for nlags greater than 216 
has also been included. 
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Figure 7.2: Gn'd locations for differenl nlags for Berea] 00. 
The nlags values 80, 153 and 216 are selected because they produce 
circles of radii six, eight and nine, respectively, plus an extension at 135·, which is 
the anisotropy seen for BereaJOO. When nlags becomes greater than 216, SASIM 
starts selecting locations that have a distance greater than the largest range of 9.9 
seen in the proposed semivariogram model. This is demonstrated by the inclusion 
ofthe nlags value greater than 216 in Figure 7.2. 
For this thesis when testing the results from different nlags values, the 
True 150 nlags parameter we will use is the small value of 56, the middle value of 
98, and the large value of 120 and for Berea] 00 the nlags parameter used will be 
80, 153 and 216. 
•' 
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7.3 Using only the semivariogram component in SASIM. 
Truel50. 
The SASIM parameter file TrV.par in Appendix C.6 has only the 
semivariogram component parameter set, but the nlags is changed. The three 
parameter files with the nlags equal to 56, 98 and 120, were run separately in the 
SASIM program. We then used Minitab to transfonn the data for each realization 
to logarithmic data. The data for each realization were used to generate 
realization maps for comparison with both the sample and the exhaustive data. 
The maps of the first two realizations for each nlags are in Figure 7 .3, together 
with the exhaustive and sample data maps. 
For each map of the realizations in Figure 7.3, it can be seen that there are 
some sections which are similar to the map for the exhaustive data in (a), but there 
appears to be one region in all realization maps at approximately (30, 20) that 
consist of high values not seen in the exhaustive data map. The observations from 
the sample map give us some idea to where there are regions of high values. 
These regions of high values are seen in the realizations. 
The maps of the realizations in Figure 7.3 all use data that have been back 
transformed from SASIM. But because the semivariograms and semivariogram 
surfaces of the sample data in Section 3 all use log-transfmmed data, it is 
necessary to transform the data from the realizations so as to compare the 
semivariogram surfaces and semivariograms of the realizations. Using the 
parameter file V ARMAP in GSLffi we can create semivariogram surfaces of the 
logarithmic data. The semivariogram surfaces using the logarithmic data are 
shown in Figure 7.4, and all show 30 Jags with a Jag spacing of one. 
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Figure 7.3: The maps of the realizations for nlags equal to 56, 98 and 120. 
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Figure 7.4: Semivariogram surfaces for the realizations for nlags equal to 56, 98 and 120. 
From the semivariogram surfaces for the realizations shown in Figures 7.4, 
we can see that the isotropy seen in the exhaustive data map shown in (a) has been 
maintained. Furthermore, the sernivariograrn surfaces contain lower values than 
seen in the semivariogram surface for the exhaustive set in (a). In Figure 7.4b, we 
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have included a semivariogram surface for the actual model. If we compare this 
with the realizations, we can see that the small lags are identical. 
The next step is to generate omnidirectional experimental semivariograms 
for each realization. These can be seen in Figure 7.5 for nlags equal to 56 (a), 98 
(b) and 120 (c). 
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Figure 7.5: The omnidirectional semivmiograms for the realizations for nlags equal to 56, 98 
and 120. 
Using nlags equal to 56 in Figure 7.5a and nlags equal to 98 in Figure 
7.5b, the sill of the required model is not reached, but using nlags equal to 120 in 
Figure 7.5c, the sill is reached. On all occasions, once the maximum is reached, 
the semivariograms tend to reduce to a lower value. If we were to choose the 
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'best' results, we would consider using nlags equal to 120 as producing the best 
results. In this case without including the histogram component in the objective 
function, we would choose to use the realizations where nlags equals 120. 
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Figure 7.6: The histograms for· the realizations for nlags equal to 56 (b), 98 (c) and 120 (d). 
In this section, we have not used the histogram component in the objective 
function. For each of the realization maps in Figures 7.3, we could be interested 
56 
in checking how well the histogram for the sample data was used by generating 
the histograms for the realizations. The histograms for each realization for each 
nlags arc shown in Figures 7 .6, together with the histogram for the sample. 
The histograms of the realizations in Figures 7.6 arc all similar, but when 
compared with the histogram for the sample in (a), we can sec that the histogram 
for the sample contains more values between the values 20 and 30. While we 
were not trying to reproduce the sample histogram, it shows that SASIM uses the 
histogram of the !.ample when generating the realizations, so we expect an 
approximate reproduction of the sample histogram. 
Ben·,.~ 00. 
The SASIM parameter file BerV.par uses BereaJOO for Simulated 
Annealing and can be seen in Appendix C.6. This parll.meter file sets only the 
semivariogram component and changes the nlags parameter to 80, 153 and 216. 
Also, the data have not been log-transformed as we did for Truel 50. The maps 
for the realizations for nlags equal to 80, 153 and 216 are shown in Figures 7.7, 
respectively, together with the exhaustive and sample data maps. 
For the six realizations in Figure 7.7, there is visible banding in the 
northwest-southeast direction. In the top right-hand comer of the exhaustive data 
maps in (a), we sec a region of high values, but this is not seen in the realizations. 
This could be caused by the lack of sample observations in that region (see the 
map of the sample in (a)). In the realizations in Figure 7.7c and Figure 7.7d 
where nlags equals 153 and 216 respectively, there appears be a small region of 
high values in the centre. In the regions of low values in the map of the sample, 
we can see that there arc regions of low values in the realizations. 
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Figure 7. 7: The maps of the realizations for nlags equal to 80, 153 and 216. 
Using VARMAP, we can generate a semtvanogram surface for each 
realization. The semivariogram surfaces of the realizations for nlags equal to 80, 
153 and 216, together with the semivariogram surface generated for Berea are in 
Figures 7.8. In all cases, a lag spacing of 1 with 25 lags is used. Also, we needed 
58 
to change the levels from the levels used in Figure 3.6, because the levels for 
these realizations contain much lower values. 
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Figure 7.8: Semivariogram suifaces of the rea/izationsfor nlags equal to80, 153 and 216. 
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From Figure 7.8, the anisotropy IS approximately m the northwest-
southeast direction for the realizations. This direction is different from the 
semivariogram surface of the exhaustive data in (a) and similar to the 
semivariogram surface of the sample data. 
Since the data are anisotropic, serruvanograms m the directions of 
maximum and minimum continuity are required for each realization. Using 
GAM, these semivariograms are in Figures 7.9 for the different nlags values, 
together with the required model. 
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Figure 7.9: The semivariograms of the realization for n/ags equal to 80, /53 and 216. 
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Figure 7.9 continued. 
. 
The semivariograms in Figure 7. 9 for the realizations with nlags equal to 
80 are shown in (a) and (b), for n1ags equal to 153 are shown in (c) and (d) and for 
nlags equal to 216 are shown in (e) and (f) . For all realizations in Figure 7.9 the 
sem.ivariogram model in the direction 135° is almost perfectly reproduced, but the 
sem.ivariograms in the perpendicular or 45° direction do not reach the sill of the 
semivariogram model, until nlags is maximum, and once it peaks, it tends to a 
lower value. The semivariogram in direction 135° at nlags equal to 80 has already 
reproduced the semivariogram model. 
Although, we are not requiring that the sample histogram be reproduced, it 
is worth noting how similar the histograms of the realizations are to the histogram 
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of the sample. The histograms of the realizations for nlags equal to 80 (b), 153(c) 
and 216 (d), together with the histogram for the sample data are in Figures 7.10. 
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Figure 7.10: The histograms of the realizations/or nlags equal to 80, 153 and 216. 
Comparing the histogram for the realizations in Figures 7.10 with the 
histogram of the sample in (a) we can see that they are similar. The number of 
observations in clas~t?s 50 and 60 in the sample has been reproduced in the 
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histograms of realizations. We can say that the histograms for the realizations 
have reproduced the histogram of the sample. 
7.4 Using both semivariogram and histogram components in SASIM. 
True! 50. 
In Section 7.3 we were trying the reproduce only the semivariogram. We 
saw that the omnidirectional semivariogram for nlags equal to 56 and nlags equal 
to 98 did not reach the sill, but the sill was reached for nlags equal to 120. We 
also saw that the reproduction of the histogram was close but not exact. In this 
section we are trying to improve the realizations in Section 7.3 by adding another 
prerequisite. That is we want to reproduce not only the semivariogram model, but 
also the sample histogram. This means we need to add a second component to the 
objective function in the hope to improve the reproduction of the semivariogram 
model and histogram. This second component is the histogram. Also, nlags equal 
to 56, 98 and 120 will be used. Although unlikely, we will keep using nlags equal 
to 56 just in case the sill of the semivatiogram model is reached when we include 
the histogram. 
The second SASIM parameter file TrVH.par in Appendix C.6 sets the 
semivariogram and histogram component parameters; therefore we wish to 
reproduce the semivariogram model in Section 3.3 and the sample histogram. The 
weight of the semivariogram component is set to five while the weight of the 
histogram component is set to one. This parameter file is run using the SASIM 
executable file and 50 realizations are generated. This results in 50 sets of data, 
stored in a single column. 
The maps for the three realizations for each nlags equal to 56, 98 and 120 
are in Figure 7.11, together with the map for True and True I 50. 
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Figure 7. 1/: The maps of the realizations for nlags equal to 56, 98 and 120. 
For each of the realization maps in Figure 7.11, it can be seen that it is 
similar to the corresponding map for the exhaustive data in (a), but there appears 
to be one region at approximately (30, 20) in the realizations for nlags equal to 
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120, that consists of high values not seen in the exhaustive data. The regions of 
high values seen in the map for the sample data in (b) have been reflected in the 
realizations. At approximately (30, 20) the map for the sample has no sample 
points and so in the some of the maps for the realizations this region of values has 
been created. It seems that the realizations for nlags equal to 98 arc the best 
representations for the exhaustive data. 
Remember that we are attempting to reproduce both histograms and 
semivariograms; the histograms for each realization for each nlags are shown in 
Figures 7 .12, together with the histogram of the sample. The histograms for nlags 
equal to 56 are shown in (b), for nlags equal to 98 in (c) and for nlags equal to 120 
in (d). 
The histograms in Figure 7.12 are very similar to each other, as well as to 
that of the sample data in (a). It appears that the histogram for the sample was 
reproduced successfully in the realizations. Comparing these histograms with 
those in Figure 7.6 in Section 7.3, we can see that the numbers of values between 
20 and 30 have increased. 
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Figure 7.12: The histograms f or the realizations for nlags equal to 56. 98 and 120. 
Using the V ARMAP parameter file we can generate semtvanogram 
surfaces of the logarithmic data, and map them in 3Plot. For all semivariogram 
surfaces in Figure 7.13, a lag spacing of 1 with number of lags equal to 30, is 
used. 
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Figure 7.13: Semivmiogram smfacesfor the realizations for nlags equal to 56. 98 and 120. 
The semivariogram surfaces in Figure 7.13 all show that the isotropy has 
been reproduced in the realization as we saw in the semivariogram surface for the 
exhaustive in (a) and sample data in (b). Furthermore, the regions of high values 
around the edge of the grid in (a) are also seen in the realizations. 
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For each realization, the omnidirectional semtvanograms are generated 
using GAMY and compared with the sernivariogram model we wish to reproduce. 
These can be seen in Figures_2:_] 4. 
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Figure 7.14: The omnidirectional semivmiograms for the realizations for nlags equal to 56, 
98 and 120 and the required model. 
When using nlags equal to 56, seen in Figure 7.14a, the sill of the model is 
not reached. But the sill is reached when using nlags equal to 98, seen in Figure 
7.14b, or nlags equal to 120 in Figure 7.14c. In most instances, the realizations 
tend to overestimate the sill, especially when nlags equal to 56. For nlags equal to 
98 and 120, there is no substantial difference. So when including the factor of 
processing time, we will use nlags equal to 98. 
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BerealOO. 
The second SASIM parameter file BerVJI.par in Appendix C.6, sets the 
histogram and semivariogram components. It also changes the nlags parameter to 
80, 153 and 216. This parameter file attempts to reproduce the scmivariogram 
model in Section 3.4 and the sample histogram. The maps of the realizations are 
shown in Figures 7 .15, together with the maps of the exhaustive and the sample 
data. 
The maps of the realizations in Figures 7.15 all show banding in the 
northwest-southeast direction as seen in the map of the exhaustive data in (a). 
Also, the region of high values in the top right-hand comer of the exhaustive data 
map is also seen in the realizations. Although the number of high values in the 
top right-hand comer in the map of the sample in (b) is limited, there is a region of 
high values in the maps of the realizations. The regions of low values in the map 
of the sample are also seen in the map of the realizations. 
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Figure 7.15: 17Je map of the realizations for nlags equal to 80, 153 and 216. 
The histograms of the realizations, together with the histogram of the 
sample, are seen in Figures 7.16. The histograms for the realizations generated 
for nlags equal to 80, 153, 216 are shown in (b), (c) and (d) respectively. 
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Figure 7.16: The histograms of the realizations for nlags equal to 80, /53 and 216. 
The histograms for the realizations in Figures 7.16 are all similar when 
compared to the histogram for the sample in (a). All realizations are normally 
distributed, with a high number of values around 60. These are reproduced from 
the sample histogram. 
71 
The sem1vanogram surfaces generated in V ARMAP for the realizations 
for different nlags values are in Figures 7.17, together with the sernivariogram 
surface for Berea. 
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Figure 7.17: Semivariogram surfaces of the realizations for nlags equal to 80, 153 and 216. 
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The semivariogram surfaces for the realizations in Figures 7.17, all show 
anisotropy in the northwest-southeast direction. This direction is vis_ibly different 
in the semivariogram surface for Berea in (a), but we use the semivariogram 
surface for the sample. Each semivariogram surface for the realizations has 
greater spatial variability than the previous semivariogram surfaces in Figure 7.8 
where only a semivariogram was being reproduced. 
The semtvanograms for the realizations for the different nlags values 
generated in GAM are shown in Figure 7.18 together with the target 
semivariogram model. The semivariograms for nlags equal to 80 are shown in (a) 
and (b), for nlags equal to 153 are shown in (c) and (d) and for nlags equal to 216 
are shown in (e) and (f). 
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Figure 7.18: The semivariograms of the realization for nlags equal to80, 153 and 216. 
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Figure 7. 18 continued. 
Some of th~ semivariograms for the realizations in the direction 135° are 
similar to the required model, but the semivariograms in direction 13 5° were 
much better reproduced in Figure 7. 9 where only the semivariogram component 
was set in the objective function. The semivariograms in the direction 45° are not 
as similar, but are generally better reproduced than the semivariograms in 
direction 45° in Figure 7.9. Overall, using the different nlags, the semivariograms 
in Figures 7. 18 have been reproduced reasonably well. Although using nlags 
equal to 80 reproduces similar semivariograms, it appears to be too small because 
the semivariograms in direction 45 °, the values are either too high or too low. 
Using the maximum number of nlags (216) sometimes generates worse 
realizations than either nlags equal to 80 or 153. It seems that using nlags equal to 
153 produces better realizations than if nlags equals 80 or 216. 
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7.5 Changing the weight of the scmivariogram component. 
True150. 
In Section 7.4 when the SASIM parameter file TrV/i.par which included 
the components for the semivariogram and histogram, it was seen that the best 
results were obtained when we had nlags equal to 98 and 120, where there was no 
major difference. Therefore we continued to usc nlags equal to 98 because the 
higher nlags is, the more terms need to be summed and the more time is taken to 
generate the realizations. For this section we continue to use the SASIM 
parameter file TrVH.par in Appendix C.6, but test the effect if we change the 
weight (line two) of the semivariogram component. Earlier we used a weight of 
five for the semivariogram component, but we will now explore the effect of 
weights one and three for this component. 
The first pair of realizations uses the weight one for the semivariogram 
component. This means that the scmivariogram and histogram have equ<.~l 
contribution to the realizations. The next pair uses the \veight of the 
semivariogram component as three. The realization maps for the weight equal to 
one and three are shown in Figure 7.19, together with thr: !'"::lps for the exhaustive 
and sample data sets. 
These maps of the realizations with weights for the semivariogr.1.m 
component equal to one and three in Figure 7.19 consist of more high values than 
the map of the exhaustive data shown in (a). It appears that by looking at the 
maps of the realizations, the semivariograms need more ir·'lqcnce than the 
histogram in reproducing the realizations. The region of high \ .aues seen in the 
map for the sample data in (b) can be seen in the maps of the realizations. 
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Figure 7.19: Realization maps for nlags equal to 98 and semiva1iogram weight equal to one and three. 
To check if the histograms were reproduced, Figure 7.20 shows the 
histograms of the realizations, together with the histogram of the sample data. 
The histograms for the realizations with the weight of the semivariogram 
component equal to one are shown in (b) and for the weight of the semivariogram 
component equal to three are shown in (c). 
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Figure 7.20: J11e histograms for the realizations. 
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The histograms for the realizations in Figure 7.20 clearly match the 
histogram ofthe sample data in (a), and thus the histograms have been reproduced 
successfully. 
The semivariograms for the two realizations for each weight, together with 
the required model are shown in Figure 7.21. The sernivariograms for the 
realizations generated with a weight equal to one are shown in (a) and for weight 
equal to three are shown in (b). 
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Figure 7.21: The omnidirectional semivariogramsfor the realizations with the required model. 
The omnidirectional sem1vanograms for the realizations in Figure 7.21 
have a higher nugget value and appear to have a longer range. The semivariogram 
model has been reproduced approximately, but the reproduction is better for 
weight five. However, the reproduction for the weight equal to three is better than 
for the weight equal to one. It appears that the optimum weight of the 
semivariogram component is five. 
BereaJOO. 
In Section 7.4 when we used the sem1vanogram and histogram 
components in the SASIM parameter file BerVH.par, we found that by using the 
maximum number for nlags of 216 we were able to get the best reproduction of 
both the histogram and semivariograms in the directions 45 • and 135·. 
Furthermore, we also set the weight of the semivariogram component to the 
maximum of five. In this section, as we did for True150 previously, we are 
changing the weight from five to one and three, to see what impact this has on the 
realizations. 
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The first patr of realizations use the weight as one, gtvmg equal 
contribution to the objective function for the histogram and the semivariogram, 
and the second pair is for the weight of three. The maps for these realizations are 
in Figure 7 .22, together with the maps for the exhaustive and sample data. 
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Figure 7.22: The realization maps for nlags equal to 216 and semivan·ogram weight equal to one and three. 
The maps of the realizations m Figure 7.22 when compared to the 
exhaustive data map in (a), show that there is a region in the top right hand corner 
of high values, but in the realizations there are also several low values in this 
reg10n. Also, the realizations for weight equal to one do not appear to have 
banding as seen in the map of Berea. But there appears to be banding in the 
northwest-southeast direction in the realizations with a weight of three, which is 
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seen in (a). These realizations also consist of regions of high and low values that 
are seen in the map of the sample in (a). 
The histograms for the realizations are in Figure 7.23, together with the 
histogram for the sample data. The histograms in (b) are for the semivariogram 
component equal to one and the histograms in (c) are for the weight equal to three. 
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Figure 7.23: The histograms for the realizations. 
The histograms of the realizations in Figure 7.23 are similar to the 
histogram of the sample in (a). The realization data appear to be normally 
distributed with high numbers of observations at classes 50 and 60. Therefore the 
histograms of the realization are reproduced from the histogram of the sample. 
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The semivariograms for the realizations, with the required semivariogram 
model in black, are shown in Figure 7.24. The semivariograms for the 
semivariogram component set to one are shown in (a) and (b) and for the weight 
set to three are shown in (c) and (d). 
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F igure 7.24: 171e semivariograms for the realizah'ons. 
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The semivariograms for the realizations with a weight of one in Figure 
7.24a and Figure 7.24b have a nugget value that is greater than that of the model 
but the sill has been reached and therefore these rznlizt>tions where the weight of 
the semivariogram component is one arc not an improvement on the realizations 
found in section 7.4 where the weight of the semivariogram component was five. 
The other semivariograms of the realizations with a weight of three in 
Figure 7.24c and Figure 7.24d match the required semivariogram models in 
particular in the minor direction, but the semivariograms in section 7.4 (Figure 
7.18), where the weight of the semivariogram component was five, were better 
reproduced. 
7.6 Experimenting with the annealing schedule. 
In Section 6.5 we introduced the annealing schedule. Deutsch and 
Cockerham (1994) and Goovaerts (1997) examined different values for the 
annealing schedule parameters to detennine different annealing speeds. These are 
seen in the table 7.1 and are default, fast and very fast annealing schedules. Th'!se 
are the annealing schedules that will be used and compared. The parameter file 
TrVH.par that uses nlags equal to 98 in Section 7 .4, is altered for each annealing 
schedule to get three more parameter files, TrAD.par, TrAF.par and TrAVF.par 
These parameter files can be seen in Appendix C.6. The default annealing 
schedule in Table 7 .l is different from the default annealing schedule used in 
SASIM when we set the parameter file to the automatic annealing setting. In this 
section, to distinguish between these default settings, we will refer to SASIM's 
default annealing schedule as automatic. The default annealing schedule used in 
the SASIM algorithm was seen earlier in Section 7 .1. 
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Table 7. 1: Recommended annealing schedules. 
Schedule To A. K max Kaccepl s Omit! 
Quench 0.0 0.00 0.001 
Very fast 0.5 0.01 10 2 3 0.001 
Fast 1.0 0.05 50 5 3 0.001 
Default 1.0 0.10 100 10 3 0.001 
The maps of the realizations for the different annealing schedules used are 
seen in Figure 7.25, together with the maps of the exhaustive and sample data sets 
and the realizations from section 7.4. 
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Figure 7.2~; The maps of the realizations for the different annealing schedules. 
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Figure 7.25continued. 
The maps for the realizations in Figure 7.25d for the default annealing 
schedules have some similar aspects, but appear to have more high values in some 
regions especially around the region (30,20), than the map for the exhaustive data 
in (a). We have included the realizations for the SASIM automatic values in 
Figure 7.25c to see if there is any difference between these and the default 
annealing schedules from Deutsch and Cockerham (1994). There are some visible 
differences between the two different default annealing schedules. 
Using fast and very fast annealing schedules the realizations in Figures 
7.25e and 7.25f appear to have a higher number of high values in some regions, 
but fewer in others, such as the top right hand corner has fewer values. But 
generally the aspects seen in the map of the exhaustive data in (a) and the map of 
the sample data are seen in the realizations. 
The histograms for the realizations for the different annealing schedules 
are in Figure 7.26, together with the histogram for the sample data set. The 
.· 
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histograms for the default, fast and very fast annealing schedules are in (b), (c) 
and (d) respectively. 
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Fig11re 7.26: Histograms/or the realizations. 
The histograms for the realizations in Figure 7.26 when compared to the 
sample histogram in (a) are similar. That is, the histogram for the realizations in 
all cases has been r~produced from the histogram of the sample. They all begin 
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with a high number of values and taper off to approximately twelve, with several 
values to 30. 
The omnidirectional semivariograms for the realizations of the different 
annealing schedules are in Figure 7.27. All contain the semivariogram model 
determined in section 3.3. 
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Figure 7. 27: Semivariograms for the realizations for the different annealing schedules. 
The omnidirectional semivariograms in Figure 7.27 are for the different 
annealing schedules. The semivariograms for the default (a) annealing schedule 
begin with a higher nugget effect than seen in the semivariogram model, and 
contains a greater range at approximately eleven. The semivariograms for the fast 
(b) and very fast (c) annealing schedules also contain a high nugget effect but the 
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range is similar to the semivariogram model, except for the first realization in (b). 
This shows that there are variations between the realizations. 
7. 7 Conclusions about the use of SASIM. 
Truel50. 
The first experiment in Section 7.3 sets only the semivariogram 
component to generate the realizations and to reproduce the omnidirectional 
semivariogram model. This showed that using nlags equal to 56 and nlags equal 
to 98 were too small since the semivariograms of the realizations did not reach the 
sill of the semivariogram model, and using the nlags equal to 120 it was seen that 
the sill was reached, but after the sill was reached, all omnidirectional 
semivariograms dipped to a lower value. The realizations were similar to the map 
of the exhaustive data, and the histograms of the realizations were different for the 
values between zero and one, but were then similar to the histogram of the sample 
data. This is a direct consequence of the sample histogram being used to generate 
the initial image. 
The second experiment in Section 7.4 set the semivariogram and 
histogram components to attempt to reproduce the semivariogram model and 
histogram of the sample. Also the weight of the semi variogram component was 
set to five. It showed that using nlags equal to 56 still did not reach the sill, and 
nlags equal to 98 and 120 reached the sill, and the results were similar. But using 
nlags equal to 98 was selected because it used less time to generate the 
realizations. In all cases, including nlags equal to 56, the histograms from the 
realizations were successfully reproduced from the histogram of the sample data. 
Therefore setting the histogram component improves the results only slightly. 
The third experiment in Section 7.5 used thr. histogram and semivariogram 
components, but changed the weight of the scmivariogram. The results for the 
weight set to five were the best when compared with the results of changing the 
weight to one and three. As expected, the histograms were reproduced 
successfully, but there were differences in the scmivariograrns for the weights 
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equal to one and three. All semivariograms initially began with higher nugget 
values and a longer range than the model. 
So from experimenting with and without the histogram component set, and 
using different weights, it is seen that using simulated ·annealing with Truel50 the 
best reproduction of the histograms and semivariograms was determined by 
setting histogram and semivariogram components in the objective function, as 
well as setting the weight of the semivariogram component to five. We saw the 
resulting omnidirectional experimental semivariograms for two realizations and it 
is useful to find more, to check the exactness of the semivariogram reproduction. 
This is in Figure 7.28 with the model included. 
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Figure 7.28: Omnidirectional semivariogramsfor the first ten realizations. 
The omnidirectional semivariograms in Figure 7.28 show that there are 
small differences, such as a higher nugget effect and some fall below the 
semivariogram model, but we can see that the omnidirectional semivariogram 
model has been reproduced. 
The last experiment m Section 7. 6 used three different annealing 
schedules, the default, fast and very fast. It is seen that the default annealing 
schedule for SASIM and from Deutsch and Cockerham (1994) show some 
differences. But generally all realizations showed similar aspects to the 
exhaustive and sample data seen through the maps, the histograms and the 
omnidirectional sernivariograms. The histograms of the realizations reproduced 
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the histogram of the sample, and the scmivariograms contained higher nugget 
effects and some have greuter ranges, but the general pattern is followed. The 
best realizations were still from Section 7 .4, where the semivariogmm and 
histogram components were set in the objective function. 
BereaJOO. 
In Section 7.3, the first experiment used a parameter file that set only the 
semivariogram component. For all realizations with the value of the nlags as 80, 
153 and 216, the result showed that the semivariogram in the direction 135" (the 
direction of maximum continuity) were almost perfectly reproduced, but the 
semivariogram in the perpendicular direction was not reproduced very well. For 
nlags equal to 80 and 153 the semivariograms in the direction 45" did not reach 
the sill of the required model. The histograms for the realizations, although not 
reproduced, were used by SASIM to generate the realizations. 
The next experiment in Section 7.4 used a SASIM parameter file that set 
the histogram and the semivariogram components in the objective function, and 
the weight of the semivariogram component was set to five. Also, the nlags 
parameter used the values 80, 153 and 216. The histograms for the realizations 
were similar to the histogram of the sample. The semivariograms in direction 45" 
were better reproduced than the scmivariograms in direction 45" in Section 7.3, 
and the semivariograms in direction 135' were worse than the semivariograrns in 
direction 135' in Section 7.3. Therefore the inclusion of the histogram was 
necessary to gain a better reproduction of the semivariogram in the minor 
direction, and both semivariograms for each realization in Section 7.4 together are 
better than the results from just using the scmivariogram component in Section 
7.3. 
Section 7.5 experimented with the weight of the scmivariogram 
component, changing from five as in Section 7.4, to one and three. Also, the 
semivariogram and histogram components were still set. The results for Section 
7.4 were reasonable. The results of the realizations with the weight equal to one 
showed that the histograms were similar to the histogram of the sample, but the 
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semivariograms were worse than the realizations with the weight equal to five. 
The results for the weight equal to three showed that the histograms for the 
realizations were similar to the histogram of the sample, and the semivariograms 
for the realizations were reasonable. But the semivariograms in Section 7.4 for 
nlags equal to 153 were better. The semivariograms in directions 45° and 135° for 
ten realizations are in Figure 7.69. 
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Figure 7.69: Semivariogramsfor the first ten realizations. 
The semivariograms in the direction 135° have been reproduced, but the 
majority of the semivariograms are above the semivariogram model. The 
semivariograms in direction 45° although, have more variations than seen in 
direction 135°. Up to the lag distance often, the semivariograms are similar, but 
when the lag distan~e was greater than ten there were differences. Some are close 
to the semivariogram model, but others either tend off to a higher value or lower 
value. 
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8. COMPARISONS. 
8.1 Comparison Methods. 
In each method of simulation, we conCI.!ntrated on finding a set of 
realizations that best represented the data set. For Sequential Gaussian simulation 
the parameter file was set from the cumulative distribution function of the sample 
data set. There was little experimenting that could be done with this parameter 
file. With Simulated Annealing, there were several parameters that we could 
experiment with. For this parameter file we experimented by using different 
annealing schedules (default, fast and very fast), by using one or two components 
in the objective function, by using different weights for the semivariogram 
component when we used two components, and by using different numbers of 
lags. We saw that the best set of realizations for both data sets used the histogram 
and semivariogram components in our objective function with the weight of !he 
semivariogram component set to the maximum of five. Furthermore the number 
of Jags selected was the middle value (for Truel50 this was 98 and for BereaJOO 
it was 153), generally to save processing time and they rcprodw.:cd the target 
constraints. That is, these realizations were required to reproduce the histogram 
and semivariograms of the sample. 
In this section, we will compare tile "best" realizations for Simulated 
Annealing with those from Sequential Gaussian simulation. To compare we will 
find the mean square error and the mean absolute deviation for each realization for 
each simulation method for each data set. We will sta1t with mean square error 
followed by the mean absolute deviation. 
The mean square error finds the average of the error squared, where the 
error is the difference at each location between the exhaustive set and the 
realization. That is, the mean square error for n observations is equal to: 
(8.1) 
II 
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The mean absolute deviation finds the average ofthe absolute error. That 
is the mean absolute deviation of n observations is computed as: 
(8.2) 
n 
8.2 Mean Square Error. 
The first set of mean square er:-ror results in Figure 8.1 and Figure 8.2 are 
for Tmel50. The results ofthe mean square error for 50 realizations generated by 
Sequential Gaussian simulation for Truel 50 are shown in Figure 8.1. 
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Figure 8.1: The mean sq11are error for Sequential Gaussian Simulation on Tntel50. 
In Figure 8.1 we see that the average mean square error is approximately 
26.51. The maximum is 40.09 from realization 40 and the minimum is 22.27 
from realization 23, so the range of the mean square error is 17. 82. The 
realization with the minimum mean square error can be considered the best 
representation of True while the maximum mean square is the worst. This range 
appears to be quite large, but if we consider that there is only one outlier, 
removing it would give us a much smaller range of approximately 13. There are 
also three realizations that have the average mean square error. 
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The results of the mean square error of 50 realizations for Truel50 
generated by Simulated Annealing are shown in Figure 8.2. 
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Figure 8.2: The mean square errorfor Simulated Annealing on Tnte150. 
In Figure 8.2, using Simulated Annealing we see that the average mean 
square error is 31.20, which is larger than the average of 26.51 seen for Sequential 
Gaussian simulation. The maximum of 35.52 is at realization 44 and the 
minimum of 27.35 is at realization 47. The range of mean square error is 8.17, 
which is much smaller than the range of 17.82 seen for Sequential Gaussian 
simulation. We also see that there are about ten realizations that are close to or 
have the average mean square error. 
It appears that calculating and using the mean square error to compare 
between Sequential· Gaussian and Simulated Annealing using Truel50 that on 
average the best realizations are found using Sequential Gaussian simulation. 
That is the average mean square error is lower for Sequential Gaussian simulation 
and the minimum is also lower. But for Simulated Annealing, the range is much 
smaller and contains no outliers. 
The results for the mean square error for Sequential Gaussian simulation 
for 50 realizations using BereaJOO are shown in Figure 8.3. 
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Figure 8.3: The mean square envr for Sequential Gaussian Simulation on Berea] 00. 
The average mean square error is approximately 215. The m1mmum of 
185.94 is at realization 40 and the maximum of251.89 is at realization 8, so the 
range is 65.95. The maximum is also an outlier. Furthermore, there are 13 
realizations that are close to or equal the average mean square error. 
The results for the 50 realizations for Simulated Annealing usmg 
BereaJOO are shown in Figure 8.4. 
.,/, 
' 
Descriptive Stati5lics 
Vauable. SASBer 
Amm~Owtng ~Test 
A~: O!ifSJ. 
P-\.til.le~ ft llD 
..... 2S0311l 
'"'"' 
17 113 
-
1115:l!l6 ,._ om"" 
........ O.IG40Ul 
" "' 
'""""""' 
lll.14l 
.......... ........ 
........ 171381 
'JrdOU2rth ln. lOll 
·-
J'24.001 
G5'l Conf'16tMe hMtll for UJ 
.b 
' 
776.407 2K.2S3 
on. Confldtnoe lnl;etV~ tor Sigma 
14.364 21.412 
714.2\0 21S.6t5 
Mean Square Error for each reallzat.ion 
!!! 3238~0~ ,, ~J,,q ~~ ~'P'~A~ 
~ 260 \1 - II \( • "'II V \Ivy V \! i • 
:ll 240 
:: 220 
200 
180 +--r-,,-~-.--,-~~--.---~ 
0 5 1 0 15 20 25 30 35 40 45 50 
Realization 
j - MSEvalues - Average MSE j 
Figure 8.4: The mean square errorfor Simulated Annealing on Berea} 00. 
In Figure 8.4 we see that the average mean square error is approximately 
280.38 which is considerably higher than the average of 215 seen for Sequential 
Gaussian simulation. The minimum of 238.25 is at realization 27 and the 
maximum of 324.09 is at realization 37, so the range is 85.84. These are also 
much greater than the results for Sequential Gaussian simulation. We also see 
that the minimum and maximum are two of the three outliers found in Figure 8.4. 
There are also about 1 0 realizations that are close to, or equal to, the average mean 
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square error, which 1s less than the number found for Sequential Gaussian 
simulation. 
Based on the examination of the mean square errors for the realizations 
generated by Sequential Gaussian and Simulated Annealing for Berea] 00, that the 
best results are determined by using Sequential Gaussian simulation. That is the 
average mean square error is lower, the range is smaller and there are fewer 
outliers found so the realizations are less erratic. 
Also, if we examine the results gained from both data sets we see that the 
mean square error for Berea] 00 is much larger than the mean square error of 
True] 50. This is because the values of the observations are much larger and there 
is a large variation of each value at each observation. That is, the mean, minimum 
and maximum for BereaJOO are 56.785, 25.000 and 89.000 respectively. When 
we compare these statistics with those from True / 50 (mean equal to 2.600, 
minimum equal to 0.030 and maximum equal to 29.850), there is a large 
difference. 
8.3 Mean Absolute Deviation. 
In Figure 8.5 and Figure 8.6, we use the 50 realizations for True150 
generated with both simulation methods to find the mean absolute deviation. The 
mean absolute deviation for the realizations for Sequential Gaussian simulation is 
shown in Figure 8.5. 
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Figure 8.5: The mean absolute deviation using Sequential Gaussian simulation on Tn~e. 
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From Figure 8.5, we see that the average mean absolute deviation is 
approximately 2.11 . The minimum of 1. 93 is for realization 22 and the maximum 
of 2.53 is for realization 40, which gives us a range of 0.60. But this range could 
be smaller if we remove the one outlier seen in Figure 8.5a. There are also 14 
realizations that are either equal to, or close to, the average mean absolute 
deviation. 
The results from the mean absolute deviation for realisations for Truel50 
generated by Simulated Annealing are shown in Figure 8.6. 
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Figure 8.6: The mean absolute deviation using Simulated Annealing on True. 
The average mean absolute deviation in Figure 8.6 for Simulated 
Annealing using Truel50 is 2.53, which is greater than the average mean 
deviation seen for Sequential Gaussian simulation of 2.11. The minimum of 2.34 
. is at realization 22 and the maximum of2.81 is at realization 34 and so the range 
is 0.47, which is smaller than the range found for Sequential Gaussian of 0.60. 
There are also no outliers found so we can assume that there are no erratic 
realizations. 
It appears that usmg the mean absolute deviation to compare the 
realizations from Simulated Annealing and Sequential Gaussian simulation 
indicates the realizations for Simulated Annealing has a larger average mean 
absolute deviation and a higher minimum value. Also the range is smaller and the 
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data consist of no outliers. Therefore using Sequential Gaussian produces closer 
results to the exhaustive data. Using the mean squared error also indicated this 
result. 
The next pair of results in Figure 8.7 and Figure 8.8 use BereaJOO to 
create 50 realizations each for Sequential Gaussian and Simulated Annealing. 
The results for Sequential Gaussian simulation are shown in Figure 8. 7. 
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Figure 8. 7: Tfte mean absolute deviation using Sequential Gaussian simulation on Berea. 
In Figure 8.7, the average mean absolute deviation for BereaJOO using 
Sequential Gaussian simulation is about 11 .19. The minimum is 10.47 at 
realization 40 and the maximum is 12.15 at realization 8 so the range is 1.68. 
There is also one outlier, so the range could be smaller if we remove this outlier. 
There are also 10 realizations that have a mean absolute deviation that is close to, 
or equal to, the average. 
The results for the mean absolute deviation for the 50 realizations using 
BereaJOO generated by Simulated Annealing are shown in Figure 8.8. 
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Figure 8.8: The mean absolute deviation using Simulated Annealing on Berea. 
In Figure 8.8 we have the results for BereaJOO. The average mean 
absolute deviation is 12.89, which is greater than the average for Sequential 
Gaussian. The minimum is 11.86 at realization 27 and maximum is 13.71 at 
realization 37, so the range is 1.85, which is greater than the range found for 
Sequential Gaussian simulation. There is also one outlier found which is at the 
minimum value. There are also more realizations that are close to, or equal to, the 
average. 
The realizations generated by Sequential Gaussian simulation for 
BereaJOO shows that the average mean absolute deviation is much lower than that 
from the realizations from Simulated Annealing. Also the minimum mean 
absolute deviation is much lower for Sequential Gaussian than for Simulated 
Annealing. 
As mentioned earlier there is a difference between the values for the mean 
absolute deviation for True I 50 and Be real 00 because of the larger variation for 
each observation in BereaJOO. 
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9. CONCLUSION. 
This thesis has been devoted to experimentation with the Simulated 
Annealing algorithm SASIM. In addition, a 1.:omparison is provided with the 
Sequential Gaussian algorithm SGSIM. The methods were evaluated hy means of 
the criteria of Mean Square Error (MSE) and Mean ,\bsolutc Deviation (MAD). 
As we saw, using Simulated Annealing is computer time intensive hut, for the 
case studies we considered, did not pmducc a better rcsull than that obtained from 
Sequential Gaussian simulation. 
In the context of two case studies involving both sample and exhaustive 
data sets, we demonstra-t·ed the usc of SASIM and then investigated the effect on 
the outcome of varying the different algorithm parameters, such as number of 
lags, and also the annealing schedule. We also considered the effect of changing 
the weighting given in the simulated annealing objective function to the 
reproduction of eac-h of the sample histogram and semivariogram. We saw that 
the best set of realizations for both case studies used the objective function with 
both components included and with the weight of the scmivariogram component 
set to the maximum of five. Furthermore we found that a 'middle· choice for the 
number of Jags (for Tmd 50 th1s was 98 and for Berea/00 it was \53). to save 
processing time, still produced a reasonable result, with good reproduction of the 
target constraints. 
In industry, there is always the need to fully understand the vanous 
methods on offer and to make an infonned choice b~.;:ween them in any particular 
case. This study is useful from this paint of view. 
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APPENDIX A: THE DATA SETS. 
A.l TrueJSO. 
X y Primary X y Primary X y Pr im3.ry 
44. 5 1.5 0.04 3.5 46.5 0.72 5. 5 25.5 () . 12 
3. 5 36.5 0.24 45.5 ~8.5 0.71 31.5 43.5 5. 39 
27. 5 23.5 0.82 11,. 5 24.5 0.28 4. 5 7.5 8. 56 
46.5 31. 5 2.38 33.5 47.5 9.46 40. 5 44.5 1. 10 
5. 5 15.5 0.15 J.E.5 16.5 29.85 20.5 43.':1 0. 82 
22.5 39.5 0.86 43.5 12.5 1. 00 3.5 29.5 0. 32 
35.'> 38.5 0.93 32. 5 39.5 3.84 2. 5 26.5 0.09 
41. 5 12.5 0.68 30.5 42.5 21.08 -13.5 17.5 0.25 
22. 5 7. 5 0.28 3. 5 0.5 0.95 37. 5 34. 5 4.09 
37. 5 23.5 0. 12 36.5 49.5 1. 96 26. 5 28.5 1. 18 
15.~ 15.5 10. 82 7. 5 48.5 1. 89 34. 5 36.':. 11.42 
41.5 5.5 0.78 43.5 29.5 3.59 29. 5 23.5 1 .14 
13.5 24.5 0.84 2'/. 5 34.5 1. 82 39. 5 37.5 1. 66 
16.5 30.5 0.43 4.5 6. 5 6.70 45. 5 47.5 24.Q3 
23. 5 6.5 1. 50 14.5 15.5 2.36 48. 5 26 5 0.63 
40.5 39.5 0.37 9.5 28.5 9.27 20. 5 1.5 0.0:.' 
19.5 34.5 3.68 19.5 18.5 1. 30 30. 5 10.5 0.63 
17.5 33.5 0.93 31.5 33.5 2. -;9 20.5 24.5 1. 74 
13.5 1.5 0.11 23.5 18.5 0.16 43. 5 1\4.5 1. 30 
4.5 49.5 1.19 20.5 39.5 0.57 40. 5 3 3. 5 5. 49 
25.5 6. 5 1.15 19.5 36.5 7.21 17. 5 0. 5 0. 82 
5. 5 2.5 0.05 33.5 22.5 0.78 47. 5 8. 5 3. 92 
3.5 48.5 0.63 9. 5 15.5 0.08 4.:. 5 27.5 0.91 
47.5 23.5 1.18 39.5 10.5 0.29 0.5 37.5 0. 56 
2. 5 19.5 :::.ss 11.5 6.5 0.24 ]0. 5 49.5 12. 08 
10. 5 8.5 0.34 45.5 11.5 2.11 24. 5 10.5 0. 94 
36. 5 29.5 6.61 14.5 20.5 0.06 27 . 5 31.5 1. 87 
31.5 35.5 3.08 13.5 35.5 1.19 24. 5 33.5 2. 88 
0.5 41.5 2.33 39.5 16.5 0.08 24. 5 2-5.5 0. 58 
33. 5 34.5 1. 88 29.5 3.5 6.01 30. 5 4. 5 5. 51 
38.5 31.5 18.64 28.5 14.5 0.11 7. 5 14.5 0. 39 
15.5 3. 5 0.10 34.5 16.5 0.07 6. 5 27.5 2. 53 
4.5 13.5 3.88 42.5 18.5 0.56 34. 5 42.5 2. 20 
36.5 33.5 2. 3 8 0. 5 32.5 0. 87 
'. 5 ·1 D. 5 0.78 
3. 5 12.5 11. 50 40.5 32.5 4.66 l7. 5 3!,. 5 1. 3 6 
17.5 28.5 0.17 44.5 26.5 0.81 36. 5 17.5 0. 10 
21.5 49.5 0.05 7. 5 25.5 0.17 33 . 5 18.5 0. 37 
44.5 15.5 0.48 20.5 11.5 0.99 15. 5 9. 5 0.25 
46.5 23.5 0.64 35.5 3.5 0.33 32. 5 37.5 3 . 21 
22.5 30.5 1. 21 15.5 8.5 0.60 25.5 9. 5 0.79 
2. 5 28.5 0.31 27.5 10.5 0.30 31.5 9. 5 1. 57 
47. 5 40.5 1.31 20.5 45.5 2. 03 34. 5 12.5 0. 46 
32. 5 40.5 5.62 27.5 46.5 1. 81 7. 5 46.5 1.03 
46.5 11.5 5.65 45.5 8.5 2.31 21.5 16.5 0.25 
17.5 26.5 0.39 49.5 31.5 1. 27 34.5 2.5 0.11 
18.5 37.5 5.25 0.5 23. 5 0.66 38. 5 29. 5 2. 68 
43. 5 18.~ 0.63 43.5 22.5 0.69 24.5 37. 5 3 . 90 
37.5 10.5 0,77 4. 5 21.5 1. 75 17.5 15.5 9. 08 
31.5 36.5 4.29 48.5 0.5 0.95 31.5 49.5 5. 49 
10.5 19.5 0.03 49.5 21.5 1. 68 15.5 35.5 2 .18 
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A.2 BerealOO. 
Easting Northing Permeability Eastin • Northin • Permeability 
21.5 18,5 55.0 21.5 4.5 42.0 
30.5 27.5 49.0 215 28.5 50.0 
37.5 8.5 78.0 0.5 19.5 39.0 
3.5 36.5 62.0 245 B.5 58.5 
4.5 3.5 58.0 38.5 37.5 82.0 
Qj 11.5 57.5 30.5 10.5 58.5 
32.5 8.5 62.0 24.5 13.5 75.0 
37.5 25.5 88.5 21.5 26.5 56.0 
15.5 33.5 48.0 10.5 12.5 36.0 
0.5 23.5 46.0 6.5 21.5 30.0 
ll.5 1.5 56.0 8.5 36.5 55.0 
24.5 21.5 45.0 37.5 35.5 89.0 
18.5 18.5 63.0 28.5 8.5 54.0 
31.5 12.5 78.0 35.5 28.5 G7.0 
7.5 36.5 56.0 20.5 7.5 32.5 
1.5 3.5 42.5 31.5 10.5 67.0 
36.5 30.5 80.0 18.5 4.5 54.0 
9.5 12.5 34.0 22.5 10.5 51.0 
25.5 0.5 42.5 21.5 3.5 38.5 
32.5 24.5 32.0 35.5 22.5 40.0 
7.5 34.5 60.0 1.5 22.5 65.0 
37.5 38.5 78.5 39.5 31.5 77.5 
38.5 25.5 63.0 15.5 24.5 55.5 
21.5 2.5 59.0 27.5 25.5 50.0 
36.5 22.5 49.0 5.5 39.5 53.0 
26.5 13.5 75.5 24.5 36.5 79.5 
18.5 21.5 60.0 5.5 5.5 58.5 
30.5 6.5 58.0 18.5 33.5 55.0 
30.5 29.5 60.5 30.5 37.5 89.0 
38.5 18.5 53.0 18.5 34.5 48.0 
35.5 14.5 66.0 4.5 12.5 60.0 
ll.5 30.5 54.0 14.5 20.5 60.0 
38.5 16.5 64.0 14.5 11.5 30.0 
4.5 21.5 40.5 30.5 7.5 51.0 
34.5 10.5 69.0 36.5 0.5 59.0 
30.5 9.5 57.5 35.5 5.5 69.0 
30.5 32.5 75.0 14.5 3.5 49.5 
29.5 29.5 55.0 38.5 29.5 75.0 
19.5 21.5 60.0 21.5 13.5 45.5 
28.5 12.5 70.0 31.5 31.5 85.0 
34.5 12.5 62.0 31.5 1.5 25.0 
32.5 23.5 38.0 2.5 34.5 61.0 
32.5 17.5 58.0 23.5 14.5 48.0 
13.5 6.5 65.5 4.5 26.5 46.0 
33.5 13.5 7j.5 39.5 14.5 56.5 
38.5 9.5 65.0 7.5 23.5 40.0 
36.5 23.5 49.5 20.5 28.5 49.0 
4.5 5.5 42.5 2.5 29.5 48.0 
37.5 1.5 74.0 6.5 2.5 38.0 
28.5 24.5 37.0 11.5 36.5 46.5 
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APPENDIX B. 
B. I GSLIB21ibrary. 
GSLIB is a suite of geostatistical programs that have be accumulated and 
described in Deutsch and Joumcl (1998). It consists executive programs that usc 
user-defined parameter files to perform different gcostatistical functions. The 
outputs from GSLIB are new data sets and sometimes debug files. In our case the 
outputs required will be to assist in obtaining and examining the simulated data. 
The programs and parameter files that wi II be used arc: 
NSCORE.EXE, NSCORE.PAR: 
This program is used to transform non-normal data to normally distributed 
data. This is used in sequential Gaussian simulation. 
VARMAP.EXE, VARMAP.PAR: 
This is used to draw semivariograms surface maps where a large number 
of observations are used. 
GAM.EXE, GAM. PAR: 
This is used to draw semivariograms in different directions where the data 
is anisotropic. 
GAMV.EXE, GAMV.PAR: 
This is used to draw omnidirectional semivariograms for isotropic data 
sets. 
SGSIM.EXE, SGSIM.PAR: 
This is GSLIB's program to use for sequential Gaussian simulation. 
SASIM.EXE, SASIM.PAR: 
This is GSLIB's program to use for simulated annealing. 
The parameter files are the files that contain the parameters to perform the 
required task. Not all parameter files have been included in Appendix C because 
there are too many parameter files to include. For ex. ample, when a parameter file 
for a simulation is run, the output produced includes data for three realizations. 
So when creating semivariogram surfaces (VARMAP) and semivariograms 
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(GAM and GAMY) for each realization, there would be numerous amounts of 
each. Therefore, only examples of each will be included. 
Also, the puramctcr riles have a line number for the parameters included. 
This is so when referencing to a particular line, it is easier to refer by line number. 
8.2 3Plot98. 
3Piot is a public domain program that is part of the GeoStat Office Suite. 
It is used to plot the observations into either a post plots or mosaic maps. It is also 
used for mapping the semivariogram surface. 
8.3 Variowin 2.2. 
Variowin is a program that consists of several executable programs, to 
create semivariograms, semivariogram surfaces, madograms, covariance and 
correlograms, and model the semivariograms. 
8.4 Microsoft Excel 2000. 
Microsoft Excel is one program found in the Microsoft Office Suite. It is 
a spreadsheet program. 
8.5 Minitab 13 
Minitab is a comprehensive statistical package, but in this study, it is used 
for exploratory data analysis to find the summary or descriptive statistics, 
histograms, box plots, and other information common to all other statistical 
techniques. It is also useful for calculating the logarithmic data, and exporting the 
columns of data to a data file. 
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APPENDIX C: PARAMETER FILES. 
C. I NORMAL SCORES TRANSFORMATION (NSCORE). 
True/50. 
1 
2 
3 
4 
5 
6 
7 
B 
Parameters for NSCORE 
START OF PARAMETERS: 
truelSO.dat 
3 0 
-l.Oe21 l. Oe21 
0 
histsmth.out 
1 2 
primns.dat 
primns.trn 
\file with data 
\ columns for var j_able and weight 
\ trimming limits 
\!=transform according to specified ref. dist. 
\ file with reference dist. 
\ columns for variable and weight 
\file for output 
\file for output transformation table 
Berea/00. 
1 
2 
3 
4 
5 
6 
7 
B 
Parameters for NSCORE 
·~·······~··········· 
START OF PARAMETERS: 
berealOO.dat 
4 0 
-l.Oe2l l.Oe21 
0 
histsmth.out 
1 2 
blOOns.dat 
blOOns.trn 
\file with data 
\ columns for variable and weight 
\ trimming limits 
\!=transform according to specified ref. dist. 
\ file with reference dist. 
\ columns for variable and weight 
\file for output 
\file for output transformation table 
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C.2VARMAP. 
Truel50. 
Parameters for VARMAP 
START OF PARAMETERS: 
1 truens.dat 
2 1 5 
3 -l.Oe21 
4 1 
5 50 50 
6 1.0 1.0 
7 1 2 0 
8 TrnsVM.dat 
9 30 30 
10 1.0 1.0 
11 1 
12 1 
13 1 
14 1 1 1 
BerealOO. 
l.Oe21 
1 
1.0 
0 
1.0 
-file with data 
number of variables: column numbers 
trimming limits 
-!=regular grid, O=scattered values 
-if =1: nx, ny, nz 
xsiz, ysiz, zsiz 
-if =0: columns for x,y, z coordinates 
-file for variogram output 
-nxlag, nylag, nzlag 
-dxlag, dylag, dzlag 
-minimum number of pairs 
-standardize sill? {O=no, l=yes) 
-number of variograms 
-tail, head, variograrn type 
Parameters for VARMAP 
START OF PARAMETERS: 
1 bereans.dat 
2 1 5 
3 -1. Oe21 1. Oe21 
4 1 
5 40 40 1 
6 1.0 1.0 1.0 
7 1 2 0 
8 BrnsVM.dat 
9 25 25 0 
10 1.0 1.0 1.0 
11 1 
12 1 
13 1 
14 1 1 1 
-file with data 
number of variables: column numbers 
trimming limits 
-!=regular grid, O=scattered values 
-if =1: nx, ny, nz 
xsiz, ysiz, zsiz 
-if =0: columns for x,y, z coordinates 
-file for variogram output 
-nxlag, nylag, nzlag 
-dxlag, dylag, dzlag 
-minimum number of pairs 
-standardize sill? (O=no, l=yes) 
-number of variograms 
-tail, head, variogram type 
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C.3GAMV. 
Truel50. 
Parameters for GAMV 
••••••••••••••••••• 
START OF PARAMETERS: 
1 primns 1 . da t 
2 1 2 0 
3 1 4 
4 -1. Oe21 l.Oe21 
5 Varnsl.dat 
6 10 
7 2.50 
8 1.25 
9 l 
10 0.0 90.0 50.0 0.0 90.0 50.0 
11 l 
12 l 
-file with data 
columns for X, Y, Z coordinates 
number of variables,col numbers 
trimming limits 
-file for variogram output 
-nu .. tnber of lags 
-lag separation distance 
-lag tolerance 
-number of directions 
-azm,atol,bandh,dip,dtol,bandv 
-standardize sills? (O=no, l=yes) 
-number of variograms 
13 l l l -tail var., head var., variogram type 
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C.4GAM. 
BereaJOO. 
Parameters for GAM 
•••••••••••••••••• 
1 
2 
3 
4 
5 
6 
7 
8 
9 
START OF PARAMETERS: 
bl00ns3.dat -file with data 
1 4 
-l.Oe21 
GBrns3.dat 
1 
40 0.5 
40 0.5 
1 0.5 
2 25 
10 1 1 0 
11 1 -1 0 
12 1 
13 1 
l.Oe21 
1.0 
1.0 
1.0 
number of variables, column numbers 
trimming limits 
-file for variogram output 
-grid or realization number 
-nx, xrnn, xsiz 
-ny, ymn, ysiz 
-nz, zmn, zsiz 
-number of directions, number of lags 
-ixd(l), iyd(l), izd(l) 
-ixd(2) ,iyd(2),izd(2) 
-standardize sill? (O=no, l=yes) 
-number of variograms 
14 1 1 1 -tail variable, head variable, variogram type 
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C.S SEQUENTIAL GAUSSIAN SIMULATION (SGSIM). 
Tntel50. 
Parame~ers for SGSIM 
START OF PARAMETERS: 
1 truelSO .dat 
2 1 2 0 3 0 0 
3 -1. Oe21 1. Oe21 
4 1 
5 sgsim, trn 
6 0 
7 histsmth.out 
8 1 2 
9 0.0 50.0 
10 1 0.0 
11 4 1.25 
12 2 
13 truesgs.dbg 
14 truesgs. da t 
15 50 
16 50 0.5 1.0 
17 50 0.5 1.0 
18 1 0.5 1.0 
19 69069 
20 0 8 
21 12 
22 1 
23 0 3 
24 0 
25 10.0 10.0 10.0 
26 0. 0 0.0 0.0 
27 0 1.0 1.0 
28 .. /data/ydata.dat 
29 0 
30 1 0.01 
31 1 0.99 0.0 
32 9.6 
0.0 
9.6 
-file with data 
columns for x,y,z,vr,wt,sec.var. 
trimming limits 
-transform Lhe data (O=no, !=yes) 
file for output trans table 
consider ref. dist (O=no, l=yes) 
file with ref. dist distribution 
columns for vr and wt 
zmin,zmax(tail extrapolation) 
lo~1er tail option, parameter 
upper tail option, parame~er 
-debugging level: 0,1,2,3 
-file for debugging output 
-file for simulation output 
-number of realizations to generate 
-nx,xnm,xsiz 
-ny,ymn,ysiz 
-nz,zmn,zsiz 
-random number seed 
-min and max original data for sim 
-number of simulated nodes to use 
-assign data to nodes (O=no, l~yesl 
-multiple grid search (O=no, l=yes) ,num 
-maximum data per octant (O=not used) 
-maximum search radii (hmax,hmin,vert) 
-angles for search ellipsoid 
-ktype: 0=SK,l=OK,2=LVM,3=EXDR,4=COLC 
file with L~1, EXDR, or COLC variable 
column for secondary variable 
-nst, nugget effect 
0.0 -it,cc,angl,ang2,ang3 
0.0 -a_hmax, a_hmin, a_vert 
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Berea/00. 
Parameters for SGSIM 
•••••••••••••••••••• 
1 
2 
3 
4 
5 
6 
7 
8 
START OF PARAMETERS: 
berealOO.dat 
120400 
-l.Oe21 
1 
1. Oe21 
sgsim. trn 
0 
histsmth.out 
1 2 
9 20.0 
10 2 
11 4 
12 2 
95.0 
2.0 
1.5 
13 
14 
15 
16 
bersgs.dbg 
bersgs.dat 
50 
40 0.5 
17 40 0.5 
18 1 0.5 
19 69069 
20 0 B 
21 12 
22 1 
23 0 3 
0 
1.0 
1.0 
1.0 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
30.0 15.0 15.0 
135.0 0.0 0.0 
0 1.0 1.0 
•. /data/ydata.dat 
0 
2 0.15 
1 0.53 135.0 
7.0 
1 0.32 135.0 
12700.0 
0.0 
7.0 
0.0 
12.7 
0.0 
0.0 
0.0 
0.0 
-file with data 
columns for X,Y,Z,vr,wt,sec.var, 
trimming limits 
-transform the data (O=no, l=yes) 
file for output trans table 
consider ref. dist (O=no, l=yes) 
file with ref. dist distribution 
columns for vr and wt 
zmin,zmax(tail extrapolation) 
lower tail option, parameter 
upper tail option, parameter 
-debugging level: 0,1,2,3 
-file for debugging output 
-file for simulation output 
-number of realizations to generate 
-nx,xrnn,xsiz 
-ny,ymn,ysiz 
-nz,zmn,zsiz 
-random number seed 
-min and max original data for sim 
-number of simulated nodes to use 
-assign data to nodes (O=no, l=yes) 
-multiple grid search (O=no, l=yes),num 
-maximum data per ~ctant (O=not used) 
-maximum search radii (hmax,hmin,vert) 
-angles for search ellipsoid 
-ktype: O=SK, 1=0K, 2=LV11, 3=EXL., ·1 =COLC 
file with LVM, EXDR, or COLC variable 
column for secondary variable 
-nst, nugget effect 
-it,cc,angl,ang2,ang3 
-a_hmax, a_hmin, a_vert 
-it,cc,ang1,ang2,ang3 
-a_hmax, a_hmin, a_vert 
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C.6 SIMULATED ANNEALING SIMULATION (SASIM) 
Truel50- Using only the scmivariogram component (TrV.par). 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Parameters for SJ\.STM 
•••••••••••••••••••• 
START 
0 1 
1 5 
1 
OF PARAMETERS: 
0 0 0 
1 1 1 
50 
50 0. 5 
50 0.5 
1 0.5 
69069 
2 
truesasv.dbg 
truesasv.dat 
0 
1.0 
1.0 
1.0 
1.0 0.10 100 10 3 0.001 
100 1.0 
1000 
1 
true150.dat 
1 2 0 3 
-1.0e21 1.0e21 
1 
true150.dat 
3 0 
48 
1 
2.78 
•. /data/seisdat.dat 
1 
1 
0.60 
.. /data/cal.dat 
2 1 0 
-0.5 100.0 
5 
5 
120 
0 
1 0.01 
1 0.36 0.0 0.0 0.0 
8.75 8.75 0.0 
-components: hist,varg,ivar,corr,cpdf 
-weight: hist,varg,ivar,corr,cpdf 
-O=no transform, l~log transform 
-number of realizations 
-grid definition: nx,xmn,xsiz 
ny,ymn,ysiz 
nz,zmn,zsiz 
-random number seed 
-Jebugging level 
-file for debugging output 
-file for simulation output 
-schedule {O=automatic,l=set below) 
schedule: tO,redfac,ka,k,num,Omin 
maximum perturbations, reporting 
maximum number without a change 
-conditioning data: {O=no, l=yes) 
file with data 
columns: x,y,z,attribute 
trimming limits 
-file with histogram: (O=no, l=yes) 
file with histogram 
column for value and weight 
nwuber of quantiles ior obj. func. 
-number of indicator variograms 
indicator thresholds 
-file with gridded secondary data 
column number 
vertical average {O=no, l=yes) 
-correlation coefficient 
-file with paired data 
columns for primary, secondary, wt 
minimum and maximum 
nwuber of primary thresholds 
number of secondary thresholds 
-Variograms: number of lags 
standardize sill (O=no,1=yes) 
nst, nugget effect 
it,cc,ang1,ang2,ang3 
a_hmax, a_hmin, a_vert 
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Tme150- Using the histogram ·md scmivariogram components (TrVIJ.par). 
1 
2 
3 
4 
5 
6 
7 
B 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Parameters for SASIM 
.................... 
START OF PARAMETERS: 
1 1 0 0 0 
1 5 1 1 1 
1 
50 
50 0. 5 1.0 
50 0. 5 1.0 
1 0. 5 1.0 
69069 
2 
TrV'ri.dbg 
TrVH.dat 
0 
1.0 0.10 100 10 3 
100 1.0 
1000 
1 
truelSO.dat 
1 2 0 3 
-1.0e21 1. Oe21 
1 
truelSO ,dat 
3 0 
48 
1 
2.78 
•. /data/seisdat.dat 
1 
1 
0.60 
•. /data/cal.dat 
2 1 0 
-0.5 100.0 
5 
5 
120 
0 
1 0.01 
1 0.36 0.0 0.0 
8.75 8,75 
0.001 
0.0 
0.0 
-components: hist,varg,iv~r,corr,cpdf 
-weight: hist, varg, i 'Jar, carr, cpdf 
-O=no transform, l=log tran5form 
-number of realizations 
-grid definitiun: nx.xmn,xsiz 
ny, ymn, ysiz 
nz,z::m.zsiz 
-random n~~er seed 
-debugging level 
-file for deb..1gging output 
-file for sim•Jlation output 
-schedule (O=autorr.atic,l=set below) 
schedule: tO,redfac,lo::a,k,num,Omin 
maximum perturbations, reporting 
maximum r:u.~er without a change 
-conditioning data: (O=no, l=yes) 
file with data 
columns: x,y,z,attribute 
trirruning limits 
-file •,.;ith histogram: (O=no, l=yes) 
file with histogram 
column. for- value and weight 
number- of quantiles for obj. func. 
-number- of indicnto.::- variograms 
indicator- thr-esholds 
-file with gr-idde~. secondar-y data 
column number 
vertical average (O=no, l=yes) 
-corralation coefficient 
-file with pnired data 
columns for primary, secondary, wt 
minimum and maximum 
number of primary thresholds 
number of secondary thresholds 
-Variograms: number of lags 
standardize sill (O=no,l=yes) 
nst, nugget effect 
it,cc,angl,ang2,ang3 
a_hmax, a_hmin, a_vert 
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Berea/00- Using only the semivariogram component (/JerV.par). 
Parameters for SASIM 
.................... 
1 
2 
3 
4 
5 
6 
START 
0 1 
1 5 
0 
50 
40 
40 
OF PARAMETERS: 
0 0 0 
1 1 1 
0.5 1.0 
0.5 1.0 
7 1 0. 5 1.0 
8 69069 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
2 
BerV216.dbg 
BerV216.dat 
0 
1.0 0.10 100 10 3 0.001 
100 1. 0 
1000 
1 
berealOO,dat 
1 2 0 4 
-1.0e21 1. Oe21 
1 
berea100.dat 
4 0 
24 
1 
2. 78 
,,/data/seisdat.dat 
1 
1 
0.60 
.. /data/cal.dat 
2 1 0 
-0.5 100.0 
5 
5 
216 
0 
2 25.5 
1 130.2 135.0 0.0 0.0 
9.9 9.9 o.o 
1 44.1 135.0 
2100.0 
0.0 o.o 
2.1 0.0 
-components: hist,varg, ivar,ccrr,cpdf 
-weight: hist,varg, ivar,corr,cpdf 
-O=no transform, 1=log transform 
-number of realization5 
-grid definition: nx,xmn,xsiz 
ny,ymn,ysiz 
nz,zrrn,zsiz 
-random n~~er seed 
-debugging level 
-file for debugging output 
-file for simulation output 
-schedule (O=automatic,l=set below) 
schedule: ~O.redfac,ka,k,num,Omin 
maximum perturbations, reporting 
maximum number without a change 
-conditioning data: (O=no, l"'yes) 
file with data 
columns: x,y,z,attribute 
trimming limits 
-file with histogram: (O=no, l=yes) 
file with histogram 
column for value and weight 
number of quantiles for obj. func. 
-number of indicator variograms 
indicator thresholds 
-file with gridded secondary data 
column number 
vertical average (0=no, l=yes) 
-correlation coefficient 
-file with paired data 
columns for primary, secondary, wt 
minimum and maximum 
number of primary thresholds 
number of secondary thresholds 
-Variograms: number of lags 
standardize sill (O~no,l=yes) 
nst, nugget effect 
it,cc,ang1,ang2,ang3 
a_hmax, a_hmin, a_vert 
it, cc, ang1, ang2, ang3 
a_hmax, a_hmin, a_vert 
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BerealOO- Using the histogram and semivariogram componenls (BerVIJ.par). 
Parameters for SASI!1 
.............. " ..... 
START OF PARAMETERS: 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 1 
1 5 
0 
50 
40 
40 
1 
69069 
2 
0 0 
1 1 
0.5 
0.5 
o.s 
10 BerVH216 .dbg 
11 BerVH216.dat 
12 0 
0 
1 
1.0 
1.0 
1.0 
13 1. 0 0 .10 100 10 3 
14 100 1. 0 
15 1000 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
1 
berea100.dat 
1 2 0 4 
-1.0e21 l.Oe21 
1 
berea100.dat 
4 0 
24 
1 
2.78 
.• /data/seisdat.dat 
1 
1 
0.60 
.. /data/cal.dat 
2 1 0 
-0.5 100.0 
5 
5 
216 
0 
2 25.5 
1 130.2 135,0 0.0 
9. 9 9.9 
1 44.1 135.0 0.0 
2100.0 2.1 
-components: hist,varg,ivar,corr,cpdf 
-weight: hist,varg, ivar,corr,cpdf 
-O=no transform, l~log tran2form 
-number of realizations 
-grid definition: nx,xmn,xsiz 
ny,ymn,ysiz 
nz, zmn, zsiz 
-random number seed 
-debugging level 
-file for debugging output 
-file for simulation output 
-schedule (O=automatic,l=set below) 
0.001 schedule: tO,redfac,ka,k,num,Omin 
maximum perturbations, reporting 
maximum number without a change 
0.0 
0.0 
0.0 
0.0 
-conditioning data: (O=no, l=yes) 
file with data 
columns: x,y,z,attribute 
tril!Ulling 1 imi ts 
-file with histogram: (O=no, l=yes) 
file with histogram 
column for value and weight 
number of quantiles for obj. func. 
-number of indicator variograms 
indicator thr-esholds 
-file with gridded secondary data 
column number 
vertical average (O=no, l=yes) 
-correlation coefficient 
-file with paired data 
c:olumns for primary, secondary, wt 
minimum and maximum 
number of primary thresholds 
number of secondary thresholds 
-Variograrns: number of lags 
standardize sill (O=no,l=yes) 
nst, nugget effect 
it, cc, angl, ang2, ang3 
a_lunax, a_hmin, a_vert 
it, cc, ang1, ang2, ang3 
a_lunax, a_hmin, a_vert 
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TrAD.par- Using a default annealing schedule. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Parameters for SASIM 
·····~·············· 
START OF 
1 1 0 
PARAMETERS: 
0 0 
1 5 1 1 
1 
50 
so 0. 5 
50 0. 5 
1 0. 5 
69069 
2 
TrVHAD.dbg 
TrVHAD.dat 
1 
1 
1.0 
1.0 
1.0 
1.0 0.10 
100 l. 0 
1000 
100 10 
1 
true150.dat 
1 2 0 
-l.Oe21 
1 
true150.dat 
3 0 
48 
1 
2.78 
3 
1.0e21 
•. /data/seisdat.dat 
1 
1 
0.60 
•. /data/cal.dat 
2 1 0 
-0.5 100.0 
5 
5 
98 
0 
1 0.01 
3 0.001 
1 0.36 0. 0 0.0 0,0 
8.75 8.75 0.0 
-components: hist,varg,ivar,corr,cpdf 
-weight: hist,varg,ivar,corr,cpdf 
-O=no transform, 1=log transform 
-number of realizations 
-grid definition: nx,xmn,xsiz 
ny,ymn,ysiz 
nz,zmn,zsiz 
-random number seed 
-debugging level 
-file for debugging output 
-file for simulation output 
-schedule (O=automatic,1=set below) 
schedule: tO,redfac,ka,k,num,Omin 
maximum perturbations, reporting 
maximum number without a change 
-conditioning data: (O=no, l=yes) 
file with data 
columns: x,y,z,attribute 
trimming 1 imi ts 
-file with histogram: (O=no, l=yes) 
file with histogram 
column for value and weight 
number of quantiles for obj. func. 
-number of indicator variograms 
indicator thresholds 
-file with gridded secondary data 
column number 
vertical average (O=no, l=yes) 
-correlation coefficient 
-file with paired data 
columns for primary, secondary, wt 
minimum and maximum 
number of primary thresholds 
number of secondary thresholds 
-variograms: number of lags 
standardize sill (O=no,l=yes) 
nst, nugget effect 
it,cc,angl,ang2,ang3 
a_hmax, a_hmin, a_vert 
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TrAF.par- Using a fast annealing schedule. 
Parameters tor SASIM 
..... * ........... * ..... . 
1 
2 
3 
4 
5 
6 
7 
8 
9 
START 
1 1 
1 5 
1 
50 
so 
so 
l 
69069 
2 
OF PARAMETERS: 
0 0 0 
1 l 1 
0,5 1.0 
o.s 1.0 
0.5 1.0 
10 TrVHAF.dbg 
11 Tr'fHAF.dat 
12 1 
-components: hist,varg,ivar,corr,cpdf 
-weight: hist,varg,ivar,corr,cpdf 
-O=no transform, l~log transform 
-number of realizations 
-grid definition: nx,xmn,xsiz 
ny,ymn,ysiz 
nz,zmn,zsiz 
-random number seed 
-debugging level 
-file for debugging output 
-file for simulation output 
-schedule {O~automatic,l=set below) 
13 1.0 0.05 50 5 3 0.001 schedule: tO,redfac,ka,k,num,omin 
14 100 1.0 
15 1000 
16 1 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
truelSO.dat 
1 2 0 3 
-1. Oe21 1. Oe21 
1 
truelSO.dat 
3 0 
48 
1 
2.78 
,./data/seisdat.dat 
l 
1 
0.60 
.. /data/cal.dat 
2 1 0 
-0.5 
5 
5 
98 
0 
100.0 
1 0.01 
l 0.36 0. 0 0. 0 0. 0 
8.75 8.75 0.0 
maximum perturbations, reporting 
maximum number without a change 
-conditioning data: {O=no, l=yes) 
file with de ta 
columns: x,y,z,attribute 
trinuning limits 
-file with histogram: {O:=no, l=yes) 
file with histogram 
column for velue and weight 
number of quantiles for obj. func. 
-number of indicator variograms 
indicator thresholds 
-file with gridded secondary data 
column number 
vertical average {O~no, l=yes) 
-correlation coefficient 
-file with paired data 
columns for primary, secondary, wt 
minimum and maximum 
number of primary thresholds 
number of secondary thresholds 
-Variograms: number of lags 
standardize sill (O=no,l=yes) 
nst, nugget effect 
it,cc,angl,ang2,ang3 
a_hmax, a_hmin, a_vert 
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TrAVF.par~ Using a very fast annealing schedule. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Parameters for SASIM 
•••••••••••••••••••• 
START OF 
1 1 0 
PARAMETERS: 
0 0 
1 5 1 1 1 
1 
50 
50 
50 
1 
69069 
2 
0.5 
0.5 
0.5 
TrVHAVF. dbg 
TrVHAVF.dat 
1 
0.5 0.01 
100 1. 0 
1000 
1 
truelSO.dat 
10 
1 2 0 3 
1.0 
1.0 
1.0 
-l.Oe21 l.Oe21 
1 
true150 .dat 
3 0 
48 
1 
2,78 
2 
.. /data/seisdat.dat 
1 
1 
0.60 
.. /data/cal.dat 
2 1 0 
-0.5 100.0 
5 
5 
98 
0 
0.01 
3 0.001 
1 
1 0.36 o.o 0 .o o.o 
8.75 8.75 0.0 
-components: hist, varg, ivar, corr, cpdf 
-weight: hist, varg, ivar, carr, cpdf 
-O=no transform, l=log transform 
-number of realizations 
-grid definition: nx,xmn,xsiz 
ny,ymn,ysiz 
nz,zrnn,zsiz 
-random n~er seed 
-debugging level 
-file for debugging output 
-file for simulation output 
-schedule (O=automatic,l=set below) 
schedule: tO, redfac, ka, k, num, omin 
maximum perturbations, reporting 
maximum number without a change 
-conditioning data: (O=no, l=yes) 
file with data 
columns: x,y,z,attribute 
trimming limits 
-file with histogram: {O=no, l=yes) 
file with histogram 
column for value and weight 
number of quantiles for obj. func. 
-number of indicator variograms 
indicator thresholds 
-file with gridded seco~dary data 
column number 
vertical average {O=no, l=yes) 
-correlation coefficient 
-file with paired data 
columns for primary, secondary, wt 
minimum and maximum 
number of primary thresholds 
number of secondary thresholds 
-Variograms: number of lags 
standardize sill {O=no,l=yes) 
nat, nugget effect 
it, cc, angl, ang2, ang3 
a_hmax, a_hmin, a_vert 
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