A new data association method is presented for multiple target tracking. The proposed method is formulated using reverse prediction weighted neighbor to calculate the probability of candidate measurements from targets. The purpose of the proposed method is to eliminate the need to acquire prior knowledge such as detection probability and clutter density. The probability between targets and measurements are reflected in the reverse prediction residual norm.
Introduction
For multiple target tracking, data association between measurements and targets is needed, but this is difficult to realize because of measurement error, false alarms, and missed targets. The important multiple target tracking methods are nearest neighbor data association (NNDA) [1] , probabilistic data association (PDA) [2] , joint probabilistic data association (JPDA) [3] , and multiple hypothesis Tracking (MHT) [4] , etc. NNDA has been used in real work widely because of its low calculation cost, but it readily miss-tracks in dense cluttered environment. PDA, JPDA and MHT need prior knowledge and some of them have large calculation amount [5] [6] [7] [8] [9] .
In this letter, a new data association method is proposed, which does not need prior knowledge of targets or clutters. By calculating reverse prediction residual norm and residual covariance, we can get probability of candidate measurements from target and no measurement from target state equation 
Algorithm Description
Based on Kalman filter estimation, we list the filter model of the proposed method in Figure.1 
where F t (k) denotes state transition matrix, G t (k), u t (k) denote input control matrix and input or control signal, respectively, H t (k+1) denotes measurement matrix, V(k) and W(k+1) are mutually independent white Gaussian noise with zero mean, and with covariance matrix Q(k) and R(k+1), respectively.
The residual error of measurement z t (k+1) is given by ( 1) ( 1) ( 1| )
Then, we can update state by
where K t (k+1) denotes gain matrix calculated by state error covariance P t (k+1) and residual error covariance S t (k+1), their recursive equations can be represented as follows
When multiple target tracking begins, we get target t measurements within correlation gate (tracking gate) as candidate measurements when z t (k) satisfies condition
where γ denotes correlation gate. If there is only one measurement, which can be used for track update directly, otherwise if there is more than one measurement, we need to calculate the equivalent measurement.
In the latter situation, we calculate each candidate measurement reverse prediction residual norm. The i th candidate measurement of target t can be presented as follows. The reverse state prediction is given by
The reverse prediction residual error is given by
The reverse prediction residual norm is given by
Lastly, we calculate equivalent measurement (weighted sum of candidate measurements) to update target state and covariance.
The equivalent measurement is given by
The target state and covariance update are given by
where m k denotes the total number of candidate measurements, β 0 (k) and β i (k) denote probability of no measurement from target and probability of measurement from target, respectively, and they are given by and its value will become stable with accurate measurement [5] [6] [7] . Therefore, its change can reflect the probability of measurement errors and we use b to denote weight of no measurement from target. In addition, the reverse prediction residual norm can reflect deviation between prediction and actual state values. The deviation is greater; the probability of measurement from target is smaller. So its reciprocal w i can be used for the weight of measurement from target.
Experiment and results
Simulations were carried out for two crossing targets with initial state 
In process of simulation, we set radar sampling interval T=1s, measurement noise W(k) is zero mean, white Gaussian with covariance matrix R, and R 11 =R 22 =10 4 ，R 12 =R 21 =0. Simulations last 50s. The probability of detection P D was 0.8, and the probability of validation P G was 0.9997.
Monte Carlo simulation was performed for N=100 runs. Figure. 2 shows a typical tracking that used the clutter density C=0.6km
-2 . Extensive experimentation shows that the proposed method tends to successfully separate two crossing targets in most cluttered environments.
The error association rate and RMS position error (4 position components of 2 targets) were observed and are listed in Table 1 and Table 2 . We considered a track to have been lost when there was no true measurement in the correlation gate for at least the last five sampling times. Although PDA is generally the best, the proposed method performs comparably. One of the advantages of the proposed algorithm is that, like NNDA, it does not need to know the probability of detection and the clutter density. However, these parameters of a priori knowledge are mandatory for PDA, and the reason for its better performance. Generally the proposed algorithm displays better performance than NNDA. 
Conclusion
In this letter, we have introduced a new method for data association that calculates the data association probability by the reverse prediction weighted neighbor method. Unlike PDA, this method does not need any additional information such as the probability of detection and the clutter density. These properties are important in realizing good performance and stability in unknown environments.
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