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Abstract
It is one of the most challenging problems in applied mathematics to approxima-
tively solve high-dimensional partial differential equations (PDEs). In particular,
most of the numerical approximation schemes studied in the scientific literature
suffer under the curse of dimensionality in the sense that the number of computa-
tional operations needed to compute an approximation with an error of size at most
ε > 0 grows at least exponentially in the PDE dimension d ∈ N or in the reciprocal
of ε. Recently, so-called full-history recursive multilevel Picard (MLP) approxima-
tion methods have been introduced to tackle the problem of approximately solving
high-dimensional PDEs. MLP approximation methods currently are, to the best
of our knowledge, the only methods for parabolic semi-linear PDEs with general
time horizons and general initial conditions for which there is a rigorous proof that
they are indeed able to beat the curse of dimensionality. The main purpose of this
work is to investigate MLP approximation methods in more depth, to reveal more
clearly how these methods can overcome the curse of dimensionality, and to propose
a generalised class of MLP approximation schemes, which covers previously anal-
ysed MLP approximation schemes as special cases. In particular, we develop an
abstract framework in which this class of generalised MLP approximations can be
formulated and analysed and, thereafter, apply this abstract framework to derive
a computational complexity result for suitable MLP approximations for semi-linear
heat equations. These resulting MLP approximations for semi-linear heat equa-
tions essentially are generalisations of previously introduced MLP approximations
for semi-linear heat equations.
Keywords: Full-history recursive multilevel Picard approximations,
MLP, curse of dimensionality, semi-linear partial differential
equations, PDEs, semi-linear heat equations
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1 Introduction
It is one of the most challenging problems in applied mathematics to approximatively
solve high-dimensional partial differential equations (PDEs). In particular, most of the
numerical approximation schemes studied in the scientific literature, such as finite dif-
ferences, finite elements, and sparse grids, suffer under the curse of dimensionality (cf.
Bellman [13]) in the sense that the number of computational operations needed to com-
pute an approximation with an error of size at most ε > 0 grows at least exponentially
in the PDE dimension d ∈ N = {1, 2, 3, . . .} or in the reciprocal of ε. Computing such an
approximation with reasonably small error thus becomes unfeasible in dimension greater
than, say, ten. Therefore, a fundamental goal of current research activities is to propose
and analyse numerical methods with the power to beat the curse of dimensionality in such
way that the number of computational operations needed to compute an approximation
with an error of size at most ε > 0 grows at most polynomially in both the PDE dimension
d ∈ N and the reciprocal of ε (cf., e.g., Novak & Woz´niakowski [88, Chapter 1] and [89,
Chapter 9]). In the recent years a number of numerical schemes have been proposed to
tackle the problem of approximately solving high-dimensional PDEs, which include deep
learning based approximation methods (cf., e.g., [5–7, 10, 11, 16, 24, 29, 37, 39, 42, 44, 45,
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53, 58, 59, 61, 66, 71, 79, 80, 84, 91, 92, 98] and the references mentioned therein), branch-
ing diffusion approximation methods (cf. [1, 12, 17, 19, 20, 23, 60, 62–64, 85, 93, 99, 101,
102]), approximation methods based on discretising a corresponding backward stochastic
differential equation using iterative regression on function Hamel bases (cf., e.g., [4, 14,
15, 21, 25–28, 31–34, 36, 38, 47–52, 65, 76–78, 81–83, 86, 87, 90, 95–97, 100, 103] and the
references mentioned therein) or using Wiener chaos expansions (cf. Briand & Labart [22]
and Geiss & Labart [46]), and full-history recursive multilevel Picard (MLP) approxima-
tion methods (cf. [9, 40, 41, 68–70]). So far, deep learning based approximation methods
for PDEs seem to work very well in the case of high-dimensional PDEs judging from a
large number of numerical experiments. However, there exist only partial results (cf. [18,
43, 54–56, 67, 73, 75, 94]) and no full error analysis in the scientific literature rigorously
justifying their effectiveness in the numerical approximation of high-dimensional PDEs.
Moreover, while for branching diffusion methods there is a full error analysis available
proving that the curse of dimensionality can be beaten for instances of PDEs with small
time horizon and small initial condition, respectively, numerical simulations suggest that
such methods fail to work if the time horizon or the initial condition, respectively, are not
small anymore. To sum it up, MLP approximation methods currently are, to the best
of our knowledge, the only methods for parabolic semi-linear PDEs with general time
horizons and general initial conditions for which there is a rigorous proof that they are
indeed able to beat the curse of dimensionality.
The main purpose of this work is to investigate MLP methods in more depth, to
reveal more clearly how these methods can overcome the curse of dimensionality, and to
generalise the MLP scheme proposed in Hutzenthaler et al. [68]. In particular, in the
main result of this article, Theorem 2.14 in Subsection 2.6 below, we develop an abstract
framework in which suitably generalised MLP approximations can be formulated (cf. (1) in
Theorem 1.1 below) and analysed (cf. (i)–(iii) in Theorem 1.1 below) and, thereafter, apply
this abstract framework to derive a computational complexity result for suitable MLP
approximations for semi-linear heat equations (cf. Corollary 1.2 below). These resulting
MLP approximations for semi-linear heat equations essentially are generalisations of the
MLP approximations introduced in [68]. To make the reader more familiar with the
contributions of this article, we now illustrate in Theorem 1.1 below the findings of the
main result of this article, Theorem 2.14 in Subsection 2.6 below, in a simplified situation.
Theorem 1.1. Let (Ω,F ,P) be a probability space, let (Y , ‖·‖Y) be a separable R-Banach
space, let z,B, κ, C, c ∈ [1,∞), Θ = ∪∞n=1Zn, (Mj)j∈N ⊆ N, y ∈ Y satisfy lim infj→∞Mj =
∞, supj∈N Mj+1/Mj ≤ B, and supj∈N Mj/j ≤ κ, let (Z,Z ) be a measurable space, let
Zθ : Ω → Z, θ ∈ Θ, be i.i.d. F/Z -measurable functions, let (H, 〈·, ·〉H, ‖·‖H) be a sep-
arable R-Hilbert space, let S be the strong σ-algebra on L(Y ,H), let ψk : Ω → L(Y ,H),
k ∈ N0 = {0, 1, 2, . . .}, be F/S -measurable functions, assume that (Zθ)θ∈Θ and (ψk)k∈N0
are independent, let Φl : Y×Y×Z → Y, l ∈ N0, be (B(Y)⊗B(Y)⊗Z )/B(Y)-measurable
functions, let Y θn,j : Ω→ Y, θ ∈ Θ, j ∈ N, n ∈ (N0 ∪{−1}), satisfy for all n, j ∈ N, θ ∈ Θ
that Y θ−1,j = Y
θ
0,j = 0 and
Y θn,j =
n−1∑
l=0
1
(Mj)n−l
[
(Mj)
n−l∑
i=1
Φl
(
Y
(θ,l,i)
l,j , Y
(θ,−l,i)
l−1,j , Z
(θ,l,i)
)]
, (1)
let (Costn,j)(n,j)∈(N0∪{−1})×N ⊆ [0,∞) satisfy for all n, j ∈ N that Cost−1,j = Cost0,j = 0
and
Costn,j ≤ (Mj)nz +
∑n−1
l=0
[
(Mj)
n−l(Costl,j + Costl−1,j + 2z)
]
, (2)
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and assume for all k ∈ N0, n, j ∈ N, u, v ∈ Y that E
[‖Φk(Y 0k,j, Y 1k−1,j, Z0)‖Y] <∞ and
max
{
E
[‖ψk(Φ0(0, 0, Z0))‖2H],E[‖ψk(y)‖2H]} ≤ C2k! , (3)
E
[‖ψk(Φn(u, v, Z0))‖2H] ≤ cE[‖ψk+1(u− v)‖2H], (4)
E
[∥∥ψk(y −∑n−1l=0 E[Φl(Y 0l,j, Y 1l−1,j, Z0)])∥∥2H] ≤ cE[∥∥ψk+1(Y 0n−1,j − y)∥∥2H]. (5)
Then
(i) it holds for all n ∈ N that (E[‖ψ0(Y 0n,n − y)‖2H])1/2 ≤ C[8ceκMn ]n/2 <∞,
(ii) it holds for all n ∈ N that Costn,n ≤ (5Mn)nz, and
(iii) there exists (Nε)ε∈(0,1] ⊆ N such that it holds for all ε ∈ (0, 1], δ ∈ (0,∞) that
supn∈{Nε,Nε+1,...}
(
E
[‖ψ0(Y 0n,n − y)‖2H])1/2 ≤ ε and
CostNε,Nε ≤ 5zeκC2(1+δ)
(
1 + supn∈N
[
(Mn)
−δ(40ce2κB)(1+δ)
]n)
ε−2(1+δ) <∞. (6)
Theorem 1.1 follows directly from the more general result in Corollary 2.15 in Sub-
section 2.6 below, which, in turn, is a consequence of the main result of this work, Theo-
rem 2.14 in Subsection 2.6 below. In the following we provide some intuitions and further
explanations for Theorem 1.1 and illustrate how it is applied in the context of numerically
approximating semi-linear heat equations (cf. Corollary 1.2 below and Setting 3.1 in Sec-
tion 3 below). Theorem 1.1 establishes an upper error bound (cf. (i) in Theorem 1.1) and
an upper cost bound (cf. (ii) in Theorem 1.1) for the generalised MLP approximations
in (1) as well as an abstract complexity result (cf. (iii) in Theorem 1.1), which states that
for an approximation accuracy ε in a suitable root mean square sense the computational
cost is essentially of order ε−2. The separable R-Banach space (Y , ‖·‖Y) is a set which
the exact solution y is an element of and where the generalised MLP approximations
Y θn,j : Ω → Y , θ ∈ Θ, j ∈ N, n ∈ (N0 ∪ {−1}), which are random variables approxi-
mating y ∈ Y in an appropriate sense, take values in. When y ∈ Y is the solution of
a suitable semi-linear heat equation (cf. (7) below), elements of Y are at most polyno-
mially growing functions in C([0, T ] × Rd,R), where T ∈ (0,∞), d ∈ N (cf. (138) in
Subsection 3.2.1 below). The randomness of the generalised MLP approximations Y θn,j,
θ ∈ Θ, j ∈ N, n ∈ (N0 ∪ {−1}), stems from the i.i.d. random variables Zθ : Ω → Z,
θ ∈ Θ, taking values in a measurable space (Z,Z ), which in our example about semi-
linear heat equations correspond to standard Brownian motions and on [0, 1] uniformly
distributed random variables (cf. (8) below). Observe that the generalised MLP approxi-
mations in (1) are full-history recursive since each iterate depends on all previous iterates.
Together with the random variables Zθ, θ ∈ Θ, the previous iterates enter through the
functions Φl : Y ×Y ×Z → Y , l ∈ N0, which thus govern the dynamics of the generalised
MLP approximations. This recursive dependence, the consequential nesting of the gener-
alised MLP approximations, and the Monte Carlo sums in (1) necessitate a large number
of i.i.d. samples indexed by θ ∈ Θ = ∪∞n=1Zn in order to formulate the generalised MLP
approximations. In connection with this note that it holds for every n ∈ (N0 ∪ {−1}),
j ∈ N that Y θn,j, θ ∈ Θ, are identically distributed (cf. (v) in Proposition 2.8 below).
On the other hand, the parameter j ∈ N of the generalised MLP approximations Y θn,j,
θ ∈ Θ, j ∈ N, n ∈ (N0 ∪ {−1}), specifies the respective element of the sequence of
Monte Carlo numbers (Mj)j∈N ⊆ N (which are assumed to grow to infinity not faster
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than linearly) and thereby determines the numbers of Monte Carlo samples to be used
in (1). Thus for every j ∈ N we can consider the family (Y 0n,j)n∈(N0∪{−1}) of generalised
MLP approximations with Monte Carlo sample numbers based on Mj, of which we pick
the j-th element Y 0j,j to approximate y ∈ Y (cf. (iii) in Theorem 1.1). More precisely, for
every n ∈ N the approximation error for Y 0n,n is measured in the root mean square sense
in a separable R-Hilbert space (H, 〈·, ·〉H, ‖·‖H), after linearly mapping it from Y to H
using the possibly random function ψ0 : Ω → L(Y ,H) (cf. (i) and (iii) in Theorem 1.1
above). In our example about semi-linear heat equations, H is nothing but the set of real
numbers R and ψ0 is the deterministic evaluation of a function in Y ⊆ C([0, T ]× Rd,R)
at a deterministic approximation point in [0, T ] × Rd (cf. (141) in Subsection 3.2.1 be-
low). Conversely, the functions ψk : Ω → L(Y ,H), k ∈ N, correspond in our example
to evaluations at suitable random points in [0, T ] × Rd multiplied with random factors
that diminish quickly as k ∈ N increases (cf. (141) in Subsection 3.2.1 below). Indeed
assumption (3) essentially demands that mean square norms of point evaluations of the
functions ψk, k ∈ N0, diminish at least as fast as the reciprocal of the factorial of their
index. Due to this, the functions ψk, k ∈ N0, can be thought of encoding magnitude
in an appropriate randomised sense. Assumption (4) hence essentially requires for every
k ∈ N0, n ∈ N that the k-magnitude of the dynamics function Φn can be bounded (up to
a constant) by the (k + 1)-magnitude of the difference of its first two arguments, while
assumption (5), roughly speaking, calls for suitable telescopic cancellations (cf. (203) in
Subsection 3.2.5 below) such that for every k ∈ N0 the k-magnitude of the probabilisti-
cally weak approximation error of a given MLP iterate (cf. (53)–(54) in Subsection 2.4
below) can be bounded (up to a constant) by the (k+ 1)-magnitude of the approximation
error of the previous MLP iterate. Furthermore, we think of the real number z ∈ [1,∞)
as a parameter associated to the computational cost of one realisation of Z0 and for every
n ∈ (N0 ∪ {−1}), j ∈ N we think of the real number Costn,j ∈ [0,∞) as an upper bound
for the computational cost associated to one realisation of ψ0(Y
0
n,j) (cf. (2) above). In
our application of the abstract framework outlined above, we have that z corresponds to
the spacial dimension of the considered semi-linear heat equation and we have for every
n ∈ (N0 ∪ {−1}), j ∈ N that the number Costn,j corresponds to an upper bound for the
sum of the number of realisations of standard normal random variables and the number
of realisations of on [0, 1] uniformly distributed random variables used to compute one
realisation of ψ0(Y
0
n,j) (cf. (213) in Subsection 3.3.1 below).
The abstract framework in Theorem 1.1 can be applied to prove convergence and
computational complexity results for MLP approximations in more specific settings. We
demonstrate this for the example of MLP approximations for semi-linear heat equations.
In particular, Corollary 1.2 below establishes that the MLP approximations in (8), which
essentially are generalisations of the MLP approximations introduced in [68], approximate
solutions of semi-linear heat equations (7) at the origin without the curse of dimensionality
(cf. [68, Theorem 1.1] and [69, Theorem 1.1 and Theorem 4.1]).
Corollary 1.2. Let T ∈ (0,∞), p ∈ [0,∞), Θ = ∪∞n=1Zn, (Mj)j∈N ⊆ N satisfy supj∈N
(Mj+1/Mj + Mj/j) <∞ = lim infj→∞Mj, let f : R→ R be a Lipschitz continuous function,
let gd ∈ C(Rd,R), d ∈ N, satisfy supd∈N supx∈Rd |gd(x)|/max{1,‖x‖pRd} < ∞, for every d ∈ N
let yd ∈ C([0, T ]× Rd,R) be an at most polynomially growing viscosity solution of(
∂yd
∂t
)
(t, x) + 1
2
(∆xyd)(t, x) + f(yd(t, x)) = 0 (7)
with yd(T, x) = gd(x) for (t, x) ∈ (0, T ) × Rd, let (Ω,F ,P) be a probability space, let
U θ : Ω → [0, 1], θ ∈ Θ, be independent on [0, 1] uniformly distributed random variables,
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let W d,θ : [0, T ] × Ω → Rd, θ ∈ Θ, d ∈ N, be independent standard Brownian motions,
assume that (U θ)θ∈Θ and (W d,θ)(d,θ)∈N×Θ are independent, let Y
d,θ
n,j : [0, T ]× Rd × Ω→ R,
θ ∈ Θ, d, j ∈ N, n ∈ (N0 ∪{−1}), satisfy for all n, j, d ∈ N, θ ∈ Θ, t ∈ [0, T ], x ∈ Rd that
Y d,θ−1,j(t, x) = Y
d,θ
0,j (t, x) = 0 and
Y d,θn,j (T − t, x) =
n−1∑
l=0
t
(Mj)n−l
[
(Mj)
n−l∑
i=1
[
f
(
Y
d,(θ,l,i)
l,j
(
T − t+ U (θ,l,i)t, x+W d,(θ,l,i)
U(θ,l,i)t
))
(8)
− 1N(l)f
(
Y
d,(θ,−l,i)
l−1,j
(
T − t+ U (θ,l,i)t, x+W d,(θ,l,i)
U(θ,l,i)t
))]]
+ 1
(Mj)n
[
(Mj)
n∑
i=1
gd
(
x+W
d,(θ,0,i)
t
)]
,
and for every d, n ∈ N let Costd,n ∈ N0 be the number of realisations of standard normal
random variables used to compute one realisation of Y d,0n,n (0, 0) (cf. (238) below for a precise
definition). Then there exist (Nd,ε)(d,ε)∈N×(0,1] ⊆ N and (Cδ)δ∈(0,∞) ⊆ (0,∞) such that it
holds for all d ∈ N, ε ∈ (0, 1], δ ∈ (0,∞) that Costd,Nd,ε ≤ Cδd1+p(1+δ)ε−2(1+δ) and
supn∈{Nd,ε,Nd,ε+1,...}
(
E
[|Y d,0n,n (0, 0)− yd(0, 0)|2])1/2 ≤ ε. (9)
Corollary 1.2 is a direct consequence of Corollary 3.18 in Subsection 3.3.2 below,
which itself is a direct consequence of Theorem 3.17 in Subsection 3.3.2 below. Theo-
rem 3.17, in turn, follows from Corollary 2.15 in Subsection 2.6 below and Theorem 1.1
above, respectively, and essentially is a slight generalisation of [68, Theorem 1.1]. More
specifically, the MLP approximations in (229) in Theorem 3.17 and in (8) above, re-
spectively, allow for general sequences of Monte Carlo numbers (Mj)j∈N ⊆ N satisfying
supj∈N(Mj+1/Mj + Mj/j) < ∞ = lim infj→∞Mj. This includes, in particular, the special
case where ∀ j ∈ N : Mj = j, which essentially corresponds to the MLP approximations
in [68] (cf. [68, (1) in Theorem 1.1]).
This work is structured as follows. Section 2 is devoted to the abstract framework of
generalised MLP approximations. In particular, we study several elementary but crucial
properties of such approximations in Proposition 2.8 in Subsection 2.3. Moreover, we
derive an error analysis for generalised MLP approximations (see Subsection 2.4), which
relies on suitably generalised versions of well-known identities involving bias and variance
in Hilbert spaces (see Corollary 2.5 and Corollary 2.7 in Subsection 2.2). The error anal-
ysis in Subsection 2.4 is subsequently combined with the cost analysis in Subsection 2.5
to establish in Subsection 2.6 a complexity analysis for generalised MLP approximations
(see Theorem 2.14 and Corollary 2.15 in Subsection 2.6). Throughout Section 2 the
measurability results in Subsection 2.1 are used. In Section 3 we employ the abstract
framework for generalised MLP approximations from Section 2 to analyse numerical ap-
proximations for semi-linear heat equations. Subsection 3.1 collects several elementary
and well-known auxiliary results, which are used in Subsection 3.2 to verify that the main
assumptions of the abstract complexity result in Corollary 2.15 are fulfilled in the case
of the example setting for numerical approximations for semi-linear heat equations. Fi-
nally, in Subsection 3.3 we combine the results from Subsection 3.2 with Corollary 2.15
to obtain a complexity analysis for MLP approximations for semi-linear heat equations
(see Proposition 3.16, Theorem 3.17, and Corollary 3.18 in Subsection 3.3).
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2 Generalised full-history recursive multilevel Picard
(MLP)
In this section we introduce generalised full-history recursive multilevel Picard (MLP)
approximations and provide an error analysis (see Subsection 2.4), cost analysis (see
Subsection 2.5), and complexity analysis (see Subsection 2.6) for such approximations.
For the formulation of the error analysis for generalised MLP approximations we re-
quire random variables which take values in the Banach space L(Y ,H) of continuous
linear functions between a separable Banach space (Y , ‖·‖Y) and a separable Hilbert
space (H, 〈·, ·〉H, ‖·‖H) equipped with the strong σ-algebra. Let us recall that the strong
σ-algebra on L(Y ,H) is nothing but the trace σ-algebra of the product σ-algebra on the
set HY of all functions from Y to H. Having this in mind, Subsection 2.1 collects three
elementary measurability results (see Lemmas 2.1–2.2 and Corollary 2.3) about functions
whose domains or codomains involve a set of functions equipped with the trace σ-algebra
of the product σ-algebra.
In Subsection 2.2 we first recall the elementary and well-known bias–variance decom-
position of the mean square error for random variables that take values in a separable
Hilbert space (see Lemma 2.4). Thereafter, we present in Corollary 2.5 a generalised
bias–variance decomposition, where the mean square error, the bias, and the variance
are measured in a certain randomised sense. Analogously, we also recall the elementary
and well-known result that the mean square norm of the sum of independent zero mean
random variables in a separable Hilbert space is equal to the sum of the individual mean
square norms (see Lemma 2.6) and prove a randomised generalisation thereof (see Corol-
lary 2.7). This generalisation as well as the generalised bias–variance decomposition in
Corollary 2.5 are used in our error analysis for generalised MLP approximations (see (47),
(48), and (51) in the proof of Proposition 2.9 below).
Subsequently, Proposition 2.8 in Subsection 2.3 establishes several elementary but
crucial properties of generalised MLP approximations, which are a consequence of their
definition.
Subsection 2.4 is devoted to the error analysis for generalised MLP approximations.
Proposition 2.9 specifies the most general hypotheses in this article (see (38)–(41) below)
under which we prove an error estimate for generalised MLP approximations. The upper
bound for the error in Proposition 2.9 (see (42) below) can be much shortened by choosing
a natural number M ∈ N such that for every n ∈ N, l ∈ {0, 1, . . . , n − 1} the Monte
Carlo sample number Mn,l ∈ N in the generalised MLP approximations (see (38) in
Proposition 2.9) is equal to Mn−l, which is the assertion of Corollary 2.10 (see (63)
below).
The subject of Subsection 2.5 is the cost analysis for generalised MLP approximations.
The cost estimate in Proposition 2.11 follows from an application of the discrete Gronwall-
type inequality in Agarwal [2, Theorem 4.1.1]. The second cost estimate in Subsection 2.5
(see Corollary 2.13), in turn, is a consequence of Proposition 2.11 and the elementary and
well-known estimate in Lemma 2.12.
In Subsection 2.6 the error analysis from Subsection 2.4 and the cost analysis from
Subsection 2.5 are combined to derive a complexity analysis for generalised MLP approx-
imations. More precisely, the main result of this article, Theorem 2.14, relates the error
estimate in Corollary 2.10 to the cost estimate in Corollary 2.13 in order to arrive at a
complexity estimate (see (90) below). The subsequent result, Corollary 2.15, is obtained
by replacing assumption (87) in Theorem 2.14 by the simpler assumption (102) and choos-
ing for every k ∈ N0 the coefficient ck ∈ (0,∞) in Theorem 2.14 to be equal to k!. Finally,
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the elementary result in Lemma 2.16 shows that a strictly increasing and at most linearly
growing sequence of natural numbers automatically fulfils the hypotheses on the sequence
(Mj)j∈N ⊆ N in Corollary 2.15.
2.1 Measurability involving the strong σ-algebra
Lemma 2.1. Let E be a set, let (F ,F ) and (G,G ) be measurable spaces, let S ⊆ FE ,
let S = σS
({{ϕ ∈ S : ϕ(e) ∈ A} ⊆ S : e ∈ E , A ∈ F}), and let ψ : G → S be a
function. Then it holds that ψ is G /S -measurable if and only if it holds for all e ∈ E
that G 3 ω 7→ [ψ(ω)](e) ∈ F is G /F -measurable.
Proof of Lemma 2.1. Throughout this proof let Pe : S → F , e ∈ E , satisfy for all e ∈ E ,
ϕ ∈ S that Pe(ϕ) = ϕ(e). Observe that it holds that
S = {(A ∩ S) ⊆ S : A ∈ (⊗e∈EF )} = σS
(
(Pe)e∈E
)
. (10)
This in ensures for all e ∈ E that Pe : S → F is an S /F -measurable function. Equa-
tion (10) hence shows that ψ : G → S is G /S -measurable if and only if it holds for
all e ∈ E that Pe ◦ ψ : G → F is G /F -measurable. The proof of Lemma 2.1 is thus
complete.
Lemma 2.2. Let (E , dE) be a separable metric space, let (F , dF) be a metric space, let
S ⊆ C(E ,F), and let S = σS
({{ϕ ∈ S : ϕ(e) ∈ A} ⊆ S : e ∈ E , A ∈ B(F)}). Then it
holds that S × E 3 (ϕ, e) 7→ ϕ(e) ∈ F is an (S ⊗B(E))/B(F)-measurable function.
Proof of Lemma 2.2. Throughout this proof let f : S×E → F satisfy for all ϕ ∈ S, e ∈ E
that f(ϕ, e) = ϕ(e). Note that it holds for all ϕ ∈ S that
(E 3 e 7→ f(ϕ, e) ∈ F) = ϕ ∈ S ⊆ C(E ,F). (11)
In addition, observe that it holds for all e ∈ E , A ∈ B(F) that
{ϕ ∈ S : f(ϕ, e) ∈ A} = {ϕ ∈ S : ϕ(e) ∈ A} ∈ S . (12)
This proves for all e ∈ E that S 3 ϕ 7→ f(ϕ, e) ∈ F is an S /B(F)-measurable function.
Combining this and (11) with Aliprantis & Border [3, Lemma 4.51] (also see, e.g., [6,
Lemma 2.4]) establishes that f : S×E → F is an (S ⊗B(E))/B(F)-measurable function.
The proof of Lemma 2.2 is thus complete.
Corollary 2.3. Let (Ω,F ) be a measurable space, let (V , ‖·‖V) be a separable normed
R-vector space, let Y : Ω → V be an F/B(V)-measurable function, let (W , ‖·‖W) be a
normed R-vector space, let S = σL(V,W)
({{ϕ ∈ L(V ,W) : ϕ(v) ∈ B} ⊆ L(V ,W) : v ∈
V , B ∈ B(W)}), and let ψ : Ω→ L(V ,W) be an F/S -measurable function. Then
(i) it holds that L(V ,W)×V 3 (ϕ, v) 7→ ϕ(v) ∈ W is an (S⊗B(V))/B(W)-measurable
function and
(ii) it holds that ψ(Y ) = (Ω 3 ω 7→ [ψ(ω)](Y (ω)) ∈ W) is an F/B(W)-measurable
function.
Proof of Corollary 2.3. Observe that Lemma 2.2 (with E = V , F = W , S = L(V ,W) in
the notation of Lemma 2.2) implies (i). In addition, the fact that Ω 3 ω 7→ (ψ(ω), Y (ω)) ∈
L(V ,W) × V is an F/(S ⊗B(V))-measurable function and (i) show (ii). The proof of
Corollary 2.3 is thus complete.
8
2.2 Identities involving bias and variance in Hilbert spaces
2.2.1 Bias–variance decomposition
Lemma 2.4. Let (Ω,F ,P) be a probability space, let (H, 〈·, ·〉H, ‖·‖H) be a separable R-
Hilbert space, let h ∈ H, and let X : Ω → H be an F/B(H)-measurable function which
satisfies E[‖X‖H] <∞. Then
E
[‖X − h‖2H] = E[‖X − E[X]‖2H]+ ‖E[X]− h‖2H. (13)
Proof of Lemma 2.4. Note that the Cauchy–Schwarz inequality implies that
E
[|〈X − E[X],E[X]− h〉H|] ≤ E[‖X − E[X]‖H]‖E[X]− h‖H <∞. (14)
This ensures that
E
[‖X − h‖2H] = E[‖X − E[X] + E[X]− h‖2H]
= E
[‖X − E[X]‖2H + ‖E[X]− h‖2H + 2〈X − E[X],E[X]− h〉H]
= E
[‖X − E[X]‖2H]+ ‖E[X]− h‖2H + 2〈E[X]− E[X],E[X]− h〉H
= E
[‖X − E[X]‖2H]+ ‖E[X]− h‖2H.
(15)
The proof of Lemma 2.4 is thus complete.
2.2.2 Generalised bias–variance decomposition
Corollary 2.5. Let (Ω,F ,P) be a probability space, let (Y , ‖·‖Y) be a separable R-Banach
space, let y ∈ Y, let Y : Ω → Y be an F/B(Y)-measurable function which satisfies
E[‖Y ‖Y ] <∞, let (H, 〈·, ·〉H, ‖·‖H) be a separable R-Hilbert space, let S = σL(Y,H)
({{ϕ ∈
L(Y ,H) : ϕ(x) ∈ B} ⊆ L(Y ,H) : x ∈ Y , B ∈ B(H)}), let ψ : Ω→ L(Y ,H) be an F/S -
measurable function, and assume that Y and ψ are independent. Then
E
[‖ψ(Y − y)‖2H] = E[‖ψ(Y − E[Y ])‖2H]+ E[‖ψ(E[Y ]− y)‖2H] (16)
(cf. (ii) in Corollary 2.3).
Proof of Corollary 2.5. The fact that it holds for all x ∈ Y that L(Y ,H)×Ω 3 (ϕ, ω) 7→
(ϕ, Y (ω) − x) ∈ L(Y ,H) × Y is an (S ⊗ σΩ(Y ))/(S ⊗B(Y))-measurable function and
the fact that L(Y ,H) × Y 3 (ϕ, x) 7→ ϕ(x) ∈ H is an (S ⊗B(Y))/B(H)-measurable
function (cf. (i) in Corollary 2.3) imply for all x ∈ Y that
L(Y ,H)× Ω 3 (ϕ, ω) 7→ ϕ(Y (ω)− x) ∈ H (17)
is an (S ⊗ σΩ(Y ))/B(H)-measurable function. Lemma 2.2 in Hutzenthaler et al. [68]
(with G = σΩ(Y ), (S,S) = (L(Y ,H),S ), U = (L(Y ,H)×Ω 3 (ϕ, ω) 7→ ‖ϕ(Y (ω)−y)‖2H ∈
[0,∞)), Y = ψ in the notation of [68, Lemma 2.2]) and Lemma 2.4 hence yield that
E
[‖ψ(Y − y)‖2H] = ∫
L(Y,H)
E
[‖ϕ(Y − y)‖2H] (ψ(P)S )(dϕ)
=
∫
L(Y,H)
E
[‖ϕ(Y )− ϕ(y)‖2H] (ψ(P)S )(dϕ)
=
∫
L(Y,H)
E
[‖ϕ(Y )− E[ϕ(Y )]‖2H]+ ‖E[ϕ(Y )]− ϕ(y)‖2H (ψ(P)S )(dϕ).
(18)
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This, the fact that L(Y ,H) 3 ϕ 7→ ϕ(E[Y ] − y) ∈ H is an S /B(H)-measurable func-
tion (cf. Lemma 2.1), (17), and again [68, Lemma 2.2] (with G = σΩ(Y ), (S,S) =
(L(Y ,H),S ), U = (L(Y ,H) × Ω 3 (ϕ, ω) 7→ ‖ϕ(Y (ω) − E[Y ])‖2H ∈ [0,∞)), Y = ψ
in the notation of [68, Lemma 2.2]) establish that
E
[‖ψ(Y − y)‖2H] = ∫
L(Y,H)
E
[‖ϕ(Y − E[Y ])‖2H] (ψ(P)S )(dϕ)
+
∫
L(Y,H)
‖ϕ(E[Y ]− y)‖2H (ψ(P)S )(dϕ)
= E
[‖ψ(Y − E[Y ])‖2H]+ E[‖ψ(E[Y ]− y)‖2H].
(19)
The proof of Corollary 2.5 is thus complete.
2.2.3 Variance identity
Lemma 2.6. Let n ∈ N, let (Ω,F ,P) be a probability space, let (H, 〈·, ·〉H, ‖·‖H) be
a separable R-Hilbert space, and let X1, X2, . . . , Xn : Ω → H be independent F/B(H)-
measurable functions which satisfy for all i ∈ {1, 2, . . . , n} that E[‖Xi‖H] <∞. Then
E
[∥∥∥∥ n∑
i=1
(Xi − E[Xi])
∥∥∥∥2
H
]
=
n∑
i=1
E
[‖Xi − E[Xi]‖2H]. (20)
Proof of Lemma 2.6. Observe that the Cauchy–Schwarz inequality, the fact that X1, X2,
. . . , Xn are independent, and the fact that it holds for all independent random variables
Y, Z : Ω→ R with E[|Y |+ |Z|] <∞ that E[|Y Z|] <∞ and E[Y Z] = E[Y ]E[Z] (cf., e.g.,
Klenke [74, Theorem 5.4]) demonstrate for all i, j ∈ {1, 2, . . . , n} with i 6= j that
E
[|〈Xi − E[Xi], Xj − E[Xj]〉H|] ≤ E[‖Xi − E[Xi]‖H‖Xj − E[Xj]‖H]
= E
[‖Xi − E[Xi]‖H]E[‖Xj − E[Xj]‖H] <∞. (21)
Moreover, the fact that X1, X2, . . . , Xn are independent ensures for all i, j ∈ {1, 2, . . . , n}
with i 6= j that
(Xi, Xj)(P)B(H)⊗B(H) = [(Xi)(P)B(H)]⊗ [(Xj)(P)B(H)]. (22)
Fubini’s theorem and (21) hence show for all i, j ∈ {1, 2, . . . , n} with i 6= j that
E
[〈Xi − E[Xi], Xj − E[Xj]〉H]
=
∫
H×H
〈x− E[Xi], y − E[Xj]〉H
(
(Xi, Xj)(P)B(H)⊗B(H)
)
(dx, dy)
=
∫
H×H
〈x− E[Xi], y − E[Xj]〉H
(
[(Xi)(P)B(H)]⊗ [(Xj)(P)B(H)]
)
(dx, dy)
=
∫
H
∫
H
〈x− E[Xi], y − E[Xj]〉H
(
(Xi)(P)B(H)
)
(dx)
(
(Xj)(P)B(H)
)
(dy)
=
∫
H
E
[〈Xi − E[Xi], y − E[Xj]〉H] ((Xj)(P)B(H))(dy)
=
∫
H
〈E[Xi]− E[Xi], y − E[Xj]〉H
(
(Xj)(P)B(H)
)
(dy)
= 〈E[Xi]− E[Xi],E[Xj]− E[Xj]〉H = 0.
(23)
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This and again (21) prove that
E
[∥∥∥∥ n∑
i=1
(Xi − E[Xi])
∥∥∥∥2
H
]
= E
[〈
n∑
i=1
(Xi − E[Xi]),
n∑
j=1
(Xj − E[Xj])
〉
H
]
= E
[
n∑
i,j=1
〈Xi − E[Xi], Xj − E[Xj]〉H
]
=
[
n∑
i=1
E
[〈Xi − E[Xi], Xi − E[Xi]〉H]]+ n∑
i,j=1, i 6=j
E
[〈Xi − E[Xi], Xj − E[Xj]〉H]
=
n∑
i=1
E
[‖Xi − E[Xi]‖2H].
(24)
The proof of Lemma 2.6 is thus complete.
2.2.4 Generalised variance identity
Corollary 2.7. Let n ∈ N, let (Ω,F ,P) be a probability space, let (Y , ‖·‖Y) be a sep-
arable R-Banach space, let Y1, Y2, . . . , Yn : Ω → Y be independent F/B(Y)-measurable
functions which satisfy for all i ∈ {1, 2, . . . , n} that E[‖Yi‖Y ] <∞, let (H, 〈·, ·〉H, ‖·‖H) be
a separable R-Hilbert space, let S = σL(Y,H)
({{ϕ ∈ L(Y ,H) : ϕ(y) ∈ B} ⊆ L(Y ,H) : y ∈
Y , B ∈ B(H)}), let ψ : Ω→ L(Y ,H) be an F/S -measurable function, and assume that
(Yi)i∈{1,2,...,n} and ψ are independent. Then
E
[∥∥∥∥ n∑
i=1
ψ(Yi − E[Yi])
∥∥∥∥2
H
]
=
n∑
i=1
E
[‖ψ(Yi − E[Yi])‖2H] (25)
(cf. (ii) in Corollary 2.3).
Proof of Corollary 2.7. The fact that it holds for all i ∈ {1, 2, . . . , n} that L(Y ,H)×Ω 3
(ϕ, ω) 7→ (ϕ, Yi(ω) − E[Yi]) ∈ L(Y ,H) × Y is an (S ⊗ σΩ((Yj)j∈{1,2,...,n}))/(S ⊗B(Y))-
measurable function and the fact that L(Y ,H) × Y 3 (ϕ, y) 7→ ϕ(y) ∈ H is an (S ⊗
B(Y))/B(H)-measurable function (cf. (i) in Corollary 2.3) ensure for all i ∈ {1, 2, . . . , n}
that
L(Y ,H)× Ω 3 (ϕ, ω) 7→ ϕ(Yi(ω)− E[Yi]) ∈ H (26)
is an (S ⊗ σΩ((Yj)j∈{1,2,...,n}))/B(H)-measurable function. This and [68, Lemma 2.2]
(with G = σΩ((Yi)i∈{1,2,...,n}), (S,S) = (L(Y ,H),S ), U = (L(Y ,H) × Ω 3 (ϕ, ω) 7→
‖∑ni=1 ϕ(Yi(ω)− E[Yi])‖2H ∈ [0,∞)), Y = ψ in the notation of [68, Lemma 2.2]) establish
that
E
[∥∥∥∥ n∑
i=1
ψ(Yi − E[Yi])
∥∥∥∥2
H
]
=
∫
L(Y,H)
E
[∥∥∑n
i=1 ϕ(Yi − E[Yi])
∥∥2
H
]
(ψ(P)S )(dϕ)
=
∫
L(Y,H)
E
[∥∥∑n
i=1(ϕ(Yi)− E[ϕ(Yi)])
∥∥2
H
]
(ψ(P)S )(dϕ).
(27)
Lemma 2.6, (26), and [68, Lemma 2.2] (with G = σΩ((Yj)j∈{1,2,...,n}), (S,S) = (L(Y ,H),
S ), U = (L(Y ,H) × Ω 3 (ϕ, ω) 7→ ‖ϕ(Yi(ω) − E[Yi])‖2H ∈ [0,∞)), Y = ψ for i ∈
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{1, 2, . . . , n} in the notation of [68, Lemma 2.2]) hence show that
E
[∥∥∥∥ n∑
i=1
ψ(Yi − E[Yi])
∥∥∥∥2
H
]
=
∫
L(Y,H)
n∑
i=1
E
[‖ϕ(Yi)− E[ϕ(Yi)]‖2H] (ψ(P)S )(dϕ)
=
n∑
i=1
∫
L(Y,H)
E
[‖ϕ(Yi − E[Yi])‖2H] (ψ(P)S )(dϕ)
=
n∑
i=1
E
[‖ψ(Yi − E[Yi])‖2H].
(28)
The proof of Corollary 2.7 is thus complete.
2.3 Properties of generalised MLP approximations
Proposition 2.8. Let (Ω,F ,P) be a probability space, let (Y , ‖·‖Y) be a separable R-
Banach space, let Θ = ∪∞n=1Zn, (Mn,l)(n,l)∈N×N0 ⊆ N, let (Z,Z ) be a measurable space,
let Zθ : Ω → Z, θ ∈ Θ, be i.i.d. F/Z -measurable functions, let Φl : Y × Y × Z → Y,
l ∈ N0, be (B(Y) ⊗B(Y) ⊗ Z )/B(Y)-measurable functions, let Y θ−1 : Ω → Y, θ ∈ Θ,
be i.i.d. F/B(Y)-measurable functions, let Y θ0 : Ω → Y, θ ∈ Θ, be i.i.d. F/B(Y)-
measurable functions, assume that (Y θ−1)θ∈Θ, (Y
θ
0 )θ∈Θ, and (Z
θ)θ∈Θ are independent, and
let Y θn : Ω→ Y, θ ∈ Θ, n ∈ N, satisfy for all n ∈ N, θ ∈ Θ that
Y θn =
n−1∑
l=0
1
Mn,l
[
Mn,l∑
i=1
Φl
(
Y
(θ,l,i)
l , Y
(θ,−l,i)
l−1 , Z
(θ,l,i)
)]
. (29)
Then
(i) it holds for all n ∈ (N0 ∪ {−1}), θ ∈ Θ that Y θn : Ω→ Y is an F/B(Y)-measurable
function,
(ii) it holds for all n ∈ N, θ ∈ Θ that σΩ(Y θn ) ⊆ σΩ
(
(Y
(θ,ϑ)
−1 )ϑ∈Θ, (Y
(θ,ϑ)
0 )ϑ∈Θ, (Z
(θ,ϑ))ϑ∈Θ
)
,
(iii) it holds for every n,m ∈ (N0 ∪ {−1}), k ∈ N, θ1, θ2, ϑ ∈ Zk with θ1 6= θ2 that Y θ1n ,
Y θ2m , and Z
ϑ are independent,
(iv) it holds for every θ ∈ Θ that (Y (θ,l,i)l , Y (θ,−l,i)l−1 , Z(θ,l,i)), i ∈ N, l ∈ N0, are independent,
(v) it holds for every n ∈ (N0 ∪ {−1}) that Y θn , θ ∈ Θ, are identically distributed, and
(vi) it holds for every θ ∈ Θ, l ∈ N0, i ∈ N that Ω 3 ω 7→ Φl
(
Y
(θ,l,i)
l (ω), Y
(θ,−l,i)
l−1 (ω),
Z(θ,l,i)(ω)
) ∈ Y and Ω 3 ω 7→ Φl(Y 0l (ω), Y 1l−1(ω), Z0(ω)) ∈ Y are identically dis-
tributed.
Proof of Proposition 2.8. Throughout this proof let Rθ,l,i : Ω→ Y×Y×Z, i ∈ N, l ∈ N0,
θ ∈ Θ, satisfy for all θ ∈ Θ, l ∈ N0, i ∈ N that
Rθ,l,i(ω) =
(
Y
(θ,l,i)
l (ω), Y
(θ,−l,i)
l−1 (ω), Z
(θ,l,i)(ω)
)
(30)
and let Ψn : (Y × Y × Z){0,1,...,n−1}×N → Y , n ∈ N, satisfy for all n ∈ N, r =
(rl,i)(l,i)∈{0,1,...,n−1}×N ∈ (Y × Y × Z){0,1,...,n−1}×N that Ψn(r) =
∑n−1
l=0
1
Mn,l
[∑Mn,l
i=1 Φl(r
l,i)
]
.
First, note that the assumption that it holds for all θ ∈ Θ that Y θ−1 : Ω → Y and
Y θ0 : Ω → Y are F/B(Y)-measurable functions, the assumption that it holds for all
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θ ∈ Θ that Zθ : Ω → Z is an F/Z -measurable function, the assumption that it holds
for all l ∈ N0 that Φl : Y × Y × Z → Y is an (B(Y) ⊗B(Y) ⊗ Z )/B(Y)-measurable
function, the assumption that (Y , ‖·‖Y) is a separable R-Banach space, and induction on
N0 prove (i).
Second, we show (ii) by induction on n ∈ N. For the base case n = 1 observe that it
holds for all θ ∈ Θ that
Y θ1 =
1
M1,0
M1,0∑
i=1
Φ0
(
Y
(θ,0,i)
0 , Y
(θ,0,i)
−1 , Z
(θ,0,i)
)
. (31)
This demonstrates for all θ ∈ Θ that
σΩ(Y
θ
1 ) ⊆ σΩ
(
(Y
(θ,0,i)
−1 )i∈N, (Y
(θ,0,i)
0 )i∈N, (Z
(θ,0,i))i∈N
)
⊆ σΩ
(
(Y
(θ,ϑ)
−1 )ϑ∈Θ, (Y
(θ,ϑ)
0 )ϑ∈Θ, (Z
(θ,ϑ))ϑ∈Θ
)
.
(32)
This establishes (ii) in the base case n = 1. For the induction step N 3 n − 1 → n ∈
{2, 3, . . .} let n ∈ {2, 3, . . .} and assume for all l ∈ {1, . . . , n− 1}, θ ∈ Θ that
σΩ(Y
θ
l ) ⊆ σΩ
(
(Y
(θ,ϑ)
−1 )ϑ∈Θ, (Y
(θ,ϑ)
0 )ϑ∈Θ, (Z
(θ,ϑ))ϑ∈Θ
)
. (33)
This and (29) imply for all θ ∈ Θ that
σΩ(Y
θ
n ) ⊆ σΩ
(
(Y
(θ,−l,i)
l−1 )(l,i)∈{0,1,...,n−1}×N, (Y
(θ,l,i)
l )(l,i)∈{0,1,...,n−1}×N, (Z
(θ,l,i))(l,i)∈N0×N
)
⊆ σΩ
(
(Y
(θ,z)
l )(l,z)∈{1,...,n−1}×Z2 , (Y
(θ,z)
−1 )z∈Z2 , (Y
(θ,z)
0 )z∈Z2 , (Z
(θ,z))z∈Z2
)
⊆ σΩ
(
(Y
(θ,z,ϑ)
−1 )(z,ϑ)∈Z2×Θ, (Y
(θ,z,ϑ)
0 )(z,ϑ)∈Z2×Θ, (Z
(θ,z,ϑ))(z,ϑ)∈Z2×Θ,
(Y
(θ,ϑ)
−1 )ϑ∈Θ, (Y
(θ,ϑ)
0 )ϑ∈Θ, (Z
(θ,ϑ))ϑ∈Θ
)
= σΩ
(
(Y
(θ,ϑ)
−1 )ϑ∈Θ, (Y
(θ,ϑ)
0 )ϑ∈Θ, (Z
(θ,ϑ))ϑ∈Θ
)
.
(34)
Induction hence establishes (ii).
Third, observe that the assumption that (Y θ−1)θ∈Θ, (Y
θ
0 )θ∈Θ, and (Z
θ)θ∈Θ are indepen-
dent ensures that it holds for every k ∈ N, θ1, θ2, ϑ ∈ Zk with θ1 6= θ2 that σΩ
(
(Y
(θ1,z)
−1 )z∈Θ,
(Y
(θ1,z)
0 )z∈Θ, (Z
(θ1,z))z∈Θ
)
, σΩ
(
(Y
(θ2,z)
−1 )z∈Θ, (Y
(θ2,z)
0 )z∈Θ, (Z
(θ2,z))z∈Θ
)
, and σΩ(Z
ϑ) are inde-
pendent. Combining this with (ii) proves (iii).
Fourth, note that the assumption that the family (Y θ−1)θ∈Θ is independent, the as-
sumption that the family (Y θ0 )θ∈Θ is independent, the assumption that the family (Z
θ)θ∈Θ
is independent, and the assumption that (Y θ−1)θ∈Θ, (Y
θ
0 )θ∈Θ, and (Z
θ)θ∈Θ are independent
imply for every θ ∈ Θ that the family
N0×N 3 (l, i) 7→

σΩ
(
Y
(θ,0,i)
−1 , Y
(θ,0,i)
0 , Z
(θ,0,i)
)
: l = 0
σΩ
(
(Y
(θ,l,i,ϑ)
−1 )ϑ∈Θ, (Y
(θ,l,i,ϑ)
0 )ϑ∈Θ, (Z
(θ,l,i,ϑ))ϑ∈Θ, (Y
(θ,−l,i,ϑ)
−1 )ϑ∈Θ,
(Y
(θ,−l,i,ϑ)
0 )ϑ∈Θ, (Z
(θ,−l,i,ϑ))ϑ∈Θ, Z(θ,l,i)
) : l 6= 0
is independent. This, (30), and (ii) ensure for every θ ∈ Θ that the family[
N0 × N 3 (l, i) 7→
(
Y
(θ,l,i)
l , Y
(θ,−l,i)
l−1 , Z
(θ,l,i)
)]
= (Rθ,l,i)(l,i)∈N0×N (35)
is independent. This finishes the proof of (iv).
Fifth, we establish (v) by induction on n ∈ N. For the base case n = 1 note that the
assumption that Y θ−1, θ ∈ Θ, are identically distributed, the assumption that Y θ0 , θ ∈ Θ,
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are identically distributed, the assumption that Zθ, θ ∈ Θ, are identically distributed, the
assumption that (Y θ−1)θ∈Θ, (Y
θ
0 )θ∈Θ, and (Z
θ)θ∈Θ are independent, and (30) establish for
every θ ∈ Θ, i ∈ N that
Rθ,0,i =
(
Y
(θ,0,i)
0 , Y
(θ,0,i)
−1 , Z
(θ,0,i)
)
and (Y 00 , Y
1
−1, Z
0) (36)
are identically distributed. In particular, this shows for every i ∈ N that Rθ,0,i, θ ∈ Θ, are
identically distributed. Combining this with (35) proves that
(
Ω 3 ω 7→ (Rθ,0,i(ω))i∈N ∈
(Y×Y×Z)N), θ ∈ Θ, are identically distributed. The fact that ∀ θ ∈ Θ, ω ∈ Ω: Y θ1 (ω) =
Ψ1
(
(Rθ,0,i(ω))i∈N
)
hence implies that Y θ1 , θ ∈ Θ, are identically distributed. This, the
assumption that Y θ−1, θ ∈ Θ, are identically distributed, and the assumption that Y θ0 ,
θ ∈ Θ, are identically distributed show (v) in the base case n = 1. For the induction step
N 3 n−1→ n ∈ {2, 3, . . .} let n ∈ {2, 3, . . .} and assume for every l ∈ {−1, 0, 1, . . . , n−1}
that Y θl , θ ∈ Θ, are identically distributed. This, the assumption that Zθ, θ ∈ Θ, are
identically distributed, (iii), and (30) ensure for every θ ∈ Θ, l ∈ {1, . . . , n − 1}, i ∈ N
that
Rθ,l,i =
(
Y
(θ,l,i)
l , Y
(θ,−l,i)
l−1 , Z
(θ,l,i)
)
and (Y 0l , Y
1
l−1, Z
0) (37)
are identically distributed. Combining this and (36) establishes for every l ∈ {0, 1, . . . , n−
1}, i ∈ N that Rθ,l,i, θ ∈ Θ, are identically distributed. This and (35) demonstrate that(
Ω 3 ω 7→ (Rθ,l,i(ω))(l,i)∈{0,1,...,n−1}×N ∈ (Y×Y×Z){0,1,...,n−1}×N
)
, θ ∈ Θ, are identically dis-
tributed. Therefore, the fact that ∀ θ ∈ Θ, ω ∈ Ω: Y θn (ω) = Ψn
(
(Rθ,l,i(ω))(l,i)∈{0,1,...,n−1}×N
)
shows that Y θn , θ ∈ Θ, are identically distributed. Induction hence proves (v).
Sixth, observe that (36) and (37) establish (vi). The proof of Proposition 2.8 is thus
complete.
2.4 Error analysis
Proposition 2.9. Let (Ω,F ,P) be a probability space, let (Y , ‖·‖Y) be a separable R-
Banach space, let C, c ∈ (0,∞), (ck)k∈N0 ⊆ (0,∞), Θ = ∪∞n=1Zn, y ∈ Y, for every n ∈ N
let (Mn,l)l∈{0,1,...,n} ⊆ N satisfy Mn,1 ≥ Mn,2 ≥ . . . ≥ Mn,n, let (Z,Z ) be a measurable
space, let Zθ : Ω→ Z, θ ∈ Θ, be i.i.d. F/Z -measurable functions, let (H, 〈·, ·〉H, ‖·‖H) be
a separable R-Hilbert space, let S = σL(Y,H)
({{ϕ ∈ L(Y ,H) : ϕ(x) ∈ B} ⊆ L(Y ,H) : x ∈
Y , B ∈ B(H)}), let ψk : Ω → L(Y ,H), k ∈ N0, be F/S -measurable functions, let
Φl : Y × Y × Z → Y, l ∈ N0, be (B(Y) ⊗B(Y) ⊗ Z )/B(Y)-measurable functions, let
Y θ−1 : Ω → Y, θ ∈ Θ, be i.i.d. F/B(Y)-measurable functions, let Y θ0 : Ω → Y, θ ∈ Θ,
be i.i.d. F/B(Y)-measurable functions, assume that (Y θ−1)θ∈Θ, (Y θ0 )θ∈Θ, (Zθ)θ∈Θ, and
(ψk)k∈N0 are independent, let Y
θ
n : Ω→ Y, θ ∈ Θ, n ∈ N, satisfy for all n ∈ N, θ ∈ Θ that
Y θn =
n−1∑
l=0
1
Mn,l
[
Mn,l∑
i=1
Φl
(
Y
(θ,l,i)
l , Y
(θ,−l,i)
l−1 , Z
(θ,l,i)
)]
, (38)
and assume for all k ∈ N0, n ∈ N that E
[‖Φk(Y 0k , Y 1k−1, Z0)‖Y] <∞ and
max
{
E
[‖ψk(Φ0(Y 00 , Y 1−1, Z0))‖2H],1N(k)E[‖ψk(Y 00 − y)‖2H]} ≤ C2ck , (39)
E
[‖ψk(Φn(Y 0n , Y 1n−1, Z0))‖2H] ≤ cE[‖ψk+1(Y 0n − Y 1n−1)‖2H], (40)
E
[∥∥∥∥ψk(y − n−1∑
l=0
E
[
Φl(Y
0
l , Y
1
l−1, Z
0)
])∥∥∥∥2
H
]
≤ 2c
Mn,n
E
[‖ψk+1(Y 0n−1 − y)‖2H]. (41)
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Then it holds for all N ∈ N that(
E
[‖ψ0(Y 0N − y)‖2H])1/2
≤ C(1 + 4c)N/2
[
min
({
min{Mlk,0ck,Mlk,1ck+1}
k∏
j=1
Mlj−1,lj+1 :
k ∈ N ∩ [0, N − 1], (li)i∈{0,1,...,k} ⊆
{1, 2, . . . , N}, N = l0 > l1 > . . . > lk
}
∪ {min{MN,0c0,MN,1c1}})]−1/2 <∞.
(42)
Proof of Proposition 2.9. First of all, note that the assumption that ∀ l ∈ N0 : E
[‖Φl(Y 0l ,
Y 1l−1, Z
0)‖Y
]
<∞ and (vi) in Proposition 2.8 establish for all l ∈ N0, i ∈ N that
E
[∥∥Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i))∥∥Y] = E[‖Φl(Y 0l , Y 1l−1, Z0)‖Y] <∞. (43)
This, (i) in Proposition 2.8, and (38) ensure for all n ∈ N that Y 0n : Ω→ Y is anF/B(Y)-
measurable function and
E
[‖Y 0n ‖Y] = E
[∥∥∥∥n−1∑
l=0
1
Mn,l
[
Mn,l∑
i=1
Φl
(
Y
(0,l,i)
l , Y
(0,−l,i)
l−1 , Z
(0,l,i)
)]∥∥∥∥
Y
]
≤
n−1∑
l=0
1
Mn,l
[
Mn,l∑
i=1
E
[∥∥Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i))∥∥Y]]
=
n−1∑
l=0
1
Mn,l
[
Mn,l∑
i=1
E
[‖Φl(Y 0l , Y 1l−1, Z0)‖Y]]
=
n−1∑
l=0
E
[‖Φl(Y 0l , Y 1l−1, Z0)‖Y] <∞.
(44)
In addition, (ii) in Proposition 2.8 yields for all n ∈ N, θ ∈ Θ that
σΩ(Y
θ
n ) ⊆ σΩ
(
(Y
(θ,ϑ)
−1 )ϑ∈Θ, (Y
(θ,ϑ)
0 )ϑ∈Θ, (Z
(θ,ϑ))ϑ∈Θ
)
⊆ σΩ
(
(Y ϑ−1)ϑ∈Θ, (Y
ϑ
0 )ϑ∈Θ, (Z
ϑ)ϑ∈Θ
)
.
(45)
Note that this implies that σΩ
(
(Y θn )(n,θ)∈(N0∪{−1})×Θ, (Z
θ)θ∈Θ
) ⊆ σΩ((Y θ−1)θ∈Θ, (Y θ0 )θ∈Θ,
(Zθ)θ∈Θ
)
. This and the assumption that (Y θ−1)θ∈Θ, (Y
θ
0 )θ∈Θ, (Z
θ)θ∈Θ, and (ψk)k∈N0 are
independent demonstrate for every k ∈ N0 that
σΩ
(
(Y θn )(n,θ)∈(N0∪{−1})×Θ, (Z
θ)θ∈Θ
)
and ψk (46)
are independent. Corollary 2.5 and (44) hence show for all k ∈ N0, n ∈ N that
E
[‖ψk(Y 0n − y)‖2H] = E[‖ψk(Y 0n − E[Y 0n ])‖2H]+ E[‖ψk(E[Y 0n ]− y)‖2H]. (47)
Next observe that (38), (43), (iv) in Proposition 2.8, (46), and Corollary 2.7 (with n =∑n−1
l=0 Mn,l, ψ = ψk for n ∈ N, k ∈ N0 in the notation of Corollary 2.7) prove for all k ∈ N0,
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n ∈ N that
E
[‖ψk(Y 0n − E[Y 0n ])‖2H]
= E
[∥∥∥∥ψk(n−1∑
l=0
1
Mn,l
Mn,l∑
i=1
(
Φl
(
Y
(0,l,i)
l , Y
(0,−l,i)
l−1 , Z
(0,l,i)
)− E[Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i))]))∥∥∥∥2
H
]
= E
[∥∥∥∥n−1∑
l=0
Mn,l∑
i=1
ψk
(
1
Mn,l
(
Φl
(
Y
(0,l,i)
l , Y
(0,−l,i)
l−1 , Z
(0,l,i)
)− E[Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i))]))∥∥∥∥2
H
]
=
n−1∑
l=0
Mn,l∑
i=1
E
[∥∥ 1
Mn,l
ψk
(
Φl
(
Y
(0,l,i)
l , Y
(0,−l,i)
l−1 , Z
(0,l,i)
)− E[Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i))])∥∥2H]
=
n−1∑
l=0
1
(Mn,l)2
[
Mn,l∑
i=1
E
[∥∥ψk(Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i)) (48)
−E[Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i))])∥∥2H]].
Moreover, the fact that it holds for all k ∈ N0, x ∈ Y that Ω 3 ω 7→ [ψk(ω)](x) ∈ H is an
F/B(H)-measurable function (cf. Lemma 2.1) and the fact that it holds for all k ∈ N0,
ω ∈ Ω that Y 3 x 7→ [ψk(ω)](x) ∈ H is a continuous function demonstrate that
Y × Ω 3 (x, ω) 7→ [ψk(ω)](x) ∈ H (49)
is a continuous random field. This, (46), (vi) in Proposition 2.8, and Hutzenthaler,
Jentzen, & von Wurstemberger [69, Lemma 3.5] (with S = Y , E = H, U = V = (Y×Ω 3
(x, ω) 7→ [ψk(ω)](x) ∈ H), X = Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i)), Y = Φl(Y 0l , Y 1l−1, Z0) for i ∈ N,
l, k ∈ N0 in the notation of [69, Lemma 3.5]) ensure for all k, l ∈ N0, i ∈ N that
Ω 3 ω 7→ [ψk(ω)]
(
Φl
(
Y
(0,l,i)
l (ω), Y
(0,−l,i)
l−1 (ω), Z
(0,l,i)(ω)
)) ∈ H and
Ω 3 ω 7→ [ψk(ω)]
(
Φl(Y
0
l (ω), Y
1
l−1(ω), Z
0(ω))
) ∈ H (50)
are identically distributed. This, (48), (43), (46), and Corollary 2.5 (with y = 0, Y =
Φl(Y
(0,l,i)
l , Y
(0,−l,i)
l−1 , Z
(0,l,i)), ψ = ψk for i ∈ {1, 2, . . . ,Mn,l}, l ∈ {0, 1, . . . , n − 1}, n ∈ N,
k ∈ N0 in the notation of Corollary 2.5) imply for all k ∈ N0, n ∈ N that
E
[‖ψk(Y 0n − E[Y 0n ])‖2H] ≤ n−1∑
l=0
1
(Mn,l)2
[
Mn,l∑
i=1
E
[∥∥ψk(Φl(Y (0,l,i)l , Y (0,−l,i)l−1 , Z(0,l,i)))∥∥2H]]
=
n−1∑
l=0
1
(Mn,l)2
[
Mn,l∑
i=1
E
[‖ψk(Φl(Y 0l , Y 1l−1, Z0))‖2H]]
=
n−1∑
l=0
(
1
Mn,l
E
[‖ψk(Φl(Y 0l , Y 1l−1, Z0))‖2H])
= 1
Mn,0
E
[‖ψk(Φ0(Y 00 , Y 1−1, Z0))‖2H]+ n−1∑
l=1
(
1
Mn,l
E
[‖ψk(Φl(Y 0l , Y 1l−1, Z0))‖2H]).
(51)
Assumptions (39)–(40), the fact that ∀ a, b ∈ R : (a + b)2 ≤ 2(a2 + b2), (49), (46), (v) in
Proposition 2.8, [69, Lemma 3.5] (with S = Y , E = H, U = V = (Y × Ω 3 (x, ω) 7→
[ψk(ω)](x) ∈ H), X = Y 1l −y, Y = Y 0l −y for l, k ∈ N0 in the notation of [69, Lemma 3.5]),
and the assumption that ∀n ∈ N : Mn,1 ≥ Mn,2 ≥ . . . ≥ Mn,n hence prove for all k ∈ N0,
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n ∈ N that
E
[‖ψk(Y 0n − E[Y 0n ])‖2H] ≤ C2Mn,0ck +
[
n−1∑
l=1
c
Mn,l
E
[‖ψk+1(Y 0l − Y 1l−1)‖2H]]
= C
2
Mn,0ck
+
[
n−1∑
l=1
c
Mn,l
E
[‖ψk+1(Y 0l − y) + ψk+1(y − Y 1l−1)‖2H]]
≤ C2
Mn,0ck
+
[
n−1∑
l=1
c
Mn,l
E
[
(‖ψk+1(Y 0l − y)‖H + ‖ψk+1(Y 1l−1 − y)‖H)2
]]
≤ C2
Mn,0ck
+
[
n−1∑
l=1
2c
Mn,l
E
[‖ψk+1(Y 0l − y)‖2H]]+ [n−1∑
l=1
2c
Mn,l
E
[‖ψk+1(Y 1l−1 − y)‖2H]]
= C
2
Mn,0ck
+
[
n−1∑
l=1
2c
Mn,l
E
[‖ψk+1(Y 0l − y)‖2H]]+ [n−2∑
l=0
2c
Mn,l+1
E
[‖ψk+1(Y 0l − y)‖2H]]
≤ C2
Mn,0ck
+
[
n−1∑
l=1
2c
Mn,l+1
E
[‖ψk+1(Y 0l − y)‖2H]]+ [n−2∑
l=0
2c
Mn,l+1
E
[‖ψk+1(Y 0l − y)‖2H]]
= C
2
Mn,0ck
+
[
n−1∑
l=0
2(2−1{0}(l)−1{n−1}(l))c
Mn,l+1
E
[‖ψk+1(Y 0l − y)‖2H]].
(52)
Furthermore, note that (44), (38), (43), and (vi) in Proposition 2.8 show for all n ∈ N
that
E[Y 0n ] = E
[
n−1∑
l=0
1
Mn,l
[
Mn,l∑
i=1
Φl
(
Y
(0,l,i)
l , Y
(0,−l,i)
l−1 , Z
(0,l,i)
)]]
=
n−1∑
l=0
1
Mn,l
[
Mn,l∑
i=1
E
[
Φl
(
Y
(0,l,i)
l , Y
(0,−l,i)
l−1 , Z
(0,l,i)
)]]
=
n−1∑
l=0
1
Mn,l
[
Mn,l∑
i=1
E
[
Φl(Y
0
l , Y
1
l−1, Z
0)
]]
=
n−1∑
l=0
E
[
Φl(Y
0
l , Y
1
l−1, Z
0)
]
.
(53)
This and assumption (41) establish for all k ∈ N0, n ∈ N that
E
[‖ψk(E[Y 0n ]− y)‖2H] = E
[∥∥∥∥ψk([n−1∑
l=0
E
[
Φl(Y
0
l , Y
1
l−1, Z
0)
]]− y)∥∥∥∥2
H
]
≤ 2c
Mn,n
E
[‖ψk+1(Y 0n−1 − y)‖2H]. (54)
Combining (47) with (52) and assumption (39) hence proves for all k ∈ N0, n ∈ N that
E
[‖ψk(Y 0n − y)‖2H] ≤ C2Mn,0ck +
[
n−1∑
l=0
2(2−1{0}(l))c
Mn,l+1
E
[‖ψk+1(Y 0l − y)‖2H]]
= C
2
Mn,0ck
+ 2c
Mn,1
E
[‖ψk+1(Y 00 − y)‖2H]+ [n−1∑
l=1
4c
Mn,l+1
E
[‖ψk+1(Y 0l − y)‖2H]]
≤ C2
Mn,0ck
+ 2C
2c
Mn,1ck+1
+
[
n−1∑
l=1
4c
Mn,l+1
E
[‖ψk+1(Y 0l − y)‖2H]].
(55)
Next we introduce some additional notation. For the remainder of this proof let N ∈ N,
let εn ∈ [0,∞], n ∈ {1, 2, . . . , N}, satisfy for all n ∈ {1, 2, . . . , N} that
εn = max
({(
Mlk−1,n+1
k−1∏
j=1
Mlj−1,lj+1
)−1
E
[‖ψk(Y 0n − y)‖2H] :
k ∈ N ∩ [0, N − n], (li)i∈{0,1,...,k−1} ⊆ {n+ 1,
n+ 2, . . . , N}, N = l0 > l1 > . . . > lk−1
}
∪ {1{N}(n)E[‖ψ0(Y 0N − y)‖2H]}
)
,
(56)
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and let a ∈ [0,∞) be given by
a = C2(1 + 2c)
[
min
({
min{Mlk,0ck,Mlk,1ck+1}
k∏
j=1
Mlj−1,lj+1 :
k ∈ N ∩ [0, N − 1], (li)i∈{0,1,...,k} ⊆
{1, 2, . . . , N}, N = l0 > l1 > . . . > lk
}
∪ {min{MN,0c0,MN,1c1}})]−1. (57)
Observe that (55)–(57) establish for all n ∈ N ∩ [0, N − 1], k ∈ {1, 2, . . . , N − n},
(li)i∈{0,1,...,k−1} ⊆ {n + 1, n + 2, . . . , N} with l0 = N and ∀ i ∈ N ∩ [0, k − 1] : li−1 > li
that(
Mlk−1,n+1
k−1∏
j=1
Mlj−1,lj+1
)−1
E
[‖ψk(Y 0n − y)‖2H]
≤
(
C2
Mn,0ck
+ 2C
2c
Mn,1ck+1
)(
Mlk−1,n+1
k−1∏
j=1
Mlj−1,lj+1
)−1
+ 4c
n−1∑`
=1
[(
Mn,`+1Mlk−1,n+1
k−1∏
j=1
Mlj−1,lj+1
)−1
E
[‖ψk+1(Y 0` − y)‖2H]
]
≤ C2(1 + 2c)
[
max
lk∈{1,2,...,lk−1−1}
(
min{Mlk,0ck,Mlk,1ck+1}Mlk−1,lk+1
k−1∏
j=1
Mlj−1,lj+1
)−1]
+ 4c
n−1∑`
=1
max
lk∈{`+1,`+2,...,lk−1−1}
[(
Mlk,`+1Mlk−1,lk+1
k−1∏
j=1
Mlj−1,lj+1
)−1
E
[‖ψk+1(Y 0` − y)‖2H]
]
= C2(1 + 2c)
[
min
lk∈{1,2,...,lk−1−1}
(
min{Mlk,0ck,Mlk,1ck+1}
k∏
j=1
Mlj−1,lj+1
)]−1
(58)
+ 4c
n−1∑`
=1
max
lk∈{`+1,`+2,...,lk−1−1}
[(
Mlk,`+1
k∏
j=1
Mlj−1,lj+1
)−1
E
[‖ψk+1(Y 0` − y)‖2H]
]
≤ a+ 4c
n−1∑`
=1
ε`.
In addition, (55)–(57) ensure that
εN = E
[‖ψ0(Y 0N − y)‖2H] ≤ C2MN,0c0 + 2C2cMN,1c1 +
[
N−1∑`
=1
4c
MN,`+1
E
[‖ψ1(Y 0` − y)‖2H]]
≤ C2(1 + 2c)(min{MN,0c0,MN,1c1})−1 + 4c
[
N−1∑`
=1
(MN,`+1)
−1 E
[‖ψ1(Y 0` − y)‖2H]]
≤ a+ 4c
N−1∑`
=1
ε`.
(59)
This, (56), and (58) show for all n ∈ {1, 2, . . . , N} that
εn ≤ a+ 4c
n−1∑`
=1
ε`. (60)
The fact that a+ c <∞ and the discrete Gronwall-type inequality in Agarwal [2, Corol-
lary 4.1.2] hence establish for all n ∈ {1, 2, . . . , N} that
εn ≤ a(1 + 4c)n−1 <∞. (61)
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This and (56)–(57) imply that
E
[‖ψ0(Y 0N − y)‖2H] = εN ≤ a(1 + 4c)N−1
≤ C2(1 + 4c)N
[
min
({
min{Mlk,0ck,Mlk,1ck+1}
k∏
j=1
Mlj−1,lj+1 :
k ∈ N ∩ [0, N − 1], (li)i∈{0,1,...,k} ⊆
{1, 2, . . . , N}, N = l0 > l1 > . . . > lk
}
∪ {min{MN,0c0,MN,1c1}})]−1 <∞.
(62)
The proof of Proposition 2.9 is thus complete.
Corollary 2.10. Let (Ω,F ,P) be a probability space, let (Y , ‖·‖Y) be a separable R-
Banach space, let C, c ∈ (0,∞), (ck)k∈N0 ⊆ (0,∞), Θ = ∪∞n=1Zn, M ∈ N, y ∈ Y,
let (Z,Z ) be a measurable space, let Zθ : Ω → Z, θ ∈ Θ, be i.i.d. F/Z -measurable
functions, let (H, 〈·, ·〉H, ‖·‖H) be a separable R-Hilbert space, let S = σL(Y,H)
({{ϕ ∈
L(Y ,H) : ϕ(x) ∈ B} ⊆ L(Y ,H) : x ∈ Y , B ∈ B(H)}), let ψk : Ω → L(Y ,H), k ∈ N0, be
F/S -measurable functions, let Φl : Y×Y×Z → Y, l ∈ N0, be (B(Y)⊗B(Y)⊗Z )/B(Y)-
measurable functions, let Y θ−1 : Ω → Y, θ ∈ Θ, be i.i.d. F/B(Y)-measurable functions,
let Y θ0 : Ω → Y, θ ∈ Θ, be i.i.d. F/B(Y)-measurable functions, assume that (Y θ−1)θ∈Θ,
(Y θ0 )θ∈Θ, (Z
θ)θ∈Θ, and (ψk)k∈N0 are independent, let Y
θ
n : Ω → Y, θ ∈ Θ, n ∈ N, satisfy
for all n ∈ N, θ ∈ Θ that
Y θn =
n−1∑
l=0
1
Mn−l
[
Mn−l∑
i=1
Φl
(
Y
(θ,l,i)
l , Y
(θ,−l,i)
l−1 , Z
(θ,l,i)
)]
, (63)
and assume for all k ∈ N0, n ∈ N that E
[‖Φk(Y 0k , Y 1k−1, Z0)‖Y] <∞ and
max
{
E
[‖ψk(Φ0(Y 00 , Y 1−1, Z0))‖2H],1N(k)E[‖ψk(Y 00 − y)‖2H]} ≤ C2ck , (64)
E
[‖ψk(Φn(Y 0n , Y 1n−1, Z0))‖2H] ≤ cE[‖ψk+1(Y 0n − Y 1n−1)‖2H], (65)
E
[∥∥∥∥ψk(y − n−1∑
l=0
E
[
Φl(Y
0
l , Y
1
l−1, Z
0)
])∥∥∥∥2
H
]
≤ 2cE[‖ψk+1(Y 0n−1 − y)‖2H]. (66)
Then it holds for all N ∈ N that(
E
[‖ψ0(Y 0N − y)‖2H])1/2 ≤ C[1+4cM ]N/2 maxk∈{0,1,...,N}
√
Mk
ck
<∞. (67)
Proof of Corollary 2.10. Throughout this proof let Mn,l ∈ N, l ∈ {0, 1, . . . , n}, n ∈ N,
be the natural numbers which satisfy for all n ∈ N, l ∈ {0, 1, . . . , n} that Mn,l = Mn−l.
Note that it holds for all n ∈ N that Mn,1 ≥ Mn,2 ≥ . . . ≥ Mn,n. The fact that
∀n ∈ N : Mn,n = 1 and Proposition 2.9 hence ensure for all N ∈ N that(
E
[‖ψ0(Y 0N − y)‖2H])1/2
≤ C(1 + 4c)N/2
[
min
({
min{Mlk,0ck,Mlk,1ck+1}
k∏
j=1
Mlj−1,lj+1 :
k ∈ N ∩ [0, N − 1], (li)i∈{0,1,...,k} ⊆
{1, 2, . . . , N}, N = l0 > l1 > . . . > lk
}
∪ {min{MN,0c0,MN,1c1}})]−1/2.
(68)
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Next observe that it holds for all N ∈ N, k ∈ N ∩ [0, N − 1], (li)i∈{0,1,...,k} ⊆ {1, 2, . . . , N}
with l0 = N and ∀ i ∈ {1, 2, . . . , k} : li−1 > li that
min{Mlk,0ck,Mlk,1ck+1}
k∏
j=1
Mlj−1,lj+1 = min{M lkck,M lk−1ck+1}
k∏
j=1
M lj−1−lj−1
= min{M lkck,M lk−1ck+1}M l0−lk−k = min{MN−kck,MN−(k+1)ck+1}.
(69)
This and (68) establish for all N ∈ N that(
E
[‖ψ0(Y 0N − y)‖2H])1/2
≤ C(1 + 4c)N/2
[
min
({
min{MN−kck,MN−(k+1)ck+1} : k ∈ N ∩ [0, N − 1]
}
∪ {min{MNc0,MN−1c1}})]−1/2
= C(1 + 4c)
N/2
[
min
k∈{0,1,...,N−1}
min{MN−kck,MN−(k+1)ck+1}
]−1/2
= C(1 + 4c)
N/2
[
min
k∈{0,1,...,N}
(MN−kck)
]−1/2
= C
[
1+4c
M
]N/2[
min
k∈{0,1,...,N}
ck
Mk
]−1/2
= C
[
1+4c
M
]N/2
max
k∈{0,1,...,N}
√
Mk
ck
<∞.
(70)
The proof of Corollary 2.10 is thus complete.
2.5 Cost analysis
Proposition 2.11. Let M ∈ (0,∞), (αl)l∈N0 , (βl)l∈N0 , (γl)l∈N0 , (Costn)n∈N0∪{−1} ⊆ [0,∞)
satisfy for all n ∈ N that
Costn ≤
n−1∑
l=0
[
Mn−l(αlCostl + βlCostl−1 + γl)
]
. (71)
Then it holds for all n ∈ N that
Costn ≤Mn
(
β0Cost−1 +
(
α0 +
β1
M
)
Cost0 +
n−1∑
l=0
[M−lγl]
)
n−1∏
l=1
(
1 + αl +
βl+1
M
)
. (72)
20
Proof of Proposition 2.11. Observe that it holds for all n ∈ N that
Costn ≤Mn
n−1∑
l=0
[
M−l(αlCostl + βlCostl−1 + γl)
]
= Mn
(
β0Cost−1 +
[
n−1∑
l=0
M−l(αlCostl + γl)
]
+
[
n−1∑
l=1
M−lβlCostl−1
])
= Mn
(
β0Cost−1 +
[
n−1∑
l=0
M−l(αlCostl + γl)
]
+ 1
M
[
n−2∑
l=0
M−lβl+1Costl
])
≤Mn
(
β0Cost−1 +
[
n−1∑
l=0
M−lγl
]
+
[
n−1∑
l=0
M−lαlCostl
]
+ 1
M
[
n−1∑
l=0
M−lβl+1Costl
])
(73)
= Mn
(
β0Cost−1 +
[
n−1∑
l=0
M−lγl
]
+
[
n−1∑
l=0
M−l
(
αl +
βl+1
M
)
Costl
])
= Mn
(
β0Cost−1 +
(
α0 +
β1
M
)
Cost0 +
n−1∑
l=0
[M−lγl]
)
+Mn
[
n−1∑
l=1
M−l
(
αl +
βl+1
M
)
Costl
]
.
Theorem 4.1.1 in Agarwal [2] (with a = 1, u(k) = Costk, p(k) = M
k(β0Cost−1 + (α0 +
β1
M
)Cost0 +
∑k−1
l=0 [M
−lγl]), q(k) = Mk, f(k) = M−k(αk +
βk+1
M
) for k ∈ N in the notation
of [2, Theorem 4.1.1]) hence establishes for all n ∈ N that
Costn ≤Mn
(
β0Cost−1 +
(
α0 +
β1
M
)
Cost0 +
n−1∑
l=0
[M−lγl]
)
+Mn
n−1∑
l=1
[
M l
(
β0Cost−1 +
(
α0 +
β1
M
)
Cost0 +
l−1∑
i=0
[M−iγi]
)
M−l
(
αl +
βl+1
M
)
·
n−1∏
i=l+1
[
1 +M iM−i
(
αi +
βi+1
M
)]]
≤Mn
(
β0Cost−1 +
(
α0 +
β1
M
)
Cost0 +
n−1∑
l=0
[M−lγl]
)
·
(
1 +
n−1∑
l=1
[(
αl +
βl+1
M
) n−1∏
i=l+1
(
1 + αi +
βi+1
M
)])
.
(74)
This and [2, Problem 1.9.10] show for all n ∈ N that
Costn ≤Mn
(
β0Cost−1 +
(
α0 +
β1
M
)
Cost0 +
n−1∑
l=0
[M−lγl]
)
n−1∏
l=1
(
1 + αl +
βl+1
M
)
. (75)
The proof of Proposition 2.11 is thus complete.
Lemma 2.12. Let a, b ∈ [0,∞). Then it holds for all n ∈ N that
(an+ b)bn−1 ≤ (a+ b)n. (76)
Proof of Lemma 2.12. We prove (76) by induction on n ∈ N. Note that the base case
n = 1 is clear. For the induction step N 3 n − 1 → n ∈ {2, 3, . . .} let n ∈ {2, 3, . . .} and
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assume that (a(n− 1) + b)bn−2 ≤ (a+ b)n−1. This ensures that
(an+ b)bn−1 = abn−1 + (a(n− 1) + b)bn−1 ≤ abn−1 + b(a+ b)n−1
≤ a(a+ b)n−1 + b(a+ b)n−1 = (a+ b)n. (77)
Induction hence completes the proof of Lemma 2.12.
Corollary 2.13. Let M ∈ [1,∞), z, α, β, γ ∈ [0,∞), (Costn)n∈N0∪{−1} ⊆ [0,∞) satisfy
for all n ∈ N that Cost−1 = Cost0 = 0 and
Costn ≤Mnz +
n−1∑
l=0
[
Mn−l(αCostl + βCostl−1 + γz)
]
. (78)
Then it holds for all n ∈ N that
Costn ≤ (1 + α + β + γ)nMnz. (79)
Proof of Corollary 2.13. Note that Proposition 2.11 demonstrates for all n ∈ N that
Costn ≤Mn
(
z + γz
n−1∑
l=0
M−l
)
n−1∏
l=1
(
1 + α + β
M
)
≤
(
1 + γ
n−1∑
l=0
M−l
)
(1 + α + β)n−1Mnz.
(80)
In addition, observe that it holds for all n ∈ N that
n−1∑
l=0
M−l ≤
n−1∑
l=0
1 = n. (81)
Furthermore, Lemma 2.12 implies for all n ∈ N that
(1 + γn)(1 + α + β)n−1 ≤ (γn+ 1 + α + β)(1 + α + β)n−1 ≤ (1 + α + β + γ)n. (82)
This, (80), and (81) prove for all n ∈ N that
Costn ≤ (1 + γn)(1 + α + β)n−1Mnz ≤ (1 + α + β + γ)nMnz. (83)
The proof of Corollary 2.13 is thus complete.
2.6 Complexity analysis
Theorem 2.14. Let (Ω,F ,P) be a probability space, let (Y , ‖·‖Y) be a separable R-Banach
space, let z, γ ∈ [0,∞), B, b, C ∈ [1,∞), c ∈ (0,∞), (ck)k∈N0 ⊆ (0,∞), Θ = ∪∞n=1Zn,
(Mj)j∈N ⊆ N, y, y−1, y0 ∈ Y satisfy lim infj→∞Mj = ∞, supj∈N Mj+1/Mj ≤ B, and ∀n ∈
N : maxk∈{0,1,...,n} (Mn)k/ck ≤ bn, let (Z,Z ) be a measurable space, let Zθ : Ω→ Z, θ ∈ Θ,
be i.i.d. F/Z -measurable functions, let (H, 〈·, ·〉H, ‖·‖H) be a separable R-Hilbert space,
let S = σL(Y,H)
({{ϕ ∈ L(Y ,H) : ϕ(x) ∈ B} ⊆ L(Y ,H) : x ∈ Y , B ∈ B(H)}), let
ψk : Ω → L(Y ,H), k ∈ N0, be F/S -measurable functions, assume that (Zθ)θ∈Θ and
(ψk)k∈N0 are independent, let Φl : Y×Y×Z → Y, l ∈ N0, be (B(Y)⊗B(Y)⊗Z )/B(Y)-
measurable functions, let Y θn,j : Ω → Y, θ ∈ Θ, j ∈ N, n ∈ (N0 ∪ {−1}), satisfy for all
n, j ∈ N, θ ∈ Θ that Y θ−1,j = y−1, Y θ0,j = y0, and
Y θn,j =
n−1∑
l=0
1
(Mj)n−l
[
(Mj)
n−l∑
i=1
Φl
(
Y
(θ,l,i)
l,j , Y
(θ,−l,i)
l−1,j , Z
(θ,l,i)
)]
, (84)
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let (Costn,j)(n,j)∈(N0∪{−1})×N ⊆ [0,∞) satisfy for all n, j ∈ N that Cost−1,j = Cost0,j = 0
and
Costn,j ≤ (Mj)nz +
n−1∑
l=0
[
(Mj)
n−l(Costl,j + Costl−1,j + γz)
]
, (85)
and assume for all k ∈ N0, n, j ∈ N that E
[‖Φk(Y 0k,j, Y 1k−1,j, Z0)‖Y] <∞ and
max
{
E
[‖ψk(Φ0(y0, y−1, Z0))‖2H],1N(k)E[‖ψk(y0 − y)‖2H]} ≤ C2ck , (86)
E
[∥∥ψk(Φn(Y 0n,j, Y 1n−1,j, Z0))∥∥2H] ≤ cE[∥∥ψk+1(Y 0n,j − Y 1n−1,j)∥∥2H], (87)
E
[∥∥∥∥ψk(y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)])∥∥∥∥2
H
]
≤ 2cE
[∥∥ψk+1(Y 0n−1,j − y)∥∥2H]. (88)
Then
(i) it holds for all n ∈ N that
(
E
[‖ψ0(Y 0n,n − y)‖2H])1/2 ≤ C[b(1 + 4c)Mn
]n/2
<∞, (89)
(ii) it holds for all n ∈ N that Costn,n ≤ (3 + γ)n(Mn)nz, and
(iii) there exists (Nε)ε∈(0,1] ⊆ N such that it holds for all ε ∈ (0, 1], δ ∈ (0,∞) that
supn∈{Nε,Nε+1,...}
(
E
[‖ψ0(Y 0n,n − y)‖2H])1/2 ≤ ε and
CostNε,Nε ≤ zbc1(3 + γ)C2(1+δ)
(
1 + sup
n∈N
[
[Bb2(3 + γ)(1 + 4c)](1+δ)
(Mn)δ
]n)
ε−2(1+δ) <∞.
(90)
Proof of Theorem 2.14. Throughout this proof let (Nε)ε∈(0,1] ⊆ N be the family of natural
numbers which satisfies for all ε ∈ (0, 1] that
Nε = min
{
N ∈ N : sup
n∈{N,N+1,...}
C
[
b(1 + 4c)
Mn
]n/2
≤ ε
}
. (91)
Observe that Corollary 2.10 and the assumption that ∀n ∈ N : maxk∈{0,1,...,n} (Mn)k/ck ≤ bn
establish for all n ∈ N that
(
E
[‖ψ0(Y 0n,n− y)‖2H])1/2 ≤ C[1 + 4cMn
]n/2
max
k∈{0,1,...,n}
√
(Mn)k
ck
≤ C
[
b(1 + 4c)
Mn
]n/2
<∞. (92)
This proves (i). In addition, (85) and Corollary 2.13 demonstrate for all n ∈ N that
Costn,n ≤ (3 + γ)n(Mn)nz. (93)
This finishes the proof of (ii). It thus remains to show (iii). Observe that (92) and (91)
ensure for all ε ∈ (0, 1] that
sup
n∈{Nε,Nε+1,...}
(
E
[‖ψ0(Y 0n,n − y)‖2H])1/2 ≤ sup
n∈{Nε,Nε+1,...}
C
[
b(1 + 4c)
Mn
]n/2
≤ ε. (94)
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Furthermore, note that (91) implies for all ε ∈ (0, 1] with Nε ≥ 2 that
C
[
b(1 + 4c)
MNε−1
](Nε−1)/2
> ε. (95)
This, (93), the assumption that supj∈N Mj+1/Mj ≤ B, and the fact that ∀n ∈ N : Mn/c1 ≤ bn
show for all ε ∈ (0, 1], δ ∈ (0,∞) with Nε ≥ 2 that
CostNε,Nε ≤ (3 + γ)Nε(MNε)Nεz
≤ (3 + γ)Nε(MNε)Nεz
[
C
[
b(1 + 4c)
MNε−1
](Nε−1)/2
ε−1
]2(1+δ)
= zC2(1+δ)ε−2(1+δ)
[
(3 + γ)Nε(MNε)
Nε [b(1 + 4c)](Nε−1)(1+δ)
(MNε−1)(Nε−1)(1+δ)
]
≤ zC2(1+δ)ε−2(1+δ) sup
n∈N
[
(3 + γ)n+1(Mn+1)
n+1[b(1 + 4c)]n(1+δ)
(Mn)n(1+δ)
]
≤ z(3 + γ)C2(1+δ)ε−2(1+δ) sup
n∈N
[
Mn+1(Mn+1)
n[b(3 + γ)(1 + 4c)]n(1+δ)
(Mn)n(Mn)nδ
]
≤ zc1(3 + γ)C2(1+δ)ε−2(1+δ) sup
n∈N
[
bn+1Bn[b(3 + γ)(1 + 4c)]n(1+δ)
(Mn)nδ
]
≤ zbc1(3 + γ)C2(1+δ)ε−2(1+δ) sup
n∈N
[
[Bb2(3 + γ)(1 + 4c)](1+δ)
(Mn)δ
]n
≤ zbc1(3 + γ)C2(1+δ)
(
1 + sup
n∈N
[
[Bb2(3 + γ)(1 + 4c)](1+δ)
(Mn)δ
]n)
ε−2(1+δ).
(96)
Moreover, (85), the fact that M1/c1 ≤ b, and the fact that C ≥ 1 ensure for all ε ∈ (0, 1],
δ ∈ (0,∞) that
Cost1,1 ≤ z(1 + γ)M1 ≤ zbc1(3 + γ)
≤ zbc1(3 + γ)C2(1+δ)
(
1 + sup
n∈N
[
[Bb2(3 + γ)(1 + 4c)](1+δ)
(Mn)δ
]n)
ε−2(1+δ).
(97)
Combining this with (96) establishes for all ε ∈ (0, 1], δ ∈ (0,∞) that
CostNε,Nε ≤ zbc1(3+γ)C2(1+δ)
(
1+sup
n∈N
[
[Bb2(3 + γ)(1 + 4c)](1+δ)
(Mn)δ
]n)
ε−2(1+δ) <∞. (98)
The proof of Theorem 2.14 is thus complete.
Corollary 2.15. Let (Ω,F ,P) be a probability space, let (Y , ‖·‖Y) be a separable R-
Banach space, let z, γ ∈ [0,∞), B, κ, C ∈ [1,∞), c ∈ (0,∞), Θ = ∪∞n=1Zn, (Mj)j∈N ⊆ N,
y, y−1, y0 ∈ Y satisfy lim infj→∞Mj = ∞, supj∈N Mj+1/Mj ≤ B, and supj∈N Mj/j ≤ κ,
let (Z,Z ) be a measurable space, let Zθ : Ω → Z, θ ∈ Θ, be i.i.d. F/Z -measurable
functions, let (H, 〈·, ·〉H, ‖·‖H) be a separable R-Hilbert space, let S = σL(Y,H)
({{ϕ ∈
L(Y ,H) : ϕ(x) ∈ B} ⊆ L(Y ,H) : x ∈ Y , B ∈ B(H)}), let ψk : Ω → L(Y ,H), k ∈ N0,
be F/S -measurable functions, assume that (Zθ)θ∈Θ and (ψk)k∈N0 are independent, let
Φl : Y × Y × Z → Y, l ∈ N0, be (B(Y) ⊗B(Y) ⊗ Z )/B(Y)-measurable functions, let
Y θn,j : Ω → Y, θ ∈ Θ, j ∈ N, n ∈ (N0 ∪ {−1}), satisfy for all n, j ∈ N, θ ∈ Θ that
Y θ−1,j = y−1, Y
θ
0,j = y0, and
Y θn,j =
n−1∑
l=0
1
(Mj)n−l
[
(Mj)
n−l∑
i=1
Φl
(
Y
(θ,l,i)
l,j , Y
(θ,−l,i)
l−1,j , Z
(θ,l,i)
)]
, (99)
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let (Costn,j)(n,j)∈(N0∪{−1})×N ⊆ [0,∞) satisfy for all n, j ∈ N that Cost−1,j = Cost0,j = 0
and
Costn,j ≤ (Mj)nz +
n−1∑
l=0
[
(Mj)
n−l(Costl,j + Costl−1,j + γz)
]
, (100)
and assume for all k ∈ N0, n, j ∈ N, u, v ∈ Y that E
[‖Φk(Y 0k,j, Y 1k−1,j, Z0)‖Y] <∞ and
max
{
E
[‖ψk(Φ0(y0, y−1, Z0))‖2H],1N(k)E[‖ψk(y0 − y)‖2H]} ≤ C2k! , (101)
E
[‖ψk(Φn(u, v, Z0))‖2H] ≤ cE[‖ψk+1(u− v)‖2H], (102)
E
[∥∥∥∥ψk(y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)])∥∥∥∥2
H
]
≤ 2cE
[∥∥ψk+1(Y 0n−1,j − y)∥∥2H]. (103)
Then
(i) it holds for all n ∈ N that
(
E
[‖ψ0(Y 0n,n − y)‖2H])1/2 ≤ C[eκ(1 + 4c)Mn
]n/2
<∞, (104)
(ii) it holds for all n ∈ N that Costn,n ≤ (3 + γ)n(Mn)nz, and
(iii) there exists (Nε)ε∈(0,1] ⊆ N such that it holds for all ε ∈ (0, 1], δ ∈ (0,∞) that
supn∈{Nε,Nε+1,...}
(
E
[‖ψ0(Y 0n,n − y)‖2H])1/2 ≤ ε and
CostNε,Nε ≤ z(3 + γ)eκC2(1+δ)
(
1 + sup
n∈N
[
[Be2κ(3 + γ)(1 + 4c)](1+δ)
(Mn)δ
]n)
ε−2(1+δ) <∞.
(105)
Proof of Corollary 2.15. Throughout this proof let (ck)k∈N0 ⊆ (0,∞) be the family of
real numbers which satisfies for all k ∈ N0 that ck = k!. Note that the assumption that
supj∈N Mj/j ≤ κ ensures for all n ∈ N that
max
k∈{0,1,...,n}
(Mn)k
ck
= max
k∈{0,1,...,n}
(Mn)k
k!
≤
∞∑
k=0
(Mn)k
k!
= eMn ≤ eκn = (eκ)n. (106)
Next observe that (ii) in Proposition 2.8 implies for all n, j ∈ N, θ ∈ Θ that σΩ(Y θn,j) ⊆
σΩ
(
(Z(θ,ϑ))ϑ∈Θ
)
. This demonstrates for all n, j ∈ N that σΩ
(
Y 0n,j, Y
1
n−1,j
) ⊆ σΩ((Z(0,θ))θ∈Θ,
(Z(1,θ))θ∈Θ
)
. The fact that it holds for every k ∈ N0 that σΩ
(
(Z(0,θ))θ∈Θ, (Z(1,θ))θ∈Θ
)
, Z0,
and ψk are independent hence shows for every k ∈ N0, n, j ∈ N that
σΩ
(
Y 0n,j, Y
1
n−1,j
)
and σΩ(ψk, Z
0) (107)
are independent. Furthermore, the fact that it holds for all k ∈ N0, x ∈ Y that Ω 3 ω 7→
[ψk(ω)](x) ∈ H is an F/B(H)-measurable function (cf. Lemma 2.1) and the fact that it
holds for all k ∈ N0, ω ∈ Ω that Y 3 x 7→ [ψk(ω)](x) ∈ H is a continuous function yield
that
Y × Y × Ω 3 (u, v, ω) 7→ [ψk(ω)](u− v) ∈ H (108)
is a continuous random field. Moreover, note that the fact that (Y , ‖·‖Y) is separable
ensures thatB(Y)⊗B(Y) = B(Y×Y). This, (i) in Corollary 2.3, (107), [68, Lemma 2.2]
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(with G = σΩ(ψk, Z0), (S,S) = (Y × Y ,B(Y) ⊗B(Y)), U = (Y × Y × Ω 3 (u, v, ω) 7→
‖[ψk(ω)](Φn(u, v, Z0(ω)))‖2H ∈ [0,∞)), Y = (Y 0n,j, Y 1n−1,j) for j, n ∈ N, k ∈ N0 in the
notation of [68, Lemma 2.2]), (102), (108), and [68, Lemma 2.3] (with S = Y × Y ,
U = (Y ×Y ×Ω 3 (u, v, ω) 7→ ‖[ψk(ω)](u−v)‖2H ∈ [0,∞)), Y = (Y 0n,j, Y 1n−1,j) for j, n ∈ N,
k ∈ N0 in the notation of [68, Lemma 2.3]) establish for all k ∈ N0, n, j ∈ N that
E
[∥∥ψk(Φn(Y 0n,j, Y 1n−1,j, Z0))∥∥2H]
=
∫
Y×Y
E
[‖ψk(Φn(u, v, Z0))‖2H] ((Y 0n,j, Y 1n−1,j)(P)B(Y)⊗B(Y))(du, dv)
=
∫
Y×Y
E
[‖ψk(Φn(u, v, Z0))‖2H] ((Y 0n,j, Y 1n−1,j)(P)B(Y×Y))(du, dv)
≤ c
∫
Y×Y
E
[‖ψk+1(u− v)‖2H] ((Y 0n,j, Y 1n−1,j)(P)B(Y×Y))(du, dv)
= cE
[∥∥ψk+1(Y 0n,j − Y 1n−1,j)∥∥2H].
(109)
Combining (106) and (109) with Theorem 2.14 shows (i)–(iii). The proof of Corollary 2.15
is thus complete.
Lemma 2.16. Let κ ∈ [1,∞), (Mj)j∈N ⊆ N satisfy for all j ∈ N that Mj < Mj+1 and
Mj ≤ κj. Then
(i) it holds for all j ∈ N that j ≤Mj ≤ κj,
(ii) it holds that lim infj→∞Mj =∞, and
(iii) it holds that supj∈N Mj+1/Mj ≤ 2κ.
Proof of Lemma 2.16. Note that the assumption that ∀ j ∈ N : Mj < Mj+1 and induction
show (i). Next observe that (i) implies (ii). Furthermore, the assumption that ∀ j ∈
N : Mj ≤ κj and (i) ensure for all j ∈ N that
Mj+1
Mj
≤ κ(j + 1)
j
= κ+
κ
j
≤ 2κ. (110)
The proof of Lemma 2.16 is thus complete.
3 MLP for semi-linear heat equations
In this section we employ the abstract framework for generalised MLP approximations
developed in Section 2 to prove that appropriate MLP approximations, which essentially
are generalised versions of the MLP approximations proposed in Hutzenthaler et al. [68],
are able to overcome the curse of dimensionality in the numerical approximation of semi-
linear heat equations (see Theorem 3.17 and Corollary 3.18 in Subsection 3.3.2 below).
In the context of applying the abstract complexity result about generalised MLP
approximations in Corollary 2.15 above to numerical approximations for semi-linear heat
equations, the separable R-Banach space (Y , ‖·‖Y) in Corollary 2.15 is chosen to be a
subspace of the vector space of real-valued at most polynomially growing continuous
functions defined on [0, T ]×Rd equipped with a suitable polynomial growth norm, where
T ∈ (0,∞), d ∈ N (see (138)–(139) below). In Subsection 3.1 we derive several elementary
and well-known properties of these and related function spaces and their elements. In
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particular, Subsection 3.1.1 deals with completeness and separability of such function
spaces. Lemma 3.1 recalls that the vector space of real-valued at most polynomially
growing continuous functions defined on a non-empty subset of Rd equipped with an
appropriate polynomial growth norm is complete. Thereafter, we state in Proposition 3.2
the well-known fact that the vector space of real-valued continuous functions defined on
a non-empty compact subset of Rd equipped with the uniform norm is a separable R-
Banach space, which follows directly from Lemma 3.1 and, e.g., Conway [30, Theorem 6.6
in Chapter V]. Using Proposition 3.2 we deduce the elementary fact that also the vector
space of real-valued continuous functions with compact support defined on a non-empty
closed subset of Rd equipped with a suitable polynomial growth norm is separable (see
Lemma 3.3). Subsection 3.1.1 is concluded by the well-known result in Proposition 3.4,
which establishes a characterisation of the above mentioned choice for the vector space
(Y , ‖·‖Y) (see (138)–(139) below) and shows that it is indeed a separable R-Banach space.
Subsequently, we provide in Lemmas 3.5–3.6 and Corollary 3.7 in Subsection 3.1.2 three
elementary results about sufficient conditions under which suitable functions and suitable
compositions of functions grow strictly slower than a given polynomial order. These results
are used to ensure well-definedness of certain functions introduced in Subsection 3.2.1
(see (142) below). Furthermore, Lemma 3.8 in Subsection 3.1.3 offers an elementary
polynomial growth estimate for suitable compositions of functions.
In Subsection 3.2 we specify a number of the objects appearing in Corollary 2.15 above
for the example of MLP approximations for semi-linear heat equations and verify that
the main assumptions of Corollary 2.15 are fulfilled in this context. In particular, we first
present in Setting 3.1 in Subsection 3.2.1 the framework which we refer to throughout
Subsection 3.2. In the subsection that follows, Subsection 3.2.2, we establish measurabil-
ity properties of several of the involved functions (see Lemmas 3.9–3.10). Subsequently,
Lemma 3.11 in Subsection 3.2.3 shows that the MLP approximations introduced in (137)
in Setting 3.1 fit into the abstract framework for generalised MLP approximations de-
veloped in Section 2 (see (99) above). Moreover, Subsection 3.2.4 is devoted to proving
certain integrability properties of the MLP approximations introduced in (137) in Set-
ting 3.1 (see Lemma 3.12), while in Subsection 3.2.5 we verify that the estimates assumed
in (101)–(103) in Corollary 2.15 hold true for the functions introduced in Setting 3.1 (see
Lemmas 3.13–3.15).
Finally, in Subsection 3.3 we combine the results from Subsection 3.2 with Corol-
lary 2.15 to obtain a complexity analysis for MLP approximations for semi-linear heat
equations. In Proposition 3.16 in Subsection 3.3.1 this is done for semi-linear heat equa-
tions of fixed space dimension d ∈ N (cf. [68, Theorem 3.8]). Thereafter, Proposition 3.16
is used to establish Theorem 3.17 in Subsection 3.3.2, which reveals that the MLP ap-
proximations in (229) overcome the curse of dimensionality in the numerical approxima-
tion of semi-linear heat equations and which essentially is a slight generalisation of [68,
Theorem 1.1]. The last result in this section, Corollary 3.18, is a direct consequence of
Theorem 3.17 and describes the special case of Theorem 3.17 in which the non-linearity in
the semi-linear heat equations is the same for every dimension (see (i) in Corollary 3.18)
and in which the constants in the complexity estimate are not given explicitly (see (ii) in
Corollary 3.18).
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3.1 Properties of spaces of at most polynomially growing con-
tinuous functions
3.1.1 Completeness and separability
Lemma 3.1. Let d ∈ N, p ∈ [0,∞), let A ⊆ Rd be a non-empty set, let V = {v ∈
C(A,R) : supx∈A |v(x)|/max{1,‖x‖pRd} < ∞
}
, and let ‖·‖V : V → [0,∞) satisfy for all v ∈ V
that ‖v‖V = supx∈A |v(x)|/max{1,‖x‖pRd}. Then it holds that (V , ‖·‖V) is an R-Banach space.
Proof of Lemma 3.1. Observe that it holds that (V , ‖·‖V) is a normed R-vector space. It
thus remains to prove that (V , ‖·‖V) is complete. For this let W ⊆ C(A,R) be the set
given by
W = {w ∈ C(A,R) : supx∈A |w(x)| <∞}, (111)
let ‖·‖W : W → [0,∞) satisfy for all w ∈ W that ‖w‖W = supx∈A |w(x)|, and let I : V →
W and J : W → V satisfy for all v ∈ V , w ∈ W , x ∈ A that [I(v)](x) = v(x)/max{1,‖x‖p
Rd
}
and [J(w)](x) = w(x) max{1, ‖x‖pRd}. Note that (W , ‖·‖W) is a normed R-vector space.
Furthermore, Jentzen, Mazzonetto, & Salimova [72, Corollary 2.3] shows that
(W , ‖·‖W) (112)
is complete. Next observe that it holds for all v ∈ V that
‖I(v)‖W = sup
x∈A
|[I(v)](x)| = sup
x∈A
[ |v(x)|
max{1, ‖x‖pRd}
]
= ‖v‖V . (113)
In addition, note that it holds for all w ∈ W , x ∈ A that
[I(J(w))](x) =
[J(w)](x)
max{1, ‖x‖pRd}
=
w(x) max{1, ‖x‖pRd}
max{1, ‖x‖pRd}
= w(x). (114)
Combining this with (113) ensures that I : V → W is a bijective linear isometry and
I−1 = J . This and (112) establish that (V , ‖·‖V) = (I−1(W), ‖·‖V) is complete and thus
finish the proof of Lemma 3.1.
Proposition 3.2. Let d ∈ N, let A ⊆ Rd be a non-empty compact set, and let ‖·‖C(A,R) :
C(A,R) → [0,∞) satisfy for all f ∈ C(A,R) that ‖f‖C(A,R) = supx∈A |f(x)|. Then it
holds that (C(A,R), ‖·‖C(A,R)) is a separable R-Banach space.
Lemma 3.3. Let d ∈ N, p ∈ [0,∞), let A ⊆ Rd be a non-empty closed set, and let
|||·||| : Cc(A,R) → [0,∞) satisfy for all f ∈ Cc(A,R) that |||f ||| = supx∈A |f(x)|/max{1,‖x‖pRd}.
Then it holds that (Cc(A,R), |||·|||) is a separable normed R-vector space.
Proof of Lemma 3.3. Throughout this proof let y ∈ A, let N = min([‖y‖Rd ,∞) ∩N), let
Sn ⊆ Cc(A,R), n ∈ {N,N + 1, . . .}, be the sets which satisfy for all n ∈ {N,N + 1, . . .}
that
Sn =
{
f ∈ C(A,R) : {x ∈ A : f(x) 6= 0} ⊆ [−n, n]d}, (115)
let J·Kn : C(A∩[−n, n]d,R)→ [0,∞), n ∈ {N,N+1, . . .}, satisfy for all n ∈ {N,N+1, . . .},
f ∈ C(A ∩ [−n, n]d,R) that
JfKn = sup
x∈A∩[−n,n]d
[ |f(x)|
max{1, ‖x‖pRd}
]
, (116)
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and let In : Sn → C(A∩[−n, n]d,R), n ∈ {N,N+1, . . .}, satisfy for all n ∈ {N,N+1, . . .},
f ∈ Sn that In(f) = f |A∩[−n,n]d . Note that (115) proves for all n ∈ {N,N+1, . . .}, f ∈ Sn
that
JIn(f)Kn = sup
x∈A∩[−n,n]d
[ |f(x)|
max{1, ‖x‖pRd}
]
= sup
x∈A
[ |f(x)|
max{1, ‖x‖pRd}
]
= |||f |||. (117)
This and the fact that it holds for all n ∈ {N,N + 1, . . .} that (Sn, |||·||||Sn) and (C(A ∩
[−n, n]d,R), J·Kn) are normed R-vector spaces ensure for all n ∈ {N,N + 1, . . .} that
In : Sn → C(A ∩ [−n, n]d,R) (118)
is a linear isometry. Next observe that it holds for all n ∈ {N,N + 1, . . .}, f ∈ C(A ∩
[−n, n]d,R) that
JfKn ≤ sup
x∈A∩[−n,n]d
|f(x)| ≤ sup
x∈A∩[−n,n]d
[
|f(x)|(n√d)p
max{1, ‖x‖pRd}
]
= JfKn(n√d)p. (119)
In addition, the assumption that A ⊆ Rd is a closed set and the fact that y ∈ A ensure
for all n ∈ {N,N + 1, . . .} that A∩ [−n, n]d is a non-empty compact set. Proposition 3.2
and (119) hence show for all n ∈ {N,N + 1, . . .} that (C(A ∩ [−n, n]d,R), J·Kn) is a
separable R-Banach space. This implies for all n ∈ {N,N+1, . . .} that (In(Sn), J·Kn|In(Sn))
is a separable normed R-vector space. Combining this with (118) hence establishes for all
n ∈ {N,N + 1, . . .} that
(Sn, |||·||||Sn) (120)
is a separable normed R-vector space. Furthermore, the assumption that A ⊆ Rd is a
closed set and (115) demonstrate that
Cc(A,R) =
{
f ∈ C(A,R) :
(
∃n ∈ N : {x ∈ A : f(x) 6= 0}R
d
⊆ A ∩ [−n, n]d
)}
=
{
f ∈ C(A,R) : (∃n ∈ N : {x ∈ A : f(x) 6= 0} ⊆ [−n, n]d)}
=
{
f ∈ C(A,R) : (∃n ∈ {N,N + 1, . . .} : {x ∈ A : f(x) 6= 0} ⊆ [−n, n]d)}
=
∞⋃
n=N
{
f ∈ C(A,R) : {x ∈ A : f(x) 6= 0} ⊆ [−n, n]d} = ∞⋃
n=N
Sn.
(121)
This and (120) establish that (Cc(A,R), |||·|||) is a separable normed R-vector space. The
proof of Lemma 3.3 is thus complete.
Proposition 3.4. Let d ∈ N, T ∈ (0,∞), p ∈ [0,∞), let Y = {y ∈ C([0, T ] × Rd,R) :
lim supN3n→∞ sup(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|y(t,x)|/‖x‖p
Rd
= 0
}
, and let ‖·‖Y : Y → [0,∞) satisfy
for all y ∈ Y that ‖y‖Y = sup(t,x)∈[0,T ]×Rd |y(t,x)|/max{1,‖x‖pRd}. Then
(i) it holds that Y = Cc([0, T ]× Rd,R)Y and
(ii) it holds that (Y , ‖·‖Y) is a separable R-Banach space.
Proof of Proposition 3.4. Throughout this proof let τn ∈ C(Rd, [0, 1]), n ∈ N, satisfy for
all n ∈ N, x ∈ Rd that
τn(x) = max{min{n+1−‖x‖Rd , 1}, 0} =

1 : ‖x‖Rd ≤ n
n+ 1− ‖x‖Rd : n ≤ ‖x‖Rd ≤ n+ 1
0 : n+ 1 ≤ ‖x‖Rd
, (122)
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let y ∈ Y , and let yn ∈ C([0, T ] × Rd,R), n ∈ N, satisfy for all n ∈ N, t ∈ [0, T ], x ∈ Rd
that yn(t, x) = τn(x) y(t, x). Note that it holds that (yn)n∈N ⊆ Cc([0, T ]×Rd,R) ⊆ Y and
lim sup
N3n→∞
‖y − yn‖Y = lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd
[ |y(t, x)− τn(x) y(t, x)|
max{1, ‖x‖pRd}
]
= lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
[
(1− τn(x))|y(t, x)|
‖x‖pRd
]
≤ lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|y(t, x)|
‖x‖pRd
= 0.
(123)
This proves that Y ⊆ Cc([0, T ]× Rd,R)Y . In addition, observe that the fact that Y ⊇
Cc([0, T ]× Rd,R) ensures that Y ⊇ Cc([0, T ]× Rd,R)Y . This finishes the proof of (i). It
thus remains to show (ii). For this let V ⊆ C([0, T ]× Rd,R) be the set given by
V =
{
v ∈ C([0, T ]× Rd,R) : sup(t,x)∈[0,T ]×Rd
[
|v(t,x)|
max{1,‖x‖p
Rd
}
]
<∞
}
, (124)
let ‖·‖V : V → [0,∞) satisfy for all v ∈ V that
‖v‖V = sup
(t,x)∈[0,T ]×Rd
[ |v(t, x)|
max{1, ‖x‖pRd}
]
, (125)
let v ∈ V , and let (vn)n∈N ⊆ Y ⊆ V be a sequence which satisfies lim supN3n→∞ ‖v− vn‖V
= 0. Note that this implies that
lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|v(t, x)|
‖x‖pRd
≤ lim sup
N3m→∞
lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|v(t, x)− vm(t, x)|
‖x‖pRd
+ lim sup
N3m→∞
lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|vm(t, x)|
‖x‖pRd
≤ lim sup
N3m→∞
sup
(t,x)∈[0,T ]×Rd
[ |v(t, x)− vm(t, x)|
max{1, ‖x‖pRd}
]
= lim sup
N3m→∞
‖v − vm‖V = 0.
(126)
This establishes that v ∈ Y . Therefore, it holds that Y ⊆ V is a closed set. The fact
that (V , ‖·‖V) is an R-Banach space (cf. Lemma 3.1) hence demonstrates that (Y , ‖·‖Y) =
(Y , ‖·‖V |Y) is an R-Banach space. Moreover, note that the fact that (Cc([0, T ] × Rd,R),
‖·‖Y |Cc([0,T ]×Rd,R)) is a separable normed R-vector space (cf. Lemma 3.3) and (i) assure
that
(Y , ‖·‖Y) =
(
Cc([0, T ]× Rd,R)Y , ‖·‖Y
∣∣
Cc([0,T ]×Rd,R)Y
)
(127)
is separable. This establishes (ii). The proof of Proposition 3.4 is thus complete.
3.1.2 Sufficient conditions for strictly slower growth
Lemma 3.5. Let d ∈ N, T ∈ (0,∞), p ∈ [0,∞), q ∈ (p,∞) and let y ∈ C([0, T ]×Rd,R)
satisfy sup(t,x)∈[0,T ]×Rd |y(t,x)|/max{1,‖x‖pRd} <∞. Then
lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|y(t, x)|
‖x‖qRd
= 0. (128)
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Proof of Lemma 3.5. Throughout this proof let C ∈ [0,∞) be the real number which
satisfies C = sup(t,x)∈[0,T ]×Rd |y(t,x)|/max{1,‖x‖pRd}. Observe that it holds that
lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|y(t, x)|
‖x‖qRd
= lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
[ |y(t, x)|
max{1, ‖x‖pRd}
max{1, ‖x‖pRd}
‖x‖qRd
]
≤ C lim sup
N3n→∞
sup
x∈Rd, ‖x‖Rd≥n
[
max{1, ‖x‖pRd}
‖x‖qRd
]
= C lim sup
N3n→∞
sup
x∈Rd, ‖x‖Rd≥n
1
‖x‖q−pRd
= C lim sup
N3n→∞
1
nq−p
= 0.
(129)
The proof of Lemma 3.5 is thus complete.
Lemma 3.6. Let d ∈ N, T, q ∈ (0,∞), let Y = {y ∈ C([0, T ] × Rd,R) : lim supN3n→∞
sup(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|y(t,x)|/‖x‖q
Rd
= 0
}
, let % = (%1, %2) ∈ C([0, T ]×Rd, [0, T ]×Rd) satisfy
sup(t,x)∈[0,T ]×Rd ‖%2(t,x)‖Rd/max{1,‖x‖Rd} <∞, and let y ∈ Y. Then it holds that y ◦ % ∈ Y.
Proof of Lemma 3.6. Throughout this proof let ε ∈ (0,∞) and let L,N, N ∈ N sat-
isfy sup(t,x)∈[0,T ]×Rd ‖%2(t,x)‖Rd/max{1,‖x‖Rd} ≤ L, sup(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N |y(t,x)|/‖x‖qRd ≤
ε
Lq
, and
ε−1/q sup(t,x)∈[0,T ]×Rd, ‖x‖Rd≤N |y(t, x)|
1/q ≤ N . Observe that it holds for all t ∈ [0, T ], x ∈ Rd
with ‖x‖Rd ≥ N and ‖%2(t, x)‖Rd ≤ N that
|y(%(t, x))| = |y(%1(t, x), %2(t, x))| ≤ sup
(s,x)∈[0,T ]×Rd, ‖x‖Rd≤N
|y(s,x)| ≤ εN q ≤ ε‖x‖qRd . (130)
In addition, note that it holds for all t ∈ [0, T ], x ∈ Rd with ‖x‖Rd ≥ 1 and ‖%2(t, x)‖Rd ≥
N that
|y(%(t, x))| ≤
[
sup
(s,x)∈[0,T ]×Rd, ‖x‖Rd≥N
|y(s,x)|
‖x‖qRd
]
‖%2(t, x)‖qRd
≤ ε
Lq
· Lq max{1, ‖x‖qRd} = ε‖x‖qRd .
(131)
This and (130) establish for all n ∈ {N,N + 1, . . .} that
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|y(%(t, x))|
‖x‖qRd
≤ sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N
|y(%(t, x))|
‖x‖qRd
≤ ε. (132)
The fact that y ◦ % ∈ C([0, T ]× Rd,R) thus completes the proof of Lemma 3.6.
Corollary 3.7. Let d ∈ N, T ∈ (0,∞), L, p ∈ [0,∞), q ∈ (p,∞), let Y = {y ∈
C([0, T ] × Rd,R) : lim supN3n→∞ sup(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n |y(t,x)|/‖x‖qRd = 0
}
, and let % =
(%1, %2) ∈ C([0, T ], [0, T ]×Rd), f ∈ C([0, T ]×Rd ×R,R), y ∈ Y satisfy for all t ∈ [0, T ],
x ∈ Rd, v, w ∈ R that |f(t, x, 0)| ≤ Lmax{1, ‖x‖pRd} and |f(t, x, v)−f(t, x, w)| ≤ L|v−w|.
Then
(i) it holds that ([0, T ]× Rd 3 (t, x) 7→ y(%1(t), x+ %2(t)) ∈ R) ∈ Y and
(ii) it holds that ([0, T ]× Rd 3 (t, x) 7→ f(%1(t), x+ %2(t), y(t, x)) ∈ R) ∈ Y.
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Proof of Corollary 3.7. Note that it holds that
sup
(t,x)∈[0,T ]×Rd
[ ‖x+ %2(t)‖Rd
max{1, ‖x‖Rd}
]
≤ sup
(t,x)∈[0,T ]×Rd
[ ‖x‖Rd
max{1, ‖x‖Rd}
+
‖%2(t)‖Rd
max{1, ‖x‖Rd}
]
≤ 1 + sup
t∈[0,T ]
‖%2(t)‖Rd <∞.
(133)
Lemma 3.6 (with d = d, T = T , q = q, Y = Y , % = ([0, T ] × Rd 3 (t, x) 7→ (%1(t), x +
%2(t)) ∈ [0, T ]×Rd), y = y in the notation of Lemma 3.6) hence shows that ([0, T ]×Rd 3
(t, x) 7→ y(%1(t), x+%2(t)) ∈ R) ∈ Y . This proves (i). Next observe that Lemma 3.5 (with
d = d, T = T , p = p, q = q, y = ([0, T ] × Rd 3 (t, x) 7→ f(t, x, 0) ∈ R) in the notation
of Lemma 3.5) ensures that ([0, T ] × Rd 3 (t, x) 7→ f(t, x, 0) ∈ R) ∈ Y . Combining this
with (i) implies that ([0, T ]×Rd 3 (t, x) 7→ f(%1(t), x+ %2(t), 0) ∈ R) ∈ Y . Therefore, we
obtain that
lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
[ |f(%1(t), x+ %2(t), y(t, x))|
‖x‖qRd
]
≤ lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
[ |f(%1(t), x+ %2(t), 0)|
‖x‖qRd
]
(134)
+ lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
[ |f(%1(t), x+ %2(t), y(t, x))− f(%1(t), x+ %2(t), 0)|
‖x‖qRd
]
≤ L lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|y(t, x)|
‖x‖qRd
= 0.
This and the fact that ([0, T ]×Rd 3 (t, x) 7→ f(%1(t), x+ %2(t), y(t, x)) ∈ R) ∈ C([0, T ]×
Rd,R) establish (ii). The proof of Corollary 3.7 is thus complete.
3.1.3 Growth estimate for compositions
Lemma 3.8. Let d ∈ N, T ∈ (0,∞), p ∈ [0,∞), L ∈ [1,∞), let J·K : C([0, T ]× Rd,R)→
[0,∞] satisfy for all v ∈ C([0, T ]× Rd,R) that JvK = sup(t,x)∈[0,T ]×Rd |v(t,x)|/max{1,‖x‖pRd}, let
% = (%1, %2) ∈ C([0, T ]×Rd, [0, T ]×Rd) satisfy for all t ∈ [0, T ], x ∈ Rd that ‖%2(t, x)‖Rd ≤
Lmax{1, ‖x‖Rd}, and let v ∈ C([0, T ]×Rd,R). Then it holds that v◦% ∈ C([0, T ]×Rd,R)
and Jv ◦ %K ≤ LpJvK.
Proof of Lemma 3.8. Observe that it holds that v ◦ % ∈ C([0, T ] × Rd,R). In addition,
note that it holds that
Jv ◦ %K = sup
(t,x)∈[0,T ]×Rd
[ |v(%(t, x))|
max{1, ‖x‖pRd}
]
≤ JvK sup
(t,x)∈[0,T ]×Rd
[
max{1, ‖%2(t, x)‖pRd}
max{1, ‖x‖pRd}
]
≤ JvK sup
x∈Rd
[
max
{
1, Lp max{1, ‖x‖pRd}
}
max{1, ‖x‖pRd}
]
= LpJvK. (135)
The proof of Lemma 3.8 is thus complete.
3.2 Verification of the assumed properties
3.2.1 Setting
Setting 3.1. Let d ∈ N, ξ ∈ Rd, T ∈ (0,∞), L, p ∈ [0,∞), q ∈ (p,∞), Θ = ∪∞n=1Zn,
(Mj)j∈N ⊆ N, let (Ω,F ,P) be a probability space, let U : Ω → [0, 1] and U θ : Ω → [0, 1],
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θ ∈ Θ, be on [0, 1] uniformly distributed random variables, let W : [0, T ] × Ω → Rd and
W θ : [0, T ]×Ω→ Rd, θ ∈ Θ, be standard Brownian motions with continuous sample paths,
assume that (U θ,W θ), θ ∈ Θ, are independent, assume that U, W, (U θ)θ∈Θ, and (W θ)θ∈Θ
are independent, let f ∈ C([0, T ]×Rd×R,R), g ∈ C(Rd,R), y ∈ C([0, T ]×Rd,R) satisfy
for all t ∈ [0, T ], x ∈ Rd, v, w ∈ R that max{|f(t, x, 0)|, |g(x)|} ≤ Lmax{1, ‖x‖pRd},|f(t, x, v)− f(t, x, w)| ≤ L|v − w|, sup(s,x)∈[0,T ]×Rd |y(s,x)|/max{1,‖x‖pRd} <∞, and
y(t, x) = E
[
g(x+ WT−t) +
∫ T
t
f
(
s, x+ Ws−t, y(s, x+ Ws−t)
)
ds
]
, (136)
let Y θn,j : [0, T ] × Rd × Ω → R, θ ∈ Θ, j ∈ N, n ∈ (N0 ∪ {−1}), satisfy for all n, j ∈ N,
θ ∈ Θ, t ∈ [0, T ], x ∈ Rd that Y θ−1,j(t, x) = Y θ0,j(t, x) = 0 and
Y θn,j(T − t, x) = 1(Mj)n
[
(Mj)
n∑
i=1
g
(
x+W
(θ,0,i)
t
)]
+
n−1∑
l=0
t
(Mj)n−l
[
(Mj)
n−l∑
i=1[
f
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
, Y
(θ,l,i)
l,j
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
))
(137)
− 1N(l)f
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
, Y
(θ,−l,i)
l−1,j
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
))]]
,
let Y ⊆ C([0, T ]× Rd,R) be the set given by
Y =
{
v ∈ C([0, T ]× Rd,R) : lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|v(t, x)|
‖x‖qRd
= 0
}
, (138)
let ‖·‖Y : Y → [0,∞) satisfy for all v ∈ Y that
‖v‖Y = sup
(t,x)∈[0,T ]×Rd
[ |v(t, x)|
max{1, ‖x‖qRd}
]
, (139)
let Z = [0, 1] × C([0, T ],Rd), let dZ : Z × Z → [0,∞) satisfy for all z = (u,w),Z =
(U,W) ∈ Z that
dZ(z,Z) = |u− U|+ ‖w−W‖C([0,T ],Rd) = |u− U|+ sup
t∈[0,T ]
‖w(t)−W(t)‖Rd , (140)
let Zθ : Ω→ Z, θ ∈ Θ, satisfy for all θ ∈ Θ that Zθ = (U θ,W θ), let ψk : Ω→ Y∗, k ∈ N0,
satisfy for all k ∈ N0, ω ∈ Ω, v ∈ Y that
[ψk(ω)](v) =
{
v(0, ξ) : k = 0√
(U(ω))k−1
(k−1)! v
(
U(ω)T, ξ + WU(ω)T (ω)
)
: k ∈ N , (141)
and let Φl : Y × Y × Z → Y, l ∈ N0, satisfy for all l ∈ N0, v, w ∈ Y, z = (u,w) ∈ Z,
t ∈ [0, T ], x ∈ Rd that
[Φl(v, w, z)](T − t, x)
=

g(x+ wt) + tf
(
T − t+ ut, x+ wut, v(T − t+ ut, x+ wut)
)
: l = 0
t
[
f
(
T − t+ ut, x+ wut, v(T − t+ ut, x+ wut)
)
− f(T − t+ ut, x+ wut, w(T − t+ ut, x+ wut))] : l ∈ N
(142)
(cf. Lemma 3.5 and Corollary 3.7).
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3.2.2 Measurability
Lemma 3.9. Assume Setting 3.1 and let S = σY∗
({{ϕ ∈ Y∗ : ϕ(v) ∈ B} ⊆ Y∗ : v ∈
Y , B ∈ B(R)}). Then it holds for all k ∈ N0 that ψk : Ω → Y∗ is an F/S -measurable
function.
Proof of Lemma 3.9. Note that it holds for all k ∈ N0, v ∈ Y that Ω 3 ω 7→ [ψk(ω)](v) ∈
R is an F/B(R)-measurable function. Lemma 2.1 (with E = Y , (F ,F ) = (R,B(R)),
(G,G ) = (Ω,F ), S = Y∗, S = S , ψ = ψk for k ∈ N0 in the notation of Lemma 2.1)
hence proves for all k ∈ N0 that ψk : Ω→ Y∗ is an F/S -measurable function. The proof
of Lemma 3.9 is thus complete.
Lemma 3.10. Assume Setting 3.1. Then
(i) it holds for all l ∈ N0 that Φl : Y × Y × Z → Y is a continuous function and
(ii) it holds for all l ∈ N0 that Φl : Y × Y × Z → Y is a (B(Y) ⊗B(Y) ⊗Z )/B(Y)-
measurable function.
Proof of Lemma 3.10. Throughout this proof let ϕ1 : Z → C([0, T ],Rd), ϕ2, ϕ3, F : Y ×
Z → Y , ϕ4 : Y → Y , Ψ1,Ψ2 : Y ×Z → Y ×Z, g ∈ Y , G : Z → Y satisfy for all v, w ∈ Y ,
z = (u,w) ∈ Z, t ∈ [0, T ], x ∈ Rd that
[ϕ1(z)](t) = wut, Ψ1(v, z) = (v, u, ϕ1(z)), (143)
[ϕ2(v, z)](t, x) = v(T − t+ ut, x+ wt), Ψ2(v, z) = (ϕ2(v, z), z), (144)
[ϕ3(v, z)](t, x) = tf
(
T − t+ ut, x+ wt, v(t, x)
)
, g(t, x) = g(x), (145)
[ϕ4(v)](t, x) = v(T − t, x), G(z) = ϕ4(ϕ2(g, z)), (146)
and F = ϕ4◦ϕ3◦Ψ2◦Ψ1 (cf. Corollary 3.7). Note that it holds for all v ∈ Y , z = (u,w) ∈ Z,
t ∈ [0, T ], x ∈ Rd that
[G(z)](T − t, x) = [ϕ4(ϕ2(g, z))](T − t, x) = [ϕ2(g, z)](t, x)
= g(T − t+ ut, x+ wt) = g(x+ wt)
(147)
and
[F (v, z)](T − t, x) = [ϕ4((ϕ3 ◦Ψ2 ◦Ψ1)(v, z))](T − t, x)
= [(ϕ3 ◦Ψ2 ◦Ψ1)(v, z)](t, x) =
[
(ϕ3 ◦Ψ2)
(
v, u, ϕ1(z)
)]
(t, x)
=
[
ϕ3
(
ϕ2
(
v, u, ϕ1(z)
)
, u, ϕ1(z)
)]
(t, x)
= tf
(
T − t+ ut, x+ [ϕ1(z)](t),
[
ϕ2
(
v, u, ϕ1(z)
)]
(t, x)
)
= tf
(
T − t+ ut, x+ [ϕ1(z)](t), v
(
T − t+ ut, x+ [ϕ1(z)](t)
))
= tf
(
T − t+ ut, x+ wut, v(T − t+ ut, x+ wut)
)
.
(148)
Combining (147)–(148) with (142) ensures for all l ∈ N, v, w ∈ Y , z ∈ Z that
Φ0(v, w, z) = G(z) + F (v, z) and Φl(v, w, z) = F (v, z)− F (w, z). (149)
In the following we establish that G : Z → Y and F : Y×Z → Y are continuous functions.
First, we show that ϕ1 : Z → C([0, T ],Rd) is a continuous function. Throughout this
paragraph let ε ∈ (0,∞), Z = (U,W) ∈ Z and let ∆, δ ∈ (0,∞) be real numbers which
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satisfy sups,t∈[0,T ], |s−t|≤∆‖Ws −Wt‖Rd ≤ ε2 and δ = min
{
∆
T
, ε
2
}
. Observe that it holds for
all z = (u,w) ∈ Z with dZ(z,Z) = |u− U|+ ‖w−W‖C([0,T ],Rd) ≤ δ that
‖ϕ1(z)− ϕ1(Z)‖C([0,T ],Rd) = sup
t∈[0,T ]
‖wut −WUt‖Rd
≤
[
sup
t∈[0,T ]
‖wut −Wut‖Rd
]
+
[
sup
t∈[0,T ]
‖Wut −WUt‖Rd
]
≤
[
sup
t∈[0,T ]
‖wt −Wt‖Rd
]
+
[
sup
s,t∈[0,T ], |s−t|≤Tδ
‖Ws −Wt‖Rd
]
≤ ‖w−W‖C([0,T ],Rd) +
[
sup
s,t∈[0,T ], |s−t|≤∆
‖Ws −Wt‖Rd
]
≤ δ + ε
2
≤ ε
2
+ ε
2
= ε.
(150)
It thus holds that ϕ1 : Z → C([0, T ],Rd) is a continuous function. Note that this ensures
that Ψ1 : Y × Z → Y ×Z is a continuous function.
Second, we claim that ϕ2 : Y × Z → Y is a continuous function. Throughout this
paragraph let ε ∈ (0,∞), v ∈ Y , Z = (U,W) ∈ Z and let N ∈ N, R,∆, δ ∈ (0,∞) be real
numbers which satisfy
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N
|v(t, x)|
‖x‖qRd
≤ ε
12 + 6 ‖W‖C([0,T ],Rd)
, (151)
R = 1 + ‖W‖C([0,T ],Rd), sup
(s,x),(t,x)∈[0,T ]×{w∈Rd : ‖w‖Rd≤N+2R},
|s−t|+‖x−x‖Rd≤∆
|v(s,x)− v(t, x)| ≤ ε
3
, (152)
and
δ = min
{
1,
∆
max{1, T} ,
ε
3 (2 + ‖W‖C([0,T ],Rd))q
}
. (153)
Note that it holds for all w ∈ C([0, T ],Rd), t ∈ [0, T ], x ∈ Rd with ‖w−W‖C([0,T ],Rd) ≤ 1
that
‖x+ wt‖Rd ≤ ‖x‖Rd + ‖wt‖Rd ≤
(
1 + ‖w‖C([0,T ],Rd)
)
max{1, ‖x‖Rd}
≤ (1 + ‖w−W‖C([0,T ],Rd) + ‖W‖C([0,T ],Rd))max{1, ‖x‖Rd}
≤ (2 + ‖W‖C([0,T ],Rd))max{1, ‖x‖Rd}. (154)
This and Lemma 3.8 (with d = d, T = T , p = q, L = 2 +‖W‖C([0,T ],Rd), % = ([0, T ]×Rd 3
(t, x) 7→ (T − t + ut, x + wt) ∈ [0, T ] × Rd), v = v − v for (u,w) ∈ Z, v ∈ Y with
‖w−W‖C([0,T ],Rd) ≤ 1 in the notation of Lemma 3.8) imply for all v ∈ Y , (u,w) ∈ Z with
‖w−W‖C([0,T ],Rd) ≤ 1 that
sup
(t,x)∈[0,T ]×Rd
[ |v(T − t+ ut, x+ wt)− v(T − t+ ut, x+ wt)|
max{1, ‖x‖qRd}
]
≤ (2 + ‖W‖C([0,T ],Rd))q‖v − v‖Y . (155)
In addition, observe that it holds for all w ∈ C([0, T ],Rd), t ∈ [0, T ], x ∈ Rd with
‖w−W‖C([0,T ],Rd) ≤ 1 and ‖x‖Rd ≥ N +R that
‖x+ wt‖Rd ≥ ‖x‖Rd − ‖wt‖Rd ≥ N + 1 + ‖W‖C([0,T ],Rd) − ‖w‖C([0,T ],Rd) ≥ N. (156)
35
This, (154), and (151) establish for all v ∈ Y , (u,w) ∈ Z with ‖w−W‖C([0,T ],Rd) ≤ 1 that
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N+R
[ |v(T − t+ ut, x+ wt)|
‖x‖qRd
]
= sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N+R
[ ‖x+ wt‖qRd
max{1, ‖x‖qRd}
|v(T − t+ ut, x+ wt)|
‖x+ wt‖qRd
]
≤
[
sup
(t,x)∈[0,T ]×Rd
‖x+ wt‖qRd
max{1, ‖x‖qRd}
][
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N
|v(t, x)|
‖x‖qRd
]
≤ (2 + ‖W‖C([0,T ],Rd)) ε12 + 6 ‖W‖C([0,T ],Rd) = ε6 .
(157)
Furthermore, note that it holds for all z = (u,w) ∈ Z, t ∈ [0, T ], x ∈ Rd with dZ(z,Z) =
|u− U|+ ‖w−W‖C([0,T ],Rd) ≤ δ and ‖x‖Rd ≤ N +R that
‖x+ wt‖Rd ≤ ‖x‖Rd + ‖wt‖Rd ≤ N +R + ‖w‖C([0,T ],Rd)
≤ N +R + ‖w−W‖C([0,T ],Rd) + ‖W‖C([0,T ],Rd)
≤ N +R + 1 + ‖W‖C([0,T ],Rd) = N + 2R
(158)
and
|T − t+ ut− (T − t+ Ut)|+ ‖x+ wt − (x+ Wt)‖Rd = |u− U|t+ ‖wt −Wt‖Rd
≤ |u− U|T + ‖w−W‖C([0,T ],Rd) ≤ max{1, T}δ.
(159)
Combining (158)–(159) with (155), (157), (153), and (152) ensures for all v ∈ Y , z =
(u,w) ∈ Z with ‖v − v‖Y + dZ(z,Z) ≤ δ that
‖ϕ2(v, z)− ϕ2(v,Z)‖Y
= sup
(t,x)∈[0,T ]×Rd
[ |v(T − t+ ut, x+ wt)− v(T − t+ Ut, x+ Wt)|
max{1, ‖x‖qRd}
]
≤
[
sup
(t,x)∈[0,T ]×Rd
|v(T − t+ ut, x+ wt)− v(T − t+ ut, x+ wt)|
max{1, ‖x‖qRd}
]
+
[
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≤N+R
|v(T − t+ ut, x+ wt)− v(T − t+ Ut, x+ Wt)|
max{1, ‖x‖qRd}
]
+
[
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N+R
|v(T − t+ ut, x+ wt)− v(T − t+ Ut, x+ Wt)|
max{1, ‖x‖qRd}
]
(160)
≤ (2 + ‖W‖C([0,T ],Rd))q‖v − v‖Y + sup
(s,x),(t,x)∈[0,T ]×{w∈Rd : ‖w‖Rd≤N+2R},
|s−t|+‖x−x‖Rd≤max{1,T}δ
|v(s,x)− v(t, x)|
+ sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N+R
[ |v(T − t+ ut, x+ wt)|
‖x‖qRd
+
|v(T − t+ Ut, x+ Wt)|
‖x‖qRd
]
≤ (2 + ‖W‖C([0,T ],Rd))qδ + 2ε6 + sup
(s,x),(t,x)∈[0,T ]×{w∈Rd : ‖w‖Rd≤N+2R},
|s−t|+‖x−x‖Rd≤∆
|v(s,x)− v(t, x)|
≤ ε
3
+ ε
3
+ ε
3
= ε.
This proves that ϕ2 : Y ×Z → Y is a continuous function. Observe that this implies that
Ψ2 : Y × Z → Y ×Z is a continuous function.
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Third, we establish that ϕ3 : Y × Z → Y is a continuous function. Throughout this
paragraph let ε ∈ (0,∞), v ∈ Y , Z = (U,W) ∈ Z and let N ∈ N, R,∆, δ ∈ (0,∞) be real
numbers which satisfy N ≥ (6LT (2 + ‖W‖C([0,T ],Rd))pε−1)1/(q−p) and
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N
[
L|v(t, x)|+ |f(T − t+ Ut, x+ Wt,v(t, x))|
‖x‖qRd
]
≤ ε
6T
, (161)
R = 1+‖W‖C([0,T ],Rd), sup
(s,x),(t,x)∈[0,T ]×{w∈Rd : ‖w‖Rd≤N+R},
v∈R, |v|≤‖v‖YNq , |s−t|+‖x−x‖Rd≤∆
|f(s,x, v)−f(t, x, v)| ≤ ε
3T
, (162)
and
δ = min
{
1,
∆
max{1, T} ,
ε
3 max{1, LT}
}
(163)
(cf. (ii) in Corollary 3.7). Note that it holds for all v ∈ Y , z = (u,w) ∈ Z that
‖ϕ3(v, z)− ϕ3(v,Z)‖Y
= sup
(t,x)∈[0,T ]×Rd
[
t|f(T − t+ ut, x+ wt, v(t, x))− f(T − t+ Ut, x+ Wt,v(t, x))|
max{1, ‖x‖qRd}
]
≤ T sup
(t,x)∈[0,T ]×Rd
[ |f(T − t+ ut, x+ wt, v(t, x))− f(T − t+ ut, x+ wt,v(t, x))|
max{1, ‖x‖qRd}
]
(164)
+ T sup
(t,x)∈[0,T ]×Rd,
‖x‖Rd≤N
[ |f(T − t+ ut, x+ wt,v(t, x))− f(T − t+ Ut, x+ Wt,v(t, x))|
max{1, ‖x‖qRd}
]
+ T sup
(t,x)∈[0,T ]×Rd,
‖x‖Rd≥N
[ |f(T − t+ ut, x+ wt,v(t, x))− f(T − t+ Ut, x+ Wt,v(t, x))|
‖x‖qRd
]
.
Next observe that it holds for all z = (u,w) ∈ Z, t ∈ [0, T ], x ∈ Rd with dZ(z,Z) =
|u − U| + ‖w −W‖C([0,T ],Rd) ≤ δ and ‖x‖Rd ≤ N that ‖x + wt‖Rd ≤ N + R, |v(t, x)| ≤
‖v‖Y max{1, ‖x‖qRd} ≤ ‖v‖YN q, and
|T − t+ ut− (T − t+ Ut)|+ ‖x+ wt − (x+ Wt)‖Rd ≤ max{1, T}δ. (165)
This and (162) show for all z = (u,w) ∈ Z with dZ(z,Z) ≤ δ that
sup
(t,x)∈[0,T ]×Rd,
‖x‖Rd≤N
[ |f(T − t+ ut, x+ wt,v(t, x))− f(T − t+ Ut, x+ Wt,v(t, x))|
max{1, ‖x‖qRd}
]
≤ sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≤N
|f(T − t+ ut, x+ wt,v(t, x))− f(T − t+ Ut, x+ Wt,v(t, x))|
≤ sup
(s,x),(t,x)∈[0,T ]×{w∈Rd : ‖w‖Rd≤N+R},
v∈R, |v|≤‖v‖YNq , |s−t|+‖x−x‖Rd≤max{1,T}δ
|f(s,x, v)− f(t, x, v)| (166)
≤ sup
(s,x),(t,x)∈[0,T ]×{w∈Rd : ‖w‖Rd≤N+R},
v∈R, |v|≤‖v‖YNq , |s−t|+‖x−x‖Rd≤∆
|f(s,x, v)− f(t, x, v)| ≤ ε
3T
.
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Furthermore, (161) and (154) ensure for all (u,w) ∈ Z with ‖w−W‖C([0,T ],Rd) ≤ 1 that
sup
(t,x)∈[0,T ]×Rd,
‖x‖Rd≥N
[ |f(T − t+ ut, x+ wt,v(t, x))− f(T − t+ Ut, x+ Wt,v(t, x))|
‖x‖qRd
]
≤ sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N
[ |f(T − t+ ut, x+ wt,v(t, x))− f(T − t+ ut, x+ wt, 0)|
‖x‖qRd
+
|f(T − t+ ut, x+ wt, 0)− f(T − t+ Ut, x+ Wt,v(t, x))|
‖x‖qRd
]
≤
[
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N
L|v(t, x)|+ |f(T − t+ Ut, x+ Wt,v(t, x))|
‖x‖qRd
]
(167)
+
[
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N
|f(T − t+ ut, x+ wt, 0)|
‖x‖qRd
]
≤ ε
6T
+ L
[
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥N
max{1, ‖x+ wt‖pRd}
‖x‖qRd
]
≤ ε
6T
+ L
(
2 + ‖W‖C([0,T ],Rd)
)p[
sup
x∈Rd, ‖x‖Rd≥N
1
‖x‖q−pRd
]
= ε
6T
+ L
(
2 + ‖W‖C([0,T ],Rd)
)p 1
N q−p
≤ ε
6T
+ ε
6T
= ε
3T
.
Combining (164) with (166), (167), and (163) establishes for all v ∈ Y , z = (u,w) ∈ Z
with ‖v − v‖Y + dZ(z,Z) ≤ δ that
‖ϕ3(v, z)− ϕ3(v,Z)‖Y ≤ LT‖v − v‖Y + 2ε3 ≤ LTδ + 2ε3 ≤ ε3 + 2ε3 = ε. (168)
From this it follows that ϕ3 : Y × Z → Y is a continuous function.
As a next step observe that the fact that ϕ2, Ψ1, Ψ2, and ϕ3 are continuous functions,
the fact that Z 3 z 7→ (g, z) ∈ Y×Z is a continuous function, and the fact that ϕ4 : Y → Y
is a linear isometry demonstrate that G : Z → Y and F : Y × Z → Y are continuous
functions. Combining this with (149) proves (i). Finally, the fact that (Y , ‖·‖Y) is a
separable R-Banach space (cf. (ii) in Proposition 3.4), the fact that (Z,dZ) is a separable
metric space, and (i) establish (ii). The proof of Lemma 3.10 is thus complete.
3.2.3 Recursive formulation
Lemma 3.11. Assume Setting 3.1. Then
(i) it holds for all n ∈ (N0 ∪ {−1}), j ∈ N, θ ∈ Θ that Y θn,j(Ω) ⊆ Y,
(ii) it holds for all n, j ∈ N, θ ∈ Θ that Y θ−1,j = Y θ0,j = 0 and
Y θn,j =
n−1∑
l=0
1
(Mj)n−l
[
(Mj)
n−l∑
i=1
Φl
(
Y
(θ,l,i)
l,j , Y
(θ,−l,i)
l−1,j , Z
(θ,l,i)
)]
, (169)
and
(iii) it holds for all n ∈ (N0 ∪ {−1}), j ∈ N, θ ∈ Θ that Ω 3 ω 7→ Y θn,j(ω) ∈ Y is an
F/B(Y)-measurable function.
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Proof of Lemma 3.11. We show (i)–(ii) by induction on n ∈ N. For the base case n = 1
note that the fact that ∀ j ∈ N, θ ∈ Θ: Y θ−1,j = Y θ0,j = 0 implies for all j ∈ N, θ ∈ Θ that
Y θ−1,j, Y
θ
0,j ∈ Y . (170)
Next observe that (137) and (142) ensure for all j ∈ N, θ ∈ Θ, t ∈ [0, T ], x ∈ Rd that
Y θ1,j(T − t, x) = 1Mj
[
Mj∑
i=1
g
(
x+W
(θ,0,i)
t
)]
+ t
Mj
[
Mj∑
i=1
f
(
T − t+ U (θ,0,i)t, x+W (θ,0,i)
U(θ,0,i)t
, Y
(θ,0,i)
0,j
(
T − t+ U (θ,0,i)t, x+W (θ,0,i)
U(θ,0,i)t
))]
= 1
Mj
[
Mj∑
i=1
[
Φ0
(
Y
(θ,0,i)
0,j , Y
(θ,0,i)
−1,j , Z
(θ,0,i)
)]
(T − t, x)
]
. (171)
This and (170) prove (i)–(ii) in the base case n = 1. For the induction step N 3 n− 1→
n ∈ {2, 3, . . .} let n ∈ {2, 3, . . .} and assume for all l ∈ {−1, 0, 1, . . . , n− 1}, j ∈ N, θ ∈ Θ
that Y θl,j(Ω) ⊆ Y . Equations (137) and (142) hence demonstrate for all j ∈ N, θ ∈ Θ,
t ∈ [0, T ], x ∈ Rd that
Y θn,j(T − t, x) = 1(Mj)n
[
(Mj)
n∑
i=1
g
(
x+W
(θ,0,i)
t
)]
+
n−1∑
l=0
t
(Mj)n−l
[
(Mj)
n−l∑
i=1[
f
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
, Y
(θ,l,i)
l,j
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
))
− 1N(l)f
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
, Y
(θ,−l,i)
l−1,j
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
))]]
= 1
(Mj)n
[
(Mj)
n∑
i=1
g
(
x+W
(θ,0,i)
t
)]
+ t
(Mj)n
[
(Mj)
n∑
i=1
f
(
T − t+ U (θ,0,i)t, x+W (θ,0,i)
U(θ,0,i)t
, Y
(θ,0,i)
0,j
(
T − t+ U (θ,0,i)t, x+W (θ,0,i)
U(θ,0,i)t
))]
+
n−1∑
l=1
t
(Mj)n−l
[
(Mj)
n−l∑
i=1
(172)[
f
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
, Y
(θ,l,i)
l,j
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
))
− f
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
, Y
(θ,−l,i)
l−1,j
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
))]]
= 1
(Mj)n
[
(Mj)
n∑
i=1
[
Φ0
(
Y
(θ,0,i)
0,j , Y
(θ,0,i)
−1,j , Z
(θ,0,i)
)]
(T − t, x)
]
+
n−1∑
l=1
1
(Mj)n−l
[
(Mj)
n−l∑
i=1
[
Φl
(
Y
(θ,l,i)
l,j , Y
(θ,−l,i)
l−1,j , Z
(θ,l,i)
)]
(T − t, x)
]
=
n−1∑
l=0
1
(Mj)n−l
[
(Mj)
n−l∑
i=1
[
Φl
(
Y
(θ,l,i)
l,j , Y
(θ,−l,i)
l−1,j , Z
(θ,l,i)
)]
(T − t, x)
]
.
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Induction hence establishes (i)–(ii).
Furthermore, combining (i)–(ii) with (ii) in Lemma 3.10 and (i) in Proposition 2.8
shows (iii). The proof of Lemma 3.11 is thus complete.
3.2.4 Integrability
Lemma 3.12. Assume Setting 3.1. Then it holds for all l ∈ N0, j ∈ N, r ∈ [0,∞) that
E
[∥∥Φl(Y 0l,j, Y 1l−1,j, Z0)∥∥rY + ∥∥Y 0l−1,j∥∥rY] <∞ (173)
(cf. (iii) in Lemma 3.11).
Proof of Lemma 3.12. First of all, note that it holds for all (u,w) ∈ Z, t ∈ [0, T ], x ∈ Rd
that
‖x+ wut‖Rd ≤ ‖x‖Rd + ‖wut‖Rd ≤
(
1 + sup
s∈[0,T ]
‖ws‖Rd
)
max{1, ‖x‖Rd}. (174)
This and Lemma 3.8 (with d = d, T = T , p = p, L = 1 + supt∈[0,T ]‖wt‖Rd , % = ([0, T ] ×
Rd 3 (t, x) 7→ (t, x + wt) ∈ [0, T ] × Rd), v = ([0, T ] × Rd 3 (t, x) 7→ g(x) ∈ R) for
w ∈ C([0, T ],Rd) in the notation of Lemma 3.8) show for all w ∈ C([0, T ],Rd) that
sup
(t,x)∈[0,T ]×Rd
[ |g(x+ wt)|
max{1, ‖x‖qRd}
]
≤ sup
(t,x)∈[0,T ]×Rd
[ |g(x+ wt)|
max{1, ‖x‖pRd}
]
≤
(
1 + sup
t∈[0,T ]
‖wt‖Rd
)p
sup
(t,x)∈[0,T ]×Rd
[ |g(x)|
max{1, ‖x‖pRd}
]
≤ L
(
1 + sup
t∈[0,T ]
‖wt‖Rd
)p
.
(175)
Similarly, (174) and Lemma 3.8 (with d = d, T = T , p = p, L = 1 + supt∈[0,T ]‖wt‖Rd ,
% = ([0, T ]×Rd 3 (t, x) 7→ (T − t+ ut, x+wut) ∈ [0, T ]×Rd), v = ([0, T ]×Rd 3 (t, x) 7→
tf(t, x, 0) ∈ R) for (u,w) ∈ Z in the notation of Lemma 3.8) ensure for all (u,w) ∈ Z
that
sup
(t,x)∈[0,T ]×Rd
[ |tf(T − t+ ut, x+ wut, 0)|
max{1, ‖x‖qRd}
]
≤ sup
(t,x)∈[0,T ]×Rd
[ |tf(T − t+ ut, x+ wut, 0)|
max{1, ‖x‖pRd}
]
≤
(
1 + sup
t∈[0,T ]
‖wt‖Rd
)p
sup
(t,x)∈[0,T ]×Rd
[ |tf(t, x, 0)|
max{1, ‖x‖pRd}
]
(176)
≤ T
(
1 + sup
t∈[0,T ]
‖wt‖Rd
)p
sup
(t,x)∈[0,T ]×Rd
[ |f(t, x, 0)|
max{1, ‖x‖pRd}
]
≤ LT
(
1 + sup
t∈[0,T ]
‖wt‖Rd
)p
.
Combining (142), (175), and (176) implies for all w ∈ Y , z = (u,w) ∈ Z that
‖Φ0(0, w, z)‖Y = sup
(t,x)∈[0,T ]×Rd
[ |[Φ0(0, w, z)](T − t, x)|
max{1, ‖x‖qRd}
]
≤
[
sup
(t,x)∈[0,T ]×Rd
|g(x+ wt)|
max{1, ‖x‖qRd}
]
+
[
sup
(t,x)∈[0,T ]×Rd
|tf(T − t+ ut, x+ wut, 0)|
max{1, ‖x‖qRd}
]
≤ L(T + 1)
(
1 + sup
t∈[0,T ]
‖wt‖Rd
)p
.
(177)
In addition, (142), (174) and Lemma 3.8 (with d = d, T = T , p = q, L = 1 +
supt∈[0,T ]‖wt‖Rd , % = ([0, T ]×Rd 3 (t, x) 7→ (T − t+ ut, x+wut) ∈ [0, T ]×Rd), v = v−w
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for (u,w) ∈ Z, v, w ∈ Y in the notation of Lemma 3.8) prove for all l ∈ N, v, w ∈ Y ,
z = (u,w) ∈ Z that
‖Φl(v, w, z)‖Y = sup
(t,x)∈[0,T ]×Rd
[ |[Φl(v, w, z)](T − t, x)|
max{1, ‖x‖qRd}
]
= sup
(t,x)∈[0,T ]×Rd
[
t
max{1, ‖x‖qRd}
∣∣f(T − t+ ut, x+ wut, v(T − t+ ut, x+ wut))
− f(T − t+ ut, x+ wut, w(T − t+ ut, x+ wut))∣∣]
≤ LT sup
(t,x)∈[0,T ]×Rd
[ |v(T − t+ ut, x+ wut)− w(T − t+ ut, x+ wut)|
max{1, ‖x‖qRd}
]
≤ LT
(
1 + sup
t∈[0,T ]
‖wt‖Rd
)q
sup
(t,x)∈[0,T ]×Rd
[ |v(t, x)− w(t, x)|
max{1, ‖x‖qRd}
]
= LT
(
1 + sup
t∈[0,T ]
‖wt‖Rd
)q
‖v − w‖Y .
(178)
Next we claim that it holds for all l ∈ N0, j ∈ N, r ∈ [0,∞) that
E
[∥∥Φl(Y 0l,j, Y 1l−1,j, Z0)∥∥rY + ∥∥Y 0l,j∥∥rY + ∥∥Y 0l−1,j∥∥rY] <∞. (179)
We establish (179) by induction on l ∈ N0. For the base case l = 0 observe that (177) and
the fact that ∀ a, b, r ∈ [0,∞) : (a+b)r ≤ 2max{r−1,0}(ar+br) show for all j ∈ N, r ∈ [0,∞)
that
E
[∥∥Φ0(Y 00,j, Y 1−1,j, Z0)∥∥rY] = E[∥∥Φ0(0, 0, U0,W 0)∥∥rY]
≤ Lr(T + 1)r E
[(
1 + sup
t∈[0,T ]
‖W 0t ‖Rd
)pr]
≤ 2max{pr−1,0}Lr(T + 1)r
(
1 + E
[
sup
t∈[0,T ]
‖W 0t ‖prRd
])
<∞.
(180)
This and the fact that ∀ j ∈ N, r ∈ [0,∞) : E[‖Y 00,j‖rY + ‖Y 0−1,j‖rY] = 0 < ∞ prove (179)
in the base case l = 0. For the induction step N0 3 l − 1 → l ∈ N let l ∈ N and assume
that it holds for all k ∈ {0, 1, . . . , l − 1}, j ∈ N, r ∈ [0,∞) that
E
[∥∥Φk(Y 0k,j, Y 1k−1,j, Z0)∥∥rY + ∥∥Y 0k,j∥∥rY + ∥∥Y 0k−1,j∥∥rY] <∞. (181)
Note that this, (ii) in Lemma 3.11, and (vi) in Proposition 2.8 ensure for all j ∈ N,
r ∈ [1,∞) that
(
E
[∥∥Y 0l,j∥∥rY])1/r =
(
E
[∥∥∥∥∥
l−1∑
k=0
1
(Mj)l−k
[
(Mj)
l−k∑
i=1
Φk
(
Y
(0,k,i)
k,j , Y
(0,−k,i)
k−1,j , Z
(0,k,i)
)]∥∥∥∥∥
r
Y
])1/r
≤
l−1∑
k=0
1
(Mj)l−k
[
(Mj)
l−k∑
i=1
(
E
[∥∥Φk(Y (0,k,i)k,j , Y (0,−k,i)k−1,j , Z(0,k,i))∥∥rY])1/r
]
=
l−1∑
k=0
(
E
[∥∥Φk(Y 0k,j, Y 1k−1,j, Z0)∥∥rY])1/r <∞.
(182)
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Ho¨lder’s inequality, (178), the fact that ∀ a, b, r ∈ [0,∞) : (a + b)r ≤ 2max{r−1,0}(ar + br),
(v) in Proposition 2.8, and (181) hence demonstrate for all j ∈ N, r ∈ [1,∞) that(
E
[∥∥Φl(Y 0l,j, Y 1l−1,j, Z0)∥∥rY])1/r
≤ LT
(
E
[(
1 + sup
t∈[0,T ]
‖W 0t ‖Rd
)qr∥∥Y 0l,j − Y 1l−1,j∥∥rY])1/r
≤ LT
(
E
[(
1 + sup
t∈[0,T ]
‖W 0t ‖Rd
)2qr])1/(2r)(
E
[∥∥Y 0l,j − Y 1l−1,j∥∥2rY ])1/(2r)
≤ 2max{q−1/(2r),0}LT
(
1 + E
[
sup
t∈[0,T ]
‖W 0t ‖2qrRd
])1/(2r)
·
[(
E
[∥∥Y 0l,j∥∥2rY ])1/(2r) + (E[∥∥Y 0l−1,j∥∥2rY ])1/(2r)] <∞.
(183)
Combining this with (182) and (181) establishes for all j ∈ N, r ∈ [0,∞) that
E
[∥∥Φl(Y 0l,j, Y 1l−1,j, Z0)∥∥rY + ∥∥Y 0l,j∥∥rY + ∥∥Y 0l−1,j∥∥rY] <∞. (184)
Induction hence proves (179). The proof of Lemma 3.12 is thus complete.
3.2.5 Estimates
Lemma 3.13. Assume Setting 3.1 and let C ∈ [0,∞) be given by
C = eLT
[(
E
[|g(ξ +W 0T )|2])1/2 +√T(∫ T0 E[|f(t, ξ +W 0t , 0)|2] dt)1/2]. (185)
Then it holds for all k ∈ N0 that
max
{
E
[|ψk(Φ0(0, 0, Z0))|2],E[|ψk(y)|2]} ≤ C2k! . (186)
Proof of Lemma 3.13. Throughout this proof let F : C([0, T ]×Rd,R)→ C([0, T ]×Rd,R)
satisfy for all v ∈ C([0, T ]× Rd,R), t ∈ [0, T ], x ∈ Rd that
[F (v)](t, x) = f(t, x, v(t, x)). (187)
Observe that (141), the fact that U and W are independent, and Hutzenthaler et al. [68,
Lemma 2.3] (with S = [0, 1], U = ([0, 1]× Ω 3 (s, ω) 7→ sk−1/(k−1)!|y(sT, ξ + WsT (ω))|2 ∈
[0,∞)), Y = U for k ∈ N in the notation of [68, Lemma 2.3]) imply for all k ∈ N that
E
[|ψk(y)|2] = E[ Uk−1(k−1)! |y(UT, ξ + WUT )|2]
= 1
(k−1)!
∫ 1
0
sk−1 E
[|y(sT, ξ + WsT )|2] ds ≤ 1k![ sup
t∈[0,T ]
E
[|y(t, ξ + Wt)|2]]. (188)
This, the fact that E[|ψ0(y)|2] = |y(0, ξ)|2 = E[|y(0, ξ + W0)|2], and [68, Lemma 3.4]
establish for all k ∈ N0 that
E
[|ψk(y)|2] ≤ 1k![ sup
t∈[0,T ]
E
[|y(t, ξ + Wt)|2]]
≤ e2LT
k!
[(
E
[|g(ξ + WT )|2])1/2 +√T(∫ T0 E[|[F (0)](t, ξ + Wt)|2] dt)1/2]2
= e
2LT
k!
[(
E
[|g(ξ +W 0T )|2])1/2 +√T(∫ T0 E[|f(t, ξ +W 0t , 0)|2] dt)1/2]2 = C2k! .
(189)
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Next note that (142) shows for all t ∈ [0, T ], x ∈ Rd that
[Φ0(0, 0, Z
0)](t, x) = g(x+W 0T−t) + (T − t)f
(
t+ (T − t)U0, x+W 0(T−t)U0 , 0
)
. (190)
This, (141), and Ho¨lder’s inequality demonstrate for all k ∈ N that(
E
[|ψk(Φ0(0, 0, Z0))|2])1/2 = E[ Uk−1(k−1)! |[Φ0(0, 0, Z0)](UT, ξ + WUT )|2]
=
(
E
[
Uk−1
(k−1)!
∣∣g(ξ + WUT +W 0(1−U)T )
+ (1−U)Tf(UT + (1−U)U0T, ξ + WUT +W 0(1−U)U0T , 0)∣∣2])1/2
≤
(
E
[
Uk−1
(k−1)! |g(ξ + WUT +W 0(1−U)T )|2
])1/2
+
(
E
[
Uk−1
(k−1)!
∣∣(1−U)Tf(UT + (1−U)U0T, ξ + WUT +W 0(1−U)U0T , 0)∣∣2])1/2.
(191)
The fact that U, W, and W 0 are independent and [68, Lemma 2.3] (with S = [0, 1],
U = ([0, 1]× Ω 3 (s, ω) 7→ sk−1/(k−1)!|g(ξ + WsT (ω) +W 0(1−s)T (ω))|2 ∈ [0,∞)), Y = U for
k ∈ N in the notation of [68, Lemma 2.3]) ensure for all k ∈ N that
E
[
Uk−1
(k−1)! |g(ξ + WUT +W 0(1−U)T )|2
]
=
∫ 1
0
sk−1
(k−1)! E
[|g(ξ + WsT +W 0(1−s)T )|2] ds
= 1
(k−1)!
[∫ 1
0
sk−1 ds
]
E
[|g(ξ +W 0T )|2] = 1k! E[|g(ξ +W 0T )|2]. (192)
In addition, the fact that U, U0, W, and W 0 are independent, [68, Lemma 2.3] (with
S = [0, 1], U = ([0, 1]×Ω 3 (s, ω) 7→ sk−1/(k−1)!|(1−s)Tf(sT+(1−s)U0(ω)T, ξ+WsT (ω)+
W 0(1−s)U0(ω)T (ω), 0)|2 ∈ [0,∞)), Y = U for k ∈ N in the notation of [68, Lemma 2.3]), and
[68, Lemma 2.10] (with k = k, U = ([0, T ]× Rd × Ω 3 (t, x, ω) 7→ f(t, x, 0) ∈ R), r = U0,
W = W 0 for k ∈ N in the notation of [68, Lemma 2.10]) establish for all k ∈ N that
E
[
Uk−1
(k−1)!
∣∣(1−U)Tf(UT + (1−U)U0T, ξ + WUT +W 0(1−U)U0T , 0)∣∣2]
=
∫ 1
0
sk−1
(k−1)! E
[∣∣(1− s)Tf(sT + (1− s)U0T, ξ + WsT +W 0(1−s)U0T , 0)∣∣2] ds
= 1
Tk
∫ T
0
tk−1
(k−1)! E
[∣∣(T − t)f(t+ (T − t)U0, ξ + Wt +W 0(T−t)U0 , 0)∣∣2] dt
= 1
Tk
∫ T
0
tk−1
(k−1)! E
[∣∣(T − t)f(t+ (T − t)U0, ξ + Wt +W 0t+(T−t)U0 −W 0t , 0)∣∣2] dt
≤ T 2
Tk+1
∫ T
0
tk
k!
E
[|f(t, ξ + Wt, 0)|2] dt ≤ Tk! ∫ T
0
E
[|f(t, ξ + Wt, 0)|2] dt
= T
k!
∫ T
0
E
[|f(t, ξ +W 0t , 0)|2] dt.
(193)
Combining (191) with (192)–(193) yields for all k ∈ N that
E
[|ψk(Φ0(0, 0, Z0))|2]
≤ 1
k!
[(
E
[|g(ξ +W 0T )|2])1/2 +√T(∫ T0 E[|f(t, ξ +W 0t , 0)|2] dt)1/2]2
≤ e2LT
k!
[(
E
[|g(ξ +W 0T )|2])1/2 +√T(∫ T0 E[|f(t, ξ +W 0t , 0)|2] dt)1/2]2 = C2k! .
(194)
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Moreover, (190), (141), Ho¨lder’s inequality, the fact that U0 and W 0 are independent,
and [68, Lemma 2.3] imply that
E
[|ψ0(Φ0(0, 0, Z0))|2] = E[|g(ξ +W 0T ) + Tf(U0T, ξ +W 0U0T , 0)|2]
≤
[(
E
[|g(ξ +W 0T )|2])1/2 + (T 2 E[|f(U0T, ξ +W 0U0T , 0)|2])1/2]2
=
[(
E
[|g(ξ +W 0T )|2])1/2 + (T 2 ∫ 10 E[|f(sT, ξ +W 0sT , 0)|2] ds)1/2]2
=
[(
E
[|g(ξ +W 0T )|2])1/2 + (T ∫ T0 E[|f(t, ξ +W 0t , 0)|2] dt)1/2]2
≤ e2LT
[(
E
[|g(ξ +W 0T )|2])1/2 +√T(∫ T0 E[|f(t, ξ +W 0t , 0)|2] dt)1/2]2 = C20! .
(195)
The proof of Lemma 3.13 is thus complete.
Lemma 3.14. Assume Setting 3.1. Then it holds for all k ∈ N0, n ∈ N, u, v ∈ Y that
E
[|ψk(Φn(u, v, Z0))|2] ≤ (LT )2 E[|ψk+1(u− v)|2]. (196)
Proof of Lemma 3.14. Throughout this proof let u, v ∈ Y . Observe that (142) shows for
all t ∈ [0, T ], x ∈ Rd that
|[Φ1(u, v, Z0)](t, x)|
= (T − t)∣∣f(t+ (T − t)U0, x+W 0(T−t)U0 , u(t+ (T − t)U0, x+W 0(T−t)U0))
− f(t+ (T − t)U0, x+W 0(T−t)U0 , v(t+ (T − t)U0, x+W 0(T−t)U0))∣∣
≤ L(T − t)∣∣u(t+ (T − t)U0, x+W 0(T−t)U0)− v(t+ (T − t)U0, x+W 0(T−t)U0)∣∣
= L
∣∣(T − t) · [u− v](t+ (T − t)U0, x+W 0(T−t)U0)∣∣.
(197)
Equation (141), the fact that U, U0, W, and W 0 are independent, [68, Lemma 2.3], and
[68, Lemma 2.10] (with k = k, U = ([0, T ] × Rd × Ω 3 (t, x, ω) 7→ u(t, x) − v(t, x) ∈ R),
r = U0, W = W 0 for k ∈ N in the notation of [68, Lemma 2.10]) hence prove for all k ∈ N
that
E
[|ψk(Φ1(u, v, Z0))|2] = E[ Uk−1(k−1)! |[Φ1(u, v, Z0)](UT, ξ + WUT )|2]
≤ L2 E
[
Uk−1
(k−1)!
∣∣(1−U)T · [u− v](UT + (1−U)U0T, ξ + WUT +W 0(1−U)U0T )∣∣2]
= L2
∫ 1
0
sk−1
(k−1)! E
[∣∣(1− s)T · [u− v](sT + (1− s)U0T, ξ + WsT +W 0(1−s)U0T )∣∣2] ds
= L
2
Tk
∫ T
0
tk−1
(k−1)! E
[∣∣(T − t) · [u− v](t+ (T − t)U0, ξ + Wt +W 0(T−t)U0)∣∣2] dt
= L
2
Tk
∫ T
0
tk−1
(k−1)! E
[∣∣(T − t) · [u− v](t+ (T − t)U0, ξ + Wt +W 0t+(T−t)U0 −W 0t )∣∣2] dt
≤ (LT )2
Tk+1
∫ T
0
tk
k!
E
[|[u− v](t, ξ + Wt)|2] dt (198)
= (LT )2
∫ 1
0
sk
k!
E
[|[u− v](sT, ξ + WsT )|2] ds
= (LT )2 E
[
Uk
k!
|[u− v](UT, ξ + WUT )|2
]
= (LT )2 E
[|ψk+1(u− v)|2].
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In addition, (141), (197) and the fact that (U0,W 0) and (U,W) are identically distributed
ensure that
E
[|ψ0(Φ1(u, v, Z0))|2] = E[|[Φ1(u, v, Z0)](0, ξ)|2]
≤ (LT )2 E[|[u− v](U0T, ξ +W 0U0T )|2]
= (LT )2 E
[|[u− v](UT, ξ + WUT )|2] = (LT )2 E[|ψ1(u− v)|2]. (199)
This, (198), and the fact that ∀n ∈ N : Φn = Φ1 complete the proof of Lemma 3.14.
Lemma 3.15. Assume Setting 3.1. Then it holds for all k ∈ N0, n, j ∈ N that
E
[∣∣∣∣ψk(y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)])∣∣∣∣2
]
≤ (LT )2 E
[∣∣ψk+1(Y 0n−1,j − y)∣∣2]. (200)
Proof of Lemma 3.15. Throughout this proof let Ψn,j : [0, T ] × Rd → [0,∞), j ∈ N, n ∈
N0, satisfy for all n, j ∈ N, t ∈ [0, T ], x ∈ Rd that
Ψn−1,j(t, x) = E
[∣∣(T − t) · [Y 0n−1,j − y](t+ (T − t)U0, x+W 0(T−t)U0)∣∣2] (201)
(cf. Lemma 3.12). To start with, observe that (142), (i)–(ii) in Lemma 3.11, (ii) in
Lemma 3.10, and (iii) and (v) in Proposition 2.8 show for all l, j ∈ N, t ∈ [0, T ], x ∈ Rd
that
E
[[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)]
(T − t, x)]
= tE
[
f
(
T − t+ U0t, x+W 0U0t, Y 0l,j
(
T − t+ U0t, x+W 0U0t
))
− f(T − t+ U0t, x+W 0U0t, Y 1l−1,j(T − t+ U0t, x+W 0U0t))]
= tE
[
f
(
T − t+ U0t, x+W 0U0t, Y 0l,j
(
T − t+ U0t, x+W 0U0t
))
− f(T − t+ U0t, x+W 0U0t, Y 0l−1,j(T − t+ U0t, x+W 0U0t))].
(202)
Again (142) hence ensures for all n, j ∈ N, t ∈ [0, T ], x ∈ Rd that[
n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)]]
(T − t, x)
=
n−1∑
l=0
E
[[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)]
(T − t, x)]
= E[g(x+W 0t )] + tE
[
f
(
T − t+ U0t, x+W 0U0t, Y 00,j
(
T − t+ U0t, x+W 0U0t
))]
+ t
n−1∑
l=1
E
[
f
(
T − t+ U0t, x+W 0U0t, Y 0l,j
(
T − t+ U0t, x+W 0U0t
))
− f(T − t+ U0t, x+W 0U0t, Y 0l−1,j(T − t+ U0t, x+W 0U0t))]
= E[g(x+W 0t )] + tE
[
f
(
T − t+ U0t, x+W 0U0t, Y 0n−1,j
(
T − t+ U0t, x+W 0U0t
))]
.
(203)
In addition, (136), the fact that W and W 0 are identically distributed, the fact that W 0
and U0 are independent, and [68, Lemma 2.4] (with S = [0, 1], U = ([0, 1]×Ω 3 (u, ω) 7→
f(t+ (T − t)u, x+W 0(T−t)u(ω), y(t+ (T − t)u, x+W 0(T−t)u(ω))) ∈ R), Y = U0 for x ∈ Rd,
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t ∈ [0, T ] in the notation of [68, Lemma 2.4]) imply for all t ∈ [0, T ], x ∈ Rd that
y(t, x) = E[g(x+ WT−t)] +
∫ T
t
E
[
f
(
s, x+ Ws−t, y(s, x+ Ws−t)
)]
ds
= E[g(x+W 0T−t)] +
∫ T
t
E
[
f
(
s, x+W 0s−t, y(s, x+W
0
s−t)
)]
ds
= E[g(x+W 0T−t)]
+ (T − t)
∫ 1
0
E
[
f
(
t+ (T − t)u, x+W 0(T−t)u, y
(
t+ (T − t)u, x+W 0(T−t)u
))]
du
= E[g(x+W 0T−t)]
+ (T − t)E[f(t+ (T − t)U0, x+W 0(T−t)U0 , y(t+ (T − t)U0, x+W 0(T−t)U0))].
(204)
This and (203) demonstrate for all n, j ∈ N, t ∈ [0, T ], x ∈ Rd that∣∣∣∣[y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)]]
(t, x)
∣∣∣∣
≤ (T − t)E[∣∣f(t+ (T − t)U0, x+W 0(T−t)U0 , y(t+ (T − t)U0, x+W 0(T−t)U0))
− f(t+ (T − t)U0, x+W 0(T−t)U0 , Y 0n−1,j(t+ (T − t)U0, x+W 0(T−t)U0))∣∣]
≤ L(T − t)E[∣∣y(t+ (T − t)U0, x+W 0(T−t)U0)− Y 0n−1,j(t+ (T − t)U0, x+W 0(T−t)U0)∣∣]
= L(T − t)E[∣∣[Y 0n−1,j − y](t+ (T − t)U0, x+W 0(T−t)U0)∣∣]. (205)
Jensen’s inequality and (201) hence ensure for all n, j ∈ N, t ∈ [0, T ], x ∈ Rd that∣∣∣∣[y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)]]
(t, x)
∣∣∣∣2
≤ L2(T − t)2(E[∣∣[Y 0n−1,j − y](t+ (T − t)U0, x+W 0(T−t)U0)∣∣])2
≤ L2(T − t)2 E
[∣∣[Y 0n−1,j − y](t+ (T − t)U0, x+W 0(T−t)U0)∣∣2] = L2Ψn−1,j(t, x).
(206)
Furthermore, (201), the fact that it holds for every n, j ∈ N that W, Y 0n−1,j, U0, and W 0
are independent (cf. Lemma 3.11 and (ii)–(iii) in Proposition 2.8), and [68, Lemma 2.3]
(with S = Rd, U = (Rd × Ω 3 (w, ω) 7→ |(T − t) · [Y 0n−1,j(ω) − y](t + (T − t)U0(ω), ξ +
w + W 0(T−t)U0(ω)(ω))|2 ∈ [0,∞)), Y = Wt for t ∈ [0, T ], j, n ∈ N in the notation of [68,
Lemma 2.3]) prove for all n, j ∈ N, t ∈ [0, T ] that
E[Ψn−1,j(t, ξ + Wt)] =
∫
Rd
Ψn−1,j(t, ξ + w)
(
Wt(P)B(Rd)
)
(dw)
=
∫
Rd
E
[∣∣(T − t) · [Y 0n−1,j − y](t+ (T − t)U0, ξ + w +W 0(T−t)U0)∣∣2] (Wt(P)B(Rd))(dw)
= E
[∣∣(T − t) · [Y 0n−1,j − y](t+ (T − t)U0, ξ + Wt +W 0(T−t)U0)∣∣2] (207)
= E
[∣∣(T − t) · [Y 0n−1,j − y](t+ (T − t)U0, ξ + Wt +W 0t+(T−t)U0 −W 0t )∣∣2].
Combining (141) with (206), the fact that U and W are independent, [68, Lemma 2.3]
(with S = [0, 1], U = ([0, 1] × Ω 3 (s, ω) 7→ sk−1/(k−1)! Ψn−1,j(sT, ξ + WsT (ω)) ∈ [0,∞)),
Y = U for j, n, k ∈ N in the notation of [68, Lemma 2.3]), (207), again the fact that it holds
for every n, j ∈ N that W, Y 0n−1,j, U0, and W 0 are independent, and [68, Lemma 2.10]
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(with k = k, U = ([0, T ] × Rd × Ω 3 (t, x, ω) 7→ [Y 0n−1,j(ω)](t, x) − y(t, x) ∈ R), r = U0,
W = W 0 for j, n, k ∈ N in the notation of [68, Lemma 2.10]) establishes for all k, n, j ∈ N
that
E
[∣∣∣∣ψk(y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)])∣∣∣∣2
]
= E
[
Uk−1
(k−1)!
∣∣∣∣[y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)]]
(UT, ξ + WUT )
∣∣∣∣2
]
≤ L2 E
[
Uk−1
(k−1)!Ψn−1,j(UT, ξ + WUT )
]
= L2
∫ 1
0
sk−1
(k−1)! E[Ψn−1,j(sT, ξ + WsT )] ds (208)
= L
2
Tk
∫ T
0
tk−1
(k−1)! E[Ψn−1,j(t, ξ + Wt)] dt
= L
2
Tk
∫ T
0
tk−1
(k−1)! E
[∣∣(T − t) · [Y 0n−1,j − y](t+ (T − t)U0, ξ + Wt +W 0t+(T−t)U0 −W 0t )∣∣2] dt
≤ (LT )2
Tk+1
∫ T
0
tk
k!
E
[∣∣[Y 0n−1,j − y](t, ξ + Wt)∣∣2] dt.
This, the fact that it holds for every n, j ∈ N that Y 0n−1,j, W, and U are independent,
[68, Lemma 2.3] (with S = [0, 1], U = ([0, 1] × Ω 3 (s, ω) 7→ sk/k!|[Y 0n−1,j(ω) − y](sT, ξ +
WsT (ω))|2 ∈ [0,∞)), Y = U for j, n, k ∈ N in the notation of [68, Lemma 2.3]), and
(141) show for all k, n, j ∈ N that
E
[∣∣∣∣ψk(y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)])∣∣∣∣2
]
≤ (LT )2
∫ 1
0
sk
k!
E
[∣∣[Y 0n−1,j − y](sT, ξ + WsT )∣∣2] ds
= (LT )2 E
[
Uk
k!
∣∣[Y 0n−1,j − y](UT, ξ + WUT )∣∣2] = (LT )2 E[∣∣ψk+1(Y 0n−1,j − y)∣∣2].
(209)
Moreover, (141), (206), and the fact that it holds for all n, j ∈ N that (Y 0n−1,j, U0,W 0)
and (Y 0n−1,j,U,W) are identically distributed demonstrate for all n, j ∈ N that
E
[∣∣∣∣ψ0(y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)])∣∣∣∣2
]
=
∣∣∣∣[y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)]]
(0, ξ)
∣∣∣∣2
≤ (LT )2 E
[∣∣[Y 0n−1,j − y](U0T, ξ +W 0U0T )∣∣2] (210)
= (LT )2 E
[∣∣[Y 0n−1,j − y](UT, ξ + WUT )∣∣2] = (LT )2 E[∣∣ψ1(Y 0n−1,j − y)∣∣2].
The proof of Lemma 3.15 is thus complete.
3.3 Complexity analysis
3.3.1 MLP approximations in fixed space dimensions
Proposition 3.16. Let d ∈ N, ξ ∈ Rd, T ∈ (0,∞), L, p,B, κ, C ∈ [0,∞), Θ = ∪∞n=1Zn,
(Mj)j∈N ⊆ N satisfy lim infj→∞Mj = ∞, supj∈N Mj+1/Mj ≤ B, and supj∈N Mj/j ≤ κ, let
f ∈ C([0, T ] × Rd × R,R), g ∈ C(Rd,R) satisfy for all t ∈ [0, T ], x ∈ Rd, v, w ∈ R
that max{|f(t, x, 0)|, |g(x)|} ≤ Lmax{1, ‖x‖pRd} and |f(t, x, v) − f(t, x, w)| ≤ L|v − w|,
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let (Ω,F ,P) be a probability space, let U θ : Ω → [0, 1], θ ∈ Θ, be independent on [0, 1]
uniformly distributed random variables, let W θ : [0, T ] × Ω → Rd, θ ∈ Θ, be indepen-
dent standard Brownian motions with continuous sample paths, assume that (U θ)θ∈Θ and
(W θ)θ∈Θ are independent, assume that
C = max
{
1, eLT
[(
E
[|g(ξ +W 0T )|2])1/2 +√T(∫ T0 E[|f(t, ξ +W 0t , 0)|2] dt)1/2]}, (211)
let Y θn,j : [0, T ] × Rd × Ω → R, θ ∈ Θ, j ∈ N, n ∈ (N0 ∪ {−1}), satisfy for all n, j ∈ N,
θ ∈ Θ, t ∈ [0, T ], x ∈ Rd that Y θ−1,j(t, x) = Y θ0,j(t, x) = 0 and
Y θn,j(T − t, x) = 1(Mj)n
[
(Mj)
n∑
i=1
g
(
x+W
(θ,0,i)
t
)]
+
n−1∑
l=0
t
(Mj)n−l
[
(Mj)
n−l∑
i=1[
f
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
, Y
(θ,l,i)
l,j
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
))
(212)
− 1N(l)f
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
, Y
(θ,−l,i)
l−1,j
(
T − t+ U (θ,l,i)t, x+W (θ,l,i)
U(θ,l,i)t
))]]
,
and let (Costn,j)(n,j)∈(N0∪{−1})×N ⊆ N0 satisfy for all n, j ∈ N that Cost−1,j = Cost0,j = 0
and
Costn,j ≤ (Mj)nd+
n−1∑
l=0
[
(Mj)
n−l(Costl,j + Costl−1,j + d+ 1)
]
. (213)
Then
(i) there exists a unique at most polynomially growing viscosity solution y ∈ C([0, T ]×
Rd,R) of (
∂y
∂t
)
(t, x) + 1
2
(∆xy)(t, x) + f(t, x, y(t, x)) = 0 (214)
with y(T, x) = g(x) for (t, x) ∈ (0, T )× Rd,
(ii) it holds for all n ∈ N that
(
E
[|Y 0n,n(0, ξ)− y(0, ξ)|2])1/2 ≤ C[eκ(1 + (2LT )2)Mn
]n/2
<∞, (215)
(iii) it holds for all n ∈ N that Costn,n ≤ (5Mn)nd, and
(iv) there exists (Nε)ε∈(0,1] ⊆ N such that it holds for all ε ∈ (0, 1], δ ∈ (0,∞) that
supn∈{Nε,Nε+1,...}
(
E
[|Y 0n,n(0, ξ)− y(0, ξ)|2])1/2 ≤ ε and
CostNε,Nε ≤ 5deκC2(1+δ)
(
1 + supn∈N
[
[5Be2κ(1+(2LT )2)](1+δ)
(Mn)δ
]n)
ε−2(1+δ) <∞. (216)
Proof of Proposition 3.16. Throughout this proof assume w.l.o.g. that L > 0, assume
w.l.o.g. that there exist an on [0, 1] uniformly distributed random variable U : Ω→ [0, 1]
and a standard Brownian motion W : [0, T ] × Ω → Rd with continuous sample paths
such that U, W, (U θ)θ∈Θ, and (W θ)θ∈Θ are independent, let z, γ ∈ [0,∞), c ∈ (0,∞),
y−1, y0 ∈ C([0, T ] × Rd,R) be given by z = d, γ = 2, c = (LT )2, and y−1 = y0 = 0, let
q ∈ (p,∞), let Y ⊆ C([0, T ]× Rd,R) be the set given by
Y =
{
v ∈ C([0, T ]× Rd,R) : lim sup
N3n→∞
sup
(t,x)∈[0,T ]×Rd, ‖x‖Rd≥n
|v(t, x)|
‖x‖qRd
= 0
}
, (217)
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let ‖·‖Y : Y → [0,∞) satisfy for all v ∈ Y that
‖v‖Y = sup
(t,x)∈[0,T ]×Rd
[ |v(t, x)|
max{1, ‖x‖qRd}
]
, (218)
let (Z,Z ) = ([0, 1] × C([0, T ],Rd),B([0, 1]) ⊗ B(C([0, T ],Rd))), let Zθ : Ω → Z, θ ∈
Θ, satisfy for all θ ∈ Θ that Zθ = (U θ,W θ), let (H, 〈·, ·〉H, ‖·‖H) = (R, 〈·, ·〉R, |·|), let
S = σL(Y,H)
({{ϕ ∈ L(Y ,H) : ϕ(v) ∈ B} ⊆ L(Y ,H) : v ∈ Y , B ∈ B(H)}), let ψk : Ω →
L(Y ,H), k ∈ N0, satisfy for all k ∈ N0, ω ∈ Ω, v ∈ Y that
[ψk(ω)](v) =
{
v(0, ξ) : k = 0√
(U(ω))k−1
(k−1)! v
(
U(ω)T, ξ + WU(ω)T (ω)
)
: k ∈ N , (219)
and let Φl : Y × Y × Z → Y , l ∈ N0, satisfy for all l ∈ N0, v, w ∈ Y , z = (u,w) ∈ Z,
t ∈ [0, T ], x ∈ Rd that
[Φl(v, w, z)](T − t, x)
=

g(x+ wt) + tf
(
T − t+ ut, x+ wut, v(T − t+ ut, x+ wut)
)
: l = 0
t
[
f
(
T − t+ ut, x+ wut, v(T − t+ ut, x+ wut)
)
− f(T − t+ ut, x+ wut, w(T − t+ ut, x+ wut))] : l ∈ N
(220)
(cf. Lemma 3.5 and Corollary 3.7). Note that the assumption that ∀ t ∈ [0, T ], x ∈
Rd, v, w ∈ R : (max{|f(t, x, 0)|, |g(x)|} ≤ Lmax{1, ‖x‖pRd} and |f(t, x, v) − f(t, x, w)| ≤
L|v − w|) ensures that there exists a unique at most polynomially growing viscosity
solution y ∈ C([0, T ]× Rd,R) of(
∂y
∂t
)
(t, x) + 1
2
(∆xy)(t, x) + f(t, x, y(t, x)) = 0 (221)
with y(T, x) = g(x) for (t, x) ∈ (0, T )×Rd (cf., e.g., Hairer, Hutzenthaler, & Jentzen [57,
Section 4], Hutzenthaler et al. [68, Corollary 3.11], and Beck et al. [8, Theorem 1.1]). This
shows (i). Moreover, the Feynman–Kac formula proves for all t ∈ [0, T ], x ∈ Rd that
y(t, x) = E
[
g(x+ WT−t) +
∫ T
t
f
(
s, x+ Ws−t, y(s, x+ Ws−t)
)
ds
]
(222)
(cf., e.g., [57, Section 4], [68, Corollary 3.11], and [8, Theorem 1.1]). Combining this with
[68, Corollary 3.11] demonstrates that
sup
(t,x)∈[0,T ]×Rd
[ |y(t, x)|
max{1, ‖x‖pRd}
]
<∞. (223)
Next observe that
• it holds that (Y , ‖·‖Y) is a separable R-Banach space (cf. (ii) in Proposition 3.4),
• it holds that min{B, κ, C} ≥ 1, y ∈ Y (cf. (223) and Lemma 3.5), and y−1, y0 ∈ Y ,
• it holds that (Z,Z ) is a measurable space,
• it holds that Zθ : Ω→ Z, θ ∈ Θ, are i.i.d. F/Z -measurable functions,
• it holds that (H, 〈·, ·〉H, ‖·‖H) is a separable R-Hilbert space,
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• it holds that ψk : Ω → L(Y ,H), k ∈ N0, are F/S -measurable functions (cf. Lem-
ma 3.9),
• it holds that (Zθ)θ∈Θ and (ψk)k∈N0 are independent,
• it holds that Φl : Y×Y×Z → Y , l ∈ N0, are (B(Y)⊗B(Y)⊗Z )/B(Y)-measurable
functions (cf. (ii) in Lemma 3.10),
• it holds for all n ∈ (N0∪{−1}), j ∈ N, θ ∈ Θ that Y θn,j(Ω) ⊆ Y (cf. assumption (212)
and (i) in Lemma 3.11),
• it holds for all n, j ∈ N, θ ∈ Θ that Y θ−1,j = y−1, Y θ0,j = y0, and
Y θn,j =
n−1∑
l=0
1
(Mj)n−l
[
(Mj)
n−l∑
i=1
Φl
(
Y
(θ,l,i)
l,j , Y
(θ,−l,i)
l−1,j , Z
(θ,l,i)
)]
(224)
(cf. assumption (212) and (ii) in Lemma 3.11),
• it holds for all n, j ∈ N that Cost−1,j = Cost0,j = 0 and
Costn,j ≤ (Mj)nd+
n−1∑
l=0
[
(Mj)
n−l(Costl,j + Costl−1,j + d+ 1)
]
≤ (Mj)nz +
n−1∑
l=0
[
(Mj)
n−l(Costl,j + Costl−1,j + γz)
] (225)
(cf. assumption (213)),
• it holds for all k ∈ N0, j ∈ N that E
[‖Φk(Y 0k,j, Y 1k−1,j, Z0)‖Y] <∞ (cf. Lemma 3.12),
and
• it holds for all k ∈ N0, n, j ∈ N, u, v ∈ Y that
max
{
E
[‖ψk(Φ0(y0, y−1, Z0))‖2H],1N(k)E[‖ψk(y0 − y)‖2H]} ≤ C2k! , (226)
E
[‖ψk(Φn(u, v, Z0))‖2H] ≤ cE[‖ψk+1(u− v)‖2H], (227)
E
[∥∥∥∥ψk(y − n−1∑
l=0
E
[
Φl
(
Y 0l,j, Y
1
l−1,j, Z
0
)])∥∥∥∥2
H
]
≤ 2cE
[∥∥ψk+1(Y 0n−1,j − y)∥∥2H] (228)
(cf. (222), assumption (211), Lemma 3.13, Lemma 3.14, and Lemma 3.15).
Corollary 2.15 hence establishes (ii)–(iv). The proof of Proposition 3.16 is thus complete.
3.3.2 MLP approximations in variable space dimensions
Theorem 3.17. Let T ∈ (0,∞), K,L, p,B, κ ∈ [0,∞), Θ = ∪∞n=1Zn, (Mj)j∈N ⊆ N satisfy
lim infj→∞Mj =∞, supj∈N Mj+1/Mj ≤ B, and supj∈N Mj/j ≤ κ, let ξd ∈ Rd, d ∈ N, satisfy
supd∈N‖ξd‖Rd ≤ K, for every d ∈ N let fd ∈ C([0, T ]× Rd × R,R), gd ∈ C(Rd,R) satisfy
for all t ∈ [0, T ], x ∈ Rd, v, w ∈ R that max{|fd(t, x, 0)|, |gd(x)|} ≤ Lmax{1, ‖x‖pRd} and|fd(t, x, v)−fd(t, x, w)| ≤ L|v−w|, let (Ω,F ,P) be a probability space, let U θ : Ω→ [0, 1],
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θ ∈ Θ, be independent on [0, 1] uniformly distributed random variables, for every d ∈ N
let W d,θ : [0, T ]×Ω→ Rd, θ ∈ Θ, be independent standard Brownian motions, assume for
every d ∈ N that (U θ)θ∈Θ and (W d,θ)θ∈Θ are independent, let Y d,θn,j : [0, T ]× Rd × Ω→ R,
θ ∈ Θ, d, j ∈ N, n ∈ (N0 ∪{−1}), satisfy for all n, j, d ∈ N, θ ∈ Θ, t ∈ [0, T ], x ∈ Rd that
Y d,θ−1,j(t, x) = Y
d,θ
0,j (t, x) = 0 and
Y d,θn,j (T − t, x) = 1(Mj)n
[
(Mj)
n∑
i=1
gd
(
x+W
d,(θ,0,i)
t
)]
+
n−1∑
l=0
t
(Mj)n−l
[
(Mj)
n−l∑
i=1[
fd
(
T − t+ U (θ,l,i)t, x+W d,(θ,l,i)
U(θ,l,i)t
, Y
d,(θ,l,i)
l,j
(
T − t+ U (θ,l,i)t, x+W d,(θ,l,i)
U(θ,l,i)t
))
(229)
− 1N(l)fd
(
T − t+ Ud,(θ,l,i)t, x+W d,(θ,l,i)
U(θ,l,i)t
, Y
d,(θ,−l,i)
l−1,j
(
T − t+ U (θ,l,i)t, x+W d,(θ,l,i)
U(θ,l,i)t
))]]
,
and let (Costd,n,j)(d,n,j)∈N×(N0∪{−1})×N ⊆ N0 satisfy for all d, n, j ∈ N that Costd,−1,j =
Costd,0,j = 0 and
Costd,n,j ≤ (Mj)nd+
n−1∑
l=0
[
(Mj)
n−l(Costd,l,j + Costd,l−1,j + d+ 1)
]
. (230)
Then
(i) for every d ∈ N there exists a unique at most polynomially growing viscosity solution
yd ∈ C([0, T ]× Rd,R) of(
∂yd
∂t
)
(t, x) + 1
2
(∆xyd)(t, x) + fd(t, x, yd(t, x)) = 0 (231)
with yd(T, x) = gd(x) for (t, x) ∈ (0, T )× Rd and
(ii) there exists (Nd,ε)(d,ε)∈N×(0,1] ⊆ N such that it holds for all d ∈ N, ε ∈ (0, 1], δ ∈
(0,∞) that supn∈{Nd,ε,Nd,ε+1,...}
(
E
[|Y d,0n,n (0, ξd)− yd(0, ξd)|2])1/2 ≤ ε and
Costd,Nd,ε,Nd,ε ≤
[
[4p+2 max{L, 1}(1 + T )p/2+1eLT (max{K, p, 1})p]2(1+δ)eκ
·
(
1 + supn∈N
[
[5Be2κ(1+(2LT )2)](1+δ)
(Mn)δ
]n)]
d1+p(1+δ)ε−2(1+δ) <∞.
(232)
Proof of Theorem 3.17. Throughout this proof assume w.l.o.g. for every d ∈ N that
W d,θ : [0, T ]× Ω→ Rd, θ ∈ Θ, are independent standard Brownian motions with contin-
uous sample paths (cf., e.g., Klenke [74, Definition 21.8]) and throughout this proof let
Cd ∈ [1,∞), d ∈ N, be the real numbers which satisfy for all d ∈ N that
Cd = max
{
1, eLT
[(
E
[|gd(ξd +W d,0T )|2])1/2 +√T(∫ T0 E[|fd(t, ξd +W d,0t , 0)|2] dt)1/2]}.
(233)
First of all, observe that the Burkholder–Davis–Gundy-type inequality in Da Prato &
Zabczyk [35, Lemma 7.7] establishes for all r ∈ [2,∞), d ∈ N, t ∈ [0, T ] that(
E
[‖W d,0t ‖rRd])1/r ≤√12r(r − 1)td ≤ r√Td2 . (234)
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Jensen’s inequality and the fact that ∀ a, b, r ∈ [0,∞) : (a+b)r ≤ 2max{r−1,0}(ar+br) hence
prove for all d ∈ N that(
E
[|gd(ξd +W d,0T )|2])1/2 +√T(∫ T0 E[|fd(t, ξd +W d,0t , 0)|2] dt)1/2
≤ L(E[max{1, ‖ξd +W d,0T ‖2pRd}])1/2 + L√T(∫ T0 E[max{1, ‖ξd +W d,0t ‖2pRd}] dt)1/2
≤ L
(
1 +
(
E
[‖ξd +W d,0T ‖2pRd])1/2)+ LT(1 + 1T ∫ T0 E[‖ξd +W d,0t ‖2pRd] dt)1/2
≤ L(1 + T ) + L
((
E
[‖ξd +W d,0T ‖2 max{p,1}Rd ]) 12max{p,1})p
+ LT
((
1
T
∫ T
0
E
[‖ξd +W d,0t ‖2 max{p,1}Rd ] dt) 12max{p,1})p
≤ L(1 + T ) + L
(
‖ξd‖Rd +
(
E
[‖W d,0T ‖2 max{p,1}Rd ]) 12max{p,1})p
+ LT
(
‖ξd‖Rd +
(
1
T
∫ T
0
E
[‖W d,0t ‖2 max{p,1}Rd ] dt) 12max{p,1})p
≤ L(1 + T ) + L(‖ξd‖Rd + max{p, 1}√2Td)p + LT(‖ξd‖Rd + max{p, 1}√2Td)p
≤ L(1 + T ) + L(1 + T )2max{p−1,0}(‖ξd‖pRd + max{pp, 1}(2Td)p/2)
≤ dp/22max{p,1}+p/2L(1 + T )p/2+1(Kp + max{pp, 1})
≤ dp/24p+1L(1 + T )p/2+1(max{K, p, 1})p.
(235)
This and (233) show for all d ∈ N, δ ∈ (0,∞) that
5(Cd)
2(1+δ) ≤ 5[dp/24p+1 max{L, 1}(1 + T )p/2+1eLT (max{K, p, 1})p]2(1+δ)
≤ [4p+2 max{L, 1}(1 + T )p/2+1eLT (max{K, p, 1})p]2(1+δ)dp(1+δ). (236)
Combining this with Proposition 3.16 completes the proof of Theorem 3.17.
Corollary 3.18. Let T ∈ (0,∞), p ∈ [0,∞), Θ = ∪∞n=1Zn, (Mj)j∈N ⊆ N, (ξd)d∈N ⊆ Rd
satisfy supj∈N(Mj+1/Mj +Mj/j+‖ξj‖Rj) <∞ = lim infj→∞Mj, let f : R→ R be a Lipschitz
continuous function, let gd ∈ C(Rd,R), d ∈ N, satisfy supd∈N, x∈Rd |gd(x)|/max{1,‖x‖pRd} < ∞,
let (Ω,F ,P) be a probability space, let U θ : Ω → [0, 1], θ ∈ Θ, be independent on [0, 1]
uniformly distributed random variables, let W d,θ : [0, T ] × Ω → Rd, θ ∈ Θ, d ∈ N, be
independent standard Brownian motions, assume that (U θ)θ∈Θ and (W d,θ)(d,θ)∈N×Θ are
independent, let Y d,θn,j : [0, T ]×Rd ×Ω→ R, θ ∈ Θ, d, j ∈ N, n ∈ (N0 ∪ {−1}), satisfy for
all n, j, d ∈ N, θ ∈ Θ, t ∈ [0, T ], x ∈ Rd that Y d,θ−1,j(t, x) = Y d,θ0,j (t, x) = 0 and
Y d,θn,j (T − t, x) =
n−1∑
l=0
t
(Mj)n−l
[
(Mj)
n−l∑
i=1
[
f
(
Y
d,(θ,l,i)
l,j
(
T − t+ U (θ,l,i)t, x+W d,(θ,l,i)
U(θ,l,i)t
))
(237)
− 1N(l)f
(
Y
d,(θ,−l,i)
l−1,j
(
T − t+ U (θ,l,i)t, x+W d,(θ,l,i)
U(θ,l,i)t
))]]
+ 1
(Mj)n
[
(Mj)
n∑
i=1
gd
(
x+W
d,(θ,0,i)
t
)]
,
and let (Costd,n,j)(d,n,j)∈N×(N0∪{−1})×N ⊆ N0 satisfy for all d, n, j ∈ N that Costd,−1,j =
Costd,0,j = 0 and
Costd,n,j ≤ (Mj)nd+
n−1∑
l=0
[
(Mj)
n−l(Costd,l,j + Costd,l−1,j + d+ 1)
]
. (238)
Then
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(i) for every d ∈ N there exists a unique at most polynomially growing viscosity solution
yd ∈ C([0, T ]× Rd,R) of(
∂yd
∂t
)
(t, x) + 1
2
(∆xyd)(t, x) + f(yd(t, x)) = 0 (239)
with yd(T, x) = gd(x) for (t, x) ∈ (0, T )× Rd and
(ii) there exist (Nd,ε)(d,ε)∈N×(0,1] ⊆ N and (Cδ)δ∈(0,∞) ⊆ (0,∞) such that it holds for all
d ∈ N, ε ∈ (0, 1], δ ∈ (0,∞) that Costd,Nd,ε,Nd,ε ≤ Cδd1+p(1+δ)ε−2(1+δ) and
sup
n∈{Nd,ε,Nd,ε+1,...}
(
E
[|Y d,0n,n (0, ξd)− yd(0, ξd)|2])1/2 ≤ ε. (240)
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