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Abstract
We propose a new technique to perform unsupervised data classification (cluster-
ing) based on density induced metric and non-smooth optimization. Our goal is to
automatically recognize multidimensional clusters of non-convex shape. We present
a modification of the fuzzy c-means algorithm, which uses the data induced met-
ric, defined with the help of Delaunay triangulation. We detail computation of the
distances in such a metric using graph algorithms. To find optimal positions of
cluster prototypes we employ the discrete gradient method of non-smooth opti-
mization. The new clustering method is capable to identify non-convex overlapped
d-dimensional clusters.
Key words: Data mining; Nonlinear programming; Clustering; Fuzzy c-means;
Non-smooth optimization.
1 Introduction
Cluster analysis, an important task in exploratory data analysis, involves
grouping together similar data objects to obtain a set of groups satisfying
the following two conditions [12,19]:
• homogeneity within a group - that is, the objects in the group should be
similar to each other.
• heterogeneity between groups - that is, objects in different groups should
be dissimilar to each other.
We assume that each object (datum) is represented as a point in d-dimensional
space, where d is the number of attributes, and that the attributes are real-
valued. Hence objects will be referred to as data points, and the dataset is
Preprint submitted to Elsevier Science 8 July 2005
written as: X = {x1, x2, . . . , xN}, where xk ∈ Rd is the k-th data point, N
is the number of data points, and Rd is d-dimensional Euclidean space. An
example of a dataset is shown on Fig.1.
There are many different clustering algorithms found in the literature arising
from varying disciplines such as pattern analysis, data mining, biology, ar-
chaeology and geographical analysis [7,12,19]. There are two main approaches
to clustering: hierarchical and partitional. Hierarchical clustering generates a
hierarchical tree of nested clusters, known as a dendrogram. This approach
to clustering is valuable when information as to the structure of the clusters
is required rather than a single clustering output. For instance, if there are
clusters present within clusters, as often is the case in biological clustering
problems, like gene expression data analysis. If a single clustering solution is
required, then a termination criterion must be specified or a post-clustering
visual inspection of the dendrogram must be performed by a domain expert.
In either situation subjective judgement is needed [12,19].
Partitional clustering algorithms produce a single c-partition of the dataset,
where c is the pre-defined number of clusters. The c-partition corresponds
to the clusters in the dataset. It is usually found by optimizing an objective
function that measures the ”desirability” of different c-partitions. The most
common algorithm is the c-means (or k-means) algorithm, as well as its ex-
tension to fuzzy clustering, the fuzzy c-means (FCM) algorithm, discussed
in [7].
In all cases, partitioning of the data into clusters will depend on the measure
of similarity/dissimilarity being used, which is commonly expressed in terms
of the distance on X. We will refer to this distance as a metric, even though
the axioms of a metric are not always satisfied. Further, the distance on X is
frequently extended to that on Rd, thus allowing one to compute the distance
from the data to an arbitrary point in Rd. In particular, c-means type algo-
rithms involve computation of the distances to cluster centers (prototypes)
which do not coincide with any datum.
Partitional algorithms are particularly sensitive to the metric used. Traditional
metrics on Rd, such as Euclidean distance, lp-norms and Mahalanobis distance,
which are commonly used in partitional algorithms, help identify convex well
separated clusters. However these algorithms fail to identify more complicated
non-convex clusters, such as the ones shown on Figs.1,2.
There is a number of techniques proposed to deal with clusters of non-convex
shapes. C-shells, c-variety and c-mixed prototypes methods [18] use special
distance functions to compute distances to given geometrical prototypes, such
as planes, rectangles, ellipces, etc. However such prototypes must be specified
a priori, and this information is rarely available.
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Fig. 1. A dataset containing three clusters.
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Fig. 2. A dataset containing two not linearly separable clusters.
Another approach is based on using metrics that depend on the density of
the data. This way the density determines the shape of the clusters, and
consequently clusters of arbitrary shapes can be found. A number of density-
based clustering algorithms have been developed in the recent years (e.g.,
[11, 17]), and this approach appears to be quite successful.
Our paper develops this approach, and proposes a new type of density-based
metric, which can be automatically computed from the dataset. It resolves
many technical difficulties related to the sparsity of the data in d-dimensional
space, and efficient calculation of distances between the data points in such a
metric.
We apply this metric definition in the context of partitional algorithms, in par-
ticular fuzzy c-means clustering. This involves solving an optimization problem
with a non-smooth objective function. We use a method of non-smooth opti-
mization, called the Discrete Gradient (DG) method [2, 3]. Beside its robust-
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ness in dealing with non-differentiable functions, DG has another advantage –
its ability to ”skip” through many shallow local minima of the objective func-
tion. Local optimization methods converge to a local minimum, typically the
nearest local minimum to the starting point. The objective function in the c-
means method possesses myriads of local minima (of order 1060 or more [13]).
A good clustering solution corresponds to a global, or perhaps a deep local
minimum. In most cases DG converges to a much deeper local minimum than
other methods [6].
2 Review of fuzzy c-means algorithms
One of the main classes of partitioning algorithms is the k-means (or c-means)
algorithm [7, 12, 19]. It is based on optimizing the clustering criterion – an
objective function that measures the ’desirability’ of clustering solutions (i.e.
’desirability’ of different c-partitions). Let the number of clusters c be fixed.
Assume that each cluster i has a prototype, a point vi ∈ Rd representative
of the members of the cluster. The requirements that members of one cluster
are similar to each other and dissimilar to members of other clusters can be
expressed as
J(U, v) =
N∑
k=1
c∑
i=1
uikD(v
i, xk), (1)
where U is the indicator function, uik = 1 if the datum x
k is a member of the
cluster i and is 0 otherwise, D(vi, xk) is the distance between xk and vi, and
variable v ∈ Rd×c is a vector of cluster centers. The optimum of (1), subject
to the constraint ∀k :
∑c
i=1 uik = 1, yields the optimal partition.
Fuzzy version of c-means algorithm, referred to as FCM, relaxes the condi-
tion uik ∈ {0, 1} by allowing the same datum x
k to belong to several cluster
simultaneously, to a certain degree. The restriction on the membership values
is expressed as uik ∈ [0, 1],
∑c
i=1 uik = 1.
The FCM algorithm minimizes the weighted within-group sum of squares
(WGSS) functional [7]
Jm(U, v) =
N∑
k=1
c∑
i=1
(uik)
m(Dik)
2 (2)
where the partition U is the c×N fuzzy membership matrix, with uik being
the membership of the k-th data point in the i-th cluster, and Dik = D(v
i, xk).
The weighting exponent m ∈ [1,∞) determines the degree of fuzziness of the
clusters. The case m = 1 corresponds to the hard partition, i.e., J(U, v) in (1).
By minimizing the WGSS functional, we find the optimal positions of cluster
centers vˆ and the corresponding optimal partition Uˆ .
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The shape of the clusters found by FCM depends on the distance D(·, ·);
for instance Euclidean norm results in spherical clusters. Whatever the norm,
only clusters of simple convex shapes can be found. Fuzzy c-shells and fuzzy c-
varieties algorithms can find clusters of varying structures (lines, hyperplanes,
rings, etc.) by modifying calculation of the distances Dik, but the desired
structures must be known a priori [18].
Minimization of (2) is usually performed using alternating optimization: for a
fixed partition U , Jm(U, v) is a convex function of v, and the unique minimum
is found explicitly as [7]
vˆi =
∑N
k=1(uik)
mxk∑N
k=1(uik)
m
, (3)
and for fixed cluster prototypes v, the optimal partition is given by
uˆik =


c∑
j=1
Dik
Djk


− 2
m−1
. (4)
The alternating optimization (AO) proceeds by iterating Eqs. (3) and (4). Such
algorithm converges globally (i.e., from any starting U, v) to a local minimum
of Jm. Note that vˆ
i in (3) is a weighted mean of the members of the i-th cluster
(a simple mean for a hard partition m = 1), hence the name c-means.
Of course, Jm(U, v) is not a convex function of both U and v; it has myriads of
local minima (of order 1060 even in some simple cases [13]). Globally optimal
solutions are rarely reached, although some authors propose using global opti-
mization methods instead of AO (such as random search, simulated annealing,
genetic algorithms, and newer deterministic methods) [5, 13, 22]. We wish to
acknowledge that problem of multiple local minima is already present in the
standard Jm functional, and will not result because of modifications of the
metric.
3 Density based metric
3.1 Motivation
In exploratory data analysis, the form of the clusters is in fact unknown in
advance. Density-based clustering approaches do not use any global metric
which imposes its structure on the dataset. Instead, density of the data is used
to define a metric, so that data in the regions of high density are considered
more similar to each other than the data separated by empty space.
An interesting physical interpretation of density-based metrics was suggested
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in [14]. Consider an optical medium, in which the refractive index is inversely
proportional to the density of some ions embedded into the base substance
(like glass). According to Fermat principle, the rays of light propagating in
such medium are the paths of the shortest optical length, which depends on
the refractive index. The optical path is shorter in the areas of high density.
The distance based on the optical length is precisely the density-based met-
ric. (Optical devices with varying refractive index, obtained by embedding
metal ions into silicon are routinely manufactured in optoelectronics industry
nowadays).
By using density based metric, the data in the regions of high density tend
to be grouped together, irrespective of the geometrical distance between the
data. On the other hand, data separated by the areas of low density will have
higher dissimilarity. Minimization of the WGSS functional with the modified
metric will then favor clusters of high density data, which can be of arbitrary
shape.
3.2 Density estimates
This brings us to the problem of density estimation in Rd. The method of
density based clustering proposed in [14] uses a 2-dimensional histogram to
estimate the point density from the data. The region of space containing the
data is subdivided into rectangles, and the proportion of data points falling
within each rectangle provides the density estimate. This approach has a se-
rious limitation however: it cannot be readily extended to more variables, as
most of the d-dimensional rectangles will contain no data at all. The number
of such rectangles grows as an exponent of d.
Density estimation problem is well known in statistics, and many excellent
methods have been developed (e.g., [26]). Kernel based estimates are popular
(in the context of clustering they are used in DBSCAN [11] and DENCLUE
[17] methods), the difficulty is that they require a parameter which specifies
the width of a kernel. Furthermore, when the number of variables d increases,
so is the average distance between the points. The space becomes more and
more ”empty”, and kernel estimates require substantial increase in the width
of the kernel.
There is a number of methods for density estimation based on Voronoi dia-
grams, and their duals, Delaunay triangulations [10,15,16,20,21,23,25]. For a
dataset X in d-dimensional space define its triangulation – a non-overlapping
partition of the convex hull of the data CH(X) into d-dimensional simplices
(triangles in 2 dimensions). Delaunay triangulation is a special triangulation,
which is optimal with respect to a number of criteria, among which is the
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maximum radius of a min-containment sphere. It can be obtained as the dual
to the Voronoi diagram, which is a partition of the space Rd into the subsets
of points (called Voronoi cells) which are closer to a particular xk than to any
other datum:
V or(xk) = {x ∈ Rd : ||x− xk|| ≤ ||x− xj||, j 6= k}.
If we join by an edge those data points xk, xj which share a common boundary
of their Voronoi cells, we obtain Delaunay (pre-)triangulation. If the points
are in ”general position” (ie, no d + 2 points lie on a common sphere) then
we obtain a triangulation, otherwise we have to subdivide some Delaunay
nonsimplicial cells. Voronoi diagrams and Delaunay triangulation are classical
constructions in computational geometry, discussed in detail in [1, 24]. Fig. 3
illustrates these concepts.
Fig. 3. Voronoi diagram and Delaunay triangulation of a dataset.
Assume that the data set X was generated by a random sampling from a
distribution with density ρ(x). We want to estimate this density from the
sample X. Let B be a Borel subset of Rd. Then the proportion of the sample
falling into B serves as an estimate of the probability P (x ∈ B) =
∫
B ρ(x)dx.
Estimation of the probability density by a histogram involves partitioning the
domain into hyperrectangles of the same volume. However the subsets B can
be chosen differently [26]. For instance, if we use the Voronoi diagram of the
dataset, we obtain the following piecewise constant estimate of the density ρ
ρˆ(x) =
1
N × V ol(V or(xk))
, if x ∈ V or(xk),
where V or(xk) are the Voronoi cells whose volume is denoted by V ol. Here
we use the fact that each Voronoi cell contains only one datum xk.
Similarly, if we have any other non-overlapping partition of some subset T ⊂
Rd, T =
⋃
k Pk, such as triangulation, we can estimate the density as
ρˆ(x) =
mk
N × V ol(Pk)
, if x ∈ Pk,
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where mk is the number of data points falling into Pk.
The use of Voronoi diagram and Delaunay triangulation for density estimation
and for clustering has been recently proposed in different fields [10, 15, 16, 20,
21, 23, 25]. The main advantage of these geometrical structures is that they
are naturally derived from the dataset itself. Unlike other partitions, none of
Voronoi or Delaunay cells will end up empty.
In the case of Delaunay triangulation we use the following estimate
ρˆk(x) =
1
NS × V ol(Pk)
, if x ∈ Pk, (5)
where NS is the total number of simplices in the Delaunay triangulation.
This ensures that
∫
x∈D ρˆ(x)dx = 1. The simplex Pk can be written as the
convex hull of its vertices CH({xk1 , . . . , xkd+1}). For those x on the boundary
of several simplices Pk (i.e., on the faces of Delaunay triangulation), ρˆ(x) can
be defined as the minimum, maximum or the average of the expressions (5),
for instance,
ρˆ(x) = min
k=1,...,m
ρˆk(x), if x ∈
m⋂
k=1
Pk. (6)
It depends on the needs of a particular problem; it appears that when the
number of data is relatively small, max works better.
3.3 Definition of the metric
Let us now define a metric based on the density estimate (5), which would
allow efficient computation of the distances. Any triangulation defines a con-
nected graph, whose vertices are the data points, and whose edges are the
edges of the simplices that form the trianguation. By associating with each
edge a positive weight, computed from the density estimate (6), we obtain a
connected symmetric weighted graph. The weights are defined as
Wkj =
||xk − xj||2
G(ρˆ(x))
, x ∈ Ekj, (7)
where the edge Ekj is identified by the pair of vertices x
k, xj, and G is some
continuous monotone increasing function. We call such graph the Delaunay
density graph. The distance between data points xk and xj, not necessarily
sharing the same edge, is defined as the minimum distance on the graph (i.e.,
as the shortest path). This defines a metric on the discrete set X.
In c-means class of methods, the cluster prototypes vi do not in general co-
incide with the data points. Such methods require computation of distances
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between arbitrary points in Rd and the data. Therefore we need to extend the
definition of the metric to Rd.
Consider the general case when x, y ∈ CH(X) do not coincide with any datum,
and belong to different simplices. We will define the distance as the shortest
path on the augmented Delaunay density graph, constructed as follows. Add
x, y to the graph, and join these points with the vertices xk1 , xk2 , . . . , xkd+1 of
the corresponding simplices that contain these points, see Fig. 4. Define the
weights of the edges by using the expression
Wx,xki =
||x− xki ||2
G(ρˆki)
× s²(ai), (8)
where ai are barycentric coordinates of x, i.e., x =
∑d+1
i=1 aix
ki ,
∑
ai = 1, and
ρki is the density estimate at x
ki given in (6). The function s²(t) is chosen to
ensure continuity of the metric
s²(t) =


1 if t ≥ ²,
1 + 1
t
− 1
²
if 0 < t < ².
for some small ² > 0. Weights Wy,xki are defined in the same way.
Now x, y are part of the augmented Delaunay density graph. The distance
D(x, y) is defined as the shortest path between x, y on this graph [9].
Fig. 4. Delaunay triangulation of the dataset, and the induced Delaunay density
graph. The density is proportional to the size of the triangles.
It is easy to show that the proposed distance is a metric. Non-negativity and
symmetry are trivial. To demonstrate the triangular inequality, observe that
for every z ∈ CH(X), distancesD(x, z) andD(z, y) are also the shortest paths
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Fig. 5. Building the augmented Delaunay graph. Point x1 falls inside the simplex
P = CH(x1, x2, x3) marked with thick solid lines. Neighboring simplices are denoted
by dashed lines. x1 is connected to the vertices of P by edges with the weights Wx,xk .
along the augmented Delaunay density graph. Since D(x, y) is the shortest
distance in the same graph, we obtain D(x, y) ≤ D(x, z) +D(z, y).
3.4 Computation of distances
Expressions (5)-(8) define a metric D(x, y) based on the Delaunay density
graph. Let us now detail the steps involved in the actual computation of the
distances in such a metric. Notice that in the clustering problem at hand, we
require computation of the distances Dik in (2) between the cluster prototypes
(which are arbitrary points in CH(X)) and all the data points in the dataset
X.
First, given the dataset X, we need to compute its Delaunay triangulation. In
more than two variables, efficient computation of the Delaunay triangulation
is done by lifting the points on a paraboloid, and computing their convex hull
in Rd+1. The projections of the lower facets of the convex hull onto Rd yield
Delaunay triangulation [1,24]. An implementation of such algorithm in qhull
software package is available from www.qhull.org [4].
Next we need to build the Delaunay density graph by using the 1-dimensional
faces of Delaunay triangulation (i.e., the edges of the simplices). We associate
with each Delaunay simplex Pk the density estimate (5) ρk = ρˆ(x). The weights
of the graph are computed from (5)-(7).
Consider now computation of the distances between an arbitrary x ∈ CH(X)
and the data xk. At the first step we need to identify the simplex Pk that
contains x. This is a typical point location problem. It is solved efficiently by
using the same data structure used to build Delaunay triangulation via convex
hull. qhull software has a specific function which returns such a simplex. Then
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we need to join x with the vertices of the simplex Pk by weighted edges. We
compute the weights of the edges joining x and the vertices of the simplex
xk1 , xk2 , . . . , xkd+1 using the expression (8).
Let us now explain the reasons behind choosing (8) to define the weights.
We intend to use a continuous optimization algorithm to identify the optimal
cluster centers. This requires a continuous objective function, which depends
on the metric we use. Thus we require continuity ofD(x, y). On the other hand,
we also wish to obtain an efficient algorithm, so we require a computationally
efficient way to compute the distances.
A possible discontinuity of D(x, y) is when x (or y) is at the boundary between
two neighboring simplices (i.e., on a face of Delaunay triangulation). If we
consider two points x1 and x2 in the immediate neighborhood of the boundary
of two simplices, we note that both points would be connected to the vertices
through a different set of edges. Only the edges to the vertices that belong
to the same face are the same (Fig. 5). Thus the shortest path to the vertex
opposite to the common face would involve a different set of edges, hence a
potential discontinuity.
What Eq.(8) does is to define the weights in such a way, that when x ap-
proaches any face of the simplex Pk, the weights of the edges between x and
the vertices opposite to this face continuously increase, approaching infinity in
the limit. This is because the corresponding barycentric coordinates ai → 0.
Each weight Wx,xki is a continuous function of x in the interior of Pk, and
Wx,xki → ∞ when x approaches a face opposite to x
ki . Since the distance to
xki is computed as
D(x, xki) = min
j=1,...,d+1
{W
x,x
kj +Wkjki},
we obtain continuity of D(x, xki) on the whole Pk, and consequently continuity
of D(x, y). Because we use min function to compute the distance, D(x, y) is a
non-smooth function of x, y.
3.5 Algorithm to compute the distances
Before we give the details of the algorithm, we notice that the computation
of the distances from an arbitrary x to all the data points xn can be facili-
tated by using lookup tables. In principle we can use Dijkstra’s algorithm to
compute the shortest path between x and all xn, every time it is required in
Eq. (4). However, the computational complexity of the Dijkstra’s algorithm is
O(N logN +E), E is the number of edges in the graph, and N is the number
of data [9]. Computation of D(x, xn) is required at every step of the iterative
optimization of WGSS functional (2), and this proves to be quite expensive.
11
Since the shortest path on the augmented Delaunay density graph is expressed
as
D(x, xn) = min
i=1,...,d+1
{Wx,xki +D(x
ki , xn)},
we can precompute the matrix of pairwise distances D(xk, xn), and then re-
trieve the required values. The advantage of precomputing the valuesD(xk, xn)
is that the expensive Dijkstra’s algorithm is called only once before the itera-
tive process. Then, every time we need to compute D(x, xn) in the objective
function (2), we effectively compute onlyWx,xki and take the minimum of d+1
values.
Algorithm 1 (preprocessing)
Input: The data set X = {xk}Nk=1
Ouptut: Delaunay triangulation T , Delaunay density graph G, shortest paths
matrix D : Dkn = D(x
k, xn).
Step 1. Using convex hull algorithm, construct Delaunay triangulation T .
Step 2. For each simplex in T compute the density using (5).
Step 3. Construct Delaunay density graph G, using (7) for weights computa-
tion.
Step 4. Build the adjacency matrix of G. Using Dijkstra’s algorithm, build the
shortest paths matrix D.
Thus, at the preprocessing step we use the convex hull algorithm to com-
pute Delaunay triangulation, and the Dijkstra’s algorithm to compute the
matrix Dkn = D(x
k, xn). Note that in this case we solve all pairs shortest path
problem by calling Dijkstra’s algorithm N times, resulting in the complexity
O(N 2 logN + NE). The worst case complexity of computing the Delaunay
triangulation is O(N d
d
2
e) [8]. Hence the total complexity of the preprocessing
step is O(N 2 logN +NE +N d
d
2
e). The number of edges E is bounded by N 2.
Algorithm 2 (distance computation)
Input: Point x, Delaunay triangulation T , Delaunay density graph G, shortest
paths matrix D.
Ouptut: Vector of distances D(x, xn).
Step 1. Using T , find the simplex Pk : x ∈ Pk.
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Step 2. Compute barycentric coordinates of x in Pk, ai, i = 1, . . . , d+ 1.
Step 3. Join x with the vertices of Pk, x
ki , by edges with the weights given by
(8).
Step 4. Compute the distances D(x, xn) as the shortest paths on the aug-
mented Delaunay density graph, using
D(x, xn) = min
i=1,...,d+1
{Wx,xki +Dkin}.
4 Density based fuzzy c-means
Let us now return to the clustering problem. We shall formulate the extended
the fuzzy c-means algorithm, which consists in minimizing WGSS functional
(2), in which the fuzziness parameter m ≥ 1. We remind that the cluster
membership values uik range over [0, 1] and
∑c
i=1 uik = 1. For m = 1 we
obtain crisp c-means with uik ∈ {0, 1}.
We obtain the optimal partition by minimizing the modified WGSS functional
(2), in which the distances Dik = D(v
i, xk) are computed in the density based
metric. Since we have changed the metric, the alternating optimization algo-
rithm will no longer work, as the optimality condition (3) is not valid. However,
the optimality condition (4) holds, as it was derived irrespective of the metric
D [7]. Thus for a fixed v we obtain the optimal Uˆ explicitly.
We can formulate a bi-level optimization problem
min Jm(U, v) = min
v
min
U
Jm(U, v).
The inner problem minU Jm(U, v) with a fixed v is solved explicitly by (4),
while the outer problem requires some iterative optimization algorithm.
The objective function Jm(v) = minU Jm(U, v) is computed for every v by
using (4). All the required distances Dik between cluster centers v
i and the
data xk are computed by using Algorithm 2.
The objective function Jm(v) is continuous (we have ensured that the distances
Dik depend continuously on v
i). But it is not differentiable, as it involves a
combination of min functions. Thus optimization of Jm(v) should be performed
by a method of non-smooth optimization.
In our study we chose the Discrete Gradient method (DG) [2, 3]. This is a
method of non-smooth optimization which relies on a generalization of the
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differential (quasi-differential), and its subsequent discrete approximation. It
is applicable to many classes multivariate non-smooth functions, and is nu-
merically efficient. One particular feature of DG algorithm is its ability to
”skip” many shallow local minima of the objective function. Unlike most lo-
cal optimization methods, DG algorithm does not converge to the ”closest”
local minimum, but to a sufficiently deep minimum, skipping through many
suboptimal solutions. This is a consequence of using quasi-differential when
calculating the direction of descent, as its approximation requires values of the
objective function in relatively large neighborhoods of a current point (hence a
chance to escape a local minimum). In a previous study we have confirmed this
useful feature experimentally [6]. We already mentioned that even the classical
WGSS functional possesses myriads of suboptimal local minima. Thus, using
an algorithm with such a feature is a distinctive advantage, as it finds better
cluster partitions.
Of course, being a local method, DG does not find the globally optimal so-
lution, and therefore it needs to be combined with a global search method,
such as simulated annealing or random search. In our study we ran DG al-
gorithm from a number of randomly chosen initial points, and then took the
best minimizer of Jm as the solution.
One should be aware that for d > 3, evaluation of the objective function
could be expensive. This is due to the complexity of locating the simplex Pk
containing vi in Algorithm 2, and the sheer number of such simplices. It is
known that the complexity of Delaunay triangulation grows as O(N b
d
2
c) [8].
Thus it is desirable to make the choice of initial points in DG algorithm more
efficient.
Taking into account the specifics of the problem, namely that the cluster
centers should be dissimilar to each other, one may use the following heuristic
for choosing initial positions of vi, adopted from [14].
1. Choose randomly one of the data as v1.
2. Using the pairwise distance matrix D, choose the datum furthest from v1
as v2. Let V = {v1, v2}.
3. Choose the datum furthest from V as v3. Add v3 to V .
Repeat step 3 for the subsequent cluster centers, always choosing the datum
furthest from the set V . To do this, we solve a discrete optimization problem
max
xk
min
xj∈V
D(xk, xj).
Since the number of clusters c is usually small (c < 10), we solve it by explicit
enumeration.
14
In some cases, however, we found that this heuristic did not provide good
staring points for the algorithm. Thus we complemented it with a random
initialization of cluster centers within the minimum rectangle containing all
data points.
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Fig. 6. Clustering by fuzzy c-means algorithm. The clusters cannot be identified
correctly, as their shape does not match the Euclidean metric used.
2
2
1
1
11
2
2
2
2
2
22
2
1
2
2
2
2
22
1
2
2
2
2
2
2
1
1
2
3
1
1
22
2
2
21
1
1
2
2
2 2
2
5
3
2
1
2
2
2
1
1
1
2
1
2
2
1
2
3
1
3 23
1
3
2
3
1
3
2
3
3
2
3
1
2
2
2
2
1
1
2 2
2
2
1
1
1
4
2
5
2
42
2
1
2
2
1
2
2
1
1
1
2
1 2
2
1
2
2
1 2
2
1
1 1
1
2
1
2
2
3
33
2
1
3
2
3
2
1
3
3
2
3
Fig. 7. C-means with density induced metric. The clusters are correctly identified.
Figures 6-11 illustrate the new algorithm on challenging test problems. Some of
the clusters are not linearly separable, in which case the traditional FCM fails.
The example on Fig.8 has partially overlapping clusters, which is a significant
challenge for other density based methods, such as DENCLUE and DBSCAN,
as well as hierarchical methods. Our method has found a correct solution in
all these examples, including three-dimensional clusters.
We also tested our algorithm on some real data sets, which are traditionally
used in data mining. The data sets were taken from UCI Machine Learning
repository http://www.ics.uci.edu/~ mlearn/MLRepository.html. We used
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Fig. 8. Clustering by C-means with density induced metric. The four partially over-
lapping clusters are correctly identified. The traditional FCM algorithm also finds
the correct partition, but alternative density based methods do not.
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Fig. 9. A very challenging example for most clustering methods. The correct clus-
tering is impossible by using FCM. Clustering by C-means with density induced
metric produces correct result.
the classical IRIS data set and the Landsat satellite data. We compared our
method to the traditional FCM for different values of the fuzziness exponent
m. The results are summarized in Table 1.
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Fig. 10. An example of tree-dimensional non linearly separable clusters. The data
on Fig. 2 were added a random third coordinate, uniformly distributed on [0,1]. Our
method correctly found both clusters.
Fig. 11. The same data as on Fig.10, viewed from above.
5 Conclusion
In supervised and unsupervised classification of data, one frequently needs
numerically efficient and robust optimization algorithms. Very often the ob-
jective function is non-smooth, and possesses a large number of shallow local
minima. This paper presents one example of such a problem, coming from
the area of clustering. We addressed a very challenging problem of automatic
recognition of clusters of arbitrary non-convex shape. At this stage there is
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Table 1
The error rate of traditional and the density based fuzzy c-means algorithms. The
IRIS data were normalized to have zero mean and the standard deviation one. In
Landsat data set three of the six clusters heavily overlap, and therefore we used
c = 4.
Data set N d c m FCM error DB-FCM error
IRIS 150 4 3 2 16% 5%
IRIS 150 4 3 5 15% 5%
IRIS 150 4 3 10 15% 6%
Landsat 2000 4 4 2 19% 14%
only a handful of experimental methods with such capability.
We proposed a modification of fuzzy c-means algorithm, in which distances
between cluster centers and the data are computed in a special metric, deter-
mined by the density of the data itself. We used Delaunay triangulation to
estimate the density. The advantage of this new approach is that together with
the density estimate, we also obtain an efficient way of calculating the distances
using graph algorithms. Moreover, because the distances between cluster cen-
ters and the data contain common constant terms, we can use lookup tables,
and reduce the computation of distances to identifying Delaunay simplices
that contain cluster centers.
We presented a computational algorithm for minimizing the modified WGSS
functional, which employs a method of non-smooth optimization. Our com-
putational experience using this method was positive, and we presented a few
typical examples of non-convex clusters, correctly identified by our algorithm,
but not using traditional c-means approach. On the other hand, our method
is capable of dealing with partially overlapping clusters, as opposed to alter-
native density based algorithms.
In future research we will address the questions related to the use of the pro-
posed density based metric in other clustering algorithms, such as k-medoids;
efficient density estimation for very large data sets; and also alternative meth-
ods of minimizing WGSS functional using discrete and stochastic optimization.
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