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We prove that for given morphisms g, h : {a1, a2, . . . , an} → B∗, it is decidable whether
or not there exists a wordw in the regular language a∗1a
∗
2 · · · a∗n such that g(w) = h(w). In
other words, we prove that the Post Correspondence Problem is decidable if the solutions
are restricted to be from this special language. This yields a nice example of an undecidable
problem in integral matrices which cannot be directly proved undecidable using the
traditional reduction from the Post Correspondence Problem.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the theory of computation, the Post Correspondence Problem (PCP, for short) is one of the most important undecidable
problems. It is used in various problems as the seed problem which is reduced to the studied problem. This is specially true
in the undecidability proofs in integral matrices; see, for example [4].
Matrices and matrix semigroups play a fundamental role in many diverse fields of mathematics and computer science.
There has been a great deal of interest by researchers on computational problems for finitely generated matrix semigroups
and many natural decision questions on them are in fact undecidable.
There exists a fundamental connection between word semigroups and the multiplicative semigroup of 2 × 2 integer
matrices. Consider the following matrices:
A =
(
1 1
0 1
)
and B =
(
1 0
1 1
)
It was proved by J. Nielsen in 1924 [10], that the matrix semigroup 〈A, B〉 generated by A and B is free and hence isomorphic
to the free semigroup Γ ∗ of all words in the binary alphabet Γ = {a, b}with concatenation as the semigroup operation.
In 1947Markov [9] used this correspondence to prove an interesting simple undecidability result formatrices. He reduced
the PCP to 4× 4 matrices by taking two copies of the above matrices to represent a pair of words.
Later, M. Paterson in 1970 developed a coding from pairs of words by integer matrix of size 3 × 3. He proved that the
mortality problem, which asks whether or not the zero matrix in the given semigroups of integer matrices, is undecidable –
see [11]. Note that the mortality problem remains undecidable even when there are only 7 matrices in the generator set of
the semigroup [3].
Recently the following problem was proved undecidable by Bell et al. in [2]:
Matrix mortality problem. Given kmatrices A1, A2, . . . , Ak ⊆ Zn×n, determinewhether or not there exist natural numbers
i1, i2, . . . , ik such that:
Ai11 A
i2
2 · · · Aikk = Z,
where Z is the zero matrix.
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Note that the above problem is known to be decidable for commutative matrices, see [1]. The undecidability in [2] proof
was based on the undecidability of the famous Hilbert’s tenth problem. In 1900, David Hilbert presented a lecture entitled
‘‘Mathematische Probleme’’ [5] in which he posed 23 open problems for the new millennium. The tenth problem, which is
the only decision problem of the list, concerns the solvability of Diophantine equations:
Hilbert’s tenth problem. Given a Diophantine equation with any number of unknown quantities and with rational integral
numerical coefficients: To devise a process according to which it can be determined by a finite number of operations whether
the equation is solvable in rational integers.
The problem remained open for 70 years until a ‘‘negative solution’’ to the problemwas shown (in otherwords, it was shown
to be undecidable, although the notion of algorithmic unsolvability was not known in 1900) in 1970 by the third author
building upon earlier work of several mathematicians, including M. Davis, H. Putman and J. Robinson. For more details of
the history of the problem as well as the full proof of the undecidability of this theorem, see [6].
Hilbert’s tenth problem is also a very powerful tool for establishing undecidability results (see, for example, surveys [7,
8]). However, the proof of undecidability of this problem is rather complicated. So it seems natural to look for a simpler
‘‘traditional style’’ proof of undecidability of the above Matrix Mortality Problem via PCP.
We recall that an instance (g, h) of the PCP consists of two morphisms g, h : Σ∗ → Γ ∗, where Σ and Γ are finite
alphabets. A word w ∈ Σ∗ such that h(w) = g(w) is called a solution of the instance (h, g). Then the PCP is the problem:
given an instance I = (h, g), does I have a nonempty solution? It was proved by Post [12] that the PCP is undecidable.
Clearly, in order to obtain another proof of undecidability of the Matrix Mortality Problem it would be sufficient to
establish undecidability of the following restricted form of the PCP. Assume that Σ = {a1, . . . , an}. We ask, whether or
not a given instance I of the PCP has a solution lying in the language a∗1a
∗
2 · · · a∗n . We shall call this problem the PCP for Letter
Monotonic Languages.
This might become a case of reverse influence of matrix problems on word problems—an undecidable matrix problem
motivating similar undecidable problem for words. However, we show that this cannot be so by proving the following:
Theorem. The PCP for letter monotonic languages is decidable.
We have two proofs of this result, one is presented here with details, another one is only sketched.
2. First proof
In order to prove the decidability of the PCP for letter monotonic languages we prove a more general result.
Clearly an instance (g, h) of the PCP for letter monotonic language has a solutionw ∈ a∗1 · · · a∗n if and only if the equation
pi11 p
i2
2 · · · pinn = qi11 qi22 · · · qinn (1)
where pi = g(ai) and qi = h(ai) for all 1 ≤ i ≤ n, has a solution in i1, i2, . . . , in ∈ N such that
i1 + · · · + in ≥ 1. (2)
We will consider equations of the more general form
r0p
x1
1 r1p
x2
2 · · · rn−1pxnn rn = s0qy11 s1qy22 · · · sm−1qymm sm, (3)
where r ’s, s’s, p’s and q’s are fixed words, p’s and q’s naturally being non-empty, and x’s and y’s are the unknowns. Moreover,
we will impose restrictions on the unknowns having the form of linear algebraic equations.
We will exploit the standard technique from the theory of word equations: given an equation E of the form (3) equipped
with some linear restrictions, we shall construct a finite set of equations with restrictions {E1, . . . , Ew} such that the original
equation E has a solution if and only if at least one of the equation E1, . . . , Ew has. Each of the new equations will be simpler
in some sense than the equation E, and repeating this process finitely many times we would come to the trivial equation
with both sides being empty. After that it would suffice to solve remaining linear integer equations.
To deduce the decidability of PCP for letter monotonic languages we note that condition (2) can be rewritten as
i1 + · · · + in = z + 1 (4)
with new unknown z.
As usual, reduction is based on comparing the beginnings of the left- and right-hand sides of the equation.
First, consider the case when r0 and s0 in (3) are both non-empty. If they begin from different letters, the system has no
solution, otherwise we can cancel the first letters in r0 and s0.
Second, consider the case when exactly one of the words r0 and s0 is non-empty. By symmetry we may assume that r0 is
empty and s0 is not, s0 = bs′ for some letter b. If the first letter of (non-empty by definition) p1 is different from b, then the
system has no solution. Otherwise, p1 = bp′ for some p′. Then we may replace px11 by (p′b)x′ , set r1 to p′r1 and replace s0 by
s′ under new condition x′ = x1 − 1 with new unknown x′.
In both considered cases we obtained equations with the word r0s0 getting shorter.
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Third, consider the case whenwords r0 and s0 are both empty. By symmetry, w.l.o.g., we can assume that |p1|x1 ≤ |q1|y1,
where | · | denotes the length of a word, as usual. Then to satisfy the equation, necessarily
px11 = qy
′
1 q
′ (5)
for some prefix q′ of q1 such that |q′| < |q1|, and, qy11 = qy
′
1 q
′q′′qy
′′
1 for some suffix q
′′ of q1 such that |q′′| < |q1|, variables y′
and y′′ satisfying
y1 = y′ + y′′ + |q
′||q′′|
|q1| . (6)
Let a and b be the remainders of dividing x1 by |q1| and y′ by |p1| respectively, that is
0 ≤ a < |q1|, 0 ≤ b < |p1| (7)
and
x1 = |q1|x′′′ + a, y′ = |p1|y′′′ + b (8)
for some natural numbers x′′′ and y′′′. Then by using the Eqs. (5) and (8), we get that
|p1||q1|x′′′ + |p1|a = |p1|x1 = |q1|y′ + |q′| = |p1||q1|y′′′ + b|q1| + |q′|. (9)
By dividing the first and the last form of the above by |p1||q1|, we have
x′′′ =
⌊ |p1||q1|x′′′ + |p1|a
|p1||q1|
⌋
=
⌊ |p1||q1|y′′′ + b|q1| + |q′|
|p1||q1|
⌋
= y′′′. (10)
Now we cancel first |p1||q1|x′′′ letters in (solution of) Eq. (3) getting the equation
pa1r1p
x2
2 · · · rn−1pxnn rn = qb1q′q′′qy
′′
1 s1q
y2
2 · · · sm−1qymm sm, (11)
and add Eqs. (6), (8) and equation x′′′ = y′′′ implied by (10). If p|q1|1 6= q|p1|1 , we have have to add also equation x′′′ = 0.
Since q1 has q′ and q′′ only in finitely many suffixes q′ and prefixes q′′ and the number of different a’s and b’s is finite as
well, we get finitely many new equations with the number of unknowns reduced by 1.
Therefore, the equations of the form (3) are solvable, which also proofs our theorem.
3. Another proof
Let us outline another way to prove the decidability of PCP for letter monotonic language.
Using properties of the regular languages, we can prove that if the language L is regular, then for fixed wordsw and u the
languages{
x | ∃y ∈ L, n ∈ N : ywn = unx} and {x | ∃y ∈ L, n ∈ N : ywnx = un}
are regular and can be effectively constructed. Now using this iteratively, starting from the language L = {ε} and setting
first w = g(a1) and u = h(a1) we construct a new regular language L1, and continuing iteratively for that language with
w = g(a2) and u = h(a2) etc. we will finally get a regular language Ln. Now it can be proved that the instance of the PCP has
a solution if and only if ε ∈ Ln. Note carefully that actually, we need to construct two regular languages depending on which
of the words g(a1)i1g(a2)i2 · · · g(ak)ik and h(a1)i1h(a2)i2 · · · h(ak)ik is longer. Still, we need to add a check which refuses the
cases i1 = i2 = · · · = ik = 0, i.e., the empty word.
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