We show existence of nonlocal minimal cluster with Dirichlet boundary data. In two dimensions we show that, if the fractional parameter s is sufficiently close to 1, the only singular minimal cone consists of three half-lines meeting at 120 degrees at a common end-point. In the case of fractional perimeter with weights, we show that there exists a unique minimal cone with three phases.
Introduction
A cluster is a family E = (E i ) i=1,...k of disjoint measurable subsets of R n such that ∪ i E i = R n , up to a negligible set. We call each set E i a phase of the cluster. Following [8] , for an open set Ω ⊂ R n we define the fractional perimeter of E relative to Ω as follows:
(1) P s (E; Ω) = 1≤i≤k Per s (E i ; Ω).
The nonlocal perimeter relative to Ω for a set E ⊆ R n is the nonlocal interaction between E and its complement R n \ E relative to Ω: with c = (c i ) i with c i > 0, arise naturally in the analysis of equilibria configurations of a mixture of immiscible fluids in a container Ω, where the fluids tend to occupy disjoint regions in such a way to minimize the total surface tension which is measured through nonlocal interaction energies, rather then through surface area as in the classical case.
In [8] the authors proved existence of isoperimetric clusters for fractional perimeters. In particular, they showed that there exists a minimizer of the energy (1) with Ω = R n , among all clusters with multiple volume constraints. They also established the regularity of minimal clusters, showing that the singular set has Hausdorff dimension less than n − 2 (discrete in the planar case n = 2), that outside from the singular set the boundary of the isoperimetric cluster is a hypersurface of class C 1,α for some α > 0, and finally that the blow-up of the cluster at a singular point is a cone.
In this short note we consider minimizers of (1) in a bounded open set Ω ⊂ R 2 , with Dirichlet data. More precisely, we fix the phases E i outside Ω, so we fix an exterior datum
and we provide existence of a solution to the following Dirichlet problem
We are also interested in the analysis of singularities in dimension n = 2, in order to characterize fractional isoperimetric clusters in some basic cases. For instance, in Theorem 3.6 w consider the energy (1) (so with all weights equal to 1), and we show that for s sufficiently near to 1, the only singular minimal cone consists of three half-lines meeting at 120 degrees at a common end-point. In particular, this implies that the unique local minimizers for the fractional perimeter on clusters, for s sufficiently near to 1, are halph-spaces and such singular cone (up to translations and rotations). We recall that in the case of a single phase, halphspaces are the unique local minimizers of the fractional perimeter, as it has been proved in [3, 6] (see also [5, 13] for the extension to more general energies).
To obtain our result, we first provide the Γ-convergence of the fractional perimeter of clusters to the classical perimeter as s → 1, which is a generalization of the analogous result for a single phase given in [3, 7] , and the Hausdorff convergence of minimizers which is obtained by exploiting the density estimates proved in [8] .
Finally, we consider the analogous problem for weighted fractional perimeters, restricted to 3-clusters. In Proposition 4.3 we show that there exists a unique minimal 3-cone, whose opening angles are uniquely determined in terms of the weights c i .
Aknowledgement. The authors wish to thank Valerio Pagliari and Alessandra Pluda for useful discussions on the topic of this paper. The authors are members and were supported by the INDAM/GNAMPA.
The Dirichlet problem
We start proving existence of minimizers for (5) .
Let Ω ⊆ R n be an open bounded set of finite perimeter and fix an exterior datum as in (4) . Then, there exists a solution to the Dirichlet problem (5) .
Proof. First of all note that if we consider E defined as follows: E 1 = Ω ∪Ē i , E j =Ē j for j = 1, then we get P s (E; Ω) ≤ k max c i Per s (Ω) < +∞ for all j, since Ω is bounded of finite perimeter (see [7] ). The existence result is then obtained by the direct method of the calculus of variations, using the fact that Per s (E) is a Gagliardo norm of χ E , recalling that a uniform bound on the Gagliardo norm implies compactness in L 2 , and that the norm is lower semicontinuous with respect to the L 1 -convergence (see [14] ).
We recall the density estimates proved in [8] , which are uniform with respect to s → 1. We state them for minimizers of the Dirichlet problem (5).
Theorem 2.2 (Density estimates). Let s 0 ∈ (0, 1), and let E be a minimizer of (5) for some s ∈ [s 0 , 1). Then there exist σ 0 = σ 0 (n, s 0 , c),
Proof. The proof can be obtained as a straightforward adaptation of the proof of Lemma 3.4 in [8] . We note that if we fix x ∈ Ω, then E is a (Λ, d(x, ∂Ω)) minimizer for every Λ > 0 and observing in the proof that the constant r 1 can be chosen equal to r 0 and that σ 0 is uniform as s → 1.
Remark 2.3. Looking at the proof in [8, Lemma 3.4] , we get that this estimate degenerates as s → 0, in fact lim s 0 →0 + σ 0 (n, s 0 ) = 0.
We recall a result about density of polyhedral clusters with respect to the (weighted) local perimeter functionals such as (3), which has been obtained in [4] . We consider an adaptation of this this result in order to apply it to Dirichlet problems. 
We say that a measurable set F is transversal to ∂Ω if
We say that F is transversal to
A cluster is transversal to ∂Ω (resp. to ∂Ω + ) if every phase is transversal.
Let Ω be a bounded open set with C 1 boundary, and let F be a cluster in Ω such that every phase F i has finite perimeter in Ω. For every ε > 0 there exists a cluster K ε which is polyhedral in Ω, such that K ε → F in L 1 (Ω) and P c (K ε ; Ω) → P c (F; Ω). Assume moreover that F is polyhedral in R n \ Ω and transversal to ∂Ω + . Then for every ε > 0 there exists a polyhedral cluster K ε with the following properties:
Proof. The first part of the result is proved in [4, Theorem 2.1 and Corollary 2.4]. By inspecting the proof in [4] one can check that if the initial cluster is polyhedral outside Ω, then the approximating sequence of polyhedral clusters K ε can be chosen in such a way that
We fix now δ > 0 sufficiently small and we substitute F in Ω \ Ω δ with the reflection of F from Ω δ \ Ω. The reflection is constructed as follows: We identify points in Ω δ \ Ω and points in Ω \ Ω δ by putting x + tν(x) = x − tν(x) for t ∈ (0, δ), whereν(x) is a C 1 function which coincides on ∂Ω with the outer normal at x. In this way we obtain a new cluster F δ which coincides with F in (R n \ Ω) ∪ Ω δ , and which is the reflection of F in Ω \ Ω δ . Note that, by construction, F δ is transversal to ∂Ω. By using the previous result in the set Ω δ , we construct a family of approximating polyhedral clusters K ε,δ for ε → 0, which coincide with
and so in particular coincides with F in R n \ Ω, and is transversal to ∂Ω. Moreover K ε(δ),δ → F in L 1 (Ω) as δ → 0, and for every η > 0 sufficiently small, there holds P c (K ε(δ),δ ; Ω η ) → P c (F; Ω η ) as δ → 0. This implies the conclusion.
We introduce the definition of Hausdorff convergence.
where Ω is a open set. We say that E n → E locally uniformly in Ω, if for any ε > 0 and any Ω ′ ⊂⊂ Ω, there existsn such that for all n ≥n, we have that
We provide a Γ-convergence result, which is based on the analogous result obtained for the single phase in [3, 7] and by the density of polyhedral clusters given in Theorem 2.6. From this result, by using the density estimates recalled in Theorem 2.2, we get uniform convergence of minimizers of the Dirichlet problem. Proof. Let s → 1, E s , E clusters which coincide withĒ outside Ω and such that E s → E in L 1 (Ω). Then using the Γ−liminf inequality for the single phase proved in [3, 7] we get
Fix now a cluster E which coincides withĒ outside Ω. By the Γ-liminf inequality we can restrict to consider clusters whose phases have finite perimeter in Ω. By Theorem 2.6, for every ε, there exist polyhedral K ε which are transversal to ∂Ω, coincide withĒ in R n \ Ω, and satisfy K ε → E in L 1 (Ω) and P c (K ε ; Ω) → P c (E; Ω) as ε → 0. By [3, Lemma 8] , there holds for all ε
where o ε (1) → 0 as ε → 0. We conclude recalling that K ε → E in L 1 (Ω) as ε → 0, and choosing ε n = ε(s n ) → 0 as s n → 1.
We show now that, by the density estimates in Theorem 2.2, we get that the convergence is locally uniform in Ω. Assume by contradiction that it is not true. Then, for some Ω ′ ⊂⊂ Ω and for some ε > 0, either there exists
Let us consider the first case (the second is completely analogous). By the density estimates in Theorem 2.2, letting 2δ = min(d(∂Ω ′ , ∂Ω), ε) we get that |E s k i ∩ B(x k , δ)| ≥ σ 0 ω n δ n for all k. Note that A k := E s k i ∩ B(x k , δ) ⊂⊂ Ω, |A k | > c > 0 uniformly in k and A k ∩ E i = ∅, in contradiction with the L 1 (Ω)-convergence of χ E k to χ E .
Minimal cones
In this section we restrict to the 2-dimensional case. Definition 3.1. A partition C is called a k-cone with vertex if it is invariant by dilatation, that is λC = C for every λ > 0, and it has k-phases C 1 , . . . , C k .
Note that a 2-cone is a half-space, more precisely is given by two phases which are both half-spaces.
We recall the definition of local minimizer (or minimizer up to compact perturbations) for (1). 
We recall the result in [8, Theorem 3.7], adapted to our problem. 
. We now observe that there exists a unique 3-cone which is a stationary point for (1) . Lemma 3.4. Among all 3-cones in R 2 , there exists a unique cone which is stationary for the functional in (1) , and the opening angles are equals, and coincide with 2/3π.
Proof. We consider a cone C = (C 1 , C 2 , C 3 ) with 3 half-lines and vertex x 0 which is stationary for the functional (1) (so, the first variation of (1) at every boundary point is 0). We denote with α i the angle associated to the sector E i , so α 1 + α 2 + α 3 = 2π. Up to a translation we assume that the vertex of the cone is 0.
The stationarity condition reads
It is easy to check that of x ∈ ∂C i ∩ ∂C j , we have that
Using this observation, (7) , and the fact that α 1 + α 2 + α 3 = 2π, we have that α i < π.
We exploit now condition (7) for i = 1, j = 2 (all the other cases will be analogous). We assume without loss of generality that α 1 ≥ α 2 and we write C 1 =C 2 ∪ B, whereC 2 is the symmetric of C 2 with respect to the half-line separating C 1 , C 2 and B is a sector of the cone with opening angle α 1 − α 2 . LetB ⊆ C 3 be the symmetric of B with respect to the half-line separating C 1 , C 2 . By symmetry properties of the kernel it is easy to check that
Note that C 3 \B is a sector of the cone with opening angle α 3 − α 1 + α 2 = 2π − 2α 1 > 0, whereas C 3 ∪ B is a sector of the cone with opening angle α 3 + α 1 − α 2 = 2π − 2α 2 > 0, and both are symmetric with respect to the half-line separating C 1 , C 2 . Therefore condition (7) implies that 2π − 2α 1 = 2π − 2α 2 . Repeating the argument we get that α 1 = α 2 = α 3 . Then there exists s 0 ∈ (0, 1) such that every minimizer of the Dirichlet problem (1) for s > s 0 has a nonempty singular set in Ω.
Proof. Let E s = (E s 1 , E s 2 , E s 3 ) be a solution to the Dirichlet problem (1). By Theorem 2.8, up to a subsequence we get that E s i →Ē i locally uniformly in Ω as s → 1, for i ∈ {1, 2, 3}. Let R > 0 be such that B(0, R) ⊂ Ω.
Assume by contradiction that there is a sequence s n → 1 such that ∂E sn i ∩ Ω is of class C 1 for all n's. There exists r ∈ (0, R) such that, for i = j, the set γ n ij := ∂E sn i ∩ ∂E sn j ∩ B(0, r) is a finite number of C 1 curves with endpoints on ∂B(0, r), converging to the segment ∂Ē i ∩ ∂Ē j ∩ B(0, r) as n → +∞ in the Hausdorff distance. In particular, given ε > 0, for n large enough the set γ n ij divides the circle B(0, r) into a finite number of small connected components and one large connected component of area greater than |B(0, r)| − ε. As a consequence either the set E sn i ∩B(0, r) or E sn j ∩B(0, r) is contained in the union of such small connected components, so that either |E sn i ∩ B(0, r)| ≤ ε or |E sn j ∩ B(0, r)| ≤ ε for n large enough, contradicting the convergence of E sn k ∩ B(0, r) toĒ k ∩ B(0, r), for all k ∈ {1, 2, 3}. Theorem 3.6. There exists s 0 ∈ (0, 1) such that the following holds: Among all cones, the unique local minimizers for P s , for s > s 0 , are 2-cones (half-spaces) and 3-cones. In the case of 3-cones, the opening angles of all phases are equal, and coincide with 2/3π.
Proof. Let s n → 1 and let C n be a sequence of minimal cones for P s . By Theorem 2.8 there exists a minimal cone C for the classical perimeter such that C n → C locally uniformly as n → ∞. Since the only minimal cones in R 2 are half-planes or 3-cones with angles of 2/3π [1] ,it follows by the uniform convergence that also the C n 's are a half-spaces or 3-cones for n large enough. By Lemma 3.4, if C n is a minimal 3-cone then necessarily it has equal angles of 2/3π. By Proposition 3.5 we know that there exist minimal cones which are not half-planes, and this concludes the proof.
Remark 3.7. An interesting issue which is left open is whether Theorem 3.6 is true for all s ∈ (0, 1). We conjecture this is the case, but in order to prove this result it would be necessary to develop some new technical argument. A related problem is about the possibility of extending the nonlocal calibrations recently introduced in [5, 13] to clusters, in the same spirit of the paired calibrations used in [11] .
Weighted perimeters
Let us fix a sequence c i with i ∈ N, such that c i > 0 for all i and consider the energy associated to a k-cluster E and to the sequence c i as Proof. The proof is analogous to that of Lemma 3.4. The stationarity condition reads
and since c i > 0 for all i, we get α i < π.
Proceeding as in (9) in the proof of Lemma 3.4 and using the same notation, we note that for all λ > 0, λ((C 3 \B) − x) = (C 3 \B) − λx and λ((C 3 ∪ B) − x) = (C 3 ∪ B) − λx. Therefore H s (x, C i ) = λ s H s (λx, C i ). This implies that it is sufficient to verify condition (11) just for one x = 0. We fix from now on x, with |x| = 1.
We introduce the function F : [0, π) → R as
Note that if K is a sector of the cone with opening angle 2α and which is symmetric with respect to the half-line separating C 1 , C 2 , then F (α) = K 1 |x−y| 2+s dy. Note that F (0) = 0 and
Recalling the definition of F and (9), we may restate (11) as
With the same argument we conclude that the cone C is stationary iff
Let k > 0 be the solution to the equation
which exists and is unique due to the fact that F −1 : [0, +∞) → R is monotone increasing. Then the angles α i are uniquely determined as
Remark 4.2. In the case of standard perimeter, it has been proved in [10] that the unique 3-cone which is a local minimizer for the functional 1≤i≤3 c i Per(E i ) has opening angles α i which satisfies the following relation
For general k-clusters, with k > 3, in general there could be singular cones with more than 3 phases which are local minimizers. However, in [9] it is proved that if the weights c i are sufficiently close to 1, it is possible to recover the triple-point property: Only 3-cones are local minimizers.
We get in this case the following analogous of Theorem 3.6 for the case of 3 cones. We state it in this form since for the functional i c i Per(E i ) it is not known if the unique local minimizers among cones are just 2-cones (half-spaces) and 3-cones, see [11] . Proposition 4.3. There exists s 0 ∈ (0, 1) depending on (c i ) i such that the following holds: Among all 2-cones and 3-cones, the unique local minimizers for P s,c , for s > s 0 , are 2-cones (half-spaces) and the 3-cone obtained in Lemma 4.1.
Proof. Arguing as in the proof of Theorem 3.6, we consider s n → 1 and C n to be a sequence of minimal cones for 3 i=1 c i Per sn (·). By Theorem 2.8 there exists a minimal cone C for 3 i=1 c i Per(·) such that C n → C locally uniformly as n → ∞. Since the only minimal cones in R 2 are half-planes or 3-cones with angles given in Remark 4.2, it follows by the uniform convergence that also the C n 's are a half-spaces or 3-cones for n large enough. By Lemma 4.1, if C n is a minimal 3-cone then necessarily it coincides with the 3-cone computed in the Lemma. Arguing as in Proposition 3.5, and recalling Remark 4.2, we get that there exist minimal cones which are not half-planes, and this concludes the proof.
