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Resumo
O escopo tradicional da verificac¸a˜o funcional foi ampliado com o
surgimento dos fluxos de projeto em n´ıvel de sistema eletroˆnico (ESL). Nesses flu-
xos, logo apo´s o particionamento hardware-software, a verificac¸a˜o precisa lidar com
tipos abstratos de dados, com artefatos de implementac¸a˜o e com a poss´ıvel na˜o-
preservac¸a˜o, no dispositivo sob verificac¸a˜o (DUV), da ordem dos comportamentos
no modelo de refereˆncia (golden model). As te´cnicas existentes para verificac¸a˜o po´s-
particionamento esta˜o limitadas pelo uso de heur´ısticas (que colocam em risco as
garantias de verificac¸a˜o) ou por abordagens black-box (que restringem a observabi-
lidade).
Este trabalho adota uma abordagem white-box e propo˜e uma nova
te´cnica que opera sobre amostras de dados capturadas por monitores e armazenadas
na forma dos assim-chamados logs. Para cada ponto a ser verificado, inserem-se
monitores espelhados: um no modelo de refereˆncia, outro no DUV. A verificac¸a˜o
automa´tica dos logs e´ formulada com um problema de casamento (matching) em
um grafo bipartido. O problema cla´ssico foi modificado para capturar na˜o apenas a
compatibilidade de valores monitorados, mas tambe´m a precedeˆncia de eventos, de
forma a viabilizar o tratamento da na˜o-preservac¸a˜o da ordem no DUV.
A formulac¸a˜o adotada permitiu provar va´rias propriedades, as quais
foram utilizadas como base teo´rica para determinar as garantias de verificac¸a˜o da te´c-
nica proposta. A implementac¸a˜o dos monitores utilizou infra-estrutura pre´-existente
baseada em reflexa˜o computacional. Sa˜o apresentados resultados experimentais que
validam a formulac¸a˜o e os algoritmos propostos.
Abstract
The traditional scope of functional verification has been extended
with the rise of electronic-system-level (ESL) design flows. In those flows, imme-
diately after hardware-software partitioning, verification has to deal with abstract
data, with implementation artifacts, and, possibly, with the non-preservation, by the
device under verification (DUV), of the the order of behaviors at the golden model.
Existing approaches are limited either by the use of greedy heuristics (jeopardizing
verification guarantees) or by black-box approaches (impairing observability).
This work adopts a white-box approach and proposes a new tech-
nique that operates on data samples captured by monitors and stored in the form
of so-called logs. For each point to be verified, mirrored monitors are inserted: one
at the golden model, another at the DUV. The automatic verification of the logs
of a pair of mirrored monitors is cast as a bipartite graph matching problem. The
classical problem was modified to capture not only value compatibility, but also
event precedence, so as to allow the treatment of the non-preserved event order at
the DUV.
The adopted formulation allowed us to prove several properties,
which were used as stepping stones for determining the verification guarantees of
the proposed technique. The implementation of monitors relied on pre-existing
infrastructure based upon computational reflection. Experimental results validate
the formulation and the proposed algorithms.
Cap´ıtulo 1
Introduc¸a˜o
Depois de contextualizar este trabalho em relac¸a˜o aos paradigmas
contemporaˆneos de projeto de sistemas integrados, este cap´ıtulo ilustra, atrave´s de
dois exemplos, o problema abordado nesta dissertac¸a˜o.
Ale´m de introduzir informalmente o problema-alvo e a abordagem
proposta para a sua soluc¸a˜o, os exemplos destacam dois dos principais efeitos resul-
tantes da implementac¸a˜o, que precisam ser tratados por ferramentas de verificac¸a˜o:
• A existeˆncia de comportamentos implementados que na˜o foram especificados
(devido a artefatos de implementac¸a˜o);
• A na˜o-preservac¸a˜o da ordem de comportamentos (devida a` adoc¸a˜o de modelos
atemporais em paradigmas de projeto contemporaˆneos e ao distinto tratamento
de concorreˆncia ao longo do fluxo de projeto).
1.1 O contexto histo´rico
A revoluc¸a˜o dos sistemas integrados (SoCs: Systems-on-Chip) teve
in´ıcio em meados da de´cada de 90, quando a tecnologia de semicondutores alcanc¸ou
dimenso˜es de cerca de 0,35 a 0,25 µm [MAR 03b]. Essa reduc¸a˜o permitiu que os
mais importantes elementos de um sistema computacional (processadores, memo´ria
e alguns perife´ricos) fossem integrados em uma mesma pastilha de sil´ıcio (SoC).
2Entre os anos de 1995 e 1999 a comunidade cient´ıfica viveu um
per´ıodo de grande entusiasmo porque acreditava que, na virada do mileˆnio, seria
poss´ıvel desenvolver SoCs num curto intervalo de tempo, atendendo assim a`s presso˜es
do time-to-market (TTM).
Entretanto, as previso˜es feitas durante a primeira fase da revolu-
c¸a˜o na˜o se concretizaram. Na˜o era simples integrar blocos de propriedade intelectual
(IP: Intelectual Property) desenvolvidos por terceiros e, a` medida que a complexidade
dos sistemas crescia, a dificuldade de integrar (reusar) componentes aumentava. Isto
ocorreu porque, no afa˜ de promover o reuso, algumas a´reas importantes foram negli-
genciadas (principalmente o desenvolvimento de novas metodologias e ferramentas
de projeto) [MAR 03b].
Apesar disso, o mercado de IPs entre os grande fabricantes manteve
seu crescimento entre os anos de 1993 e 2001 [MAR 03b]. Os projetos desta e´poca
foram desenvolvidos seguindo metodologias e padro˜es de projeto bem definidos.
Baseado nessas experieˆncias preliminares, entre os anos de 2000
e 2002, surgiu a noc¸a˜o de projeto baseado em plataforma (PBD: Platform-based
design) [SV 01].
1.2 O projeto baseado em plataforma
Pode-se definir esta abordagem de projeto como um me´todo or-
ganizado para reduzir os tempos e o risco envolvidos no projeto e verificac¸a˜o de
SoCs, atrave´s do intenso reuso de hardware e software. O PBD agrega grupos de
componentes dentro de uma plataforma reutiliza´vel [MAR 03b].
Em outras palavras, PBD e´ essencialmente uma combinac¸a˜o de uma
arquitetura de refereˆncia com te´cnicas de reuso [BER 02].
Assim, cada instaˆncia de uma plataforma deriva de uma arquitetura
de refereˆncia e e´ caracterizada pelos seus componentes programa´veis. A utilizac¸a˜o de
componentes programa´veis garante a flexibilidade necessa´ria para oferecer suporte
a um conjunto de aplicac¸o˜es que viabilizem a produc¸a˜o de uma plataforma [SV 01].
3As plataformas CoreConnect (IBM) [IBM 08], TI OMAPTM (Texas
Intruments) [INS 08] e a Nexperia-DVP (Philips) [NXP 08] sa˜o exemplos conhecidos
da utilizac¸a˜o do paradigma de PBD.
1.3 O projeto em n´ıvel de sistema
A abordagem de projeto em n´ıvel de sistema eletroˆnico (ESL: Elec-
tronic System Level) e´ um conjunto de me´todos que teˆm foco na utilizac¸a˜o de n´ıveis
mais altos de abstrac¸a˜o, visando aumentar a compreensa˜o do sistema para viabilizar
a implementac¸a˜o eficiente de um projeto [GM 07].
Embora o fluxo ESL possa ser idealizado como uma abordagem top-
down (onde o projeto parte do n´ıvel mais alto, para o n´ıvel mais baixo de abstrac¸a˜o)
o reuso de componentes requer uma abordagem meet-in-the-middle (que envolve
iterac¸o˜es top-down e bottom-up).
Segundo [GM 07], o fluxo de projeto usando a abordagem ESL pode
ser dividido em seis etapas, ilustradas esquematicamente na Figura 1.1.
Na etapa de especificac¸a˜o e modelagem sa˜o identificadas as funci-
onalidades que o sistema deve atender, ale´m de suas restric¸o˜es. Geralmente, estas
especificac¸o˜es sa˜o escritas utilizando linguagem natural.
A ana´lise pre´-particionamento consiste na escolha de modelos e al-
goritmos que sera˜o utilizados na implementac¸a˜o do sistema. Esta escolha deve levar
em conta aspectos como desempenho, a´rea ocupada em sil´ıcio, poteˆncia consumida
e complexidade.
A etapa de particionamento consiste em definir quais algoritmos
escolhidos nas etapas anteriores devem ser implementados em software e quais em
hardware.
Na etapa de ana´lise po´s-particionamento os modelos concebidos
durante a ana´lise pre´-particionamento sa˜o refinados para refletir o particionamento
adotado. A partir desta representac¸a˜o do sistema ja´ e´ poss´ıvel efetuar algumas esti-









































Figura 1.1: O fluxo de projeto usando a abordagem ESL
iterac¸o˜es entre a etapa de ana´lise e particionamento visando alguma otimizac¸a˜o no
sistema. Este processo e´ conhecido como explorac¸a˜o do espac¸o de projeto (design
space exploration).
Durante a verificac¸a˜o po´s-particionamento, a equipe de projeto deve
avaliar se a descric¸a˜o do sistema, obtida apo´s o particionamento, preservou o com-
portamento especificado. Essa avaliac¸a˜o ocorre atrave´s da comparac¸a˜o do modelo
de refereˆncia com o modelo resultante do particionamento.
A verificac¸a˜o inicia-se a com a elaborac¸a˜o de um plano de verificac¸a˜o
5(verification plan). Neste documento, fica registrado o escopo da verificac¸a˜o, as
entidades que devera˜o ser monitoradas e os testes que devem ser realizados para
validar o sistema. Assim, esse plano e´ utilizado como base para a implementac¸a˜o do
ambiente de verificac¸a˜o.
A implementac¸a˜o do hardware consiste na criac¸a˜o de modelos que,
futuramente, podera˜o ser implementados atrave´s de s´ıntese comportamental, lo´gica
e f´ısica. Algumas deciso˜es de projeto que impactam diretamente o desempenho do
sistema devem ser tomadas nesta etapa, tais como o como compartilhamento de
recursos e as inserc¸o˜es de estruturas de pipeline.
Tradicionalmente, a implementac¸a˜o do software de um sistema era
iniciada quando uma versa˜o esta´vel do hardware ja´ estava dispon´ıvel. Numa abor-
dagem ESL, o software e o hardware sa˜o desenvolvidos paralelamente, para acelerar
o desenvolvimento do projeto (hardware-software codesign).
Os refinamentos de hardware e software produzidos durante esta
etapa devem ser submetidos ao ambiente de verificac¸a˜o elaborado na etapa anterior,
ou seja, faz-se a verificac¸a˜o da implementac¸a˜o. Esta interac¸a˜o entre a etapa de
implementac¸a˜o e a etapa de verificac¸a˜o assegura a compatibilidade entre a diferentes
representac¸o˜es do modelo implementado.
O to´pico de pesquisa abordado nesta dissertac¸a˜o e´ a verificac¸a˜o fun-
cional de representac¸o˜es executa´veis de blocos de hardware e software (que podem
ser obtidas utilizando, por exemplo, SystemC [OSC 08]). Embora o foco de apli-
cac¸a˜o da te´cnica aqui proposta resida na verificac¸a˜o po´s-particionamento (para a
qual ha´ um menor nu´mero de te´cnicas dispon´ıveis), isso na˜o exclui sua aplicac¸a˜o
para a verificac¸a˜o da implementac¸a˜o, desde que representac¸o˜es executa´veis estejam
dispon´ıveis para isso.
1.4 A verificac¸a˜o de sistemas
A histo´ria da a´rea de verificac¸a˜o e o seu papel crucial na automa-
c¸a˜o de projeto eletroˆnico (EDA: Eletronic Design Automation) resultou num grande
6nu´mero de te´cnicas e ferramentas para verificar se uma dada implementac¸a˜o esta´
de acordo com uma especificac¸a˜o. Livros inteiros ja´ foram escritos sobre este im-
portante assunto [MAR 03a, BW 03, SI 04, BAI 05, MEY 04], discutindo aspectos
importantes da verificac¸a˜o de um sistema como a gerac¸a˜o correta de vetores de es-
t´ımulo, a cobertura de testes, as asserc¸o˜es temporais, os ambientes e as linguagens
de verificac¸a˜o.
Com o surgimento da abordagem ESL, o escopo da verificac¸a˜o foi
ampliado. Ale´m da tradicional verificac¸a˜o da implementac¸a˜o, surgiu a noc¸a˜o de
verificac¸a˜o po´s-particionamento.
Neste escopo estendido, a verificac¸a˜o tem que lidar com resoluc¸o˜es
distintas [BB 05] para dados (token, propriedade, valor, formato, sinal lo´gico) e para
temporizac¸a˜o (eventos parcialmente ordenados, eventos do sistema, ciclo de instru-
c¸a˜o, precisa˜o de ciclos e precisa˜o de tempo). Por exemplo, valores de dados a serem
monitorados podem estar associados a atributos de uma representac¸a˜o orientada a
objeto de um mo´dulo de um sistema (eles na˜o esta˜o mais limitados a sa´ıdas bit-true
de um componente do hardware).
Ale´m disso, a verificac¸a˜o deve levar em conta a utilizac¸a˜o de diferen-
tes n´ıveis de abstrac¸a˜o ao longo de um projeto. Assim, estabelecer a compatibilidade
entre modelos tem um papel crucial no projeto de um sistema. Ou seja, deve ser
poss´ıvel estabelecer uma correspondeˆncia entre duas representac¸o˜es em diferentes n´ı-
veis de abstrac¸a˜o de mesmo projeto quando submetidos a uma mesma sequ¨eˆncia de
est´ımulos. Para estabeleceˆ-la, costuma-se utilizar abordagens com diferentes graus
de observabilidade. Abordagens do tipo black-box teˆm acesso somente a elementos
externos (entradas e sa´ıdas), enquanto abordagens do tipo white-box possuem uma
observabilidade maior, permitindo acesso a elementos internos (atributos).
Um aspecto crucial e´ como tornar observa´veis os atributos de um
objeto, para permitir a comparac¸a˜o entre implementac¸a˜o e comportamento espe-
cificado. Outro aspecto importante e´ como analisar automaticamente os registros
histo´ricos de eventos monitorados, que chamaremos de logs.
Um aspecto fundamental da verificac¸a˜o po´s-particionamento diz
7respeito a` na˜o-preservac¸a˜o da ordem de comportamentos no modelo sob verifica-
c¸a˜o (DUV: Device Under Verification), como sera´ discutido na Sec¸a˜o 1.6.
1.5 O problema-alvo e a abordagem proposta
Assuma que um mo´dulo capaz de realizar operac¸o˜es de multiplica-
c¸a˜o e´ o mo´dulo sob verificac¸a˜o (DUV: Device Under Verification). A Figura 1.2
mostra um ambiente de verificac¸a˜o t´ıpico. Um modelo de refereˆncia (RGM: Refe-
rence Golden Model) representa os comportamentos especificados. Para cada est´ı-
mulo gerado (multiplicand e multiplier) um comparador verifica se a sa´ıda obtida
equivale a` sa´ıda esperada (product). Isto resulta numa abordagem black-box.
Figura 1.2: Um exemplo de ambiente de verificac¸a˜o
Entretanto, suponha que um engenheiro de verificac¸a˜o precisa ins-
pecionar elementos internos ao DUV (por exemplo, uma varia´vel). A te´cnica pro-
posta neste trabalho viabiliza este enfoque white-box, anexando um monitor a um
atributo, varia´vel, sinal ou registrador de um DUV.
Na Figura 1.2, duas instaˆncias de um monitor m (m+ e m−) foram
anexadas a uma varia´vel interna (result). O histo´rico dos valores observados e´
armazenado na forma de um log.
A Figura 1.3 mostra uma representac¸a˜o SystemC [OSC 08] para o
8modelo de refereˆncia. Note que ela implementa o comportamento desejado, empre-
gando diretamente uma operac¸a˜o de multiplicac¸a˜o para calcular o produto (linha
17).
1 SC MODULE( go lden mode l ){
2 . . .
3 s c i n<i n t> mu l t i p l i e r ;
4 s c i n<i n t> mu l t i p l i c a n d ;
5 sc out<i n t> product ;
6
7 i n t r e s u l t ; //Monitor m+ w i l l be a t t a ched to t h i s v a r i a b l e
8 vo id run ( )
9 {
10 wh i l e ( t rue )
11 {
12 wa i t ( ) ;
13 r e s u l t = 0 ;
14 i n t f a c t o r 1 = mu l t i p l i e r−>r ead ( ) ;
15 i n t f a c t o r 2 = mu l t i p l i c a n d−>r ead ( ) ;
16
17 r e s u l t = f a c t o r 1 ∗ f a c t o r 2 ;
18




23 . . .
24 }
Figura 1.3: Uma representac¸a˜o para o modelo de refereˆncia
Assuma que, como resultado de um refinamento visando uma im-
plementac¸a˜o mais barata, o mo´dulo na Figura 1.4 foi obtido. Note que as operac¸o˜es
de soma utilizadas para calcular o produto (linha 19) podem ser consideradas como
efeitos colaterais da implementac¸a˜o da funcionalidade desejada (multiplicac¸a˜o). Es-
tes efeitos colaterais sa˜o chamados de artefatos de implementac¸a˜o [GM 07].
Devido ao uso de um artefato de implementac¸a˜o, os valores moni-
torados em m− va˜o apresentar comportamentos na˜o especificados, os quais devem
ser identificados e separados daqueles especificados no modelo de refereˆncia.
A Figura 1.5 mostra a descric¸a˜o do gerador de est´ımulos, que foi
preparado para disparar duas operac¸o˜es sucessivas de multiplicac¸a˜o.
Na te´cnica aqui proposta, toda mudanc¸a de valor observada por
91 SC MODULE( duv ){
2 . . .
3 s c i n<i n t> mu l t i p l i e r ;
4 s c i n<i n t> mu l t i p l i c a n d ;
5 sc out<i n t> product ;
6
7 i n t r e s u l t ; //Monitor m− w i l l be a t t a ched to t h i s v a r i a b l e
8 vo id run ( )
9 {
10 wh i l e ( t rue )
11 {
12 wa i t ( ) ;
13 i n t f a c t o r 1 = mu l t i p l i e r−>r ead ( ) ;
14 i n t f a c t o r 2 = mu l t i p l i c a n d−>r ead ( ) ;
15 r e s u l t = 0 ;
16
17 i n t i ;
18 f o r ( i =0; i<f a c t o r 1 ; i++)
19 r e s u l t += f a c t o r 2 ;
20




25 . . .
26 }
Figura 1.4: Uma representac¸a˜o para o DUV
uma instaˆncia de um monitor e´ representada como uma entrada num log.
Um log comec¸a quando um valor inicial e´ atribu´ıdo a um elemento
e captura cada novo valor observado durante a sequ¨eˆncia de eventos disparada pelos
est´ımulos aplicados.
Para o padra˜o de est´ımulos gerados, os logs das instaˆncias m+ e m−
sa˜o 〈0, 12, 0, 6〉 e 〈0, 3, 6, 9, 12, 0, 3, 6〉, respectivamente. Para o caso particular deste
exemplo, vamos convencionar que dois valores so´ sa˜o compat´ıveis se forem ideˆnticos.
Para verificar se um comportamento especificado no modelo de re-
fereˆncia esta´ implementado no DUV, vamos estabelecer uma correspondeˆncia entre
valores compat´ıveis nos logs de m+ and m−. Para analisar esta correspondeˆncia,
vamos construir um grafo bipartido, onde cada partic¸a˜o, digamos V + (V −), repre-
senta o log de um monitor m+ (m−). Uma aresta (v+, v−) significa que os valores
associados aos ve´rtices v+ e v− sa˜o compat´ıveis.
A Figura 1.6 mostra o grafo bipartido resultante, onde o valor asso-
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1 SC MODULE( s t i m u l i g e n e r a t o r ){
2 . . .
3 sc out<i n t> mu l t i p l i e r ;
4 sc out<i n t> mu l t i p l i c a n d ;
5
6 vo id run ( )
7 {
8 wa i t ( ) ;
9 mu l t i p l i e r−>w r i t e ( 4 ) ;
10 mu l t i p l i c a n d−>w r i t e ( 3 ) ;
11
12 wa i t ( ) ;
13 mu l t i p l i e r−>w r i t e ( 2 ) ;
14 mu l t i p l i c a n d−>w r i t e ( 3 ) ;
15
16 wa i t ( ) ;
17 s c s t o p ( ) ;
18 }
19 . . .
20 }
Figura 1.5: Uma representac¸a˜o para o gerador de est´ımulos
ciado a um ve´rtice esta´ nele rotulado. Este grafo sera´ denominado de grafo bipartido
de verificac¸a˜o (BVG).
Um casamento (matching) em um grafo bipartido e´ um subconjunto
de suas arestas tais que duas arestas na˜o compartilhem um ve´rtice. Desta forma,
se encontrarmos um casamento M tal que cada ve´rtice pertencente a V + esteja
casado, podemos concluir que cada comportamento especificado esta´ implementado
pelo DUV. Assim, os comportamentos especificados podem ser distinguidos dos na˜o
especificados.
Entretanto, nem todo casamento e´ apropriado. Como as mudan-
c¸as de valores nos monitores sa˜o provocadas por uma sequ¨eˆncia de eventos, para
preservar a causalidade, nenhuma resposta devera´ preceder o evento que a disparou.
Por exemplo, o evento v+2 representa a inicializac¸a˜o de result (li-
nha 13 na Figura 1.3) para o segundo est´ımulo aplicado (linhas 13-14 Figura 1.5),
enquanto o evento v+3 representa a atribuic¸a˜o do produto a result (linha 17 na
Figura 1.3) para o segundo est´ımulo aplicado (linhas 13-14 a Figura 1.5). Assim,
o evento v+2 precede o evento v
+






Figura 1.6: Um grafo bipartido e um casamento pro´prio
estar no casamento, enta˜o (v+3 , v
−
2 ) na˜o poderia nele estar, ja´ que a atribuic¸a˜o do
produto final a result (representada por v−2 ) no DUV precederia sua inicializac¸a˜o
(representada por v−5 no DUV). Este comportamento na˜o-causal com certeza na˜o
reflete o comportamento desejado e deve ser exclu´ıdo.
Para manter a causalidade, precisamos levar em conta que os con-
juntos V + e V − esta˜o ordenados pela sequ¨eˆncia de eventos especificados, isto e´,
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Na Figura 1.6, o conjunto de arestas destacadas representa um ca-
samento que preserva a causalidade e, simultaneamente, garante que cada ve´rtice
em V + esta´ casado. Um casamento com essas propriedades sera´ denominado de
casamento pro´prio. Desta forma, ele indica que todos os comportamentos especi-
ficados foram implementados. Se na˜o for poss´ıvel obter um casamento com estas
caracter´ısticas, uma travessia no grafo vai apontar qual evento especificado causou
a anomalia. Isto torna a te´cnica aqui proposta u´til para encontrar defeitos.
Por simplicidade, o exemplo assume que o DUV preserva a ordem
dos eventos especificados no modelo de refereˆncia. Entretanto, ha´ situac¸o˜es reais em
que a ordem na˜o e´ preservada pelo DUV para todos os eventos, como sera´ discutido
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na pro´xima sec¸a˜o.
1.6 O efeito da na˜o-preservac¸a˜o da ordem de com-
portamentos
Um dos primeiros passos em um fluxo de projeto ESL e´ a criac¸a˜o de
uma representac¸a˜o comportamental (funcional) que obedec¸a a` especificac¸a˜o, dando
origem a um modelo da especificac¸a˜o (declarativo ou executa´vel). Entretanto, por
razo˜es de eficieˆncia, esse modelo deve abstrair aspectos de temporizac¸a˜o, pois a
maior complexidade computacional de modelos temporizados tornaria proibitivo o
co-projeto de hardware e software [GHE 05]. Ale´m disso, o uso de uma representac¸a˜o
executa´vel temporizada tornaria na˜o-reusa´veis os testbenches [GM 07], pois teriam
de ser retrabalhados toda vez que houvesse uma mudanc¸a no projeto impactando a
temporizac¸a˜o.
A necessidade de um modelo comportamental atemporal leva, en-
tretanto, a duas consequ¨eˆncias para a verificac¸a˜o, a seguir discutidas e ilustradas
atrave´s de exemplos:
Consequeˆncia 1: A verificac¸a˜o po´s-particionamento deve checar a ordem dos
eventos, mas na˜o sua temporizac¸a˜o.
Suponha que uma especificac¸a˜o dite o seguinte requisito: um evento
Grant ocorre sempre apo´s um evento Request dentro de no ma´ximo 4 ciclos. Quando
a especificac¸a˜o e´ formalizada em um modelo atemporal (Modelo 1), apenas a ordem
dos eventos e´ capturada: o evento Grant sucede o evento Request. A especificac¸a˜o
poderia ter sido capturada em um modelo temporal aproximado (Modelo 2) da se-
guinte forma: o evento Grant ocorre sempre 2 ciclos apo´s o evento Request (o que
satisfaz o requisito original). Entretanto, se apo´s a implementac¸a˜o, o evento Grant
ocorre sempre 3 ciclos apo´s o evento Request, ele satisfaz o Modelo 1, mas na˜o o
Modelo 2, embora satisfac¸a a especificac¸a˜o. Por isso, o modelo comportamental na˜o
deveria capturar a temporizac¸a˜o em si, mas apenas a relac¸a˜o de precedeˆncia de even-
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tos, que e´ condic¸a˜o necessa´ria, mas na˜o suficiente, para a validade da temporizac¸a˜o.
Consequ¨eˆncia 2: A ordem de eventos pode na˜o ser preservada no DUV devido
ao tratamento de concorreˆncia adotado no modelo comportamental.
Suponha que uma especificac¸a˜o na˜o imponha qualquer ordem entre
os eventos Request 1 e Request 2 nem entre os eventos Grant 1 e Grant 2, embora
especifique a seguinte relac¸a˜o de precedeˆncia (Request 1, Grant 1 ) e (Request 2,
Grant 2 ). Assuma que a especificac¸a˜o e´ formalizada em um modelo atemporal a
ser usado como refereˆncia para verificac¸a˜o (RGM). Suponha agora que, durante a
execuc¸a˜o deste modelo, os eventos Request 1 e Request 2 ocorram simultaneamente.
Suponha ainda que a forma como o RGM trate a concorreˆncia dos eventos resulte
em disparar o evento Grant 1 antes do evento Grant 2, ou seja (Grant 1, Grant
2 ). Finalmente, assuma que o modelo do DUV receba Request 2 antes de Request
1 devido a diferentes atrasos de propagac¸a˜o decorrentes da implementac¸a˜o. Neste
cena´rio, a ordem dos eventos no DUV seria (Grant 2, Grant 1 ), ao contra´rio da
ordem induzida no modelo atemporal de refereˆncia (RGM). Assim, para o mesmo
conjunto de est´ımulos de entrada, os comportamentos de sa´ıda observados entre
RGM e DUV na˜o exibiriam a mesma ordem de eventos. O que parece ser um ind´ıcio
de erro de implementac¸a˜o e´ na verdade consequ¨eˆncia da auseˆncia de uma restric¸a˜o
na especificac¸a˜o.
A na˜o-preservac¸a˜o da ordem dos eventos pelo DUV e´ talvez um dos
aspectos mais complexos da verificac¸a˜o em um fluxo de projeto ESL [GM 07].
A pro´xima sec¸a˜o ilustra, atrave´s de um exemplo propositadamente
simples, como esta dissertac¸a˜o aborda estes aspectos.
1.7 Um exemplo ilustrativo
A Figura 1.7a ilustra uma especificac¸a˜o em que na˜o ha´ restric¸a˜o
alguma para a ordem relativa entre as escritas de y e z, mas apenas estabelece que
a escrita de x deve precedeˆ-las.
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Figura 1.7: Exemplo de execuc¸a˜o fora de ordem
Suponha que os comportamentos especificados venham a ser im-
plementados em um co-processador aritme´tico. Assuma que se adote um modelo
atemporal de refereˆncia para capturar a especificac¸a˜o, o qual trate a concorreˆncia
dos eventos atrave´s de sua mera serializac¸a˜o, na ordem em que as instruc¸o˜es sa˜o bus-
cadas. Ora, este seria exatamente o caso t´ıpico em que um simulador do conjunto
de instruc¸o˜es (puramente funcional) fosse utilizado para a modelagem. A Figura
1.7b ilustra esquematicamente o efeito desse modelo atemporal, que assume exe-
cuc¸a˜o sequ¨encial. Ale´m disso, ela mostra a correspondeˆncia entre as instruc¸o˜es no
modelo de refereˆncia e os respectivos eventos de escrita no banco de registradores.
Um evento de escrita, denotado por write r, v, representa a escrita do valor v no
registrador-destino r.
Considere agora que, para a implementac¸a˜o do co-processador, seja
adotada uma micro-arquitetura que suporte o bem-conhecido algoritmo de Toma-
sulo [PAT 07], para explorar a concorreˆncia de operac¸o˜es independentes em unidades
funcionais distintas. Assuma que as lateˆncias das instruc¸o˜es sejam aquelas repre-
sentadas na Figura 1.7c. Suponha que existam estac¸o˜es de reserva distintas e livres
para operac¸o˜es de soma e de multiplicac¸a˜o, conforme ilustra a Figura 1.8. Suponha
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tambe´m que um monitor seja adicionado a` porta de escrita do banco de registradores.
Figura 1.8: Representac¸a˜o do co-processador hipote´tico
A Figura 1.7d exibe a ordem efetiva de execuc¸a˜o das intruc¸o˜es
quando submetidas ao DUV. Nessa implementac¸a˜o, o Evento 1 ocorrera´ ao final do
primeiro ciclo, quando as demais instruc¸o˜es sera˜o simultaneamente iniciadas. De-
vido a`s diferentes lateˆncias, o Evento 3 ocorrera´ ao final do segundo ciclo; o Evento
2, ao final do quinto ciclo.
A Figura 1.7e ilustra o grafo bipartido de verificac¸a˜o e o casamento
que corresponde a` compatibilidade dos comportamentos especificados. Note que o
cruzamento entre as arestas (v+1 , v
−




1 ) na˜o pode ter a interpretac¸a˜o de erro
de implementac¸a˜o, pois a ordem dos eventos resultou invertida no DUV devido ao
distinto tratamento de concorreˆncia entre modelos.
Seja R ={(v+0 , v+1 ), (v+0 , v+2 )} a relac¸a˜o que captura a seguinte pre-
cedeˆncia entre eventos: (Evento 0, Evento 1) e (Evento 0, Evento 2).
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Note que para decidir se o casamento obtido no BVG da Figura
1.7(e) satisfaz o princ´ıpio da causalidade, teve-se que analisar se a troca de ordem
dos eventos no DUV satisfaz a relac¸a˜o de precedeˆncia R.
Portanto, na˜o e´ poss´ıvel analisar a compatibilidade de comporta-
mentos sem uma relac¸a˜o de precedeˆncia de eventos que permita distinguir se a ordem
induzida pelo DUV viola ou na˜o a especificac¸a˜o. Note que essa relac¸a˜o e´ inerente
a` pro´pria especificac¸a˜o, a partir da qual pode ser extra´ıda, e na˜o uma restric¸a˜o
imposta a` resoluc¸a˜o do problema.
No caso espec´ıfico da abordagem aqui proposta, essa relac¸a˜o de
precedeˆncia sera´ a chave para distinguir casamentos pro´prios de impro´prios. Como
os algoritmos cla´ssicos de casamento, ao procurar um casamento de maior cardi-
nalidade, na˜o assumem qualquer relac¸a˜o adicional entre seus ve´rtices, exceto pela
relac¸a˜o de compatibilidade capturada pelas arestas do grafo bipartido, tais algorit-
mos na˜o podem ser diretamente reusados para resolver o problema da verificac¸a˜o
que sera´ formulado na Sec¸a˜o 3.2. Em outras palavras, o simples reuso de algoritmos
cla´ssicos na˜o e´ adequado porque o casamento resultante poderia na˜o obedecer ao
princ´ıpio da causalidade.
Por isso, um novo algoritmo precisa ser concebido para restringir
as soluc¸o˜es que seriam obtidas por algoritmos cla´ssicos, instrumentando-os para
distingu¨irem entre arestas pertencentes ou na˜o a um casamento pro´prio.
1.8 O escopo e a contribuic¸a˜o desta dissertac¸a˜o
As premissas da abordagem adotadas nesta dissertac¸a˜o sa˜o as se-
guintes:
Premissa 1: A te´cnica proposta assume que a gerac¸a˜o de est´ımulos para um dado
componente foi tratada no ambiente de verificac¸a˜o de forma a garantir adequada
cobertura.
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Premissa 2: A te´cnica proposta aborda verificac¸a˜o de resposta aos est´ımulos e
diagno´stico de erros baseada apenas no modelo de refereˆncia (verificadores temporais
e de dados esta˜o fora do escopo desta dissertac¸a˜o).
Premissa 3: A ana´lise proposta e´ inerentemente limitada ao universo de compor-
tamentos amostrados pelos monitores inseridos.
Premissa 4: A te´cnica proposta assume que se um monitor amostra no DUV
valores na˜o especificados no RGM, os comportamentos na˜o especificados referem-se
a artefatos de implementac¸a˜o.
Assim, se um dado comportamento especificado no modelo de refe-
reˆncia fosse duplicado no DUV (por exemplo, se um request gerasse dois grants), a
anomalia na˜o seria capturada pela te´cnica proposta).
Premissa 5: A te´cnica proposta supo˜e que os elementos monitorados no RGM
sejam preservados no DUV e que, portanto, fac¸a sentido introduzir monitores no
mesmo elemento nas duas representac¸o˜es.
Desta forma, se o refinamento de um modelo na˜o preservasse algum
elemento monitorado no modelo de alto n´ıvel, deveria ser criada alguma relac¸a˜o de
mapeamento para viabilizar indiretamente a amostragem do elemento desejado.
Premissa 6: A te´cnica proposta pressupo˜e que se possa extrair da especificac¸a˜o
informac¸o˜es sobre causa e efeito de eventos, que sera˜o capturadas por uma relac¸a˜o
de precedeˆncia R.
A relac¸a˜o R e´ dependente do domı´nio de aplicac¸a˜o. Por exemplo,
ela pode capturar as dependeˆncias de dados e de controle de um co´digo embarcado,
a ordem de sinalizac¸a˜o em um protocolo handshaking, etc.
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As principais contribuic¸o˜es desta dissertac¸a˜o sa˜o:
• A viabilizac¸a˜o do tratamentos do efeito de na˜o-preservac¸a˜o da ordem de com-
portamentos sem limitar a observabilidade, no aˆmbito de uma abordagem
white-box.
• O estabelecimento de garantias formais para a qualidade da verificac¸a˜o, como
resultado da formulac¸a˜o escolhida para o problema, amparando-se em propri-
edades de casamento em grafos bipartidos.
Na˜o e´ do conhecimento do autor a existeˆncia de te´cnicas que tratem
a na˜o-preservac¸a˜o de ordem em abordagem white-box, nem a existeˆncia de traba-
lhos correlatos que se amparem em propriedades de grafos bipartidos para fornecer
garantias de qualidade da verificac¸a˜o.
1.9 A organizac¸a˜o desta dissertac¸a˜o
Esta dissertac¸a˜o esta´ organizada da seguinte maneira: O Cap´ıtulo
2 apresenta inicialmente uma breve revisa˜o dos trabalhos correlatos nas a´reas de
verificac¸a˜o dinaˆmica, verificac¸a˜o formal e verificac¸a˜o em plataformas e concentra-se
depois na ana´lise de abordagens convencionais para o tratamento da na˜o-preservac¸a˜o
da ordem de comportamentos. O Cap´ıtulo 3 inicialmente formaliza algumas no-
c¸o˜es ba´sicas que sa˜o em seguida utilizadas para formular o problema-alvo; ao final,
provam-se algumas propriedades fundamentais a serem preservadas durante a veri-
ficac¸a˜o. O Cap´ıtulo 4 propo˜e algoritmos para resolver o problema-alvo e analisa as
garantias de verificac¸a˜o, apresentando provas da auseˆncia de falso negativo, ale´m
de discutir as condic¸o˜es de ocorreˆncia de falsos positivos. O Cap´ıtulo 5 discute a
implementac¸a˜o e apresenta resultados experimentais como evideˆncia da correc¸a˜o da




Como a literatura sobre verificac¸a˜o funcional e´ muito vasta, neste
cap´ıtulo sera˜o analisados algumas te´cnicas recentes mais pro´ximas do foco deste
trabalho, no aˆmbito das abordagens ESL e PBD. A primeira sec¸a˜o aborda algumas
te´cnicas de verificac¸a˜o funcional enquanto a segunda sec¸a˜o aborda te´cnicas utilizadas
para tratar a na˜o-preservac¸a˜o da ordem de comportamentos.
2.1 Principais abordagens para verificac¸a˜o funci-
onal
2.1.1 Verificac¸a˜o formal
A verificac¸a˜o formal de um sistema consiste na utilizac¸a˜o de dis-
positivos formais ou matema´ticos para provar que o sistema avaliado esta´ correto.
Uma das formas utilizadas consiste em estabelecer uma equivaleˆncia entre modelos
em diferentes n´ıveis de abstrac¸a˜o. Se for poss´ıvel provar que um modelo de alto n´ıvel,
previamente validado, e´ equivalente a um modelo de baixo n´ıvel, enta˜o considera-se
este u´ltimo como validado.
Esta validac¸a˜o do modelo de baixo n´ıvel em func¸a˜o da validac¸a˜o
pre´via de um modelo em maior n´ıvel de abstrac¸a˜o acelera o desenvolvimento do
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sistema, ja´ que a simulac¸a˜o em modelos em n´ıveis mais baixos de abstrac¸a˜o e´ muito
mais lenta do que a simulac¸a˜o em modelos em mais alto n´ıvel.
Uma das te´cnicas utilizadas para estabelecer a compatibilidade en-
tre modelos e´ o uso de pontos de corte (cutpoints). A noc¸a˜o de cutpoints esta´
baseada na suposic¸a˜o de que se dois circuitos sa˜o funcionalmente similares, enta˜o
deve ser poss´ıvel definir um conjunto de pontos logicamente equivalentes, os quais
na˜o requerem verificac¸a˜o no modelo de baixo n´ıvel.
O trabalho de Feng e Hu [FEN 97] utilizou a noc¸a˜o de cutpoints
para estabelecer equivaleˆncia entre um modelo SystemC (com precisa˜o de pinos e de
ciclos) e um modelo RTL. Para estabelecer esta equivaleˆncia, os autores comparam
representac¸o˜es funcionais (obtidas atrave´s de simulac¸a˜o simbo´lica) das implementa-
c¸o˜es em diferentes n´ıveis de abstrac¸a˜o. Esta comparac¸a˜o permite determinar pontos
logicamente equivalentes, diminuindo o esforc¸o total de verificac¸a˜o do sistema.
Outro ramo da verificac¸a˜o formal utiliza asserc¸o˜es para validar um
modelo. O trabalho de Kasuya [KAS 07] propo˜e o uso das assim-chamadas asserc¸o˜es
nativas em SystemC (NSCa: Native SystemC assertion) para modelar asserc¸o˜es
com precisa˜o de ciclos em SystemC. Por um lado, esta te´cnica viabiliza o reuso de
asserc¸o˜es nos diferentes n´ıveis de abstrac¸a˜o, o que reduz o esforc¸o de verificac¸a˜o.
Por outro lado, ela e´ intrusiva, pois requer mudanc¸as no DUV para inserc¸a˜o das
asserc¸o˜es.
Em [HAB 06] asserc¸o˜es sa˜o utilizas para avaliar a cobertura funci-
onal de um dado conjunto de vetores de verificac¸a˜o. Para avaliar a cobertura, os
autores utilizam um modelo de refereˆncia (RGM) escrito na linguagem denominada
AsmL (Abstract State Machine Language). Asserc¸o˜es sa˜o inseridas nas varia´veis de
estado do modelo de refereˆncia e avaliadas sempre que o valor da varia´vel correspon-
dente tem o seu valor alterado, ou seja, o modelo tem o seu estado alterado. Assim,
a cobertura de um dado vetor vi e´ avaliada pela raza˜o entre o nu´mero de estados
assumidos pelo modelo quando estimulado por vi e nu´mero de estados poss´ıveis.
Apo´s a avaliac¸a˜o da cobertura de um determinado conjunto de vetores, os autores
sugerem o uso de algoritmos gene´ticos para aumentar a cobertura funcional atrave´s
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de otimizac¸a˜o da gerac¸a˜o de vetores de verificac¸a˜o. Entretanto, o uso desta te´cnica
requer que o engenheiro de verificac¸a˜o defina quais sa˜o as varia´veis de estado de um
DUV (onde esta˜o inseridas as asserc¸o˜es). Ademais, o uso de algoritmos gene´ticos
requer instrumentac¸a˜o para capturar informac¸o˜es espec´ıficas do domı´nio de aplica-
c¸a˜o: qual a representac¸a˜o de cromossomos atrave´s de uma codificac¸a˜o dos est´ımulos,
ale´m das operac¸o˜es de heranc¸a, mutac¸a˜o e recombinac¸a˜o para a codificac¸a˜o adotada.
Em [COR 00] propo˜e-se uma representac¸a˜o baseada em redes de
Petri para a verificac¸a˜o de um sistema, a qual e´ denominada PRES+ (Petri net ba-
sed Representation for Embedded Systems). Nesta representac¸a˜o as marcac¸o˜es nos
lugares da rede representam os estados do sistema, enquanto as transic¸o˜es repre-
sentam as operac¸o˜es realizadas pelo sistema. Cada transic¸a˜o possui anotac¸o˜es tais
como, por exemplo, as condic¸o˜es necessa´rias para o seu disparo, ale´m de informac¸o˜es
como o tempo ma´ximo necessa´rio para realizar a transic¸a˜o. Atrave´s da representa-
c¸a˜o PRES+, e´ poss´ıvel avaliar-se, por exemplo, para que entradas um determinado
estado do sistema e´ alcanc¸ado, ou qual o intervalo mı´nimo de tempo necessa´rio para
alcanc¸ar um determinado estado. No entanto, segundo [VAR 07] representac¸o˜es que
enumerem todos os estados poss´ıveis esta˜o limitadas pelo crescimento exponencial
do nu´mero de estados, inviabilizando assim a simulac¸a˜o de modelos mais complexos.
Como nem sempre e´ poss´ıvel provar que dois modelos sa˜o equi-
valentes, Vardi [VAR 07] analisou algumas te´cnicas formais para estabelecer sua
compatibilidade. Nesta abordagem, um modelo beneficia-se da verificac¸a˜o previa-
mente realizada em modelo de alto n´ıvel compat´ıvel, permitindo que a verificac¸a˜o
de cada implementac¸a˜o foque nos aspectos relevantes para aquele modelo de abs-
trac¸a˜o. Por exemplo, a verificac¸a˜o de um modelo RTL pode se limitar aos artefatos
de implementac¸a˜o inseridos, enquanto a verificac¸a˜o nos n´ıveis superiores esta focada
nas estruturas (particionamento) e algoritmos escolhidos.
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2.1.2 Verificac¸a˜o dinaˆmica
A verificac¸a˜o dinaˆmica esta´ associada a` simulac¸a˜o do sistema. Tra-
dicionalmente um ambiente de verificac¸a˜o e´ composto de um gerador de est´ımulos,
um mo´dulo a ser verificado (DUV) e um monitor. A func¸a˜o do gerador de est´ımulos
e´ a de aplicar um conjunto de est´ımulos no DUV. Ja´ o monitor deve capturar as
sa´ıdas do DUV e verificar se seus valores esta˜o corretos.
Em n´ıveis mais baixos de abstrac¸a˜o, a grande quantidade de deta-
lhes torna proibitiva a simulac¸a˜o de todo o sistema. Ale´m disso, em alguns casos, o
ambiente de verificac¸a˜o precisa ser adaptado para incluir informac¸o˜es de baixo n´ıvel
(por exemplo, o ambiente precisa ser alterado para capturar detalhes do protocolo
de comunicac¸a˜o do DUV).
Uma alternativa para resolver o problema de reduzir o tempo de si-
mulac¸a˜o do sistema e´ a co-simulac¸a˜o de componentes em diferentes n´ıveis de abstra-
c¸a˜o [SWA 06]. Assim, embora o DUV seja descrito em uma linguagem de descric¸a˜o
de hardware (como VHDL ou Verilog), os demais componentes podem ser descritos
em n´ıveis mais altos de abstrac¸a˜o (C ou C++).
Para reaproveitar o ambiente de verificac¸a˜o, uma alternativa e´ a
traduc¸a˜o automa´tica de est´ımulos [BOM 06]. Esta abordagem utiliza transactors,
que sa˜o um componentes responsa´veis pela traduc¸a˜o de mensagens entre o ambiente
de verificac¸a˜o (que utiliza chamadas de alto n´ıvel, como write ou read) e o DUV
(que pode utilizar, por exemplo, sinais lo´gicos). Desta forma, o transactor reduz
consideravelmente o esforc¸o de implementac¸a˜o do ambiente de verificac¸a˜o. Outra
vantagem e´ que, se o protocolo de comunicac¸a˜o do DUV for alterado, apenas o
transactor devera´ ser alterado para refletir a mudanc¸a (sem a utilizac¸a˜o de um
transactor, poderia ser necessa´rio re-implementar todo o conjunto de rotinas de
verificac¸a˜o).
No entanto, as te´cnicas citadas na˜o sa˜o suficientes para verificar sis-
temas muito complexos. Para isto as plataformas costumam contar com mecanismos
pro´prios adicionais, como sera´ mostrado na pro´xima sec¸a˜o.
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2.1.3 Suporte a` verificac¸a˜o em plataformas comerciais
O reuso de componentes promovido pela abordagem PBD diminui
o esforc¸o total de verificac¸a˜o de um sistema, pois os mo´dulos que compo˜em uma
plataforma ja´ foram verificados previamente. Desta forma, a verificac¸a˜o deve estar
focada na interac¸a˜o entre os componentes.
Para sua plataforma CoreConnect, a IBM desenvolveu o TOS (Test
Operation System)[MG 03], que e´ constitu´ıdo de um kernel, uma API , um pa-
dra˜o e um ambiente de desenvolvimento. O kernel do TOS e´ desenvolvido em C e
fornece algumas facilidades para a execuc¸a˜o de rotinas de verificac¸a˜o, tais como a
inicializac¸a˜o dos componentes, o tratamento de interrupc¸o˜es e o escalonamento de
tarefas. Esta ferramenta possibilita que o projetista escreva uma rotina de verifica-
c¸a˜o para um determinado componente. Quando a plataforma for executada, o TOS
carrega a rotina escrita pelo projetista junto com as demais rotinas de verificac¸a˜o
da plataforma.
Outra ferramenta dispon´ıvel e´ o CoreConnect Test Generation (CTG).
O CTG gera um conjunto de rotinas para verificar se um dado dispositivo e´ com-
pat´ıvel com a arquitetura de barramento da plataforma. As rotinas automatizados
sa˜o constru´ıdas a partir de algumas informac¸o˜es fornecidas pelo projetista, atrave´s
de uma interface gra´fica, favorecendo assim a sua usabilidade.
A plataforma ARM PrimeXsys [ALP 03] tambe´m possui um meca-
nismo semelhante para facilitar a verificac¸a˜o da interac¸a˜o de um componente com um
barramento. Esta ferramenta denomina-se AMBA Complience Test-bench (ACT)
[ALP 03]. O ACT gera um conjunto de rotinas para verificar a compatibilidade
entre um determinado dispositivo e o barramento AMBA. Esta compatibilidade e´
garantida quando o dispositivo e´ verificado em uma lista de cena´rios-chave para o
protocolo de comunicac¸a˜o.
A grande diferenc¸a entre CTG e ACT e´ que o primeiro opera num
n´ıvel mais alto de abstrac¸a˜o, enquanto o ACT e´ utilizando para o suporte a` simulac¸a˜o
RTL.
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2.2 Outros mecanismos de suporte a` verificac¸a˜o
Em [CAR 99] apresenta-se um me´todo para construir sistemas fun-
cionalmente insens´ıveis a` lateˆncia de comunicac¸a˜o entre componentes pre´-verificados.
Para viabilizar a transmissa˜o de dados com elevada lateˆncia entre mo´dulos (por
exemplo, acima de um ciclo de relo´gio), os autores propo˜em o uso de relay stations.
Uma relay station e´ um buffer que atua como um pipeline em um determinado canal
de comunicac¸a˜o, gerando sinais de stall (pausa) para paralisar os componentes do
sistema enquanto realiza a transmissa˜o de dados.
Existem algumas semelhanc¸as entre a abordagem apresentada em
[CAR 99] e a te´cnica proposta neste trabalho. Por exemplo, para analisar o fluxo
de dados em um canal, os autores daquele trabalho desconsideram os sinais de
stall gerados pelas relay stations. De forma similar, na abordagem proposta neste
trabalho as entradas de log que correspondem a eventos gerados pelos artefatos de
implementac¸a˜o sa˜o desconsideradas, pois estes eventos na˜o exercem influeˆncia sobre
o fluxo de dados no sistema.
No entanto, a te´cnica proposta neste trabalho (Cap´ıtulo 4) difere
da abordagem proposta em [CAR 99] nos seguintes pontos:
• Os sinais de stall gerados pelas relay stations possuem uma marcac¸a˜o (tag)
que os diferencia dos sinais va´lidos do sistema, enquanto as entradas de log
produzidas pelos artefatos de implementac¸a˜o na˜o possuem marcac¸a˜o alguma
que as diferencie dos demais dados produzidos pelo sistema. Ou seja, a te´cnica
aqui proposta na˜o requer instrumentac¸a˜o para identificar artefatos de imple-
mentac¸a˜o, pois isto limitaria sua aplicabilidade em verificac¸a˜o.
• O me´todo proposto em [CAR 99] supo˜e que os componentes do sistema sem-
pre conservam a ordem dos dados, ao contra´rio da te´cnica proposta neste
trabalho, que opera adequadamente mesmo quando o DUV na˜o preserva a
ordem dos comportamentos (uma das maiores dificuldades na verificac¸a˜o po´s-
particionamento segundo [GM 07])
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• A observabilidade da te´cnica aqui proposta e´ maior do que a do me´todo apre-
sentado em [CAR 99], pois ela permite o acesso a elementos internos de um
componente (white-box ).
• A te´cnica proposta em [CAR 99] so´ pode ser aplicada em sistemas constru´ıdos
com componentes que possuem a propriedade de serem paralisados atrave´s de
um sinal de stall, uma limitac¸a˜o ao projeto da qual a te´cnica aqui proposta
pode prescindir.
Em [ALB 07], a verificac¸a˜o white-box e´ viabilizada atrave´s do me-
canismo de reflexa˜o computacional. A contribuic¸a˜o-chave esta´ no mecanismo de
suporte minimamente intrusivo (o projetista na˜o precisa fazer instrumentac¸a˜o adi-
cional alguma no DUV, nem adicionar biblioteca alguma; os elementos internos
do DUV podem ser inspecionados sem que seja necessa´rio revelar o co´digo-fonte).
Embora essa te´cnica tenha sido cuidadosamente constru´ıda para permitir uma abor-
dagem white-box minimamente intrusiva, seu potencial ainda na˜o foi inteiramente
explorado. Devido a estas vantagens, este trabalho utiliza o mecanismo proposto
em [ALB 07] como infra-estrutura de implementac¸a˜o para inserc¸a˜o de monitores e
para a captura de comportamentos, os quais sera˜o automaticamente analisados pela
te´cnica proposta nesta dissertac¸a˜o.
2.3 Abordagens para a na˜o-preservac¸a˜o da ordem
Ha´ pelo menos treˆs abordagens convencionais para contornar o pro-
blema da na˜o-preservac¸a˜o da ordem de comportamentos:
• Uso de modelo de refereˆncia com precisa˜o de ciclos [GHE 05]: ao tem-
porizar o modelo de refereˆncia em relac¸a˜o a` implementac¸a˜o, a ordem seria
preservada, mas estariam comprometidos o desempenho do modelo e a reusa-
bilidade do testbench, conforme ja´ discutido na Sec¸a˜o 1.6.
• Ordenac¸a˜o baseada em antevisa˜o do modelo RTL [YIM 97]: toda vez
que uma tomada de decisa˜o se fizer necessa´ria para o tratamento de eventos
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concorrentes, uma amostra (“trace”) da implementac¸a˜o RTL e´ sintetizada sob
demanda para instrumentar a decisa˜o de forma a escolher apropriadamente a
ordem. Esta implementac¸a˜o pode, por exemplo, ser executada concorrente-
mente com o modelo funcional, recebendo os mesmos est´ımulos. A diferenc¸a
entre os sinais de sa´ıda dos modelos funcional e RTL deve guiar os projetis-
tas na ordenac¸a˜o de comportamentos. No entanto, ainda segundo [YIM 97],
heur´ısticas sa˜o necessa´rias para diferenciar defeitos reais de artefatos de im-
plementac¸a˜o, as quais podem limitar as garantias de verificac¸a˜o
• Uso de scoreboard [GM 07]: Um scoreboard e´ uma estrutura de dados que
armazena resultados esperados (ou est´ımulos injetados) e que compara o resul-
tado obtido no DUV com o resultado armazenado (ou transformado a partir
dos est´ımulos armazenados). A Figura 2.1 ilustra a estrutura de um scoreboard.
Figura 2.1: Estrutura de um scoreboard (extra´ıdo e adaptado de [BER 05])
Segundo [BER 05], um scoreboard pode tratar o problema da na˜o-preservac¸a˜o
de ordem atrave´s do mo´dulo de comparac¸a˜o. Este mo´dulo pode ser implemen-
tado de forma a lidar com discrepaˆncias temporais e de ordenamento entre
os dados obtidos no DUV e aqueles armazenados na estrutura de dados. Por
outro lado, um scoreboard na˜o e´ capaz de verificar aspectos internos ao DUV
[BER 05].
Ale´m desta limitac¸a˜o espacial, o tratamento dos dados amostrados por um
scoreboard possui uma limitac¸a˜o temporal. Ou seja, para cada dado amostrado
no DUV o scoreboard deve efetuar uma decisa˜o local para encontrar a entrada
correspondente no modelo de refereˆncia. Esta decisa˜o local esta´ apoiada em
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heur´ısticas que podem afetar a qualidade da verificac¸a˜o conforme sera´ ilustrado
a seguir.
Suponha uma varia´vel, que ao ser implementada num modelo de mais baixo n´ı-
vel admita uma perda de precisa˜o da ordem de 0.5. A Figura 2.2a ilustra uma
poss´ıvel execuc¸a˜o deste modelo. Repare que, quando o valor 8 e´ amostrado a`
sa´ıda do DUV, o scoreboard precisa tomar uma decisa˜o local para determinar
qual das duas entradas amostradas no modelo de refereˆncia e´ a entrada cor-
respondente ao valor 8 amostrado pelo DUV. Como o scoreboard na˜o possui
nenhuma informac¸a˜o a respeito de quais sera˜o os pro´ximos valores amostra-
dos, a associac¸a˜o de entradas deve ser feita baseada numa heur´ıstica, conforme
ilustrado na Figura 2.2b. No entanto, conforme apresentado na Figura 2.2c, a
associac¸a˜o efetuada na˜o esta´ correta.
Em outras palavras, as limitac¸o˜es de visibilidade de um scoreboard sacrificam
a qualidade da verificac¸a˜o em prol de uma maior eficieˆncia computacional. O
Cap´ıtulo 5 apresenta ind´ıcios dessa limitac¸a˜o no que diz respeito a qualidade
da verificac¸a˜o.
Figura 2.2: O impacto da limitac¸a˜o temporal na qualidade da verificac¸a˜o
2.4 A perspectiva de uma abordagem alternativa
Esta dissertac¸a˜o propo˜e uma abordagem alternativa para viabilizar
a verificac¸a˜o de DUVs que possam na˜o preservar a ordem dos comportamentos do
modelo comportamental atemporal. A abordagem proposta na˜o requer um modelo
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temporizado, na˜o requer a antevisa˜o de um modelo RTL e proveˆ o acesso aos ele-
mentos internos do DUV, o que amplia a observabilidade da verificac¸a˜o para ale´m
das possibilidades de um scoreboard.
O pro´ximo cap´ıtulo descreve os fundamentos para a ana´lise automa´-
tica de logs (a ser proposta no Cap´ıtulo 4), formulando um problema de verificac¸a˜o
funcional de um sistema como um problema de casamento em um grafo bipartido.
Entretanto, a construc¸a˜o de casamentos pro´prios deve levar em
conta a compatibilidade de valores capturada no grafo e a causalidade de even-
tos a` luz da relac¸a˜o de precedeˆncia de eventos extra´ıda da especificac¸a˜o. Se na˜o
fosse especificada ordem alguma entre eventos, algoritmos cla´ssicos poderiam ser
reusados para encontrar casamentos. Entretanto, quando a ordem esta´ especificada,
casamentos na˜o podem ser obtidos diretamente a partir de algoritmos cla´ssicos, sob
pena de ser violado o princ´ıpio da causalidade.
Cap´ıtulo 3
Modelagem do problema
3.1 Propriedades da relac¸a˜o entre RGM e DUV
Para estabelecer uma correlac¸a˜o funcional entre dois modelos, va-
mos utilizar treˆs conceitos principais:
• Unicidade (para determinar que cada comportamento e´ preservado e exibido
uma u´nica vez),
• Compatibilidade (para determinar quais valores sa˜o aceita´veis),
• Causalidade (para garantir comportamento temporal adequado).
Antes de formular o problema-alvo e´ preciso formalizar algumas
noc¸o˜es preliminares. Assuma que um engenheiro de verificac¸a˜o selecionou k pontos
m1,m2, ...mk para monitorar em um mo´dulo de uma plataforma. Vamos chamar
estes pontos de monitores.
Toda vez que um monitor detecta uma alterac¸a˜o e um novo valor
v, observado em um instante ti, dizemos que ocorreu um evento vi.
Assuma que todo valor observado num monitor e´ amostrado toda
vez que e´ alterado, durante um intervalo de observac¸a˜o.
Definic¸a˜o 1: Log de um monitor. Vamos denotar como ti (com i 6= 0) o
tempo em que um elemento monitorado sofre a sua i-e´sima transic¸a˜o e vamos cha-
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mar de t0 o momento em que o elemento recebe o seu valor inicial. O log de um
monitor mk e´ uma se´rie de eventos caracterizada por uma sequ¨eˆncia de valores
〈vk0, vk1, ..., vki...vkn〉 observados nos instantes 〈t0, t1, ..., ti, ...tn〉.
Quando os valores observados por um monitor m sa˜o atributos re-
presentados como nu´meros inteiros sinalizados ou na˜o (por exemplo: char, int,
short, long, unsigned, etc.) tanto no RGM como no DUV e desde que os valores
monitorados porm′ em′′ usem exatamente o mesmo nu´mero de bits em sua represen-
tac¸a˜o, uma relac¸a˜o de equivaleˆncia deve ser verificada para os valores monitorados
por m, conforme formalizado abaixo.
Definic¸a˜o 2: Equivaleˆncia de valores. Dois valores u e v sa˜o equivalentes e
denotados como u ≡ v , se e somente se u = v.
No caso de serem representados como nu´meros de diferentes tipos
(por exemplo: double no RGM e sc_fixed no DUV) ou com diferente precisa˜o
(por exemplo: sc_int<16> no RGM e sc_int<12> no DUV), deve ser adotada
uma relac¸a˜o de compatibilidade onde seja definida uma margem aceita´vel de ru´ıdo
de quantizac¸a˜o (por exemplo, se um atributo do tipo double e´ monitorado por m′
no RGM e um atributo do tipo sc_fixed<5,3> e´ monitorado por m′′ no DUV,
enta˜o uma relac¸a˜o de compatibilidade deve adotar uma margem de quantizac¸a˜o de
0,25, pois o atributo no DUV pode assumir qualquer valor x no intervalo -4,75 ≤ x
≤ 3,75 em incrementos de 0,25). Esta noc¸a˜o e´ formalizada a seguir.
Definic¸a˜o 3: Compatibilidade de valores. Dois valores u e v sa˜o compat´ıveis
e denotados como u ≈ v, se e somente se forem iguais ou se a sua diferenc¸a estiver
dentro de uma margem pre´-estabelecida.
Note que esta definic¸a˜o permite verificar, por exemplo, modelos
abstratos contra modelos com precisa˜o de bits.
Seja I+ uma instaˆncia de um mo´dulo em uma plataforma, usada
como refereˆncia. Esta instaˆncia sera´ chamada de modelo de refereˆncia (RGM). Seja
I− uma nova instaˆncia de um mo´dulo, derivada de I+ (atrave´s de um refinamento,
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por exemplo). I− sera´ chamado de dispositivo sob verificac¸a˜o (DUV).
Vamos denotar por R a relac¸a˜o de precedeˆncia entre eventos ditada
pela especificac¸a˜o, como formalizado a seguir:
Definic¸a˜o 4: Relac¸a˜o de precedeˆncia entre eventos no RGM. Vamos denotar
por V + o conjunto de eventos monitorados no modelo de refereˆncia. A relac¸a˜o de
precedeˆncia entre eventos e´ o conjunto R ={(v+i , v+j ) ∈ V + × V + : v+i precede v+j }.
A pro´xima definic¸a˜o utiliza as Definic¸o˜es 1, 3, 4 para estabelecer o
conceito de mapeamento pro´prio. Um mapeamento pro´prio e´ utilizado para esta-
belecer a correlac¸a˜o entre dois modelos. Dois modelos sera˜o considerados correlatos
quando implementam todos os comportamentos especificados, guardando a compa-
tibilidade de valores (a qual e´ capturada pela relac¸a˜o ≈) e respeitando a noc¸a˜o de
causalidade (a qual e´ capturada pela relac¸a˜o R).
Definic¸a˜o 5: Mapeamento pro´prio. Dadas duas instaˆncias I+ e I− de um
mo´dulo, um monitor m e as sequ¨eˆncias de eventos 〈v+0 , v+1 , ..., v+n 〉 e 〈v−0 , v−1 , ..., v−p 〉
observados para I+ e I−, respectivamente, diz-se que existe um mapeamento pro´-
prio de eventos, se e somente se existir um mapeamento µ: V + → V − onde V +
= {v+0 , v+1 , ..., v+n } e V − = {v−0 , v−1 , ..., v−p } tal que todas as cla´usulas abaixo seja
satisfeitas:
• µ e´ uma injec¸a˜o (completude e unicidade);
• µ(v+i ) = v−j ⇒ v+i ≈ v−j (compatibilidade);
• ∀v+i , v+x : ((v+i , v+x ) ∈ R)∧ (µ(v+i ) = v−j )∧ (µ(v+x ) = v−k )⇒ j < k (causalidade)
Note que na˜o e´ necessa´rio que µ seja uma bijec¸a˜o, ja´ que as imple-
mentac¸o˜es em n´ıveis mais baixos podem apresentar comportamentos na˜o especifica-
dos (i.e. |V +| ≤ |V −|). Note tambe´m que, se um mapeamento µ for encontrado,
pode-se garantir que cada comportamento especificado no RGM esta´ corretamente
implementado no DUV, sob a perspectiva de um dado monitor.
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Definic¸a˜o 6: Compatibilidade baseada em logs. O DUV I− e´ funcionalmente
compat´ıvel com o golden model I+ no que diz respeito ao conjunto de monitores
{mk}, se e somente se existir um mapeamento pro´prio para cada monitor.
3.2 Formulac¸a˜o do problema-alvo
As definic¸o˜es apresentadas permitem formular, de forma sucinta, o
problema-alvo:
Problema-Alvo: Dados dois modelos I+ e I−, verificar se eles sa˜o funcionalmente
compat´ıveis no que diz respeito ao conjunto de monitores {mk}.
Este problema-alvo pode ser reformulado como um problema de
casamento em grafos bipartidos para cada monitor. Para isso, sera˜o preliminarmente
revisadas algumas noc¸o˜es cla´ssicas, as quais sera˜o personalizadas, em seguida, com
informac¸o˜es espec´ıficas do problema-alvo.
Um grafo G(V, E) e´ dito bipartido se e somente se:
• V = V + ∪ V − e V + ∩ V − = ∅;
• ∀(u, v) ∈ E : (u ∈ V +) ∧ (v ∈ V −).
Um casamento (ou matching) de um grafo G(V,E) e´ um subcon-
junto M de E tal que nenhum ve´rtice e´ incidente a mais de uma aresta em M.
Dizemos que um ve´rtice u esta´ casado, se existe uma aresta (u, v) ∈ M ou livre, em
caso contra´rio.
Um casamento com a cardinalidade ma´xima e´ denominado de ca-
samento ma´ximo. Se cada ve´rtice de G incidir em uma aresta de M, enta˜o M sera´
considerado um casamento perfeito (note que todo casamento perfeito e´ ma´ximo,
mas nem todo ma´ximo e´ perfeito). Se cada ve´rtice da partic¸a˜o V + incide em uma
aresta de M, enta˜o M sera´ denominado de casamento completo.
Um componente conexo Cj(Vj, Ej) de um grafo bipartido G(V,E) e´
um subgrafo de G tal que, para todos u, v ∈ Vj, ha´ um caminho entre u e v.
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A noc¸a˜o de componente conexo corresponde a` relac¸a˜o de equiva-
leˆncia “v e´ alcanc¸a´vel a partir de u”. Como uma relac¸a˜o de equivaleˆncia e´ o mesmo
que uma partic¸a˜o [COR 90], a decomposic¸a˜o de um grafo G(V,E) em termos de seus
componentes conexos resulta em uma partic¸a˜o de G.
Por resultar em uma partic¸a˜o de G, quando um algoritmo de casa-
mento garante um casamento completo de cada componente conexo, pode-se garantir
o casamento completo do grafo G.
Definition 7: Grafo bipartido de verificac¸a˜o de um monitor. Sejam m+ e
m− instaˆncias de um monitor m cujos logs sa˜o 〈v+0 , v+1 , ..., v+n 〉 e 〈v−0 , v−1 , ..., v−p 〉. O
grafo bipartido de verificac¸a˜o, denotado por BVG(m), e´ um grafo bipartido G(V,E)
onde:
• V + = {v+0 , v+1 , ..., v+n }, V − = {v−0 , v−1 , ..., v−p };
• Existe uma aresta (v+i , v−j ) ∈ E, se e somente se v+i ≈ v−j .
Definic¸a˜o 8: Casamento pro´prio. Um casamento M de um BVG(m) sera´
considerado pro´prio, se e somente se induz um mapeamento pro´prio µ.
Definic¸a˜o 9: Aresta impro´pria. Uma aresta (v+, v−) e´ dita impro´pria se e
somente se (v+, v−) /∈M.
Para abordar a na˜o-preservac¸a˜o da ordem de comportamentos no
DUV, a te´cnica aqui proposta baseia-se em uma noc¸a˜o fundamental, o assim-chamado
cruzamento impro´prio de arestas. Antes de formalizar esta importante noc¸a˜o, um
exemplo ilustrativo e´ utilizado para introduzi-la.
As Figuras 3.1a 3.1b mostram a relac¸a˜o topolo´gica entre duas ares-
tas, sob uma mesma relac¸a˜o de precedeˆncia de eventos: o evento v+i precede o evento
v+x no RGM. Assim, no cena´rio da Figura 3.1a, o cruzamento topolo´gico entre as
arestas (v+i , v
−




k ) resultaria numa inversa˜o de eventos no DUV que na˜o
obedeceria a precedeˆncia especificada. Portanto, nestas condic¸o˜es, tais arestas na˜o
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podem co-existir em um casamento pro´prio, pois representariam uma violac¸a˜o do
princ´ıpio da causalidade. Por outro lado, a inexisteˆncia de cruzamento topolo´gico
entre as arestas, conforme ilustrado na Figura 3.1b, permite que ambas possam co-
existir em um casamento pro´prio. Note que a mera existeˆncia de um cruzamento
topolo´gico na˜o indica por si so´ a violac¸a˜o do princ´ıpio da causalidade, como mostra
a Figura 3.1c: se a relac¸a˜o de precedeˆncia na˜o especifica ordem alguma entre os
eventos v+i e v
+
x , ambas as arestas sa˜o eleg´ıveis para um casamento pro´prio. As-
sim, nem todo cruzamento topolo´gico resulta em cruzamento impro´prio, conforme
formalizado a seguir.
Figura 3.1: Correlac¸a˜o entre topologia e causalidade.
Definic¸a˜o 10: Func¸a˜o cruzamento. Dadas duas arestas (v+i , v
−





i 6= x, sua func¸a˜o cruzamento, escrita χ((v+i , v−j ), (v+x , v−k )), retorna verdadeiro se e
somente se: (((v+i , v
+
x ) ∈ R) ∧ (j > k) ∨ ((v+x , v+i ) ∈ R) ∧ (k > j))).
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Definic¸a˜o 11: Cruzamento impro´prio de arestas. Dizemos que existe um
cruzamento impro´prio entre duas arestas (v+i , v
−




k ), com i 6= x, se e somente






k )) retorna verdadeiro.
Note que, ao se detectar um cruzamento impro´prio, na˜o se pode
decidir qual das arestas envolvidas e´ impro´pria. Somente quando uma delas esta´
garantidamente no casamento M, a outra torna-se impro´pria. Assim, a noc¸a˜o de
cruzamento impro´prio permitira´ identificar e eliminar arestas na˜o eleg´ıveis para um
casamento pro´prio, assim que for detectada que uma delas e´ pro´pria.
3.3 Garantias teo´ricas decorrentes da formulac¸a˜o
As noc¸o˜es apresentadas nas sec¸o˜es anteriores viabilizam a prova de
algumas propriedades que sera˜o utilizadas durante a construc¸a˜o de um casamento
pro´prio.
Teorema 1: Identificac¸a˜o de aresta impro´pria atrave´s de cruzamento im-
pro´prio. Sejam um casamento pro´prio M e uma aresta (v+i , v−j ) ∈ M. Se existe




x ) ∈ R e ha´ um cruzamento impro´prio entre as arestas
(v+x , v
−








k ) e´ impro´pria.
Prova: Se ha´ cruzamento impro´prio e o evento v+i precede o evento
v+x , conclu´ımos da Definic¸a˜o 10 que j > k, o que contraria a definic¸a˜o de mapeamento
pro´prio µ (terceira condic¸a˜o da Definic¸a˜o 5). Logo, pela Definic¸a˜o 8, conclui-se que
(v+x , v
−
k ) /∈M e esta aresta e´, portanto, impro´pria. ¤
Note que o Teorema 1 assume que M existe e que (v+i , v−j ) ∈ M.
Assim, a identificac¸a˜o de arestas impro´prias so´ pode ser realizada a partir de uma
aresta ja´ casada (e ainda assim sob a hipo´tese de que esta aresta pertence a M).
Ou seja, o Teorema 1 deve ser aplicado incrementalmente a` medida que os ve´rtices
sa˜o visitados (pruning dinaˆmico), mas na˜o poderia ser aplicado a priori (pruning
esta´tico).
Teorema 2: Identificac¸a˜o de aresta compulso´ria. Se existe um casamentoM
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e ha´ uma u´nica aresta (v+, v−) incidente em v+, enta˜o (v+, v−) ∈M e esta aresta e´
dita compulso´ria.
Prova: Como (v+, v−) e´ u´nica, ela deve pertencer a um casa-
mento completo (se existir um), o que e´ condic¸a˜o necessa´ria para a existeˆncia de um
casamento M (do contra´rio µ na˜o seria uma func¸a˜o). ¤
Cabe ressaltar que o Teorema 2 e´ um corola´rio do assim-chamado
“Teorema da Reduc¸a˜o de Grau Um” [KAR 81], quando aplicado ao problema do
casamento completo.
Note ainda que, ao contra´rio do Teorema 1, o Teorema 2 pode
ser aplicado a priori, ou seja, antes de se iniciar quaisquer visitas a ve´rtices para
promover seu casamento (pruning esta´tico).
Teorema 3: Identificac¸a˜o de aresta impro´pria induzida por aresta com-
pulso´ria. Se (v+, v−) e´ uma aresta compulso´ria, enta˜o todas as demais arestas
incidentes em v− sa˜o impro´prias.
Prova: Como (v+, v−) ∈M, pela Definic¸a˜o 8, temos µ(v+) = v−.
Ora, para que uma aresta arbitra´ria (u+, v−) com u+ 6= v+ fosse pro´pria, dever´ıamos
ter µ(u+) = v−, o que contrariaria a primeira condic¸a˜o da Definic¸a˜o 5 (na˜o-injec¸a˜o).
Logo, toda aresta (u+, v−) e´ impro´pria. ¤
Note que, o Teorema 3 na˜o pode ser aplicado isoladamente, mas
pode ser invocado imediatamente apo´s a aplicac¸a˜o do Teorema 2 (que representa
portanto uma pre´-condic¸a˜o).
Vamos enunciar uma importante propriedade de grafos bipartidos,
que sera´ invocada no algoritmo a ser proposto, para avaliar a existeˆncia de um
casamento.
Teorema 4: Teorema de Hall: Seja um grafo bipartido G(V,E) cujas partic¸o˜es
sa˜o V + e V −. Sejam S ⊆ V + e Adj(S) = {v− ∈ V − | ((v+, v−) ∈ E) ∧ (v+ ∈ S)
}. Existe um casamento completo M, se e somente se |S| ≤ |Adj(S)| para todo S ⊆
V +.
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Prova: Dispon´ıvel em [HAL 56] ¤.
Por resultar em uma partic¸a˜o do BVG, a noc¸a˜o de componente
conexo e´ central para o algoritmo a ser proposto. Uma primeira utilidade desta
noc¸a˜o e´ formalizada a seguir.
Definic¸a˜o 11: Componente conexo impro´prio. Um componente conexo Cj(Vj, Ej)
de um grafo bipartido G(V,E) e´ dito impro´prio, se e somente se o grafo Cj(Vj, Ej)
na˜o satisfaz o Teorema de Hall.
Teorema 5: Identificac¸a˜o de componente conexo impro´prio. Dado um com-
ponente conexo Cj(Vj, Ej) de um grafo bipartido G(V,E), se |V +j | > |V −j | enta˜o na˜o
existe um casamento pro´prio para G.
Prova: Para S = V +j , pela definic¸a˜o de componente conexo, tem-
se Adj(S) = V −j . Como por hipo´tese Cj e´ impro´prio, tem-se |S| > |Adj(S)|, o que
contraria a condic¸a˜o necessa´ria para a existeˆncia de um casamento completo dos
ve´rtices da partic¸a˜o V +, segundo o Teorema de Hall. Ora, isso viola a primeira
cla´usula da Definic¸a˜o 5 e, pela Definic¸a˜o 8, na˜o ha´ casamento pro´prio em G. ¤
Note que o Teorema 5 estabelece uma condic¸a˜o suficiente para iden-
tificar um componente conexo impro´prio. Em outras palavras, podem existir com-
ponentes conexos impro´prios na˜o identifica´veis atrave´s deste teorema.
Assim, para a observabilidade de um dado conjunto de monitores, a
aplicac¸a˜o do Teorema 5 garante que nenhum defeito existente no DUV e´ negligenci-
ado (auseˆncia de falso negativo). Por outro lado, o Teorema 5 por si so´ na˜o garante
que um casamento completo e´ encontrado sempre que existir um (potencial de falso
positivo). Conclui-se assim que esse teorema tem a virtude de restringir o espac¸o
de pesquisa, mas como sua capacidade de diferenciar artefatos de implementac¸a˜o de
defeitos e´ limitada, na˜o pode ser usado como u´nica garantia para a verificac¸a˜o de
um sistema. Uma discussa˜o detalhada do impacto do Teorema 5 sobre a qualidade
da verificac¸a˜o e´ apresentada na Sec¸a˜o 4.2.
Lembre, que pelos Teoremas 1 e 3, quando uma aresta (v+, v−) e´
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adicionada a um casamento, outras arestas podem ser removidas por serem consi-
deradas impro´prias. Se esta remoc¸a˜o de arestas tornar impro´prio um componente
conexo originalmente pro´prio, enta˜o (v+, v−) na˜o pode pertencer a um casamento
pro´prio. A Figura 3.2 ilustra esta situac¸a˜o. Para o grafo da Figura 3.2a, suponha
que, (v+i , v
+
j ) ∈ R e (v+i , v+k ) ∈ R. Repare que nele na˜o ha´ arestas compulso´rias e,
aparentemente, todas as arestas parecem igualmente eleg´ıveis para um casamento.
Suponha que a aresta (v+i , v
−
n ) seja selecionada para o casamento. Ora, neste caso










m) tornam-se impro´prias (a primeira torna-se
impro´pria pela primeira cla´usula de Definic¸a˜o 5, e as duas u´ltimas pelo Teorema
1). A Figura 3.2b ilustra o cena´rio resultante de se ter selecionado (v+i , v
−
n ) para
M (assumindo-a como pro´pria), onde a aresta selecionada e´ destacada e as arestas
removidas esta˜o pontilhadas. A remoc¸a˜o das arestas pontilhadas induziria o com-
ponente conexo mostrado na Figura 3.2c, que e´ impro´prio. Conclui-se portanto que
(v+i , v
−
n ) e´ impro´pria e na˜o deve ser inclu´ıda em M.
Os pro´ximos dois teoremas formalizam as noc¸o˜es ilustradas.
Teorema 6: Identificac¸a˜o de arestas impro´prias atrave´s de componentes
conexos impro´prios. Sejam um grafo bipartido G(V,E) e uma aresta (v+, v−) ∈ E.
Seja E ′ o conjunto de arestas que resultam em cruzamento impro´prio com (v+, v−).
Se o grafo reduzido G′(V,E −E ′) possui um componente conexo Cj(Vj, Ej) tal que
|V +j | > |V −j |, enta˜o (v+, v−) e´ impro´pria.
Prova: Suponha, por absurdo, que (v+, v−) fosse pro´pria; isto e´,
(v+, v−) ∈ M. Pelo Teorema 1, toda aresta (v+x , v−k ) ∈ E ′ seria impro´pria, ou seja,
E ′∩M = ∅. Logo, nessa condic¸a˜o ter´ıamosM⊆ E−E ′, ou seja, ao supor (v+, v−)
pro´pria, haveria garantia de existeˆncia de um casamento M em G′. Entretanto,
como por hipo´tese G′ possui um componente Cj(Vj, Ej) tal que |V +j | > |V −j |, o
Teorema 5 garante (ao contra´rio) a inexisteˆncia de um casamento M em G′. Desta
contradic¸a˜o conclui-se que (v+, v−) e´, na verdade, impro´pria. ¤
Teorema 7: Identificac¸a˜o de arestas impro´prias pelo princ´ıpio da uni-
cidade de comportamentos. Sejam um grafo bipartido G(V,E) e uma aresta
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Figura 3.2: Componente conexo impro´prio induzido por aresta impro´pria
(v+i , v
−
k ) ∈ E. Seja E ′ o conjunto de arestas incidentes a v−k e diferentes de (v+i , v−k ).
Se o grafo reduzido G′(V,E −E ′) possui um componente conexo Cj(Vj, Ej) tal que
|V +j | > |V −j |, enta˜o (v+i , v−k ) e´ impro´pria.
Prova: Suponha, por absurdo, que (v+i , v
−
k ) fosse pro´pria; isto e´,
(v+i , v
−
k ) ∈M. Pela primeira cla´usula da Definic¸a˜o 5, cada aresta (v+x , v−k ) ∈ E seria
impro´pria, ou seja, E ′ ∩M = ∅. O restante da prova e´ exatamente ideˆntico ao da
prova do Teorema 6. ¤
Um importante corola´rio do Teorema de Hall, formalizado a seguir,
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sera´ utilizado (no pro´ximo cap´ıtulo) para discutir as garantias de verificac¸a˜o da
te´cnica proposta nesta dissertac¸a˜o.
Teorema 8: Corola´rio do Teorema de Hall para relac¸o˜es de equivaleˆncia:
Seja G(V,E) um grafo cujas partic¸o˜es sa˜o V + e V − e onde E e´ induzido por uma
relac¸a˜o de equivaleˆncia ≡. Existe um casamento completo M para G se e somente
se |V +j | ≤ |V −j | para cada componente Cj(Vj, Ej) de G.
Prova: Suponha um componente conexo Cj(Vj, Ej). Por defini-
c¸a˜o, para cada par de ve´rtices v+k ∈ V +j e v−z ∈ V −j existe um caminho v+k , v−l , v+m, v−n , v+o ,
v−p ..., v
−
z . Como as arestas refletem uma relac¸a˜o transitiva ≡, enta˜o podemos afirmar










z ). Em outras palavras, Adj(v
+
k ) = V
−
j .
Logo, se |V +j | ≤ |V −j |), enta˜o para qualquer conjunto S, tal que S ⊆ V +j , temos que
|S| ≤ |Adj(S)|, o que satisfaz o Teorema de Hall. ¤
No pro´ximo cap´ıtulo, as noc¸o˜es aqui formalizadas sa˜o utilizadas
para descrever os algoritmos propostos e para estabelecer suas garantias de verifica-
c¸a˜o.
Cap´ıtulo 4
A te´cnica de verificac¸a˜o proposta
Algoritmos eficientes para encontrar casamentos em grafos biparti-
dos esta˜o dispon´ıveis na literatura [HOP 73] [ALT 91]. No entanto, estes algoritmos
na˜o sa˜o adequados para resolver diretamente o problema-alvo, porque na˜o capturam
a noc¸a˜o de causalidade entre eventos. Assim, embora os algoritmos cla´ssicos pudes-
sem encontrar um casamento ma´ximo para um dado grafo, as arestas escolhidas
para um casamento poderiam violar a ordem de eventos ditada pela especificac¸a˜o.
4.1 O algoritmo proposto
Por simplicidade, todos os algoritmos apresentados nesta sec¸a˜o as-
sumem que V, E, R e M sa˜o conjuntos com escopo global.
Antes de uma aresta (v+i , v
−
j ) ser inclu´ıda em um casamento M,




x ) ∈ R devem ser previamente examinados para
verificar a existeˆncia ou na˜o de cruzamento impro´prio com arestas ja´ casadas, con-
forme mostrado no Algoritmo 1, o qual aplica a Definic¸a˜o 10 iterativamente.
O Algoritmo 2 captura a mera identificac¸a˜o de arestas compulso´rias,
como definido no Teorema 2.
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Algorithm 1 causal((v+i , v
−
j ))




x ) ∈ R do
2: for all (v+x , v
−
k ) ∈ M do
3: if χ((v+i , v
−











1: COMP ← ∅
2: for all v+ ∈ V + do
3: if |Adj(v+)| = 1 then




Dada uma aresta identificada como compulso´ria, o Algoritmo 3
aplica o Teorema 2 e a inclui no casamento (linha 2), caso essa aresta seja cau-
sal (linha 1). Assim, se uma aresta compulso´ria na˜o puder ser casada, o casamento
na˜o sera´ completo, e portanto na˜o sera´ pro´prio; neste caso, o algoritmo retorna um
predicado falso. Ao serem casadas, arestas compulso´rias induzem arestas impro´prias,
conforme os Teoremas 1 e 3. Portanto, quando uma aresta compulso´ria e´ inclu´ıda
no casamento, removem-se as arestas que se tornaram impro´prias apo´s a inclusa˜o de
(v+, v−) em M (linhas 3 e 4) (estas arestas removidas podem, inclusive, ser arestas
compulso´rias, induzindo um casamento incompleto, o que seria um indicador de na˜o
compatibilidade funcional).
A simplicidade dos Algoritmos 4 e 5 dispensa explicac¸o˜es, exceto
pelo fato de que a func¸a˜o remove-improper-edge(v+, v−) na˜o se limita a remover
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Algorithm 3 match-compulsory((v+, v−))
1: if causal((v+, v−)) then






5: P ← true
6: else
7: P ← false
8: end if
9: return P
Algorithm 4 remove-improper-edges-incident-to(v−j )
1: for all v+ ∈ V + such that (v+, v−) ∈ E do
2: remove-improper-edge((v+, v−j ))
3: end for
Algorithm 5 remove-improper-edges-crossing((v+i , v
−
j ))
1: for all (v+x , v
−
k ) ∈ E such that improper-crossing((v+i , v−j ), (v+x , v−k )) do




Algorithm 6 remove-improper-edge((v+, v−))
1: E ← E - {(v+, v−)}
2: if |(Adj(v+)| = 1) then
3: let {u−} = Adj(v+)
4: match-compulsory((v+, u−))
5: end if
a aresta (v+, v−), conforme mostra o Algoritmo 6: quando uma aresta impro´pria e´
removida (linha 1), ela pode tornar compulso´ria uma outra aresta (linha 2). Por
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isso, neste caso, o Algoritmo 6 invoca (a` linha 4) o Algoritmo 3 (ja´ descrito), que se
torna recursivo.
Dado um conjunto de arestas compulso´rias, o Algoritmo 7 as inclui
no casamento (se forem causais) e retorna o predicado adequado.
Algorithm 7 match-compulsory(COMP)
1: for all (v+, v−) ∈ COMP do
2: P ← match-compulsory((v+, v−)) // Theorem 2






1: COMP ← compulsory-edges()
// Theorems 1 and 3
2: P ← match-compulsory(COMP)
3: if P then
4: for all (v+, v−) ∈ E do
5: if implies-improper-edge((v+, v−)) then
6: // Theorems 6 and 7
E ← E - {(v+, v−)}





O Algoritmo 8 remove do conjunto E todas as arestas consideradas
impro´prias. Esta identificac¸a˜o esta´ baseada nos Teoremas 1, 3, 6 e 7. Nas linhas 1 e
2, ele determina as arestas compulso´rias causais e as inclui no casamento (lembre que,
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ao fazeˆ-lo, as arestas consideradas impro´prias pelos Teoremas 1 e 3 sa˜o removidas
conforme o Algoritmo 3 ja´ descrito). Repare que, quando se detecta que uma aresta
e´ impro´pria pelo crite´rio do Teorema 6 (linha 5) a func¸a˜o prune-improper-edges
e´ recursivamente invocada (linha 7). Isto e´ necessa´rio porque a remoc¸a˜o de uma
aresta (v+, v−) pode tornar outras arestas compulso´rias ou impro´prias. Ao final
deste processo recursivo de remoc¸a˜o, todas as arestas remanescentes em E esta˜o
casadas ou sa˜o eleg´ıveis para o casamento M.
A func¸a˜o implies-improper-edge e´ descrita pelo Algoritmo 9.
Nas linhas 1 e 2 o Algoritmo 9 obte´m todas as arestas que na˜o podem ser inclu´ıdas
em um casamento M se a aresta (v+i , v
−
j ) estiver em M, pelos crite´rios dos Teoremas
6 e 7. Para isto (na linha 1) obte´m-se o conjunto E ′ contendo todas as arestas que
resultam em cruzamento impro´prio com (v+i , v
−
j ), ou seja, arestas na˜o-causais. Em
seguida (na linha 2) obte´m-se o conjunto E ′′ de arestas incidentes a v+j que na˜o sa-
tisfazem a primeira cla´usula da Definic¸a˜o 5 ou seja, que resultam em na˜o-unicidade
de comportamentos.
Algorithm 9 implies-improper-edge((v+i , v
−
j ))
1: E ′ ← {(v+x , v−k ) ∈ E|χ((v+i , v−j ), (v+x , v−k ))}
2: E ′′ ← {(v+y , v−j ) ∈ E|y 6= i}
3: E∗ ← E - (E ′ ∪ E ′′)
4: for all (v+x , v
−
k ) ∈ (E ′ ∪ E ′′) do
5: if implies-improper-component(v+x , E
∗) then





Na linha 3, o Algoritmo 9 obte´m o conjunto reduzido de arestas E*,
dele excluindo as arestas que violariam o princ´ıpio da causalidade (E ′) e as arestas
que resultariam em na˜o-injec¸a˜o (E ′′).
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Repare que, na linha 4, o Algoritmo 9 visita somente as arestas
(v+, v−) afetadas pela potencial inclusa˜o de (v+i , v
−
j ) no casamento (E
′ ∪ E ′′) e na˜o
sobre todas as arestas em E. Isto faz com que apenas os componentes conexos efe-
tivamente afetados sejam verificados (linha 5).
Tudo se passa como se a aresta (v+i , v
−
j ) fosse especulativamente
inclu´ıda no casamento e todas as arestas impro´prias fossem especulativamente remo-
vidas. Sob esta perspectiva o algoritmo verifica se algum dos componentes conexos
afetados pela inclusa˜o especulativa de (v+i , v
−
j ) tornou-se impro´prio (linha 5). Em
caso positivo, o algoritmo encerra a busca, retornando um predicado verdadeiro (ou
seja, a aresta (v+i , v
−
j ) e´ impro´pria), caso contra´rio, ele retorna falso. Note que a
verificac¸a˜o de um dado componente conexo (linha 5) e´ feita utilizando o conjunto
reduzido de arestas E*, que seria resultante desta especulac¸a˜o.
O Algoritmo 10 verifica se a reduc¸a˜o no conjunto de arestas tornaria
impro´prio o componente conexo que inclui um ve´rtice v+. O algoritmo supo˜e a exis-
teˆncia de uma func¸a˜o implies-improper(Cj), que verifica se um dado componente
conexo e´ impro´prio pelos crite´rios dos Teoremas 6 e 7.
Algorithm 10 implies-improper-component(v+, E∗)
1: let G′ = (V,E∗)
2: let Cj be the connected component of G
′ including v+
3: return implies-improper(Cj) // Theorems 6 and 7
Finalmente, o Algoritmo 11 invoca os algoritmos anteriormente des-
critos para obter um casamento pro´prio M para o BVG, se existir um (M =M), ou
retorna um predicado falso, em caso contra´rio. Apo´s eliminar (a` linha 2) as arestas
impro´prias detectadas a priori (relembre que esta ac¸a˜o pode resultar na inclusa˜o
de arestas compulso´rias no casamento M), o algoritmo verifica se a existeˆncia de
um casamento pro´prio foi detectada (P = true) ou na˜o (P = false). No segundo
caso, o algoritmo retorna um predicado falso e o conjunto de arestas inclu´ıdas no
casamento incompleto (que podem ser usadas para fins de depurac¸a˜o). No primeiro
caso, o algoritmo visita todos os ve´rtices ainda na˜o casados da partic¸a˜o V +, a fim
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de selecionar arestas neles incidentes para o casamento M (invocando a` linha 5, o
Algoritmo 12).
Algorithm 11 proper-matching()
1: M ← ∅
2: P ← prune-improper-edges()
3: if P then
4: for all v+i ∈ V + such that v+i is unmatched do
5: P ← match(v+i )
6: if P = false then




11: return (P, M)
Algorithm 12 match(v+i )
1: P ← false
2: if ∃(v+i , v−j ) ∈ E then
3: M ← M ∪ {(v+i , v−j )}
4: P ← true
5: E ′ ← {(v+x , v−k ) ∈ E|χ((v+i , v−j ), (v+x , v−k ))}
6: E ′′ ← {(v+y , v−j ) ∈ E|y 6= i}
7: if (E ′ 6= ∅) ∨ (E ′′ 6= ∅) then
8: E ← E - (E ′ ∪ E ′′)




O Algoritmo 12 inclui um ve´rtice v+ no casamento. Relembre que
todas as arestas que se poˆde detectar a priori como impro´prias ja´ foram removidas
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(na linha 2 do Algoritmo 11), logo, todas as arestas presentes em E esta˜o em M, ou
sa˜o igualmente eleg´ıveis para o casamento M (ou seja, nenhuma das arestas restantes
em E leva a uma violac¸a˜o de causalidade com as arestas ja´ presentes em M). A linha 2
verifica se o conjunto E ainda possui alguma aresta incidente ao ve´rtice v+i , incluindo-
a (se existir) no casamento M (relembre que todas as arestas incidentes a v+i sa˜o
igualmente eleg´ıveis). Uma vez inclu´ıda uma aresta (v+i , v
−
j ) no casamento, todas as
arestas que causem violac¸o˜es de causalidade (linha 5) com (v+i , v
−
j ) ou que resultem
em na˜o-unicidade de comportamentos (linha 6) sa˜o removidas do grafo. Relembre
que a aresta (v+i , v
−
j ) ja´ foi submetida ao Algoritmo 9 e, portanto, ja´ se verificou
que a remoc¸a˜o das arestas em E ′ ∪ E ′′ na˜o inviabiliza o casamento de componente
conexo algum. Repare ainda que se na˜o existir uma aresta incidente a v+i ∈ E enta˜o
o algoritmo retornara´ um predicado falso e, consequentemente, o Algoritmo 11 (na
linha 7) retornara´ um predicado falso e um casamento incompleto.
Finalmente, repare que, quando uma aresta (v+i , v
−
j ), e´ adicionada
ao casamento, todas as demais arestas incidentes a v−j sa˜o removidas do grafo (linha
6). Isto garante, que numa futura execuc¸a˜o do Algoritmo 12 para um dado ve´rtice
v+k , qualquer aresta incidente a v
+
k , selecionada na linha 2, incide sobre um ve´rtice
v−l na˜o casado (afinal, se v
+
l tivesse, por hipo´tese, sido casado com um ve´rtice v
+
x
enta˜o a aresta (v+k , v
−
l ) teria sido removida, durante a execuc¸a˜o do Algoritmo 12




j ) ∈ G, se v+i
na˜o esta´ casado, enta˜o v−j tambe´m na˜o esta´.
4.2 Garantias de verificac¸a˜o da te´cnica proposta
4.2.1 Ana´lise de falso negativo
Vamos agora analisar a possibilidade de o Algoritmo 11 na˜o detectar
um erro no DUV, ou seja de induzir um falso negativo.
Isto corresponderia ao cena´rio onde o Algoritmo 11 retorna P =
true, mas o casamento M encontrado (aparentemente pro´prio) viola a Definic¸a˜o 5
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(M 6=M). O Algoritmo 11 retorna P = true somente se um casamento completo e´
encontrado (Algoritmo 11, linha 5). Como M e´ completo e as arestas do BVG captu-
ram por construc¸a˜o a relac¸a˜o de compatibilidade de valores, o algoritmo retornaria
um M impro´prio associado a um predicado P = true somente se a terceira cla´usula
da Definic¸a˜o 5 (causalidade) fosse violada. Isto aconteceria se uma aresta impro´pria,
digamos (v+i , v
−
j ), fosse inclu´ıda em M embora causasse um cruzamento impro´prio
com alguma outra aresta anteriormente inclu´ıda em M, digamos (v+x , v
−
k ). Assim,
vamos analisar a possibilidade de inclusa˜o de arestas impro´prias, a qual poderia ser
realizada apenas por duas func¸o˜es invocadas pelo Algoritmo 11.
A func¸a˜o match-compulsory inclui uma aresta em M (Algoritmo
3, linha 2) sob a pre´-condic¸a˜o causal = true (linha 1), que so´ ocorre quando
∀(v+i , v+x ) ∈ R, (v+x , v−k ) ∈ M : χ((v+i , v−j ), (v+x , v−k )) = false (Algoritmo 1), ou seja,
esta func¸a˜o nunca inclui arestas que violem a terceira cla´usula da Definic¸a˜o 5.
A func¸a˜o match inclui uma aresta em M (Algoritmo 12, linha 3)
sob a pre´-condic¸a˜o prune-improper-edges = true (Algoritmo 11, linha 5), que so´
ocorre quando ∀(v+, v−) ∈ M : match-compulsory (v+, v−) = true (Algoritmo 7,
linha 2), que por sua vez se mante´m quando ∀(v+, v−) ∈ M : causal (v+, v−) =
true (Algoritmo 3, linha 1), uma condic¸a˜o que garante a na˜o-violac¸a˜o da Definic¸a˜o
5, conforme provado anteriormente.
Isto demonstra que nenhuma aresta impro´pria e´ inclu´ıda em M
sob o predicado P = true e, desta forma, o Algoritmo 11 nunca resulta num falso
negativo. Ou seja, quando um casamento M associado a um predicado P = true e´
obtido, enta˜o M = M e a te´cnica proposta garante que na˜o existe erro algum no
DUV no que diz respeito ao comportamento capturado por um dado monitor.
4.2.2 Ana´lise de falso positivo
Vamos agora analisar o possibilidade de o Algoritmo 11 induzir
falsos positivos, ou seja, detectar um erro aparente no DUV que na verdade na˜o
existe. Isto corresponderia ao caso onde o Algoritmo 11 retorne um casamento
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incompleto M sob o predicado P = false, embora exista um casamento causal M
que na˜o foi encontrado.
Neste cena´rio, existe uma aresta, digamos (v+i , v
−
j ) na˜o inclu´ıda em
M, mas cuja inclusa˜o teria preservado todas as cla´usulas da Definic¸a˜o 5 (uma aresta
pro´pria). Isto poderia acontecer se uma aresta impro´pria, digamos (v+x , v
−
k ) fosse
erroneamente inclu´ıda em M e, devido a um cruzamento impro´prio com a aresta
(v+i , v
−
j ) esta foi removida de E e, desta forma, de M.
Assim, vamos analisar a possibilidade de uma aresta pro´pria ser
exclu´ıda. O Algoritmo 11 invoca apenas duas func¸o˜es que excluem arestas: match-
compulsory (Algoritmo 3, linhas 3 e 4) e prune-improper-edges (Algoritmo 8,
linha 6).
Primeiramente vamos analisar a func¸a˜o match-compulsory. Note
que o Algoritmo 3 e´ invocado (no Algoritmo 6 a` linha 4 e no Algoritmo 8 a` linha
2) sempre sob a pre´-condic¸a˜o de que (v+, v−) foi identificada como uma aresta com-
pulso´ria pelo Teorema 2. Como o Teorema 2 estabelece uma condic¸a˜o necessa´ria e
suficiente para uma dada aresta ser compulso´ria (ou seja, na˜o existe a chance de uma
aresta ser erroneamente considerada compulso´ria), o Algorimo 3 apenas remove ares-
tas que na˜o poderiam co-existir com as arestas compulso´rias num casamento pro´prio.
Assim, a func¸a˜o match-compulsory nunca exclui arestas pro´prias.
Vamos agora analisar a func¸a˜o prune-improper-edges. O Algo-
ritmo 8 exclui arestas na˜o apenas a` linha 2 atrave´s da func¸a˜o match-compulsory
(ja´ analisada), mas tambe´m a` linha 6, onde arestas sa˜o removidas pelos crite´rios
dos Teoremas 6 e 7, que esta˜o encapsulados na func¸a˜o implies-improper-edge
(Algoritmo 9). Ja´ que estes teoremas estabelecem uma condic¸a˜o suficiente (mas
na˜o necessa´ria) para detectar uma aresta como pro´pria, arestas impro´prias podem
ser erroneamente tomadas por pro´prias (Algoritmo 9, linha 5) e permanecer em E,
tornando-se assim candidatas para M. Se alguma destas arestas for inclu´ıda em M,
ela induzira´ a remoc¸a˜o de arestas pro´prias de E.
Para evitar manter arestas impro´prias em E, o Algoritmo 8 deveria
usar (na linha 5) a condic¸a˜o necessa´ria e suficiente estabelecida pelo Teorema de
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Hall (Teorema 4), que e´ computacionalmente ineficiente porque requer a ana´lise de
todos os subconjuntos de ve´rtices da partic¸a˜o V +.
Entretanto, e´ importante notar que, embora os Teoremas 6 e 7
estabelec¸am condic¸o˜es suficientes (mas na˜o necessa´rias) para a detecc¸a˜o de arestas
impro´prias quando operam sob uma relac¸a˜o de compatibilidade ≈, estas condic¸o˜es
tornam-se necessa´rias e suficientes, de acordo com o Teorema 8, quando operam sob
uma relac¸a˜o de equivaleˆncia ≡ entre RGM e DUV (devido a` transitividade).
4.2.3 Discussa˜o
O algoritmo proposto reduz o esforc¸o necessa´rio para um engenheiro
de verificac¸a˜o depurar um sistema. Isto acontece porque, para um dado conjunto de
monitores, o engenheiro pode confiar que todos os casamentos causais encontrados
esta˜o corretos e na˜o refletem um falso negativo (conforme foi discutido na Sec¸a˜o
4.2.1). No entanto, o engenheiro de verificac¸a˜o precisara´ verificar todos os monitores
que na˜o encontraram casamentos causais, pois alguns deles podem resultar num falso
positivo conforme discutido em 4.2.2.
Assim, embora um falso positivo na˜o possa ser completamente evi-
tado para uma relac¸a˜o arbitra´ria de compatibilidade (a menos que o custo da ana´lise
de todos os subconjuntos seja aceita´vel), o Teorema 8 garante que nenhuma aresta
pro´pria e´ exclu´ıda quando o BVG representa uma relac¸a˜o de equivaleˆncia. Portanto,
para uma relac¸a˜o de equivaleˆncia, o Algoritmo 11 nunca resulta em falso positivo.
Como pode-se esperar que uma relac¸a˜o de equivaleˆncia representa um caso pra´tico
frequ¨ente (por exemplo quando um atributo do tipo inteiro e´ monitorado), conclui-se
que o overhead de se avaliar todos os componentes conexos atrave´s do Teorema de
Hall deva ser evitado. Por outro lado, embora poss´ıvel, a ocorreˆncia de falso positi-
vos na˜o e´ necessariamente frequ¨ente e pode provavelmente ser reduzida atrave´s da
escolha judiciosa de heur´ısticas para selec¸a˜o de arestas, mas sem limitar o espac¸o de
pesquisa.
De qualquer maneira, ao reduzir o espac¸o de pesquisa necessa´rio
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para o engenheiro de verificac¸a˜o, o algoritmo proposto reduz o esforc¸o necessa´rio
para diferenciar artefatos de implementac¸a˜o de reais defeitos do sistema. Esta dife-
renciac¸a˜o, segundo [YIM 97] na˜o e´ uma tarefa trivial, e normalmente requer o uso
de heur´ısticas para sua realizac¸a˜o.
Note que, se existir mais do que um casamento pro´prio, o Algoritmo
11 encontra apenas um deles. Entretanto, como se provou que o algoritmo na˜o
resulta em falso negativo, o fato de existir mais do que um mapeamento pro´prio
na˜o desqualifica a verificac¸a˜o. Ou seja, embora o algoritmo na˜o distingua qual
dos comportamentos implementados efetivamente corresponde ao especificado, esta
distinc¸a˜o so´ faria sentido se o algoritmo fosse usado para depurac¸a˜o. Todavia, na˜o
faria sentido fazer-se a depurac¸a˜o de um projeto cuja verificac¸a˜o na˜o detectou erro
algum.
E´ fa´cil verificar que a maioria dos algoritmos propostos limita-se a
visitar elementos do conjunto V + uma u´nica vez. Assim, tais algoritmos realizariam,
no pior caso, O(|V +|) operac¸o˜es. Entretanto, dois algoritmos em particular exigem
uma inspec¸a˜o mais detalhada para avaliac¸a˜o de complexidade.
O Algoritmo 1 efetua uma varredura para detectar se a inclusa˜o
de uma aresta (v+i , v
−
j ) induz alguma violac¸a˜o de causalidade no casamento obtido.
Para isso, no lac¸o iniciado na linha 1, ele obte´m todos os ve´rtices que possuem
uma relac¸a˜o de precedeˆncia com v+i e verifica se alguma aresta nele incidente ja´ foi
inclu´ıda no casamento M (linha 2). Repare que, como cada ve´rtice possui uma ou
nenhuma aresta em M, o lac¸o que se inicia na linha 2 vai iterar no ma´ximo uma vez.
Desta forma, no pior caso, o Algoritmo 1 realizaria O(|V +|) operac¸o˜es.
O Algoritmo 8 e´ o gargalo da te´cnica proposta, visto que se utiliza
de uma func¸a˜o recursiva (prune-improper-edges). Seja Ni o nu´mero de arestas
remanescentes no grafo quando essa func¸a˜o e´ invocada pela i-e´sima vez. A i-e´sima
invocac¸a˜o requer a visita a cada uma das Ni arestas para se efetuar a verificac¸a˜o a`
linha 5. A execuc¸a˜o da linha 5 do Algoritmo 8 demanda um ma´ximo de Ni operac¸o˜es
a cada aresta visitada. Assim, no pior caso, cada invocac¸a˜o requer Ni×Ni operac¸o˜es.
Ora, na primeira invocac¸a˜o da func¸a˜o recursiva existem N1 = |E| arestas, o que
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requer |E| × |E| ou |E|2 operac¸o˜es. No entanto, como uma aresta e´ eliminada (a`
linha 6) a cada nova invocac¸a˜o, a func¸a˜o recursiva sera´ invocada no ma´ximo |E|
vezes e, em sua u´ltima invocac¸a˜o, havera´ uma u´nica aresta a ser visitada (N|E| = 1),
ou seja, uma u´nica operac¸a˜o a ser realizada. Em outras palavras, o nu´mero total
de operac¸o˜es e´ a soma de uma progressa˜o aritme´tica cujo primeiro elemento e´ |E|2,
cujo u´ltimo elemento e´ 1 e cujo nu´mero de elementos e´ |E|. Portanto, no pior caso, o
nu´mero de operac¸o˜es e´ |E|× (|E|2+1)/2 = (|E|3+ |E|)/2. Ou seja, a complexidade
de pior caso do Algoritmo 8 e´ O((|E|3 + |E|)/2) ≤ O(|E|3).
O pro´ximo cap´ıtulo discute aspectos da implementac¸a˜o e apresenta





Por na˜o impactar o desempenho da te´cnica proposta, o mecanismo
de captura de entradas de log foi implementado em Java. Por outro lado, o meca-
nismo de ana´lise de logs, que corresponde aos Algoritmos de 1 a 12, foi implementado
em C++. Para a implementac¸a˜o dos grafos, utilizou-se uma codificac¸a˜o eficiente
para as listas de adjaceˆncia, conforme sugerido em [WEI 99].
Os algoritmos apresentados na Sec¸a˜o 4.1 foram descritos visando
esclarecer sua funcionalidade e explicitar a relac¸a˜o de suas ac¸o˜es com a base teo´rica
descrita no Cap´ıtulo 3 para fins de estabelecer garantias formais. Ao implementa´-los
algumas otimizac¸o˜es foram feitas para fins de desempenho.
Uma importante otimizac¸a˜o foi feita no Algoritmo 9. Repare que
o lac¸o que inicia na linha 4 e´ aplicado para cada ve´rtice v+x impactado pela adic¸a˜o
especulativa de (v+i , v
−
j ). Desta forma, para cada ve´rtice v
+
x impactado, o algoritmo
descrito constro´i e avalia o componente conexo correspondente. Ora, se dois ve´rtices
impactados, digamos v+x e v
+
z pertencem a um mesmo componente conexo Cj(Vj, Ej),
enta˜o se o componente conexo de v+x ja´ foi analisado, na˜o ha´ raza˜o para repetir a
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ana´lise para v+z . Assim, ao determinar que um componente conexo e´ pro´prio, o
algoritmo implementado armazena os ve´rtices em V +j numa cache local, para evitar
pesquisas desnecessa´rias. Como resultado desta otimizac¸a˜o, o Algoritmo 9 visita
cada ve´rtice no ma´ximo uma vez, o que resulta numa complexidade O(|V |) no pior
caso.
Uma outra importante otimizac¸a˜o foi utilizada para melhorar o
desempenho do Algoritmo 8. Note que aquele algoritmo invoca iterativamente o
Algoritmo 9 a` linha 5, atrave´s da rotina implies-improper-edge, o que resulta em
uma complexidade O(|V |2) no pior caso para o Algoritmo 8. Entretanto, como o
Algoritmo 9 foi constru´ıdo de forma a na˜o alterar nenhum dos conjuntos globais (V, E
e M), cada invocac¸a˜o da rotina implies-improper-edge e´ totalmente independente
de outras invocac¸o˜es. Assim, cada uma dessas invocac¸o˜es pode ser associada a
uma thread de execuc¸a˜o distinta, potencializando assim sua execuc¸a˜o em paralelo e
reduzindo o impacto da complexidade algor´ıtmica sobre o tempo de execuc¸a˜o.
Uma segunda otimizac¸a˜o foi introduzida no Algoritmo 8. Para am-
plificar o impacto da filtragem de arestas impro´prias, foi introduzida uma heur´ıstica
que potencializa a eliminac¸a˜o de um maior nu´mero de arestas a cada iterac¸a˜o, sem
limitar o espac¸o de pesquisa, conforme descrito a seguir.
Note que, no Algoritmo 3 (que e´ invocado a` linha 2 do Algoritmo
8), quando uma aresta compulso´ria e´ encontrada tem-se o potencial de eliminar um
grande nu´mero de arestas (linhas 3 e 4). Assim, ao conduzir a verificac¸a˜o de forma a
encontrar novas arestas compulso´rias, o processo de filtragem pode ser amplificado
levando a um melhor desempenho. Como a eliminac¸a˜o de uma aresta (v+i , v
−
j ) pode
tornar compulso´ria outra aresta (v+i , v
−
k ), apo´s eliminar uma aresta incidente em
um ve´rtice v+i , e´ conveniente analisar outras arestas incidentes no mesmo ve´rtice.
Assim, no lac¸o delimitado pelas linhas 4 e 9 do Algoritmo 8, induziu-se uma ordem
de verificac¸a˜o de arestas tal que todas as arestas incidentes a um mesmo ve´rtice
v+i sa˜o analisadas antes de se passar a`s arestas incidentes em outros ve´rtices. Note
que, como o Algoritmo 8 assume uma ordem arbitra´ria de pesquisa de arestas, o
ordenamento realizado pela heur´ıstica adotada na˜o limita o espac¸o de pesquisa,
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salvaguardando as garantias de verificac¸a˜o da Sec¸a˜o 4.2
Todos os experimentos de validac¸a˜o reportados nesta dissertac¸a˜o fo-
ram executados em um processador Intel Xeon com 4 nu´cleos, operando a` frequˆeˆncia
de 2,66 GHz, com 4GB de memo´ria principal (SDRAM, DDR-2, 667MHz). Nos ex-
perimentos, todos os nu´cleos de processamento dispon´ıveis foram utilizados para
permitir a verificac¸a˜o de arestas em paralelo.
Figura 5.1: Ana´lise do tempo de execuc¸a˜o.
Como evideˆncia preliminar de que a complexidade do caso me´dio
do algoritmo e´ bastante inferior a` de pior caso, foi efetuado o seguinte experimento:
foram constru´ıdos quatro grafos bipartidos completos, com nu´mero de ve´rtices |V|,
2|V|, 4|V| e 8|V| (onde V = V +∪V −) (ao dobrar o nu´mero de ve´rtices, o nu´mero de
arestas |E| e´ quadruplicado). Cada um dos grafos foi submetido a` te´cnica proposta
sob a condic¸a˜o de que todos os ve´rtices da partic¸a˜o V + estavam ordenados pela
relac¸a˜o de precedeˆncia R.
A Figura 5.1 mostra o tempo de execuc¸a˜o como func¸a˜o de |E|.
Observe que a raza˜o entre o tempo de execuc¸a˜o e o nu´mero de arestas e´ aproxima-
damente constante (o tempo e´ multiplicado por 10, conforme o nu´mero de arestas e´
multiplicado por 4). Esse crescimento linear do tempo de execuc¸a˜o com o nu´mero
de arestas indica uma baixa complexidade me´dia dos algoritmos propostos.
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Na pro´xima sec¸a˜o sera´ reportada a validac¸a˜o experimental da fun-
cionalidade dos algoritmos descritos no Cap´ıtulo 4.
5.2 Resultados experimentais
Ale´m das garantias teo´ricas apresentadas no Cap´ıtulo 4, foram rea-
lizados experimentos para fins de validac¸a˜o experimental, em treˆs cena´rios distintos.
O primeiro cena´rio procura exercitar a te´cnica proposta em uma
situac¸a˜o um tanto improva´vel na pra´tica, na qual o RGM na˜o especifica ordenac¸a˜o
alguma entre eventos. Esta situac¸a˜o de mı´nima restric¸a˜o temporal corresponde ao
u´nico cena´rio em que algoritmos cla´ssicos de casamento poderiam ser diretamente
reusados para resolver o problema (que, neste caso, corresponde a se encontrar um
casamento completo que respeite a compatibilidade de valores).
No segundo cena´rio, o objetivo e´ o de validar a te´cnica proposta na
situac¸a˜o extrema em que o RGM estabelece ordenac¸a˜o total de eventos. Embora este
cena´rio seja tambe´m improva´vel na pra´tica, ele tem a virtude de exercitar a te´cnica
aqui proposta no extremo oposto do cena´rio anterior: a situac¸a˜o de ma´xima restri-
c¸a˜o temporal (neste caso, a ordem em que os ve´rtices devem ser casados e´ u´nica).
Neste caso, embora algoritmos cla´ssicos de casamento na˜o possam ser diretamente
aplicados, a ordenac¸a˜o total de eventos determina a ordem em que os ve´rtices sa˜o
casados, o que poderia ser feito atrave´s de um algoritmo bastante simples.
Finalmente, o terceiro cena´rio exercita a te´cnica proposta na situ-
ac¸a˜o pra´tica mais frequ¨ente em que o RGM estabelece uma ordenac¸a˜o parcial de
eventos. Neste cena´rio, algoritmos cla´ssicos de casamento na˜o poderiam ser aplica-
dos, pois resolveriam apenas o problema da compatibilidade de valores, sem respeitar
a ordenac¸a˜o parcial. E´ justamente este o cena´rio que justifica a elaborac¸a˜o de um
algoritmo que resolva simultaneamente a compatibilidade de valores e a precedeˆncia
temporal, tal como o proposto no Cap´ıtulo 4.
Como os dois primeiros cena´rios induzem um grande nu´mero de
arestas compulso´rias durante a filtragem de arestas impro´prias, a execuc¸a˜o da te´cnica
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de verificac¸a˜o proposta resulta em tempos de execuc¸a˜o desprez´ıveis (da ordem de
de´cimos de segundo). Assim, sera˜o reportados tempos de execuc¸a˜o apenas para o
terceiro cena´rio, cuja complexidade resulta em maior esforc¸o computacional.
5.2.1 Infra-estrutura e configurac¸a˜o experimental
Todos os IPs utilizados nos experimentos foram descritos como mo´-
dulos SystemC e desenvolvidos para a plataforma de refereˆncia ArchC (ARP: ArchC
Reference Platform)[ARC 06].
A infra-estrutura de reflexa˜o computacional utilizada para amparar
a te´cnica aqui descrita foi desenvolvida em um trabalho correlato [ALB 07].
Nos Cena´rios 1 e 2 sera˜o verificados IPs inseridos em uma repre-
sentac¸a˜o executa´vel de uma plataforma contendo um processador PowerPC, uma
memo´ria e um IP. Cada instaˆncia de plataforma executa distintas aplicac¸o˜es-alvo,
escolhidas a partir do benchmark Mibench [GUT 01]. O particionamento hardware-
software que resultou na definic¸a˜o de cada IP levou em conta treˆs crite´rios principais:
• Tempo de execuc¸a˜o: Rotinas com um maior tempo de execuc¸a˜o foram prefe-
rencialmente escolhidas para implementac¸a˜o em hardware.
• Posic¸a˜o da rotina na a´rvore de chamadas: Rotinas-folha, ou seja, que na˜o
invocam outras rotinas, foram preferencialmente escolhidas por sua tendeˆncia
em minimizar o tra´fego no barramento.
• Nu´mero de vezes que uma rotina e´ invocada: Rotinas com um menor nu´mero
de chamadas tendem a reduzir o tra´fego no barramento.
Uma vez escolhida a rotina a ser implementada em hardware, o res-
tante da aplicac¸a˜o-alvo foi implementada em software a ser executado no processador
PowerPC.
Duas representac¸o˜es distintas foram utilizadas para cada IP. Para
os DUVs escolheram-se IPs representados com precisa˜o de ciclos. Para os modelos de
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refereˆncia escolheram-se descric¸o˜es puramente funcionais, sem nenhuma informac¸a˜o
de temporizac¸a˜o.
O primeiro IP submetido a verificac¸a˜o implementa a func¸a˜o F do
cifrador Blowfish [SCH 94]. Esta func¸a˜o implementa a operac¸a˜o de substituic¸a˜o
presente em todos os cifradores que implementam o modelo proposto por Horst
Feistel [FEI 73].
O segundo IP implementa uma operac¸a˜o no algoritmo SHA-0 que
implementa a func¸a˜o Hash [MER 90]. A famı´lia dos algoritmos de Hash e´ utilizada
para compor um resumo (digest) de 160 bits de uma mensagem de entrada.
O terceiro IP implementa a operac¸a˜o de DCT (transformada dis-
creta do cosseno) usada no algoritmo JPEG, que e´ um me´todo comum para com-
pressa˜o de imagens.
O quarto IP implementa a transformada inversa do cosseno utili-
zada no algoritmo de MP3, que e´ um me´todo para compressa˜o de a´udio.
5.2.2 Cena´rio 1: eventos na˜o ordenados
A Tabela 5.1 apresenta os resultados do experimento. Na primeira
coluna tem-se o nome do estudo de caso, na segunda o nu´mero de arestas do BVG,
nas terceira e quarta colunas, respectivamente, a cardinalidade das partic¸o˜es V + e
V −, na quinta coluna o nu´mero de arestas removidas pelo pruning (Teoremas 1, 3,
6 e 7), na sexta a cardinalidade do casamento encontrado e, na u´ltima coluna, o
predicado retornado pelo algoritmo.
Tabela 5.1: Cena´rio 1 - Casamento encontrado
estudo de caso |E| |V +| |V −| |Pruned| |M| P
Blowfish 8398 8367 25104 0 8367 true
SHA-0 4873 4873 4873 0 4873 true
JPEG encoding 685 37 37 0 37 true
MP3 2666 2632 2632 0 2632 true
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Observe que o algoritmo retornou um predicado verdadeiro (P =
true) para a verificac¸a˜o de todos os IPs, o que significa que todos os comporta-
mentos especificados foram reproduzidos pelo DUV (|M | = |V +|). Para a primeira
aplicac¸a˜o, note que o nu´mero de comportamentos na˜o especificados (|V −| − |V +|)
realizados pelo DUV e´ maior que o nu´mero de comportamentos especificados no mo-
delo de refereˆncia (|V +|). Isto indica que alguns artefatos de implementac¸a˜o foram
introduzidos como resultado de refinamentos de projeto. Para as outras aplicac¸o˜es
nenhum comportamento na˜o especificado foi introduzido durante refinamento dos
modelos no que diz respeito aos monitores observados.
Repare tambe´m que, em nenhum dos casos, o algoritmo conseguiu
eliminar arestas. Isto acontece porque, como nenhuma ordem foi especificada para
os comportamentos, nenhuma aresta poˆde induzir o algoritmo a encontrar um casa-
mento que violasse a causalidade.
Para verificar se a te´cnica proposta e´ efetivamente capaz de en-
contrar defeitos, algumas falhas foram intencionalmente inseridas nos DUVs. Na
primeira plataforma (que implementa o cifrador Blowfish), um defeito foi inserido
nas assim-chamadas caixas-S (S-boxes). As caixas-S sa˜o estruturas de dados consul-
tadas pela func¸a˜o F em cada uma das suas invocac¸o˜es. Na segunda plataforma (que
implementa a func¸a˜o de Hash e contem o IP SHA-0), um defeito foi inserido na fun-
c¸a˜o que determina quantas vezes o IP sha-transform deve ser acionado. O defeito foi
constru´ıdo para que o IP fosse acionado no DUV uma vez a menos do que no modelo
de refereˆncia. No terceiro modelo, a incializac¸a˜o da varia´vel monitorada foi alterada
para receber o dobro do valor que deveria receber. E finalmente, no quarto modelo 3
diferentes defeitos foram inseridos; no primeiro defeito o multiplicador-acumulador
foi alterado para apenas multiplicar, no segundo defeito o multiplexador de sa´ıda
esta´ invertendo os frames das camadas 2 e 3 e finalmente o terceiro defeito inseriu
uma falha de sincronizac¸a˜o que faz com que os frames seja amostrados um ciclo apo´s
do que deveriam.
A Tabela 5.2 mostra os resultados obtidos quando os defeitos foram
inseridos nos DUVs.
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Tabela 5.2: Cena´rio 1 - Casamento completo na˜o encontrado
estudo de caso |E| |V +| |V −| |Pruned| |M| P
Blowfish 80 8367 25104 0 80 false
SHA-0 4872 4873 4872 0 4872 false
JPEG encoding 361 37 37 0 19 false
MP3 (defeito 1) 52 2632 1813 0 4 false
MP3 (defeito 2) 308 2632 1819 0 18 false
MP3 (defeito 3) 2869 2632 2628 0 2559 false
Note que, como consequ¨eˆncia dos defeitos introduzidos, nenhum dos
DUVs conseguiu reproduzir todos os comportamentos especificados (|M | < |V +|);
desta forma, nenhum passou na verificac¸a˜o (P = false). No primeiro IP, o Algoritmo
proposto encontrou um casamento de tamanho 80. A ana´lise do casamento obtido
revelou que apenas as 80 primeiras entradas do conjunto |V +| possuem entradas
correspondentes no conjunto |V −|; ora, isto indica que um erro ocorreu durante a
81o invocac¸a˜o do IP. Como cada iterac¸a˜o do IP recebe como entrada o resultado
da iterac¸a˜o anterior e consulta um valor na caixa-S, temos que o defeito deve estar
inserido na caixa-S, ja´ que o valor da 80o invocac¸a˜o do DUV e´ o mesmo valor
obtido na 80o invocac¸a˜o do modelo de refereˆncia (de fato, lembre que o defeito foi
inserido justamente na caixa-S). Repare que como a func¸a˜o F e´ na˜o-linear, a partir
do momento em que o IP retorna um valor errado no 81o acionamento, os valores
observados no DUV sempre divergem dos valores observados no modelo de refereˆncia.
No segundo IP, o casamento resultante indica que uma u´nica en-
trada do conjunto |V +| na˜o encontrou uma entrada compat´ıvel no conjunto |V −|. A
ana´lise do casamento resultante revela que esta entrada e´ exatamente a u´ltima. Isto
deixa duas possibilidades principais de defeito: ou o IP foi acionado uma vez a menos
do que deveria ou o u´ltimo acionamento do IP produziu um valor na˜o compat´ıvel
com a u´ltima entrada de log obtida no modelo de refereˆncia. Ora, repare que o DUV
possui uma entrada a menos de log do que o modelo de refereˆncia (|V +|−|V −| = 1),
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o que indicaria ao engenheiro de verificac¸a˜o que o defeito existente provavelmente
esta´ localizado no controlador do IP.
No terceiro IP, o grafo constru´ıdo mostra que va´rios comportamen-
tos especificados foram observados (E= 361) mesmo apo´s a inserc¸a˜o da falta ja´
descrita. Isto acontece porque em va´rias iterac¸o˜es do IP a varia´vel monitorada e´
inicializada com 0, e neste caso a falta inserida ao altera o valor da inicializac¸a˜o.
Para as inicializac¸o˜es da varia´vel com valor diferente de 0, na˜o foi poss´ıvel identificar
um comportamento equivalente no DUV.
Finalmente, no quarto IP, repare que a severidade da falta afeta a
topologia do grafo obtido. Enquanto no defeito 1 o grafo resultante possui apenas 52
arestas e o casamento obtido tem cardinalidade 4, o defeito 3 (que representa uma
falha muito mais sutil) apresenta um grafo resultante com 2869 arestas e um casa-
mento de cardinalidade 2559 (relembre que, para este caso, um casamento completo
deveria possuir cardinalidade 2632).
Ou seja, em todos os casos os casamentos obtidos podem servir
como ferramenta para auxiliar o engenheiro de verificac¸a˜o a encontrar uma falha
num modelo.
5.2.3 Cena´rio 2: eventos totalmente ordenados
A Tabela 5.3 apresenta, para cada caso de estudo, a comparac¸a˜o
entre a representac¸a˜o funcional e a representac¸a˜o com precisa˜o de ciclos dos IPs
escolhidos.
Tabela 5.3: Cena´rio 2 - Casamento pro´prio encontrado
estudo de caso |E| |V +| |V −| |Pruned| |M| P
Blowfish 8398 8367 25104 31 8367 true
SHA-0 4873 4873 4873 0 4873 true
JPEG encoding 685 37 37 648 37 true
MP3 2666 2632 2632 34 2632 true
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Repare que os resultados obtidos neste experimento sa˜o semelhantes
aos resultados apresentados na Tabela 5.1, exceto pelos valores apresentados na
quinta coluna. Para o segundo IP, o algoritmo na˜o conseguiu remover aresta alguma.
Isto se deve ao fato de que o casamento encontrado tem cardinalidade igual ao
nu´mero de arestas presentes no grafo (|E| = |M |), o que significa que todas as arestas
eram compulso´rias e nenhuma aresta poˆde ser removida. Ja´ nos experimentos com o
primeiro, terceiro e quarto IPs as arestas removidas indicam que o BVG constru´ıdo
possui arestas que induziam violac¸o˜es de causalidade no casamento completo obtido.
A remoc¸a˜o destas arestas garantiu que o algoritmo convergisse para uma soluc¸a˜o que
respeitasse a causalidade (casamento pro´prio).
Repare ainda que |Pruned| = |E| − |M |, pois so´ existe um casa-
mento pro´prio M para os monitores apresentados (ao contra´rio dos experimentos
realizados no Cena´rio 1, onde qualquer casamento completo estava de acordo com a
especificac¸a˜o). Logo, como M e´ u´nico, toda aresta na˜o presente em M e´ impro´pria e
o fato de o algoritmo ter localizado todas elas e´ mais uma evideˆncia de sua correc¸a˜o.
Para verificar se a te´cnica proposta e´ capaz de encontrar defeitos,
os IPs foram submetidos aos mesmos defeitos induzidos no Cena´rio 1.
A Tabela 5.4 mostra os resultados obtidos quando os defeitos foram
inseridas nos DUVs.
Tabela 5.4: Cena´rio 2 - Casamento pro´prio na˜o encontrado.
estudo de caso |E| |V +| |V −| |Pruned| |M| P
Blowfish 80 8367 25104 0 80 false
SHA-0 4872 4873 4872 0 4872 false
JPEG encoding 361 37 37 342 19 false
MP3 (defeito 1) 52 2632 1813 48 4 false
MP3 (defeito 2) 308 2632 1819 301 7 false
MP3 (defeito 3) 2869 2632 2628 310 2559 false
Note que os resultados sa˜o semelhantes aos resultados exibidos na
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Tabela 5.2. Isto acontece porque, como na˜o foi poss´ıvel encontrar um casamento
completo no Cena´rio 1, fatalmente na˜o seria poss´ıvel encontrar um casamento pro´-
prio no Cena´rio 2.
Embora a te´cnica proposta seja certamente mais u´til para encontrar
defeitos que na˜o podem ser facilmente identificados logo apo´s as primeiras entradas
de logs, os experimentos mostram que ela obviamente tambe´m captura comporta-
mentos induzidos por faltas severas. Em todos os casos, os casamentos resultantes
podem fornecer informac¸o˜es para ajudar o projetista com o diagno´stico de defeitos.
5.2.4 Cena´rio 3: eventos parcialmente ordenados
Neste cena´rio, para modelo de refereˆncia, escolheu-se uma descri-
c¸a˜o atemporal e puramente funcional de uma sequ¨eˆncia de instruc¸o˜es aritme´ticas
a ser executada em um core hipote´tico com emissa˜o esta´tica de uma instruc¸a˜o por
ciclo (static single issue). Esse core hipote´tico implementa quatro tipos de instru-
c¸o˜es aritme´ticas (adic¸a˜o, subtrac¸a˜o, multiplicac¸a˜o e divisa˜o) codificadas segundo um
formato de 3 operandos similar ao das instruc¸o˜es do processador MIPS, adaptadas
para um banco de 16 registradores de uso geral.
Para fazer o papel de DUV, escolheu-se uma representac¸a˜o para o
core que utiliza uma versa˜o simplificada do Algoritmo de Tomasulo [PAT 07] (dy-
namic single issue), de forma a induzir execuc¸a˜o fora de ordem. Essa representac¸a˜o
com precisa˜o de ciclos, assume que adic¸a˜o e subtrac¸a˜o tenham lateˆncias de 1 ciclo e
que as instruc¸o˜es de multiplicac¸a˜o e divisa˜o tenham lateˆncia de 4 ciclos. Desta forma,
devido a`s diferentes lateˆncias, a ordem de execuc¸a˜o das instruc¸o˜es sera´ alterada no
DUV.
O co´digo utilizado para estimular o RGM e o DUV consiste de um
lac¸o contendo 22 instruc¸o˜es, o qual realiza 20 iterac¸o˜es, resultando em 440 instruc¸o˜es
executadas. Note que, neste caso, a relac¸a˜o de precedeˆncia entre eventos e´ a relac¸a˜o
de dependeˆncia de dados e de controle associada ao co´digo.
A Tabela 5.5 mostra os resultados obtidos para a verificac¸a˜o entre
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os eventos monitorados no RGM e no DUV. A primeira linha mostra os resultados
obtidos quando monitores espelhados sa˜o inseridos a` porta de escrita do banco de
registradores. A segunda linha reporta resultados quando um monitor e´ inserido a`
sa´ıda da unidade de emissa˜o (Dispatch Unit) no RGM e no DUV.
Tabela 5.5: Cena´rio 3 - Casamento pro´prio encontrado
Monitor |E| |V +| |V −| |Pruned| |M| P Tempo (s)
Register Write Port 4136 440 440 3696 440 true 8,5
Dispatch Unit 15200 440 440 14760 440 true 29
Note que a te´cnica proposta encontrou um casamento pro´prio para
cada par de monitores, ou seja, conseguiu detectar que todas as inverso˜es de ordem
de eventos efetuadas pelo DUV na˜o caracterizam violac¸o˜es de causalidade.
Repare que, o nu´mero de eventos e´ exatamente o mesmo (440) no
RGM e no DUV, pois independentemente dos refinamentos de projeto introduzidos,
cada instruc¸a˜o e´ executada uma u´nica vez e dispara um u´nico evento de escrita no
banco de registradores, embora a ordem em que os eventos sa˜o disparados possa
variar.
Note tambe´m que, novamente o nu´mero de arestas removidas pelo
pruning e´ igual ao nu´mero total de arestas subtra´ıdo do nu´mero de arestas presentes
no casamento encontrado (|Pruned| = |E| − |M |). Neste caso, assim como nos
resultados exibidos na Tabela 5.3, esta igualdade e´ uma consequ¨eˆncia do fato de
que, embora seja poss´ıvel encontrar mu´ltiplos casamentos completos para o grafo
em questa˜o, somente um destes casamentos e´ pro´prio. Este valor contrasta com
aqueles exibidos na Tabela 5.1 onde todo casamento completo e´ uma soluc¸a˜o va´lida.
Para verificar se o me´todo proposto e´ capaz de encontrar incompa-
tibilidades entre o modelo de refereˆncia e o DUV alguns defeitos foram intencional-
mente inseridos no DUV. O primeiro defeito foi inserido na rotina que verifica se
uma instruc¸a˜o esta´ apta para execuc¸a˜o. Relembre que, no Algoritmo de Tomasulo, a
execuc¸a˜o de uma instruc¸a˜o so´ e´ disparada quando todas as suas dependeˆncias ja´ fo-
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ram resolvidas. O defeito inserido tornou todas as instruc¸o˜es aptas para a execuc¸a˜o,
ou seja, nenhuma verificac¸a˜o de precedeˆncia de instruc¸o˜es foi realizada.
A Tabela 5.6 ilustra a comparac¸a˜o entre os logs do modelo de refe-
reˆncia e do DUV obtidos apo´s a inserc¸a˜o do defeito no DUV.
Tabela 5.6: Cena´rio 3 - Casamento pro´prio na˜o encontrado (caso 1)
Monitor |E| |V +| |V −| Pruned |M| P Tempo (s)
Register Write 3550 440 440 3483 67 false 8,3
Dispatch Unit 15200 440 440 14824 383 false 30
Repare que, em ambos os casos, na˜o foi poss´ıvel encontrar um ca-
samento completo (|M | < |V +|). E´ interessante observar que, embora todas as
instruc¸o˜es tenham sido disparadas (|V −| = |V +|), a ordem de execuc¸a˜o de algu-
mas instruc¸o˜es contraria a ordem ditada pela especificac¸a˜o. Ale´m disso, a alterac¸a˜o
impro´pria na ordem de execuc¸a˜o resultou em hazards RAW e WAR, o que alterou
substancialmente os valores armazenados no banco de registradores, resultando em
um casamento de cardinalidade bastante baixa ao se monitorar a porta de escrita
do banco de registradores (|M| = 67).
Quanto ao nu´mero de arestas removidos pelo pruning, repare no-
vamente que |Pruning| = |E| − |M |, mesmo quando um casamento pro´prio na˜o
e´ encontrado. Ou seja, o algoritmo encerrou a sua busca quando todas as arestas
restantes no grafo eram ineleg´ıveis.
Repare ainda que o defeito introduzido fez com que um maior nu´-
mero de arestas fossem consideradas impro´prias pela terceira cla´usula da Definic¸a˜o
5 (causalidade) que se tornaram impro´prias pelo Teorema 1. Este fato eliminou a
possibilidade de um casamento pro´prio ser encontrado. Este fato explica o aumento
no nu´mero total de arestas removidas no experiento relacionado com o monitor Dis-
patch Unit em relac¸a˜o ao experimento exibido na Tabela 5.5. O nu´mero de arestas
removidas no monitor no banco de registradores foi menor em relac¸a˜o ao experi-
mento da Tabela 5.5 porque o nu´mero total de arestas tambe´m e´ menor, em relac¸a˜o
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ao mesmo experimento. Isto acontece porque a inversa˜o na ordem de execuc¸a˜o de
algumas instruc¸o˜es fez com que valores diferentes fossem escritos no banco de re-
gistradores, o que reduziu o nu´mero de ve´rtices compat´ıveis, e consequentemente o
nu´mero de arestas.
Para ilustrar como a utilizac¸a˜o de mu´ltiplos monitores poderia re-
duzir o esforc¸o de verificac¸a˜o, outro defeito foi inserido no DUV: o operador de
multiplicac¸a˜o foi alterado para somar, ao inve´s de multiplicar os operandos.
A Tabela 5.7 ilustra os resultados obtidos
Tabela 5.7: Cena´rio 3 - Casamento pro´prio na˜o encontrado (caso 2)
Monitor |E| |V +| |V −| Pruned |M| P Tempo(s)
Register Write 9 440 440 2 7 false 0.1
Dispatch Unit 15200 440 440 14760 440 true 29
Repare que o predicado retornado e´ verdadeiro para a monitorac¸a˜o
de instruc¸o˜es, enquanto o predicado retornado e´ falso para a monitorac¸a˜o da porta
de escrita do banco de registradores. Ou seja, os casamentos obtidos reduzem o
esforc¸o de verificac¸a˜o porque indicam que todas as instruc¸o˜es foram corretamente
disparadas, mas que os valores escritos no banco de registradores na˜o foram os espe-
rados. Ora, isso indica que o defeito reside entre o momento em que uma instruc¸a˜o e´
enviada para execuc¸a˜o (o que resulta num evento capturado pelo monitor a` sa´ıda da
Dispatch Unit) e o momento em que a instruc¸a˜o finaliza a execuc¸a˜o (o que dispara
uma escrita no monitor na porta de escrita no banco de registradores). De fato, o
defeito foi inserido dentro da unidade de execuc¸a˜o da operac¸a˜o de multiplicac¸a˜o.
Relembre que a te´cnica proposta neste trabalho pode induzir fal-
sos positivos (ou seja, encontrar aparentes anomalias em sistemas funcionalmente
equivalentes), conforme discutido na Sec¸a˜o 4.2.2. No entanto, para comprovar que
a te´cnica proposta na˜o retorna falso negativo (ou seja, na˜o encontrar uma anomalia
entre modelos funcionalmente na˜o-equivalentes), uma verificac¸a˜o extra foi realizada
apo´s cada experimento: compararam-se os conteu´dos do banco de registradores ob-
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tidos no DUV e no modelo de refereˆncia apo´s a execuc¸a˜o do co´digo. No experimento
referente a` Tabela 5.5, os conteu´dos dos bancos de registradores resultaram ideˆn-
ticos. Nos experimentos relativos a`s Tabelas 5.6 e 5.7 os conteu´dos dos bancos de
registradores na˜o resultaram ideˆnticos, o que foi corretamente diagnosticado pelos
casamentos incompletos resultantes.
5.3 Discussa˜o
Como a te´cnica de scoreboard e´ talvez a abordagem convencional
para tratar a na˜o-preservac¸a˜o de ordem, realizou-se um experimento para apontar
suas deficieˆncias em relac¸a˜o a` te´cnica aqui proposta. O experimento realizado con-
siste em dois somadores, que realizam operac¸o˜es em paralelo e escrevem o resultado
num buffer conforme a Figura 5.2.
Figura 5.2: Estrutura do experimento.
Suponha que, numa implementac¸a˜o de baixo n´ıvel do modelo, as
lateˆncias dos somadores foram alteradas de forma que a ordem das operac¸o˜es resulta
invertida. Ale´m disso, suponha que a precisa˜o das varia´veis tenha sido reduzida (o
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modelo de refereˆncia utilizava varia´veis do tipo float, enquanto o modelo de baixo
n´ıvel utiliza varia´veis do tipo sc_fixed) e que esta perda de precisa˜o seja da ordem
de 0.5.
A Figura 5.3 apresenta os resultados obtidos pela te´cnica proposta
(BVG) e pela implementac¸a˜o de um scoreboard que utilize a heur´ıstica de associar
uma entrada do DUV com a primeira entrada compat´ıvel no modelo de refereˆncia.
Figura 5.3: Resultados do experimento.
Repare que enquanto o scoreboard na˜o consegue associar todos os
comportamentos do modelo de refereˆncia a algum comportamento do DUV (ou seja
o scoreboard sinaliza um defeito no modelo) a te´cnica proposta conseguiu tratar
simultaneamente as inverso˜es de ordem e perda de precisa˜o do DUV.
Desta forma, podemos concluir que o scoreboard, por necessitar
de heur´ısticas para tomar deciso˜es locais, na˜o consegue prover garantias de falsos
positivos e falsos negativos, visto que estas heur´ısticas limitam o espac¸o de pesquisa,
conforme ilustrado pelo experimento.
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Vale fazer alguns comenta´rios sobre o tempo de execuc¸a˜o da ferra-
menta proposta. Conforme ja´ foi demonstrado em [ALB 07], a inclusa˜o de monitores
na˜o impacta sobre o tempo de execuc¸a˜o de uma plataforma. Ale´m disso, a ana´lise de
logs de todos os experimentos realizados demandou um tempo muito menor do que
a execuc¸a˜o da respectiva plataforma. A plataforma MP3, por exemplo, necessita de
cerca de 3 horas para finalizar a execuc¸a˜o. A ana´lise dos respectivos logs demandou




Esta dissertac¸a˜o formulou um problema de verificac¸a˜o que visa esta-
belecer a compatibilidade funcional entre duas representac¸o˜es de um componente de
um sistema integrado de hardware e software, a partir de um conjunto de monitores
e de seus respectivos logs.
O problema-alvo foi mapeado de forma que a relac¸a˜o de compa-
tibilidade de valores e´ capturada por um grafo bipartido. O problema cla´ssico de
casamento em grafos bipartidos foi modificado para incluir uma restric¸a˜o que ex-
clui do espac¸o de soluc¸o˜es arestas cuja inclusa˜o no casamento violaria a relac¸a˜o de
precedeˆncia de eventos inerente a` especificac¸a˜o.
Um trabalho correlato sobre reflexa˜o computacional [ALB 07] ofere-
ceu a infra-estrutura necessa´ria para a inserc¸a˜o minimamente intrusiva de monitores
em representac¸o˜es executa´veis de um dado componente do sistema. Por se ter esco-
lhido uma infra-estrutura que viabiliza uma abordagem white-box, a te´cnica proposta
nesta dissertac¸a˜o na˜o tem sua observabilidade limitada a`s entradas e sa´ıdas de um
componente, ao contra´rio de um dos me´todos convencionais mais frequentemente
utilizados [BER 05] [GM 07].
A te´cnica proposta para a soluc¸a˜o do problema formulado na˜o res-
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tringe a natureza do componente a ser verificado, o qual poderia ser um mo´dulo
de software ou uma representac¸a˜o funcional executa´vel de um mo´dulo de hardware.
Assim, a te´cnica e´ adequada a` etapa de Verificac¸a˜o Po´s-Particionamento, onde tanto
mo´dulos de hardware como de software precisam ser verificados em relac¸a˜o a uma
especificac¸a˜o do sistema. A te´cnica tambe´m se aplica a` etapa de Verificac¸a˜o da
Implementac¸a˜o, desde que estejam dispon´ıveis representac¸o˜es executa´veis do com-
ponente, antes e depois de sua implementac¸a˜o (por exemplo, uma representac¸a˜o
comportamental de um componente de hardware e sua representac¸a˜o RTL, ambas
escritas em SytemC).
A formulac¸a˜o do problema-alvo foi deliberadamente geral para in-
cluir o desafiante cena´rio de verificac¸a˜o [GM 07] em que um DUV pode ou na˜o
executar comportamentos fora da ordem estabelecida no modelo de refereˆncia ado-
tado. Assim, por um lado, para o caso particular´ıssimo (mas de aplicac¸a˜o pra´tica
improva´vel) em que na˜o exista qualquer relac¸a˜o de precedeˆncia especificada entre
eventos (ou seja, todos os eventos sa˜o concorrentes), o algoritmo proposto poderia
ser substitu´ıdo por um algoritmo cla´ssico de casamento em grafos bipartidos. Por
outro lado, para o caso mais realista em que a ordem especificada de alguns eventos
e´ mandato´ria, mas a ordem de outros eventos na˜o precise ser preservada pelo DUV,
foram apresentados algoritmos que garantem, simultaneamente, a compatibilidade
entre valores e a causalidade entre eventos.
A formalizac¸a˜o do problema e de propriedades de suas soluc¸o˜es
permitiu que fossem obtidas garantias formais para a verificac¸a˜o. Dentro dos limites
de amostragem de um dado monitor, a te´cnica proposta:
• Nunca induz falsos negativos (um DUV contendo defeito que deixou algum
trac¸o nos logs nunca passa na verificac¸a˜o);
• Nunca induz falsos positivos quando a relac¸a˜o entre valores a verificar e´ uma
relac¸a˜o de equivaleˆncia (um DUV sem defeitos sempre passa na verificac¸a˜o
quando a relac¸a˜o especificada e´ de equivaleˆncia).
Como a induc¸a˜o de falsos positivos e´ mais tolera´vel do que a de
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falsos negativos, para a situac¸a˜o em que a relac¸a˜o entre valores e´ de mera compati-
bilidade, o esforc¸o computacional para eliminar os falsos positivos na˜o se justificaria.
Como o algoritmo proposto assume uma ordem arbitra´ria de percurso dos ve´rtices do
grafo, poderiam ser elaboradas heur´ısticas para induzir uma ordem de percurso que
visasse minimizar a ocorreˆncia de falsos positivos, sem limitar o espac¸o de pesquisa.
Ale´m da validac¸a˜o formal, foi realizada tambe´m a validac¸a˜o expe-
rimental da te´cnica proposta quando aplicada a quatro componentes extra´ıdos de
aplicac¸o˜es bem conhecidas (criptografia, multi-mı´dia e escalonamento dinaˆmico),
submetidos a diferentes cena´rios de precedeˆncia entre eventos (na˜o ordenados, to-
talmente ordenados, parcialmente ordenados). Atrave´s da injec¸a˜o de falhas nos
componentes, comprovou-se a habilidade da te´cnica proposta em atestar a presenc¸a
e a auseˆncia de defeitos, ale´m de sua efica´cia em contornar as dificuldades impos-
tas pela na˜o-preservac¸a˜o da ordem de comportamentos no DUV e a introduc¸a˜o de
artefatos de implementac¸a˜o.
A otimizac¸a˜o dos algoritmos propostos visando diminuir sua com-
plexidade me´dia e visando potencializar a explorac¸a˜o de paralelismo ao n´ıvel de
threads em estac¸o˜es de trabalho com va´rios nu´cleos de processamento, permitiu a
obtenc¸a˜o dos seguintes indicadores experimentais de eficieˆncia:
• O tempo de verificac¸a˜o me´dio cresce linearmente com o nu´mero de valores
compat´ıveis nos logs (arestas do grafo);
• Ao executar a ana´lise em uma estac¸a˜o de trabalho contemporaˆnea, para o caso
extremo reportado na Figura 5.1 onde os grafos bipartidos sa˜o completos, os
eventos esta˜o totalmente ordenados e nenhum defeito e´ encontrado, os resulta-
dos experimentais indicam que o tempo de verificac¸a˜o normalizado em relac¸a˜o
ao nu´mero de entradas de log (runtime / |V|) e´ de 11ms/ve´rtice e cresce na
raza˜o me´dia de 5,8 quando o nu´mero de entradas cresce na raza˜o de 2. O
tempo de verificac¸a˜o normalizado em relac¸a˜o ao nu´mero de valores compat´ı-
veis (runtime / |E|) e´ de 0,7ms/aresta e cresce na raza˜o me´dia de 2,8 quando
o nu´mero de valores compat´ıveis cresce na raza˜o de 4.
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Esses valores podem ser interpretados como tempos de verificac¸a˜o
de pior caso, uma vez que e´ de se esperar grafos mais esparsos no caso pra´tico t´ıpico.
Por exemplo, o BVG associado ao monitor inserido a` sa´ıda da unidade de emissa˜o
de instruc¸o˜es na Sec¸a˜o 5.2.4 (Tabela 5.5, linha 2) tem 880 ve´rtices e 15200 arestas,
enquanto o grafo completo do Cena´rio 3 da Figura 5.1 possui aproximadamente o
mesmo nu´mero de areastas (16384) mas apenas 256 ve´rtices. Ora, os tempo de
verificac¸a˜o sa˜o, respectivamente, 1ms/aresta e 4,3 ms/aresta.
6.2 Perspectivas de trabalhos futuros
Ao longo do desenvolvimento deste trabalho, foram observadas al-
gumas limitac¸o˜es da infra-estrutura de reflexa˜o computacional adotada e dos cena´-
rios de experimentac¸a˜o escolhidos, as quais poderiam ser contornadas em trabalhos
futuros. Ale´m disso, novas oportunidades de aplicac¸a˜o da te´cnica proposta foram
percebidas. Tais extenso˜es ou generalizac¸o˜es sa˜o a seguir discutidas:
• Extensa˜o do mecanismo de reflexa˜o utilizado: O mecanismo de reflexa˜o
atual [ALB 07], quando utilizado no aˆmbito da infra-estrutura de modelagem
de plataformas adotada [ARC 06], possui uma limitac¸a˜o ao manipular pon-
teiros. Ela ocorre quando um ponteiro faz refereˆncia a uma posic¸a˜o de um
componente de memo´ria simulado na plataforma (ou seja, uma representac¸a˜o
executa´vel de uma memo´ria embarcada), conforme ilustra a Figura 6.1, onde o
assim-chamado Whitebox IP representa o mecanismo de reflexa˜o proposto em
[ALB 07] para encapsular o DUV de forma a permitir sua monitorac¸a˜o. Para
acessar uma posic¸a˜o nessa representac¸a˜o da memo´ria embarcada, o DUV na˜o
pode simplesmente de-referenciar o ponteiro (*ptr), porque isso causaria uma
falha de segmentac¸a˜o. Para acessar a posic¸a˜o de memo´ria referenciada pelo
ponteiro, o DUV precisa utilizar o barramento (atrave´s da func¸a˜o read, que re-
cebe como paraˆmetro um ponteiro para um dado). No entanto, o Whitebox IP
proposto em [ALB 07] na˜o possui uma porta para o barramento (na˜o podendo
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assim invocar a func¸a˜o read previamente mencionada). Embora seja poss´ıvel
estender o mecanismo de reflexa˜o para que obtenha acesso a` representac¸a˜o
da memo´ria embarcada (atrave´s do barramento), isto ainda na˜o resolveria to-
talmente o problema, pois o mecanismo de reflexa˜o na˜o tem como decidir se
um dado ponteiro faz refereˆncia a uma memo´ria externa ao DUV (que deve-
ria ser acessada via barramento) ou se faz refereˆncia a uma memo´ria interna
(que deveria ser acessada atrave´s do operador *). Ale´m disso, a adic¸a˜o de
uma porta entre o barramento e o Whitebox IP vai contra o princ´ıpio de uma
abordagem minimamente intrusiva. Assim, a implementac¸a˜o atual da te´cnica
aqui proposta esta´ limitada em sua observabilidade de memo´ria enquanto uma
extensa˜o na˜o for viabilizada na infra-estrutura de reflexa˜o computacional: se
um monitor for anexado a um ponteiro para um objeto, ele na˜o sera´ capaz de








Figura 6.1: IP com um ponteiro para acessar um dado na memo´ria
• Ampliac¸a˜o do nu´mero e da natureza dos experimentos: A codificac¸a˜o
de mais aplicac¸o˜es reais e a injec¸a˜o de outros tipos de defeitos teve que ser
restringida por limitac¸o˜es de tempo e de recursos humanos. Entretanto, uma
experimentac¸a˜o mais extensiva poderia ser realizada com casos de verificac¸a˜o
extra´ıdos de um conjunto mais amplo de aplicac¸o˜es de sistemas embarcados.
Ale´m disso, os defeitos inseridos nos experimentos aqui reportados foram um
tanto severos e, portanto, mais fa´ceis de encontrar. Seria adequado encontrar
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cena´rios de injec¸a˜o de defeitos mais sutis para avaliar o desempenho da te´cnica
sob condic¸o˜es de maior dificuldade em encontrar defeitos.
• Utilizac¸a˜o do mecanismo de ana´lise de logs para avaliar a cobertura:
Os logs de um monitor possuem todos os valores observados em um determi-
nado ponto de um componente dentro de um intervalo de monitorac¸a˜o. Assim,
esses valores podem ser utilizados para avaliar a cobertura de verificac¸a˜o. Su-
ponha, por exemplo, que um monitor e´ associado a uma varia´vel que armazena
o estado atual de uma ma´quina de estados finitos. Uma varredura nos regis-
tros de log deste monitor revelaria todos os estados assumidos pela ma´quina
durante a execuc¸a˜o. A proporc¸a˜o entre os estados assumidos e o nu´mero total
de estados poderia ser utilizada para orientar a escolha de novos est´ımulos que
induzissem estados na˜o alcanc¸ados pela ma´quina. Como produto secunda´rio
deste trabalho, toda a infra-estrutura para se contruir um proto´tipo de uma
tal ferramenta de ana´lise de cobertura ja´ esta´ dispon´ıvel e seria uma extensa˜o
natural e complementar ao trabalho aqui reportado.
• Utilizac¸a˜o do mecanismo de log para avaliar asserc¸o˜es temporais
As informac¸o˜es contidas nos arquivos de log podem ser utilizadas para alimen-
tar um mecanismo de asserc¸a˜o. Por exemplo, a cada amostra que a ferramenta
recebesse para um determinado monitor ela poderia verificar se o valor obtido
esta numa faixa de valores va´lidos. Ale´m disso, cada elemento de um log esta´
associado ao exato instante de tempo ti em que houve uma transic¸a˜o de valor.
O uso destas informac¸o˜es poderia ser utilizada para avaliar relac¸o˜es como: sem-
pre que uma requisic¸a˜o r for registrada num monitor m, enta˜o uma resposta a
deve ser registrada no monitor n em ate´ x ciclos de relo´gio. Quando uma vio-
lac¸a˜o numa asserc¸a˜o fosse disparada o mecanismo de captura de logs poderia,
inclusive, paralisar a execuc¸a˜o atual (isto e´ poss´ıvel atrave´s do IP Whitebox ).
A princ´ıpio, o u´nico obsta´culo para implementac¸a˜o deste mecanismo esta´ na
maneira como as entradas de logs esta˜o armazenadas. Atualmente as entra-
das esta˜o indexadas pelos monitores aos quais esta˜o associadas, enquanto que,
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para este mecanismo, o ideal seria que as entradas de log estivessem indexadas
pelo instante em que ocorra mudanc¸a de valor. Embora um simples conver-
sor de formato pudesse ser facilmente implementado, o volume de dados de
um arquivo de log poderia ser demasiadamente grande para tornar proibitivo
o tempo necessa´rio para a conversa˜o. Por isso, uma re-implementac¸a˜o seria
mais eficiente.
• Avaliac¸a˜o do tempo de execuc¸a˜o em plataformas mais complexas
Uma das grandes limitac¸o˜es da te´cnica proposta em relac¸a˜o as te´cnicas cor-
relatas reside no tempo computacional necessa´rio para ana´lise de logs. Para
determinar o impacto desta limitac¸a˜o, o ideal seria aplicar a te´cnica proposta
sobre plataformas mais complexas. Existem algumas maneiras de reduzir o
tempo necessa´rio para ana´lise dos logs : O elevado paralelismo do algoritmo
proposto (em especial a ana´lise de arestas), tende a reduzir o impacto da com-
plexidade; outro aspecto relevante e´ que em alguns casos pode ser poss´ıvel
particionar um log grande em va´rios logs pequenos. Por exemplo, um grande
log de uma plataforma MP3 poderia ser particionado em va´rios logs indepen-
dentes, onde cada log diz respeito a um determinado frame.
• Uso de transactors
Transactors [BOM 06] sa˜o utilizados para traduzir vetores de teste entre dife-
rentes n´ıveis de abstrac¸a˜o. Ora, esta te´cnica poderia ser utilizada para relaxar
a Premissa 5, auxiliando o mapeamento de entidades em diferentes n´ıveis de
abstrac¸a˜o.
• Relaxac¸a˜o da aproximac¸a˜o do Teorema de Hall
Seria adequado comparar o custo-benef´ıcio obtido quando o Teorema de Hall
e´ aplicado integralmente sobre os experimentos realizados ao inve´s da apro-
ximac¸a˜o proposta no Teorema 5. Esta alterac¸a˜o resultaria num sacrif´ıcio do
runtime em troca de uma maior qualidade de verificac¸a˜o. Os Teoremas apre-
sentados nesta dissertac¸a˜o sugerem que a utilizac¸a˜o integral do Teorema de
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Hall (Teorema 5) resulta numa te´cnica que na˜o apresenta falsos positivos nem
falsos negativos.
Os diferentes usos dos dados amostrados em aspectos complemen-
tares do processo de verificac¸a˜o parecem indicar que a verificac¸a˜o baseada em logs
e´ uma alternativa promissora para Verificac¸a˜o Funcional.
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