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Abstract: The method developed by Papageorgiou and Raptis for computing the eigenvalues is now applied to 
scattering problems. In particular a new approach is developed for the computation of the phase shifts of the 
one-dimensional Schriidinger equation. The algorithm is very simple to code and very efficient for computational 
purposes. The method is a&o general and can be applied to any kind of potential functions (Coulomb-type etc.). 
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1. Introduction 
The theory of molecular scattering, in theoretical physics, has received considerable attention 
in the recent past. This is mainly due to the fact that a large number of applications fall within 
the framework of this theory. Problems encountered in atmospheric pollution, energy-related 
problems of molecular scattering events, laser physics and the study of molecules and molecular 
clouds in interstellar space are some of the most important applications. 
The classical approach to the solution of this kind of problems is to employ appropriate 
numerical methods. In the relevant literature, the numerical methods developed usually deal with 
the one-dimensional Schrijdinger equation along with the suggestion that they can be extended to 
the multidimensional case. 
At present there are several methods employed for the numerical solution of the equation. The 
best known among them are the Numerov-type methods, (see, e.g., [2,5,6]) and piecewise 
perturbative numerical methods [1,3]. 
Recently Papageorgiou and Raptis [4] have suggested the use of a new function, the zeroes of 
which are the eigenvalues of the corresponding problem. We extend now the use of this function 
to the case of scattering. 
In the present work we shall deal with the calculation of the phase shift of the one-dimen- 
sional equation. The extension of the algorithm to a system of coupled differential equations is 
under development. 
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2. Calculation of the phase shift 
From the standard theory of elastic scattering the Ith partial wave satisfies the Schrodinger 
equation 
[ 
$+k’-u(r) y(r)=O, 
1 
0) 
O<r<co, 
where u(r) = ,( I+ 1)/r* + U(r), along with the boundary conditions 
(4 
limy(r) = 0, 
r-0 
J;:Y(~) = C sin(kr - ifs + s,>, (3) 
where 6, is the phase shift. 
We call the term I( 1-t 1)/r’ centrifugal potential, (1 is a positive integer) and the function 
U(r) potential energy. The term k2 is a positive real number denoting the energy. 
In order to be able to implement a numerical method of the boundary problem (l)-(2), first of 
all, we have to reduce the infinite domain (2) to a finite one over which the real-valued reduced 
potential function u(r) has bounded variation. 
Because of the presence of the potential and/or centrifugal term, difficulties arise when a 
singularity occurs in u(r) at r = 0. Moreover, there exists a neighbourhood [0, rO] in which the 
numerical estimation of the U(Y) has an overflow error. The standard way of removing these 
difficulties, is the moving of the beginning of the domain from r = 0 to Y = r,,. 
The infinite right-hand side of the domain (2) has to be replaced by a finite quantity r,. When 
Y assumes large values, both U(r) and I( I + l)/r2 tend to zero. Hence, for r > r,, where r, can 
be specified, the solution is asymptotically approximated by 
y(r) =A ePJkr, where j = J-1. 
So the infinite domain (2) is reduced to the finite domain 
[% cnl- 
the expression: 
(4) 
(5) 
Following the procedure of the piecewise perturbation numerical method [1,3], the domain is 
divided by the mesh points 
ro, rl, r,,...,r,, 
into m arbitrary intervals 
[L ?7+lL n=O,l,2 ,..., m-l. (6) 
Within each of these elementary intervals, we choose a polynomial u,(r) which approximates the 
true potential u(r) over the interval. This piecewise polynomial approximating curve is usually 
called a “reference potential”. 
However, the reference potential is chosen to be sufficiently simple (a constant or linear 
function) so that we may easily construct the exact solution over each interval. 
In this way, the original problem is replaced by the well-known Cauchy problem 
-$+k’-u,,(r) yo(r)=O, 
1 
rE IL rn+J 
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In the present work u,(r) is taken to be a constant number and more specifically, u,(r) is the 
value of u(r) at the midpoint of the interval. 
The analytical solutions of (7) are known by the perturbation theory as zeroth-order solutions 
3&). 
However, if we add to the zeroth-order solution some correction (say yi( r )) based on 
first-order perturbation theory, then this correction accounts for the difference between the true 
potential and the approximated reference potential. 
The zeroth-order solutions are closer to the true solutions of (l)-(2) if we choose small interval 
sizes so that the perturbation corrections are negligible. 
In addition, the solution of the Cauchy problem at the end of the first interval, provides us 
with initial conditions for the second interval, and so on. 
We introduce, now, two continuous functions V and I by: 
b,(r) 
V(r) = 7, 1(r) = -jy(r), where j = m. 
Equation (7) is equivalent to the following first-order differential equations in terms of V(r) 
and I(r). 
W) - = -jV(r), dV/(r) 
dr 
dr = -j(k2 - Un)l(r). 
Since the coefficients of the second part of (9) are purely imaginary, the Transmission Line 
Theory dictates that (9) represents a purely lossless line, where V and I represent the voltage and 
the current of this line. 
The exact solutions of the problem (9) for this constant reference potential are: 
(1) in the region where k2 < u, : 
V(c) = %-,+,) cosh(y, Ad + Z,, sinhh, Arn>I(rn+l>T 
k) = Vk+d sinh(y, bh’~, + coshh, Arn)~(rn+l), 
(2) in the region where k* > u, : 
00) 
V(y,> = V(G+~) cash 4) - Z, sin(y, Ar,)~(r,,+,), 
I(G) = V~L+~) sin(y, h&Z, + COS(Y, ArJ~(r,+l)~ 
01) 
where y, = dl U, - k2 1 , Z,, = -jy,, Ar,, = r,+l -r,,, I(ro)=y,,(ro)=O and V(r,)=y,‘(r,)=a, 
(01, is arbitrary). 
The above formulas give the solution of the problem (9) (or (7)) at the right end of the interval 
[my r,+11. 
Dividing now the relations (10) and (11) we get: 
Case 1: 
J+J Z(G+~) +Z, tanhh, Arti> 
‘(“) = I(r,) = zn Z(r,+l) tanh(y,, Ar,,) + Z, ’ 
Case 2: 
-wn> = a = z Z(~,+I) - -7, tanh, Ar,> aJ n Z(r,+,) Tandy, Ar,,> +Z, ’ 
(14 
(13) 
where the function Z(r) is defined as the “impedance ” of the line. 
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For r sufficiently large (i.e., Y > I-,) the potential U(r) and the centrifugal term 
dies away and the dominant term is the k2. Hence, in the region r > r,,, the general 
(1) for a partial wave can be approximated by 
YA(r) =a e-jkr > r>r,. 
However if U(r) = 0, the partial complex wave in the same region may be given by: 
yB(r) = B e-jkr > r>r,. 
I( I + 1)/r* 
solution of 
(14) 
(15) 
The difference of the principal arguments of A^ and 5 is called the phase shift for the Ith partial 
wave : 
s,= Arg(Yk-J) - Arg(YBkJ = Arg(4 - Arg@). (16) 
The point r,,, divides the infinitely long lossless line r. < r < 00 into two lines. 
One finite, extending from r,, to r,, which is inhomogeneous (i.e., with variable y and 2) and 
one infinitely long which can be considered as homogeneous for r > r,, where u(r) = 0. 
The finite line has an overall impedance at the point r,,,, from the left, that can be easily 
calculated by the recursive relations (12) and (13), which is a purely imaginary number, say: 
ZL(rm) = jX, (L means left side) (17) 
whereas the infinitely long homogeneous line to the right of r, is equivalent to its characteristic 
impedance Z,, . 
Since 2, = k for r > r,,,, we have: 
ZR(rm) = k, (R means right side). (18) 
The quantity: 
AI = ZR(rm) + ZL(rm) = k + jX, (19) 
is a complex number, the principal argument of which is equal to the argument of 2. 
When U(r) = 0, i.e., with u(r) = I( E + l)/ r2 we have again an overall impedance: 
IIlL = ZR(rm) + ZL(rm) = k + jP. (20) 
The argument of B,(r,) is again the argument of i, and ZR(rm) is calculated only with the 
centrifugal potential l( I + l)/ r2 and ZL(rm) is calculated with the existing potential plus the 
centrifugal potential. 
Hence, the phase shift of the Ith partial wave is calculated from the relation: 
a,= Arg(A,(r,)) - Arg(4(r,)), 
i.e., 
6,=Arctan($j -Arctan =Arctan{:+cz. (21) 
We have shown that 6, can be calculated by means of the impedance function. This is another 
indication that the quantity: 
F(r,) = ZR(r,) + ZL(r,), (22) 
has some interesting properties. 
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In scattering problems it is a complex number, which argument gives the phase shift. 
In eigenvalue problems it is a real function, which zeroes are the eigenvalues [4]. 
In the present paper, the range of integration is divided into equally spaced intervals which are 
sufficiently small so that the potential for the problem may be approximated to any desired 
accuracy. 
If, however, we require to choose the optimal step size by estimating the error at each interval 
we have to evaluate corrections to the zeroth-order solutions. The sizes of these corrections are 
used to guide the choice of the optimal stepsize, so that the approximated solutions meet some 
preset criterion of accuracy (see [1,3,7]). 
The evaluation of first-order correction to the zeroth-order solution has been successfully 
applied to the case of the eigenvalue problem of the new method and the choice of the optimal 
stepsize is under development. The same technique can be applied to the case of the scattering 
problem since in both cases we integrate the impedance function. 
3. Using Bessel functions 
The previous approach is very useful and can be applied in problems where both U(r) and 
I( I + 1)/r* tend to zero for r > r,, i.e., U(r) has terms of order l/r’, t > 1. 
If, however, U(r) tends more rapidly to zero than the centrifugal potential l( I+ 1)/r*, the 
usual approach can be applied also using spherical Bessel and Neumann functions. 
In fact suppose that for r = r, U(r) + 0 while I( I + l)/ r* is not negligible, hence the exterior 
solution for Y > r, can be written as: 
y,(kr) = Ckr(J,(kr) -tan G,n,(kr)), (23) 
where JI( kr) and n,( kr) are the spherical Bessel and Neumann functions of order 1. 
Using the proposed method in Section 2 the impedance to the left can be calculated at r, and 
suppose is given by: 
Z(r) = jX (see formula (17)). 
Hence X = v,‘“( r,)/$( rm) by definition. 
Matching X at r,,, we have the well-known formula for the calculation of 8,: 
tan 6 
’ 
= kJ%%) - (X- l/rm)4(k) 
kn;(kr,,,) - (X- l/r,)n,(kr,) ’ (24) 
4. Numerical example 
To test the validity of the proposed method we have applied it to the scattering problem using 
the Lenard- Jones potential, i.e. : 
U(r) = 4m where m = 125. (25) 
Since 2 is unbounded in the vicinity of the origin for numerical purposes we choose ZL( ro) to 
be some large number, say lo*‘. 
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Table 1 
Calculated phase shifts 
I k=l k=5 k=lO 
With Without Results With Without Results With Without Results 
Bessel Bessel of 161 Bessel Bessel of t61 Bessel Bessel of 161 
functions functions functions functions functions functions 
0 0.1541 0.1541 0.1544 - 0.4833 
1 1.2326 1.2326 1.2328 0.9280 
2 - 1.4300 - 1.4287 - 1.4297 - 0.9638 
3 0.7829 0.7835 0.7832 0.1205 
4 0.1258 0.1255 0.1258 1.0326 
5 0.0366 0.0366 0.0366 - 1.3787 
6 0.0147 0.0147 0.0147 - 0.8442 
7 0.0068 0.0067 0.0068 - 0.5257 
8 0.0035 0.0036 0.0036 - 0.4577 
9 0.0020 0.0020 0.0020 - 0.7572 
10 0.0012 0.0012 0.0012 1.4147 
- 0.4833 
0.9280 
- 0.9637 
0.1205 
1.0330 
- 1.3787 
- 0.8441 
- 0.5258 
- 0.4577 
- 0.7572 
1.4148 
- 0.4831 
0.9282 
- 0.9637 
0.1206 
1.0328 
- 1.3785 
- 0.8441 
- 0.5256 
- 0.4575 
- 0.7571 
1.4148 
- 0.4313 
1.0446 
- 0.7161 
0.5684 
- 1.3861 
- 0.2987 
0.6865 
1.5660 
- 0.8063 
-0.1527 
0.3776 
- 0.4313 
1.0449 
- 0.7160 
0.5685 
- 1.3858 
- 0.2987 
0.6867 
1.5654 
- 0.8057 
- 0.1528 
0.3778 
- 0.4311 
1.0449 
- 0.7159 
0.5687 
- 1.3858 
- 0.2984 
0.6868 
1.5662 
- 0.8060 
- 0.1525 
0.3778 
The choice of r, is done so as to avoid overflow, that is, not too close to the origin. 
For comparison reasons we have calculated the phase shifts using both formulas (21) and (24), 
i.e., without and with Bessel functions, respectively. 
However, for numerical reasons when we use the formula (21) we have to divide the infinite 
long lossless line [r,, co) into two finite lines, i.e., [r,, r,] and [r,, rh], where r, is taken to be a 
large value of r. 
The appearing constants are taken to be: 
r, = 0.4, h=0.005, k=l, 5, 10 and I=O, 1,2, 3,4, 5, 6, 7, 8, 9, 10. 
In addition: 
(i) for k=l: t-,=20, r,=30; 
(ii) for k=5: r-,=15, t-,=25; 
(iii) for k = 10: r, = 10, r, = 20. 
When we use Bessel functions r, is taken as above. 
The steplength in the region r, -C r < rb can be taken larger than 0.005 and in this example has 
been taken equal to 0.1. 
The obtained results are presented in Table 1. In each third column we write the values of the 
phase shifts with four decimal points accuracy as presented in [6]. 
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