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Abstract
The adaptive lasso is a popular extension of the lasso, which was shown to
generally enjoy better theoretical performance, at no additional computa-
tional cost in comparison to the lasso. The adaptive lasso relies on a weighted
version of the L1-norm penalty used in the lasso, where weights are typically
derived from an initial estimate of the parameter vector. Irrespective of the
method chosen to obtain this initial estimate, the performance of the corre-
sponding version of the adaptive lasso critically depends on the value of the
tuning parameter, which controls the magnitude of the weighted L1-norm
in the penalized criterion. In this article, we show that the standard cross-
validation, although very popular in this context, has a severe defect when
applied for the calibration of the tuning parameter in the adaptive lasso. We
further propose a simple cross-validation scheme which corrects this defect.
Empirical results from a simulation study confirms the superiority of our
approach, in terms of both support recovery and prediction error. Although
we focus on the adaptive lasso under linear regression models, our work
likely extends to other regression models, as well as to the adaptive versions
of other penalized approaches, including the group lasso, fused lasso, and
data shared lasso.
Keywords. adaptive lasso, cross-validation, calibration, tuning parameter,
one-step lasso.
1 Introduction
High dimensional data are characterized by a number p of variables larger,
or at least not significantly lower, than the sample size n. They have become
ubiquitous in many fields, including biology, medicine, sociology, and econ-
omy (Giraud, 2014). Their analysis raises a number of statistical challenges
(Fan and Li, 2006, Hastie et al., 2009), usually summarized under the term
curse of dimensionality. Consequently, it has attracted a lot of attention in
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the statistical literature over the past decades (Bu¨hlmann and van De Geer,
2011, Donoho et al., 2000, Fan and Li, 2006, Hastie et al., 2009, 2015). In
particular, a variety of approaches based on the optimization of penalized
versions of the log-likelihood have been developed, to estimate the true pa-
rameter vector β∗ = (β∗1 , . . . , β∗p)T ∈ Rp under high-dimensional parametric
regression models (Huang et al., 2008a, Tibshirani, 1996). These approaches
use some particular penalty term, whose strength is controlled by a tuning
parameter, and which is added to the loss-function so that the estimation
can take advantage of some property that the true parameter vector β∗ is
expected to fulfill. For example, when β∗ is expected to be sparse, popular
approaches rely on the use of Lq penalties, q ≤ 1. In particular, the arguably
most popular approach is the lasso, which uses an L1-norm penalty. Exten-
sions such as the group lasso (Jacob et al., 2009), fused lasso (Tibshirani
et al., 2005), generalized fused lasso (Viallon et al., 2016), data shared lasso
(Ballout et al., 2020, Ballout and Viallon, 2017, Gross and Tibshirani, 2016,
Ollier and Viallon, 2017), etc., rely on structured sparsity inducing norms,
and can be used when some particular structured sparsity is expected in β∗.
We will here focus on another extension of the lasso, namely the adaptive
lasso (Bu¨hlmann and van De Geer, 2011, Zou, 2006). This refers to a class
of methods where the L1-norm ‖β‖1 =
∑p
j=1 |βj | of the standard lasso is
replaced by a weighted version
∑p
j=1wj |βj |. The weights wj are typically
data-driven, of the form wj = 1/|β˜j |ν , with ν > 0, and where (β˜j)1≤j≤p are
some initial estimates of the model true parameters (β∗j )1≤j≤p. Here, we
will mostly focus on three popular versions of the adaptive lasso: (i) the
original adaptive lasso introduced by Zou (2006), where weights are derived
from Ordinary Least Squares (OLS) estimates; (ii) the version proposed
by Bu¨hlmann and Meier (2008), where weights are computed from lasso
estimates (tuned in a prediction optimal way with the tuning parameter se-
lected by cross-validation; we will get back to this particular point in more
details below); and (iii) the version proposed by Zhang et al. (2008), where
weights are computed from ridge estimates (again, tuned in a prediction op-
timal way). In the rest of this article, the original adaptive lasso introduced
by Zou (2006) will be referred to as the ols-adaptive lasso, the one pro-
posed by Zhang et al. (2008) as ridge-adaptive lasso, while we will refer to
the method described in Bu¨hlmann and Meier (2008) as the one-step lasso,
following their terminology. The popularity of the adaptive lasso can be
explained as follows. First, it can be implemented very easily and efficiently
using algorithms originally developed for the lasso, such as the glmnet R
package (Friedman et al., 2010). Second, it has been shown to usually out-
perform the lasso. For example, in the fixed p case, Zou (2006) established
that the lasso estimates do not enjoy the asymptotic oracle property (in the
sense of Fan and Li (2006)), while the ols-adaptive lasso estimates do un-
der mild conditions on the tuning parameter. Then, in the non-asymptotic
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framework (which especially allows the study of the p n case), conditions
ensuring support recovery are weaker for the one-step lasso than for the
lasso; see, e.g., Corollaries 7.8-7.9 and Section 2.8.3, in Bu¨hlmann and van
De Geer (2011).
However, as for other penalized approaches, the theoretical and empiri-
cal performance of the adaptive lasso critically depends on the value of the
tuning parameter. Its theoretically optimal value involves unknown quan-
tities, such as the variance of the noise under linear regression models, but
also quantities related to the compatibility or irrepresentability condition
(Bu¨hlmann and van De Geer, 2011)). Consequently, the practical selection,
or calibration, of the tuning parameter also has attracted a lot of attention
in the statistical literature (Arlot, 2019, Chen and Chen, 2008, Chichignoud
et al., 2016, Giacobino et al., 2017). A simple and popular strategy relies on
cross-validation (Allen, 1974, Hastie et al., 2009, Stone, 1974). In particular,
the K-fold cross-validation (Geisser, 1975) is implemented in many publicly
available lasso solvers, such as the glmnet R package (Friedman et al., 2010),
for the calibration of the tuning parameter. Moreover, it is the method that
Bu¨hlmann and Meier (2008) recommend for the calibration of the tuning
parameters in the one-step lasso, for both the initial and final estimates (see
below for more details). In the present article, we will describe a defect
of the standard K-fold cross-validation when used to calibrate the tuning
parameter in the ols-adaptive and one-step lasso. We will then present a
simple alternative cross-validation scheme, which rectifies this flaw.
The rest of the article is organized as follows. In section 2, we start with
a brief overview on the principles of the adaptive lasso. Then, we illustrate
the flaw of the standard K-fold cross-validation when used to calibrate the
tuning parameter in the adaptive lasso, and describe one simple solution
to rectify this defect. In Section 4, we present results from a comprehen-
sive simulation study where we empirically establish the superiority of our
proposal over the standard one. Concluding remarks are given in Section 5.
2 The adaptive lasso under the linear regression
model
2.1 Main notation and working model
As above, we will denote the sample size by n, and the number of covariates
by p. For simplicity, we will focus on linear regression models of the form
y = Xβ∗ + ξ, (1)
where y = (y1, . . . , yn)
T ∈ Rn is the response vector, X = (x1, ...,xn)T ∈
Rn×p is the design matrix, β∗ = (β∗1 , ..., β∗p)T ∈ Rp is the p-dimensional
vector of unknown parameters to be estimated, and ξ ∈ Rn is some random
noise. We further denote the support of β∗ by J = {j : β∗j 6= 0}.
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For any positive integer d ≥ 1, and any vector u ∈ Rd, we will denote the
usual Euclidian norm (or L2-norm) by ‖u‖2. Let 0d and 1d be the vectors
of size d with components all equal to 0 and 1 respectively, and let Id be
the d × d identity matrix. For any real matrix M = (M1, . . . ,Md) ∈ Rn×d,
and any subset E ⊆ {1, . . . , d}, let ME be the submatrix composed of the
columns (Mj)j∈E . We will further let |E| denote the cardinality of E.
Finally, for any sample D0 = {yi,xi}i∈I0 , with I0 a given set of integers,
and any estimator βˆ of β∗, we will denote by
Pred.Error(D0, βˆ) =
1
|I0|
∑
i∈I0
(yi − xTi βˆ)2
the prediction error corresponding to βˆ on the sample D0.
2.2 The lasso and adaptive lasso
For any λ ≥ 0, the lasso estimator βˆlasso(λ) (Tibshirani, 1996) is defined as
any minimizer over β ∈ Rp of the penalized criterion
||y −Xβ||22
n
+ λ
p∑
j=1
|βj |. (2)
The tuning parameter λ controls the amount of regularization through the
L1-norm ‖β‖1 =
∑p
j=1 |βj |. In practice, an appropriate value for this param-
eter has to be used to guarantee good statistical performance for βˆlasso(λ),
with respect to both support recovery and prediction accuracy. As men-
tioned above, a popular strategy relies on K-fold cross-validation (Hastie
et al., 2009) whose pseudo-code is recalled in Algorithm 3 in Appendix
A. Let λCV be the value of λ selected by K-fold cross-validation, and let
βˆ
CV
lasso = βˆlasso(λ
CV) denote one solution of (2) with λ set to λCV.
Now, denote by w = (w1, . . . , wp) ∈ Rp≥0 any given vector of non-negative
weights. For any λ ≥ 0, the adaptive lasso estimator βˆada(λ; w) is defined
(Zou, 2006) as any minimizer over β ∈ Rp of the criterion
||y −Xβ||22
n
+ λ
p∑
j=1
wj |βj |. (3)
Of course, the adaptive lasso reduces to the standard lasso for the particular
choice of the weight vector w = 1p: any solution βˆlasso(λ) is also a solution
βˆada(λ; 1p). In practice, the weights are usually set to wj = 1/|β˜j |, with
β˜ = (β˜1, ..., β˜p) an initial estimator of β
∗. If this initial estimator is good
enough, then β˜j is close to 0 for j /∈ J , and less so for j ∈ J : weights
wj are large for j /∈ J , and less so for j ∈ J . Then, components j /∈ J
of the parameter vector are more heavily penalized than the components
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j ∈ J . Various initial estimates can be used to derive the weight vector
w. When p < n, Zou (2006) suggests the use of wOLS = 1/β˜OLS, where
β˜OLS = (X
TX)−1XTy is the OLS estimator. As mentioned above, we will
refer to the corresponding approach as the ols-adaptive lasso. In the fixed
p case, Zou (2006) established the asymptotic oracular property for the ols-
adaptive lasso under mild conditions, according to which the ols-adaptive
lasso is consistent in terms of variable selection (or sparsistent), and the
distribution of (βˆadap,j(λ; wOLS))j∈J is Gaussian with the same expectation
and covariance matrix than that of (XTJXJ)
−1XTJy, the OLS estimator that
would been obtained if J were known in advance. The ols-adaptive lasso
inherits these good properties from the
√
n-consistency of the OLS estimate
β˜OLS in a low-dimensional setting. However, the OLS estimate is less at-
tractive when p > n. In such high-dimensional settings, Zhang et al. (2008)
suggested the use of ridge regression for the computation of the weights
wridge = 1/βˆ
CV
ridge. Here, βˆ
CV
ridge denotes the estimator returned by a ridge
regression with tuning parameter selected by K-fold cross-validation; we re-
call that the ridge regression is a penalized approach similar to the lasso,
but where the L1-norm ‖β‖1 used in the penalty is replaced by the squared
L2-norm ‖β‖22 (Hoerl and Kennard, 1970). In the rest of the article, we will
refer to this particular method as the ridge-adaptive lasso. Alternatively,
Bu¨hlmann and Meier (2008) suggest the use of weights w1−step derived from
βˆ
CV
lasso. This leads to what they refer to as the one-step lasso. Thanks to
the so-called screening property of βˆ
CV
lasso, the one-step lasso has been shown
to be sparsistent under weaker irrepresentability conditions than those re-
quired for the lasso (Bu¨hlmann and van De Geer, 2011). We shall mention
that other choices for the weights have been proposed in the literature: for
example, the use of univariate OLS estimators was suggested by Huang et al.
(2008b).
2.3 K-fold cross-validation for the calibration of the tuning
parameter in the lasso and the adaptive lasso
Several versions of cross-validation have been proposed in the literature,
but the K-fold version is arguably the most popular one in practice (Hastie
et al., 2009). It relies on partitioning the original sample D = (yi,xi)1≤i≤n
into K ≥ 2 balanced folds D(1), . . . , D(K), with D = ∪Kk=1D(k). The cross-
validation then consists of K steps: at each step k, (i) the fold D(k) is used
as an “independent” test sample, while the remaining K − 1 folds D \D(k)
are combined and jointly used as the training sample, (ii) the estimator βˆk
is constructed on the training sample D \D(k), and (iii) its prediction error
Pred.Err(D(k), βˆk) is evaluated on the test sample D
(k). The cross-validated
prediction error is then defined as the average of these K prediction errors:
(1/K)×∑k Pred.Err(D(k), βˆk).
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This cross-validated prediction error can be used to assess the predic-
tive performance of estimators, and to compare the predictive performance
among a set of estimators. In particular, for a given weight vector w ∈ R≥0,
it is commonly used to compare the predictive performance of the set of
estimators (βˆada(λr; w))1≤r≤R, for any given sequence Λ = (λ1, . . . , λR) of
candidate values for the tuning parameter. It can then be used to select
the optimal tuning parameter value, say, λCV(w), and equivalently, the cor-
responding optimal estimator βˆada(λCV(w),w). See the pseudo-code given
in Algorithm 3 in Appendix A for the detailed description of the cross-
validation in this particular setting.
The cross-validated prediction error is known to have some limitations;
see, e.g., Chapter 7 in Hastie et al. (2009). See also Arlot (2008), Arlot
and Celisse (2010). However, it is usually considered to perform reasonably
well in practice, and is therefore still very popular, in particular for the
calibration of the tuning parameter of the lasso and the adaptive lasso. As
mentioned in the Introduction, it is for instance available in packages like
glmnet (Friedman et al., 2010), and it is also the method that Bu¨hlmann
and Meier (2008) used for the selection of the tuning parameter for both
the initial and final estimators in their one-step lasso procedure. However,
we observed a severe defect of K-fold cross-validation in the case of the
adaptive lasso, which, to the best of our knowledge, has been ignored in
the literature so far. Below, we present results from a simple simulation
study, whose main objective is to illustrate (i) the good performance of the
cross-validation when used for the calibration of the tuning parameter in the
lasso, and (ii) its poor performance when applied for the calibration of the
tuning parameter in the adaptive lasso. Results from a more comprehensive
simulation study will be presented in Section 4.
In this first simple synthetic example, we generate one sample D =
(yi,xi)1≤i≤n, made of n = 1, 000 observations under the linear regression
model (1) with p = 1, 000. We first set β∗ = (β∗1 , . . . , β∗p) with β∗j = 0
for all j ≥ 11, and β∗j = ιj0.5 for all j ≤ 10, where ιj is a {−1, 1}-binary
variable, with P(ιj = 1) = 1/2. Then, for each i = 1, . . . , n, we gener-
ate a Gaussian random noise ξi ∼ N(0, 1), a Gaussian vector of covariates
xi = (xi,1, ..., xi,p) ∼ N(0p, Ip), and finally the outcome yi = xTi β∗+ ξi. Ad-
ditionally, we generate one independent test sample D = (yi,xi)n+1≤i≤n+N ,
made of N = 10, 000 observations drawn under the same linear model.
Then, for any particular weight vector w, the glmnet R package is used to
compute the (adaptive) lasso estimator on a data-derived appropriate se-
quence Λ = Λ(D,w) = (λ1(D,w), . . . , λ100(D,w)) of 100 decreasing values
for the tuning parameter (these values are equally spaced on a log-scale, and
are automatically selected by the glmnet and cv.glmnet functions of the
glmnet package), and compute the corresponding cross-validated prediction
error. We further approximate the corresponding “true” prediction errors,
by computing the prediction errors on the independent test set D.
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Given the relatively high-dimensional setting of this first simulation
study, the ols-adaptive lasso is not considered here. Figure 1 presents our
results for the lasso (w = 1p), the one-step lasso (w = w1−step = 1/|βˆCVlasso|),
and the ridge-adaptive lasso (w = 1/|βˆCVridge|). For the latter two, we also es-
timate the cross-validated prediction error using our nested cross-validation
scheme, which we will introduce in the next Section. For comparability,
the x-axis corresponds to the tuning parameter sequence represented as a
fraction of the data-derived maximal value λ1(D,w).
First consider the standard lasso estimator (left panel). In this case,
the cross-validated prediction error does a fairly good job in approximating
the true prediction error on a wide range of λ-values. In particular, the
λ-value at which the cross-validation prediction error is minimized (vertical
dotted red line) is very close to that at which the true prediction error is
minimized (vertical dotted blue line). Moreover, the true prediction error
evaluated at these two λ-values (horizontal dotted red and blue lines, respec-
tively) are indistinguishable on this plot: in this example, the lasso estimator
βˆ
CV
lasso selected by cross-validation is therefore nearly optimal with respect
to prediction error. However, the cross-validated prediction error does not
perform that well for the two versions of the adaptive lasso presented in this
example. In particular, for the one-step lasso, the cross-validated prediction
error constantly decreases as the tuning-parameter decreases, a behavior
that we observed on numerous other simulation designs as well (results not
shown). Then, the λ-value at which the cross-validation prediction error
is minimized (vertical dotted red line) is very different from the one that
minimizes the true prediction error. This suggests that the support of the
one-step lasso estimator might be too large if the tuning parameter is se-
lected via the standard cross-validation (as will be confirmed in the more
comprehensive simulation study presented in Section 4). Moreover, the true
prediction error (estimated on the test sample D) evaluated at these two λ-
values (horizontal dotted red and blue lines, respectively) are quite different:
the one-step-lasso estimator selected by cross-validation is far from optimal
with respect to prediction error on this example. A similar, although less
pronounced, behavior is observed in the case of the ridge-adaptive lasso,
suggesting that standard K-fold cross-validation is not recommended for
the calibration of the tuning parameter of the adaptive lasso. On the other
hand, using our proposed nested scheme, which we will introduce in the
next Section, seems to correct this defect. For both the one-step lasso and
ridge-adaptive lasso, the λ-value at which the corresponding cross-validated
prediction error is minimized (vertical dotted green line) is close to the one
minimizing the true prediction error, and the true prediction error evalu-
ated at this λ-value (horizontal dotted green line) is indistinguishable with
the optimal prediction error: the one-step-lasso and the ridge-adaptive lasso
estimators selected by our proposed nested cross-validation scheme are both
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Figure 1: Comparison between the “true” prediction error (estimated on
a truly independent test set, in blue) and the cross-validated prediction
error (in red), for the lasso (left), the one-step-lasso (middle), and the ridge-
adaptive lasso (right). For the latter two, the cross-validated prediction
error estimated using our nested cross-validation scheme is also presented
(in green). Vertical dotted lines represent the value of the tuning parameter
for which each particular curve is minimized (red: standard cross-validated
prediction error; green: cross-validated prediction error using our proposed
nested scheme; blue: “true” prediction error). Horizontal dotted lines rep-
resent the value of the “true” prediction error for these particular values of
the tuning parameter.
nearly optimal with respect to prediction error on this example.
3 A new cross-validation scheme for the adaptive
lasso
3.1 Additional notation
For any sample of observations, D0 = {yi,xi}i∈I0 , with I0 a given set of
integers, any vector of non-negative weights w, and any non-negative λ, we
let Lasso(D0,w, λ) denote one particular solution of the adaptive lasso (3),
when computed on sample D0 with weights w and tuning parameter λ. For
any positive integer K ≥ 2, let CVLasso(D0,w,K) be an adaptive lasso
estimator computed on D0 with weights w, and with a tuning parameter
set to its optimal value according to the standard K-fold cross-validation.
Simmilarly, nestedCVLasso(D0,w,K) will denote an adaptive lasso estima-
tor computed on D0 with weights w, and with a tuning parameter set to
its optimal value according to our proposed K-fold cross-validation scheme,
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that will be introduced below. In the the presentation of the ridge-adaptive
lasso, we will further use the shorthand CVRidge(D0,K) to denote the ridge
estimator (that will be used to compute the weights in the ridge-adaptive
lasso) computed on D0 with a tuning parameter set to its optimal value
according to the standard K-fold cross-validation.
3.2 Our proposal
We start by giving some intuition about the defect of the standard K-fold
cross-validation when used for the calibration of the tuning parameter in the
adaptive lasso, as described in Section 2.3. Recall that the overall principle
of cross-validation is to mimic “independent” test samples. Then, for the
cross-validation to perform well, at each step k of the K-fold CV the whole
estimation process should be performed on the training sample D \ D(k),
and should not use any information from the test sample D(k). However,
the weights used in the adaptive lasso are derived from initial estimates com-
puted on the entire original sample D. Therefore, considering the estimation
of the adaptive lasso estimator as a whole, it does use information from the
test samples, and the independence of these test samples is not guaranteed.
Our overall proposal for the calibration of the tuning parameter, and
eventually the selection of the optimal adaptive lasso estimator, is described
in Algorithm 1. The only difference with the usual approach lies in Step 2.
Usually, this step consists of Step 2-a, where the standard cross-validation
CVLasso(D,w,K) is used. Our proposal consists in replacing it by Step
2-a’, where our proposed nestedCVLasso(D,w,K), which is detailed in Al-
gorithm 2 in the particular case of the one-step lasso, is used instead. The
key difference between CVLasso (see in Algorithm 3 in Appendix A) and
nestedCVLasso is highlighted in blue in Algorithm 2: at each step k of the
K-fold cross-validation, the weights used in the adaptive lasso are first re-
computed on the “training” sample D\D(k), so that the whole estimation of
the adaptive lasso estimator uses information from the training sample only,
before computing the corresponding prediction error on the “independent
test” sample D(k). In the case of the one-step lasso (or the ridge-adaptive
lasso), this leads to a nested cross-validation scheme. More precisely, an ap-
propriate sequence of candidate λ values for the tuning parameter has first to
be chosen, which typically depends on the weights computed on the whole
original sample (we briefly get back to this point below). Then, at each
step k of the “outer” K-fold cross-validation, one “inner” standard cross-
validation is performed to compute the optimal lasso (or ridge) estimator on
the training sample D \D(k), from which the weights are derived, before the
corresponding adaptive lasso estimator is computed for each of the λ values
of the sequence, and their predictive performance is computed on the test
sample D(k). For each λ value of the sequence, the predictive performance is
then averaged over the K folds. The optimal value for the tuning parameter
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is defined as the value that minimizes this averaged criterion. The optimal
adaptive lasso estimator finally corresponds to the adaptive lasso computed
on D, with weights w also computed on D, and tuning parameter set to this
optimal value.
A first remark is that our proposal involves, as a preliminary step, the
computation of an appropriate sequence of candidate tuning parameters on
the entire original sample, and based on the weights w that are also com-
puted on the entire original sample. In other words, our claim above that,
with our proposal, the whole estimation process is independent from the
test samples was actually overstated. However, it is not clear how to cor-
rect this slight violation of the independence of the test samples. Moreover,
results from our simulation study suggest that this violation seems to be of
no practical consequence.
We shall further stress that when applied in the case of the ols-adaptive
lasso, our proposal cannot be seen as a nested cross-validation anymore.
Indeed, in this case, there is no inner cross-validation needed to compute
the optimal OLS estimator on the training sample at each step of the cross-
validation (since the OLS does not rely on any hyper-parameter to be opti-
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mized).
Algorithm 1: Cross-validation for the adaptive lasso. Version (i) of
step (1-a) corresponds to the one-step lasso, while version (ii) corre-
sponds to the ols-adaptive Lasso, and version (iii) to the ridge-adaptive
lasso. The usual approach corresponds to the algorithm ran with Step
(2-a), while we propose to use Step (2-a’) instead, which is further
detailed in Algorithm 2.
Data: Sample: D = {yi,xi}ni=1, Version of the adaptive lasso,
Number of folds: K
Result: βˆ
CV
ada
Step 1: Computation of the initial estimates and weights;
(1-a) Initial estimates: either (i), (ii) or (iii) below, depending on the
considered version of the adaptive lasso ;
(i): β˜ = CVLasso(D,1p) /* one-step lasso */
(ii): β˜ = OLS(D) /* ols-adaptive lasso */
(iii): β˜ = CVRidge(D,1p) /* ridge-adaptive Lasso */
(1-b) Weights;
w = 1/|β˜|;
Step 2: Computation of the final estimates;
(2-a) βˆ
CV
ada(w) = CVLasso(D,w,K);
(2-a’) βˆ
CV
ada(w) = nestedCVLasso(D,w,K);
Algorithm 2: Our proposed K-fold cross-validation scheme (nested-
CVLasso) for the calibration of the tuning parameter of the adaptive
lasso: the case of the one-step lasso.
Data: Sample: D = {yi,xi}ni=1, Weights: w, Number of folds: K
Result: βˆ
nCV
ada (w) = βˆada(λ
nCV ,w, D)
Computation of a sequence Λ := Λ(D,w) = (λ1, . . . , λR);
Division of D into K folds: D = ∪Kk=1D(k);
for k ∈ {1, . . . ,K} do
/* Computation of the weights on D \D(k) */
β˜
(k)
= CVLasso(D \D(k),1p,K);
wk = 1/|β˜(k)|;
for r ∈ {1, . . . , R} do
βˆr,k = Lasso(D \D(k),wk, λr);
Er,k = Pred.Error(D
(k), βˆr,k);
end
end
r∗ = argminr
{∑K
k=1Er,k
}
;
λnCV = λr∗ ;
βˆ
nCV
ada (w) = Lasso(D,w, λ
nCV );
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4 Simulation study
We now present results from a comprehensive simulation study, which ex-
tends the simple one presented in Section 2.3. As before, we generate a
sample D = (yi,xi)1≤i≤n, made of n = 1, 000 observations drawn under
the linear regression model (1). Here, we make the number of covariates p
vary in {100, 500, 1000}, and the number of relevant covariates p0 vary in
{10, 50}. We randomly select the support J of β∗, with |J | = p0. Then,
we set β∗j = 0 for all j /∈ J , and β∗j = ιjβ, for all j ≤ 10, where ιj is a
{−1, 1}-binary variable, with P(ιj = 1) = 1/2. As for the signal strength β,
we make it vary in {1/4, 1/2, 1, 3/2}. Then, for each i = 1, . . . , n, we gener-
ate a Gaussian random noise ξi ∼ N(0, 1), a Gaussian vector of covariates
xi = (xi,1, ..., xi,p) ∼ N(0p, Ip), and finally the outcome yi = xTi β∗+ ξi. Ad-
ditionally, we generate one independent test sample D = (yi,xi)n+1≤i≤n+N ,
made of N = 10, 000 observations drawn under the same linear model. For
each combination of values for the parameters (p, p0, β), this process is repli-
cated 50 times, to compute averages of the evaluation criteria we consider
(see below).
We consider the one-step lasso and the ridge-adaptive lasso as before,
as well as the ols-adaptive lasso in the case p = 100. For each method,
the optimal adaptive lasso estimator is computed following either the stan-
dard 10-fold cross-validation (Algorithm 1 with Step 2-a: we will refer to
these estimators as the one-step lasso CV, the ridge-adaptive lasso CV, and
the ols-adaptive lasso CV respectively) or our proposed 10-fold “nested”
cross-validation scheme (Algorithm 1 with Step 2-a’: we will refer to these
estimators as the one-step lasso nested CV, the ridge-adaptive lasso nested
CV, and the ols-adaptive lasso nested CV, respectively). For comparison, re-
sults from the lasso estimator, with tuning parameter selected via standard
10-fold cross-validation (see Algorithm 3 in Appendix A: we will refer to
this estimator as the lasso CV) are presented. Functions from the glmnet
R package are used to compute these different estimators. We evaluate
both the (signed) support accuracy and the prediction error attached to
each estimator βˆ. More precisely, the signed support accuracy is defined
as {∑pj=1 1I(sign(β∗j ) = sign(βˆj))}/p, where 1I is the indicator function, and
sign the sign function, that is sign(x) = +1 if x > 0, sign(x) = −1 if x < 0,
and sign(x) = 0 if x = 0. As for the prediction error, we simply com-
pute Pred.Err(D, βˆ), as before. These two criteria are averaged over the 50
replications we consider for each combination of values for the parameters
(p, p0, β).
Figure 2 presents the results. First, they illustrate that the adaptive lasso
usually outperforms the lasso, in terms of prediction error and support accu-
racy. Second, focusing on the adaptive lasso estimators, they also illustrate
that our proposal yields better estimates than the standard K-fold cross-
validation, in terms of both prediction error and support accuracy. This
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Figure 2: Results of the simulation study. Solid lines represent the averaged
criteria, while dashed lines represent the associated 95% confidence intervals.
is particularly true for low signal strength, and large dimensionality (num-
ber of covariates p and/or cardinality p0 of the support J of β
∗), where,
for example, the one-step lasso CV is typically outperformed by the lasso
CV in terms of prediction error, and does not outperform it much in terms
of support accuracy, while one-step lasso nested CV exhibits substantially
higher support accuracy and lower prediction error.
5 Discussion-Conclusion
In this article, we described a defect of the standard K-fold cross-validation
when applied for the calibration of the tuning parameter in the adaptive
lasso, with emphasis on the ols-adaptive and ridge-adaptive lasso, as well as
the one-step lasso. We further proposed a simple alternative which corrects
this defects.
Although we focused on theK-fold cross-validation, other cross-validation
schemes (Arlot and Celisse, 2010) likely suffer from a similar defect, in which
case our proposal could easily be extended to these other cross-validation
schemes. In addition, we here considered the adaptive lasso under linear
regression models for simplicity, we expect similar defects for the standard
cross-validation, as well as improvements when applying appropriate exten-
sion of our proposal, for extensions of the adaptive lasso (e.g., the adaptive
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generalized fused lasso (Viallon et al., 2016), the adaptive data shared lasso
(Ballout et al., 2020, Gross and Tibshirani, 2016, Ollier and Viallon, 2017)),
and under other regression models (e.g., generalized linear models, Cox pro-
portional hazard models).
All our empirical results can easily be replicated using our R scripts avail-
able on https://github.com/NadimBLT/AdapGlmnet-NestedCv. In partic-
ular the cv.adaptive.lasso function returns the optimal adaptive lasso
estimator, with tuning parameter selected via our “nested” cross-validated
scheme, in the case of the ols-adaptive lasso, the ridge-adaptive lasso and
the one-step lasso.
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A Pseudo-code of the standard K-fold cross-validation
for the calibration of the tuning parameter in
the (adaptive) lasso
The pseudo-code detailed in Algorithm 3 below describes the function CVLasso:
when applied to the sample D = {yi,xi}ni=1, with weights w and number of
folds K, it produces the CV-optimal adaptive Lasso estimator βˆ
CV
ada(w) =
βˆada(λ
CV,w), with tuning parameter λCV set to its value minimizing the
K-fold cross-validated prediction error.
Algorithm 3: The standard K-fold cross-validation
CVLasso(D,w,K) for the calibration of the tuning parameter
in the lasso and adaptive lasso
Data: Sample: D = {yi,xi}ni=1, Weights: w, Number of folds: K
Result: βˆ
CV
ada(w)
Computation of a sequence Λ := Λ(D,w) = (λ1, . . . , λR);
Division of D into K folds: D = ∪Kk=1{Dk};
for k ∈ {1, . . . ,K} do
for r ∈ {1, . . . , R} do
βˆr,k = Lasso(D \Dk,w, λr);
Er,k = Pred.Error(Dk, βˆr,k);
end
end
r∗ = argminr
{∑K
k=1Er,k
}
;
λCV = λr∗ ;
βˆ
CV
ada(w) = βˆada(λ
CV,w);
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