A formalism is presented for modelling the evolutionary dynamics of a population of gene sequences. The formalism was originally developed for describing genetic algorithms. In this paper the formalism is elaborated by considering the evolution of an ensemble of populations. This allows the evolution to be modelled more accurately. To illustrate the formalism the problem of a population of gene sequences evolving in a multiplicative tness landscape is considered. A comparison with simulations is made and shows very good agreement. More complicated problems have already been investigated including sexual recombination and evolution in a multi-valleyed tness landscape. These results will be brie y reviewed.
Introduction

The formalism
In this paper we present a formalism for calculating the evolutionary dynamics of a population of gene sequences. The population evolves through a series of selection steps followed by modi cations of the gene sequence. The tness of each member of the population is assumed to be a function only of the gene sequence. Being able to understand this class of problems is a prerequisite for understanding many of the outstanding problems in population genetics. Although much insight can be gained from simulations a quantitative theory is clearly desirable. In this paper we present such a formalism. The formalism was rst developed to describe the dynamics of a genetic algorithm (Pr ugel- Shapiro et al., 1994 ; Pr ugel- Bennett & Shapiro, 1995; Rattray, 1996) . Here we develop the formalism further by considering the evolution of an ensemble of populations rather than just a single population. This provides a more coherent framework as well as being more accurate and giving additional information about the evolution. The formalism is similar in its structure to statistical mechanics. In this introduction we pursue this analogue. In the subsequent sections we show how the formalism can be used to derive quantitative equations for the evolution of a population evolving in a multiplicative tness landscape.
The evolution of a single population can be regarded as a trajectory in the phase space of all possible sets of gene sequences. In order to simplify the discussion we will consider only populations of a xed size. We denote this by P. We will also assume the genes are binary and have a xed length N. In this case the phase space is a P N dimensional hyper-cube. A population corresponds to a single point in the phase space. The evolution operators, selection, mutation, sexual recombination, etc. act on the population causing it to move in the phase space. This move will be stochastic, re ecting the stochastic nature of the evolution operators. Furthermore, selection and sexual recombination will cause a highly non-local move in the phase space. In principle the evolution could be described by a set of deterministic master equations for the probability density for the di erent sets of sequences. Although it is possible to write down the e ects of the various evolution operators formally (Vose & Liepins, 1991; Nix & Vose 1991) , the high dimensionality and the extremely complicated move-set makes this approach intractable for realistic problems.
As an alternative approach we have proposed a formalism whereby the dynamics is described in terms of a few macroscopic variables. For example, we have used the rst few cumulants of the distribution of \ tnesses" in the population (Pr ugel- ; Pr ugel- Bennett & Shapiro, 1995) with the possible addition of the average correlation within the population (Rattray, 1996; Rattray, 1996a) . For each small region in the space of the macroscopic variables there will be a large number of possible points in the phase space of all sets of sequences. Thus, we are e ectively integrating out all but a few degrees of freedom. In our previous description (Pr ugel- ; Pr ugel- Bennett & Shapiro, 1995) we considered the evolution in terms of a single trajectory in the space of macroscopic variables. In this paper we describe the evolution in terms of the time development of an (non-interacting) ensemble of populations. The ensemble can be regarded as a probability density for a population to be at a particular point in the space de ned by the macroscopic variables. This provides a more coherent framework as we can incorporate the stochastic nature of the evolution. It is more accurate because the stochastic uctuations produce systematic corrections to the selection operator. Furthermore we obtain information about the expected spread of the nal outcome. To describe the evolution of the ensemble we introduce a set of ensemble variables, for example, the ensemble average of the rst few cumulants and their covariances. Unlike the macroscopic variables the ensemble variables are properties of the ensemble and not of a particular population.
To use this formalism it is necessary to calculate how the ensemble variables evolve under the various evolution operators. To do this we calculate how an arbitrary set of gene sequences is changed by the evolution operators and then average over all possible sets of gene sequences weighted by their probability of occurring. The drawback of this approach is that to know the correct weights for each set of gene sequences we may need an in nite set of ensemble variables. This is true, for example, in selection where we need to know the precise form of the distribution of tnesses. To make the approach tractable we must use a nite set of ensemble variables. However, making this truncation may result in wrongly weighting some populations and thus we obtain only an approximate solution. This approximation may be improved either by modelling the unknown information more accurately, for example, by using maximum entropy techniques, or else by increasing the set of ensemble variables. A challenge presented by this approach is to nd a compact set of ensemble variables which accurately describes the ensemble. Finding such a set may require trial and error, but, as a bonus, if we succeed, we have learned what are the important macroscopic variables in determining the evolution of a population. In practice we have found that we can achieve good agreement between our model and simulations with only a few ensemble variables.
An example: the multiplicative tness landscape
As an illustration of this approach we consider a population of binary gene sequences which undergo selection and mutation only. It is not, however, the aim of this paper to provide a full analysis of this problem, which has been discussed at length in the literature (see, for example, Woodcock & Higgs, 1995) . We denote the gene sequence by a vector S = (S 1 ; S 2 ; : : :; S N ) of (Ising) variables S i 2 f?1; 1g where = 1, : : :, P labels the di erent members of the population. The genes can thus occur in only one of two alleles; a good one, S i = 1, or a bad one, S i = ?1. We assign a tness measure, F , to each sequenceS de ned as F = N X i=1 S i = N + ? N ? (1.1) where N + and N ? are the number of good and bad genes respectively (of course, N + + N ? = N). To perform selection we assign a weight, w (which is the true tness), to each member of the population and draw (with replacement) P new members from the old population with a probability p = w = P w . The weight is assumed to be equal to the Boltzmann factor 1 w = e F : (1.2) Selection is controlled by the parameter : if = 0 then each member of the population is drawn with the same probability; if is in nite then only the ttest member of the population is selected. In mutation each gene S i is mutated with a probability .
Starting from a set of random gene sequences the selection operator will favour those sequences with more good alleles. Mutation will at rst allow the population to explore the space of sequences, so that the average tness of the population initially increases. Eventually, the number of good alleles will so outweigh the number of bad alleles that mutation is much more likely to be detrimental and cannot be su ciently compensated for by selection for the mean tness to continue to increase. When this happens the population settles into an equilibrium. Because the selection weight (or true tness) is an exponential of an additive tness measure it can be written as a product of weights, exp( S i ), for each gene. Thus this model is just that for a population of gene sequences evolving in a multiplicative tness landscape. In the genetic algorithm literature this model is called ones-counting or ones-max since the tness measure is a function of N + the number of ones in the sequence. We will also discuss the limit of long gene sequences N ! 1. This is analogous to taking the thermodynamic limit in statistical mechanics. This limit includes Muller's ratchet as a special case.
Our formalism has been applied to populations evolving in environments described by more elaborate tness measures (for example, where the genes have di erent e cacies or depend on each other) and including recombination (Pr ugel- Bennett & Shapiro, 1995; Rattray, 1996; Rattray, 1996a) . To keep the discussion simple we will consider here only the simple model described above. However, in section 5, we will brie y review the results we have obtained previously.
Computing the evolution
For this problem the evolution depends only on the distribution of tnesses in the populations. Although this is always true for selection it is not generally true for mutation. We will use the cumulants, n , of the distribution of tnesses, (F), as our macroscopic variables | here and elsewhere we will use the term tness distribution to refer to the distribution of tness measures F rather than the true tnesses w = exp(F ). The rst cumulant describes the mean tness in the population, the second cumulant describes the variance in the tnesses while the higher order cumulants measure how much the distribution di ers from a Gaussian. The third and forth cumulants are related to the skewness and kurtosis. Possible ensemble variables to describe the ensemble of populations are the average of the rst few cumulants n and the covariances in the cumulants, v n;m = hh n m ii ? hh n ii hh m ii (1.3) where hh ii denotes the average over the ensemble of populations. However, it is more convenient to use a related set of ensemble variables namely the average cumulants and covariances for an ensemble of in nite population distributions.
For any distribution of tnesses, 1 (F) say, we can generate a nite population by randomly choosing P member from the distribution 1 (F). Doing this many times we can generate an ensemble of distributions. The average cumulants for the ensemble are related to, but di erent from, those of 1 (F). Denoting the cumulants of 1 (F) by K n then the average cumulants for the ensemble generated from 1 (F) are 1 = K 1 , a representation for the true ensemble. The covariances for the true ensemble are again simply related to the cumulants and covariances of the ensemble for the in nite population distribution. Denoting the covariances for the in nite population distribution by V n;m we nd, v 1;1 = V 1;1 + K 2 =P, v 1;2 = (1 ? 1=P) (V 1;2 + K 3 =P), etc. Details are given in appendix A. There are restriction on what ensembles can be modelled this way, for example v 1;1 2 =P, however, for the problem we consider here these restrictions are never violated. The advantage of using the \in nite population" ensemble is that the members of the population are chosen independently. This representation is analogous to using a canonical ensemble in statistical mechanics rather than a microcanonical ensemble. We will use the average cumulants K n and covariances V n;m for the in nite population ensemble as ensemble variables. It should be stressed that using f K n ; V n;m g as ensemble variables is entirely equivalent to using f n ; v n;m g and is only done for calculational convenience. It does not imply that we are using an in nite population approximation.
To re-iterate our strategy we model the evolution of a population by considering how an ensemble of populations evolve. The ensemble at a particular generation t can be described by a probability density P(f n g; t) in the space of macroscopic variables. We illustrate the evolution schematically in gure 1. To parameterize the evolution we take the average of the rst few cumulants for the in nite population ensemble and their covariances. The problem of describing the evolution is to calculate the (deterministic) evolution equations for the ensemble variables. Denoting the set of ensemble variables at generation t by (t) then the change in the ensemble variables from one generation to the next can be calculated in stages as where the superscripts m and s denotes the ensemble variables after mutation and selection respectively.
To calculate how the ensemble variables evolve we consider what happens to an arbitrary set of gene sequences under the operation of selection or mutation. We then average over all sets of gene sequences weighted by their probability of being in the ensemble. In doing so we must parameterize the probability density for the ensemble, P(fK n g; t), in some way. For example we could assume that the ensemble is adequately described by a multi-variant Gaussian distribution. Averaging over the ensemble we obtain a set of non-linear equations relating the ensemble variables after applying an evolution operator to the ensemble variables before. Iterating these equation starting from an ensemble consisting of random sequences we obtain a model of the full evolution.
We will take as our ensemble variables the set = f K n ; V l;m g, where n = 1, : : :, n c and l+m n c . In gure 2 we show an example of the predictions for the evolution of six of the ensemble variables using n c = 6 together with simulation results. The parameters for the population were P = 100, N = 100, = 0:01 and = 4=N. The theory is seen to agree very well with the simulations. Using less ensemble variables we obtain similar results except for a small discrepancy between the theory and simulations for the higher cumulants, particularly near to the onset of equilibrium at around 7 generations. These discrepancies become more pronounced for lower mutation rates and eventually the equations become unstable and do not correctly predict the long term evolution. This is a consequence of using a truncated cumulant expansion. We give a fuller discussion of the results to section 4.
Outline of paper
In the next section we will describe selection. In the rst part of this section we discuss how selection changes the average cumulants in the ensemble | this has been described before in (Pr ugel- . In section 2.2 we discuss how selection changes the covariances of the cumulants. In section 3 we will describe the mutation operator. In section 4.1 we describe how we use the calculations of the previous two sections to model the full evolution, as illustrated in gure 2. In section 4.2 we describe the limit of in nite long sequences. In section 5 we discuss the results of this paper and related them to the results obtained elsewhere using this approach. Finite population corrections and implementational details are given in the appendices.
Selection 2.1 The average cumulants after selection
We consider a selection mechanism where each member of the population is assigned a weight (the reproductive tness) w = w(F ) depending on its tness measure, F . A new population is created by drawing members from the old population with a probability p = w = P w . The draws are performed independently and the chosen member is replaced so that it can be selected again. We will mainly consider the case when the members of the population are weighted by a Boltzmann factor w = exp( F ), although many other choices can be used . Selection is non-trivial for nite populations as it causes the population to correlate. This reduces the width of the population faster than otherwise expected. Although this correlation will be small in large populations it accumulates over generations and signi cantly reduces the e ciency with which the population explores the phase space of possible gene sequences.
To understand selection we will rst consider what happens to the rst couple of cumulants. Suppose we have a population consisting of P members and we select a new population also consisting of P members. If we denote the number of times an individual is selected by n then the rst two cumulants after selection will be given by
The probability of a particular draw,ñ = (n 1 ; n 2 ; : : : ; n P ), is given by the multinomial probability distribution
Averaging equations (2.1) over all possible outcomes we nd
where we have used hn i = P p ; hn n i = P (P ? 1) p p ;
The factor P 2 = (1 ? 1=P) in the expression for s 2 arises because there are P members in the new population. To nd the cumulants for the in nite population distribution we use the relationship K 1 = 1 and K 2 = 2 =P 2 , see appendix A. Assuming that the F 's are drawn from an in nite population ensemble we can treat them as independent. This allows us to average them independently over a distribution 1 
and hh ii denotes the average over the ensemble.
To calculate all the cumulants after selection we can use the generating function
where the trace denotes the sum over all possible ways of doing the selection. The average cumulants after selection are given by the derivatives of the generating function, n = G (n) 1 (0). This formula simpli es if we wish to nd the cumulants for the in nite population after selection since, when we select an in nite population, n = P p = P w P w . Expanding the logarithm log P w e z F P P w
and noting that the second term does not depend on z so can be dropped, we obtain the generating function for the average cumulants of the in nite population
where K n = G 1 (n) 1 (0). We are e ectively breaking up the selection operation into two pieces; we rst select an in nite population with the weighting factor w(F ), and then we select P members at random from the in nite population. It is easy to check the rst two derivatives of G 1 1 (z) give the same results as equation (2.4). When we select in proportion to the Boltzmann factor, equation (1.2) (2.9) where the average cumulants after selection are now given by K n = G 1 (n) 1 ( ). For simplicity in the following discussion we will use the generating function given in equation (2.9) although the generalization to equation (2.8) is straightforward.
To calculate the e ect of selection we can use a trick due to Derrida (Derrida, 1981) (2.12) These two integrals can be performed numerically to obtain the cumulants after selection. This is described in appendix B.
We can also nd an expansion in 1=P for cumulants after selection provided p K 2 remains su ciently small. For the system studied in this paper this expansion is valid.
To perform this expansion we rst expand the exponential in equation (2.12) in a power series in t exp( F). This allows the integral over F to be performed. Re-exponentiating the leading term in t and performing the integral over t we obtain
where we have dropped constant terms and terms of order 1=P 2 , and wherê
Putting this into equation (2.13) we obtain
We have obtained a generating function for the average cumulants after selection starting from a given set of cumulants. To calculate how the set of cumulants for an ensemble evolve we need to average over all members in the ensemble. To do this we must choose some parameterization of the probability density for the ensemble. Here we will model the ensemble as a multi-variant Gaussian distribution
where n c is the number of cumulants we choose to keep. In using this form of distribution we are making assumptions about the higher cumulants. This may lead to systematic errors in which case we may need to include other ensemble variables to describe the ensemble distribution more precisely | the cost of this is more work on our part. Alternatively we may try to model the ensemble distribution using physical arguments. Thus, for example, the distribution of K 2 could be modelled by a gamma distribution to re ect the fact that K 2 is a sum of squares of residuals (see appendix B). However, in practice we have found that using the distribution (2. + : (2.19) Even when there is no selection (i. e. = 0) the variance is reduced by 1?1=P because, by chance, some members of the population are selected more than others. As the selection strength increases the variance is reduced. To obtain the full dependence of K s 2 on one needs to use the exact equations for G 1 1 ( ) and perform the integrals numerically. This is discussed in section 2 of Pr ugel-Bennett & Shapiro, 1994. The variances is also e ected by the higher cumulants. The third cumulant becomes negative ( K s 2 will be a monotonically decreasing function of so its derivative, K s 3 , will always be negative). This will then reduce K s 2 even more. For small the direct e ect of the ensemble covariances are small for the rst few cumulants, however, even for = 0 the fourth cumulant evolves as K s (2.20) thus uctuations (here V 2;2 ) caused by the stochastic nature of the operators produce important corrections in the evolution of the higher cumulants for nite populations. These corrections eventually e ect the estimates for the evolution of the lower cumulants because of the coupling between the cumulants. The covariances of the ensemble e ect the average cumulants because selection depends non-linearly on the cumulants in the population. This is not true of mutation and sexual recombination where we obtain linear relationships between the cumulants before and after the applying the operators. and V s n;m = G 1(n;m) 2 ( ; ). The covariances after selection can also be computed by numerical integration. In this case it is more e cient to use a slightly modi ed representation. The implementational details are again discussed in appendix B
The covariances after selection
We can also obtain an expansion in 1=P for V s n;m provided p K 2 is su ciently small. These together with the equations for the average cumulants after selection provide a set of equations relating the ensemble variables before and after selection. Note that the covariances V 1;n e ect only themselves but do not in uence the evolution of the other ensemble variables. Nevertheless as they are quantities of interest we keep them as ensemble variables.
Mutation
We consider a mutation mechanism in which each gene is mutated with a probability S i = ?F : (3. 3)
The rst cumulant of an in nite population distribution is just the rst cumulant itself, n;m = ? n+m V n;m . This simple result arises because for mutation on an in nite population there are no uctuations. If we had used the cumulants n for the nite population distribution as ensemble variables then we would have found additional terms contributing to v n;m as we would expect.
These equations are exact for all mutation rates. We see that, for this problem, selection only depends on the cumulants and not on the details of the sequence. This is not typical, but we might have anticipated that this would be the case here as the change in tness due to mutation depends only on the tness of the gene sequence and not on the sequence itself.
Modelling the Full Evolution 4.1 Solving the full dynamics
We assume that our initial population consists of random sequences such that each gene is 1 with equal probability. Averaging over the two possible alleles we could choose we nd that hS i i = 0 (but, of course, (S i ) 2 = 1) from which it is straightforward to calculate the average cumulants for the initial population. All the odd cumulants are zero while To model the full dynamics we apply the evolution operators to the current set of ensemble variables to obtain a new set. Applying rst the selection operator and then the mutation operator we can nd how the ensemble variables change from one generation to the next. Starting from the initial set of ensemble variables we can calculate the full evolution. In the calculation we evolve the ensemble variables K n and V n;m and convert them to n and v n;m , using the formulae given in appendix A, to compare with the measured results form simulations. The details of the simulation are discussed in appendix C. An example of the full dynamics was given in gure 2 in the introduction.
For small mutation rates the equations we obtain are actually unstable and do not correctly predict the long time evolution of the population. This results from using a truncated set of ensemble variables. Mutation suppresses the higher cumulants and covariances by a power of ? = 1 ? 2 . However, if ? becomes very close to one this suppression is reduced and the higher cumulants and covariances become important in determining the long time dynamics. An example of the breakdown in the predictions of the evolution is given below ( gures 3). This breakdown is a consequence of the structure of the equations for selection. Each cumulant is strongly coupled to the cumulant of one higher order (see equations (2.18) and (2.19)). The e ect of this higher cumulant is to reduce the cumulant below it. Thus by truncating the cumulant expansion we introduce an instability into the equations. Sexual recombination signi cantly reduces the higher cumulants so ironically populations which undergo sexual recombination are often simpler to model.
The N ! 1 limit
In statistical mechanics it is often convenient to take the limit of an in nite size system (the thermodynamic limit) as the behaviour of large systems is usually similar up to a trivial rescaling and small nite size corrections. Often the problem also simpli es in this limit. For the case of evolving population of gene sequences we can also consider the limit of long sequences, N ! 1. The meaningful ensemble variable is then the rescaled rst cumulant k 1 = K 1 =N. However, we must use a mutation rate of order 1 (rather than N) otherwise in the limit N ! 1 there could be no bene cial uctuations (mutation would reduce all the tnesses in the population by ? = 1 ? 2 ). We will therefore consider mutation rates = g=N, where g is the average number of genes that are mutated per sequence. The change in the tness due to mutation will be given by The case when k 1 = 1 (i. e. starting from a population of perfect gene sequences) is known as Muller's ratchet (Muller, 1964) because the average tness of the population decreases in spite of selection. It has received considerable attention as it provides a possible explanation for the emergence of sexual reproduction and the demise of asexual mutants (Kondrashov 1988 , Maynard Smith & Nee 1990 ). It has also inspired considerable theoretical interested (see, for example, Nowak & Schuster (1989), Charlesworth et al 1993 Higgs & Woodcock, 1995) although its relevance to real populations is questionable as it seems highly unlikely that the tness of a population would ever signi cantly exceed its equilibrium value. The large N limit is a case where the predictions from the formalism break down (since the mutation rate per gene, , goes to zero). An illustration of this is given in gure 3 where we show the predicted evolution of 2 for a population of size P = 100, with g = 4, = 0:005 and k 1 = 1 (Muller's ratchet) for di erent sets of ensemble variables. We use the notation 2 n c ] to denote the prediction for 2 using a set of ensemble variables which includes the rst n c cumulants and the covariances V n;m with n + m n c . The initial prediction is very good but after some time the predictions diverge away from the actual behaviour. Increasing the number of ensemble variables prolongs the time before this divergence. Taking the average of the predictions using the two largest number of ensemble variables we obtain a reasonable approximation to the true dynamics. The diverging solution is a result of using a truncated set of ensemble variables. If we ignore uctuations altogether (i. e. by setting V n;m = 0) we can obtain a set of dynamical equations for the evolution of the average cumulants which provide a reasonable approximation to the true dynamics. This is illustrated in gure 4 which shows the predicted evolution of the rst four cumulants for Muller's ratchet with P = 100, g = 4 and = 0:01. The rst seven cumulants where used as ensemble variables. Using fewer ensemble variables gave rise to signi cant errors in the estimate of the dynamics. The discrepancy between the theory and simulations for the higher cumulants presumably arises because of ignoring uctuations. Including uctuations gives a more accurate short term prediction of the behaviour before the diverging behaviour sets in.
Clearly it is desirable to nd a better method for dealing with this instability. The examples above illustrate the typical behaviour of a population of in nitely long gene sequences. After some transient period the average tness of the population changes at some constant average rate depending on k 1 and the mutation rate. As the mutation rate is of order 1 the change in k 1 will be in nitesimal for nite time in the limit N ! 1.
Thus we must also rescale the time (i. e. = t=N) in order to obtain meaningful results. A typical quantity we might be interested in is the rescaled rate of change in tness dk 1 = d which will be equal to the average rate of change of the mean tness d K 1 = dt after any transience (assuming the transience does not scale like N) | there are uctuations in K 1 but these only grow as p t so dk 1 = d is well de ned. We illustrate this in gure 5 where we show dk 1 = d versus k 1 for P = 100, = 0:01 and g = 4, measured from simulations. The equilibrium tness for the distribution occurs when dk 1 = d = 0. For the example shown this occurs around k 1 = 0:29. We also show dk 1 = d measured for nite systems starting from an initial population with k 1 = 1. For gene sequences consisting of around 1 000 or more genes the nite size corrections are almost negligible.
The behaviour discussed above does not describe the initial transient behaviour. A random population will typically have a variance proportional to N and the increase in the average tness due to selection will be of order p N (i. e. the width of the distribution of tnesses). Thus to describe the transient behaviour in the limit of in nitely long genes would require a di erent scaling of the time.
A second possible limit to consider is the in nite population limit. However, the e ect of selection on a nite population is to introduce additional correlations in the population. These correlations build up over time so even when the nite population corrections are small from one generation to the next they are very important in determining the long time evolution. Whether there exists a non-trivial scaling which allows this limit to be taken meaningfully remains an open question.
Discussion
We have presented a new formalism for modelling the dynamics of evolving populations. As an illustration of its use we have considered the classic problem of a population evolving in a multiplicative tness landscape. We have also considered the limiting case of in nitely long gene sequences. This includes as a special case Muller's ratchet. The formalism provides, for the rst time, a satisfactory model of the full dynamics in these problems. However, the formalism is not restricted to this class of problems. In the context of genetic algorithms we have already studied evolution in more complicated tness landscapes and involving sexual recombination. Below we brie y review some of this work which is relevant to biology.
In this paper we have studied only selection and mutation operators acting on the population. It is also possible to study sexual recombination within this formalism (Pr ugel- Bennett & Shapiro, 1995; Rattray, 1996; Rattray, 1996a) . For example, we can consider the case when we generate a population of 2P members and combine them in pairs to produce P \children". The simplest form of recombination we can consider is to choose, with a probability a, an allele from one parent and otherwise choose the allele from the other parent. Repeating this for each gene in the sequence. The e ect of sexual recombination can be calculated using a similar calculation to mutation (section 5, Pr ugel- Bennett & Shapiro, 1995 The higher cumulants depend in a more complicated way on the correlations between the gene sequences and the tnesses of the gene sequences. The calculation for the evolution with recombination is consequently more complicated than that for just selection and mutation as we need to know additional information about the correlation of the gene sequences. This information is not available from a knowledge of the cumulants alone. We can try to estimate the correlation from a maximum entropy argument (section 4, Pr ugel- Bennett & Shapiro, 1995) . The validity of such arguments can be checked directly by comparing against simulations. In the problems considered in Pr ugel-Bennett & Shapiro, 1995 the second cumulant was found to be close to P 2 N (1 ? q) so the second cumulant was not signi cantly altered by sexual recombination, however, the higher cumulants were substantially reduced. A more direct approach is to keep the average correlation as an ensemble variable. This was carried through in Rattray, 1996 and has subsequently been improved upon (Rattray, 1996a ).
In the example we discussed in this paper each gene contributed equally to the tness. A closely related but slightly more sophisticated model is one in which each gene has a di erent importance
The J i 's measure the contribution of each gene to the tness. This model has been studied in (Pr ugel-Bennett & Shapiro, 1995) where it was called the random-eld paramagnet. Even with this simple modi cation the analysis becomes more complicated because mutation depends on the con guration of the gene sequences. To solve this problem we again used a maximum entropy approach. Another related but richer model is the \spin-glass chain"
This can be thought of as a model in which the genes depend on one another. The e cacy of a gene now depends on its two neighbouring genes in the sequence. In this problem there are typically many local minima to single mutations. That is there are many gene sequences for which mutation of any single gene is deleterious and yet the gene sequence is not optimal. For this model the sexual recombination operator described above typically causes a large loss of tness. A more e ective form of sexual recombination is to swap all the genes after some randomly chosen point in the sequence. This causes considerably less disruption although it produces a less e cient mixing of the genes in the population and consequently reduces the higher cumulants less. This model has also been studied in (Pr ugel- Bennett & Shapiro, 1995) , although the treatment required many approximations. We have also shown that in some classes of problems with localminima using sexual recombination can allow the population to explore the space of gene sequences much more e ciently than mutation alone . We believe the approach to modelling evolving populations outlined in this paper can provide a useful tool for understanding subtle biological e ects. A few of these we are beginning to explore. An example of this is the role of noise in selection (Rattray, 1996b) . In real populations there will be some random element determining which individuals survive. These e ects are quite subtle to see in simulations, however, they are relatively easily modelled within this approach and give a new understanding of their role in evolution.
To understand qualitatively the dynamics of evolving populations we have also studied a model dynamics obtained by simplifying the equations for the full evolution (Pr ugel- Bennett & Shapiro, 1995) . This allows the evolution to be solved in closed form and provides some further insight into how the various evolution operators work together.
The formalism presented in this paper can provide a very accurate description of evolving populations. By working in the space of macroscopic variables rather than the full phase space we can describe the ensemble using a compact probability measure. This was a crucial step in making this approach tractable. This formalism is still being developed and there remains many open questions. For example, what are the best set of ensemble variables to use. This is particularly pertinent as we have seen that using a truncated cumulant expansion leads to unstable evolution equations for low mutation rates. We have only started to apply this approach to questions in biology. There remains a large number of open questions and problems which we believe this formalism can help to address.
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A The In nite Population Distribution
Given a distribution 1 (F) with cumulants K n we can ask what are the average cumulants, n , and covariances v n;m for the ensemble of populations generated by drawing P members from the distribution 1 (F) in all possible ways. These are simple to compute.
Denoting the average over all possible draws by h i 1 then the rst two cumulants are 1 We now consider an ensemble, P(fK n g), of distribution 1 (F) with average cumulants K n and covariances V n;m . We wish to nd the average cumulants, n , and covariances, v n;m , for the ensemble of true distributions | these are what we would measure by averaging over many simulations. They can be found by averaging over the expressions we obtained for the single distribution. The covariances pick up a term proportional to the covariance of the in nite population ensemble. The only subtlety arises in averaging 4 where we have used the fact that the sums over decouple. In the last line h i signi es the average over a single distribution 1 (F), not a product of distributions. To calculate K s 1 we rst perform the average over 1 (F) for a given set of cumulants, f K n g, and a given t. We then average over t and nally average over the ensemble P(f K n g). To perform the average over the distribution we need to approximate it in some way. A convenient approximation to the distribution is the function where u n (x) are proportional to the Hermite polynomials. They are de ned by u 0 (x) = 1, u 1 (x) = x and u n (x) = 1 n (x u n?1 (x) ? u n?2 (x)):
(B.5)
The rst few polynomials are u 2 (x) = ( In this case we obtain a term ( P w ) 2 in the denominator. We can again use the identity (B.2) with n = 2 now to decouple the sums over di erent members of the population. Again we can make the change of variables F 0 = F ? K 1 , but now we obtain a term hhK 1 To calculate the e ect of selection for the rst few cumulants many similar integrals need to be performed. These can be done e ciently in parallel. This can be achieved simply either by using Gaussian quadrature or by treating the integrals as solutions to a set of (uncoupled) di erential equations.
C Simulations
To perform numerical simulations of this problem we need only know the tnesses of the members of the population and not the gene sequences. We initialize the tnesses to N ? 2 N;1=2 where n;p is a binomial deviate distributed according to P( n;p = m) = n m p m (1 ? p) n?m : 
