Abstract-Online predictive modeling of streaming data is a key task for big data analytics. In this paper, a novel approach for efficient online learning of regression trees is proposed, which continuously updates, rather than retrains, the tree as more labeled data become available. A conformal predictor outputs prediction sets instead of point predictions; which for regression translates into prediction intervals. The key property of a conformal predictor is that it is always valid, i.e., the error rate, on novel data, is bounded by a preset significance level. Here, we suggest applying Mondrian conformal prediction on top of the resulting models, in order to obtain regression trees where not only the tree, but also each and every rule, corresponding to a path from the root node to a leaf, is valid. Using Mondrian conformal prediction, it becomes possible to analyze and explore the different rules separately, knowing that their accuracy, in the long run, will not be below the preset significance level. An empirical investigation, using 17 publicly available data sets, confirms that the resulting rules are independently valid, but also shows that the prediction intervals are smaller, on average, than when only the global model is required to be valid. All-in-all, the suggested method provides a data miner or a decision maker with highly informative predictive models of streaming data.
I. INTRODUCTION
In a data stream, the instances represent an ordered sequence and typically arrive so rapidly that it is not possible to store them for future inspection and analysis. With this in mind, the modeling and analysis of streaming data is said to be performed online. Often, the task is to predict target values for new instances in the data stream, based on previous labeled instances in the stream. Such online predictive modeling of streaming data is an important tool for efficient mining of big data.
This paper focuses on the very common situation where an initial predictive model is built offline from existing labeled data, but the predictions must be performed online as new instances arrive, i.e., it is only the test set that is actually streaming. In this scenario, since retraining models is a very expensive operation, especially for techniques like Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs), it is often crucial to be able to continuously update a predictive model as more labeled instances become available.
In many real-world scenarios, predictive models need to be interpretable, i.e., it should be possible for humans to, at the very least, understand the logic behind individual predictions. One example is when it must be possible to verify the predictions for legal or safety reasons [1] . But it has also been argued that interpretable models increase user acceptance, see e.g. [2] and [3] . To obtain interpretable models, most data miners will use either tree models or rule sets. Naturally, a tree model can be trivially converted into a rule set; each path from the root node to a leaf becomes a separate rule. Consequently, a data miner or decision maker can inspect the entire model to discover and analyze the overall relationships present in the data, but also use individual rules to explain the reasoning behind specific predictions. For online modeling, it should be noted that when interpretable models are required, we would typically also like the models to be at least fairly stable. It would be very hard to inspect and analyze constantly shifting models, even if they are all transparent. A stable, but still accurate, model for online prediction is, on the other hand, a very good tool for both explaining predictions and discovering relationships in the streaming data.
In predictive modeling, it is often vital to be able to estimate how accurate a model will be before applying it to test data. This becomes even more important when an interpretable model is used not only for prediction but also as a tool for exploration and explanation. Simply put, we would like to be able to quantify the confidence we have in the model, or ultimately, in individual predictions. In this study, we will use the conformal prediction (CP) framework [4] for this purpose. CP produces prediction sets instead of point predictions. For regression, which is the focus of this study, a prediction set is simply a prediction interval. All conformal predictors are valid, i.e., given a significance level ∈ (0, 1), the prediction regions will contain the true target value with a probability of at least . Until now, CP has mainly been applied on a global (model) level. In the studied scenario, however, it would be valuable to obtain performance guarantees for each and every rule, not just for the overall model. In that case, a decision maker would have access to a number of rules for inspection and analysis, where each rule has a guaranteed error bound. In this paper, we suggest and evaluate an approach, based on CP in the online scenario, making this possible.
The main contributions of the paper are: 1) A straightforward but very efficient way of updating, instead of retraining, regression tree models as more labeled data become available. 2) A novel way of using the conformal prediction framework, resulting in guaranteed error bounds for individual rules in regression trees. 3) An extensive empirical investigation, comparing online updating of regression trees, with and without guarantees on each individual leaf (rule), to retraining trees from scratch.
In the next section, we provide a brief introduction to the conformal prediction framework, introducing the basic concepts and definitions. In Section III, the proposed approaches to online updating of regression trees with local and global performance guarantees are presented, together with the setup of the empirical investigation. Following that, the actual results are presented in Section IV. The relation to previous work is discussed in Section V, and finally, in Section VI, we summarize the main findings and point out directions for future research.
II. CONFORMAL PREDICTION
The CP framework [4] is a tool for associating the predictions of a classification or regression model with a measure of their confidence. Whereas typical predictive models output point predictions, a conformal predictor outputs a prediction region, i.e., a set of class labels or a real-valued interval, for each test pattern. Given a predefined significance level , each such prediction region contains the true target of the corresponding test pattern with probability 1 − .
To produce such confidence predictions, a conformal predictor relies on a nonconformity function -a function A(x, y, Z) → R that measures the strangeness (the nonconformity) of an example (x, y) compared to a multiset of examples Z. The nonconformity function A is applied to a set of training examples (x 1 , y 1 ), ..., (x k , y k ), to obtain a set of nonconformity scores α 1 , ..., α k , as well as to a tentatively labeled test example (x k+1 ,ỹ) to obtain a nonconformity score αỹ k+1 . Using a form of hypothesis testing, αỹ k+1 is compared to α 1 , ..., α k to discern whether or notỹ is likely to be the correct label for x, and thus whether or not it should be included in the prediction region. This process is repeated for each possible outputỹ ∈ Y, and the final prediction region contains the true target y k+1 with probability 1 − .
Although A can be any real-valued function [4] , it is typically based on the error (or some other property) of a traditional machine learning model, called the underlying model, h, of the conformal predictor. Nonconformity is thus measured as A(x, y, h), where h represents a generalization of Z (the training data). For a regression problem, nonconformity can, for instance, be defined as the absolute error [5] or the signed error [6] of a regression model. The motivation behind this kind of nonconformity function is that the stranger an example is (i.e., the more atypical it is with regard to the training data of h), the more likely it is that h will make a larger error in its prediction of the example's output.
There are two major categories of conformal predictors: transductive conformal predictors (TCP) [4] and inductive conformal predictors (ICP) [7] . In TCP, the nonconformity of an example (x i , y i ) is measured in relation to the multiset (x 1 , y 1 ), ..., (x k+1 ,ỹ), and predictions are made according to the following scheme:
4) If pỹ k+1 ≤ , rejectỹ from the prediction region of x k+1 , otherwise include it 5) Repeat steps 1-4 for eachỹ ∈ Y Hence, in TCP, the underlying model h needs to be retrained once for every new test pattern and every possible output value, rendering it computationally expensive. In ICP, only part of the training data is used to train h, while the remainder of the training data is used to calibrate the conformal predictor. This effectively leads to an inductive confidence predictor that only needs to be trained once: 1) Divide the training set Z into two subsets Z t (the proper training set) and Z c (the calibration set) 2) Train h on Z t 3) Measure the nonconformity α i of (x i , y i ) ∈ Z c as A(x i , y i , h) When making confidence predictions with an ICP, the underlying model does not need to be retrained; instead αỹ k+1 is computed from the already-trained model h, and pỹ k+1 is calculated using the precomputed nonconformity scores
1) Measure the nonconformity of (x k+1 ,ỹ) as A(x k+1 ,ỹ, h) 2) Calculate the p-value for (x k+1 ,ỹ) as
3) If pỹ k+1 ≤ , rejectỹ from the prediction region of x k+1 , otherwise include it 4) Repeat steps 1-3 for eachỹ ∈ Y In regression, since not allỹ ∈ Y can be explicitly tested, αỹ k+1 is implicitly measured based on the minimal nonrejectable p-value; that is, if nonconformity is defined as the absolute error of h,
and predictions are to be made with confidence , then exactly a fraction of the calibration examples should have an absolute error nonconformity score larger than αỹ k+1 . Hence, αỹ k+1 is assumed to be equal to α , where α is the (1 − )-percentile absolute error of h on the calibration set. The prediction for x k+1 is then formulated aŝ
It should be noted that for inductive conformal regression the calibration set must be sufficiently sized for the chosen significance level. More specifically, since one particular calibration instance is used to determine the interval width, there must be enough calibration instances to allow a partition into an appropriate number of subsets. Thus, = 0.9 requires ten calibration instances, = 0.95 requires 20 calibration instances and = 0.99 requires 100 calibration instances.
Although the confidence measures provided by a conformal predictor are valid in the long run, i.e., given a set of n confidence predictions, approximately n(1 − ) will be correct, a basic conformal predictor does not guarantee that its errors are evenly distributed. Some patterns exhibiting a particular characteristic might be more or less difficult to predict, thus making it more or less likely for the conformal predictor to make an erroneous prediction. Mondrian conformal predictors (MCP) [4] are able to provide a stronger guarantee of validity than such basic conformal predictors. By conditioning the confidence predictions on some characteristic of a test pattern, an MCP can provide confidence measures in a category-wise manner. If, for instance, an MCP classifier is conditioned on a per-class basis, its validity will apply not only for the full test set, but also for each of the classes separately; that is, a classconditioned MCP will not make a disproportionately large (or small) amount of errors on examples belonging to a particular class. Similarly, an MCP can be conditioned on some input characteristic(s), so that errors are distributed proportionately amongst some set of subcategories within the input space.
To convert a TCP model to a MTCP model, (1) simply needs to be redefined as
where Z κ ⊆ Z, given by some condition(s) κ. The conversion of an ICP into an MICP is analogous in (2).
III. METHOD
In this section, the suggested algorithms are first presented, with emphasis on explaining how the different guarantees are provided by the conformal prediction framework. After that, the experimentation is described in detail.
A. Online updating of conformal regression trees
Two novel interpretable online regression models, based on CART [8] and ICP are evaluated in this paper. The first, Global Online Inductive Conformal Predictor (G-OICP), is an online-updated regression tree that leverages the conformal prediction framework to provide confidence predictions. In G-OICP, a standard regression tree ICP is first constructed, i.e., only part of the initially available training data is used to train a CART model, while the remainder of the training data is used to calibrate the ICP. As G-OICP operates in the online setting, the true labels of already predicted test examples are revealed and incorporated into the model. However, rather than retraining the entire regression tree, only the leaves of the tree are updated. That is, once the true target of a test instance x k+n is revealed, the leaf, l k+n , of the decision tree that predicted the output of x k+n is updated with y k+n . After updating l k+n , the nonconformity scores of the calibration set are recomputed before predicting the output of the next test pattern.
The second model, Local Online Inductive Conformal Predictor (L-OICP), is also incremented online after each x k+n by updating l k+n with y k+n . However, L-OICP is defined as a rule-conditioned Mondrian conformal predictor. This means that each leaf l in the decision tree represents a separate Mondrian category κ l , given by the chain of conditions on the path from the root of the tree to l. As such, L-OICP is able to guarantee the validity of each separate leaf (derived rule) in the tree. Both OICP variants use the absolute error nonconformity function (3).
B. Experimental setup
All experiments were performed in MatLab, in particular using the Statistics toolbox. The regression trees used are built using the MatLab version of CART, called rtree. All parameter values, with the exception of MinLeaf, were left at the default vales. MinLeaf is the minimum number of leaf node observations from the training set, ensuring that in a trained regression tree, each leaf covers at least MinLeaf instances. Thus, MinLeaf will have a direct impact on the overall sizes of the resulting trees. In addition, it should be noted that the parameter MinLeaf will affect L-OICP and G-OICP differently. Since L-OICP uses a separate calibration set for each leaf, it is important that these sets are large enough to provide well-calibrated non-conformity scores. When the calibration set is not sufficiently large to support the significance level, which in this study may occur for L-OICP using the lower MinLeaf values and a very high significance level, this was handled by setting that particular prediction interval to the entire range. G-OICP, on the other hand, uses a global set of non-conformity scores, so there is no need to reduce the number of leaves just to obtain accurate calibrations. Still, it is important to keep in mind that smaller models are inherently more comprehensible, which is an important consideration in most projects where interpretable models were chosen in the first place. In the experimentation, reasonable but not optimized values for MinLeaf were used for the different approaches.
For the actual evaluation, each data set was randomly divided into three parts; the training set (30%), the initial calibration set (20%) and the streaming test set (50%). When multiple runs were used, the partition was performed separately for each run, and the tabulated results were averaged over all runs. Before the experimentation, all target values were normalized to [0, 1], in order to obtain more readable comparisons across data sets. With this scaling, the size of a prediction interval, of course, expresses the fraction of the target range covered by the interval.
In the experiments, 17 publicly available medium-sized data sets are used, ranging from approximately 4000 to 9500 instances. All data sets are from the UCI [9] , Delve [10] or KEEL [11] repositories. The data sets are described in Table I below, where #inst. is the number of instances and #attrib. is the number of input attributes. The three different experiments are described below:
The purpose of this experiment is to further explain the suggested approach and to demonstrate how the different setups operate. Here, we use the Puma8fm data set, and 2457 of the 8192 instances were used to build the regression tree. Another 1638 were used for the initial calibration and the final 4097 were used as a streaming test set. As mentioned above, a key parameter is MinLeaf, which determines the number of training instances that must fall into each leaf. Naturally, the larger MinLeaf is, the smaller the resulting tree. For this demonstration, MinLeaf was set to 299, i.e., all leaves must include at least 299 training instances. The reason for this very high value is that it will result in quite compact trees that can be easily inspected and analyzed. The downside is, of course, that the predictive performance may suffer.
Experiment 2: Here, we evaluate the suggested L-OICP and G-OICP approaches on a number of data sets and using different significance levels. In this experiment, we first show that both approaches produce empirically valid models. In particular, validity must apply for individual rules in conformal regressors generated using L-OICP. The two approaches are contrasted by looking at how the errors are distributed over the different leaves (rules) in the trees. For this analysis, we use the standard deviation of the individual error rates over all leaves. In addition, the informativeness of the different approaches is evaluated by comparing (average) interval sizes. Finally, the effect of different MinLeaf parameter values is investigated.
Experiment 3:
In this final experiment, the suggested approaches are compared to a batch-incremental scheme where the predictive model is frequently retrained. This setup starts with the same induced tree as the other two, but after every five test instances, a new model is built using all available data. Of the five new training instances, three are added to the training set, and the remaining two to the calibration set. Here, the predictive performance and the informativeness of the resulting models are compared. The overall purpose of this experiment is to investigate how much, if any, accuracy that is lost by updating and recalibrating instead of retraining the model.
IV. RESULTS
First, we take a very detailed look at the results from Experiment 1, where L-OICP and G-OICP were applied to just one fold of the Puma8fm data set. Fig. 1 below shows the induced regression tree for this specific fold. In this tree, there are only five splits altogether, and only two (out of eight possible) input variables are actually used. There are six leaves, with output values ranging from 0.146 to 0.883. As described in the method section, all output values were normalized to the interval [0.0 − 1.0], so the possible outputs cover most of the target range. Interestingly enough, even though the tree is very small, it is still fairly accurate. In fact, if this regression tree is applied to the test set (in batch mode), the root-mean-square-error (RMSE) is as low as 0.1248 and the correlation coefficient is as high as r=0.89. In Fig. 2 below, we see the error distribution which shows that a large majority of all the errors are actually rather small. When generating a conformal tree regressor using separate calibrations sets for each leaf, the error rate is bounded not on the model level, but for each leaf. This will result in intervals of different sizes, i.e., more narrow intervals for easier parts of the feature space and wider intervals for harder parts. Obviously, the higher the significance level, the larger the intervals. The reason is that for G-OICP, the error bound is on the model level, i.e., for some leaves the error rate will be above the significance level, and for some leaves it will be below. Looking at Fig. 5 below, which shows the cumulative error rates over the streaming test set for the different leaves in the G-OICP model, this is confirmed. For one leaf, the cumulative error rate is over 0.2, but for others it is below 0.05. So, with the G-OICP setup, all guarantees are on the model level, i.e., we know that the probability for a test set error is always 1− , but we can not say anything about individual leaves (rules) in the tree. For L-OICP, however, the error rate for each leaf is, in the long run, i.e., disregarding statistical fluctuations, bounded by 1 − . This is clearly demonstrated in Fig. 6 below, where we see that the individual error rates for all the leaves are quite similar, and indeed appear to converge towards the significance level 1 − = 0.1. This is an important result, since it means that each leaf (rule) now can be inspected and analysed in isolation. Using L-OICP, we know that the probability for a test set error is 1 − , for each leaf. Retraining models during online learning is of course often too expensive. When using a (local) inductive conformal prediction on top of a regression tree in an online setting, we do not rebuild the model but update the predictions and recalibrate when correct test targets become available. Using this very efficient method, we expect to lose some predictive performance compared to retraining the model. This is further analyzed in Experiment 2, below. If there is no concept drift, which is the case in this study since we use artificial streaming data based on folding schemes, the models should improve, i.e., the intervals should become smaller, over time, as we see more instances. Fig. 7 below shows the interval sizes, as a function of the number of streaming test instances processed. Here, the overall picture is that most intervals become slightly smaller, even if they appear to be rather well-calibrated to start with. Table II below shows detailed results for every leaf and the different significance levels. In the table, the leaves from Fig. 3 and Fig. 4 are numbered in a breadth-first fashion. We see that for G-OICP, all leaves have the same interval size, but for L-OICP there are both narrow and wide intervals. Overall, the error rates for L-OICP are quite close to the different significance levels, for each and every leaf. Finally, we see that most intervals become slightly smaller as the model encounters more streaming test instances, as seen by the differences in interval sizes at Start and End. Table III below, finally, shows results for the models. Here, Err. is the overall error rate, Dev. is the standard deviation of the individual error rates over all leaves and Size is the average interval size over all streaming test instances. Since empirical error rates are very close to the significance levels, it is obvious that both setups produce valid conformal predictors. The main result is, however, the difference in Dev. between the two setups. Using L-OICP, we expect each leaf (rule) to be valid in itself, so it is reassuring to see that the error rate is indeed consistent over the different leaves. In addition, for this particular data set, setting and fold, L-OICP also produced tighter, i.e., more informative intervals. In summary, Experiment 1 has showed how regression trees and inductive conformal prediction can be used for predictive modeling of streaming data. The main purpose was to introduce, demonstrate and reason about the novel setup L-OICP. The key property of L-OICP is the ability to provide guarantees (error bounds) for parts of the model (here leaves/rules), making it much easier to inspect the regression tree and further analyse the underlying relationships. This should be compared to standard inductive conformal prediction (here called G-OICP) where the guarantee is only global, i.e., for the entire model.
Turning to Experiment 2, where we evaluate the suggested approaches on a number of data sets and using different significance levels, we start by fixing the significance level to = 0.9 and investigate the effect of the MinLeaf parameter. Table IV below shows error rates and error deviations for both L-OICP and G-OICP, using different MinLeaf values. First of all, it should be noted that both approaches are empirically valid for all MinLeaf parameter values. They are also generally well-calibrated, even if there is a tendency to be overly conservative for smaller MinLeaf values. Looking at the error deviations, we can confirm that L-OICP operates as expected, i.e., the error rate is very consistent over all leaves. For G-OICP, on the other hand, the deviations are high, indicating that while some leaves are more accurate than the significance level, other leaves are less accurate. As expected, the larger the parameter MinLeaf is, the smaller the deviations. In order to compare how informative and comprehensible the different models are, Table V below shows interval widths and model sizes for the two approaches, using different MinLeaf values. Starting with model sizes, the results are as expected; the smaller the MinLeaf value, the larger the trees. Still, it must be noted that there is a huge difference in comprehensibility between the different approaches. It would be very hard for a human to inspect and analyze regression trees with hundreds of nodes. Looking at the interval widths, remembering that this is the most important criterion when comparing approaches guaranteeing bounded error rates, we see that L-OICP often produces comparable, or even smaller, intervals than G-OICP. As a matter of fact, a ranking of the different approaches shows that L-OICP, using a MinLeaf value of 59, produced the most informative models. This is a very important result, since it shows that we do not need to sacrifice model performance in order to obtain the local guarantees provided by L-OICP. Actually, even the very compact trees produced by L-OICP using a MinLeaf value of 199 obtained prediction intervals only slightly larger than the competing setups. Finally, an outright comparison between L-OICP and G-OICP when using the same parameter value for MinLeaf (59), i.e., starting from the same induced tree, confirms that the models with the local guarantee also are clearly more informative. Table VI below shows aggregated results over all data sets and at different significance levels for the two approaches using different values for the parameter MinLeaf. Again, we see that the results indicate that all setups are empirically valid, and rather well calibrated. Most importantly, as seen from the error deviations, L-OICP provides error bounds for each leaf/rule. Looking at how informative the approaches are, we see that for = 0.8, = 0.9, and = 0.95, the resulting intervals cover approximately 20%, 30% and 40% respectively, of the range. When the significance level is very high ( = 0.99), the intervals become quite large, especially for L-OICP. This is partly due to an insufficient number of calibration instances, which was, as described in the Method section, handled by setting the corresponding interval sizes to a maximum value. An outright comparison of how informative the different approaches are, based on interval widths, shows that the local approach is as efficient as the global approach. In fact, for all significance levels except = 0.99, the smallest intervals are obtained using L-OICP with MinLeaf=59. Summarizing Experiment 2, the main result is that the suggested L-OICP approach is able to provide guarantees (error bounds) for individual leaves (rules) without sacrificing global efficiency. The parameter MinLeaf is very important, but the effect of changes in the parameter value is obvious; lowering MinLeaf will result in larger trees. L-OICP benefits from using (much) higher MinLeaf values than what is normally used when inducing regression trees. The reason is the need for a sufficiently sized local calibration set. But, obtaining more compact trees is also an important goal in itself, since the overall purpose of choosing a modeling technique producing interpretable models is normally to provide the opportunity for human inspection and analysis. With this in mind, we think that the parameter values used here for MinLeaf, i.e., between 9 and 59 for G-OICP and between 59 and 199 for G-OICP, are reasonable choices for moderately sized data sets, and the particular scenario studied here, i.e., modeling streaming data using interpretable models. For truly large data sets, MinLeaf could be set (substantially) higher. In practice, MinLeaf would probably be optimized for individual data sets by using some kind of cross-validation scheme, or the trees would be built using pruning.
The aggregated results from Experiment 3 are presented in Table VII below. Here, the two approaches updating the regression tree are compared to an approach training a new regression tree after every five streaming test instances. Interestingly enough, as can be seen from the RMSE and correlation coefficient results, the very efficient method of updating the predictions but leaving the splits intact, does not reduce the accuracy, compared to retraining the entire tree. In fact, G-OICP with a MinLeaf setting of 9 is actually the most accurate setup on each and every data set. Looking at the error rates, we see that using retraining will lead to the most wellcalibrated models. Despite this, using model retraining does not produce significantly more informative models i.e., the prediction intervals are generally not smaller than when using model updating. Finally, it must be noted that when using model retraining, there is of course not one but several models used for the actual prediction, making it very hard to use the predictive modeling to obtain insights about the underlying relationship. One major difference between the local and global calibration approaches is that the former produces trees where the leaves represent prediction intervals of different sizes while the latter leads to uniformly sized prediction intervals. The most important difference between the approaches, however, is that the validity guarantee applies to each and every leaf (rule) in the tree when performing the calibration locally (as done by L-OICP), while this is not true when performing the calibration globally (as done by G-OICP), which also was illustrated by the experiments.
In addition to the above theoretical properties, the main empirical findings are: 1) When using regression trees for streaming predictive modeling, the very efficient procedure of updating the predictions but leaving the tree structure (the splits) intact, did not reduce the accuracy or the informativeness, compared to frequently retraining the tree from scratch. 2) The prediction intervals from local calibration were generally smaller than the corresponding intervals associated with globally calibrated models.
V. RELATED WORK
In analysis and modeling of streaming data using regression trees, the two fundamental approaches are batch model building, which is essentially normal regression tree induction, using a set training data to build a static model, and incremental model building, where a dynamic model is maintained by incorporating new instances as they arrive in the data stream. Since the batch learning scheme requires that the entire set of training instances is available, this approach is limited by memory and time constraints [12] . Incremental approaches, on the other hand, face the problem of dealing with continuous, and potentially computationally expensive, updates to the regression tree model. Recently, the hybrid approach of batch-incremental model building, where the model is updated using batches of new instances, typically using a sliding window, has become the most common approach [13] .
Several algorithms exist for producing regression trees in an incremental fashion. Existing strategies typically address the issues of limiting computational cost and memory consumption required for producing and maintaining the model. This is achieved by considering streaming examples only once, while detecting and adapting to changes in the data stream.
The Hoeffding bound, as utilized in the VFDT algorithm [14] , is a common component in tree induction for streaming classification and regression data [12] , [14] - [16] , which provides bounds on the probability of selecting an inappropriate split criterion in an internal node after observing only a subset of all examples. It has recently been pointed out that McDiarmid's inequality is better suited than the Hoeffding inequality for bounding the error of early splitting in the tree induction algorithm [17] , but the consequences for streaming learning algorithms remain the same. It should be noted that in contrast to the approach proposed in this paper, the previous approaches may revise the structure of the generated tree as novel data is observed. In principle, this means that these methods may be more effective than the proposed method, if an appropriate structure cannot be identified using the initial batch of data that is utilized by the latter. On the other hand, the previous approaches do not provide any performance guarantees similar to the ones that follow from the adoption of the conformal prediction framework.
One specific property of data streams, which has attracted a lot of research, is detecting and handling concept drift [18] . For handling data stream changes, the CVFDT algorithm [15] introduced the notion of growing alternate subtrees at internal splits found to be inconsistent due to no longer passing the Hoeffding test. Once such an alternate subtree is found to be more accurate than the original subtree, the latter is replaced with the more recent one. The FIRT and FIMT algorithms [12] for incremental regression and model trees adopt the same strategy, while the SAIRT algorithm [19] utilizes a scheme that, unlike the Hoeffding test, does not require any a priori parameters. Option Hoeffding trees [20] and the ORTO algorithm [16] expand on the concept of growing subtrees, by letting multiple alternative subtrees exist simultaneously in the decision tree. These so-called option nodes reduce the number of examples needed to make a split in a node where the Hoeffding test is inconclusive (multiple split criteria appear appropriate), and increase the overall generalization performance of the full tree by averaging the prediction for an example over multiple subtrees. It should be noted that the conformal prediction framework requires that the data is exchangeable, i.e., if a concept drift is present, the conformal predictors will no longer be valid. The proposed approach is hence not suited for directly handling such situations. However, the framework can very well be used for detecting that a concept drift has occurred, e.g., if the predictions are found to be invalid, suggesting that retraining should take place.
When using tree models for regression, leaf node representation can either be very simple point predictions, i.e. single values, or consist of an entire (linear) regression model, with the resulting representation being called a model tree. Point prediction regression tree models have the intrinsic property of producing easily interpretable leaf nodes, but depend heavily on the exact formulation of the split criterion to obtain high accuracy. Predictive performance can be enhanced by using model trees, but these are, naturally, harder to interpret. A further option, aimed at providing improved predictive performance, but retaining interpretability [21] , is to use prediction intervals in the leaf nodes of the regression tree.
To the best of our knowledge, no algorithm employing interval predictions use incoming test instances from the stream to improve prediction quality by dynamically adjusting the intervals. The idea of using new samples based on the same underlying distribution to improve prediction accuracy is, however, a component of the Adaptive Model Tree (AMT) algorithm by Zimmer et al. [22] . In AMT, the updates can be quite extensive, affecting not only the leaf node model, but all splits along the path to that leaf, thus sacrificing tree stability in order to utilize the extra information from new examples.
In addition, there are a number of studies on conformal prediction for regression, using, for instance, ridge regression [23] , ANNs [24] and random forests [25] . Conformal prediction has also been successfully used in a number of applications where confidence in the predictions is of concern, including prediction of space weather parameters [26] , estimation of software project effort [27] , early diagnostics of ovarian and breast cancers [28] and diagnosis of acute abdominal pain [29] .
VI. CONCLUDING REMARKS
We have in this paper introduced and evaluated a novel method for online prediction where models need to be interpretable. A key component of the suggested approach is the continual refinement of predicted values from models. This updating, as performed here, is a very efficient operation, compared to model retraining, which is often too computationally costly for online scenarios. In the empirical investigation, it could be observed that the results obtained by updating indeed were comparable to those obtained for retraining. Another advantage is that the resulting models are fairly stable since only the predictions (or the prediction intervals), but not the structure, are modified. This is important when models are used for exploration or explanation, which is often the case when interpretable models are chosen.
In addition, we have suggested using Mondrian conformal prediction, where each leaf in the tree is considered to be a separate category, on top of regression trees. The result is that the prediction intervals of a regression tree will have different sizes, depending on how hard or easy prediction is in that part of the feature space. Most importantly, each and every rule will be independently valid, making it possible to analyse and explore rules separately. In practice, the Mondrian conformal predictor is accomplished by using different calibration sets for each leaf. The empirical results support the claim about valid rules, and also show that the conformal predictors are rather well-calibrated, especially for more compact trees, with relatively few leaves. Finally, the results also show that the prediction intervals produced using the local (Mondrian) setting are smaller, on average, than the corresponding intervals of a regression tree using just one, global, calibration set. The added local guarantees are therefore not gained from a decrease in global informativeness.
Regarding future work, it should be noted that the suggested use of Mondrian conformal prediction, where the categories consist of parts of a predictive model and the purpose is to produce independently valid sub-models, is not restricted to regression trees and online learning. As a matter of fact, it could readily be applied to batch learning and, for instance, rule set learning; thus producing ordered or unordered rule sets where each rule is independently valid. Additional directions for future work include investigating extensions of the approach to allow for efficient restructuring of the trees and handling of concept drift.
