A taxonomy of covariance structure models for representing multitrait-multimethod data is presented. Us 
Investigating the construct validity of psychological measures is an involved process, requiring the collation of evidence from a variety of types of studies. In the article that standardized the use of the term &dquo;construct validity,&dquo; Cronbach and Meehl (1955) enumerated types of research that would contribute to the construct validity of a measure. One of these types of study involves verifying that a measure correlates highly with other variables that purportedly measure the same construct.
To the extent that such correlations are found, measures display convergent validity. Perhaps the most elegant form of such study utilizes the multitraitmultimethod matrix proposed by Campbell and Fiske (1959) , in which correlations are computed among measures of two or more traits gathered using two or more methods of measurement. Use of the multitrait-multimethod matrix leads to an important criterion, beyond those stated by Cronbach and R4eehl (1955) (1959) , though rather straightforward to follow, do have a number of shortcomings, as noted by several authors (e.g., Althauser & Heberlein, 1970; Bagozzi, 1978;  Kenny, 1976 Baker, 1978 Baker, , 1979 , developments to date have been rather limited. For example, the statistical tests derived by Hubert and Baker (1978) are not sensitive to the particular pattern of correlations among traits, though Hubert and (1959) criteria, and have proposed alternative approaches to evaluating multitrait-multimethod data. Some developed one-step (Jackson, 1969 (Jackson, , 1971 ; but see Conger, 1971) or two-step (Golding & Seidman, 1974; Jackson, 1975 ; but see Golding, 1977 , Jackson, 1977 component analytic approaches to identifying trait and method factors. Others have applied structural equation modeling procedures to multitrait-multimethod data. Of the latter, some proposed procedures have been path analytic in nature or conception (Althauser, 1974 ; Althauser & Heberlein, 1970; Althauser, Heberlein, & Scott, 1971; Alevin, 1974; Werts & Linn, 1970) , others have been based on confirmatory factor analysis (Bagozzi, 1978 (Bagozzi, , 1980 Boruch & Wolins, 1970; Joreskog, 1971 Joreskog, , 1974  Kalleberg & Kluegel, 1975; Kenny, 1976; Lee, 1980; Marsh & Hocevar, 1983; Schmitt, 1978; Schmitt, Coyle, & Saari, 1977; Schmitt & Saari, 1978; Schwarzer, 1982) , while still others employed direct product models (Bentler & Lee, 1979; Browne, 1984) .
Although many contributions have been made to the modeling of multitrait-multimethod data, a unified and comprehensive strategy for testing structural models for such data has never been developed. The current state of the literature is perhaps best exemplified by Schmitt (1978) and Bagozzi (1978) , the most extensive presentations in the literature of structural equation modeling of multitrait-multimethod data. Schmitt and Bagozzi each analyzed the same two multitrait-multimethod matrices, which came from studies published by Ostrom (1969) and Kothandapani (1971) . Al- though they analyzed the same data and used very similar confirmatory factor analytic approaches, Schmitt and Bagozzi arrived at contradictory conclusions regarding the two multitrait-multimethod matrices: Schmitt stated that the Kothandapani matrix evidenced a greater degree of convergent and discriminant validity than did the Ostrom matrix, whereas Bagozzi claimed that the Ostrom matrix was the one showing the clearer, stronger pattern of convergent and discriminant validity. These contradictory conclusions, coupled with the presence of a number of calculational errors in Schmitt (1978) and several invalid interpretations of model comparisons by Bagozzi (1978) , prompted the present attempt to standardize the fitting of structural models to multitrait-multimethod data.
The aim of the present paper is to describe a general procedure for specifying and testing a hierarchically nested set of models for multitrait-multimethod data. Within the proposed approach, it is a simple matter to formulate and interpret tests of the degree of convergent and of discriminant validity shown by a set of measures, as well as to estimate the amount of method variance in the measures. Applying the proposed approach to the Ostrom (1969) and Kothandapani (1971) (1969, 1971) (Duncan, 1975; Kenny, 1979 Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ the expectation that the set of models in Table 1 will be sufficient for most research applications.
However, a researcher should entertain alternative models not included in the taxonomy in Table 1 if the researcher's theory or the data, in particular research applications, so dictate.
The third feature of the taxonomy in Table 1 that should be noted is that the models stop short of estimating parameters in 4D,,, which contains correlations among trait and method factors. Constraining ~MT to be a null matrix leads to orthogonality of the trait and method factor spaces, a condition that was considered highly desirable by Jackson (1975) Kalleberg & Kluegel, 1975; Lee, 1980; Schmitt, 1978 The fourth and final feature of the taxonomy of models in Table 1 is that none of the models incorporates the specification of a general factor in the presence of both trait and method factors. Although some researchers have successfully fit such models to data (e.g., Boruch & Wolins, 197&reg;), it appears that the interpretation of a general factor that is part of a model which also includes both trait and method factors may be rather indeterminate. That is, though there may be a tendency to interpret such a general factor as a general trait factor, it is possible that method covariation alone may account for the general factor. To avoid this ambiguity, none of the models considered in the present paper allowed the specification of a general factor in a model having both trait and method factors.
Specification of alternate series of nested models. As discussed by J6reskog ( 1971, 1974) and by Bentler and Bonett (1980) In the model fitting reported in later sections of this paper, the first rationale, based on parsimony, was explicitly followed. But, in the interest of completeness, a large number of models in the taxonomy in Table 1 were fit to the data sets. Specifically, all models in Table 1 As a final note, in analyses reported later, only the a priori models in Table 1 were fit to data, and no extra, &dquo;garbage&dquo; parameters (see Browne, 1984) were allowed, parameters which would have resulted in better fit of models to data. It is wellknown that in multiple regression analysis the F test for difference between a priori nested regression models is distributed as a central F. However, because of the capitalization on chance in empirically-driven stepwise regression, the F for increase in ~2 in such analyses is no longer distributed as a central F, and special tables must be used to evaluate significance (see Wilkinson, 1979) . In covariance structure analyses, though the estimation problems are much more complex and the following conjecture might therefore be subject to debate, it is quite possible that the ~2 test of difference between a priori nested models is distributed as a central ~29 whereas the ~z resulting from nested models respecified on the basis of empirical considerations (e.g., modification indices) would be distributed as a noncentral X2, which would be difficult to evaluate properly (Cliff, 1983 (Bentler, 1980) 
Data
Three multitrait-multimethod matrices were reanalyzed in the present study, two of which were previously analyzed by both Bagozzi (1978) and Schmitt (1978) . The first of these matrices is from a study by Ostrom (1969) (1969) .
The third matrix, previously analyzed by Lee (1980) , is from a study by Lawler (1967 The three matrices to be analyzed were described above in sufficient detail to allow interpretation of structural modeling results. Details of item and scale construction, sample selection, procedures, and so forth, are provided in the original reports (Kothandapani, 1971; Lawler, 1967; Ostrom, 1969 Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Table   3 ).
Bagozzi (1978) Bagozzi (p. 20) claimed that &dquo;one may conclude that convergent and discriminant validity have been achieved&dquo; for the 9-variable matrix. In contrast, the present paper's position is that only now, after accepting a model as a representation for the 9-variable matrix, may convergent and discriminant validity and the degree of method variance be evaluated properly, and this requires a series of comparisons among appropriately specified nested models.
A As with the 12-variable matrix, consideration of the indices of model difference reported in Table   3 for the 9-variable matrix reveals three trends: ( 1 ) that the estimate of the degree of convergent validity shown by the measures is heavily dependent on the model accepted; (2) that none of the tests of discriminant validity are of notable practical importance ; and (3) that neither trait (i.e., convergent) nor method factors uniquely represent sizable proportions of covariance among observed measures.
The estimates and associated standard errors of parameters from Model 3C for the 9-variable maDownloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ trix are presented in Table 5 . Interestingly, Bagozzi (1978, (1971) are presented in the top half of Table  6 ; nested comparisons among these models are presented in the top half of Table 7 .
The fit of Model 3A to the Kothandapani ( 1971 ) data was very poor on both statistical and practical grounds. As with the Ostrom (1969) data, Bagozzi ( 197~) inspected the residuals from the present Model 3A. Finding the residual correlations among the self-rating measures to be rather large (ranging from .389 to .439) and attributing the magnitude of these covariances to the errorful nature of the ratings, Bagozzi (1978) again eliminated the self-rating measures from consideration and fit structural models to the 9-variables matrix containing Thurstone-, L~~rt-9 and Guttman-scaled measures. But the large residual correlations for the self-rating measures appear to point to the need for a method factor for these measures, rather than to the level of error variance present. Fitting a model that included orthogonal method factors (Model 3B') and then a model adding correlations among the method factors (Model 3C) revealed improvements in indices of fit over those shown by Model 3A that were highly significant statistically and important practically.
The resultant model, Model 3C, with correlated traits and correlated method factors, appears to be the most acceptable representation for the 12-variable matrix of all of the alternative models in Table   6 . Although Model 3C is rejectable statistically, it should be noted that the lack of statistical fit is not extreme, that its, .0 1 c ~ c . .05. In addition, though the levels of practical fit of Model 3 are not impressively large, the rho (.945) and delta (.933 Kothandapani ( 1971 ) 12-variable matrix.
The test of convergent validity, obtained by comparing Models 3C and 1C, showed a highly significant difference between models in the level of statistical fit (see Table 7 ). The very large differences in rho ( -.649) and delta ( -.463) demonstrate that the difference is extremely important practically as well, with convergent validation explaining uniquely a large p&reg;rti&reg;n &reg;f covariation among observed measures.
The degree of discriminant validity among trait factors was also highly significant on both statistical and practical grounds. As shown in Table 7 , levels of both rho and delta would fall precipit&reg;usly ~ -. 311 and -.162 respectively, if only a single trait dimension was allowed. Kothandapani (1971) Multitrait-Multimethod Data Note. Sample size -100.
of fit across models, the proportion of covariation represented uniquely as discriminant validation was always highly significant statistically and important practically. Third, the covariation explained uniquely by method factors was quite large, resulting in large differences in both rho and delta between Model 3C and Model 3A.
These trends may also be observed when considering the estimates and associated standard errors of parameters of Model 3C, presented in Structural modeling of the 9-variable matrix. As noted above, Bagozzi (1979) concentrated his modeling attempts on the 9-variable matrix that excluded the supposedly highly errorful self-rating measures. The fit of the array of structural models to the 9-variable matrix are given in the lower half of Table 6 , and indices of difference in fit from nested comparisons among these models are presented in the lower half of tor.
Discussion
The aim of the present paper was to develop a general approach for specifying structural models for multitrait-multimethod data. The result is a twopart procedure. The first part involves specification of a series of hierarchically nested structural models. Table 6 of Schmitt, 1978 , against values in Tables 3 and 6 and the text in Bagozzi, 1978, and Tables 2 and 6 of the present paper). However, Schmitt (1978) 
