Abstract. The models considered are supposed to govern the motion of compressible fluids such as liquid-vapor mixtures endowed with a variable internal capillarity. Several formulations and simplifications are discussed, from the full multi-dimensional equations for non-isothermal motions in Eulerian coordinates to the one-dimensional equations for isothermal motions in Lagrangian coordinates. Hamiltonian structures are pointed out in each case, and in the one-dimensional isothermal case, they are used to study the stability of two kinds of non-linear waves: the solitary, or homoclinic waves, and the heteroclinic waves, which correspond to propagating phase boundaries of non-zero thickness, also called diffuse interfaces. It is known from an earlier work by Benzoni-Gavage [Physica D, 2001] that the latter are (weakly) spectrally stable. Here, diffuse interfaces are shown to be orbitally stable. The proof relies on their interpretation as critical points of the Hamiltonian under constraints, whose justification requires some care because of the different endstates at infinity. Another difficulty comes from higher order derivatives that are not controlled by the Hamiltonian. In the case of a variable capillarity, our stability result unfortunately does not imply global existence. As regards the solitary waves, which come into families parametrized by the wave speed, they are not even spectrally stable. However, using a method due to Grillakis, Shatah and Strauss [Journal of Functional Analysis, 1987], it is possible to show that some solitary waves, depending on their speed, are orbitally stable. Namely, the convexity of a function of the wave speed called moment of instability determines the stability of solitary waves. This approach, already used by Bona and Sachs [Communications in Mathematical Physics, 1988] for the Boussinesq equation, is here adapted to solitary waves in Korteweg models, which are first classified according to their endstate and internal structure. The corresponding moments of instability are computed by quadrature. They exhibit both convexity and concavity regions.
Introduction
The aim of this paper is to investigate the asymptotic behavior of Korteweg models for compressible fluids endowed with internal capillarity and possibly exhibiting phase changes. The models we consider are originated from the XIXth century work by van der Waals [33] and Korteweg [27] and were actually derived in their modern form in the 1980s using the second gradient theory, see for instance [36, 24] . We point out that special cases of these models have also arised in other contexts, e.g. in the water waves theory and more recently in quantum hydrodynamics. Our main motivation is about compressible fluids though, especially liquid-vapor mixtures with phase changes, and we are interested in the propagation of two kinds of non-linear waves in those media: the solitary waves, which are perturbations with a limited expanse propagating in a single stable phase, and the propagating boundaries between two stable phases.
A feature of Korteweg models is that they allow "phase boundaries" of non-zero thickness, often called diffuse interfaces by contrast with sharp interfaces in the Laplace-Young's theory. The actual width of a liquid-vapor interface is extremely small far away from the critical point, but becomes infinite when the critical temperature is approached by below. (Recall that the "phases" of a fluid are indistinguishable at temperatures larger than a critical temperature, whose value varies from one fluid to another). The relevance of diffuse interfaces is thus clear near critical point. Furthermore, Korteweg's theory of capillarity provides an intrinsic way -differently from Laplace-Young's theory -of incorporating surface tension in the models. The interest for diffuse interfaces has been renewed in the late 1990s for numerical purposes. Indeed, across the diffuse interfaces, all the physical variables encounter possibly strong but nevertheless continuous variations. This property allows to solve the same system of continuous equations everywhere, this system governing the motion of all the "interfaces" regardless of their topology. This feature avoids the numerical difficulties associated to the resolution of moving boundaries problems associated to multi-phase systems (see [2] for a nice review). However, the development of efficient and accurate numerical schemes requires some mathematical knowledge of the system of PDEs to be solved. In particular, stability issues are of special interest.
The mathematical analysis of Korteweg models is rather recent. One may quote only a few papers [12, 15, 20] , in which non-zero viscosity and its regularizing effects play a fundamental role. Even more recently, advances have been made in the context of quantum hydrodynamics, in which the equations involve some sort of dissipation -namely, relaxation -and a special, even though non-constant capillarity coefficient [29, 23] . As far as we are concerned, we have addressed in a companion paper [7] the analysis of purely capillary models with variable capillarities. Here we concentrate more on algebraic aspects of these models, and in particular on their Hamiltonian structure. Using Olver's method [31] , we show that the natural Hamiltonian formulations -those associated with total energy -are compatible with Jacobi's identity only in dimension one, see Section 1. Further investigations would consist in looking for additional structures. These are known to exist for the Boussinesq equation, which may be viewed as a special case of the models we consider, but they are far less natural than the one associated with the total energy.
Hamiltonian Korteweg models admit several kinds of traveling wave solutions, mainly homoclinic (or solitary) waves, heteroclinic waves, and periodic waves. This is easily shown by means of a phase portrait analysis of the governing ODEs, which are themselves Hamiltonian. We concentrate here on homoclinic waves, also called solitons, and heteroclinic waves, which we call kinks. We propose a classification of solitons according to various parameters, depending on the bulk phase and on whether the fluid is compressed or expanded inside the "bump". Propagating phase boundaries belong to kinks, but there are also kinks which can not be termed phase boundaries, as they occur in fluids above the critical temperature. Both kinds of waves, solitons and kinks, are characterized by a persistent shape, or profile, traveling at constant speed and which is flat at infinity because the endstates are (generically) hyperbolic fixed points of the governing ODEs. There is however a very important qualitative difference between those waves. Indeed, for fixed endstates, solitons come in one-parameter families (parametrized by the mass transfer flux across of the wave, or equivalently by the speed of the wave) whereas kinks are uniquely determined by either one of the endstates. From a spectral stability point of view, the second situation is better, as we show in Section 3, and therefore the non-linear stability analysis is to some extent simpler. For solitons, a more sophisticated tool is needed to circumvent the difficulty associated with an unstable eigenvalue. Such a tool was introduced in an abstract setting by Grillakis, Shatah and Strauss [19] , and applied in [9] to the water waves governed by the Boussinesq equation. A slight generalization makes it available in our context. After Boussinesq and Bona-Sachs [9] , we call that tool the moment of instability of a solitary wave. It defines a smooth function on the manifold of solitons, and in particular along the curves made of solitons having the same endstates. Its local convexity along such a curve determines the stability of a soliton.
In a prior work [5] , Benzoni-Gavage investigated the spectral stability of heteroclinic profiles in several space dimensions. The main result is that the spectrum of the spatial operator in the linearized equations about a given heteroclinic profile coincides with the purely imaginary axis. This is a rather strong result, which relies on tricky energy estimates -vaguely inspired but different from the ones usually performed for small amplitude traveling waves [18] . However, the route to non-linear stability is far from being obvious. In particular, the techniques developed recently by Zumbrun et al. for other kinds of heteroclinic traveling waves, in particular for viscous shocks [39, 38, 30, 22] or diffusive-dispersive shocks [21] , do not apply. Indeed, the presence of essential spectrum on the whole imaginary axis precludes contour shiftings and steepest descent techniques (although these techniques are likely to work for dissipative diffuse interfaces, for which we unfortunately lack information on spectral stability).
In one space dimension however, the Hamiltonian framework helps. Indeed, traveling profiles may be viewed as critical points of the Hamiltonian under constraints, these constraints being linked to additional conservation laws. We use this crucial observation here to define the moment of instability m of any soliton. Furthermore, we point out that m can be evaluated in the phase plane, without knowing explicitly the profile of the soliton. (In fact, m appears to coincide with what is usually recognized as surface tension in equilibrium phase boundaries!) In other words, m is given by a definite integral, which can be evaluated numerically with high precision. Then it is easy to check numerically, or even graphically, whether the graph of m over solitons with same endstates is convex. We provide plots of m for the various classes of solitons we have identified. Those which propagate in stable phases, regardless of the stability of the states inside the bump, appear to be stable. Of course by stable we mean only orbitally stable, because of the translational invariance. Moreover, in the most general, quasilinear case the stability is limited in time, because the Hamiltonian does not control the "high norm" in which we have local-intime existence [7] (our stability result is to some extent similar to one known for peakons [13] in the Camassa-Holm equation). When the capillarity coefficient is such that the PDEs are semi-linear, this difficulty can be overcome by means of higher order energy estimates [9] , and in this case the stability is global in time. Even in this case though, the stability is weaker than in the presence of dissipation: there is neither a control of the asymptotic shift, nor a decay rate.
As regards heteroclinic profiles, the stability analysis does not require the function m (even though the surface tension to which it corresponds is certainly physically relevant). The important point is that, unlike what happens for homoclinic profiles, the components of heteroclinic profiles are monotone. This enables us to prove that the Hessian of the constrained Hamiltonian does not have any negative eigenvalue. This is what we meant above by "better spectral stability". On the other hand, we have to deal with the different endstates. This requires some care in the definition of the various functionals (the Hamiltonian and the constraints). Furthermore, the fact that the manifold made of all translated profiles is unbounded in Sobolev spaces (or even in L 2 ) is another obstacle to global stability.
In several space dimensions, the non-linear stability of traveling profiles remains an open problem, since no variational interpretation of profiles is available. As regards local-in-time behavior, we refer to [6] .
where F denotes the free energy per unit volume, S the entropy per unit volume 1 , T the temperature, g the chemical potential and, in the additional term, w stands for ∇ρ. The potential φ is most often assumed of the form φ = K w where K is called the capillarity coefficient, which may depend on both ρ and T . In this case, F decomposes into a standard part F 0 and an additional term due to gradients of density,
and similar decompositions hold for S and g. We shall use this special form in our subsequent analysis. For the moment we keep the abstract potential φ and we define the Korteweg tensor as
Neglecting dissipation phenomena 2 , the conservation of mass, momentum and energy read
where p = ρ g − F is the (extended) pressure, E = F + T S is the internal energy per unit volume, and
is the interstitial working that was first introduced by Dunn and Serrin [16] . This supplementary term ensures that the entropy S satisfies the conservation law
(This is obtained through formal computation, for presumably smooth solutions.) There is also an alternate form of the momentum equation (still for smooth solutions). Using the mass conservation law and the relation dg = − s dT + v dp + v φ * · dw , with s the specific entropy and v the specific volume, we arrive at the convective equation
The resulting evolution system for (ρ, u, S) is
Let us consider the total energy H := E + 1 2 ρ u 2 as a Hamiltonian. Using the relation
the variational gradient of the (formal) Hamiltonian functional
is easily found to be
Therefore, the system (1.1) equivalently reads, for irrotational velocity fields,
where J is the skewsymmetric differential operator
For the system to fall into the framework of infinite dimensional Hamiltonian systems, the skewsymmetry of the operator J , which has variable coefficients, is not sufficient. The additional condition is that J be a Hamiltonian operator, in the sense that the bracket defined for functionals P and Q by
be a genuine Poisson bracket, satisfying the Jacobi identity
The direct verification of this identity is really tricky in general. Olver's method [31] is a powerful alternative way to do it. The required material and actual computations are given in the appendix.
Proposition 1
The system (1.1) restricted to irrotational vector fields :
Another interesting feature of the model (1.1) that was pointed out by Gavrilyuk and Gouin [17] is its symmetrizability when H is convex. More details on the symmetrization may also be found in [7] .
We shall now concentrate on the reduced, isothermal model
which is physically reasonable and easier to deal with mathematically. In particular, its Hamiltonian formulation is simpler in that the skewsymmetric operator defining the Poisson bracket has constant coefficients. Indeed, for irrotational velocity fields (1.2) coincides with
Eulerian capillary models
From now on, we assume that φ = K w .
Then we can write
where g 0 is independent of ∇ρ. In particular, the isothermal model reduces to
where g 0 and K are given, smooth functions of ρ (with K > 0). One may also write this system in conservative form, noting that
hence the (complicated) momentum equation
In one space dimension, the system (1.3) reduces to
It is interesting to note that models of this kind actually arise in various other contexts. In the special case K(ρ) = 1 4ρ , the system (1.3) is equivalent -for irrotational flows -to a non-linear Schrödinger equation known as the Gross-Pitaevskii equation
See for instance [8] , where g 0 (ρ) = 1 4 ρ 2 . In [29, 23] , K is also proportional to 1/ρ, and there is almost no restriction on g 0 . One may also observe that, in one dimension with 
Lagrangian capillary models
The one-dimensional isothermal model becomes even simpler in Lagrangian formulation. Introducing y the mass Lagrangian coordinate so that 3 dy = ρ dx − ρ u dt we obtain with a little piece of calculus the -at least formally -equivalent system
In the special case κ = constant, i.e. K = cst ρ −5 , the system (1.5) is formally equivalent to the (good) Boussinesq equation and is amenable to the theory of Kato [26] , see [9] for more details. Our aim here is to deal with general capillarities, motivated by physical reasons -since there is no reason for K to be proportional to ρ 5 -as well as by the various analogies mentioned above.
Following an idea of F. Coquel [14] , we rewrite the velocity equation as
and we easily find that w satisfies the equation
Considering w as an additional unknown, we are led to the system (1.6)
One may observe that (1.6) is again associated with a Hamiltonian formulation. Indeed, redefining H as
and H = H dx, we have
and (1.6) coincides with
The operator A(v) is obviously skewsymmetric. Using again Olver's method [31] , we can check that A(v) is indeed a Hamiltonian operator. This is due to the fact that the coefficient α appearing on the second and third row does not depend on the second and third variables, u and w. See the appendix for the details.
Traveling wave solutions of Korteweg models
A traveling wave is by definition a solution that propagates a same profile at constant speed. We are interested here in traveling waves achieving constants at infinity, which means that their profile describes a connecting orbit of a certain system of ordinary differential equations. When the connecting orbit is homoclinic, that is when the endstates are equal, the profile is usually called a soliton. When the connecting orbit is heteroclinic, i.e. with different endstates, the profile is sometimes called a kink and it is the term we shall use. Both systems (1.4) and (1.5) do admit traveling wave solutions of both kinds, solitons and kinks. This is related to the fact, proved in a general setting in [4] (p. [11] [12] that the ODE systems governing connecting orbits are themselves Hamiltonian. In fact, they reduce to planar Hamiltonian systems, of which the phase portrait analysis is quite elementary.
Let us consider first (1.4). A traveling wave of speed σ is a special solution of the form
where here denotes the derivative with respect to ξ := x − σ t. Alternatively, the second equation may be rewritten as
We have denoted here p 0 (ρ) = p 0 (1/ρ) to avoid confusion. We shall sometimes omit the tilda. (Equation (2.8) may be obtained directly from the conservative form of the momentum equation, or from a slight manipulation of (2.7)
.) The first equation in (2.7) implies that ρ (u − σ) ≡ constant. This constant must of course be equal to j :
In the case of a kink, the equality ρ
is consistent with the Rankine-Hugoniot condition for the corresponding discontinuous traveling wave. In any case, the quantity j corresponds to the mass flux of fluid across the moving boundary x = σt. Additionally, (2.8) shows that for a kink attaining its limits ρ ± fast enough so that ρ and ρ tend to 0 at infinity, we must have
which is also part of the classical Rankine-Hugoniot condition. In particular for j = 0, that is with no mass flux across the moving boundary, the pressures on both sides must be equal. This is a well-known condition for the so-called static, or equilibrium interfaces. In general, the elimination of the speeds u ± yields (2.9)
which means that the slope of the chord between the endstates in the volume-pressure plane must be negative. Physically, if the kink is a liquid-vapor interface, this means that the pressure must be higher in the liquid, whatever the nature of the phase change (evaporation or condensation). Let us now look at the second equation in (2.7). It implies
and if ρ , ρ do vanish at infinity, the constant q must be equal to
In the case of a kink, this equality is not a consequence of the Rankine-Hugoniot condition. Rather, it is an additional relation, sometimes called kinetic relation [1, 28] . One may observe that (2.10) reduces to g 0 (ρ − ) = g 0 (ρ + ) when j = 0. The equality of chemical potentials on both sides of an equilibrium liquid-vapor interface is well-known, see for instance [34] (p. 42). Equation (2.10) is just a dynamical version of this relation. In order to write the profile equations as a planar Hamiltonian system, one may just eliminate u = j/ρ + σ and therefore obtain the second order differential equation on ρ:
Recalling that dF 0 dρ = g 0 , Equation (2.11) admits the obvious first integral
The existence of homoclinic or heteroclinic orbits then depends on the parameters σ, j and q and on the behavior of the function F 0 -the function K being only a matter of rescaling.
Remark 1
Using the definition j = ρ ± (u ± − σ) and recalling that g 0 = p 0 v − dp 0 /dv , the equalities in (2.9) and (2.10) amount to requiring the equal area rule (2.12)
This relation is of course possible only for a non-convex function p 0 , for instance the van der Waals pressure law below critical temperature. In this case, p 0 is also non-monotone and the corresponding kink is a liquid-vapor interface. One may observe that Equation (2.12) is a generalization to dynamical phase boundaries of the well-known Maxwell rule for equilibrium phase boundaries. In addition, for the van der Waals pressure law there is a range of temperatures, just above the critical temperature, for which p 0 is monotone and non-convex. Even though the corresponding kinks are no longer interfaces our subsequent analysis applies to them.
Unsurprisingly, the purely thermodynamical equation (2.12) also arises when one looks for traveling profiles of the Lagrangian model (1.5). We shall come back at the end of this section to the relation between Lagrangian traveling waves and Eulerian traveling waves. For the moment, we concentrate on the Lagrangian model (1.5), for which the discussion of traveling profiles is much simpler and more or less standard. The profile of a traveling wave solution of "speed" τ -be careful that τ is not homogeneous in a velocity -of (1.5) must satisfy the ODEs
where˙denotes the derivative with respect to ζ := y − τ t. Eliminatingu we obtain
For a kink, we obtain the Rankine-Hugoniot conditions corresponding to discontinuous traveling wave solutions of the p-system:
with their consequence
and the equal area rule (2.12) by multiplying the ODE (2.13)
byv and integrating once. A first integral of (2.13) is indeed
This implies in particular that, in the phase plane
Before going further we need some assumptions on p 0 and f 0 . We avoid too much generality and concentrate on assumptions that are met by the van der Waals pressure law.
• (Asymptotic behavior) The function p 0 = − df 0 /dv is smoothly defined on the interval (b, +∞)
with b > 0, and
• (Monotonicity) The function p 0 is monotonically decaying except maybe on some interval where it is increasing.
• (Convexity) The function p 0 has at most two inflection points, in between which it is concave, and it is convex elsewhere.
These properties will be assumed without repetition in what follows. They imply in particular that any straight line of negative slope encounters the graph of p 0 at most four times. One may rewrite (2.13) as a first order system by setting w = √ κv, which yields (2.14)
(The phase portrait of (2.14) being independent of the factor 1/ √ κ we might assume here without loss of generality that κ ≡ 1.) An orbit of (2.14) necessarily lies on a level curve of the function
Particular orbits are the fixed points (v 0 , 0) implicitly defined by
A geometrical interpretation of this equality is that v 0 is a point of intersection of the graph of p 0 with the so-called Rayleigh line, passing through (v ± , p 0 (v ± )) and of slope −τ 2 . Because of our assumptions, the system (2.14) has at most four fixed points (of course including (v ± , 0)). Their nature is easily determined. A fixed point (v 0 , 0) is a center if dp 0 dv
and a saddle if dp 0 dv
Connecting orbits can therefore only be saddle-saddle connections. Furthermore, if (v ± , 0) is a saddle, a connecting orbit to this point must be included in
We thus see that I(v; v ± , τ ) necessarily vanishes at point(s) where the orbit crosses the v-axis. Now the existence of zeroes of I(v; v ± , τ ) can be investigated merely by the mean value theorem and the following observation. If (v 0 , p 0 (v 0 )) belongs to the Rayleigh line passing through (v ± , p 0 (v ± )) with slope −τ 2 then
is a signed area between the graph of p 0 and the chord joining v 0 to v ± . More precisely, assume that Figure 1) ; ii). if the signed area between the graph of p and the Rayleigh line is equal to zero,
iii). if the signed area between the graph of p and the Rayleigh line is positive,
From this we infer several kinds of connections. In case i), there is a homoclinic connection to v 2 . In the framework of van der Waals fluids below critical temperature this corresponds to a "mixed type " soliton propagating in the vapor phase. By mixed type we mean that unstable and maybe liquid states are present inside the bump. Similarly, in case iii), there is a homoclinic connection to v 0 , which corresponds for a van der Waals fluids below critical temperature to a "mixed type " soliton propagating in the liquid phase. Note that a similar connection exists in the absence of v 2 , since I(·; v 0 , τ ) is increasingly tending to +∞ at infinity. The critical case ii) means that the equal area rule is satisfied and so there are heteroclinic connections from v 0 to v 2 and from v 2 to v 0 . For a van der Waals fluid below critical temperature this corresponds to what is called a diffuse liquid-vapor interface -by contrast with sharp interfaces, which correspond to discontinuous traveling wave solutions of the pure Euler equations. Now, if there is a fourth point v 3 > v 2 on the Rayleigh line, the solitons found in cases i) and iii) are not the only ones. For van der Waals fluids below critical temperature, this situation typically occurs when v 0 and v 2 are "close" to liquid and vapor equilibrium respectively, and τ 2 is not too big, and more generally, for a given v 0 , possibly far away from liquid equilibrium, there is always a finite range for τ 2 for which the Rayleigh line intersects four times the graph of p. If this is the case, I(·; v 2 , τ ) equals 0 at v 2 , is decaying on the interval (v 2 , v 3 ) and increasingly tending to +∞ at infinity. This implies that it necessarily vanishes somewhere on the interval (v 3 , +∞) (see Figure 2) . The phase portrait then shows that this zero necessarily corresponds to the intersection with the v-axis of a homoclinic connection to v 2 . For a van der Waals fluid below critical temperature this corresponds to a pure vapor soliton. The same kind of soliton occurs when the line of slope −τ 2 intersects the graph of p only twice, at a saddle point v 2 and at a center point Finally, by the same argument we find that I(·; v 0 , τ ) vanishes on (v 3 , +∞) (see again Figure 2 ), yielding a a homoclinic connection to v 0 provided that I(·; v 0 , τ ) does not vanish in between v 0 and v 3 . For a van der Waals fluid below critical temperature this corresponds to a "huge mixed type" soliton, propagating in the liquid phase and containing both unstable states and vapor states inside its bump. The same kind of soliton occurs when the line of slope −τ 2 intersects the graph of p only twice but differently than here above, at a saddle point v 0 (saddle) and at a center point v 3 with v 0 < v 3 .
The three possible phase portraits corresponding to the three cases i), ii) and iii) are represented on 
Under our main assumptions on the functions p 0 and f 0 ,
the points v i being ordered increasingly and whenever they exist dp 0 dv (v 0 ) < S , dp 0 dv (v 1 ) > S , dp 0 dv (v 2 ) < S , dp 0 dv 
(Kinks) They correspond to heteroclinic orbits whose endstates are v 0 and v 2 . They exist if and only if 
is a bounded traveling wave solution of (1.4) with ρ ≥ ρ > 0 everywhere, the associated Lagrangian mass coordinate reads y = R − j t, where R is a primitive of ρ with respect to ξ := x − σ t and j = ρ (u − σ). Observing that the function R is a diffeomorphism on R, we obtain a traveling solution of "speed" τ := −j of (1.5) merely by defining its profile as
is a bounded traveling wave solution of (1.5) with v ≥ v > 0 everywhere, we obtain a traveling solution of (1.5) with
.
Since the function v is bounded on R, all solutions of this differential equation are global and form a oneparameter family of diffeomorphisms on R. We thus obtain a one-parameter family of density profiles ρ := R .
Stability of kinks and solitons
We are concerned here with the long time behavior of the isothermal models (1.4) and (1.5) when the initial data are close to either a kink or a soliton. The observability of such patterns is indeed closely related to that stability problem. The stability of solitary waves has been studied for more than a century. The first ideas certainly date back to the remarkable work of Boussinesq on the water waves in narrow channels [11] , which appeared less than thirty years after John Scott Russel reported his famous observation, and twenty years before the work of Korteweg and de Vries. It is notable that (one of) equation(s) nowadays known as the Boussinesq equation takes the form of the system (1.5), with κ constant and p 0 convex -in the most standard framework, p 0 (v) = v 2 − v. The stability analysis of solitary waves became very active in the 1970s and made a leap with the work of Grillakis, Shatah and Strauss, who derived a sharp stability criterion (S) [19] . As regards the Boussinesq equation, a class of solitons is known to satisfy (S) in the case of a power-type law (p 0 (v) = v k − v, k < 5) [9] . We are basically interested in the same question for the different kinds of solitons with non-convex van der Waals-type laws. We shall present a reformulation of (S) enabling us to determine the cases in which it is satisfied.
As regards the stability of kinks, among which diffuse interfaces are of special interest, we do not know any work analogous to [9] . The spectral stability of kinks, which unlike solitons do not come in families parametrized by the wave speed, is known to be rather strong, in fact as much as we can hope for in a Hamiltonian framework [5] . However, this "neutral" spectral stability is far from being sufficient in itself to imply the non-linear stability of kinks. To this respect, we show below how the tools previously developed for solitons can be adapted and how far they can go in the stability analysis of kinks. Those tools crucially use the Hamiltonian structure of Korteweg models. Because of the translation invariance of these models, orbital stability is the best we can expect. It means that solutions stay in a given neighborhood of the one-dimensional manifold made of all shifted profiles, provided that they are close enough initially to either one of the profiles -this statement needs a functional framework that we shall specify later. In particular we do not expect any kind of control of the shift, unlike what is known for dissipative kinks [22] .
For completeness, we shall deal with both systems (1.4) and (1.5), which can be recast in a similar Hamiltonian framework. As shown in Section 1, they can be rewritten in the abstract form
where J is a constant coefficients skewadjoint differential operator, and δH[U] denotes the (formal) variational gradient of a functional
H[U] = H(U, ∂U) .
For the Eulerian system (1.4), ∂ stands for the derivative with respect to the space variable x and we have
For the Lagrangian system (1.5), ∂ stands for the derivative with respect to the mass Lagrangian coordinate y and we have
The definition of H is only formal here because H(U, ∂U) is not integrable, as far as we are concerned. However, for functions U that coincide asymptotically with a reference solution U at ±∞,
does make sense provided that the decay of (U−U) is sufficiently fast at ±∞. In this case the variational gradient of H with respect to U is independent of U and given as usual by
for allU ∈ D(R). Recall that for the Eulerian system (1.4)
while for the system (1.5)
Variational approach to traveling profiles
We are interested in traveling wave solutions of either (1.4) or (1.5), and more specifically those which achieve finite limits at ±∞. Using the formalism above, these traveling waves appear to correspond to critical points of the functional H under the 3 constraints
where U 1 and U 2 stand for the components of U. Again this is at first glance only formal because U 1 , U 2 and U 1 U 2 are a priori not integrable. These "functionals" nevertheless correspond to first integrals of the system (3.15) in the sense explained below.
First integrals of (3.15). The Hamiltonian H corresponds formally to a first integral of (3.15). Let us look for a suitable functional framework in which this statement makes sense. Recalling the special form of the Hamiltonian
which holds true for both (1.4) and (1.5) -with either k = K or k = κ -we find that for a (classical) solution U of (3.15),
for all t > 0 and a < b. Now recalling the special form of the operator
(with ε = −1 for (1.4) and ε = 1 for (1.5)), we may rewrite the previous equality as
Finally, using the specific form of H and J , the time derivatives ∂ t U 1 are easily replaced by "spatial" derivatives. More precisely, for the Lagrangian system (1.5) we have ∂ t U 1 = ∂ y U 2 , and for the Eulerian system (1.4) we have
. This leads to the following. 
is convergent at time t = 0, it remains convergent and in fact is constant for all time t ∈ [0, T ].
Proof. We just make the difference between the equality obtained above for U and its analogue for U, and let a go to −∞, b go to +∞.
2 Note that the asymptotic behaviors requested hold true in particular if U − U belongs to C([0, T ]; H 3 × H 2 ). For the Lagrangian system (1.5), one may relax the assumption on the first derivative into
As regards the "functionals" U 1 , U 2 and U 1 U 2 , they are also formal first integrals of (3.15), in the sense that integrands satisfy conservation laws, which is obvious for the first two of them. The third conservation law has to do with the invariance of (3.15) under spatial translations, as explained in [4] (p. 8-9) in connection with Olver's generalized version of Noether's theorem. Indeed, U 1 U 2 is what Benjamin calls an impulse, since the variational gradient of Q[U] = U 1 U 2 is such that J δQ[U] equals -up to a harmless ± sign -to ∂U. We can also compute directly the conservation law of U 1 U 2 . For any smooth solution of (3.15),
because of the symmetry of J ε and the property J 2 ε = I. The fact that U·∂ z δH[U] is an exact derivative is then easily verified in both the Lagrangian and the Eulerian framework. For, the contribution of H 0 to H corresponds to either the so-called p-system -obtained from (1.5) by setting κ ≡ 0 -or the Euler system obtained from (1.4) by setting K ≡ 0 -, which are known to admit U 1 U 2 as a mathematical entropy, and the contribution of capillarity is of the same form in both frameworks. In the Lagrangian framework for instance
where dq 0 /dv = v dp 0 /dv. Now, by the same argument as in Lemma 1, we show the following.
Lemma 2 In the framework of Lemma 1, if the integral
+∞ −∞ ( U − U )(z, t) dz
is convergent at time t = 0, it remains convergent and in fact is constant for all time t ∈ [0, T ]. And the same is true for
Equation of connecting profiles. We refer to Section 2 for the explicit equations governing the connecting profiles of both systems (1.4) and (1.5). Here we show how those equations read in the abstract setting (3.15), in order to justify our claim, generalizing the result pointed out in [4] (p. 11) that traveling profiles are critical points of H under constraints. The profile of a traveling wave solution U = U(z − σ t) of (3.15) clearly satisfies the ODE
Using again that J 2 ε is the identity 2 × 2 matrix, this is equivalent to
In [4] the constant is equal to 0 because only solitons vanishing at ∞ are considered, with a Hamiltonian satisfying δH[0] = 0. Here we are interested in connecting profiles with non-zero, possibly different endstates, which do not cancel δH. So the constant is generically non-zero, and its components can be seen as Lagrange multipliers associated with the constraints U 1 and U 2 respectively. Similarly as in [4] , −εσ can be seen as a Lagrange multiplier associated with the constraint U 1 U 2 , of which the variational gradient is precisely ε J ε U.
From now on, we fix a saddle-saddle connecting profile U of either (1.4) or (1.5), which can be either a soliton (i.e. a homoclinic connection, the endstates being U − = U + ) or a kink (i.e. a heteroclinic connection, the endstates U − and U + being different), obtained in the framework of Proposition 2. There are crucial qualitative differences between solitons and kinks: 1). kinks are monotone (in the sense that boths components of U are monotone, or equivalently the components of ∂U have constant sign along the real line) whereas solitons are not (they are symmetric with respect to the point where they achieve their extremum),
2). solitons come in families parametrized by the wave speed whereas kinks are fully determined by either one of their endstates.
In any case, the set of profiles connecting the endstates U ± with wave speed σ is made of all translates of U. We shall use repeatedly the simplifying notation U s = U(· + s) for these translates. We shall refer to U as a capillary profile. By construction, U is associated with a traveling wave solution t → U(·, t) = U(·−σt) of the corresponding Hamiltonian system (3.15). Our purpose is to investigate the stability of U, that is the long time behavior of solutions of (3.15) being close to U initially. We shall begin with the spectral stability analysis, including the stability criterion of Grillakis et al. and then turn to the non-linear stability issue. Despite the neutral stability of kinks, which is better than for solitons (the difference between the two cases being strongly related to the observations in 1) and 2) here above), the stability of kinks at the non-linear level is to some extent poorer than the one of solitons.
Spectral stability of capillary profiles
As far as possible, we shall perform the stability analysis at the abstract level, which mostly avoids technical calculations and deals simultaneously with the Eulerian model (1.4) and its Lagrangian counterpart (1.5). Even though the stability results should in fine be the same for physical reasons, we think indeed interesting to study both systems, in particular because of their relationship with other physical frameworks: the water waves for (1.5) and the Quantum Hydrodynamics for (1.4).
The first, natural approach to study the stability of a traveling wave U is to linearize (3.15) about U in a "Galilean frame" 6 attached to U, in which U becomes stationary. We obtain a system of the form 6 The term Galilean frame is in fact meaningful only for the Eulerian model (1.4).
where L is a third order differential operator in the "spatial" variable. As regards kinks, it was shown in [5] that the spectrum of L coincides with the imaginary axis. This neutral stability of U is the best we can hope for in a Hamiltonian framework, and prevents us from using the refined Green's function techniques that have been successfully applied to traveling waves in dissipative models [39, 21, 22, 40] .
In order to use Hamiltonian tools, consider the Hessian of H at U, that is the operator defined by
for allU ∈ D(R). Since the functional H splits as 
while in the Lagrangian framework
In fact, since the profile U is a critical point of H under constraints, we also have to take into account the Hessian of the quadratic functional U 1 U 2 , which is the constant operator εJ ε , and study the possible monotonicity of the operator
The properties of L of course depend on the nature of the connecting orbit U. This is where the differences between kinks and solitons play a crucial role. We say U is monotone if its first component U 1 is monotone -which by the Rankine-Hugoniot relation also implies that U 2 is monotone. We call the endstates U ± subsonic if both inequalities
are satisfied. From the dynamical systems point of view this means that U is a saddle-saddle connection. See Section 2.
Lemma 3
Consider the ODE governing the traveling wave solutions of either (1.4) or (1.5), written in the abstract form:
and U a saddle-saddle connection of the integrated ODE
If U is monotone then the operator
Proof. We start with the Eulerian framework -the Lagrangian one being simpler. We recall that
So the monotonicity of L depends upon the monotonicity of the Sturm-Liouville operator M := M − (u − σ) 2 /ρ. In fact, this operator M was already shown to be monotone in [5] (Proposition 1, p. 243). We briefly recall the arguments. First of all, the subsonicity of endstates implies that the essential spectrum of M is positive, bounded away from 0. Secondly, 0 is an eigenvalue of M with associated eigenfunction ∂ρ -this is due to the translation invariance. Indeed, we can see directly from the ODE
And this readily implies that M · ∂ρ = 0. Since ∂ρ has a constant sign by assumption, the standard theory of Sturm-Liouville operators [32, 35] shows that 0 must be the lowest eigenvalue of M, hence the monotonicity of M. Furthermore, there exists c > 0 so that for ρ ∂ρ = 0,
and thus
The same arguments work in the Lagrangian framework. The Sturm-Liouville operator to be considered is
and it is monotone for the same reasons as before. The final estimate looks simpler. It just reads
Remark 2 We may improve the above estimate
(omitting the subscript 1 for simplicity) into
for U ∂U = 0, thanks to the following classical observation. Proof. For λ > 0 large enough
Lemma 4 For a Sturm-Liouville operator M = − ∂ K ∂ + α with α bounded and K
hence V U = 0 is equivalent to U, V = 0. 2 Clearly, Lemma 3 breaks down when U is not monotone. As soon as ∂U 1 has one zero, 0 can not be the lowest eigenvalue of the operator M and therefore L is not monotone. This problem has been known for a long time. In [19, 9] , an alternative stability criterion is given, which we adapt below to solitons with non-zero endstates.
From now on, to simplify the writing, we denote by ν = U 1 and u = U 2 the components of any vector U in the states space 7 . Let us consider a soliton U = (ν, u) with endstate U ∞ = (ν ∞ , u ∞ ) and speed σ. It satisfies the ODE
(Recall that ε = −1 when we consider the Eulerian model (1.4) and that ε = 1 for the Lagrangian one (1.5).) We denote here
where all the integrals are absolutely convergent since U converges exponentially fast to U ∞ at ±∞ (recall that U is a saddle-saddle connection). Furthermore, denoting λ i (σ; U ∞ ) the components of
, we see that Equation (3.17) equivalently reads
the variational gradient being taken with respect to U only. This implies in particular that
is invariant under shifting of the profile U into U s . In other words, that quantity depends only on (σ; U ∞ ). Furthermore, this is an extension to non-zero endstates of what Bona and Sachs, after Boussinesq, call the moment of instability of the soliton U.
Definition 1
We call moment of instability of a soliton U with endstate U ∞ and speed σ the quantity
7 so that in Lagrangian framework, ν = v, and in the Eulerian framework, ν = ρ.
As we shall see in Section 3.3, it is the local convexity of m as a function of σ which determines the stability of the soliton U. It is interesting to note that the evaluation of m does not require the actual resolution of the ODE (3.17).
We begin with the Lagrangian model, for which the computations are simpler.
Proposition 3 The moment of instability of a soliton
Proof. The formula in (3.18) is an extension of the one used in [9] (p. 26) for a power law for p 0 and zero endstate. It follows from the elimination of the speed
in the definition of m and the use of the identity
where τ denotes the "speed" of the soliton (we use τ instead of σ here for consistency with the notation used in Section 2). As a matter of fact, by definition
The other representation of m merely follows from (3.21) and the change of variables v = v(ζ), which is valid on the two half-lines separated by the point where v achieves its (unique) extremum. 
and the counterpart of (3.16) regarding H reads
We infer that ∂U is an integrating factor of the soliton equation and that
with H 0 ( U) and Q( U) being naturally defined as the integrands in the functionals
respectively. Therefore
and the left-hand side is exactly m(σ; U ∞ ) (see Section 3.3.a below).
Orbital stability of capillary profiles
The long time analysis of a model of course necessitates some knowledge on its local well-posedness. As regards the Korteweg models (1.4) and (1.5), this question has been addressed in [7] . Recall in particular the following.
Theorem 1 For any global smooth solution
such that v 0 is valued in a compact subset of (b, +∞), there exists T > 0 and a unique solution U of (1.5) such that U |t=0 = U 0 and
If U is a traveling wave with profile U, the Sobolev norms of ∂ y U do not depend on t and it can be shown that the time T of existence satisfies a lower bound
In the semi-linear case κ ≡ constant, a much stronger result is known, which says that an a priori bound in (H 1 × L 2 )(R) implies that the maximal solution is global, see [9] (Theorem 4, p. 20).
Definition 2
We say that a traveling wave U with profile U is an orbitally stable solution of (3.15) if there exists 
Proof. It is a direct modification of Theorem 5 in [9] , which is itself an application of Theorem 2 in [19] . Indeed, we can force our model to enter the framework of [19] by: 1) shifting the dependent variables U by U ∞ so that in the new variables the soliton becomes homoclinic to 0 and 2) modifying the Hamiltonian to make its gradient vanish at infinity. More precisely, denoting
and the abstract equation (3.15) equivalently reads
This is because J vanishes at constants. Furthermore, U := U − U ∞ is a critical point of H under the single constraint
Finally, our definition of
coincides with the moment of instability of [9, 19] for the soliton U of (3.23). 2 [19] is actually an if and only if result. But the only if part requires that the operator J be onto 8 , which is obviously not the case here (nor in [9] ). This problem is fixed in [10] for Korteweg- 
Remark 7 Theorem 2 in

de Vries type equations. Up to our knowledge, there is no equivalent work on the Boussinesq equation.
To help the reader understand the significance of m we recall from [10, 19] an important result in the direction of instability. For a clear statement, we use a notation in which the dependence on the wave speed σ is more explicit. We choose to add σ as a superscript, in such a way that U σ stands for a traveling profile with speed σ. We omit the dependence on U ∞ , which is fixed in what follows. For consistency of notation, the moment of instability is now denoted m σ .
Proposition 4 If the moment of instability of a soliton
In fact, it requires only that U σ and W σ (an eigenvector of L σ defined in the proof of Proposition 4) belong to the range of J : this is not the case for U σ , whose integral on R is non-zero.
there exists a smooth curve
Proof. We follow the second proof of Theorem 3.1 in [10] (also see Theorem 4.1 in [19] , for a different parametrization). We first observe that
As a matter of fact, by definition
and the soliton equation is
which is (3.24), and
which is (3.25). Additionally, by differentiation of (3.26), we get
where the operator
enjoys the same definition as in Lemma 3. Note indeed that
Thanks to (3.27) we see that (3.25) equivalently reads
This formula is valid independently of the convexity or concavity of m. It shows in particular that when m is strictly convex (a stable case, according to Theorem 2), the operator L σ does have a negative space. In fact, this is always the case: unlike the situation considered in Lemma 3, here the profile U σ is not monotone. As already mentioned, this means that L σ admits a negative eigenvalue. A more detailed analysis using the theory of Sturm-Liouville operators, postponed to the appendix, shows that L σ admits a single eigenvalue of negative real part, which is simple and associated with an eigenfunction, say W σ of which the first component ω σ does not vanish and the second component w σ has a simple expression in terms of ω σ , σ (and U σ in the Eulerian framework): in the Lagrangian framework for instance, we
if λ denotes the negative eigenvalue, hence in particular σ ω σ w σ ≤ 0 (regarding dimensional questions, see Remark 12 in the appendix). Now we look for
with ϕ a smooth function vanishing at σ = τ . We have
In the Lagrangian framework in particular, this integral reduces to
and is therefore non-zero because of the properties τ ω τ w τ ≤ 0, ω τ = 0 and v τ − v ∞ = 0. Similar arguments work in the Eulerian framework. Therefore, the existence of a function σ → ϕ(σ) such that
follows from the implicit function theorem. Hence,
Differentiating once with respect to σ and evaluating at σ = τ we get using (3.26)
Differentiating twice we obtain
at σ = τ . We thus have, using (3.27)
at σ = τ , where we have used the self-adjointness of L τ (in L 2 (R)) and J ε (in R 2 ). In the last righthand side we recognize the second derivative of m σ , which is non-positive by assumption. Since 
The thermodynamical states with
We provide and comment below several results that hopefully give some insight, even though they are/can not be exhaustive. The graphs on the left of figures show the moment of instability m as a function of τ (arbitrarily chosen positive; of course there are symmetric counterparts for negative τ , which have the same convexity properties). The graphs on the right are intended to show the amplitude of the solitons. They show, also as a function of τ , either the maximum or the minimum of the soliton (depending on its type), which is obtained naturally in the computation of m as the endpoint v M of the integral in (3.19) 
Remark 8
The pure vapor solitons considered in Figure 6 Figure 11 shows what happens for large mixed liquid solitons. They exist for τ 2 in some interval (S 0 , S m ), the maximum value S m corresponding to a break down of the homoclinic orbit into a set composed of the hereteroclinic connections in Figure 4 and a pure vapor homoclinic connection. The graph of the moment of instability of those rather unusual solitons has shown no failure of convexity, suggesting that they are all stable.
Remark 11
3.3.b Kinks
We now turn to the stability analysis of a kink U = (ν, u) with endstates U − = (ν − , u − ), U + = (ν + , u + ) and speed σ. We consider the functionals
They are well defined on the dense subset of the affine space
(Note that this property is useful not only for P i but also for H because of the non-linear term in ν, which is asymptotically linear, unlike what happens for solitons.) We call λ 0 the Lagrange multiplier associated with the quadratic functional Q, that is λ 0 = σ in the Eulerian framework or λ 0 = − σ in the Lagrangian framework. The other two Lagrange multipliers, λ 1 , λ 2 , associated with P 1 and P 2 respectively, are defined by
the choice of the ± sign being indifferent due to the jump conditions (necessary for the profile to exist). Then we define a compound functional
It will be crucial in the following that F does not change when the profile is translated, which amounts to requiring that
But this is an easy consequence of the equation defining the profile
Indeed, taking the inner product of this equation by ∂U and integrating on R we get the equality above using that
and similarly
As a consequence of this invariance property, we have
for all t. Therefore, by Lemmas 1 and 2, F is well defined -the integral being at least semiconvergentand remains equal to 0 along any solution of (3.15) such that
In the framework of Lemma 3, we have the following properties.
(P1).
The endstates U ± are hyperbolic fixed points of the ODE
(P2). The set of solutions of the "boundary value problem"
is the one-dimensional manifold M := { U = U s ; s ∈ R } where U is a fixed profile and
(P3). The functional
is independent of t for U = U(t) any -classical -solution of (3.15) 
Furthermore, it equals 0 along the manifold M, as well as its variational gradient.
(P4). The Hessian of F is a monotone operator at all points of M. Furthermore, there exists c > 0 such that for all s ∈ R andU ∈ D(R) with ν ∂ν s = 0,
(The fact that c is independent of s trivially follows from the fact that H k norms are invariant under translation.) Assuming (P1)-(P4), we now investigate the orbital stability of the traveling wave solution (x, t) → U(x, t) = U(x − σt) of (3.15).
Our method is very much inspired from the solitary waves stability analysis. In particular, we first show a lemma that will enable us to "factor out" the translation along M. It is analogous to Lemma 3.2 p. 169 in [19] (or Lemma 4.1 p. 405 in [10] ), the main difference being that we have to work in an affine space U + H k (R) instead of merely H k (R).
Lemma 5
For any non-constant function U tending exponentially fast to U ± at ±∞, for k ≥ 0, there exists ε > 0 and a smooth function
Proof. We recall that the notation U s for any function U stands for the function translated by s, that is, U s (ξ) = U (ξ + s). Applying the implicit function theorem to the mapping
and a function S k defined on V ε such that
Now, by the invariance of the H k norm under translation, U ∈ U t + V ε is equivalent to U −t ∈ U + V ε . Consequently, we have
So we may define
with values in −t + W ε . This extends smoothly S k to
as claimed -provided that the ball of center 0 and radius ε is included in V ε . Moreover, the set U ε is by construction invariant under translation, and for all U ∈ U ε and r ∈ R,
which is equivalent to U ∈ U t−r + V ε and thus implies
Taking the difference between these two equalities, we get the expected formula
2 The next step is to expand the functional F. Brutal Taylor expansion is not valid a priori because F is not defined on the whole space U ∈ U + (H 2 (R) × L 2 (R)). However, we may expand each of the integrands separately. In this way, we find that for any U ∈ U + (H 2 (R) × L 2 (R)), as soon as the integral in F[U] is convergent 
In particular, if Proof. By (P3) and the inequality obtained just before the statement of the theorem, we have
as long as ν(t) − ν H 1 (R) < ε 1 := min(c/(2 C 1 ), 1) .
Note that by continuity of the map
we have initially ν(0) − ν H 1 (R) < ε 1 provided that ν(0) − ν H 1 (R) ≤ η 0 with η 0 (less than the ε of Lemma 5) is small enough. Take ε 2 ∈ (0, ε 1 ]. Since F is continuous on (
Therefore, for all t ∈ [0, T ),
Recalling that U(t) is a translate of U(t), this completes the proof. 2 the wedge product θ ∧ A θ stands for the extended 2-form
and v A θ is the vector field
which acts on extended 2-forms as an exterior differentiation.
Using this theorem, it is rather easy to discriminate among skewsymmetric operators those which satisfy Jacobi's identity. In fact, it can be cumbersome to write down pr v A θ (θ ∧ A θ) dx. Instead, as suggested by Olver, one may observe that
whose expression can be greatly simplified through integrations by parts. In our case, we have
and Θ reduces to
where there are still many terms if a and b do depend on the three variables. However, if a and b depend only on the first dependent variable v, we find that
because of θ x appearing twice in the wedge products. This applies in particular to the operator A of Section 1.3. We now consider the multidimensional operator of Section 1.1 (save for the minus sign)
with dependent variables (ρ, u, S), and s = S/ρ. Of course there is a multidimensional version of Theorem 4, which is actually the one given in [31] . To apply it, we need notations. We denote here u 1 , u 2 , u 3 the components of the velocity field u, and η = dρ, θ i = du i , ζ = dS,
which means that the negative number λ(λ − 1 − σ 2 )/(λ − 1) must be an eigenvalue of M. Hence
Conversely, there exist a unique negative number λ satisfying the equality here above, since the second order polynomial λ 2 − λ (1 + σ 2 + µ 0 ) + µ 0 has a unique negative root. 
Remark 12
