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Abstract—We adopt Convolutional Neural Networks (CNNs)
to be our parametric model to learn discriminative features and
classifiers for local patch classification. Based on the occurrence
frequency distribution of classes, an ensemble of CNNs (CNN-
Ensemble) are learned, in which each CNN component focuses on
learning different and complementary visual patterns. The local
beliefs of pixels are output by CNN-Ensemble. Considering that
visually similar pixels are indistinguishable under local context,
we leverage the global scene semantics to alleviate the local
ambiguity. The global scene constraint is mathematically achieved
by adding a global energy term to the labeling energy function,
and it is practically estimated in a non-parametric framework. A
large margin based CNN metric learning method is also proposed
for better global belief estimation. In the end, the integration
of local and global beliefs gives rise to the class likelihood of
pixels, based on which maximum marginal inference is performed
to generate the label prediction maps. Even without any post-
processing, we achieve state-of-the-art results on the challenging
SiftFlow and Barcelona benchmarks.
Index Terms—Scene Parsing, Convolution Neural Network,
CNN-Ensemble, Global Scene Constraint, Local Ambiguity, Deep
Learning.
I. INTRODUCTION
SCENE parsing (also termed as scene labeling, scenesemantic segmentation) builds a bridge towards deeper
scene understanding. The goal is to associate each pixel with
one semantic class. Generally, “thing” pixels (car, person, etc)
in real world images can be quite visually different due to
their scale, illumination and pose variation, meanwhile “stuff”
pixels are usually visualy similar (road, sea, etc) in a local
close-up view. Hence, the local classification for pixels is
challenging. Besides, the class frequency distribution is highly
imbalanced in natural scene images: more than 80% pixels in
the images belong to only a few number of semantic classes.
Thus, the classification model is biased towards frequent
classes due to the scarcity of training instances for rare classes.
Overall, these issues pose scene parsing as one of the most
challenging problems in computer vision.
The recent advance of Convolutional Neural Networks
(CNNs) [1], [2] has revolutionized the computer vision com-
munity due to their outstanding performance in a wide variety
of tasks [1], [3], [4], [5], [6], [7]. Recently, Farabet et al. [8]
and Pinheiro et al. [9] has applied CNNs to scene labeling.
In this scenario, CNNs are used to model the class likelihood
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Fig. 1: Motivation of our integration model: the parametric
model can distinguish visually different pixels very well, but
get confused for pixels that are visually similar in local con-
text. However, the local ambiguities can be easily eliminated
as long as the correct global scene semantics is revealed. A
more consistent labeling result can be achieved by integrating
their beliefs. The figure is best viewed in color.
of pixels directly from local image patches. They are able to
learn strong features and classifiers to discriminate the local
visual subtleties. In general, single CNN fails to produce sat-
isfactory labeling results due to the severely imbalanced class
frequency distribution in natural scene images (as exampled
in Figure 3). To address this issue, we propose the CNN-
Ensemble, which aggregates the predictions from different
and complementary CNNs. The CNN component shares the
identical network architecture, but it is trained from image
patches with disparate statistics, which are generated from
different sampling methods. In the end, the proposed CNN-
Ensemble is capable of yielding more reliable labeling results
than any single CNN.
Even though powerful, CNN-Ensemble still struggles in dif-
ferentiating visually similar pixels as it only consider limited
context in local classification. As exampled in Figure 1, the
sand pixels are confused with road and sidewalk pixels in a
local view. We refer to such problem as local ambiguity. This
problem has usually been addressed from two perspectives:
ar
X
iv
:1
60
4.
05
84
8v
1 
 [c
s.C
V]
  2
0 A
pr
 20
16
2• Augmenting the scale of context to represent pixels: [8]
considers multi-scale context input, [9] increases the size
of context input in a recurrent CNN framework. These
methods somehow mitigate the local ambiguity, however
they may have an negative effect to small-size objects
and may also degrade the efficiency of the system.
• Building a probabilistic graphical model to capture the
explicit label dependencies among pixels [10], [11], [12],
[13]. However, the parametric graphical model is usually
hard and inefficient to optimize when the higher order
potentials are involved, and the low-order potentials suffer
from low representation power.
Here in this paper, we propose to utilize the global scene
semantics to eliminate the local ambiguity. As a simple
example in Figure 1, the confusion between ‘road’ and ‘sand’
pixels can be easily removed if the global “coast” scene is
revealed. Intuitively, a global scene constraint is implicitly
enforced to allow more reliable local classification. Such
global constraint is mathematically achieved by adding a
global energy term to the labeling energy function. However,
due to the extraordinarily huge labeling space, it’s infeasible
to model the global energy parametrically. Thus, the global
energy is practically modeled in a non-parametric framework
by transferring the class dependencies and priors from its
global similar exemplar images.
Furthermore, a large margin based metric learning objective
is introduced to fine tune the network, thus making the estima-
tion of global belief more accurate. Finally, the class likelihood
of pixels are obtained by integrating the local and global
beliefs. Based on which, our integration model outputs the
label prediction maps. We justify our method on the popular
and challenging scene parsing benchmarks: SiftFlow [14] and
Barcelona [15] datasets. Even without any post-processing,
our integration model is able to achieve very competitive
results that are on par with the state-of-the-arts. Overall, the
contributions of this paper are summarized as follows:
1) We propose the CNN-Ensemble, in which each CNN
component concentrates on learning distinct visual pat-
terns. The aggregation of single CNNs gives rise to
much more powerful model that is able to generate more
reliable labeling maps.
2) We leverage global scene semantics to remove the local
ambiguity by transferring class dependencies and priors
from similar exemplars.
3) We introduce the CNN metric, and show that the learned
metrics are beneficial in our non-parametric global belief
estimation.
This paper is an extension to the conference paper [16].
The rest of the paper is organized as follows: section II firstly
reviews, discusses and compares our methods with relevant
works. Following that, the formulation of our integration
model are presented in Section III; Then, details of estimating
the local and global beliefs are elaborated in Section IV and V
respectively; Section VI demonstrates the experimental setup
and reports the results of the proposed methods; Section VII
concludes the paper.
II. RELATED WORK
Scene parsing has attracted more and more attention in
recent years. Among all the interesting works, we review and
discuss four line of works that are most relevant to ours.
A. Feature Learning
The first direction exploits extracting better features for clas-
sifying pixels/superpixels. Previously, low-level and mid-level
hand-crafted features are designed to capture different image
statistics. They usually lack discriminative power and suffer
from high dimensionality, thus limiting the complexity of the
full labeling system. Recently, machine learning techniques
are commonly used to learn discriminative features for various
computer vision tasks [8], [9], [17], [18]. In accordance, Fara-
bet et al. [8] fed a convolutional neural network with multi-
scale raw image patches, and they have presented very inter-
esting results on real-world image scene labeling benchmarks.
Furthermore, Pinheiro et al. [9] adopted a recurrent CNN to
process the large-size image patches. Bulo et al. [19] learned
a more compact random forest by substituting the random
split function with a stronger Neural Network. Mostajabi et
al. [20][21] extracted features from different scopes of image
regions, and then concatenated them to yield the context-
aware representation. Therefore, regional and global context is
encoded in the local representation. In their works, the local
disambiguation is achieved via augmenting input context. In
contrast, we leverage the global scene constraint to mitigate
the local ambiguity.
B. Probabilistic Graphical Models
Another line of works focus on exploring explicit depen-
dency modeling among labels, which is usually formulated as
a structure learning problem. Shotton et al. [12] formulated the
unary and pairwise features in a 2nd-order sparse Conditional
Random Fields (CRF) graphical model. Roy et al. [22], Zhang
et al. [13] and Chen et al. [23] built a fully connected graph
to enforce higher order labeling coherence. Kohli et al. [11],
Kontschieder et al. [24] and Marquez et al. [25] modeled the
higher order relations by considering patch/superpixel as a
clique. He et al. [10] defined a multi-scale CRF that captures
different contextual relationships ranging from local to global
granularity. Zheng et al. [26] formulates the CRF as a neural
network, so its inference equals to applying the same neural
network recurrently until some fixed point (convergence) is
reached. Recently, Shuai et al. [27], [28] adopt recurrent neural
networks (RNNs) to propagate local contextual information
and it shows superiority over PGMs on the applicability to
large-scale scene parsing task. Our work is related to this
branch of works, but approaches from a different angle. The
potentials in these works are usually modeled parametrically,
therefore extensive efforts are needed for learning these param-
eters. Our global energy term can be estimated very efficiently
in a non-parametric framework.
C. Label Transfer Models
Recently, non-parametric label transfer methods [14], [15],
[29], [30], [31], [32] have gained popularity due to their
3outstanding performance and the scalability to large scale
data. They usually estimate the class likelihood of image unit
from the globally similar images. In a nutshell, global scene
features are firstly utilized to retrieve the relevant images,
whose label maps are then leveraged to estimate the class
likelihood of image units. The pioneering label transfer work
[14] transformed RGB image to SIFT [33] image, which was
used to seek correspondences over pixels. Then, an energy
function was defined over pixel correspondences, and the
label prediction maps are obtained by minimizing the energy.
The Superparsing system [15] performed label transfer over
image superpixels. Eigen et al. [29] learned adaptive weights
for each low-level features, and it resulted in better nearest
neighbor search. Gould et al. [34], [35] built a graph for dense
image patch and superpixel to achieve the label transfer. We
adopt this framework to evaluate our global energy term. In
comparison with these works that are based on hand-crafted
features, we used the learned CNN features which are more
compact and discriminative. We expect our features to benefit
their systems in terms of accuracy and efficiency as well.
D. Ensemble Models
The ensemble methods [36][37] have achieved great success
in machine learning. The idea is to build a strong predictors
by assembling many weak predictors. The assumption is that
these weak predictors are complementary to each other when
they are trained with different subset of features and training
data. Some examples are random forest [38][39], bagging [40],
boosting [41], etc. Random forest has been successfully used
in solving image labeling problems. For example, Shotton et
al. [37] learned an ensemble of decision jungles to output
the semantic class labels of pixels. Kontschieder et al. [24]
constructed a random forest that directly maps the image
patches to their corresponding structured output maps. Our
CNN-Ensemble is different from these works. First, the in-
dividual model in theirs are very weak, whereas each of our
single CNN has very strong capability. Second, the data that
are used for each individual model training in their works are
sampled without discrimination. In contrast, data that are fed
to each single CNN are sampled differently, therefore their
statistics are different.
Recently, the ensemble models [1][42][43] have been perva-
sively adopted in the large-scale ImageNet classification com-
petition [44]. Specifically, many deep neural networks (their
network architeture is identical) are trained, and the fusion
of their decisions give rise to the output. By doing this, the
ensemble model is able to enhance its classification accuracy
slightly. Our CNN-Ensemble also differs from these works. In
their works, each network component is trained with exactly
the same data, and the difference of network components
mainly originates from nonidentical network initializations.
In contrast, every CNN component is trained from entirely
different data, which will guide the CNN component to focus
on learning different but complementary visual patterns.
III. FORMULATION
The image labeling task is usually formulated as a discrete
energy minimization problem. Specifically in this paper, we
consider minimizing the following energy:
E(X,Y ) = EI(X,Y ) + EG(X,Y ) (1)
where X = {X1, X2, . . . , XN} is the observed image and
Xi corresponds to the ith pixel; Y = {Y1, Y2, . . . , YN}, Y ∈
{1, 2, . . . |L|}N denotes a labeling configuration for image X;
EI(X,Y ) and EG(X,Y ) are the local and global energy term
respectively.
Individually speaking, the local energy term EI(X,Y )
measures the likelihood of image X taking the labeling con-
figuration Y in the local view. Mathematically, it is expressed
as the summation of local unary potential ΨI(Xi, Yj):
EI(X,Y ) =
∑
Xi∈X
ΨI(Xi, Yj) (2)
where ΨI(Xi, Yj) = −log(PI(Xi, Yj)) is defined as the
negative log likelihood of pixel Xi being labeled as Yj ;
Hereafter, we call PI(Xi, Yj) the local belief.
The global energy EG(X,Y ), on the other hand, reflects
the likelihood of image X taking the labeling configuration Y
in the global view. A naive implementation is to consider all
the pixels to be in a single clique, and EI(X,Y ) evaluates the
energy term according to the labeling states. However in this
scenario, the labeling states are prohibitively huge (|L|N ), it
makes the energy evaluation intractable in practice. Inspired
by [25], we adopt an non-parametric approach to decompose
the global energy to the aggregation of global unary potential
ΨG(Xi, Yj):
EG(X,Y ) =
∑
Xi∈X
ΨG(Xi, Yj) (3)
where ΨG(Xi, Yj) = −log(PS(X)G (Xi, Yj)); PS(X)G (Xi, Yj))
denotes the likelihood of Xi being Yj in the global scene view,
and it is estimated from images in S(X) which are expected to
share similar global scene semantics with image X . Likewise,
we call PS(X)G (Xi, Yj) the global belief hereafter. As shown,
the global energy implicitly captures the pixel dependencies
via transferring scene semantics from images in S(X). As
an example in Figure 1, the global scene exemplars (S(X))
define a ”coast” scene, in which road and sidewalk pixels are
invalid and sand pixels are more likely to appear in the bottom
regions. Finally, by rewriting the energy functions, we generate
the following form:
E(X,Y ) = −
∑
Xi∈X
log((PI(Xi, Yj) · PS(X)G (Xi, Yj))) (4)
The above energy is numerically proportional to the integration
of beliefs from two sources: (1), Local belief: PI(Xi, Yj)
measures the belief for pixel Xi based on its surrounding local
context; (2), Global belief: PS(X)G (Xi, Yj) denotes the belief
for Xi from the global scene view. An intuitive interpretation
of Equation 4 is that a global scene constraint (prior) is
enforced to the local classification in the form of weighting the
local beliefs of pixels with their corresponding global beliefs.
Since the estimation of class likelihood for different pixels
is independent, the energy minimization (inference) can be
done in an efficient pixel-wise manner: Y =
⋃
i=1:N Yi, Yi =
argmin1,...,|L|E(Xi, Yj).
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Fig. 2: Framework of our integration model: the parametric CNNs are responsible for emitting the local beliefs, and the non-
parametric model is practically used to output the global beliefs. The integration of local and global beliefs gives rise to the
un-normalized class likelihood of pixels. The modules painted in yellow represents parametric models (CNN and Metrics).
The pipeline of our model is depicted in Figure 2. Sys-
tematically, an image is first passed to the truncated CNN,
and the corresponding pixel feature maps are generated. Next,
the feature maps are fed into two branches: (1), they are
independently classified based on the parametric CNNs (CNN-
Ensemble), which yield the local beliefs; (2), they are aggre-
gated to produce the global scene envelop, which is used to
retrieve the global similar exemplar images. Based on which,
the global belief is estimated. Finally, the integration of local
and global beliefs yields the un-normalized class likelihood
of pixels, based upon which the integration model outputs
the label prediction map. We elaborate each module in the
following sections.
IV. LOCAL BELIEFS
In a local view, the semantic class of each pixel Xi is deter-
mined by its surrounding image region (patch). A parametric
model is commonly used to emit its local belief PI(Xi, Yj).
In this paper, this model is parameterized by CNN-Ensemble
- an ensemble of Convolutional Neural Network (CNNs). The
CNN components are trained from entirely different image
regions (patches) in terms of the class frequency distribution,
thus they capture complementary image statistics. In detail,
each CNN component is enforced to focus on discriminating
some specific classes by adaptively learning different features
and classifiers. By fusing these complementary cues, CNN-
Ensemble is expected to output more reliable labeling results.
A. Parametric CNNs
The Convolutional Neural Networks (CNNs) learn features
and classifiers in an end-to-end trainable system. They are
able to learn compact yet discriminative representations, which
are easy to be differentiated for the jointly learned classifiers.
Specifically in the image labeling task, the parameters of
CNNs are optimized based on the image patches, whose
labels are associated with the centering pixels. Unlike other
CNNs [8] [9] which are fed with multi-scale or large field-
of-view patches, we use moderate-size contextual windows
to predict the labels for pixels. By doing this, we enforce
the network to learn strong representations to discriminate
the local visual subtleties. Meanwhile, the locality information
is well preserved, which is crucial to differentiate small-size
object classes. Moreover, as evidenced by the experiments
later, our CNNs outperform their nets [8][9] dramatically. In
addition, our CNNs are more efficient in terms of inference.
The architecture of our CNNs is demonstrated in Figure 2. It
accepts 65×65 image patches as valid input. If we assume that
the last fully connected layer (FC-2) serves as the functionality
of classifiers, the removal of which in the CNN gives rise to
the Truncated Convolutional Neural Network. In other word,
if we pass an image patch (65 × 65) to the truncated CNN,
its output is a representation vector (64 dimension), which
summarizes the contextual information of the input patch. In
this perspective, truncated CNN can be interpreted as a feature
extractor.
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CNN−CS
CNN−GS
CNN−TCS
CNN−HS
Fig. 3: The first graphic shows an example of the class
frequency distribution in natural scene images, through which
we can observe that large percentage of pixels belong to very
small number of frequent classes. The second figure delineates
the class-wise accuracy curves for CNN-M. The experimental
statistics are based on the SiftFlow dataset [14].
B. Data Sampling
Knowing that the number of training patches are pro-
hibitively huge (thousands of millions), we only use a fraction
of them for the network training. Specifically, at the beginning
of each epoch, training patches are randomly sampled. By
doing this, we are able to decrease the training time dra-
matically. Meanwhile, the sampling strategy does not harm
the performance, as the image patches are highly redundant
(patches that are related to neighborhood pixels are usually
the same) and the randomness injected into the data sampling
during each epoch enables the network to “see” the whole data
throughout the whole training process. Here in this paper, we
introduce four sampling methods based on the class frequency
distribution in natural scene images:
• Global sampling (GS): It samples patches randomly
from the collection of all the training patches. Then the
class frequency distribution in the sampled patches should
be very close to that in the original images.
• Class sampling (CS): It samples patches in a manner that
classes appear equally in the resulting sampled patches.
Note that some patches may appear multiple times if they
are from extremely rare classes.
• Hybrid sampling (HS): It is a compromise between
global sampling and class sampling. In detail, it firstly
samples patches globally, and then augments the rare-
class patches until their occurrence frequencies reach the
desired threshold η in the sampled patches.
• Truncated class sampling (TCS): It adopts the same
sampling procedure as class sampling, but removes all
the frequent-class patches.
The threshold η is used to determine whether a class is
frequent or rare: the class is considered to be frequent as long
as its occurrence frequency in the training data is above η,
otherwise, it belongs to a rare class. Obviously, the above
sampling methods are expected to yield significantly different
sampled patches in the form of class frequency distribution.
When these image patches are presented in the network
training phase, the CNNs are enforced to learn disparate visual
patterns, thus they behave differently. We next discuss how the
sampled image patches influence the characteristics of CNNs.
C. CNN-Ensemble
CNNs, even with the identical architecture, can be func-
tionally different if they are trained from image patches with
disparate data distribution. Concretely, to fit the image patches
whose statistics are not the same, CNNs adaptively learn
different representations and classifiers. In consequence, it
leads to the big performance discrepancy on labeling the same
images. Let’s denote CNN-M the CNN trained with image
patches sampled through method M. As shown in Figure 3,
CNN-M exhibits significantly different characteristics towards
predicting the semantic classes of pixels: CNN-GS prioritizes
the frequent classes, therefore it optimizes the overall pixel ac-
curacy; CNN-CS implicitly normalizes the weights of classes
by performing downsampling and oversampling operations
to frequent and rare classes respectively, thus it maximizes
the average class accuracy; In comparison with CNN-GS,
CNN-HS gives slightly higher weights to rare classes, hence
it compromises the two above criterions; CNN-TCS works
exceptionally well on differentiating rare classes.
To produce a satisfactory labeling prediction map, the algo-
rithm is required to perform extraordinarily well to correctly
predict frequent classes, and in the mean time should work
well towards recognizing rare classes precisely. The former
criterion guarantees that the scene semantics of the images
are well defined, and the latter one enforces that objects (rare
classes) are not missing in the scene. However as manifested
in Figure 3, none of the CNN-M satisfies both criterions.
Therefore, we propose the CNN-Ensemble, which combines
the predictions from the CNN-M components. Mathematically,
the local belief PI(Xi, Yj) is derived with the following
equation:
PI(Xi, Yj) =
1
M
M∑
m=1
Pm(Xi, Yj) (5)
where M is the number of CNN-M components and
Pm(Xi, Yj) denotes the class likelihood prediction from the
m-th CNN-M. As mentioned, CNN-M components are de-
signed to focus on distinguishing some specific classes. For
example, CNN-GS discriminates frequent classes excellently,
and CNN-TCS captures the subtleties of infrequent classes.
The proposed CNN-Ensemble fuses the complementary pre-
dictions from different sources. Our later experiments in
Section VI will demonstrate that CNN-Ensemble is able to
produce much more reliable labeling results quantitatively,
and it performs excellently on both overall pixel accuracy and
average per-class accuracy.
6V. GLOBAL BELIEFS
In a global view, the semantic class of each pixel Xi in
image X is determined by the global scene semantics of
X . In other words, its global class likelihood PG(Xi, Yj)
should match the expected scene layout of X . Even though the
pixel Xi is represented identically, its class belief could vary
significantly depending on how the pixel is evaluated. Take the
simple example as an illustration in Figure 1, the pixels in the
lower part of the image could be ‘sand’, ‘road’ or even ‘rock’
in a local view. We refer to this problem as local ambiguity.
In contrast, with the awareness of global ‘coast’ scene, it is
obvious that ‘sand’ class is preferred in a global view. In
this perspective, the global scene prior is a good remedy to
alleviate the local ambiguity.
A. Non-parametric Global Belief Transfer
As elaborated, the parametric CNNs (CNN-Ensemble) are
able to produce good labeling results for the pixels with
good local contextual support, they still suffer from the
notorious local ambiguity problem. Previously, researchers
usually addressed this issue by generating contextual aware
local features. For example, Farabet et al. [8] fed the network
with multi-scale image patches to yield richer contextual
aware local features, and likewise Pinheiro et al. [9] took
the network input as larger image patches. In this paper, the
local disambiguation is achieved by enforcing a global scene
constraint to local classification. More specifically, a pixel is
considered under global context: the class likelihood of pixels
should satisfy the scene layout and semantics of the image.
First, we generate the global-level representation for the
considered image X ∈ Rh×w×3, where h,w is the height
and width of the image X . The corresponding CNN feature
tensor F ∈ Rh×w×M can be obtained by passing densely
sampled image patches in X to the truncated CNN (M = 64 in
our implementation). Next, we introduce the average pooling
operator pool [1] to aggregate the pixel features, thus giving
rise to the global feature H . In detail, suppose an image is
decomposed to regions R = {R(1), R(2), . . . , R(J)} 1, the re-
gion feature is generated by applying pool operator to the con-
stituent pixel features: H(R(i)) = pool(F i),∀i ∈ R(i). The
global image representation is defined as the concatenation
of region features H = [H(R(1)), H(R(2)), . . . ,H(R(J))].
As expected, this global image feature H not only conveys
discriminative scene semantics but also encodes scene layout
information.
Then, based on H , the global nearest exemplars S(X) are
retrieved. Each image in S(X) is expected to have the similar
scene semantics and layout with image X . After that, the
global class likelihood of pixels (global belief) are transferred
from the statistics of pixel features in S(X). Concretely,
among all the pixels in S(X), the semantic class of pixel
Xi should match those pixels whose local representations are
also close to Xi. Therefore, K pixels (from images within
S(X)) are firstly retrieved that are similar to Xi in the
local representation space. Then the global belief is generated
1J is the number of regions. In our experiments, the image is divided into
rectangular regions in a 2-layer spatial pyramid fashion [45].
through a weighted voting based on the K retrieved pixels.
Mathematically, it is derived in the following equation:
P
S(X)
G (Xi, Yj) =
∑K
k=1 φ(Xi, Xk)δ(Y (Xk) = Yj)∑
k φ(Xi, Xk)
(6)
where Xk is the k-th nearest neighbor pixel of Xi among
all the pixels in S(X); Y (Xk) is the ground truth label for
pixel Xk; δ(Y (Xk), Yj) is an indicator function; φ(Xi, Xk)
measures the similarity between Xi and Xk, which is defined
over spatial and feature space:
φ(Xi, Xj) = exp(−α||xi − xj ||)exp(−γ||zi − zj ||) (7)
where xi = F (Xi) denotes the CNN pixel feature for Xi, zi
is the normalized coordinate along the image height axis and
α, γ controls the belief exponential falloff.
Meanwhile, as small-size object classes (e.g. ‘bird’ in the
sky, ‘boat’ in the sea, etc) make negligible contribution to the
global scene semantics, they may not appear in its nearest
global exemplar images S(X). Thus, the global belief will be
highly skewed to frequent classes, which potentially harms
the final class likelihood of rare classes according to the
integration rule in Equation 4. To address this issue, we
introduce an auxiliary pixel transfer set A(X). In detail, we
first find the rare-class pixels whose quantities are below K
(same value as in Equation 6) in S(X), and then augment
the corresponding rare-class pixels until their quantities reach
K. More specifically, A(X) is a set of rare-class pixels, and
it is derived by randomly sampling the desired quantity of
pixels from images outside S(X). Thus, the final transfer set
is the combination of S(X) and A(X), and the quantity of
every rare-class pixel is at least K. Thus, the global belief is
expected to preserve the salient objects in the scene. Our non-
parametric global belief estimation is reminiscent of popular
label transfer works[29], [14], [30], [15], [31], two differences
need to be highlighted:
• Instead of adopting hand-engineered low-level local and
global features, we use more discriminative and compact
features learned from CNN for label transfer.
• Our non-parametric model works as global scene con-
straints for local pixel features. Generally, small size
retrieval images are sufficient to define the scene semantic
and layout. However, previous works have to seek large
retrieval set to cover all the possible semantic classes.
B. CNN-Metric
As shown in Equation 6, the estimation of global belief
P
S(X)
G (Xi, Yj) is highly dependent on the distance metric
between two pixel features. However, our features are learned
by optimizing pixel/patch classification accuracy, while do not
take distance metric into consideration. Therefore we propose
to learn a large-margin based metric to mitigate the inaccurate
class likelihood estimation for rare classes (Figure 4). In detail,
the Mahalanobis metric M = WTW is learned by minimizing
the loss function, which is formally written as:
L =
λ
2
||W ||2 + 1
2N
∑
i,j
g(xi, xj)
g(xi, xj) = max(0, 1− `i,j(τ − ||Wxi −Wxj ||2))
(8)
71
τ 
τ 
Fig. 4: Graphical illustration of the effect of our large margin
based metrics. Due to the highly imbalanced data distribution,
the nearest neighbors of the testing feature (triangle) are
dominated by imposter classes (rectangle). After the metric
transformation, the imposters stay far away from it. Thus,
their contribution is significantly attenuated in the global belief
estimation.
where `i,j indicates whether two features have the same
semantic label or not, and `i,j = 1 if Xi and Xj are from
the same class, or `i,j = −1 otherwise; τ(> 1) is the margin
and λ controls the effect of regularization; xi = F (Xi) is the
feature representation for Xi and N is the number of features.
The objective function would enforce the pixel features from
the same semantic class to be close and stay within the ball
with radius 1 − τ , and enforce data from different classes to
be far away from each other by at least 1 + τ . The graphical
illustration of the metrics is depicted in Figure 4.
Instead of simply learning a metric based on the extracted
CNN features, we further replace the softmax layer with our
metric learning layer, so that the feature extraction parameters
can also be adapted. We replace the softmax layer of previous
CNN (CNN-softmax) with a fully connected layer parameter-
ized by W (or more layers to learn non-linear metrics [46])
and fix the biases to be zero, which serves as a Mahalanobis
metric (M = WTW ). We call the new network CNN-metric.
These two networks do not share any parameters except that
the feature extraction parameters of CNN-metric are initiated
from the corresponding layers of CNN-softmax. The errors are
back propagated through the chain rule, and ∂L∂W
∂L
∂xi
for the
last layer are given in Equation 9.
∂L
∂W
= λW +
1
N
∑
i,j
ζij
ζij = g
′
(c)`(i, j)(Wxi −Wxj)(xi − xj)T
∂L
∂xi
=
1
N
∑
i,j
g
′
(c)(WT `(i, j)(Wxi −Wxj))
c = 1− `(i, j)(τ − ||Wxi −Wxj ||2)
xi = F (Xi)
g
′
(c) =
{
0, c <= 0
1, c > 0
(9)
We adopt the Stochastic Gradient Descent (SGD) to opti-
mize the CNN-Metric. Considering that the quantity of patches
is prohibitively huge, we also sample a fraction of patches
during each epoch in the Class Sampling manner (Section
IV). Other sampling methods are not appropriate in this
scenario, as the imbalanced data distribution will result in the
Fig. 5: Visualization of the learned convolution filters for the
first layer of CNN-CS, CNN-TCS, CNN-GS and CNN-HS
respectively. They are trained on the Barcelona datasets. Note
the visual difference among the learned filters of different
CNN-M. The figure is best viewed in color.
scarcity of training examples for some class pairs, which is
expected to skew the learned metric mapping. Furthermore,
due to the infeasibility of feeding the sampled patches to the
network in a single propagation, the training data are divided to
several batches, among which the proposed metric constraint
is enforced to any class pairs.
VI. EXPERIMENTS
A. Evaluation Benckmarks
We evaluate our approach on two popular and challenging
scene parsing benchmarks:
• SiftFlow [14]: It has 2688 images generally captured from
8 typical natural scenes. Every image has 256 × 256
pixels, which belongs to one of 33 semantic classes. We
use the training/testing (2488/200 images) split provided
by [14] to conduct our experiments.
• Barcelona [15]: It consists of 14871 training and 279 test-
ing images. The size of the images varies across different
instances, and each pixel is labelled as one of the 170
semantic classes. Note that the class frequency distribu-
tion is more imbalanced than that in the SiftFlow dataset.
Meanwhile, the scene categories of training images range
from indoor to outdoors, whereas the testing images are
only captured from the barcelona street. These issues pose
Barcelona as an extremely challenging dataset.
To quantitatively evaluate our methods, we report two types
of scores: the percentage of all correctly classified pixels -
Global Pixel Accuracy (GPA), and Average per-Class Accu-
racy (ACA).
B. Local Labeling Results
We first present the implementation details of training the
parametric CNNs. We use Stochastic Gradient Descent (SGD)
with momentum to train the CNN-M; During each training
epoch, around 5 × 105 pixels are randomly sampled from
training pixel pools; The learning rate is initialized to be
0.01, and it is decreased by 10 times after 20 epoches; The
momentum is fixed to 0.9, and the batch size is set as 100.
We train our CNN-M based on MatConvnet [47] toolbox. 2
The reported results are based on the model trained in 35
epoches. Each image is preprocessed by first subtracting the
mean and then performing contrast normalization by dividing
2The code is publicly available under the homepage of authors.
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GPA ACA GPA ACA
Multiscale ConvNet [8] 67.9% 45.9% 37.8% 12.1%
Recurrent CNN (67×67) [9] 65.5% 20.8% N/A N/A
CNN-asymmetric [21] 42.4% 38.4% 20.0% 13.3%
CNN-GS 75.4% 30.2% 68.5% 11.4%
CNN-CS 70.9% 42.6% 24.7% 18.4%
CNN-TCS 7.91% 38.7% 6.33% 16.8%
CNN-HS 74.7% 39.4% 61.0% 16.7%
CNN-Ensemble 75.3% 44.8% 61.3% 19.5%
Ensemble CNN-GS 77.1% 32.0% 69.7% 11.5%
Ensemble CNN-CS 72.8% 43.7% 26.6% 20.0%
Ensemble CNN-TCS 8.33% 40.0% 7.53% 18.3%
Ensemble CNN-HS 76.4% 40.2% 63.2% 17.5%
TABLE I: Quantitative Performance of different CNNs. Details
of each method are elaborated in the text.
its variance. Besides, the threshold η that discriminates rare
classes are empirically set to 5% and 1% for the SiftFlow
and Barcelona datasets respectively. The learned convolutional
filters for the first layer of CNN-M on the Barcelona dataset
are shown in Figure 5.
Next, we evaluate the performance of CNN-M. Specifically,
CNNs output their local belief maps, based on which max-
imum marginal inference is performed to output the label
prediction maps. Table I lists the quantitative results. As
shown, our CNN-M (GS, HS, CS) achieves much better results
than Multiscale ConvNet and Recurrent CNN. In terms of the
individual performance of CNN-M, CNN-GS achieves the best
accuracy on global pixel accuracy (GPA), whereas its perfor-
mance on average class accuracy (ACA) is not satisfactory.
In contrast, CNN-CS claims the best ACA among all the
single CNNs, which indicates that it predicts the semantic
classes of pixels in a more equal manner. A favorable per-
formance compromise is achieved by CNN-HS, which works
considerably well on both GPA and ACA. CNN-TCS performs
extremely poor on GPA as it ignores the frequent classes, it
however achieves very competitive ACA. Importantly, CNN-
TCS captures image statistics that are significantly disparate
from other networks (CNN-GS, HS, CS): it performs the
best to correctly recognize the rare-class pixels. Quantitatively,
the CNN-Ensemble that excludes CNN-TCS only achieves
40.3% and 17.8% in terms of ACA on the SiftFlow and
Barcelona dataset respectively, and their performance are
boosted to 44.8% and 19.5% after including CNN-TCS. By
fusing the complementary decisions from different CNN-M,
CNN-Ensemble achieves the best performance tradeoff.
Furthermore, we train Ensemble CNN-M to compare their
performance behaviour with CNN-Ensemble. In detail, the
CNN-M in Ensemble CNN-M is trained with the image
patches sampled from the identical method M. As manifested
in Table I, the Ensemble CNN-M significantly improves the
local labeling performance over CNN-M. However, they opti-
mize only one evaluation criterion (either GPA or ACA), and
this phenomenon is more obvious in the severely imbalanced
Barcelona dataset. In contrast, the CNN-Ensemble performs
competitively excellently on both GPA and ACA. It’s also
important to note that CNN-HS behaves similarly with CNN-
Ensemble and it produces very promising results on both GPA
Dim K=1 K=5 K=10
GIST [48] 512 74.0% 70.7% 68.3%
SIFT-SPM [45] 2100 76.5% 71.3% 69.1%
Global Feature (CNN-GS) 320 91.5% 88.3% 86.5%
Global Feature (CNN-HS) 320 88.5% 85.8% 85.2%
Global Feature (CNN-CS) 320 90.5% 84.7% 84.1%
Global Feature (CNN-TCS) 320 79.5% 73.9% 72.8%
Global Feature (CNN-Ensemble) 1280 91.5% 87.4% 86.7%
GT 165D 94.0% 91.0% 89.5%
TABLE II: Average genuine matching percentage among their
K-nearest neighbors for different global features. GT is the
semantic feature pooled from ground truth label maps.
and ACA. However, the performance of Ensemble CNN-HS
is significantly inferior to CNN-Ensemble in terms of ACA.
In the end, we discuss the issue of imbalanced class
frequency distribution in scene parsing. In order to boost
the recognition rates for infrequent classes, we train another
CNN-asymmetric as in [21], whose log-loss is modulated by
the inverse frequency of each class, thus the rare classes are
effectively given more attention. In this case, the training data
can be generated as in [21] by collecting all image patches
(or via global sampling strategy). The corresponding result
is reported in Table I, which shows that CNN-asymmetric
fails to achieve the desirable results as in object segmentation
benchmarks [21]. This phenomenon can be explained from the
following perspective. The class frequency distribution in the
object segmentation task is not as imbalanced as in the scene
parsing task 3. If the inverse frequency is used to scale the log-
loss in this scenario, the scaled losses w.r.t the frequent classes
are negligible. Consequently, the CNN-asymmetric performs
poorly on GPA on the scene parsing benchmarks. In contrast,
the sampling based CNNs (e.g. CNN-CS, CNN-HS, CNN-GS)
achieve much better performance tradeoff, which positively
elucidates the effectiveness of the proposed sampling strategy
to address the class imbalance issue. More importantly, by
feeding the networks with different sampled patches during the
training phase, we are able to train a number of complementary
CNNs, and combine them to produce much stronger local
prediction model (CNN-Ensemble).
C. Evaluation of Global Features
In this section, we demonstrate that the pooling operation of
pixel features is capable of generating semantically consistent
global features. To achieve this goal, we calculate the KNN
matching score p - the average genuine matching percentage
among their K nearest neighbors. It is Mathematically derived
in the following equation: p =
∑N
i
∑K
k δ(Ii,NN(i,k))
NK , where N
is the number of test images, NN(i, k) stands for the k-th
nearest neighbor for image Ii, and δ(i, j) outputs value 1 if i
and j are a genuine match, or 0 otherwise. A genuine matching
image pair means that they belong to the identical semantic
class. We test the global features on the SiftFlow dataset, as
it provides the global scene label for each image.
3Statistically, the frequency ratio between the most frequent and rare classes
on the PASCAL VOC 2011 [21] and SiftFlow datasets (see Figure 3) are
approximately 240 and 3.5× 104 respectively.
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[48] is a global summary of scene images that captures scene
structure and layout; SIFT-SPM (GT) [45] is pooled from
low-level local SIFT [33] (ground truth label map [14]) in a
3(2)-layer spatial pyramid. They are commonly used in scene
classification and non-parametric label transfer framework. GT
is the ideal global semantic feature. As mentioned in Section
V, our global feature is pooled from the output of truncated
CNN-M in a 2-layer spatial pyramid fashion. Euclidean dis-
tance is used to retrieve nearest neighbors for non-histogram
features (GIST, Ours), and histogram intersection similarity
measurement is applied for the rest histogram features (SIFT-
SPM and GT).
The quantitative matching scores for different global fea-
tures are listed in Table II. As demonstrated, our global feature
is more likely to group semantically relevant images together.
Meanwhile, among all of the global features(CNN-M), CNN-
GS performs the best and CNN-TCS works the worst, as the
scene semantics of outdoor images are mostly determined by
the appearance of frequent classes. It’s worth noting that the
concatenation of global features from different CNN-M fails to
outperform CNN-GS. Hence, only global feature (CNN-GS)
is used subsequently to retrieve the nearest exemplars. It’s also
interesting to observe that the retrieval performance based on
GT features are imperfect, which implies that different scenes
can have very similar building blocks. For example, ‘inside
city’ and ‘street’ scenes are dominated by sky and building
pixels. We believe that the quality of nearest neighbor retrieval
directly determines the correctness of global belief. Therefore,
our global feature is expected to benefit other label transfer
works as well. Some qualitative examples are shown in Figure
6, in which the retrieved nearest exemplar images have very
similar scene layout.
D. Global Labeling Results
We first present the implementation details for our non-
parametric model. The non-overlapping patches are adopted
as label transfer units, within which labels are assumed to be
identical. Specifically, as our CNN-M has three pooling layers,
the feature extractor (truncated CNN-M) can be regarded as
sliding the images with a stride of 8. In other words, the
dimension of the output feature tensor F is 18 of original image
size: one feature in F corresponds to a 8×8 image patch. In
our experiments, we only estimate the class likelihood for each
feature in F , implicitly assuming that class labels within the
8× 8 regions are the same.4
The global belief is calculated by Equation 6, in which
|S(X)| (size of nearest exemplar images) and K (size of
nearest pixel/patch neighbors) are empirically set to be 5 and
200 respectively. As manifested in Table II, 5 images are
sufficient to correctly define the scene semantics. However,
as many images are not fully annotated in the Barcelona
dataset, a larger retrieval image set is used (|S(X)| = 100).
4This is not the optimal setting, as it oversmoothes the label prediction
maps. However, it is fast and easy to implement, and we don’t expect that
the global belief to preserve the boundary information as it simply reflects
the global scene prior. Hence, it’s a reasonable compromise.
Global (GPA) Class (ACA)
SuperParsing [15] 76.9% 29.4%
Liu et al. [14] 74.8% N/A
Gould et al. [35] 78.4% 25.7%
Singh et al. [30] 79.2% 33.8%
Tighe et al. [49] 78.6% 39.2%
Yang et al. [32] 79.8% 48.7%
Tung et al. [50] 79.9% 49.3%
George et al. [51] 81.7% 50.1%
Raw Multiscale ConvNet [8] 67.9% 45.9%
Raw Multiscale ConvNet [8] + Cover 72.3% 50.8%
Raw Multiscale ConvNet [8] + Cover 78.5% 29.4%
Plain CNN (133×133) [9] 76.5% 30.0%
Recurrent CNN (133×133) [9] 77.7% 29.8%
Gatta et al. [52] 78.7% 32.1%
Long et al. [53] (ImageNet Pretrain) 85.2% 51.7%
Local Labeling (CNN-Ensemble) 75.3% 44.8%
Global Labeling 78.7% 36.2%
Global Labeling (Metric) 78.8% 39.6%
Integration model 81.0% 44.6%
Integration model (Metric) 81.2% 45.5%
TABLE III: Quantitative performance of different methods on
the SiftFlow datasets.
Global (GPA) Class (ACA)
SuperParsing [15] 66.9% 7.6%
Raw Multiscale ConvNet [8] 37.8% 12.1%
Raw Multiscale ConvNet [8] + Cover 46.4% 12.5%
Raw Multiscale ConvNet [8] + Cover 67.8% 9.5%
Local Labeling (CNN-Ensemble) 61.3% 19.5%
Global Labeling 68.1% 13.1%
Global Labeling (Metric) 68.7% 14.1%
Integration Model 69.7% 16.8%
Integration Model (Metric) 70.3% 17.2%
TABLE IV: Quantitative performance of different methods on
the Barcelona dataset.
α and γ in Equation 7 are empirically set to 15 and 5
respectively. To fine-tune the CNN-metric, 1 × 104 patches
are sampled for each class in each epoch (which results in
3.3× 105 and 1.7× 106 training patches on the SiftFlow and
Barcelona dataset respectively), and 2000 patches are used to
be a training batch. λ and τ in Equation 8 makes marginal
difference to the performance, and they are fixed to 0.01 and
3 respectively. The learning rate is initialized to 10−3 and
decays exponentially with the rate of 0.9. The reported results
are obtained under the models learned in 20 epoches.
Similarly, the global labeling results are obtained through
performing maximum marginal inference over global beliefs.
The quantitative results on the SiftFlow and Barcelona dataset
are listed in Table III and IV respectively. From which, we
clearly observe that our simple non-parametric model achieves
very promising results that are comparable or even better than
most complicated label transfer counterparts. For example, we
reach 78.8% (39.6%) in terms of GPA (ACA) on the SiftFlow
dataset, whereas SuperParsing [15] and graph transfer [35]
only achieves 76.9% (29.4%) and 78.4% (25.7%) respectively.
Moreover, our global labeling alone already achieves state-
of-the-art results on the challenging Barcelona dataset. We
attribute the performance superiority to the highly discrimina-
tive CNN features which we work with in the non-parametric
transfer model.
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Furthermore, as evidenced by Table III and IV, the learned
metric is capable of improving the quality of global beliefs
for rare classes. As illustrated in Figure 4, the learned metric
is expected to shrink the distance of pixel features between
identical classes and enlarge the distance between disparate
classes. Consequently, it benefits the estimation of global
beliefs for infrequent classes. In our experiments, we do
observe the desirable average class accuracy (ACA) boost by
incorporating metric tuning on both datasets.
E. Integration Labeling Results
The integration model applies Equation 4 to integrate the
local and global beliefs, which yields the un-normalized class
likelihood of pixels. Based on which, the final prediction map
is produced. Table III, IV list the quantitative performance on
the SiftFlow and Barcelona dataset respectively. As shown,
our integration model is able to take advantage of both models,
therefore it outputs more reliable label maps quantitatively and
qualitatively. On one hand, it dramatically boosts the global
pixel accuracy (GPA) compared to the local labeling (CNN-
Ensemble): 5.9% and 9.0% GPA improvement on the SiftFlow
and Barcelona dataset respectively. These results elucidate that
a higher quality labeling prediction map can be obtained by
enforcing a global scene constraint to the local classification.
On the other hand, it also tremendously enhances the average
class accuracy (ACA) compared to the global labeling: 9.3%
and 4.1% ACA improvement on the Siftflow and Barcelona
dataset respectively. These results indicate that some object
classes are ignorable in a global view (e.g. a small bird flies
in broad sky), and the integration of local cues is akin to
delineating objects in a global scene image. A number of
qualitative examples are demonstrated in Figure 6.
In comparison with other representation networks [8] [9],
our integration model outperforms them by a large margin.
Thus, enforcing a global scene constraint to local classification
is a promising solution to alleviate local ambiguities. Further-
more, we compare our integration model with state-of-the-art
counterparts. As listed in Table III, our method achieves very
competitive results on the SiftFlow dataset. It’s important to
note that [51] uses 20 types of low-level features and further
augments it with Fisher Vector (FV) [54] descriptor (based
on the SIFT feature) to represent each image superpixel. In
contrast, we only use very compact (64-dimension) features
learned from CNNs. In addition, [53] adopts the very deep
CNNs [42] pretrained on the large-scale ImageNet dataset
[44] to generate the local features, whereas we utilize much
shallower CNNs, which are trained with image patches only
from the target dataset. Meanwhile, Table IV clearly manifests
that our method achieves the new best results on the more
challenging Barcelona dataset, which significantly outperforms
the previous state-of-the-arts.
F. Analysis of Local and Global Beliefs
In this section, we first compare the characteristics of
local and global beliefs. By looking into the local/global
labeling results quantitatively and qualitatively, we notice
that the global labeling is more likely to output globally
Frequency CNN-Ensemble Integration Model
sky 27.1% 93.5% 96.7%
building 20.2% 80.6% 88.0%
tree 12.6% 74.8% 84.7%
mountain 12.4% 71.5% 80.3%
road 6.93% 76.8% 85.8%
sea 5.6% 59.7% 75.0%
field 3.64% 33.1% 37.6%
car 1.6% 80.5% 78.7%
sand 1.41% 33.6% 37.5%
river 1.37% 44.0% 50.1%
plant 1.33% 27.5% 7.56%
grass 1.22% 75.2% 72.6%
window 1.07% 45.1% 33.8%
sidewalk 0.89% 60.2% 53.7%
rock 0.85% 23.8% 13.0%
door 0.26% 36.8% 40.2%
fence 0.24% 44.5% 44.6%
person 0.23% 30.9% 44.2%
staircase 0.18% 45.4% 24.6%
awning 0.11% 7.54% 14.5%
sign 0.11% 33.4% 50.3%
boat 0.06% 2.22% 3.05%
crosswalk 0.05% 85.4% 74.1%
bridge 0.04% 18.8% 20.4%
pole 0.04% 2.43% 7.1%
balcony 0.03% 34.4% 29.9%
bus 0.03% 0.05% 0.05%
streetlight 0.02% 15.1% 2.36%
sun 0.01% 93.3% 86.0%
bird ≈ 0 13.2% 28.3%
GPA - 75.3% 81.2%
ACA - 44.8% 45.5%
TABLE V: Per-class accuracy comparison of different models
on the SiftFlow dataset. The statistics of class frequency is
obtained in test images.
consistent label maps, while the local labeling focuses on
discriminating local regions. Specifically, the global belief
prioritizes the background classes, whereas the local belief
works excellently on differentiating locally distinct object
classes (especially small size classes). Hence, the global belief
defines the global scene prior, while local belief preserves the
locality information. Moreover, the reciprocity of local and
global beliefs necessitates the competitive performance of our
integration model. A glimpse of these properties are depicted
in the qualitative labeling examples of Figure 6. Meanwhile,
It is interesting to see that the global labeling outperforms
local labeling (CNN-GS), which illuminates the significance
of global context for local classification. 5
We further investigate the per-class accuracy changes of the
parametric model after it integrates with the non-parametric
model. Table V shows the quantitative results on the SiftFlow
dataset: the integration model boosts the accuracy significantly
for frequent classes, while slightly washes away some rare
“object” classes. In detail, the global belief is more helpful
for classes which are more stable in positions, and large-size
classes are preferred because the target classes to be included
in the nearest exemplars. Overall, our integration model is able
to achieve very competitive average class accuracy (ACA), and
in the same time dramatically improve the qualitative labeling
5Under this situation, these two models are working on the same pixel
features, which are generated by truncated CNN-GS.
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Input image Nearest exemplar images Local Labeling Global Labeling Final Labeling Ground Truth
68.2% (53.4%) 91.6% (40.9%) 92.8% (55.6%)
sky
tree
sea
beach
mountain
rock
plant
67.9% (60.2%) 76.2% (47.8%) 78.9% (60.2%)
sky
tree
sidewalk
car
door
window
road
66.8% (53.9%) 79.9% (41.6%) 81.8% (54.7%)
sky
tree
sidewalk
building
mountain
window
road
65.1% (68.6%) 84.2% (82.8%) 88.6% (87.4%)
sky
tree
plant
beach
mountain
rock
river
50.9% (57.1%) 36.2% (52.2%) 39.1% (56.7%)
sky
tree
building
person
mountain
rock
plant
Fig. 6: Qualitative labeling examples on the SiftFlow dataset (best viewed in color). In each row, we show input images, top
three nearest exemplar images, local labeling maps (output by the parametric model - CNN-Ensemble), global labeling maps
(output by the non-parametric model), final label prediction maps (output by the integration model) and their ground truth
maps respectively. The numbers outside and inside parentheses are global pixel accuracy (GPA) and average class accuracy
(ACA) respectively. The last row shows an example, where the local ambiguity cannot be removed when their aggregated
global features fail to reveal the true scene semantics.
results. As evidenced by Table I and IV, similar results are
also observed on more challenging Barcelona datasets.
VII. CONCLUSION
In this paper, we first present a very effective parametric
model - CNN-Ensemble - for local classification. The CNN
components in the CNN-Ensemble are trained from image
patches which are very different in the form of class fre-
quency distribution. Therefore, each CNN component learns
nonidentical visual patterns, and their decision fusion gives
rise to more accurate local beliefs. Then, we alleviate the
notorious local ambiguity problem by introducing a global
scene constraint, which is mathematically achieved by adding
a global energy term to the labeling energy function, and it is
practically estimated in a non-parametric framework. Further-
more, A large margin based CNN metric learning method is
also proposed for better global belief estimation. The final
class likelihood of pixels are obtained by integrating local
and global cues. The outstanding quantitative and qualitative
results on the challenging SiftFlow and Barcelona datasets
illuminate the effectiveness of our methods.
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