The greedy leaf removal (GLR) procedure on a graph is the iterative removal of any leaf (vertex with degree one) with its nearest neighbor (root), which is adopted heuristically to find approximate solutions in some combinatorial optimization problems, such as the minimal vertex cover (MVC) problem and the maximal matching (MM) problem. The result of the GLR procedure has two faces, the residual subgraph (core) and the collection of removed roots. While the emergence of cores (core percolation) on general random graphs has been solved analytically, a theoretical analysis of roots is ignored except in the case of Erdös-Rényi random graphs. To explore the lesser studied face, we extend the theory of cores to study roots on uncorrelated random graphs. We further show that our result leads to a general analytical framework to estimate MVCs on random graphs without cores and MMs on random graphs.
To embark on a quantitative approach to the complex systems and phenomena in the real world, the first step can be modeling the topology and the structure of interaction and interconnection among their constituents. The graph theory [1] and the complex network theory [2] [3] [4] [5] [6] is a simple paradigm to choose. Two major topics in the graph theory and the complex network theory are the percolation problems and the combinatorial optimization problems. The percolation problems [7] focus on the residual component size after a given local procedure of vertex and edge removal on a graph or network, or equivalently vertex and edge addition to a null graph or network. They provide a structural perspective to the analysis of stability and reliability of interconnected systems upon internal fluctuation and external perturbation, further shed light on the management of critical transitions in highdimensional dynamical systems [8] . One of the most studied percolation problems is the emergence of the giant connected component (GCC) in a graph, which is taken as a model of resilience and robustness of the complex networks [9] [10] [11] [12] . The combinatorial optimization problems [13, 14] in many cases concern the minimization of a certain set of vertices or edges on a graph or network under given local or global structural constraints, whose difficulty in computation leads to the study of computational complexity classes [15] . One of the heavily studied classes is the non-deterministic polynomial-time-hard (NP-hard) problems.
From an algorithmic perspective, in the worst case, finding an optimal solution of a NP-hard problem involves an exponential computation time or memory in order of problem size (for example, the vertex size of the underlying sparse graph). The combinatorial optimizations share their interests among the communities of applied mathematics, theoretical computer science, and statistical physics. The pertinent problems here are the minimum vertex cover (MVC) problem and the maximum matching (MM) problem. The MVC problem concerns finding vertex covers of a graph (sets of vertices to which all the edges of the graph are connected) of the minimal cardinality, which is a typical NP-hard combinatorial optimization problem. Previous results include deriving bounds and asymptotical behaviors of MVC sizes on graphs [16] [17] [18] and testing performances of numerical approximation methods [19] . Yet, the statistical physics provides a consistent and fundamental framework to find near-optimal solutions on general underlying graphs and illuminate the origin of algorithmic difficulty.
Specifically, the replica trick and the cavity method as statistical physical approaches to spin glass systems [20] [21] [22] contribute a long list of intriguing results [23] [24] [25] [26] [27] [28] [29] [30] . Reviews of the MVC problem with an emphasis on statistical physics can be found in [31] [32] [33] . The MM problem [13] concerns finding matchings of a graph (sets of edges which do not share a vertex) of the maximal cardinality. Finding MM solutions on a given graph is a polynomial problem, in which a proper solver has a computation complexity as a polynomial function of the size of the underlying graph. Treatments of the problem with local algorithms [34, 35] and statistical physical methods [36, 37] can be found therein.
Though the percolation problems and the combinatorial optimization problems have quite different focuses and ideas, there are still concepts where they intersect. A simple example is the greedy leaf removal (GLR) procedure on undirected graphs [34] , which serves as a local heuristic method in reducing local constraints in optimizations. The GLR procedure is an iterative removal process of leaves (vertices with degree one) along with their sole nearest neighbors (roots). On one side, when an underlying graph is 'dense' enough, the macroscopic residual subgraph emerges under the name of core percolation, whose mean-field theory on random graphs is developed in [38, 39] . On the other side, the GLR procedure is adopted as a local method to find approximate solutions for the MVC and the MM problems on sparse graphs [34, 35, 38] . Yet when the two sides collide, the core percolation, which is intrinsically a geometrical transition on graphs, corresponds to a fundamental transition in the organization of solution spaces of both the MVC and the MM problems [22-30, 36, 37] .
The GLR procedure also has variant forms other than its original one on undirected graphs.
A few examples are: a GLR procedure on the bipartite version of directed graphs which is adopted to find MMs in the setting of network control problem [40, 41] ; a GLR procedure on factor graphs to iteratively remove constraint functions in contexts of the p-spin models and the XOR-SAT problem [42, 43] , the Boolean networks [44, 45] , and the maximum set packing problem [46] ; and a modified GLR procedure with multiple rules of local state transitions for the minimum dominating set (MDS) problem on both undirected and directed graphs [47] [48] [49] [50] . These GLR procedure variants, like the original one, show both percolation phenomena and nontrivial solution space transitions at the same time in corresponding problems.
Intrinsically, the result of the GLR procedure has two faces: the emergence of a core after the procedure, and the cumulation of removed roots during the procedure. A same situation with two faces also exists in some local processes without an optimization background. For examples, the iterative removal of articulation points (any point in a connected component of a network whose removal disrupts the component into multiple ones) leads to a percolation phenomenon and the revealing of all potential articulation points of a network [51, 52] , and the k-core pruning process (iterative removal of vertices with degrees less than k in a network) leads to a k-core percolation and the step-wise revealing of pruned vertices and edges whose behaviors give a clue to the critical dynamics undergoing in graph structure during the pruning process [53] [54] [55] . Like the above settings, the removed roots from the GLR procedure also have clear significance. For example, on a graph without core, the set of roots from the GLR procedure simply constitutes a MVC [34, 38] ; and on a general graph, the sizes of roots and core can be used to estimated average sizes of MMs [34] . Yet for the GLR procedure, unlike the core percolation, the set of roots still lacks a general analytical treatment except a solution [34, 38] in the case of the Erdös-Rényi random graphs [56, 57] .
Thus comes the main focus of this paper: the derivation of an analytical theory to calculate the fraction of removed roots in the GLR procedure on uncorrelated undirected random graphs. As a direct result, we can further estimate the sizes of MVCs on random graphs without cores and the sizes of MMs on random graphs.
The layout of the paper is as follows. In section II, we explain the GLR procedure, the related MVC and MM problems, and their connection. In section III, we present a unified mean-field theory for the GLR procedure on undirected random graphs to calculate the relative sizes of core and roots, the latter of which is the main contribution of the paper.
In section IV, we apply our mean-field theory to estimate cores and roots on some model random graphs and real networks. We further show that our theory provides a general and simple framework to estimate sizes of MVCs on random graphs without cores and MMs on random graphs. In section V, we conclude the paper.
II. MODEL
We explain here the concepts of the GLR procedure, the MVC problem, and the MM problem in the context of undirected graphs. In the language of the graph theory [1] and the complex network theory [2] [3] [4] [5] [6] , the constituents of an underlying system are denoted as vertices and their interactions or interconnections as edges in a coarse-grained sense. A graph consists of vertices and edges among them. An undirected graph is characteristic of the symmetrical or bidirectional nature of its edges, which can also conveniently be adopted when the edge directionality of a graph has little relevance in some problem settings. An undirected graph G = {V, E} consists of a vertex set V with a size N = |V | and an edge set E ⊂ V × V with a size M = |E|. For an edge (i, j) between the vertices i and j, i and j are the nearest neighbor of each other, and they are both the end-vertices of the edge. The degree k i of a vertex i is defined as the size of the nearest neighbors of i, equivalently the size of edges adjacent to it. The degree distribution P (k) of G is defined as the probability of a randomly chosen vertex with a degree k. The excess degree distribution Q(k) of G is defined as the probability of arriving a vertex with a degree k following a randomly chosen edge. The mean degree or connectivity of G is the average degree of its vertices, say c ≡ 2M/N = ∞ k=0 kP (k). For any graph G, we have the equivalence Q(k) = kP (k)/c. In the later section for the mean-field theory, we mention the notation of cavity graph [22] .
For a graph G = {V, E}, the cavity graph G = G\i is a subgraph with the vertex i and all its adjacent edges removed from G, or equivalently G = {V , E } with V = V \i and E = E\{(k, i)} with k ∈ ∂i; the cavity graph G = G\(j, i) is a subgraph with the edge
The GLR procedure is triggered by the vertices with degree one. A vertex with degree one is a leaf, and its sole nearest neighbor is a root. A single step of the GLR procedure is the removal of a leaf, its root, and all their adjacent edges. Removals of vertices and edges can lead to new leaves, thus the GLR procedure can be iteratively carried out until there are only vertices with degrees ≥ 2. If there is a subgraph left after the GLR procedure, the residual structure is called the core of the graph. In figure 1 , (a), (b), and (c) show examples of a single GLR step, the core, and the roots of the GLR procedure on a small graph. We should emphasize here that the core of a graph is well defined [38] , that is to say, the vertices and the edges in a core are independent of the pruning process in the GLR procedure. However, the set of roots are dependent on the GLR procedure. A simple example is an edge (i, j) under the GLR procedure, and it is easy to see that either i or j is a root based on the order of choosing leaves. Yet on average, the size of a root set converges to a value on large graphs [34, 35, 38] . The GLR procedure can be adopted as a heuristic method for the MVC and the MM problems [34, 35, 38] . Here we present an intuitive explanation. For an optimization problem with local constraints, an approximate method is generally an iterative process of reducing constraints, or specifically, selecting vertices or edges into a solution and further removing satisfied constraints imposed by the adjacent edges in the graph. For a proper local optimization method in a problem, to move a given size of vertices or edges into a solution, we need to satisfy constraints (equivalently to remove edges) as many as possible in the minimal setting, or as few as possible in the maximal setting. For the MVC problem, a local method iteratively selects a vertex into a VC and remove all its adjacent edges as satisfied constraints. As in figure 1 (b), in order to satisfy the local constraint imposed by the edge (i, j), the leaf i, or the root j, or both i and j need to be in a proper VC. As k i = 1 and k j ≥ 1, the optimal choice among the three is to only select j into a VC and further remove the k j edges adjacent to j. Thus in a single GLR step, the size of a VC increases by 1 while k j constraints, the largest number of constraints in the local structure of (i, j) can be satisfied, are removed. If there is no core after the GLR procedure on a graph, all the constraints from the edges are satisfied by the roots, and the set of roots is simply a MVC.
If there is a core, the states of vertices in it are uncertain, and the set of roots is just a lower bound of the MVC on the graph. Other methods, including local heuristic methods or statistical physical algorithms, can be considered on the core to find approximate MVCs.
For the MM problem, a local method iteratively selects an edge into a matching and remove all the adjacent edges to its two end-vertices as satisfied constraints. As in figure 1 (b), in order to satisfy the local constraint imposed by the edge (i, j), one of the edges (k, j) with k ∈ ∂j should be in a matching. Among all the |∂j| choices, the selection of (i, j) into a matching leads to the removal of k j constraints (all the adjacent edges of j), which is the smallest number of constraints to remove to satisfy the constraint (i, j). For each GLR step, we can record its pair of leaf and root. If there is no core after the GLR procedure, all the constraints from the edges are satisfied by the pairs of leaves and roots, and these pairs constitute a MM whose size is simply the size of the roots. If there is a core left, other algorithms, such as the Karp-Sipser algorithm [34] can be applied on the core to further extract MMs. Yet on a general graph, the average size of its MMs is the size of roots from the GLR procedure plus half of the size of vertices in the core [34] , in which every vertex in the core is assumed to be adjacent by an edge in a MM.
III. THEORY
The GLR procedure can be applied on any instance of undirected graphs or networks.
Yet on uncorrelated random graphs, we can derive some exact analytical results based on their local structural properties. The mean-field theory of the core percolation on general random graphs proposed in [39] focuses on the analytical results of core. Yet it contains key elements in describing the GLR procedure. Here we extend this mean-field theory for percolation to estimate the size of roots, which is the main contribution of the paper.
We first explain a general flowchart of developing an analytical framework for percolation problems from a unified perspective of the cavity method [22] . A pruning process of vertices and edges usually results in a percolation phenomenon. On a random graph G = {V, E}, the general steps of applying the cavity method on percolations are: (1) a set of cavity probabilities or cavity messages on a randomly chosen edge (i, j) ∈ G is defined to describe the state transitions of a vertex, say j, in the pruning process if the edge (i, j) is not considered, or equivalently on the cavity graph G\(i, j); (2) the self-consistent equations of the cavity probabilities are derived based on the local tree-structure approximation on sparse random graphs, following a language from a cavity graph to another cavity graph after some edge addition; the local tree-structure approximation is the basis of the cavity method, and it assumes that the states of the nearest neighbors of any vertex, say i, are independent of each other in the pruning process on a cavity graph G\i; the degree distribution P (k), incorporating the structural information of graphs, is also an input to the iterative equations; these iterative equations of cavity probabilities are named as belief propagation (BP) equations and their formalism is developed in different research areas, such as statistical mechanics [58] and computer science [59, 60] ; (3) on a given graph with P (k), the stable fixed solutions of the cavity probabilities are calculated numerically; (4) the quantities pertinent to a percolation problem, such as the relative sizes of residual subgraph and pruned structure, are calculated as marginal probabilities with the stable fixed solutions of the cavity probabilities; these calculation are also based on the local tree-structure approximation, following a language from the cavity probabilities in the cavity graph to the marginal probabilities in the original graph; (5) the continuous or discontinuous nature of the percolation transitions can be determined from the behavior of the stable fixed solutions of the cavity probabilities.
For the GLR procedure on a random graph G = {V, E} without degree-degree correlation, we define a set of two cavity probabilities, α and β. Following a randomly chosen edge (i, j) ∈ G from the vertex i to the vertex j, we define α as the probability that j becomes a leaf in the GLR procedure if the edge (i, j) is not considered (or on the cavity graph G\(i, j)), β as the probability that j becomes a root induced by some leaves in the GLR procedure if (i, j) is not considered (or on G\(i, j)). With the local tree-structure approximation [22, 39] , we write down the self-consistent equations of α and β as
Here is a simple explanation for the two equations. With a randomly chosen edge (i, j) ∈ G, we move from a cavity graph G\j to another cavity graph G\(i, j) after the edges (k, j) with k ∈ ∂j\i are added. We consider the state of j after the edge addition. For equation (1), if j is a leaf on G\(i, j), all its nearest neighbors except i must be removed as roots on G\j.
For equation (2), in a similar sense, if the vertex j is a root on G\(i, j), there must be at least one nearest neighbors except i turning into leaves on G\j.
The property estimation of the GLR procedure is based on the stable fixed solutions of the above self-consistent equations of α and β. The stable fixed solutions (α * , β * ) can be calculated in an iterative way. We denote the right-hand side (RHS) of equation (1) as f (β)
in short, and the RHS of equation (2) as g(α). We thus have α = f (β) and β = g(α), or equivalently, α = f (g(α)). We define F (α) ≡ −α + f (g(α)). With α ∈ [0, 1], we follow an incremental process with small steps of α to find all the fixed solutions of α around which F (α) changes its sign. The smallest fixed solution is the stable one α * . We further put α * into the RHS of equation (2) to get the corresponding stable fixed solution β * . Thus we have a pair of stable solutions (α * , β * ).
The GLR procedure on a graph G = {V, E} results in a core and roots. We define n as the fraction of vertices in the core, l as the size of edges in the core normalized by |V |, and w as the fraction of the removed roots. With the stable solutions of α and β, we have
For equation (3), we have simplified forms.
Equation (6) is the result of removing the combination form of k and s and further moving from the summation ∞ k=2 to ∞ k=0 on the RHS of equation (3). The third term in the summation on the RHS of equation (6) can be further simplified with the equivalence cQ(k) ≡ kP (k) and later applying equation (1). Thus we have the second term on the RHS of equation (7).
Here is a simple explanation for equations (3) - (5) . The general logic is to calculate some marginal probabilities on an original graph G = {V, E} with a mean degree c from the cavity probabilities defined on its cavity graph. The quantities n and w can be interpreted respectively as the marginal probability of a randomly chosen vertex i being in the core or as a root on G after i along with its adjacent edges are added into a cavity graph G\i, and the quantity l can be interpreted as the marginal probability of a randomly chosen edge (i, j) being in the core of G after it is added into a cavity graph G\(i, j). For equation (3), if a newly added vertex i is in the core of G, then among all the nearest neighbors of i, there must be no leaf, only roots, and also at least two vertices also in the core of G\i.
For equation (4), if a newly added edge (i, j) is in the core of G, both i and j must be in the core of G\(i, j), thus we have the squared term. As the relative size of edges of G is |E|/|V | = c/2, we have the coefficient before the squared term. For equation (5) , if a newly added vertex i is a root of G, among all the nearest neighbors of i, there must be at least one leaves on G\i, thus we have the first two terms on its RHS. Yet there is a case of recounting.
Consider the case when a randomly chosen edge (i, j) is added into G\(i, j), if both i and j are leaves on G\(i, j), both the two end-vertices are counted as roots on G following the first two terms of the RHS. Yet by intuition, only one of them can be considered as a root in the GLR procedure. The third term of the RHS is thus to remove the recounting case, multiplying by the relative size of edges c/2.
We should emphasize here that equations (1) -(4) are already derived in [39] , yet equation (5) is our contribution in this paper.
Here we also provide an alternative approach to the mean-field theory for the GLR procedure. Intuitively the GLR procedure on a graph is realized in sequential steps of vertex and edge removals, and the property related to the procedure can be calculated by summing them in all the pruning steps. The cavity probabilities of α and β thus can be interpreted in a cumulative sense of discrete steps of the GLR procedure. The alternative approach to the mean-field description of the GLR procedure is based on the discrete nature of the pruning process: at each time-step with an index t ≥ 0, all the leaves are determined, their neighboring roots are selected, and all their adjacent edges are removed; the discrete steps are carried out iteratively until there is no leaf left. Beware that, this choice of local process is just among many realizations of sequences of steps in the GLR procedure on a graph. Yet on average, they provide similar results [34, 38] . Following equations (1) and (2), we define α (t) and β (t) with t ≥ 0 as the cavity probabilities of leaves and roots at the t-th time-step of the GLR procedure. The discrete viewpoint of pruning process on graphs is adopted in various contexts, especially related to the percolation phenomena and the quantities embedded in the pruning process [38, 48, 49, 52, 55] . We leave the details of the derivation of α (t) , β (t) , and the discrete reformulation of n, l, and w in Appendix A. Yet we should mention here that, in the case of infinite time-steps (t → ∞), the mean-field theory in the discrete formulation in Appendix A reduces to the one of the cumulative version in this section. In the following section for results on graphs, we simply adopt the equations here.
IV. RESULTS

A. GLR on random graphs
Here we apply our mean-field theory on some model random graphs, including the Erdös-Rényi random graphs, the random regular graphs, and the scale-free networks. The related equations on these random graphs are listed in Appendix B. 2 (a). The theory and the simulation correspond very well.
There are two regimes in which n and w follow quite different scenarios [38, 39] . In the regime without core or c < e ≈ 2.71828, 1 − α − β = 0, n = 0, and w continuously increases from 0 to its maximum w ≈ 0.448162 at c = e. In the regime with cores or c > e, 1 − α − β > 0, n continuously increases from 0 and approaches 1, and w continuously decreases from its maximum w and approaches 0 with increasing c. We will see that on other random graphs, we can still find a rather similar scenario of n and w. Here we present a simple and intuitive understanding of this. When c is rather small and there are only a few edges in the graph, there is no GCC in the graph [9] and the graph is simply a collection of trees. The GLR procedure can easily remove all the edges with only a limited amount of new leaves generated. Thus we have a trivial core as n = 0. With increasing c or equivalently numbers of edges added into the graph, more GLR steps are needed to remove all edges, leading to an increasing root size w. After the GCC forms with increasing c and the size of initial leaves (P (1)) decreases, the iterative GLR procedure is more relying on the newly generated leaves during the process. Yet due to the relative sparsity of edges in a graph, the GLR procedure can still remove all edges. Thus in this range of c, there is still no core as n = 0, and w is still increasing due to the increasing number of GLR steps. At some specific c , there are vertices and edges left after the GLR procedure, thus a core begins to form [39] . With increasing c > c , there are three possible cases for a newly added edge:
(1) an edge connecting two vertices both in a core; (2) an edge connecting a vertex not in a core and one in the core; and (3) an edge connecting two vertices both not in a core. In the case (1) n and w does not change, while in the other two cases there are much more complex consequences. Yet the general trend in this range of c is that, with more added edges, the initial leaves (P (1)) further become smaller, and more severely new leaves are difficult to generate due to the increasing density of edges between vertices. Thus in general the number of GLR steps decreases, leading to an increasing n and a decreasing w. In the extreme case when there is no isolated vertex nor initial leaf (P (0) = P (1) = 0), no GLR procedure takes place and the whole graph is simply a core, thus n = 1 and w = 0.
We also consider the analytical theory on the diluted regular random (dRR) graphs. A regular random (RR) graph has a uniform degree as each vertex has a degree of K (≥ 2). In order to trigger the GLR procedure, we dilute a RR graph instance by randomly removing a fraction 1 − ρ of its edges with 0 ≤ ρ ≤ 1. Thus we have a dRR graph instance with a mean degree c = ρK and a heterogeneous degree distribution as
with 0 ≤ k ≤ K. Results of the simulation and the analytical theory are presented in figure   3 (a). The theory and the simulation correspond very well, and n and w follow a similar pattern as we see in the case of the ER random graphs.
We further consider the scale-free (SF) networks [61] with an exponential degree distribution P (k) ≈ k −γ with a degree exponent γ (> 2). There are several different frameworks to generate SF network instances. First we consider the framework of the configurational model [62, 63] which generates a graph instance directly based on its degree distribution.
The key parameters for the configurational model here are (γ, k min , k max , N ), with k min as the minimal degree, k max the maximal degree, and N the vertex size. The process of graph generation is as follows. (1) A sequence of degrees is generated with N (k) = N P 0 (k)
For simplicity, we set k min ≥ 2 and k max = √ N . Thus we have a size of free studs (half-edges) E = kmax k=k min kN (k).
(2) For any vertex i, we assign its degree k i randomly chosen from the distribution N (k i ). Thus we have a null graph configuration with N vertices while any vertex i has k i free studs. If E is odd, we can randomly chose a vertex i and increase k i by 1 to make E even. Thus we have the mean degree of the SF instance as c 0 = E/N . (3) To add edges into the null graph, we randomly choose two free studs from two vertices and merge them to establish a genuine edge. In the case of self-loops (two free studs from the same vertex) or multi-edges (two free studs from two connected vertices), we can randomly choose an established edge and exchange their studs to reestablish two new edges. The edge construction procedure is carried out until there are no free studs. Thus we have a graph instance generated with the configurational model. On a SF network instance with a mean degree c 0 and k min ≥ 2, in order to trigger the GLR procedure, we also dilute it by randomly removing a fraction of 1 − ρ of edges with 0 ≤ ρ ≤ 1. For a diluted SF network instance with the parameter ρ, we have its mean degree c = ρc 0 and its degree distribution as
Results of the simulation and the analytical theory on some SF networks with γ = 2.5 are in figure 4 (a). Theory and simulation correspond very well except those data points close to core birth. A possible explanation is the finite-size effect and the degree-degree-correlation (as γ < 3.0) on the underlying graph instances.
We then consider the asymptotical SF networks generated with the static model [64, 65] .
To construct a SF network instance with the static model, we have the parameters (γ, c, N )
with γ as the degree exponent, c the mean degree, and N the vertex size. We follow such procedure: (1) on a null graph with only N vertices, each vertex i is assigned with a weight
.., N } is the index for each vertex and the auxiliary coefficient ξ ≡ 1/(γ − 1); (2) in a single step of edge generation, two distinct vertices are chosen with probabilities proportional to their respective weights among all the vertices, and are connected to establish an edge; thus a number of M ≡ cN/2 edges can be added into the null graph. With this graph generation procedure, we have a degree distribution as
while E a (x) ≡ ∞ 1 dte −xt t −a and k ≥ 0. In the case of N → ∞, we asymptotically have P (k) ∝ k −γ . To numerically solve the relevant special functions, we reformulate the general exponential integral function as E a (x) ≡ x a−1 Γ(1 − a, x), in which Γ(·, x) with x > 0 is an upper incomplete gamma function. Then we can use the GNU Scientific Library [66] to calculate Γ(1 − a, x), thus E a (x). Results of the simulation and the analytical theory on SF networks with the static model are presented in figure 2 (a). It's a recognized result that the SF networks generated in this way with γ < 3 show a nontrivial degree-degree correlation with decreasing γ to fail analytical estimations, while those with γ > 3 behavior more like ER random graphs with increasing γ [64, 65] . This statement is also manifested in the result of n and w.
B. GLR on real networks
We further test the simulation and the analytical theory of the GLR procedure on realworld networks. We list some information of the dataset in the Appendix C. The each real network instance, we apply the simulation and the theory to derive n and w, and group the data points based on their network types. On the simulation side, we apply the GLR procedure on network instances to derive their configurations of cores and roots, thus we have the fractions n real and w real , respectively. On the theory side, we extract the empirical degree distributions of the network instances, feed them into the analytical theory, and calculate the prediction of the relative sizes of cores and roots as n theory and w theory , respectively. latory networks, 1 PPI network, 3 metabolic networks, 1 neuronal network, 5 food webs, 3 electronic circuits, 1 ownership network, 5 collaboration networks, 2 citation networks, 9
Internet p2p networks, 3 web graphs, and 7 social networks. Before we apply our methods on the dataset, we make some preprocessing. For all the undirected networks, we remove self-loops (vertices connected to themselves) and merge multi-edges (multiple connections between two vertices) into one edge. For all the directed networks, we remove self-loops and merge multi-arcs (multiple edges with the same direction between two vertices) into one directed edge. We further ignore their edge directionality to derive their undirected versions and merge newly generated multi-edges.
Results from simulation and theory on real network instances are shown in figure 5 . From a majority of the data points, we can see two straight-forward tendencies. The first one is that the discrepancies between results from simulation and theory are closely related: those networks showing small discrepancies between core sizes from simulation and theory also show small discrepancies between root sizes from simulation and theory; those networks showing larger estimation in core sizes in theory than simulation show smaller estimation in root sizes in theory than simulation, and vice versa. This tendency is easy to understand, because cores and roots both are revealed in a complementary sense from the GLR procedure, and their analytical estimations are based on the same set of stable fixed solutions of selfconsistent equations defined for the GLR procedure.
The second tendency is that the discrepancies between simulation and theory vary among real network instances. Except of those networks in which no GLR procedure is triggered (thus they have n = 1 and w = 0), only the Electronic Circuits, the Citation networks, the Neuronal network, and three of the Social networks show relatively consistent results between simulation and theory, while on the other networks a large discrepancy exists. This tendency shows a fundamental limitation of the basis of our analytical theory, the local tree-structure assumption [22] , which is a natural result mainly in sparse random graphs.
Real networks show rich structures at various scales due to their growth dynamics, their interplay between structure and function, their co-evolution with the environment, and so on. Examples of the mesoscopic and higher-order structures in real networks include the correlation among vertex degrees [67] , the community structure and the modularity [68] , and the hierarchical structure in network organizations [69] , and so on. All these factors can be slimly captured by the degree distribution, and can fail the analytical prediction.
C. GLR for MVCs and MMs
In the previous sections, we present an analytical theory of the fraction of roots from the GLR procedure on random graphs. Here we show how the theory helps to lead to a general framework to understand some aspects of combinatorial optimization problems on random graphs. We take the MVC problem and the MM problem as examples. On a given graph, we denote the relative size of a MVC x as the size of vertices in the MVC normalized by the vertex size of the graph, and the relative size of a MM y as the size of edges in the MM normalized also by the vertex size of the graph.
GLR for MVCs
It is an established result in [34, 38] : when a graph has no core, the roots from the GLR procedure constitute a MVC of the graph; when a graph has a core, the size of the roots provides a lower bound for the MVC of the graph. In another word, when there is no core in a graph, x = w; when a core forms, x = w + x core , in which w is from equation (5) and x core is the MVC of the core which can be derived efficiently with message-passing algorithms on random graphs [27, 33] . Thus our theory presents a general theory to estimate the exact size of MVCs on random graphs without core and an analytical lower bound, even a very loose one, of MVCs on random graphs with cores. The behavior of w, as an intermediate step to x, on some model random graphs, such as the ER random graphs, the diluted RR graphs, and the SF networks, can be found in figures 2 (a), 3 (a), and 4 (a).
Here we consider the case of MVCs on ER random graphs. In the previous literature, the sizes of the MVCs has been derived exactly only on the ER random graphs without cores (c ≤ e) with various methods, such as numeration methods for the GLR procedure (basically a discrete approach to the core percolation theory) [34, 38] , the replica trick calculation in the replica symmetric regime [23] , and the cavity method considering the long-range frustration among MVC solutions [30] . They state that with c ≤ e
in which W (c) is the Lambert-W-function as the solution of W (c)e W (c) = c. Here we show that our theory based on the core percolation can simply retrieve equation (11) . Our prediction of the root fraction for c ≤ e is equation (36) based on equations (33) and (34) in Appendix B. In the case of c ≤ e, we have the equivalence 1 − α − β = 0. For equation (36), we define two auxiliary functions A ≡ ce −cα and B ≡ cα, then we have w = 1−(2A+B 2 )/2c.
A list of equivalence relations can be derived as follows.
In equation (12), the second equal sign adopts the equivalence of 1 − α − β = 0, and the third equal sign is just equation (33) in Appendix B. In equation (13), the second equal sign adopts equation (33) , and the last equal sign adopts the equivalence of 1 − α − β = 0. Thus A = B ≡ W (c) as W (c)e W (c) = c, proving that equations (36) and (11) are equivalent on ER random graphs without cores.
GLR for MMs
For the MM problem on the random graphs, the paper [34] presents some inspiring results.
On the algorithmic side, the Karp-Sipser algorithm [34] is presented to find approximate
MMs on a given graph instance. The Karp-Sipser algorithm is intrinsically a randomized algorithm, and it goes like this: (1) the GLR procedure is applied on a graph instance until there is no leaf, during which one leaf with its neighboring root in a single GLR step is selected into a matching; (2) an edge in the residual core is randomly selected into the matching, and any edge adjacent to its end-vertices is removed; (3) the steps (1) and (2) are iteratively carried out until there is no edge left in the graph, and the matching is an approximate MM. On the theoretical side, the average fraction of MM y on a random graph is estimated as
in which w is the fraction of roots and n is the fraction of vertices in the core from the GLR procedure on the random graph. It is easy to check that on graphs without cores, x = y [34, 38] . In this paper, with equations (1), (2), (3), (5) , and (14), we provide a simple analytical framework to estimate the relative sizes of MMs on random graphs. We also adopt the Karp-Sipser algorithm to find approximate MMs on graphs for a comparison.
The results on some model random graphs, such as the ER random graphs, the diluted RR graphs, and the SF networks, are listed in figures 2 (b), 3 (b), and 4 (b). We can see that in general the theory and the Karp-Sipser algorithm correspond very well. We should mention that for the results on the SF networks in figure 2 (b) , the Karp-Sipser algorithm on graphs with a vertex size N = 10 5 achieves clearly larger fractions of matchings than the analytical predictions of MMs on infinitely large graphs with decreasing degree exponent γ (results not shown), showing a trend on graphs with degree-degree correlations much like the case of n in figure 2 (a) .
We also consider the case of MMs on ER random graphs. On ER random graphs, a mean-field theory is developed in [34] and the relative size of MMs is predicted as
in which α is the smallest solution of α = e −ce −cα and β = 1 − e −cα . Beware that here we make a substitution on the original literature as p 1 → α and p 2 → β. As c ≤ e, equation (15) reduces to equation (11) [34, 38] . Here we prove that, on ER random graphs, our theory can retrieve equation (15) . First, it is easy to see that the iterative functions of α and β for equation (15) are just equations (33) and (34) . Then, we insert equations (35) and (36) in Appendix B into the RHS of equation (14). Thus, we have our estimation as
while α and β are derived from equations (33) and (34) . To remove all the exponential functions on the RHS of equation (16), we substitute e −cα with 1 − β based on equation (34) and e −c(1−β) with α based on equation (33) . Thus we have
We further simply it by combine equivalent terms, and retrieve equation (15) .
V. CONCLUSION
In this paper, we extend the mean-field theory of core percolation to estimate the fractions of the removed roots from the GLR procedure on uncorrelated undirected random graphs.
Our theory and simulation correspond very well on random graphs. We further consider the implication of our theory on the MVC problem and the MM problem, two well-known combinatorial optimization problems. For the MVC problem, our theory provides a general analytical theory to estimate the exact MVC sizes on random graphs without cores and a lower bound on random graphs with cores. For the MM problem, our theory also provides a general analytical theory to estimate the MM sizes on random graphs, which is validated by the Karp-Sipser algorithm. 
VII. APPENDIX A: A DISCRETE FORMULATION OF THE MEAN-FIELD THEORY
Here we present the details of an alternative mean-field theory based on the discrete steps of the GLR procedure. We will also prove that at infinite large time-steps the discrete formulation in this section is equivalent to the cumulative one presented in the main text.
A. A discrete form of α and β
We consider the GLR procedure on an undirected random graph G = {V, E}. At each t-th time-step with an index t ≥ 0, all leaves and their roots are determined, and their adjacent edges are removed. Beware that a 'time-step' of GLR procedure here usually involves multiple 'single steps' of the GLR procedure in which only one root is removed at a time. We can calculate the quantities just after each t-th time-step. In the case of t → ∞, the time-steps are iterated until there is no leaf. Correspondingly, the residual subgraph of vertices and edges constitute the core of the graph, and the roots can be counted by summing those removed on all the time-steps.
Following a similar logic of the definition of α and β in equations (1) and (2), we define a set of two cavity probabilities α (t) and β (t) for the t-th time-step (t ≥ 0). In a graph G = {V, E}, an edge (i, j) is randomly chosen, and we follow the vertex i to the vertex j.
We further consider the state of j when the connection (i, j) is not considered, or equivalently the cavity graph G\(i, j). The cavity probability α (t) is defined as the probability that j becomes a leaf at exactly the t-th time-step on G\(i, j), the cavity probability β (t) as the probability that j becomes a root at exactly the t-th time-step on G\(i, j). We further define the cavity probabilities in a cumulative sense. Following the above context on G\(i, j), the cumulative cavity probability α (c,t) ≡ t t =0 α (t ) is defined as the probability that j becomes a leaf before or at the t-th time-step, the cumulative cavity probability β (c,t) ≡ t t =0 β (t ) as the probability that j becomes a root before or at the t-th time-step. We can see that with t → ∞, α (c,t) and β (c,t) simply reduce to α and β, respectively, defined in the main text.
With the above definition, we can derive the iterative equations for α (t) and β (t) with t ≥ 0 in the formalism of cavity graph.
Here is an explanation for the two equations. With a randomly chosen edge (i, j) ∈ G, we consider the state of j from a cavity graph G\j to another cavity graph G\(i, j) at the t-th time-step under the GLR procedure after the corresponding edge addition. For α (t) , if the vertex j becomes a leaf at the t-th time-step on G\(i, j), all the nearest neighbors of j except i should all be removed as roots before or at the (t − 1)-th time-step on G\j, among which there should be at least one nearest neighbors being roots at the (t − 1)-th time-step.
For β (t) , if the vertex j becomes a root at the t-th time-step on G\(i, j), among the nearest neighbors of j except i there should be at least one nearest neighbors being leaves before or at the t-th time-step on G\j, among which there should be at least one nearest neighbors being leaves at the t-th time-step.
We can further derive iterative equations for α (c,t) and β (c,t) with t ≥ 0. For α (c,t) , it's simple to verify that α (c,0) ≡ α (0) = Q(1), and α (c,1) ≡ α (0) + α (1) 
It's easy to verify that the above equation also holds for the case t = 1.
For β (c,t) , we have β (c,0) ≡ β (0) . With t ≥ 1, we have
It's also easy to verify that the above equation also holds for the case t = 0.
Summing the above results, the equations α (c,t) and β (c,t) with t ≥ 0 can be described by the initial condition α (c,0) = Q(1) and the equations
Here we present a numerical method to calculate the cavity probabilities (α (c,t) , β (c,t) ), equivalently (α (t) , β (t) ), with any t ≥ 0. With the initial condition α (c,0) = Q(1), we can derive β (c,0) with equation (21), thus we have the pair (α (c,0) , β (c,0) ). With any cavity probability pair (α (c,t ) , β (c,t ) ) with t ≥ 0, we can calculate α (c,t +1) with β (c,t ) based on equation (20), and β (c,t +1) with α (c,t +1) based on equation (21), thus we have a new pair (α (c,t +1) , β (c,t +1) ).
In such a progressional way, we can calculate (α (c,t) , β (c,t) ) with any t ≥ 0. For large enough t, we set a criterion to stop the updating as (α (c,t) , β (c,t) ) reaches their stable values. A simple criterion is like this: we terminate the probability updating at the T -th step once
as is a small number like = 10 −10 .
B. A discrete form of n, l, and w
Here we calculate some quantities related to the two faces just after the t-th time-step of the GLR procedure. By saying 'just after the t-th time-step', we mean that after the leaf and root removal at the t-th time-step and before the (t + 1)-th time-step. The relative size of vertices in the residual subgraph just after the t-th time-step is denoted as n (c,t) with t ≥ 0. The relative size of edges in the residual graph normalized by the vertex size of the graph just after the t-th time-step is denoted as l (c,t) with t ≥ 0. The relative size of the cumulated removed roots just after the t-th time-step is denoted as w (c,t) with t ≥ 0.
For n (c,t) , it can be written down with α (c,t) and β (c,t) as
Here is a simple explanation. With a randomly chosen vertex i, we move from a cavity graph
G\i to the original graph G after i is added along with its adjacent edges. If i is in the residual subgraph of G just after the t-th time-step, it should (1) have no nearest neighbor turning into a leaf before or at the t-th time-step on G\i, (2) have at least two nearest neighbors which are also in the residual subgraph just after the t-th time-step on G\i, and (3) have all the other nearest neighbors becoming roots before or at the t-th time-step on
G\i.
For l (c,t) , we have
Here is a simple explanation. With a randomly chosen edge (i, j), we move from a cavity graph G\(i, j) to the original graph G after (i, j) is added. For any edge (i, j) to be in the residual graph of G just after the t-th time-step, both its end-vertices should be in the residual graph of G\(i, j) just after the t-th time-step, thus we have the squared term. For a graph G = {V, E} with a mean degree c, the relative size of its edges is |E|/|V | = c/2, thus we have the multiplier c/2 in the above equation.
For w (c,t) , we follow a quite similar calculation in the context of a generalized GLR procedure for the minimum dominating set (MDS) problem [48, 49] . For the GLR procedure, we have
Here is an explanation. Like for n and l, we mainly follow a language from a cavity graph to the original graph. It is clear that all isolated vertices (vertices with degree 0) do not contribute to the roots. The first term accounts for the case of vertices with degree 1. Any vertex with degree 1 can be a root only when its sole nearest neighbor has also degree 1, thus the two vertices form an isolated edge. As either end-vertex of an isolated edge can be a leaf and the other correspondingly as a root, we have the coefficient 1/2 in the first term.
The other four terms consider the case of vertices with degree ≥ 2. The second term is a summation of all the possibilities that a random vertex, say i, having some nearest neighbor being leaves before or at the t-th time-step on the cavity graph G\i, in which case i is assumed to be a root before or at the t-th time-step on G. Yet among this summation, there are terms recounting the isolated edges and terms contradicting the pruning process of the GLR procedure, which are further subtracted by the following three terms. The recounting case happens when a certain edge (i, j) is added into a cavity graph G\(i, j) and turns out to be an isolated edge on G at certain time step. Specifically, at the τ -th time-step of the GLR procedure on G\j, if all the nearest neighbors of j except i are pruned already as roots before or at the (τ − 1)-th time-step with 1 ≤ τ ≤ t among which some nearest neighbors are pruned at just the (τ − 1)-th time-step, j will become a leaf at the τ -th time-step on G\(i, j) after the corresponding edge addition. If i happens to be a leaf at the τ -th time-step on G\(i, j), an isolated edge (i, j) emerges at the τ -th time-step on G. The third and fourth terms sums the probabilities of the generation of isolated edges at all the time-steps till the t-th time-step, among which the third term considers the case of τ = 1 and the fourth term considers the case of 2 ≤ τ ≤ t. Just like the first term, the recounting case here can be resolved by subtracting the probability sums by multiplying a coefficient 1/2. The fifth term deals with the contradiction case when a product of cavity probabilities with time indices from the second term does not imply a genuine GLR step. The expansion from the second term are basically a series of products of all possible α (τ ) with 0 ≤ τ ≤ t, and we want to remove those terms which do not correspond to a proper state transition in the GLR procedure. With a randomly chosen edge (i, j) ∈ G, we consider the states of i and j when the edge is added into the cavity graph G\(i, j) to achieve the original graph G. Specifically, at the τ -th time-step (1 ≤ τ ≤ t − 1) of the GLR procedure on G\j, if all the nearest neighbors of j except i are pruned already as roots before or at the (τ − 1)-th time-step, j will be a leaf before or at the τ -th time-step on G\(i, j). A contradiction happens when i turns into a leaf at the (τ + 1)-th time-step on G\(i, j). The reason is that, in a proper scenario, i should be a leaf or simply a root at the τ -th time-step on G\(i, j), thus the states of i and j can be well defined in G. In the fifth term, we just sum all this probability to the t-th time-step.
Below we further simplify the original formula of w (c,t) step by step. On the RHS of equation (24), we reformulate the summation from ∞ k=2 to ∞ k=0 in the second term, change the summation from t−1 τ =1 to t τ =2 in the fifth term, and further combine the fourth and the fifth terms. We also have the equivalence α (0) = Q(1). We then have
We reformulate the summations from ∞ k=2 to ∞ k=1 in the last two terms on the RHS of the above equation. We further rearrange the equation and have
We combine all the non-summation terms with P (1), and further adopt the equivalence cQ(k) = kP (k). We have
Considering the equivalence α (0) = Q(1) for the second term and equation (20) for the last two terms on the RHS of the above equation, we have
Combining the second and third terms as α (c,1) ≡ α (0) + α (1) , and considering the definition
After expanding the third term to remove the summation sign and combining them with the second term, we finally have
C. At infinite steps
When t → ∞, the discrete description corresponds to the termination of the GLR procedure on graphs. The solution (α (c,∞) , β (c,∞) ) can be derived as the convergent values of equations (20) and (21), with which we can calculate equations (22), (23) On the ER random graphs, we have the degree distributions as
We have simplified equations as
The diluted random regular (dRR) graphs are generated from the original random regular (RR) graphs with a uniform degree K. With the dilution parameter ρ we have
with 0 ≤ k ≤ K in P (k) and 1 ≤ k ≤ K in Q(k). We further have simplified equations as
The SF networks generated with the configurational model have a set of parameters (γ, k min , k max , N ). We set k max = √ N , and c 0 is the initial mean degree before dilution.
With the dilution parameter ρ, we have
with 0 ≤ k ≤ k max in P (k) and 1 ≤ k ≤ k max in Q(k). In the above equations, m in the denominator is short-handed as kmax m=k min , t in the summation is short-handed as kmax t=max{k,k min } . we further have simplified equations as
On the SF networks generated with the static model with the parameters (γ, c, N ), we have ξ ≡ 1/(γ − 1) and
with k ≥ 0 in P (k) and k ≥ 1 in Q(k). We have simplified equations as
IX. APPENDIX C: DESCRIPTION OF THE REAL-WORLD NETWORK DATASET
For each network instance, we show its type and name, a brief description, its edge type (undirected or directed), its size of vertices (N ), and its size of undirected edges or directed arcs (M ). Most of the listed large networks are from SNAP Datasets [70] . 
