In the analysis of observational data, stratifying patients on the estimated propensity scores reduces confounding from measured variables. Confidence intervals for the treatment effect are typically calculated without acknowledging uncertainty in the estimated propensity scores, and intuitively this may yield inferences, which are falsely precise. In this paper, we describe a Bayesian method that models the propensity score as a latent variable. We consider observational studies with a dichotomous treatment, dichotomous outcome, and measured confounders where the log odds ratio is the measure of effect. Markov chain Monte Carlo is used for posterior simulation. We study the impact of modelling uncertainty in the propensity scores in a case study investigating the effect of statin therapy on mortality in Ontario patients discharged from hospital following acute myocardial infarction. Our analysis reveals that the Bayesian credible interval for the treatment effect is 10 per cent wider compared with a conventional propensity score analysis. Using simulations, we show that when the association between treatment and confounders is weak, then this increases uncertainty in the estimated propensity scores. Bayesian interval estimates for the treatment effect are longer on average, though there is little improvement in coverage probability. A novel feature of the proposed method is that it fits models for the treatment and outcome simultaneously rather than one at a time. The method uses the outcome variable to inform the fit of the propensity model. We explore the performance of the estimated propensity scores using cross-validation.
INTRODUCTION
Analytic adjustment techniques using treatment propensity scores are popular for reducing confounding bias in observational studies of the effects of drug therapies [1] [2] [3] . The idea is to use the propensity score, defined as the probability of treatment given measured confounders, as a tool to ensure similarity in treated and untreated groups with respect to outcome risk factors [4, 5] . Patients with the same propensity score have the same distribution of measured confounders. Comparing treatment groups, conditional on the propensity score, yields unconfounded estimates of the treatment effect. To adjust for confounding, we can include the propensity score as a covariate in a regression model for the outcome variable. Rosenbaum and Rubin [5] recommend stratifying patients on quintiles of the propensity score. Other methods using regression and weighting are also available [1, 6] .
Because the propensity score is unknown, the application of propensity score techniques involves a two-step procedure. First, the propensity score is estimated for each patient, typically from the fitted values of logistic regression of the treatment variable on measured confounders. Then, patients are stratified on quintiles of the estimated propensity scores. Standard errors for the treatment effect estimate are usually calculated without acknowledging uncertainty in the estimated propensity scores [1, 6] . Intuitively, confidence intervals for the treatment effect may be falsely precise.
There is little previous research investigating the impact of modelling uncertainty in the propensity score on treatment effect estimation. Tu and Zhou [7] propose an approach to interval estimation using the bootstrap. They show that their method increases the variance of treatment effect estimates, but do not consider a full comparison with conventional interval estimation procedures, which ignore uncertainty in the propensity score. A similar estimation strategy is proposed by Hirano and Imbens [8] . In contrast, there is a large body of work investigating the merits of using estimated propensity scores rather true propensity scores (see Rubin [2] and the references therein). Other recent work on propensity score methods considers treatment effect estimation in settings where covariates are omitted from the propensity score model [9] [10] [11] [12] .
Bayesian methods offer a natural strategy for modelling uncertainty in the propensity scores. We can model the joint distribution of the data and parameters with the propensity score as a latent variable. Markov chain Monte Carlo (MCMC) methods allow simulation from the posterior distribution for model parameters. The marginal posterior for the treatment effect incorporates uncertainty in the propensity scores because it integrates over the latent variable. An advantage of this approach is that it permits the incorporation of Bayesian machinery into data analysis applications using propensity scores [13] . We may include prior information arising from expert opinion or previous research. Complex modelling assumptions for hierarchical data, measurement error or missing data can be incorporated.
Nonetheless, there are arguments against combining Bayesian analysis with propensity score techniques. It has been argued that the conditional distribution of the outcome within treatment groups should not depend on measured confounders only through the propensity score [13] [14] [15] . Propensity scores model information about the manner in which the study is designed and should convey no information about treatment effects. Other authors contend that including propensity scores in a Bayesian analysis can ease model specification and yield estimates with good frequentist properties [14, 16] .
Given the speculative pros and cons, the objective of the present paper is to investigate the impact of modelling uncertainty in the estimated propensity scores using Bayesian techniques. We propose a Bayesian propensity score analysis (BPSA) for the case of stratifying on five subclasses of the propensity score. We consider observational studies with a dichotomous treatment, dichotomous outcome, and measured confounders where the log odds ratio is the measure of effect. As a case study, Section 1.1 introduces an observational study of the effectiveness of statin therapy in patients discharged from Ontario hospitals following acute myocardial infarction. We use the data of Austin and Mamdani [1] who conducted a detailed comparison of propensity score methods. In Section 2, we outline our proposed BPSA including the model, prior distributions, and a method for posterior simulation using MCMC. In Section 3, we apply BPSA to the case study and study the impact of modelling uncertainty in the propensity scores. Our analysis reveals that the Bayesian credible interval for the treatment effect is 10 per cent wider compared with a conventional propensity score analysis. To study the performance of Bayesian interval estimates in more generality, Section 4 presents a simulation study where data are generated under competing models for the outcome. We show that when association between the treatment and confounders is weak, then this increases uncertainty in the estimated propensity scores. Bayesian interval estimates for the treatment effect are longer on average, though there is little improvement in coverage probability. A feature of BPSA is that it fits models for the treatment and outcome simultaneously rather than one at a time. The method uses the outcome variable in order to inform the fit of the propensity model. While this approach to estimation emerges naturally from Bayesian latent variable modelling, it is also unusual. To explore the performance of the estimated propensity scores from BPSA, Section 5 investigates prediction error using cross-validation techniques. Section 6 summarizes the paper and discusses the competing perspectives on the role of the outcome variable in propensity score modelling.
A motivating example: the EFFECT data
To motivate our methodology, we consider the example of an observational study estimating the effect of statin therapy, a class of lipid-lowering medications, on all-cause mortality in Ontario residents following hospitalization for acute myocardial infarction [1] . Detailed clinical data were obtained for 4572 patients discharged from Ontario hospitals between 1999 and 2000. For each patient, medical charts were abstracted to obtain information on demographic characteristics, cardiac risk factors, comorbid conditions, vascular history, vital signs at hospital admission, and laboratory tests. Records of medication prescriptions were also collected. The data were obtained in conjunction with the Enhanced Feedback for Effective Cardiac Treatment (EFFECT) Study, an ongoing initiative to improve the quality of health services for Ontario residents with cardiovascular disease [1] . Patients were classified as statin users if they were prescribed a statin at hospital discharge and as statin non-users otherwise. Death within 3 years of hospital discharge was established by linking patient records to the Ontario Registered Persons Database. Table I summarizes the characteristics of patients at hospital discharge and illustrates that the crude association between statin therapy and mortality is likely to be confounded. Treated patients are generally younger and healthier than untreated patients. This finding is consistent with previous studies of physician-prescribing habits, which show that statins are underprescribed in elderly patients with poor prognosis [17, 18] . Because clinical studies have shown that statin therapy reduces the risk of cardiovascular disease [19] , we expect that the protective effect of statin therapy will be exaggerated in a comparison of mortality rates in treated versus untreated patients. Indeed, the crude odds ratio for the association between statin therapy and mortality is equal to 0.50 with 95 per cent confidence interval (0.42, 0.60), which is lower than the previously published estimates [19] . Analytic adjustment for confounding is required in order to estimate the treatment effect. 
Austin and Mamdani [1] analyze the EFFECT data and argue that regression modelling of mortality risk is challenging. There are numerous prognostic variables and their relationship with mortality is poorly understood. In contrast, statin prescribing can be modelled more easily through consultation with physicians. The authors estimate the patient propensity scores and use the quantities to control confounding using a variety of methods including covariate adjustment, weighting, and matching. None of the methods model uncertainty in the estimated propensity scores and it is unknown whether this affects estimation.
BAYESIAN PROPENSITY SCORE ANALYSIS (BPSA) FOR OBSERVATIONAL DATA
We outline a method for BPSA, which uses two regression models; one for treatment assignment and one for the outcome. Rather than substituting propensity score estimates into the model for mortality risk, they are modelled as latent variables, which are integrated from the posterior distribution using MCMC. 
Data, model and parameters
For the EFFECT data with sample size n = 5472, let X i for i = 1, . . . , n denote dichotomous random variables taking values 1 or 0 to model whether or not the ith patient was prescribed a statin at hospital discharge. Let {Y (1) i , Y (0) i } denote dichotomous variables taking values 1 or 0 to model the potential outcomes for death in the ith patient [6] . Let C i be a p ×1 vector of measured confounders where the first component is equal to 1 to ease specification of y-intercept terms in regression modelling. Finally, let Y i = Y (X i ) i denote the observed outcome and let Z i = Pr(X i = 1|C i ) denote the propensity score for the ith patient.
Rosenbaum and Rubin [5] recommend stratifying on five subclasses of the estimated propensity scores. Omitting the subscript i from (Y i , X i , C i ), we write the probability density function of Y and X given C as
For our proposed BPSA, we use two logistic regression models
where z(C, ) = expit( C) is the propensity score and expit(a) = (1+exp(−a)) −1 . Here we write Z = P(X = 1|C) = z(C, ) to acknowledge that the propensity score is a known analytic function of C and the p ×1 vector of regression coefficients . In equation (1), the quantity is the primary parameter of interest and models the log odds ratio for the association between Y and X given Z . The log odds ratio has well-known limitations as a measure of effect for causal inference [20] , but we focus on estimating this quantity because the logit link permits flexible modelling of binary response variables. Further discussion of the problems with odds ratios in propensity score adjustment is given by Austin et al. [10, 11] .
We let g(Z ) be a 5×1 vector of indicator variables, which model patient membership within one of five subclasses
The quantities = ( 1 , . . . , 5 ) are corresponding regression coefficients. Thus, we model the risk of Y given X and Z as piecewise constant within the intervals [0,
where the knots (q 1 , q 2 , q 3 , q 4 ) are chosen a priori. For the EFFECT data, this model is likely to be only a rough approximation for the true mortality risk as a function of the propensity score. Nonetheless, Rosenbaum and Rubin [5] advocate stratifying on quintiles of the propensity score in order to remove 90 per cent of the bias from measured confounders, and we adopt a similar modelling strategy. BPSA can readily incorporate more flexible choices for the linear predictor g(Z ) through suitable modification of the MCMC algorithm. For example, we could use 99 cubic splines letting
To specify the knots (q 1 , q 2 , q 3 , q 4 ), we fit the logistic regression model given in equation (2) via maximum likelihood and then use the fitted values to obtain estimates of the propensity scores. The values of (q 1 , q 2 , q 3 , q 4 ) are selected to define quintile groups of the estimated propensity scores. Alternatively, we could model uncertainty in the position or number of knots using Bayesian non-parametric regression techniques [13] .
Equation (1) assumes that Y is conditionally independent of C given (X, Z ). This modelling assumption for control of confounding in a Bayesian analysis is formally justified by Rubin [14] and Robins and Ritov [15] . Assume that statins are prescribed in a manner such that treatment assignment is strongly ignorable given C, [4, 5] . This is also called the assumption of no unmeasured confounders [6] . Further, assume that 0<Z <1, meaning that all patients have non-zero probability of receiving or not receiving a statin. Collectively, these conditions imply that treatment assignment is strongly ignorable given the propensity score, meaning that
To control confounding in a Bayesian analysis, we can calculate inferences using the modelling assumption that Y is conditionally independent of C given (X, Z ) [14, 15] .
Prior distributions
The quantities , , and are standard regression coefficients, and we assign priors in the form of normal distributions
where 2 , 2 , and 2 are user-specified hyper-parameters. For example, we could assign 2 = {log(15)/2} 2 , to model the belief that the odds ratio for the association between X and Y given g(Z ) lies between 1/15 and 15 with probability 95 per cent. Alternatively, more complex modelling assumptions are possible. For example, we could supply autoregressive prior distributions for 1 , . . . , 5 to account for possible smoothness in mortality risk between subclasses.
Posterior simulation
. . , n = 4572} denote the EFFECT data. We sample from the posterior density p( , , |data) using a Metropolis-Hastings algorithm, which updates parameters in blocks [13] . To motivate the approach, note that if is known then the propensity score Z = z(C, ) = expit( T C) for each patient is also known. Posterior simulation for and may proceed via Bayesian logistic regression using the model given in equation (1) . To draw from the full posterior distribution, we update successively from the conditional densities p( | , , data) and p( , | , data). Full details are given in the Appendix. The marginal posterior distribution for and models uncertainty in the patient propensity scores. During MCMC, updating involves a corresponding update of Z . Patients may be grouped into different propensity score subclasses from one iteration to the next, depending on their value of 100 L. C. MCCANDLESS, P. GUSTAFSON AND P. C. AUSTIN g(Z ). By averaging over posterior uncertainty in , the resulting inferences for and incorporate uncertainty in the propensity scores.
A feature of BPSA is that learning about is driven in part by modelling information for the outcome variable. BPSA fits both of the regression models in equations (1) and (2) simultaneously. When updating from the conditional density p( | , , data), the method assigns higher probability to the values of , which cluster patients with similar Y into the same propensity score subclasses. Posterior learning about mortality risk via and affects the classification of patients into subclasses. This can impact estimation as is illustrated in Sections 3 and 4.
BPSA ANALYSIS OF THE EFFECT DATA
We apply BPSA to the EFFECT data by first specifying values for (q 1 , q 2 , q 3 , q 4 ), which define five subclasses of the propensity score. We fit the logistic regression model in equation (2) using maximum likelihood and compute estimated propensity scores from the fitted values. We assign the quantities q 1 = 0.21, q 2 = 0.26, q 3 = 0.31, q 4 = 0.38, which define five quintiles of the distribution of the estimated propensity scores. We then apply BPSA to the EFFECT data. We assign 2 = 2 = 2 = {log(15)/2} 2 to model the prior belief that the associations between (Y, X, C) are not overly large, and we run a single MCMC chain of length 100 000 after discarding 10 000 initial iterations. Sampler convergence is assessed by simulating separate MCMC chains with overdispersed starting values and the diagnostic tools supplied in the CODA package in R [21] . To facilitate tuning of the MCMC chains in light of the different measurement scales for patient covariates, we re-scaled the laboratory values and vital signs on hospital admission to have mean zero and unit variance [13] .
The analysis results are given in Table II , which contains point and 95 per cent interval estimates for the regression coefficients , , and . The log odds ratio for the treatment effect is equal to −0.30 with 95 per cent credible interval (−0.50, −0.10) and is closer to zero compared with the crude estimate given in Section 1.1, indicating that some of the confounding between statins and mortality has been reduced. The quantities 1 , 2 , 3 , 4 , 5 are also monotonically decreasing. This is consistent with prior information about the prescribing habits of physicians. Healthy patients are more likely to receive a statin, and consequently patients in subclass number 5 have lowest estimated mortality risk.
To put these results into perspective, we conduct an additional analysis of the EFFECT data without using Bayesian techniques. We apply a propensity score analysis (PSA), which we define as subclassification on quintiles of the estimated propensity scores. This corresponds to estimating , , and by fitting the regression models in equations (1) and (2) one at a time using maximum likelihood estimation. PSA is identical to BPSA, but does not acknowledge uncertainty in the propensity scores. Both methods are implemented using the same knot values of q 1 = 0.21, q 2 = 0.26, q 3 = 0.31, q 4 = 0.38 to define five subclasses. The results are given in the second column of Table II . BPSA and PSA give similar point estimates for , equal to −0.30 versus −0.36. However, the Bayesian credible interval is fully 10 per cent wider because it acknowledges uncertainty in . We also see differences in estimation of the nuisance parameters and . BPSA interval estimates of 1 , . . . , 20 are shorter in length compared with PSA.
To better understand the differences between BPSA and PSA, we study the covariate distributions among treated versus untreated patients within subclasses of the estimated propensity scores. For PSA, the estimated propensity score for the ith patient is given byẐ PSA whereˆ is the maximum likelihood estimate from equation (2) . For BPSA, a comparable quantity is the posterior mean of z(C i , ), given bŷ
where p( |data) denotes the marginal posterior density for . Figure 1 summarizes the distribution of four important mortality risk factors, in treatment versus control, stratifying on subclasses of the estimated propensity scores. The plots on the left-hand side correspond to patients stratified onẐ PSA i , whereas the plots on the right correspond to stratification onẐ BPSA i . In Figure 1 , we see that BPSA and PSA allocate patients to subclasses in different ways. Consider the variable diabetes. For PSA, the prevalence of diabetes is roughly the same in Table II motivate questions about the estimation strategies used by BPSA and PSA. Both methods make exactly the same modelling assumptions, but they handle information in different ways. There may be benefits and trade-offs to BPSA. If equation (1) is sufficiently non-parametric and accurately models the relationship between mortality and the propensity score, then BPSA may give improved estimation because it makes fuller use of modelling assumptions. Conversely, PSA may be more robust because it estimates the propensity scores using only the marginal model for Pr(X = 1|C). We explore these issues in Section 4 using simulations.
SIMULATIONS STUDIES OF THE PERFORMANCE OF BPSA AND PSA
The results from the EFFECT data example show that modelling uncertainty in the propensity score can increase the length of interval estimates for the treatment effect. However, the question remains whether or not this is a general phenomenon in data sets with confounding. In what settings can we expect that there will be large uncertainty, and does ignoring it harm estimation?
We study the performance of interval estimates using simulations. In Section 4.1, we apply BPSA to synthetic data where the log odds of Y given X and C follows equation (1) and is constant within subclasses of the propensity score. A potential weakness of BPSA is that it incorporates modelling assumptions about the relationship between Y and Z when estimating the propensity scores. This raises the effect of the impact of model misspecification. To study the impact of this estimation approach, Section 4.2 investigates the performance of BPSA when applied to synthetic data where the log odds of Y depends linearly on X and C. Such models have been used in the past to evaluate the performance of PSA in simulations with binary outcomes [9] [10] [11] [12] . (1) 4.1.1. Simulation design. We consider the case where C has four continuous components. We simulate ensembles of 400 data sets of sample size n = 1000, for three different choices of model parameters, denoted as Designs A, B or C. Data are generated using the following algorithm:
Simulation study when the log odds of Y given X and C follows equation
1. Generate C 1 , . . . ,C n where the first component is equal to one and the latter four components are independently drawn as N(0, 1) random variables. 2. For fixed , generate X 1 , . . . , X n using the logistic regression model of equation (2) We analyze the data sets using PSA and BPSA. Sampler convergence is assessed using separate trial MCMC runs. Table III gives a catalogue of the fixed values of , , and that are used to generate the synthetic data. Designs A and B model the setting where there are weak associations between X and C, as is typical in the EFFECT data set (see Table II ). Design C models stronger associations. We set = 0 to model no causal effect of X on Y within levels of the propensity score. The choice of true fixed values for is guided by the results in Table II and models a monotonically varying association between Y and g(Z ). Table IV summarizes the performance of point and 80 per cent interval estimates for , , and calculated from BPSA or PSA applied to ensembles of 400 synthetic data sets, which are generated under Designs A, B or C. Beneath the heading of point estimation, the first two columns give information about bias and contain the difference between the sample means of the ensembles of the point estimates and the true parameter value. The third and fourth columns contain the estimated relative efficiency and mean squared error (MSE). These quantities are calculated as To aid with interpretation of results, we calculated simulation standard errors for the relative efficiency and relative MSE estimates via the bootstrap. In Table IV , quantities denoted with a ' ‡' imply that a 90 per cent bootstrapped confidence interval for the true relative efficiency or MSE excludes 1. The final four columns contain empirical coverage probabilities and average lengths of 80 per cent interval estimates. Table IV illustrates that BPSA 80 per cent interval estimates for the treatment effect are wider compared with PSA when the association between treatment and confounders is weak. In Design A, the average length is 0.59 for BPSA compared with 0.54 for PSA, corresponding to a 10 per cent increase. The effect of modelling uncertainty in the estimated propensity scores is also reflected in point estimation of . For Design A, the relative efficiency is 1.25 implying that BPSA has a 25 per cent larger variance. The difference in efficiency is less pronounced when the true fixed values of = ( 0 , . . . , 4 ) are large. For Designs B and C, the relative efficiencies for point estimates of are only 1.14 and 1.01, respectively. Intuitively, a weak association between X and C makes it difficult for PSA to discriminate between patients based on their propensity for treatment. There is greater uncertainty in classifying patients into subclasses.
Results.
Remarkably, ignoring uncertainty in the estimated propensity scores appears to have no adverse effect on coverage probability. PSA interval estimates are shorter on average compared with BPSA, and yet they retain nominal 80 per cent coverage levels. PSA point estimates of are more efficient and have smaller MSE. Contrary to intuition, substituting estimates in place of the true propensity scores does not yield inferences, which are falsely precise.
To better understand the performance of BPSA, we can study estimates of the nuisance parameter , which models the propensity scores. Design A of Table IV shows that BPSA estimates of are slightly biased, with coverage probability near 70 per cent and well below the nominal level.
Because the BPSA model is identical to the true data generating process in the simulation, we know that in large samples this bias must vanish. For Bayesian inference in general, the posterior mean is asymptotically consistent to the parameter value when the model is specified correctly and under standard regularity conditions [13] . Table IV shows that Bayesian point estimates of are more efficient compared with PSA, with relative efficiencies generally below 0.50. As a result, under Designs A and B we see that BPSA point estimates of have lower MSE, despite the small bias. The intuitive explanation is that when the distribution of Y is a heterogeneous function of Z , this means that the outcome variable carries information about the propensity score. BPSA uses this information and the resulting point estimates of are more efficient compared with PSA. These findings are echoed in the EFFECT data analysis of Section 3. In Table II , BPSA interval estimates for 1 , . . . , 20 are narrower than PSA. Section 6 reviews the different viewpoints on the role of the outcome in propensity score modelling.
Because the true value of is known by design, simulations allow us to study the characteristics of PSA using the true propensity scores. Accordingly, Table V summarizes the performance of PSA estimates for in the case when is known. Table V confirms that using true rather than estimated propensity scores harms the efficiency of PSA point estimates for the treatment effect [2] . For all simulation designs, the relative efficiencies are greater than one. Furthermore, a comparison of Tables IV and V shows that the performance of BPSA interval estimates for is not worse than PSA using the true propensity scores. The intervals have the same average length and both have nominal coverage levels.
Simulation study when the log odds of Y given X and C depends linearly on X and C

Simulation design.
To explore sensitivity to modelling assumptions for the outcome variable, we repeat the simulations using exactly the same algorithm as in Section 4.1.1, except that in Table V . Performance of point and 80 per cent interval estimates of the treatment effect calculated from PSA using the true propensity scores and applied to ensembles of 400 synthetic data sets generated under Designs A through F. Step 3 we generate Y 1 , . . . , Y n using the logistic regression model
Similar models are used by Drake, Austin et al. and Brookhart et al. [9] [10] [11] [12] to evaluate the performance of PSA in simulation studies. We analyze the data sets with PSA and BPSA using the values of (q 1 , q 2 , q 3 , q 4 ), which define the true quintiles of the propensity score. The parameter values used in this simulation correspond to Designs D, E, and F in Table III . Again, we consider settings with weak or strong association between X , Y , and C. We set equal to zero to model no association between X and Y given C. Table VI presents the simulation results and shows that the basic features of BPSA are insensitive to misspecification of the model for the outcome. When the true value of is small, modelling uncertainty in the propensity scores has a large impact on treatment effect estimation. BPSA interval estimates are substantially wider compared with PSA, but show no noticeable improvement in coverage probability. BPSA estimates of the nuisance parameter are biased compared with PSA, but generally more efficient as a result of information flow from the outcome variable. The trade-off between bias and efficiency leads to an overall reduction in MSE. Thus, while the subclassification model in equation (1) is incorrect in this simulation, it sufficiently approximates the true data generating process such that the performance characteristics BPSA and PSA are unaffected.
Results.
PREDICTIVE PERFORMANCE IN THE EFFECT DATA
In the EFFECT data, the relationship between mortality and the propensity score is unknown and equation (1) is only a rough approximation. It is unclear whether we should use the full Bayesian approach to fit the data, or instead adopt a more conservative estimation strategy by calculating the propensity scores from the marginal model for treatment. If the outcome model is wrong, then the Bayesian approach might adversely impact estimation. One way to explore model fitting in the EFFECT data is through prediction error. We can build predictive models for mortality using BPSA or PSA and then assess the quality of the predictions using cross-validation. The EFFECT data include 4572 patients discharged from hospital between 1999 and 2000. However, data from patients discharged the following year are also available to yield a total sample size of 9171. We investigate prediction error for mortality using cross-validation by randomly splitting the entire data set in half. Denote a collection of data of size n = 4500 from the population under study as data = {(Y i , X i , C i ), i = 1, . . . , n, }. Let (Y * , X * , C * ) denote the data for a future patient from the same population for whom only X * and C * are observed. Letˆ ,ˆ , andˆ denote the point estimates for model parameters from PSA applied to data, and definê
as the predictive model from PSA, which estimates P(Y * = 1|X * , C * ). Definê
as the predictive model from BPSA for estimation of P(Y * = 1|X * , C * ), where p( , , |data) is the posterior distribution. The quantityŶ PSA is a prediction based on substitution of (ˆ ,ˆ ,ˆ ) into equation (1), whileŶ BPSA is the posterior mean from the predictive distribution for Y * . The estimateŶ BPSA acknowledges uncertainty in the subclass of the patient, whileŶ PSA does not. We quantify prediction error using the loss function
which is the logarithm of the observed ordinate of the predictive model for Y * [13] . The prediction error is then E{L(Ŷ , Y * )}. This quantity is closely connected to the model deviance, which is a standard measure of goodness of fit for dichotomous regression [13] . Predictions with small error have the appealing property that they assign high probability to the data that are actually observed.
To estimate the prediction errors E{L(Ŷ BPSA , Y * )} and E{L(Ŷ PSA , Y * )} for the EFFECT data, we randomly select a data set of size n = 4500 from the total sample of 9171. We analyze the data to obtain predictive models and then evaluate these predictions in the remaining 4671 patients by calculating the estimateŝ
where the summation i is over observations in the remaining data. The quantities BPSA This gives some reassurance that the manner in which BPSA estimates propensity scores yields a satisfactory fit for the outcome regression model. When estimating the propensity scores at the same time as other parameters, BPSA gains flexibility in the way that patients are grouped into propensity score subclasses. Mortality risk within treatment groups is strongly dependent on the propensity score, and BPSA uses this information in order to group patients based on health status.
While the resulting propensity score estimates differ from those of PSA, the method gives an improved fit for the data with smaller prediction error for mortality.
DISCUSSION
In this paper we present an investigation of modelling uncertainty in the propensity scores using Bayesian techniques. We focus on the specific case of subclassification on quintiles of the propensity score in observational studies with a dichotomous treatment, dichotomous outcome, and measured confounders where the log odds ratio is the measure of effect. Using simulations, we demonstrate that when the association between the treatment and confounders is weak, as is the case in the EFFECT data example, then there may be large uncertainty in the estimated propensity scores. In a Bayesian analysis, the interval estimate for the treatment effect is 10 per cent wider. Remarkably, simulations show that ignoring uncertainty in the estimates propensity scores has no adverse impact on coverage probability. PSA interval estimates for the treatment effect are shorter on average compared with BPSA, and yet they retain nominal coverage levels. PSA point estimates for the treatment effect are also more efficient with smaller MSE. There is a large literature on the merits of using estimated rather than true propensity scores for control of confounding (see [2] for review). Propensity scores that have been estimated from the marginal model Pr(X = 1|C) have the property that they allow adjustment for chance imbalances between treatment groups due to random variation, thereby improving the efficiency of treatment effect estimates [2] .
A feature of BPSA is that it uses the outcome variable to inform the fit of the propensity model. In regression adjustment for the propensity score, the decision to stratify on subclasses may be driven by prior beliefs about the relationship between Y and Z given X . For the EFFECT data, patients with a high propensity scores are more healthy. BPSA makes formal use of this modelling information when estimating the propensity scores.
Using the outcome variable to fit the propensity model may give more efficient estimation of the propensity scores. While these are merely nuisance parameters, the findings are interesting nonetheless. The simulations of Section 4 show that when the outcome depends heavily on the propensity score, it carries information that can assist estimation. Even if the subclassification model is misspecified, BPSA performs well with respect to estimation of , provided that the model approximates the relationship between the outcome and propensity score. Additionally, Section 5 studies prediction error in the EFFECT data and confirms that BPSA propensity scores estimates yield a classification of subjects into quintiles, which gives a better overall fit for the data. Simultaneous model fitting for treatment and outcome gives added flexibility in estimation of . Similar findings have been reported in other Bayesian latent variable modelling applications, including measurement error [22] and Bayesian modelling averaging [23] . Acknowledging uncertainty in nuisance parameter estimates tends to improve predictive performance.
There are different viewpoints in the literature on using the outcome to assist estimation of the propensity scores. Rubin argues that propensity score modelling should be conducted without access to the outcome data [2] . This perspective seeks to replicate a randomized trial by producing treatment groups that are similar with respect to measured confounders and without consideration for the outcome under study. Other authors emphasize the value of prior information about the strength of the association between confounders and the outcome in propensity score model building [10] [11] [12] . If a covariate is not an outcome risk factor, then it may not matter if it is a powerful predictor of treatment assignment, and it can be safely ignored in the propensity model
