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Аннотация. В работе рассмотрены вопросы корректности .линейных обратных задач для 
параболических уравнений и систем. По интмральным условиям переопределения вместе с ре­
шением восстанавливается правая часть системы. Доказаны теоремы существования и един­
ственности решений в классах Соболева. Показано, что подходящем выборе интегральных 
условий переопределения возможен предельный переход по параметру и предельное решение 
решение обратной задачи, где условия переопределения значения решения в отдельных 
точках.
Клю чевые слова: параболическая система, обратная задача, задача управления, краевая 
задача, корректность.
Введение
Мы рассматриваем вопрос об определении вместе с решением правой части спе­
циального вида в параболических уравнениях и системах. Пусть G -  область в Шп с 
границей Г класса С 2т и Q = G х (0 ,Т ). Параболическое уравнение имеет вид
Г
щ  + A(t,  х, D) u  = £  bi ( t ,x)qi ( t )  + /, ( t , x ) e Q ,  (1)
i= 1
где A -  матричный эллиптический оператор порядка 2 т  с матричными коэффициен­
тами размерности h  х h,  представимый в виде
A ( t , x , D ) =  Y  aa ( t , x ) Da , D = ( дХ1, д Х2, . . . , д Хп) .
\а\<‘2 т
Уравнение (1) дополняется начальными и граничными условиями
u\t=o = и0, Bju\s = Y  bj p ( t , x ) Dl3u\s = g j ( t , x )  , (2)
|/3| <n i j
где m.j < 2т , j  = 1, 2 , . . . ,  т  и S  = (О, Т ) х Г. Неизвестными в (1), (2) являю тся решение 
и  и функции Qiit) (г = 1 , 2 , . . . ,  г), входящие в правую часть (1). Мы рассматриваем 2 
вида условий переопределения. В нервом случае условия переопределения имеют вид
uipi (x)dx = , г = 1 , 2, . . . ,  s , (3)
Gi
62 НАУЧНЫЕ ВЕДОМОСТИ Серия: Математика. Физика. 2014. №12(183). Вып. 35
где Lpi(x),^i(t) -  некоторые гладкие функции, условия па которые мы уточним ниже, и 
Gi С G некоторые области. Во втором случае рассматриваем условия вида
u(xi , t) = 4’i ( t ) i Xi G G , i = 1, 2 . . . , s  . (4)
Параметры s , r  связаны равенством г = sh .  Задача о нахождении функций u ,q i  с ис­
пользованием краевых условий и условий переопределения может быть сформулирова­
на и как некоторая задача управления. Обратные задачи подобного вида возникают при 
описании процессов тепломассоиерепоса, диффузионных процессов, процессов филь­
трации и во многих других областях ( |1|- |4|). Одной из моделей, возникающей при 
описании процессов тепломассоиерепоса, является система уравнений Навье-Стокса, 
дополненная уравнениями дня температуры и концентраций переносимых веществ. По 
данным измерений на сечениях канала или некоторым другим характеристикам опреде­
ляются те или иные параметры в задаче. Это или коэффициенты уравнений или плот­
ности источников (правая часть) (см., например, |1|, |4|- |9|), В простейших случаях 
при описании процессов тепломассоиерепоса используются параболические уравнения 
и системы. В литературе рассматривались как условия переопределения вида (3) так и 
условия переопределения (4). В частности обратные задачи об определении коэффици­
ентов уравнения (1), зависящих от переменной t, с условием переопределения (3), где 
г  = 1 a  Gi = G, рассматривались в |10|- |16|, Соответственно линейные обратные зада­
чи об определении правой части исследовались в |9,17|, Аналогично, как линейные так 
и коэффициентные обратные задачи с условием переопределения (4) рассматривались 
в |8,18| и в ( |19|- |2 1|) соответственно. Однако, отметим, что большинство работ посвя­
щено модельным уравнениям и случаю п  = 1. Можно отметить работы |22,23| одного из 
авторов, где были рассмотрены задачи вида (1), (2), (4) в общей постановке. Мы также 
сошлемся иа монографии |2,10 ,18 ,24 ,251, где имеется большое количество постановок 
обратных задач дня параболических уравнений и систем, и ряд результатов.
В настоящей работе, при определенных естественных условиях па данные задачи 
мы показываем, что задача (1)-(3) имеет единственное решение. Далее, выбирая под­
ходящим образом функции tpi = <р^х,е), зависящее от параметра £ > 0 (фактически 
мы строим приближение 5-функции Дирака, см. ниже), мы показываем, что решение 
и е задачи (1)-(3) сходится к решению задачи (1), (2), (4) при е  —> 0. Теоремы подобного 
рода важны при построении численных алгоритмов построения решений задач вида 
(1), (2), (4), поскольку дня этих задач приходится вычислять производные высокого 
порядка дня приближенных решений, что является некорректной задачей, и но этим 
иричипам иногда возникают и излишние условия па коэффициенты уравнения (см., 
панример, |8 |), Опишем содержание работы. В следующем параграфе мы приводим 
вспомогательные утверждения и условия па данные. В параграфе 2 мы формулируем 
и доказываем наши основные утверждения -  теоремы 2.1, 2.2, 2.4.
1. Определения и вспомогательные результаты
Пусть Е — банахово пространство. Через LP(G;E) (G — область в М”) обознача­
ется пространство сильно измеримых функций, определенных на G со значениями в
Е и конечной нормой | ||'w(;r) ||e||lp(G) |26|, М ы  такж е используем пространства C k(G), 
состоящие из функций, имеющих в G все производные до порядка к включительно, 
непрерывные в G и допускающие непрерывное продолжение па замыкание G. Обозна­
чения для пространств Соболева Wp(G] Е), Wp(Q]E)  и т.д. стандартные (см. |26,27|). 
Если Е = С или Е = С” , то вместо W p(G;E)  или C k(G ;E ) используем обозначения 
Wp(G)  или C k(G). Таким образом, включение и £ Wp(G)  (или и £ C k(G)) дня данной 
вектор-функции и = (щ ,  щ , • • •, щ )  означает, что каж дая  из компонент щ  принадлежит 
пространству Wp(G) (или C k(G)). В этом случае иод нормой вектора ноиимаем сумму 
норм координат. Будем считать, что аналогичное соглашение справедливо и дня мат­
риц, т.е. включение а £ Wp(G)  дня данной матрицы-функции а = {ciij}ji=i означает, 
что a,ij(x) £ Wp(G) для всех i , j .  Д ля данного интервала J  = (0, Т ), положим Wp T(Q) = 
W*(J- ,LP(G)) r\Lp(J - ,W;(G)) ,  Соответственно, W*'r (S) = W;{ J ;  LP(T)) П Lp ( J ;  W ;(T) ) .  
Через p(x,  M )  обозначаем расстояние от точки х до множества М.  Условие Г £ С а 
(а- > 1 означает, что дня любой точки ;го G Г найдется окрестность U (координатная 
окрестность) и система координат у  (локальная система координат), полученная путем 
поворота и переноса начала координат из исходной, в которой
U П G = {у £ Е” : у 1 £ Вг, из ( у 1) < уп < >
U П (Ега \ G) = {у  £ : из(;у') -  5 < у п < из^у')} ,
Г п 1 7 = { у е Е га: у / £В~Г, Уп = из(у ')} ,
где у' = (уь  у2, • • -, 2/n-i), В г = {У' '■ \у'\ < г}, 5 > 0 -  некоторая постоянная и из £
С а (В г ). Без ограничения общности, считаем, что дня локальной системы координат 
ось у п направлена но нормали к Г в точке ;г0-
Условия согласования и гладкости. Фиксируем р  > п  + 2т.  Приведем, используемые 
ниже условия на данные задачи.
!«,(;!■) € H'f‘-2”‘/r(G), 9](х, *) € (S), к, = 1 -  Ц  , (5)
где j  = 1 , 2 , . . . ,  т.
/ ^ LP(Q ), (6)
f j j (x , 0 )  = B j ( x , 0 ) u o (x)\dG, j  = 1, 2 , . . .  ,m .  (7)
4h(t )  £ W p ( 0 , T ), фг( 0) = J  u 0(x)<pi(x)dx,  г = 1 , 2 , . . . ,  s, (8)
Gi
4h(t) £ W p (0 ,T ), фг(0) = u 0(xi), i =  1 , 2 , . . . ,  s. (9)
Условия на коэффициенты операторов A, B j  более или менее стандартные. Более 
того, дня простоты выкладок мы будем использовать не самые точные условия на ко­
эффициенты. Мы считаем, что
aa ( t ,x )  £ Loo(Q) (Н  < 2m), аа £ C(Q)  (|а| = 2m), 
bjf} £ C'2m~mi (S)  ( j  = 1 , . . .  ,m,  I/3| < rrij) ,
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bi(x, t) G Loo (0, T ; LP(G)),  г = 1 , 2 , . . . ,  г, (И)
Пусть {Gj} -  набор областей с границей класса С 1 вложенных в G. Мы будем исполь­
зовать два вида условий на весовые функции {</?.,• (;г)}:
supp tpj С Gj, <pj G W '(G j )  ( “  + “ = 1) , j  = 1, 2 , . . . ,  s, (12)
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supp ipj С G j , tpj G Li(G),  j  = 1, 2 , . . . ,  s. (13)
При выполнении минимальных требований (13) нам понадобятся дополнительные усло­
вия на данные задачи Пусть Go = Qo = Go х (0,T) .
V/ G LP(Q0), V 6,  G £ 00(0 , T ,Lp(G0)), (14)
2m—2m
V u 0 G W7,, p (G 0), Vaa (x , t ) G W ^Q o), (M  < 2?n). (15)
Пусть B p(x) - шар радиуса p с центром в точке х. Найдется 5о > 0 такое, что 
Bs0(xi) П Bs0(xj ) = 0 при г ф j  и Bs0(xi) П dG  = 0 для всех i , j  = 1 , 2 , . . . ,  г. Положим 
G5 = Uj Д;(;Гг). В случае задачи (1)-(3) определим матрицу B{t)  размера г х г, строки 
которой с номерами (к — 1 )h  + 1 , kh, (к  = 1 , 2 , . .., s )  занимают матрицы размера h  х г 
со столбцами /Ь /Ь rtpkdx. Можно показать, используя условия (11)-(12) (соот-
G G
ветственно, (13), (14)) и теоремы вложения, что элементы этой матрицы принадлежит 
Loo(0,T). В случае задачи (1)-(2), (4) мы будем дополнительно требовать, что выпол­
нены условия (13), (10), где в качестве области Go берется 5-окрестность Gs множества
е 5 < 5о- В качестве матрицы В  возьмем матрицу, строки которой с номера­
ми (к — 1 )h  + 1 , kh, (к = 1 , 2 , . . . , s) занимают матрицы размера h  х г со столбцами 
bi(xi~, t ) , ..., br (xk, t). Опять при выполнении условий (13), (10) элементы этой матрицы 
принадлежит Loo(0,T). В обоих случаях мы требуем, чтобы существовала постоянная 
50 > 0 такая, что
I det B{t)I > 80, для п.в. t  G [0, Т \. (16)
Рассмотрим оператор: A0( t ,x ,D )  = J2 \a \=2m a» (x ^ ) D a и предположим, что опера­
тор dt + Ао параболичеп, т.е. найдется постоянная > 0 такая, что любой корень р  
многочлена
det (Ao(t,x, i£)  + рЕ)  = 0,
(Е -  единичная матрица) удовлетворяет неравенству:
Rep < -5i|£|2m G R", y{x , t )  G Q. (17)
Условие Лонатинского запишется в виде: дня любой точки ( t o ,x 0) G S  запишем опе­
раторы А0, B jo  (B jo  = Х]|/з|=т bjpD'3) в локальной системе координат у  и предположим, 
что система
(А£ + А > № 'А „ ))Ф )  = 0, B lO( t o ,x o ) ( i i ' , d y n)v (0 )  = h t , (18)
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(£' = (£i , . . .  , £„_i), у п G М+, j  = 1, 2 , . . .  , т )  имеет единственное решение из С'(М+; Е) 
убывающее на бесконечности дня всех £' G М”-1 , | arg Л| < 7г/2 и h j  G Е таких что
ICI + 1^ 1 Ф о.
Алгебраические условия, гарантирующие выполнение (18) могут быть найдены, на­
пример, в |28|, Положим Gs,i = {х е  Gi : р(х,  дСЛ > 5}, QL = Gs,i х (0 , 7 ), Gs = ( J L 1 Gs,i 
и Qs = G$ х (0,T) ,  Q] = G s x  (0 , 7 ) {& > 0), Q1 = G x (0 , 7 ).
Справедлива следующая теорема
Т ео р ем а 1 .1 . Пусть G -  о г р а н и ч е н н а я  область с  г р а н и ц е й  к л а с с а  С 2т, вы и ол и еи ы  
у с л о в и я  (5), (10), (17), (18) и kj ф  1 /р д л я  в с е х  j  = 1, 2 , . . .  ,т .  Т о г д а  е с л и  g  G LP(Q), то 
с ущ е ству ет  е д и н ст в е н н о е  р е ш е н и е  и G Wp 2m (Q) з а д а ч и
щ  + A(t, x ,D x)u  = g  , и 1t=o = и 0(х) , Bju\s  = g j  , (19)
у д о в л е т в о р я ю щ е е  о ц е н к е
m
llbp(Q) ^  у \\9j II ^ '0 II Wprn~2rn^ p(G) ’ (20)\U\\Wp’2rn(Q) — C J(S)
3 =  1
где с. -  п о ст о ян н а я , н е  з а в и с я щ а я  от д а н н ы х  з а д а ч и  g , g j ,  u,0 и р е ш е н и я  и. Если д о п о л ­
нительно  в ы п о л н е н о  у с л о в и е  (15) и Vg  G LP(Q0) ; то р е ш е н и е  и облада ет  св ой ством  
Vu  G W,ty 2m (Qs), У 8 > 0.
□  Первое утверждение -  следствие из теоремы 10.4 в |28|, Получим второе утвержде­
ние. Покажем, что полученное решение обладает большей гладкостью в областях Qsj -  
Фиксируем $2 > > 8 (считаем, что 82 достаточно мало и таким образом Gs2j  ф  0).
Построим функцию фо(х) £ C£°(Rn ); ф0 = 1 в Gs^j и ф0 = 0 в G \ Gs1j .  Положим 
А iii = (и(х  + ещ)  — u(x))/i]  (е* -  г-й координатный вектор), где |?/| < 8 — 81. Тогда 
функция у = фо(х)А{И есть решение задачи
v t + A0(t, х, D ) v  = ф0[А0, A i ]u + ф о ^ д  + [Ао,фо]А{и +
+ ФоАч((А0 — А) (и + Ф)), (21)
B rv\S = 0 (Г = 1 , 2 , . . .  , /77-), v\t=o = фо(х)А{110.
где [Д), Aj] = A0Ai — AiA0, [А0, ф\ = А0ф —фА0 и т.д. (т.е. квадратные скобки обозначают 
соответствующий коммутатор). Тогда функция v  удовлетворяет оценке (20), где пра­
вая часть, граничные функции g j  и функция щ  заменяются па выражения, входящие в 
правые части в (21), соответствующие нормы которых оцениваются постоянной не за­
висящей от параметра h. Используя .лемму 4.6 главы 2 в |29|, получим, что обобщенная 
производная dXiv  принадлежит W]'2m (Qs2j )  и удовлетворяет оценке
I I ^ ^ I U p l Q o )  +  l l ^ 7'Wo | l 1,1/'2 m - 2 m /p ^ G o  ^ +  11 U  11 И 'р ’2 т  (Q )  ‘ ( ^ 2 )
В силу произвольности 82,81 и i , j  заключаем, что Vv  G W  ( Qs ^  Для nt:cx > 0
К ак следствие теоремы 1.1 имеем
Теорема 1.2. Пусть G -  о г р а н и ч е н н а я  область с  г р а н и ц е й  к л а с с а  С 2т, вы и ол и еи ы
у с л о в и я  (10), (17), (18), kj ф  1 /р д л я  в с е х  j  = 1 , 2 , . . .  , т  и g  G LP(Q7) (7  G (0,Т]).  Т огда
с ущ е ству ет  е д и н ст в е н н о е  р е ш е н и е  и G W/p1,2m(Q7) з а д а ч и
щ  + A(t, x ,D x)u  = g ,  u\t=o = 0, Bju\s  = 0 ( j  = 1, 2 , . . . ,  m )  , (23)
у д о в л е т в о р я ю щ е е  о ц е н к е
llMllWp,2m(Q7) ^  с 1Ы1м<57) , (24)
г д е  с  -  п о ст о ян н а я , н е  з а в и с я щ а я  от 7 .
Теорема 1.3. Пусть в ы и о л и еи ы  у с л о в и я  теоремы  1.2 и у с л о в и я  (15) иа  к о э ф ф и ц и ­
енты aa . Т о г д а  р е ш е н и е  и з а д а ч и  (23) и р и  ф и к с и р о в а н н о м  61 > 0 у д о вл ет вор я ет  о ц е н к е
ll^ llw p1'2- " ^ )  ^  с (Ы \ьр{ф) + \\^ 9\\lp(q2)) , (25)
г д е  п о ст оян н а я  с  н е  за ви сит  от 7 .
2. Основные результаты
Теорема 2.1. Пусть в ы и о л и еи ы  у с л о в и я  (5)-(8), (10)-(12), (16)-(18). Т о гд а  с у щ е ­
ствует е д и н ст в е н н о е  р е ш е н и е  (u, q i , .., qr ) з а д а ч и  (1)-(3) такое, что
и  G Wp'2m (Q), qi (t) £ Lp ( 0 , T ) , г = 1,2, . . . ,  г.
Р е ш е н и е  у д о вл ет вор я ет  о ц е н к е
Г
11М11тУр’2т(<Э) 'У ,  IUp(0,T) —
i =  1
m  s
c ( \\ f\ \bp(Q) +  ' Y  \\9j\\w k3’2mk3 {S) +  11иоИи/'2т- 2т/р(С) +  X /  \W’i\\w^(0,T)) •
3 = 1  P P 3=1
□ Продолжим граничные данные внутрь области, построив функцию Ф G Wp'2m (Q) 
такую, что Ф|£=0 = щ (х ) ,  Bj<&\s = Qj (j  = 1, 2 , . . . ,  m ) .  В качестве функции Ф возьмем 
решение задачи (19) (см. теорему 1.1), где g  = /. Тогда, если и  решение задачи (1)-(3), 
то функция v  = и — Ф есть решение задачи
Г
vt + Av = Y  f i ( t , x ) q i ( t ) , v\t=o = 0 , Bjv\s  = 0 , j  = 1 , 2 , . . . , m  , (26)
i =  1
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/ vtpidx = 4 ч -  / ф<Pidx = 4’i G W p(0 ,T )  
Jg Jg
(27)
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Интегрируем (26) с весом (fi и используем (27). Имеем
д  [
tpi(x)vtdx = — J  ip i (x )v (x , t )dx  = фи ,
фи + / ipiAvdx = V ]  qj / x)dx , i = 1 , 2 , . . . ,  s  .
J g J g
(28)
На равенство можно смотреть как па уравнение для нахождения функций <&(£). Дей­
ствительно, пусть В  -  матрица, определенная после формулы (15). Правая часть (28) 
записывается в виде Bq, q= (qi, q-2, ...  , qr). Равенство (28) перепишется в виде
B q =  ф + B (q )  , (29)
где компоненты векторов R(q) ,  ф с номерами (к — 1 ) h  + 1, kh, (к = 1 , 2 , . . . ,  s )  занимают 
столбцы f G Lpk-Avdx и фм, соответственно, причем v  решение задачи (26) и значит
Г
v  = (dt + A) - 1 f M t ) )
j=i
или
q = В  ф + В  R(q) = ф0 + R0{q) (30)
Покажем, что уравнение (30) разрешимо в Lp (0 ,T ).  Получим оценки. Оценим 
|Д)<?Цьр(о,7)- По условию матрица В  обратима, и в силу условия (16) имеем
|-Ro(g)IUp(o,7) < co||i?(g)||Lp(o,7) < / AWidx\\Lp{0^  . (31)
i= 1 G
Имеем Au = Aqv + A\v, где Aqv = aa D av  и A\v = aa D a v. При |q-| < 2 m  — 1,
|o|=2m |«|<2m
ИО.Л\'ЧИМ
cia D // yi
>G >G
< M l  / \Da v\pdx )  ( / \tpi\qdx\ < c||u||M/2m-i
>G
\G) >
c = M  max / \tpi\qdx )  , M =  max ||a„(rr, t) ||ltc(Q) • 
Iq ' \a\<2m
Таким образом,
Aivipidx
>G
Рассмотрим выражение f G Aoixptdx. Сюда входят слагаемые
(32)
a a (x, t )D aV‘^ idxdt = / ' 1)1/' r  r: n : d\ -  / in , I / ' i , h
'Gi
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д
где D a v  = —— //' V, щ  -  координаты единичной внешней нормали к Г* = <9Gj, Второй 
ОХ кинтегран оценивается сверху
/ |а а | |D a' v | |ipiXk |d x +  |a aXk \ \Da'v\\<Pi\dx <
J  Gi JGo
< M / \Da v\pd x )  / I tp ix^dx)  + Ml  / (D a v f d x . P idx
Таким образом, второй интеграл оценивается величиной С21 1 —i(G) ■ Оценим первый
интегран с использованием теорем о следах (см., например, |26,28 ,29|)
< ,\/ / /Г г г: ..///, dY < А/ / \Da v\pd T )  / ф Т )  <
c 'i\\D г’||ьр(гг) < c4\\D у|1и/^ (С.) < с5|1г’11и43+2т_1(сг) ’  ^ > Р > „ •(Gi) Р
Из последних двух неравенств вытекает, что найдется постоянная Сб такая, что
’ G
AoWfidx < c e \\v\\w ti+2m - i ^  . (33)
Фиксируем /3. Тогда из (32), (33) и интерполяционных неравенств (см. |26|) с.недует, что
| | Д о ( < ? ) | и р ( 0 , 7 )  <  с 7  || 1 Н 1 и / р т ~ 1 + , 3 ( С )  I U p ( 0 , 7 )  —  С 8 1 1 г , 1 1 ь р ( 0 , 7 ; И / ' 2 т ( С ) )  1 1 г , 1 1 ь р ( 0 , 7 ; Ь р ( С ) )  ’ 
где 2 т,в + (1 — 9) = (2m  — 1 + j3). По теореме 1.2
IMIiyp’2m(Q7) — С9| 'У.  
Правая часть оценивается так:
i=i Lp(Q~f)
(34)
г/
IО J G
Ш*\\ьР№) = ( / / Ы Р1/*1Р^
19i|Py  I fi\Pdxdt  < | f i  \ Lc (^0,T;Lp(G)) J  \ Qi\Pdt < Сю | % Ц ьр(0.7) (35)
Кроме того,
IMIm q 7) < 7||^IIlp(Q7) . (36)
Используя (34)-(36) и приведенное выше неравенство для ||i?o(<7)||, получим
11^о(д)|ир(о,7) < Cn\\q\\bp(o,1)rr1~e ■ (37)
Таким образом, если Сц7 1-0 < qo < 1, то уравнение (30) имеет единственное решение q 
из Lp (0 , 7 ) \/ф0 £ Lp (0 , 7 ). Возьмем
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Отсюда получим, что
Qo q, i e ( 0 , 7 ) ,  о, t e [ 7 , 2 7 ]
и сделаем замену q = qx + q0 в (24). Тогда
qi = Ro(qi )  + со -  q0 + Ro(qo) • (38)
Если qi есть решение уравнения (38) на [0 , 2 7 ], то q\ — Ro(q i)  = 0 на (0 , 7 ) и но доказан­
ному qi = 0 па (0 , 7 ). Имеем (?i|[7 ,27] £ Lp ('y , ‘2'y). Оцепим ||-ffo(<?i)||Lp(7 ,27)- К ак и ранее, 
получим оценку
I|-R0(9i)||lp(7,27) < c||gi||Lp(7,27)71 ° ,
где без ограничения общности считаем, что постоянная с совпадает с постоянной сц 
из (37). Тогда уравнение (38) имеет единственное решение из Ьр (7 , 2 7 ). Функция q = 
Qi + Оо есть решение (30) на промежутке [0 , 2 7 ]. Повторяя рассуждения за конечное 
число шагов докажем, что уравнение (30) имеет единственное решение из Lp (0 ,T).
Восстановим функцию v  как решение уравнения (26). Покажем, что функция v  есть 
решение нашей задачи. По построение t’|t=o = 0, B{v\s = 0 (г = 1 , 2 , . . .  ,m ) .  Докажем, 
что f G<pivdx = Интегрируем уравнение в (26) но G с весом (/?». Имеем
д_
d t ' G
ipivdx + / Avipidx = 'S^q j  / f j i p idx .
J g =1 J g
Функции Qj удовлетворяют системе (28), вычитая г-е уравнение которой из предыдущего 
равенства получим, что ( / ip^dx — фг)  = 0  или
G ' 1
j  (fiVdx -  фг = ( j  IfiVdx -  V’O U=0 = 0 ,
G
в силу условий согласования. Таким образом функция v  есть решение нашей задачи.
Оценка из утверждения теоремы фактически была получена в процессе доказатель­
ства разрешимости обратной задачи.
Т ео р ем а 2 .2 . Пусть вы и ол и еи ы  у с л о в и я  (5)-(8), (10)-(11), (13)-(18). Т о гд а  с у щ е ст в у ­
ет е д и н ст в е н н о е  р е ш е н и е  (u, q i , .., qr ) з а д а ч и  (1)-(3) такое, что
и G Wp 2m (Q), ф )  G Lp(0 ,T ), г = 1 , 2 , . .„г,  Vxu G W.^2m (Qs )
д л я  в с е х  6 > 0. При ф и к с и р о в а н н о м  6 > 0 р е ш е н и е  у д о вл ет вор я ет  о ц е н к е
Г
1Ы1и/р’2т(<з) + 11^м11тУр’2т(<95) + \\Qi(t) IUP(o,T) —
i= 1
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c [\\f\\bp(Q) +  ||V.t / | | l p(q0) +  ' Y  \\9j\\w 4 ’2mk
3 = 1
J(S)
Щ w ;  p (G) IVx^ O I p (Go)
3 = 1
□ Доказательство проводится по той же схеме, что и доказательство предыдущей 
теоремы. Единственное отличие в доказательстве - способ получения оценки дня нормы 
оператора i?o- Приведем его. Оценим ||До?Цьр(о,7)- К ак и ранее имеем
№ ® IU P(0.„ < с„||ДЫ1к,№1, < Y ,  с0 II I Avtpidx
i=i J G Lp(Orf)
В силу компактности множеств supp найдется 5о > 0 такое, что supp <pj С G s j  для 
всех 6 > So и для всех j .  В силу условий на коэффициенты и теорем вложения |26|,
Avipidx Avtpidx < М  £  и
О >■? |a |< 2 m
Mi  11-^  v \\wg{GSo,j) — ^■2\\V\\w^ m+l5{Gs0,j) ’ /3 G ('/?-/p, 1).
|o|<2m
Далее, используя интерио.ляциоииые неравенства |26|, получим оценку для последней 
нормы
M 3|M|^p2m+1(G4o_,)}lk l lI ;(G), (2m + 1)9 = 2 m  + /3 .
Неравенство справедливо для всех j .  Тогда
l|-R0(g)||Lp(0,7) < ^ 4llUllLp(0,7;Wp2m+1(G50))llUllLp(0,7;Lp(G)) ’
В силу оценки (36), имеем
H-R0(9)||Lp(0,7) < ^ 5ll'l 'llLp(0,7;Wp2m+1(G;io))ll'l '*llLp(0,7;Lp(G))")/
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Далее, в силу оценки из теорем 1.2, 1.3,
Г
IK' IIЬр(0,7;И/'рт+1(С^ 0)) < С Y  (|I^V -^ II lp(Q2) + II^/*IIlp(Q7)) >
г= 1
где с -  постоянная не зависящая от 7 , Используя условия на функции /j, V.r /i, как и 
при доказательстве теоремы 2 .1 , получим оценку
И Я о И И м о .- ,)  < A t iM lM o . - r tT 1-1’ ■ (39 )
Это как раз и есть нужная нам оценка. Остальные рассуждения совпадают с рассуж­
дениями из предыдущей теоремы. ■
Рассмотрим задачу (1), (2), (4). Фиксируем < $о (постоянная 50 была определена 
после формулы (15)) и возьмем в качестве областей Gj  шары B s 1(xj ).  К ак и ранее, 
Go = Ц =1 Gj.  Мы воспользуемся теоремой 2.3 из |30| в соответствии с которой:
Теорема 2.3. При в ы и о л и с и и и  у с л о в и й  (5)-(7), (9)-(11), (14)-(18) с ущ е ству ет  е д и н ­
ст в енн о е  р е ш е н и е  з а д а ч и  (1), (2), (4) такое , что q G Ьр (0 ,Т ) , и  G Wp '2m (Q ) ,V u  G
W}y 2m (Qs ), У5 > 0 .
□  Предположим, что выполнены условия теоремы 2.3. Пусть £ > 0. Рассмотрим 
функцию tp(x) G С^°(В 1) (£>1) = {х Е М” : |;г| < 1} такую, что f s „ cp(x)dx = 1 и 
<р(х) > 0 для всех х. Определим <fj£(x) = £~ntp{{x — хj\/s). Имеем
\\4>j\W(G)= [  tpjE(x)dx = \  [  t p ( - — ^ W = l .
Л "   ^ J  R’J V o /
Введем TjE =  f G <fij£(x)uo(x ) dx — uo(xj).  В силу теорем вложения и условий на функцию 
и0, .легко увидеть, что найдется постоянная М  > 0  такая, что \ f j£\ < M e  для всех j .  
Рассмотрим задачу (1)-(3), где ipj = ipj£, е  < 81, Gj = B ^ X j ) ,  а в качестве функций ^  
возьмем функции г^£ = il’j ( t )  + Tj£. По построению и в силу условий (9),
4’j e ( 0) = / (pj£u o (x ) d x .
J g
Решение этой задачи (1)-(3) (оно существует и обладает свойствами указанными в 
теореме 2.2) обозначим через и £. q£ = ( q l , . . . , q£), а решение задачи (1), (2), (4) через 
u , q =  (qi,...,qr). ■
Теорема 2.4. Пусть вы и ол и еи ы  у с л о в и я  теоремы 2.3. Т о щ а
||ие — У.||и/1,2т ^  —>• 0 и р и  £ —> 0.
□  Введем функции v  = и  — Ф и  v £ = и,£ — Ф (функция Ф была построена в доказа­
тельстве теоремы 2.1). Функции v  и v £ есть решения задач
Г
v£t + Av£ = ' Y q £i f i , v£\t=o = 0 , BjV£\s  = 0, j  = 1, 2,. . . ,  m  , (40)
i =  1
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v t + Av = Y  q%f%, t’|t=o = 0 , Bj v\ s  = 0 , j  =  1, 2, . . . ,  m . 
Выполнены условия
i= 1
v (Xj , t )  = фу ~ Ф(Xj , t )  ,
/ V£ipj£dx = 4’j s  -  / $ < P j e ( x ) d x .  
I g  J g
Tl ‘2m (
(41)
(42)
(43)
В силу теоремы 1.1, УФ G W^' (Qs),  V5 > 0. Фиксируем 5 G (0,5i )  и считаем, что
£ < — 5. Обозначим ш£ = v  — v £ и af = g* — qf. Вычитая (40) и (41), а такж е (42), (43),
ПОЛУЧИМ
+ Аш£ = Y  a \ f i , v £\t=o = 0 , BjV£\s  = 0 , j  = 1,2, . . . ,  m,
i=l
J  u £tpj£dx = J  (v(x, t) -  v (x j , t ) ) i p j£dx + J  (Ф -  $ (x j , t ) ) ( p j£(x)dx -  r j£
G G G
По теореме 2.2 справедлива оценка
Г  S  р
+ Y  1К11мо,т) < I / (v  -  v(xj ,t))<pj£dx
i= 1 j  = \ J g
s г
У  / (Ф -  Ф(xj , t ) ) tp j£(x)dx  )  + M xe .
II J g wi{o,T)J
Ш(0,Т)
(44)
Рассмотрим второе слагаемое
3=1
wuo,T)
Используя теоремы вложения, оценим, например,
J j (Ф*(гг,t) -  фt (xj,t))<pj£(x)dx Lp (0,T)
G
При а  = 1 — п/р  справедливы оценки
1 Gi
( $ t ( x , t )  -  Q t i x j i t y i f j ^ d x  < sup \&t(x,t.) -  $ t (xj,t)\ • / \<pj£(x)\dx <
x&Bs (xj ) 'Gi
„а „ 1 Ш  1Ф* М )  -  /  „а „ 1Ш  l$tOM ) -  Ф * (^ )1  /  „«и* и
е SUP  п — г г ;  ^  е SUP  п — г г ;  Н^Нс^с,,)
x £ B E(xj )  Р ' X j  |“  x, y&Gg % j  |
Так как ||Ф*||са(С5) < СНФ*IIm-''1(g5)  ^ Т(> окончательная оценка будет иметь вид
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где постоянная с.\ не зависит от е ,  j .  Аналогично оцениваем выражение II /с (ф0 м )  -  
Q{;Xj,t))<j)je {;x)dx\\Lp(o^ T)- Тогда справедлива оценка
/ (Ф -  Ф (x j , t ) ) (p j£dx < С2£"(||Ф*|ир(0,Т;И (^С4)) + II Ф II Lp{0,T;W^ {Gs))) ,
IG )
Рассмотрим второе слагаемое f G(v — v(xj , t) )<pj£dx . Совершенно аналогично имеем оцен­
ку:
(v -  vix.jityipjedx < C3Sa (\\Vt\\Lp(0,T-,Wi(Gs)) +  || V || Lp(0,T-,WMGs ) ) )W_i(0,T)
где постоянная о3 не зависит от е ,  j .  Ввиду (44), окончательная оценка имеет вид
Г
l l k ^ l l w p ’2"1^ )  +  lla i l U P(0,T) <  с4£ )
г=1
где постоянная с-4 не зависит от е .  я
Заключение. Приведенные выше рассуждения достаточно конструктивны и полу­
ченные результаты и способы нахождения решений могут быть использованы при по­
строении численных алгоритмов решений как задачи (1)-(3) так и задачи (1), (2), (4). 
По сути в теореме 2.1 показано, что при .любой начальной функции метод последова­
тельных приближений, примененный при построении решений системы (30), сходится.
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ON SOME CLASSES OF LINEAR INVERSE PROBLEMS 
FOR PARABOLIC SYSTEMS OF EQUATIONS
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Abstract. Some questions that concerned the well-posedness of some linear inverse problems 
connected with parabolic equations and systems are examined. Both solutions and right-hand sides 
of systems are recovered under some integral overdetermination conditions. Uniqueness and existence 
theorems are proved in the Sobolev classes. It is demonstrated that for an appropriate choice of 
integral overdetermination conditions it is possible to pass to the limit on a parameter and the 
limit solution is the solution to the inverse problem with the overdetermination conditions which 
are represented by values of the solution at some fixed points.
Key words: parabolic system, inverse problem, control problem, boundary value problem, well- 
posedness.
