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I want to present a few questions that I think are of general interest and
which I hope to see solved in the next ﬁve years. These problems were ﬁrst
presented at the Foatafest in the fall of 2000. Since then I have had the
beneﬁt of many people’s interest and there has been progress on several of
the problems as well as suggestions for some other excellent problems. The
solutions are due to Frank Schmidt, a referee, and Naiomi Cameron and
Lynnell Matthews, graduate students at Howard Unviersity. The problems
appear in three categories, limiting distributions, involutions, and oddball.
Let’s start with an oddball problem, the missing resistor problem.
These circuits, where all resistors are one ohm, have resistances
2/1 5/3 13/8 34/21     F2n/F2n−1
where Fnn≥0 = 1 1 2 3 5 8 13 21   , the Fibonacci numbers.
This leads to our ﬁrst open question.
Q1. What simple family of circuits will have resistances C2n/C2n−1
(or something similar) where Cm = 1m+1
(2m
m
)
is the mth Catalan number?
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To make this Fibonacci–Catalan connection a bit stronger we look at the
heuristic principle (Fibonacci)−1 = Catalan. More speciﬁcally consider
the Fibonacci matrix
F =


1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 1 1 0 0 0 0
0 0 2 1 0 0 0 · · ·
0 0 1 3 1 0 0
0 0 0 3 4 1 0
0 0 0 1 6 5 1
· · ·   



Since Fn =
∑
k≥0
(
n−k
k
)
we know that the row sums of F are the Fibonacci
numbers. However,
F−1 =


1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 −1 1 0 0 0 0
0 2 −2 1 0 0 0 · · ·
0 −5 5 −3 1 0 0
0 14 −14 9 −4 1 0
0 −42 42 −28 14 −5 1
· · ·   


and, if we ignore signs, the row sums, as well as the entries in the ﬁrst two
nontrivial columns, are the Catalan numbers. If we let
M =


1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 −1 0 0 0 · · ·
0 0 0 0 1 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 1
· · ·   



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then
C =MF−1M =


1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 1 1 0 0 0 0
0 2 2 1 0 0 0 · · ·
0 5 5 3 1 0 0
0 14 14 9 4 1 0
0 42 42 28 14 5 1
· · ·   



Here’s another open question.
Q2. Is there a combinatorial connection between F and C? For
instance C counts ordered trees and F counts ordered trees where the only
possible branch point is the root and all branches have length 1 or 2. (two
alternate versions of Fibonacci trees would specify that all branches are of
odd length or that all branches have length at least 2).
The common thread throughout this problem collection is arithmetic tri-
angles. The most important of these by far is Pascal’s triangle and we ﬁnd
it convenient to write it as a lower triangular matrix.
P =
((
i
j
))
i j≥0
=


1 0 0 0 0
1 1 0 0 0
1 2 1 0 0 · · ·
1 3 3 1 0
1 4 6 4 1
· · ·



Most of this article will consist of a theme and variation on two facts about
P . The ﬁrst fact is that PM has order 2. The second is that the limiting
distribution of the nth row approaches the normal distribution. This is the
DeMoivre–Laplace limit theorem.
This brings us to the next question.
Q3. What is the limiting distribution for the rows of F? A very
clever proof due to Frank Schmidt shows the limiting distribution to be
normal by showing that the matching polynomial of the path with n edges
corresponds to the nth row of F . Then Godsil’s theorem applies. A very
readable account of how matching polynomials lead to normal distributions
is given in Godsil’s Algebraic Combinatorics [6, Chap. 6]. More recent refer-
ences are [7] and [9]. Here is an outline of this proof. The nonzero entries
of the sixth row of F , in reverse order, are 1, 5, 6, 1. The matching polyno-
mial for the graph is x6 − 5x4 + 6x2 − 1. Not coincidentally the Chebyshev
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polynomial (second kind)
U6x = 64x6 − 80x4 + 24x2 − 1
= 2x6 − 52x4 + 62x2 − 1
= 26
6∏
j=1
(
x− cos πj
7
)

Recall that U6 cos θ = sin7θ/sin θ which makes it easy to ﬁnd the roots.
The version we want is
1+ 5x+ 6x2 + x3 =
3∏
j=1
(
1+ 4x cos2
(
πj
7
))

Now, following Godsil we let λ1 λ2     λn be positive numbers. We then
deﬁne independent random variables as follows:
Xi =
{
1 with probability λi/1+ λi
0 with probability 1/1+ λi 
Note that EXi = λi/1+ λi and varXi = λi/1+ λi2 and the proba-
bility generating function for Xi is 1+ λix/1+ λi.
Now we deﬁne T = X1+X2+ · · ·+Xn. The mean and variance for T are
ET  = ∑ni=1 λi/1 + λi, varT  = ∑ni=1 λi/1 + λi2 and the probability
generating function for T is
∏n
i=1 1+ λix/1+ λi.
To connect this with our earlier computations we let λj = 4 cos2πj7 . We
can also replace 7 by 2n+ 1 at this point. We know that the entries of the
rows do approach a normal distribution and that the mean of the nth row is
n∑
j=1
4 cos2πj/2n+ 1
1+ 4 cos2πj/2n+ 1 −→
n
π
∫ π/2
0
4 cos2 θ
1+ 4 cos2 θ dθ
= n
2
(
1− 1√
5
)
≈ 055 · n
2

A similar computation gives us that the variance is
n∑
j=1
4 cos2πj/2n+ 1(
1+ 4 cos2πj/2n+ 1)2 −→
n
π
∫ π/2
0
4 cos2 θ
1+ 4 cos2 θ2 dθ =
n
5
√
5

As is usually the case, answering one question leads to several others.
Q3.1 The Fibonacci matrix can be viewed as taking 45◦ diagonal
slices of Pascal’s matrix. Do other nontrivial diagonal slices also tend to a
normal distribution?
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Q3.2 The Narayana matrix has entries 1
n
(
n
k
)(
n
k−1
)
and the ﬁrst few
entries are
N =


1 0 0 0 0
1 1 0 0 0
1 3 1 0 0
1 6 6 1 0 · · ·
1 10 20 10 1
· · ·



Do the rows of the Narayana matrix approach a normal distribution? If so,
is there a family of graphs so that the coefﬁcients of the kth row of N come
from the matching polynomial of the kth member of this family of graphs?
What do the lower triangular matrices F C M , and C all have in com-
mon? In each case there exist two generating functions, gz and f z, such
that the ith column of the matrix has as its generating function gzf zi
for i = 0 1 2 3     We deﬁne such a matrix to be a Riordan array. If, in
addition, gz = 1+∑n≥1 gnzn and f z = f1z+∑n≥2 fnzn, f1 = 0 then we
have an element of the Riordan group. The notation for a matrix A having
such a g and f is the rather unimaginative A = g f . For our examples
we have
F = 1 z + z2 M = 1−z C =
(
1
1−√1− 4z
2
)

and
P =
(
1
1− z 
z
1− z
)

Let f¯ be the compositional inverse of f so that f f¯ z = z = f¯ f z.
The multiplication in the Riordan group is gz f zhz lz =
gzhf z lf z, and gz f z−1 = 1/gf¯ z f¯ z. The group
operations are compatible with the matrix multiplication.
We deﬁne an element A in the Riordan group to have order 2∗ if AM
has order 2. Usually A will have all positive entries on and below the main
diagonal and cannot itself have order 2. If we restrict all entries to be
integers then any element of ﬁnite order must have order 1 or 2.
Next let us look at three examples of combinatorial interest, other than
P , that are of order 2∗.
Example 1. Aigner’s directed animal matrix. Consider directed animals
in the plane with a single source at 0 0 and that do not go above the line
y = x. An animal is a ﬁnite set of lattice points including the origin so
that every point in the animal can be reached from the origin by a path of
east and north steps with each point along the way also in the animal. Let
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an k be the number of such directed animals with n+ 1 points of which
k+ 1 are on the x axis.

1 0 0 0 0 0
1 1 0 0 0 0
1 2 1 0 0 0
2 3 3 1 0 0 · · ·
4 6 6 4 1 0
9 13 13 10 5 1
· · ·


= an kn k≥1 = A
To illustrate the fourth row we look at the nine directed animals where ∗
is the origin.
• • •
∗ •
,
•
• •
∗ •
2 
•
•
∗ • •
, • •
∗ • •
, • •
∗ • •
3 
•
∗ • • •
. •
∗ • • •
, •
∗ • • •
3 
∗ • • • •
1 
It is true that A has order 2∗ and that the limiting distribution is the
negative binomial distribution with parameters 2 and 1/3. The short nota-
tion is negbin2 1/3 and the meaning is “number of trials until the second
success with the chance of success on each trial equal to 1/3.”
The Catalan triangle C that we discussed earlier as the inverse of F
has the limiting distribution negbin2 1/2. In fact, the negative binomial
distribution shows up often.
Here, without detail, are more of the many triangles that approach a neg-
ative binomial distribution. Consider Dyck paths enumerated by number of
hills (a mountain of height 1). The limiting distribution is negbin2 2/3.
How about Motzkin paths enumerated by the number of points at height
0? The limiting distribution is negbin2 1/3. If we take Motzkin paths
and enumerate by level steps at height 0 we get negbin2 1/2 as the lim-
iting distribution. In the lattice of noncrossing partitions, if we enumer-
ate by the number of visible blocks, we again get C and thus again have
negbin2 1/2 as a limiting distribution. For instance, the noncrossing par-
tition 15/23/4/6/789 has 3 visible (from above) blocks 15, 6, and 789 whereas
23 and 4 are hidden by the arc connecting 1 and 5.
Q4. Why 2? Why p?
Q5. What is a natural combinatorial triangle whose rows approach
the distribution negbin3 p?
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Q6. What is a natural combinatorial triangle whose rows
approach your favorite distribution?
Example 2. Nkwanta’s RNA triangle.
N =


1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 2 1 0 0 0 0 0
2 3 3 1 0 0 0 0 · · ·
4 6 6 4 1 0 0 0
8 13 13 10 5 1 0 0
17 28 30 24 15 6 1 0
37 62 69 59 40 21 7 1
· · ·   


= gz zgz
where
g z =
1− z + z2 −
√(
1− z + z2)2 − 4z2
2z2

The leftmost column enumerates secondary RNA structures. The matrix N
is of order 2∗
Q7. What is the limiting distribution for the nth row of N .
Example 3. The Lah numbers. For this example only, we use exponen-
tial generating functions where the Riordan array condition is that the kth
column has generating function gzf zk/k!.
L =


1 0 0 0 0
2 1 0 0 0
6 6 1 0 0 · · ·
24 36 12 1 0
120 240 120 20 1
· · ·   


=
(
1
1− z2 
z
1− z
)

The matrix L has order 2∗ There is a connection with the Stirling numbers
of both kinds. Brieﬂy recall that
S1S2=


1 0 0 0 0
−1 1 0 0 0
2 −3 1 0 0 ···
−6 11 −6 1 0
24 −50 35 −10 1
···   




1 0 0 0 0
1 1 0 0 0
1 3 1 0 0 ···
1 7 6 1 0
1 15 25 10 1
···   


=I
592 lou shapiro
while

1 0 0 0 0
1 1 0 0 0
2 3 1 0 0 · · ·
6 11 6 1 0
24 50 35 10 1
· · ·   




1 0 0 0 0
1 1 0 0 0
1 3 1 0 0 · · ·
1 7 6 1 0
1 15 25 10 1
· · ·   


= L
This example generalizes. For any element A in the Riordan group we have
that AMA−1M is an element of order 2∗. Alternately, AMA−1 has order
2. The converse is the next open question.
Q8. Can every element of order 2 in the Riordan group be written
as AMA−1 for some element A in the Riordan group? If the element of
order 2 (or 2∗) has combinatorial signiﬁcance can we ﬁnd an A which has
a related combinatorial signiﬁcance? If the next conjecture is true it might
make question 8 more tractable.
Q9. If A = gz f z has order 2 then gz = f z/zm for
some constant m. Naiomi Cameron and Lynnell Matthews have come up
with several counterexamples. The open question now is;
Q9.1 If A = gz f z has order 2 is there a simple condition
for gz in terms of f z.
A closely related problem is Stanley’s [16, problem 1–41].
Before departing the Riordan group we make another comment and
throw in one more open question. The Riordan group is not greatly dis-
tinct from the Umbral calculus. It is a simpler development using only
generating functions and matrix multiplication. There is also more empha-
sis on ordinary generating functions than exponential and there is more
emphasis on columns than on rows and the concomitant Scheffer polyno-
mials, delta functionals, and shift operators. However, the Riordan group
can be looked on as a pretty introduction to the beautiful umbral calcu-
lus. The book of Steven Roman [11] and the dynamic survey article of
Allesandro DiBucchianico and Daniel Loeb [4] are excellent places to ﬁnd
more information.
Q10. What is the commutator group of the subgroup of the Riordan
group with all 1s on the main diagonal and integer entries? Let SR be the
notation for this subgroup. It is easy to show that the center of SR is trivial.
It is also easy to show that the elements of the commutator subgroup have
all 0s on the ﬁrst subdiagonal below the main diagonal. It is not clear that
this is a sufﬁcient condition. The paper [8] may be related.
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There are other arithmetic triangles which approach easily discovered
limiting distributions. We will assume throughout that all probabilities are
equally likely so that we are dividing by the row sum.
Here are a few more examples.
Example 4. The Chung–Feller Theorem. We consider paths with possible
steps S = 1 1 1−1. All paths start at the origin and end at 2n 0.
We ask how many steps have exactly 2k of their edges above the x axis and
the answer, despite the common belief that things should cluster about the
middle, is 1n+1
(2n
n
) = Cn, the nth Catalan number. This is independent of k.
Thus we get the arithmetic triangle that starts

1 0 0 0 0
1 1 0 0 0
2 2 2 0 0 · · ·
5 5 5 5 0
14 14 14 14 14
· · ·


and the probability distribution that arises is the uniform distribution. This
can be thought of as a series of heads and tails where we have a tie at the
end, and during the process we keep track of when heads is in the lead. A
slight modiﬁcation, allowing level steps, leads to the next open problem.
Q11. What is the Chung–Feller distribution for trinomial paths
where the allowable steps are from S = 1 1 1 0 1−1? A
Motzkin path is one where we start at 0 0, end at n 0, and never go
below the x axis along the way. We again count by number of edges above
the x axis and the arithmetic triangle starts off


1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0
2 0 1 0 0 0 0 0 0 0 0
4 0 2 1 0 0 0 0 0 0 0
9 0 5 2 3 0 0 0 0 0 0
21 0 12 5 7 6 0 0 0 0 0 · · ·
51 0 30 12 19 14 15 0 0 0 0
127 0 76 30 49 38 37 36 0 0 0
323 0 196 76 129 98 104 90 91 0 0
835 0 512 196 341 258 277 255 233 232 0
2188 0 1353 512 910 682 748 684 671 602 603
· · ·



Not much is obvious here but it is certainly not a uniform distribution
nor is it approaching a uniform distribution. It can be shown that in the
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limit the probabilities are
3
n
 0
2
n

2
3n
 ? ?     ?
3
4n

3
4n

A referee has suggested the following Chung–Feller variation for Motzkin
paths which works out beautifully. Consider all paths from 0 0 to n 1
again using S. For each path locate the absolute minimum, say after k
steps. If there is a tie for the absolute minimum choose the rightmost one.
The number of paths with absolute minimum at k is independent of k
For instance, there are 16 paths from 0 0 to 4 1. We illustrate the four
paths where k = 2
This can be proven either by a version of the cycle lemma (see [17, p. 67]
or [19]) or by generating functions.
Example 5. If we change this example by no longer requiring that we
have a tie at the end, we get the next triangle,


1 0 0 0 0 0
2 2 0 0 0 0
6 4 6 0 0 0
20 12 12 20 0 0 · · ·
70 40 36 40 70 0
252 140 120 120 140 252
· · ·


with an k = (2k
k
)(2n−k
n−k
)
. The limiting distribution is the beta distribution
1
π
B 12  12 . The distribution function is the arcsine function, 2π arcsin
√
x.
The density function is U-shaped and the belief of the primacy of central
clustering is even farther off base here.
Example 6. Dyck paths, ﬁrst return to the x axis. A Dyck path uses the
same set of steps and end points as example 1 but we now require that the
paths never go below the x axis. The number of paths that have their ﬁrst
return to the x axis at 2k 0 is Ck−1Cn−k. Recall that the Catalan numbers
can be deﬁned by C0 = 1 and Cn =
∑n−1
k=1 CkCn−k. Here the ﬁrst few terms
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are 

1 0 0 0 0 0
1 1 0 0 0 0
2 1 2 0 0 0
5 2 2 5 0 0 · · ·
14 5 4 5 14 0
42 14 10 10 14 42
· · ·


and some fun with Stirling’s formula shows that the limit is the two point
distribution; i.e., ﬂip a fair coin just once. There is a 50% chance that
you will be at the origin and a 50% chance that you will be at the cor-
responds endpoint. “At an endpoint” means a distance of less than
√
n.
Sedgewick–Flajolet [20, p. 242] has a very pretty graph that shows this quite
convincingly.
Let us ﬁnish up with another question.
Q12 For which of the previous examples is there a ranked poset so
that the arithmetic triangle is the Whitney numbers?
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