Speech perception is very flexible. There are, for example, rapid perceptual adjustments in response to a speech sound that has been realized unusually (Norris, McQueen, & Cutler, 2003) . This flexibility is of great value in speech comprehension in that it allows the listener to tune in to the ways talkers speak and, hence, to understand them better. In the current study, we set out to establish the bounds on the flexibility of speech perception. Specifically, we asked what the limits are on the adjustments that listeners can make to unusual sounds. Can all sounds be adjusted to, and, if not, what properties determine which adjustments can occur? We present four experiments that examined the flexibility of firstlanguage speech perception. The results provide a picture of how perceptual flexibility can aid the listener in daily life, and, importantly, the restrictions that apply to this adaptive process.
The experiments were based on the perceptual-learning paradigm developed by Norris et al. (2003) . In that study, Dutch listeners heard an ambiguous sound midway between [f] and [s] , presented as the final fricative in words in either of two exposure conditions. One group of listeners heard the ambiguous [fs] sound in 20 words that normally end in [f] (e.g., druif, "grape"), mixed with filler words that contained no other [f]s. A second group heard the same sound in 20 words that normally end in [s] (e.g., moeras, "swamp"). In a subsequent phonetic categorization test, the first group categorized more sounds as /f/ on an [εf]- [εs] continuum than the second group. Additional groups who heard the ambiguous sounds in nonword contexts did not show a shift in categorization. The effect therefore appears to be due to lexical feedback. Listeners thus mold their phonemic categories to reflect the phonetic material with which they are currently confronted, using the mental lexicon to infer what the necessary adjustments are. Norris et al. (2003) argued that this kind of adjustment, which they termed lexically guided perceptual learning, is used by listeners in everyday life to adapt to speakers who speak in an unusual way because of a foreign or regional accent, for example, or because of an idiosyncratic way of pronunciation. Bradlow and Bent (2008) have indeed argued that lexically guided perceptual learning supports improvements in listeners' ability to understand speakers with a foreign accent. McQueen and Mitterer (2007) have argued that the same learning mechanism is used when listeners adjust to dialect-induced pronunciation variation, specifically in the situation where listeners watching a film use subtitles to help them adjust to an unfamiliar regional accent in a foreign language. Lexical retuning in response to talker-specific pronunciation variation has also been documented (Eisner & McQueen, 2005; Kraljic & Samuel, 2005 . Although there are cases in which learning in the Norris et al. paradigm generalizes to the speech of other talkers (Kraljic & Samuel, 2005 , 2006 , the fact that the learning can be talker specific (even to two different talkers at the same time; Kraljic & Samuel, 2007) shows strikingly that the perceptual system is flexible enough to be able to respond to phonetic detail that is specific to individual talkers.
Flexibility alone is not enough, however. For this type of perceptual learning to be of real value in everyday listening, it should be stable over time. Eisner and McQueen (2006) showed that it is stable over at least 12 hr, irrespective of whether participants had slept in the 12 hr between exposure and test or had remained awake and presumably had interacted with multiple other talkers. Kraljic and Samuel (2005) trained participants on an ambiguous
[s]- [ʃ] sound in either of two training conditions ([s]-or [ʃ] -trained), and tested them by means of category identifications on a continuum ranging from [s] to [ʃ] . An effect of learning was found, constituted by a shift in identification functions for the two different training groups. These tests took place after a 25-min delay containing one of a number of different types of intervening stimuli. Only stimuli that contained speech of the same speaker with correct instances of [s] and [ʃ] significantly reduced the effect, but importantly, did not make it disappear. Speech of a different speaker containing correct instances of the fricatives did not reduce the effect, nor did intervening speech of the same or a different speaker without instances of the fricatives. The learning effect can diminish over the course of multiple test trials, however (Eisner, 2006; Stevens, 2007; , most likely because the test trials themselves induce further perceptual adjustments (Stevens, 2007) . In the absence of test-induced unlearning, however, exposure in the lexically guided perceptual learning paradigm seems to induce adaptations to unusual speech that are robust over time.
This relative ease of achieving robust adaptations can be explained partly by the locus of these adaptations. Training-induced learning of speaker idiosyncrasies influences the perception of words that have not been used in training . This finding shows that the changes take place at a prelexical level of representation, that is, at a level that establishes differences between abstract sublexical (e.g., phonemic) units. The result of the relatively low locus of such adaptations and the fact that they concern abstract phonological representations is that a few training instances lead to changes in the way in which all words containing the adjusted sounds are recognized. This is very useful for the listener because this means that the idiosyncracies of any particular speaker are easily and rapidly adapted to, not only for words that this speaker has already uttered, but also for novel words.
Lexically guided retuning is also very rapid. Exposure to only 20 words bearing the unusual sound in a 9-min lexical decision task (Norris et al., 2003) is sufficient to cause the perceptual changes. Kraljic and Samuel (2007) observed lexically guided perceptual learning with only 10 critical exposures. This underlines just how flexible the speech perception system is: Stable changes in the mapping of phonetic information (that may be unique to a given talker) onto abstract phonemic categories can arise very quickly indeed.
Given this surprising adaptiveness of the speech perception system, it is important to establish the bounds of this flexibility. One such potential limit on flexibility is familiarity. Can sounds be included in a phoneme category only if they are truly novel? The ambiguous mixtures that have been used in previous perceptuallearning experiments were selected to be highly ambiguous and were synthetically created mixtures of, for example, /s/ and /f/. Such sounds have presumably rarely been heard before by participants. In Experiment 1, we tested whether Dutch students can associate a familiar sound category with /f/ or /s/. We used the English sound // instead of an ambiguous sound halfway between /f/ and /s/. Although // is not a Dutch phoneme, Dutch university students have had at least 5 years of high school-level English education, and have thus had extensive exposure to the phonological category // in English. Sounds from this well-established category might be much less prone to be included in another category. Using a familiar nonnative phoneme is a very strong test of the limits on perceptual flexibility. Not only is the category well established, Dutch listeners have also learned that, in its normal use in English, // is distinctive from both /f/ and /s/.
Following , we tested the learning effect by means of a cross-modal identity-priming paradigm. Participants heard spoken prime words, followed immediately by letter strings to which they made lexical decisions. A robust finding in cross-modal identity priming is that an identical prime leads to facilitation, whereas priming with a word that mismatches with one phoneme does not (Marslen-Wilson, Nix, & Gaskell, 1995) and sometimes even leads to inhibition (van Alphen & McQueen, 2006) . capitalized on Dutch minimal pairs of the kind doof/doos (both are Dutch words; doof means "deaf" and doos means "box")." Participants who had learned to interpret the ambiguous sound [fs] as, for instance, /s/ (during training where the [fs] sound appeared in /s/-final words) responded faster to the target doos when they heard the prime doo[fs] than when they heard an unrelated prime. On the other hand, participants who had learned during training to interpret [fs] as /f/ produced the opposite effect at testing: faster responses to doof after hearing the prime doo[fs] than after hearing an unrelated prime. This method thus acts as a way to infer how participants interpret the ambiguous sound without their making overt judgments on the sound. In the current experiments, we used the same training and testing design, but for the first experiment, we used [] instead of the ambiguous [fs] sound (see Table 1 ).
There were a number of important considerations that led to the decision to use the McQueen, Cutler, and design. First, listeners were not asked to make direct judgments on the ambiguous sound. The experiment was thus not a meta-linguistic judgment task. This makes it unlikely that performance reflects task-specific strategies on the basis of the sound. Second, and more important, because we used a naturally produced phoneme [] as the critical learning item, it would have been difficult to create a digitally mixed [εf]-[ε]-[εs] test continuum similar to those used in other lexically guided retuning experiments. Third, in line with , cross-modal priming provides a measure of how phonologically abstract perceptual retuning influences online word recognition.
The current experiment also addressed another issue. Research looking at lexically guided retuning by means of ambiguous acoustic items has so far used digital mixtures of two natural sounds. Two possible mechanisms could potentially underlie the adjustments that are made after being trained with such digital mixtures of sounds. The first is that learning involves the inclusion of those ambiguous sounds into the category of instances for which they have been trained. The alternative possibility, however, is that listeners simply learn to filter out the contextually incongruent phoneme, that is, to suppress the noise in the ambiguous sound that is inconsistent with the target phoneme. For example, in the condition where participants learned that [fs] represents /f/, participants might have learned to suppress the [s] part of the signal, as if it were simply noise that disrupts perception of the remaining [f] material in the ambiguous sound. If this filtering interpretation were true, the learning effect would only be possible because the ambiguous sounds were artificially made from two clear unambiguous phonemes. Because ambiguous but natural phonemes in the real world are rarely, if ever, constituted by two simultaneous phonemes, failing to find a learning effect with [] would leave open the possibility that lexically guided perceptual learning effects found in the past were an artificial consequence of the stimulus construction technique. On the other hand, finding a learning effect with [] would exclude such a filtering interpretation, and would support the idea that adjustments to an existing phoneme category can involve the inclusion of completely new sounds.
The main hypothesis tested in Experiment 1, however, was that although Dutch listeners have acquired a solid sound category for // in their second language, the flexibility of the perceptual system in dealing with native phonemes will override the claim that the second language has made on the part of acoustic-phonetic space 
Experiment 1

Method
Participants.
Thirty-eight participants of the Max Planck Institute subject pool were paid to take part in the experiment. None reported any hearing disorders, and all had normal or corrected-to-normal vision. Only 2 had participated in similar experiments, but that was more than a year prior to the current experiment. The average amount of English education for this participant pool is 7-8 years (Broersma & Cutler, 2008) .
Materials and stimulus construction. Training Materials. The stimuli in the training phase were the same items as those that were used in the experiments of Norris et al. (2003) and . This set of items consisted of 100 words and 100 nonwords that were phonotactically legal in Dutch. The set of 100 words consisted of 40 training items (see the Appendix) and 60 filler words. The 40 training items consisted of 20 words ending in /f/ (e.g., druif, "grape") and 20 words ending in /s/ (e.g., moeras, "swamp"). The fillers words did not contain any of the phonemes /f, s, v, z/. The two groups of 20 words consisted of 5 words of one syllable, 5 of two syllables, 5 of three syllables, and 5 of four syllables. Word frequency was matched for these two sets of words (means: /f/ words, 13 per million; /s/ words, 14 per million). Replacing /f/ by /s/ and vice versa in the 40 training items would create nonwords. In one condition of the experiment, the [f] Method. Twelve new members of the Max Planck Institute subject pool were recruited, using the same criteria as before. This pretest was an adaptation of the training phase of the main experiment. Physically, the same fillers and training items were used, minus 2 training-word onsets in each training condition. These items are marked with an asterisk in the Appendix. This resulted in 18 training-word onsets per condition. The selected instances of [] were spliced onto every word onset. The two groups of 18 words each consisted of 3 words of one syllable and 5 words each with two, three, or four syllables. Participants were presented with every target onset only once. The target onsets were thus divided into three groups that were balanced for both length and final vowel. Across participants, each of the three versions of [] was presented with every target onset an equal number of times.
As [prɔ] , based on prof, "professor," paired with visual twouk, or, for participants in the /s/-trained condition, auditory [nø], based on neus, "nose," paired with visual bolg); (c) 20 phonologically related word primes (e.g., auditory kleed, "rug," paired with visual kleem); and (d) 20 unrelated word primes (e.g., auditory robijn, "ruby," paired with visual nong).
The same speaker who had recorded the training materials also spoke the primes for the cross-modal priming phase during the 
Design and Procedure
Training. A pseudorandom running order was prepared such that the order of the items was in principle the same over the two conditions. The only difference was that on any given experimental word trial, either a natural version of the word could be presented or the []-final version of that word. Participants never heard more than four words or four nonwords in a row. The natural and []-final items were evenly spread through the trials. The first 12 trials did not contain any of the critical trials. Two additional running orders were prepared by also running the two conditions in the opposite order from the 12th trial onwards.
Listeners were individually tested in a sound-dampened experimental carrel. They received written instructions, telling them to judge for every word whether they thought it was an existing Dutch word. Participants were instructed to respond by pressing Ja (yes) or Nee (no) on a button box. Yes responses were made with the dominant hand. Participants were instructed to respond both as fast and as accurately as possible. Participants were not informed about the ambiguous nature of some of the phonemes. Stimuli were presented over Sennheiser HD 280-13 headphones at a comfortable listening level.
Trials were presented with an intertrial interval of 2 s from word offset. Raw RTs were measured from word onset. In processing the data, word duration was subtracted from the raw RTs to obtain a word-offset measure.
Testing. All 40 critical items (i.e., both versions of the 20 minimal pairs such as doof/doos) were presented once to every participant. These were preceded by either an unrelated or a []-final prime (see Table 1 ). The experiment was constructed such that the two members of a minimal pair never occurred in the same half of the experiment. For example, if doo-doof occurred in the first half of the experiment, krop-doos would occur in the second half of the experiment.
Two versions of the test phase were required to counterbalance the []-final and the unrelated priming conditions across participants. To control for effects of presentation order, we created two orders of each of these where the first half of the critical items were presented in the second half of the experiment and vice versa. This resulted in a total of 4 different versions for the testing phase. The training also consisted of 4 versions (/f/-and /s/-trained, and both of these in reverse order). This resulted in a total of 16 different versions of the experiment. Note that the training condition determined which filler primes were used in the test condition. The fillers in the /f/-trained conditions were the /f/-final words where [f] was replaced by [] (e.g., [xI] , based on gleuf), and the fillers for participants in the /s/-trained condition were the /s/-final words where [s] was replaced by [] (e.g., [prɔ] , based on reis). These items served to disguise the critical items and to reinforce the learning effect during the testing phase.
In every version, the testing phase consisted of 80 word targets and 80 nonword targets. For all the instances where a prime ended in the fricative [], the following target had an equal chance of being phonologically related or unrelated and an equal chance of being a word or a nonword. In the cases where primes where phonologically related to the targets, there was an equal chance of the target being identical or that it mismatched on the last phoneme. A pseudorandom running order was constructed for each version of the testing phase where a participant would never be presented with more than three word or nonword targets in a row. Furthermore, the critical trials were evenly distributed over the running order.
The testing phase immediately followed the training phase. Auditory primes were again presented over the headphones. Participants saw the visual targets on a computer screen situated about 50 cm in front of them. Visual targets were presented in white lowercase Arial letters on a black background, at the acoustic offset of the auditory primes. Participants were instructed to indicate as fast and as accurately as possible whether the words they saw on the screen were Dutch words. Responses were made with the same Ja (yes) and Nee (no) buttons as were used in the training phase. Yes responses were again made with the dominant hand. RTs were measured from target onset.
Results
Training by lexical decision. All participants who rejected more than 50% of the -final items in the training phase were excluded from further analysis (as in Norris et al., 2003) . On the basis of this criterion, 6 participants were excluded. These participants were all in the /s/-training condition. Thirty-two participants were thus included in the analysis, 16 in each training condition. Table 4 shows the mean RTs and errors in the training phase (averages are based on the subject analysis).
Analyses of variance (ANOVAs) of the RTs were carried out using participants (F1) or items (F2) Testing by cross-modal identity priming. The pattern of effects was further investigated in planned pairwise comparisons of the []-final and unrelated prime conditions, collapsing over the two halves of the experiment. The results of these comparisons are displayed in Table 6 (see also the confidence intervals in Figure 1 ). In each condition, there was significant priming only where predicted. Participants who were trained to interpret [] as /f/ responded faster to the f-final There was, however, no effect of accuracy in this condition. An additional aspect of these data is that the /s/-trained participants tended to show less priming than the /f/-trained participants in their congruent-target conditions (see Figure 1) . Moreover, the /s/-trained participants tended to show more priming than the /f/-trained participants in their incongruent-target conditions. This pattern reflects the fact that there seems to be a slight bias to interpret [] as /f/ rather than /s/. This trend toward an f bias has been observed in a number of other perceptual learning studies using /f/ and /s/ (McQueen, Norris et al., 2003) . and Norris et al. (2003) suggested that this bias could have been induced by the fact that ambiguous items had been spliced onto onsets that were recorded as [f] final. Although the current pattern seems to be somewhat smaller here than in the study of McQueen, Cutler, and Norris, removing the coarticulatory bias (by using [x] during the recording as the last phoneme of the materials used to make the []-final primes) did not completely remove this effect. Furthermore, the results of the training part of this experiment already show that [] was more likely to be interpreted as /f/ than as /s/. A likely explanation is a higher spectral similarity of [] to [f] rather than [s] . Table 7 displays spectral measures of the sounds that were used in these series of experiments (obtained with PRAAT software, Version 5.0.35). Center of gravity refers to the average frequency of the sound. To exemplify, Experiment 4 used a white noise nonspeech sound [#] ; as the sounds are all sampled at 22050 Hz, the average frequency of white noise should be close to 5513 Hz (half the nyquist frequency), which it is. Variance refers to the spread of frequencies around the center of gravity (with a value of Priming effects were obtained for responses to visual f-final words (e.g., doof) and s-final words (e.g., doos) for participants who were trained on the critical sound in /f/-final words (F-Trained) and for participants who were trained on the critical sound in /s/-final words (S-Trained). Positive priming effects in RTs or errors mean, respectively, faster responses or fewer errors than in the unrelated condition.
zero for a sine-wave and a high value for white noise). Skewness depends on the relative asymmetry of the frequency distribution (positive skewness reflects relatively more energy for lower frequencies), and kurtosis reflects peakedness of the frequency distribution, with low values for a flat distribution (see the white noise example). (Cutler, Weber, Smits, & Cooper, 2004) . Furthermore, Pretest 1 showed that listeners were to some extent able to distinguish the sounds in a Dutch context. The [] that we used was identified as // 56% of the time. Despite this initial discriminability, Experiment 1 showed that appropriate learning could cause the sound to be interpreted as a member of either the /f/ or /s/ category. This finding shows that lexically guided retuning in a native language can, with relatively little exposure, override a nonnative claim on part of the acoustic-phonetic space.
Apart from its training function, the training part of the experiment showed that [] was judged to be an acceptable representative of /f/ and /s/ most of the time; the results (see , that adjustments to phonemes are made at a prelexical level.
Another related outcome of Experiment 1 is that it makes a filtering interpretation of lexically guided perceptual learning unlikely. As discussed in the introduction, perceptual learning effects found in the past might have been due to the fact that the ambiguous items that were used in those studies consisted of digital mixtures of two natural sounds. Listeners might have learned to filter the incongruent sound out of the signal instead of including a new sound in a phonemic category. The critical item used here, however, was not a mixture of sounds. A simple filtering hypothesis, therefore, cannot explain either these results or, by extension, previous results based on digitally mixed ambiguous sounds. The results of Experiment 1 thus also further support the idea that this kind of learning is a process that aids listeners in dealing with speaker idiosyncrasies in real life.
The results of Experiment 1 can be taken as a demonstration of considerable flexibility in our perceptual system. However, although the learning effect reported in McQueen, was replicated here, it is not yet clear whether the two effects are similar in nature. It might be that the participants' familiarity with English, and thus many years of learning that [] 
Experiment 2 Method
Participants. Thirty-three members of the Max Planck Institute subject pool were paid to participate. All participants were selected on the basis of the restrictions given earlier. No participants had participated in a similar experiment before.
Materials, design, and procedure. The materials, design, and procedure of this experiment were exactly the same as in Experiment 1. The only critical difference was that every occurrence of the [] sound was replaced with an ambiguous [fs] mix (see Table 1 ). This sound was selected by means of Pretest 3. Like Pretest 2, this pretest used the lexical decision task. Note that Pretests 2 and 3 are a new way of testing items for their ambiguity. In previous perceptual learning experiments (e.g., Norris et al., 2003) , ambiguous items were selected by having listeners label individual, meaningless syllables. Pretesting by means of a lexical decision experiment is an improvement because it provides the exact test of ambiguity that is needed for the training phase of the main experiment. The frication parts of these syllables were excised by cutting them off at a positive-going zero-crossing at the start of frication. The sounds were edited to match them for duration and amplitude. Next, a digital mixing procedure was applied (McQueen, 1991; Repp, 1981) . This mixing procedure creates a continuum of sounds ranging from [f] to [s] by gradually increasing the amplitude of one sound while decreasing the amplitude of the other. The two endpoints of the continuum represent the two clear fricatives, and the midrange consists of mixtures of the two sounds with attenuated amplitudes. A 21-step continuum was created. The most ambiguous region of the continuum was selected by informal listening. This region was judged to involve Steps 5, 6, and 7. To select the most ambiguous sound, we used the same lexical decision design as in Pretest 2. The only difference was that instead of splicing three versions of [] onto the critical word onsets, the three preselected [fs] mixtures were spliced onto these onsets.
Results. The overall percentages of yes responses, along with their mean RTs, made to the three fricative sounds are displayed in Table 8 . Only responses that were made at least 100 ms after fricative onset were considered. There were a higher number of yes responses in the [f]-final group than in the [s]-final group; [fs]-6 had the lowest difference score on percentage of yes responses and had the overall highest percentage of yes responses. In terms of RTs, [fs]-7 was the most ambiguous item, and [fs]-6 was the second most ambiguous one; [fs]-6 was selected to be used in the main experiment for which it was spliced onto the training and testing sounds in the same way that [] had been spliced onto the materials for construction of Experiment 1.
Results
Training by lexical decision. As in Experiment 1, all participants who rejected more than 50% of the [fs]-final items in this training phase were excluded from further analysis. This criterion led to the exclusion of 1 participant from the /s/-trained condition. Analyses were thus based on 16 participants in each group. Table  4 shows a summary of the lexical decision performance.
ANOVAs like those in Experiment 1 were carried out. An interaction between training condition and final fricative was found in the RT analysis, F1(1, 30) Testing by cross-modal identity priming. Table 9 displays the mean RTs and errors in the testing phase. Figure 1 displays 2 ϭ .690 (participants in the /s/-condition were faster overall). No effects reached significance in the error analysis. The factor of first versus second half of the experiment was not involved in any of the interactions that were significant by both F1 and F2. The effect thus remained stable over the course of the experiment. The factor of first versus second half of the experiment was dropped from further analyses.
The three-way effect was again further investigated by looking at the planned pairwise comparisons of the ambiguous and unrelated prime conditions (displayed in Table 10 , and as confidence intervals in Figure 1 ). These pairwise comparisons again revealed a significant priming effect only where predicted. Participants who had been trained to interpret [fs] as /f/ responded faster to the f-final visual targets (e.g., doof) when they had been primed with an ambiguous prime than with an unrelated prime. This effect was found in RTs and in errors for participants, but not for items. These participants did not respond more slowly, or more inaccurately, to s-final visual targets. Participants who were trained to interpret [fs] as /s/ did not respond more slowly, or more inaccurately, to f-final visual targets when they had just been primed with an ambiguous prime. But they did respond more quickly to the s-final visual targets (e.g., doos), although not more accurately.
A final analysis compared the results of Experiments 1 and 2, testing in particular for a four-way interaction between prime type, target type, training condition, and experiment. This four-way interaction tests whether the nature of the critical three-way interaction varied across experiments (thereby as a function of the preselected critical sound). The interaction was absent in RTs, F1(1, 48) ϭ 2.56, p Ͻ .5, p 2 ϭ .051; F2 Ͻ 1, and errors (F1 and F2 Ͻ 1). There is thus no evidence to assume that the learning effects obtained with the two critical sounds differ in size or nature.
Discussion
A learning effect was found using an ambiguous [fs] sound. This finding provides a direct replication of the results found by . Critically, no difference was found between this effect and that in Experiment 1. That is, the priming effect obtained with the ambiguous [fs] sound was indistinguishable from that obtained with a second-language phoneme that is normally distinguished from [f] and [s] . In other words, the established status of the sound category [] does not seem to have But just how thorough is this learning? If one comes across an individual with an odd pronunciation in daily life, how complete is learning about that pronunciation? It may be that the new variant comes to be treated as equivalent to more prototypical variants, or it may be that it is less acceptable than prototypical tokens. To answer this question, an adaptation of the previous cross-modal priming experiments was designed. Instead of measuring the identity-priming effect of ambiguous primes, Experiment 3 measured the identity-priming effect of unambiguous primes, such as, for example, the effect of the natural prime doof on targets such as doof or doos. This experiment again consisted of two conditions, where listeners in one condition were primed with [f]-final words such as doof, and listeners in the other condition heard [s]-final primes such as doos before deciding on the targets doof or doos (see Table 1 ). In other words, this experiment measured the crossmodal priming effect that is obtained with versions of [s] or [f] that are normal exemplars of their phoneme categories, like those that are used in everyday life. Comparing this natural-fricative experiment with the previous experiments will reveal how thorough the adaptations to newly acquired items really are.
Experiment 3 Method
Participants. Thirty-two further members of the Max Planck Institute subject pool were paid to participate. As in the previous experiments, none reported any hearing disorders, and all had normal or corrected-to-normal vision. Again, most participants had never participated in similar experiments, and for those who had (4 participants), it had been more than a year previously.
Materials and Stimulus Construction
Training materials. The training part of the experiment consisted of the same physical items as in the previous experiments except that no ambiguous sounds were used. Where Experiments 1 and 2 had two different training conditions, one biasing the critical sound to be interpreted as /f/ and the other biased to interpret the critical sound as /s/, this experiment has only one training version for all participants. This contained only the natural versions of the 40 experimental items (e.g., moeras and druif). This phase thus did not have a training effect, but was present so that the participants underwent a similar procedure to those in Experiments 1 and 2.
Testing materials. All items that ended in an ambiguous sound in the previous experiments were replaced with tokens ending in an unambiguous natural fricative. This fricative was an [f] for one group of participants (e.g., they heard doof) and an [s] for the other group of participants (e.g., they heard doos). This change involved both the critical experimental items and the fillers. The unambiguous versions of the critical minimal pairs and the fillers were recorded during the same session and always directly before or after the velar version that was used for crosssplicing in the previous experiments. Unlike the previous two experiments, the test materials did not involve cross-spliced versions of the /f/-and /s/-final words. As a result, this experiment provides an estimate of the amount of priming arising from completely natural words.
Design and procedure. 
Results
Training by lexical decision. None of the participants had to be rejected as a result of the 50% criterion. Testing by cross-modal identity priming. F2(1, 38) ϭ 5.62, p Ͻ .05, p 2 ϭ .129. There were no interactions of other factors with the factor of first versus second half of the experiment. This factor was dropped from subsequent analyses.
Planned pairwise comparisons revealed priming in the expected directions, displayed in Table 12 , and by means of confidence intervals in Figure 1 . Participants who were primed with words ending in [f] (e.g., doof ) were faster (but not more accurate) saying yes to the identity targets (e.g., doof ) than after the unrelated primes (e.g., krop). But these participants were not significantly slower (or less accurate) saying yes to the mismatching targets (e.g., doos). In contrast, participants who were primed with words ending on [s] (doos) were slower (but no less accurate) saying yes to the mismatching targets (doof ) than after the unrelated primes. Finally, these participants were faster (but not more accurate) saying yes to the identity targets.
An analysis comparing Experiments 1 and 3 investigated whether the priming effect was altered as a function of whether the effect was obtained with a natural prime or with a prime containing a newly learned [], representing /f/ or /s/. This analysis revealed an interaction for RTs by participants, F1(1, 48) ϭ 6.41, p Ͻ .05, p 2 ϭ .118, but not for RTs with item as a repeated measure, F2(1, 76) ϭ 2.77, p ϭ .1, p 2 ϭ .035, and for neither of the error analyses (F1 and F2 Ͻ 1). There was thus no robust evidence for a difference in processing between the items in the two experiments. A similar four-way analysis comparing Experiments 2 and 3 did not reveal an interaction in RTs, F1 Ͻ 1; F2(1, 76) ϭ 1.11, p Ͻ .5, p 2 ϭ .014, or errors (F1 and F2 Ͻ 1). There is thus no evidence that the priming effect obtained with a newly learned ambiguous [fs] sound differs from the priming effect obtained with natural fricatives.
Discussion
An expected cross-modal identity priming effect was obtained with natural versions of the word final fricatives [f] and [s] . The critical four-way test, investigating how thorough the newly learned items were processed, revealed an interaction between Experiment 1 ([]) and Experiment 3 (natural fricatives) on one measure (RTs on F1) . This finding indicates a tendency of the newly learned item [] to be processed differently than natural instances of the fricatives that [] replaced. However, this interaction was absent on the other three measures. Although the interpretation of this unreliable tendency for a difference is not clear, the lack of an effect on three measures suggests that there is no substantial difference between the identity-priming effect obtained with the reallocated second-language sound and fricatives that have been used throughout life.
The test for thoroughness of processing for the [fs]-mix sound revealed no four-way interaction, leading to a more straightforward interpretation. It appears that there are no differences in the processing of a newly acquired ambiguous sound and sounds that constitute natural exemplars of their phonemic categories. Odd versions of a native phoneme can thus be adapted to quickly and thoroughly.
But how flexible is the speech perception system then? Given that both [] and [fs] were so readily and almost completely accepted as tokens of [f] or [s] , it might appear that there is no limit on what sounds can be accepted as new instances of native phonemic categories. For example, what about the unclaimed territory in acousticphonetic space that a nonspeech sound occupies? That is, can a nonspeech sound be accepted as a native phoneme, even though it was not produced by a vocal tract? This question was tested in Experiment 4 with signal-correlated noise, which is not a speech sound, but which does have the amplitude, duration, and spectral range of a speech sound. A signal-correlated noise version of [] was used (see Table 1 ).
Signal-correlated noise produces a flat spectrum within the amplitude envelope of the source sound (Schroeder, 1968) . A study by Jongman, Wayland, and Wong (2000) , looking at acoustic characteristics of English fricatives, showed that a fricative sound with a flat spectrum, expressed in spectral variance, is closer to the average [f] than it is to [s] . This is confirmed by the spectral measures displayed in Table 7 . Therefore, it may be that the nonspeech sound ([#]) will prove to be a better representative of /f/ than of /s/. Related to this prediction is the finding that spectral similarities can play an important role in generalization of perceptual learning. Although learning with fricatives tends not to generalize to other speakers (suggesting that idiosyncratic articulations of fricatives are stored in a speaker-specific manner; Eisner Kraljic & Samuel, 2006 , generalization across speakers using fricatives can be obtained when the training item of one speaker has a spectral mean that is close to that of the testing items of another speaker (Kraljic & Samuel, 2005) . When the spectral difference is large, however, learning does not generalize to another speaker. If the nonspeech sound can be perceived as an instance of existing phonemes, Experiment 4 will show that a sound does not have to be produced by a human vocal tract to be perceived as speech. Furthermore, if the asymmetric spectral similarity of [#] to [f] and [s] is expressed in a different learning pattern, Experiment 4 will show that learning requires such similarity. That is, it will show that there are limits on the flexibility of the speech perception system.
Experiment 4 Method
Participants.
Thirty-two new participants were recruited. These participants were selected to meet the experimental requirements stated earlier. Two of the participants had taken part in a similar experiment, but more than a year previously.
Materials, design, and procedure. The ambiguous sound for this experiment ([#]) consisted of a signal-correlated version of the [] sound used in the first experiment. In the signal-correlated noise procedure, a random decision is taken for every sample of a signal whether to multiply the sample by 1 or by -1 (Schroeder, 1968) . This procedure results in a signal that has the same duration and amplitude as the original, but has a flat spectrum. The experiment was otherwise identical to Experiment 1.
Results
Training by lexical decision. Unlike the previous experiments, participants who did not reach the 50% criterion were included in the analyses. This decision was made because of the large number of participants who did not reach this criterion (11 participants, all in the /s/-trained condition). This high number of rejections reflects the fact that the nonspeech sound was judged to be a poor representative of the phoneme /s/. Although no RT analyses were carried out, one aspect of the RT data should be mentioned: Participants in the /f/ condition responded much faster to the [#]-final words than the participants in the /s/ condition responded to the natural /f/-final words. The participants in the s-trained condition were confronted with s-final words that ended in the nonspeech sound. As a result, they frequently judged these items to be (possibly /f/-final) nonwords. These participants became more cautious, leading to longer RTs in the s-trained compared with the f-trained condition. The apparent difference between item types is thus likely to be a main effect of group.
Testing by cross-modal identity priming. Planned pairwise comparisons were carried out on the data, collapsed over the first versus second half of the experiment. The results of these comparisons are displayed in Table 14 . The pairwise comparisons confirm the priming pattern shown by the confidence intervals in Figure 1 . Participants who had been trained to interpret [#] as /f/ responded significantly faster to the f-final visual targets (e.g., doof ) when primed with a [#]-final prime (e.g., doo#) than after an unrelated prime. This effect was found in RTs but was absent in errors. Participants who had been trained to interpret [#] as being an instance of /s/ were also significantly primed when responding to an f-final target. Despite what they were encouraged to do during training, these participants apparently interpreted [#] as /f/. This effect was found in RTs and errors. Participants who were trained to interpret [#] as /f/ tended to respond more slowly to s-final targets. Participants who had been trained with [#] in an /s/-biasing context also tended to respond more slowly to s-final targets. Despite their training condition, these participants thus showed some evidence of inhibition in their responses to s-final targets.
A four-way analysis comparing Experiments 3 and 4 revealed an interaction in RTs, F1(1, 48) The final analysis was a comparison between the nonspeech /f/-trained and the natural /f/ conditions in Experiment 3. This comparison addressed whether the processing of [#] was, in this experimental design, different from the processing of a natural /f/. The three-way interaction between experiment, trial type, and prime type was not significant in RTs, F1(1, 24) 
Discussion
No three-way interaction, indicative of a lexically induced learning effect, was found using a nonspeech sound as final fricative on the critical test trials. The nonspeech sound could thus not be learned, using lexical evidence, to represent both /f/ and /s/. This failure was due to the fact that the nonspeech sound proved to be a poor representative of the phoneme /s/, and was instead perceived as an instance of /f/ even when the training part of the experiment suggested otherwise. Table 7 ). But the unclaimed territory in acoustic-phonetic space that [#] occupies could apparently effortlessly be associated with /f/. Experiment 4 therefore leads to two conclusions. First, phonological categories are surprisingly flexible, as they can extend to nonspeech sounds. Moreover, adjustments to such sounds can be so thorough that the sounds appear to be treated like natural instances of phonemes. Second, however, there are limits on this flexibility: A nonspeech sound will be treated as a speech sound only if it shares sufficient spectral characteristics with the sound that it replaces. In everyday listening, therefore, words containing such odd sounds can quickly be recognized correctly. Experiment 1 also showed that it is not true that, in previous experiments (e.g., Norris et al., 2003; , listeners learned to interpret the ambiguous [fs] mixtures as either /f/ or /s/ by learning to filter out the incongruent fricative. This would have meant that these previous lexically guided perceptual learning findings would largely have been due to the synthetic nature of the stimuli that were used (the ambiguous sounds were composed of digital mixtures consisting of both /f/ and /s/). Experiment 1 demonstrated that a naturally produced sound that was neither /f/ nor /s/ could also be incorporated in both the /f/ and /s/ categories. A filtering mechanism is therefore not a very likely cause of lexically guided perceptual learning.
General Discussion
The speech-perception system thus appears to be so flexible that even a familiar nonnative sound can rapidly be accepted as an instance of a native category. Acquiring new instances of native phonemes is not a process of unbounded flexibility, however. Experiment 4 showed that [#] could be learned to represent /f/, but not /s/, reflecting, as Jongman et al. (2000) showed, that fricative sounds with a flat spectrum are closer to the average [f] on a number of important indicators such as spectral peak and spectral variance. These differences reflect to a great extent the difference between sibilants (including /s/) and nonsibilants (including // and /f/). Spectral analyses of the sounds that we used here resulted in comparable patterns of similarity (see Table 7 ). Another example of the importance of spectral characteristics comes from the perceptual learning article by Kraljic and Samuel (2005) . Their study revealed that training on a female [s]-[ʃ] ambiguous item transferred to both a female and a male test continuum, whereas training with a male item only transferred to a male testing continuum. Spectral analysis revealed that the spectral means of the female training items were in the middle of the female and male testing items. The spectral means of the male training items, however, were close only to the mean of the male testing continuum. When listeners need to learn to accept a new instance of an existing phoneme, similarity to more prototypical instances on acoustic aspects of the signal thus seems to be an important prerequisite. Moreover, once an ambiguous sound has been learned, the same factors constrain generalization to other ambiguous sounds.
This finding suggests that bottom-up information played an important role in determining the interpretation of the nonspeech sound in Experiment 4. But the learning in Experiments 1 and 2 must also have relied on feedback from the lexicon; lexical feedback during exposure caused a retuning of our participants' phoneme categories, leading to enhanced interpretation of the ambiguous sounds during the testing phase (as in Norris et al., 2003) . It has been suggested that lexical feedback also influences online perceptual processing, such that lexical activation feeds back immediately to prelexical representations (McClelland, Mirman, & Holt, 2006) . Feedback for learning in speech perception does not require online feedback, however Norris et al., 2003; . Feedback for learning alone could cause changes to prelexical representations that lead to different phonological interpretations of sounds only over time, that is, on subsequent presentation of the critical sound.
The results of Experiment 4 have implications for this debate: Data from selective-adaptation studies have been taken as evidence of online feedback, both when the adaptors were phonemes that had been replaced with signal-correlated noise (Samuel, 1997) and when they were ambiguous phonemes (Samuel, 2001 ). As Norris et al. (2003) argued, however, these effects could reflect lexically guided perceptual learning about the adaptors (i.e., adjustments to accept the adaptors as tokens of the phonemes they replaced) followed by selective adaptation in response to those retuned adaptors. Vroomen, van Linden, de Gelder, and Bertelson (2007) have since shown that adaptation after perceptual learning does occur in response to ambiguous audiovisual stimuli, and, in a reanalysis of the Samuel (2001) data, in response to ambiguous sounds in lexically biased contexts. Specifically, performance changed over the course of the Samuel (2001) experiment from an early lexical retuning effect (more ambiguous sounds identified in a lexically consistent fashion) to a subsequent adaptation effect in the other direction. No data were collected during the initial adaptation phase in the Samuel (1997) study, so a time-course analysis of that phase is impossible. Nevertheless, Experiment 4 shows that lexically guided retuning in response to signalcorrelated noise stimuli (i.e., like those in Samuel, 1997) can occur rapidly. Thus, while the broader debate on feedback concerns more than just the selective adaptation data, Experiment 4 supports the learning-based account of the Samuel (1997) study that was proposed by Norris et al. (2003) .
Our primary argument, however, concerns flexibility in speech perception. Research suggests that flexibility in mapping novel perceptual input onto existing categorical knowledge is not limited to the situation we used here, that is, where the lexicon provides the training signal for adjustments to novel speech sounds. Using an exposure-test paradigm like that of Norris et al. (2003) ; Cutler, McQueen, Butterfield, and Norris (2008) exposed listeners to an ambiguous [fs] sound in nonword contexts in which one or other interpretation of the ambiguous sound was phonotactically illegal (e.g., /s/ is illegal in [fs]rar, /f/ is illegal in [fs]narm). Although lexical knowledge could not be used to adjust perceptual categories during exposure, a retuning effect was found in the subsequent test phase. Perceivers can therefore use different types of prior knowledge (e.g., lexical and phonotactic knowledge) to retune perception. Indeed, knowledge-based retuning of perception appears to be a domain-general capability, extending beyond speech perception to lexically guided retuning of printed letter perception (Norris, Butterfield, McQueen, & Cutler, 2006) and to retuning based on prototypical color knowledge in color perception (Mitterer & de Ruiter, 2008) .
Flexibility in speech perception, however, is not limited to knowledge-based retuning. The speech input itself can also provide a training signal to guide adaptations in the speech-perception system. For example, the audiovisual retuning effects found by Vroomen et al. (2007) , and earlier by Bertelson, Vroomen, and de Gelder (2003) , show that adaptations can arise on the basis of purely bottom-up, signal-driven information. Allen and Miller (2004) found that listeners can learn to identify talker-specific voice onset times (VOTs) in the stop consonants of multiple talkers, who, during exposure, demonstrated that they typically used different amounts of VOT. Similarly, Clayards, Tanenhaus, Aslin, and Jacobs (2008) showed that listeners have steeper categorization slopes when they listen to sounds from a bimodal VOT distribution with little variance within the categories than when they listen to sounds with a wide variance within the categories. Experiment 4 also demonstrates that perceptual adjustments can arise from the signal alone. Irrespective of the lexical bias in the exposure phase, listeners learned to interpret the noise stimulus as a token of /f/, based, as we have already argued, on the greater spectral similarity between [#] and [f] than between [#] and [s] . The input signal can thus invoke adaptations without reference to (or even in spite of) higher level information.
Lexically guided retuning therefore seems to be an instance of a much more general property of the speech-perception system. Flexibility, driven both by prior knowledge and by information in the signal, is a property the system requires to be able to extract stable phonological categories out of a perceptual input that varies considerably. In line with the experiment in McQueen, , we have shown that adaptations to phonemic categories generalized to words that did not occur during the training phase. Moreover, a restricted number of presentations of these sounds led to subsequent effectively normal activation of lexical candidates. When processing first-language input, this is a convenient state of affairs; only a limited number of instances of an ambiguous phoneme can cause adjustments that are applicable to the entire lexicon. These adjustments help processing by making it easier to recognize all words that contain the new sound.
For the second-language learner, however, there could be a cost associated with this flexibility. A substantial body of research has shown that first-language phonology causes problems for secondlanguage listeners (e.g., Best, 1995; Best & Tyler, 2007; Flege, 1995; Kuhl & Iverson, 1995; . Our results suggest that these problems are not only because of the passive state of the prelexical system (i.e., due to the mere existence of native-language phonological categories) but also because of an active adjustment process that attempts to modify the boundaries of native-language categories so as to include second-language sounds in those categories. We have not tested whether [] is included in the /f/ and /s/ categories if the experiment is run in an English setting, nor do we know whether native speakers of English would include a good exemplar of [] in their /f/ or /s/ categories when given the proper training stimuli. However, the ease with which our Dutch participants learned to reinterpret English [], combined with the wealth of documented evidence that native phonological categories are strong attractors of sounds in second-language listening situations, suggests that our results have at least two implications for second-language listening. First, linguistic borders might not be aligned with the bounds of perceptual learning. That is, tokens of foreign sounds can easily come to be treated as members of native-language phonemic categories. Second, the flexibility that benefits firstlanguage listening may come with a cost for second-language listening.
Conclusion
These experiments investigated the bounds on the flexibility of the perceptual system when dealing with variability in spoken language. The results argue for a process characterized by fast and thorough adaptations, based here on lexically guided retuning, restricted only by the spectral properties of an ambiguous sound. These findings provide a partial answer to the problem of invariance: Connections are rapidly made between new sounds in acoustic-phonetic space and the phoneme repertoire acquired in infancy. This type of learning assists speech decoding in daily life, where sounds and listening situations are hardly ever the same. There might be a disadvantage arising from this flexibility, however. The strength of the native phoneme repertoire, aided by fast and thorough perceptual flexibility, can turn into a nuisance when trying to acquire a second language. Further research could look into the effects that a learning task like Experiment 1 might have on the already vulnerable // category in our participants. For their sake, we hope that perceptual learning in fricatives is as speaker specific as previous experiments have suggested.
