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Sommaire 
L'epissage alternatif, un evenement ayant lieu au cours de la transcription d'une se-
quence d'ADN en un brin d'ARN messager, est une des cles de la comprehension de l'ex-
pression du genotype, et par la-meme du fonctionnement du corps humain. 
De multiples approches existent pour detecter ou predire les sites d'epissage potentiels, 
se basant sur ce qui est connu des mecanismes d'epissage. Au cours de cette maitrise, 
nous avons tente de detecter ab initio les meilleurs candidats possibles dans la sequence 
d'un gene, en utilisant une strategie de recherche de signaux basee sur la caracterisation 
statistique des extremites des introns. 
Afin d'augmenter la vitesse de la detection, une infrastructure de gestion de taches 
paralleles a ete developpee, ainsi qu'un mecanisme de graphes acycliques pour representer 
les dependances entre taches. 
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Introduction 
Dans de nombreux domaines scientifiques, 1'introduction d'outils informatiques pous-
ses et bien adaptes au sujet ont permis de nombreuses avancees et decouvertes. Parfois ils 
n'ont servi qu'a faciliter la tache des chercheurs, ingenieurs ou autres acteurs. Mais quels 
qu'aient ete leurs roles, ils sont aujourd'hui indispensables au monde scientifique. 
Parmi ces domaines, il en est un qui demontre depuis quelques annees un besoin maj em-
en nouveaux outils informatiques, concus expressement pour des problemes tres particu-
liers; celui de la recherche en biologic II s'agit d'un domaine tres vaste, qui touche a de 
nombreux sujets, et par la meme demande des connaissances variees et poussees. De mul-
tiples outils existent deja, dont la plupart ont fait preuve de leur fiabilite et de la validite de 
leurs resultats au travers du temps. Les nouvelles generations de logiciels doivent passer le 
test de la comparaison avec les references que sont leurs predecesseurs, afin de garantir la 
qualite des resultats et de valider les nouvelles approches utilisees. 
En termes informatiques, cela se traduit par deux grandes manieres de faire : soit creer 
de toutes pieces un nouveau logiciel ou une nouvelle infrastructure, soit accelerer la vitesse 
d'execution d'outils existants. En effet, les simulations biologiques peuvent etre tres gour-
mandes en ressources et temps de calcul, d'ou l'interet de reussir a les paralleliser pour 
raccourcir l'attente avant l'obtention d'un resultat. Cela ne se fait pas necessairement de 
maniere evidente ni efficace, et seule 1'analyse du probleme initial permettra de determiner 
quelle est la strategie de parallelisation la plus interessante. 
Le projet de maitrise decrit dans ce memoire porte sur une problematique de biologie, 
plus particulierement du domaine de la genetique. Nous avons etudie cette problematique, 
reflechi a la maniere de la resoudre en fonction des outils disponibles et des besoins, cree 
une infrastructure repondant a nos besoins propres, et enfin tente d'obtenir des reponses a 
la problematique originale. 
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L'expression de nos genes passe par la traduction des sequences de nucleotides qui les 
composent, l'ADN, entre autres structures chimiques qui transmettront cette information 
a l'interieur comme a l'exterieur des cellules. L'ADN sera tout d'abord transcrit en ARN, 
puis cet ARN pourra etre lu par les ribosomes dans le processus de traduction. Les ribo-
somes assemblent les sequences d'acides amines pour former les proteines correspondant 
a la sequence. 
Plusieurs etapes successives permettent de faire une copie de l'ADN sous forme d'une 
sequence d'ARN. Au cours d'une de ces etapes, appellee epissage {splicing), certaines 
parties de la sequence d'ARN vont etre excisees et supprimees, et le reste sera conserve 
comme sequence finale. Les elements supprimes s'appellent des introns, ceux conserves 
des exons. Cela veut done dire que pour les genes etant episses, la sequence d'ARN qui 
sera conservee n'est en realite qu'une sous-sequence de celle du gene, qui exprime un 
sous-ensemble des caracteristiques du gene dependamment de parametres exterieurs a cet 
instant donne. 
Cette particularite est suffisamment interessante pour que la comprehension des meca-
nismes de 1'epissage soit un enjeu de taille. A titre d'exemple, plusieurs types de cancers 
sont accompagnes de changements dans les motifs d'epissage, bien que le lien de cause a 
effet ne soit pas encore verifie. Afin de mieux comprendre ce possible lien, il est necessaire 
d'etudier tous les motifs d'epissage possibles des genes concernes, meme peu probables, 
pour etablir la carte d'epissage du gene. Cela peut permettre, par exemple, de determiner 
qu'une mutation a une position donnee modifie les probabilites d'epissage, et favorise un 
autre motif. II y a deux manieres principales d'obtenir les positions d'epissage; la detection 
et la prediction. Dans les deux cas, il va falloir rechercher la position de chacune des extre-
mites des introns, qui formeront les sites d'epissage. Selon le sens de lecture conventionnel, 
decrit par exemple dans Modern Genetic Analysis [50], ces extremites sont nominees 5' 
(en amont) et 3' (en aval); les differentes operations sur les sequences d'ADN et d'ARN 
se faisant toujours dans le sens 5' vers 3'. 
A l'heure actuelle de nombreuses techniques existent pour detecter la position des sites 
d'epissage dans un gene, basees sur l'alignement de fragments d'ADNc, les EST [73], vis-
a-vis de la sequence du brin d'ADN originel. De nombreux algorithmes existent aussi pour 
rendre plus liable ou optimiser ce type de detection. Cependant, la technique de l'aligne-
ment de sequences connait quelques limitations, en particulier le fait qu'il est necessaire 
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de sequencer de multiples segments d'ADNc, avec les erreurs possibles que cela peut en-
trainer. Afin de contourner ces dernieres, il est possible de chercher non pas a detecter la 
position des sites d'epissage, mais a les predire a partir de la sequence du brin d'ADN 
original, a l'aide principalement de sous-sequences conservees et connues que Ton recher-
chera dans la sequence. Bien que permettant de passer outre les limitations de la detection, 
la prediction possede elle-meme ses propres limites, qui seront vues plus en detail ulterieu-
rement. 
Ce projet de maitrise est une nouvelle approche pour tenter de predire les sites 5' et 3' 
potentiels d'epissage dans un gene eucaryote, en tenant compte de differents parametres. 
Deux cas de figure sont connus, l'epissage constitutif et l'epissage alternatif. L'epissage 
constitutif correspond a un motif d'epissage unique : dans certains genes, les sites d'epis-
sage sont toujours les memes, et le brin d'ARN obtenu toujours identique. A l'oppose, un 
nombre proportionnellement beaucoup plus grand de genes presente un comportement plus 
complexe : selon l'environnement dans lequel se fait la transcription, un motif d'epissage 
parmi plusieurs possibles produira un des brins d'ARN possibles pour ce gene. A cause de 
cette variation dans les resultats de la transcription, ce type d'epissage est appelle epissage 
alternatif. Nous etudierons des mecanismes qui s'appliquent indifferemment a ces deux 
types d'epissage. 
Pour ce faire, nous nous interesserons aussi bien aux sequences conservees des extremi-
tes d'introns, qu'aux divers liens connus entre ces sequences, et leurs positions respectives. 
En effet, les extremites des introns de tous les genes sont constitutes de sequences carac-
teristiques qu'il est possible de definir selon certains parametres, comme leur taille, leur 
composition, la position relative d'une sequence par rapport a l'autre, etc. Ces sequences 
et caracteristiques, obtenues statistiquement, constituent done les signaux qu'il faut re-
chercher dans la sequence du gene. Elles ne sont cependant pas tres bien conservees dans 
certains cas, e'est-a-dire qu'une sequence connue pour etre une extremite d'intron dans 
un gene peut presenter des caracteristiques assez differentes de celles obtenues statistique-
ment, ce qui complique le travail de detection. On parle alors de site faible, et on recherche 
un signal faible. 
Les sequences genetiques etant representees sous forme standard par une longue chaine 
de caracteres, chaque caractere representant une des quatre bases possibles (Adenine, Cy-
tosine, Guanine, Thymine), la recherche de signaux passera par des traitements de chaines 
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de caracteres, et de comparaison entre chaine etudiee et elements recherches. 
Comme decrit aux chapitres 1 et 3, de multiples signaux devront etre recherches dans 
la sequence des genes etudies. Par la suite une correlation sera faite entre ces resultats, 
cependant les recherches de ces signaux sont independantes. Cela permet de faire tres faci-
lement de la parallelisation par les donnees pour cette etape de recherche. II est necessaire 
de recouper les resultats des recherches de signaux, afin de tenter de determiner lesquels 
sont valides. Cette correlation depend des resultats des recherches precedentes, mais pen-
dant qu'elle s'execute le travail peut commencer sur un autre gene, permettant ainsi un 
niveau de parallelisation plus eleve. De cette maniere, il est possible d'exploiter plusieurs 
machines d'une grappe pour accelerer les calculs. 
Un certain nombre de problemes ont ete rencontres au cours de ce travail. Parmi eux, 
certains n'ont pas pu etre resolus, d'autres en ont gene la progression. Nous verrons de 
quelle facon cela s'est produit, et quelles pourraient etre les manieres d'y remedier. 
Dans le chapitre 1, nous presentons plus en detail la problematique biologique, et nous 
decrivons les signaux recherches. Au cours du chapitre 2 nous voyons quelles infrastruc-
tures paralleles sont disponibles, et quels choix ont ete faits quant aux outils que nous 
avons utilises pour le projet. Nous etudions 1'implantation de l'ordonnanceur et la gestion 
des taches paralleles dans le chapitre 3, puis nous abordons, dans le chapitre 4, la maniere 
dont nous avons utilise toutes ces informations et ces outils afm de tenter de fournir une 
reponse au probleme de base. Enfin, nous analysons les resultats obtenus et nous en tirons 
les conclusions appropriees. 
Ce memoire n'ayant pas pour objectif de se substituer a plusieurs cours d'informa-
tique comme de genetique, il sera suppose que le lecteur est familier avec certaines no-
tions dans ces deux domaines. En particulier, les mecanismes genetiques de base et les 
grands concepts de parallelisation du calcul seront supposes connus. Dans le cas contraire, 
nous conseillons quelques lectures (entre autres) pour un apercu rapide [103] [108] ouplus 
pousse[20][46][ll]. 
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Presentation de la problematique 
biologique 
1.1 Introduction au mecanisme d'epissage 
1.1.1 Concepts generaux 
Dans une cellule eukaryote, afin que le genotype puisse s'exprimer, de nombreuses 
etapes vont etre necessaires et de multiples mecanismes seront mis en oeuvre. Parmi les 
etapes, on peut citer les plus importantes : la transcription de l'ADN en ARN, et la tra-
duction de cet ARN en proteines, qui sont la premiere expression du genotype. Pour toutes 
les etapes, des mecanismes parfois complexes sont mis en ceuvre. En particulier, lors de la 
transcription de l'ADN vers l'ARN, plusieurs etapes seront necessaires afin d'obtenir un 
ARN messager mature, chacune d'entre elles faisant intervenir de nombreuses interactions 
et autres molecules. 
Lors de cette phase de transcription, on peut distinguer plusieurs sous-etapes. La figure 
1.1, tiree du livre Modern Genetic Analysis de Griffiths et al [50], presente graphiquement 
les principaux aspects. La partie (a) decrit la structure generate d'un gene, dans laquelle 
on retrouve en premier lieu les sites de debut et de fin de transcription {Transcription start 
site, Transcription termination) qui encadrent le gene. La sequence contenue entre ces deux 
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figure 1.1 - Etapes pour l'obtention d'un ARN messager. 
sites constitue le gene lui-meme, au complet, y compris des sequences qui ne seront pas 
traduites ou pas conservees. On note que le gene est represente dans le sens conventionnel, 
c'est-a-dire avec son extremite 5' (en amont) ou se situe le debut du gene a gauche, et 
l'extremite 3' (en aval) a droite. 
Dans la partie (b) de la figure 1.1,1'ADN est tout d'abord lu et copie sous forme d'ARN, 
a l'aide de 1'enzyme ARN polymerase (RNA polymerase), puis cet ARN subit quelques 
transformations. Tout d'abord il se voit ajouter une coiffe a l'extremite 5' (Addition of 
cap), qui est, entre autres, necessaire pour que l'ARN soit reconnu par un ribosome ulte-
rieurement. Puis une polyadenilation de la queue prend place, c'est-a-dire la suppression 
de bases inutiles a l'extremite 3' (3' cleavage) et Pajout d'une longue sequence d'adenine, 
connue sous le nom de « poly(A) », toujours a l'extremite 3' (Addition ofpoly(A) tail). Le 
role de cette queue poly(A) est de proteger le brin d'ARN de certaines enzymes, tout en 
marquant la fin de la sequence. 
Enfin, l'epissage (splicing) prend place, c'est-a-dire qu'un spliceosome excise les in-
trons et joint les exons pour produire un ARN messager mature. Les deux premieres etapes 
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sont relativement simples conceptuellement, alors que la derniere, l'epissage, est bien plus 
complexe. 
1.1.2 Constitutif ou alternatif? 
Deux grands modes d'epissage existent, 1'alteraatif et le constitutif. La difference entre 
les deux se situe au niveau de la frequence a laquelle l'epissage se produit. Dans le cas 
de l'epissage constitutif {constitutive splicing), a moins de mutations marquees ou autres 
les evenements d'epissage auront toujours lieu. Les memes introns seront done toujours 
excises, et l'ARN messager obtenu a partir du gene episse constitutivement sera toujours 
le meme. 
L'epissage alternatif {alternative splicing) n'est pas completement connu, mais deja on 
sait qu'il exerce une grande influence sur la maniere dont s'exprime un genotype, et sa 
comprehension est une des cles de la recherche de remedes a de nombreuses maladies. II 
est done tres important de connaitre tous les details de son fonctionnement, et e'est la un 
des grands defis actuels de la biologic 
Cet epissage alternatif est a la fois plus complexe, et beaucoup plus frequent que l'epis-
sage constitutif (Boue et al. [28]). Dans ce cas, les evenements d'epissage peuvent ou non 
avoir lieu selon un ensemble de parametres exterieurs, comme par exemple la presence ou 
l'absence de certaines proteines dans le noyau de la cellule au moment ou le spliceosome 
parcourt le brin d'ARN. Au lieu d'avoir plusieurs sites 5' et 3' bien definis comme dans 
le cas de l'epissage constitutif, un gene aura alors de multiples sites possibles, moins bien 
caracterises, et le choix par le spliceosome d'un de ces sites dependra de ces parametres 
additionnels qui pourront l'aider a reconnaitre un site ou Ten empecher. 
En fonction des sites choisis, le brin d'ARN messager final ne sera pas le meme, comme 
indique dans la figure 1.2 tiree de la revue Algorithms for Molecular Biology. Ces dif-
ferentes possibilites de brins d'ARN messager matures sont connues sous le nom d'iso-
formes. Les exemples de cette figure nous presentent trois variantes d'epissage alternatif: 
la retention d'intron, l'exon cassette, puis un cas d'epissages multiples. Dans le premier 
exemple, un motif d'epissage conserve l'exon central (ce qui donne l'isoforme 1), alors 
que dans un autre motif l'epissage a lieu, l'exon est traite comme un intron et est elimine 
(isoforme 2). Le deuxieme cas est identique au premier, au detail pres que les exons sont 
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separes par des introns qui sont toujours elimines : dans l'isoforme 1 l'exon central est 
conserve, dans l'isoforme 2 il est elimine. Enfin, le troisieme cas montre les quatre iso-
formes possibles lorsqu'un exon central possede deux sites valides a chacune de ses extre-
mites. On remarque que ces epissages alternatifs se combinent pour dormer de nombreux 
motifs d'epissage possibles; dans le cas d'un gene contenant de multiples sites d'epissage 
alteraatif ce nombre peut devenir tres eleve. 
Intron Retention (IR) 
Exon /Exon\ Exon Form 1 
GT AG Form 2 
Cassette Exon (CE) 
Exon /^^^xon^yCS. Exon 
" " " • ^ j AG GT AG ' Form 2 
Multiple Splice Sites (MS) 
Form 1 
Exon / V ' Z V Exon /jr\. E x °n
 F 2 
•A . ••• * A G ^ G GT'GT 
Form 3 
Form 4 
figure 1.2 - Exemples de differentes possibilites d'epissage alternatif 
Les processus d'epissage constitutifs et alternatifs possedent cependant des caracteris-
tiques fondamentales en commun, en particulier les traits relies aux jonctions introns-exons 
et aux sites d'epissage. Par-dessus cela se rajoutent de nombreux parametres dans le cas 
de l'epissage alternatif, comme des amplificateurs (enhancers) d'epissage d'exon, permet-
tant de favoriser un site d'epissage faible, ou des silenceurs (silencers) d'epissage d'exon, 
empechant la reconnaissance d'un site d'epissage. En plus de ces elements auxiliaires, la 
famille des proteines SR (Graveley [48]) est impliquee dans la regulation et la selection des 
sites d'epissage. 
II existe deux grandes methodes d'obtention des motifs d'epissage alternatif pour un 
gene donne, respectivement la detection et la prediction. Les deux ayant leurs forces et 
8 
1.2. DETECTION DE SITES D'EPISSAGES 
faiblesses, elles ont leur place parmi les outils dont les scientifiques disposent. II est done 
interessant de comprendre la maniere dont elles fonctionnent, et leurs limitations. 
1.2 Detection de sites d'epissages 
1.2.1 Definition des EST 
La methode la plus couramment utilisee pour detecter la structure des genes et les mo-
tifs d'epissage alternatif est celle des EST {Expressed Sequence Tags). Les EST sont les 
sequences de petites pieces d'ADN, habituellement de 200 a 500 bases de long. Elles sont 
obtenues par sequencage direct a haute vitesse du brin d'ADN, en commencant a n'importe 
quelle position. Le sequencage est la procedure qui permet de determiner la sequence de 
bases constituant le brin d'un gene ou d'un chromosome. La methode utilisee dans le cas 
des EST permet d'effectuer un sequencage rapide et moins couteux de petits brins d'ADN, 
mais avec un taux de probabilite d'erreur plus eleve qu'en utilisant une methode plus lente. 
1SI I I IMIIH fl-d)r&tHos®m& 
fcttron 2 
Exon 1 
\ 
I mmmnmmn 
.w 
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TRANSLATION 
iintwmptMi 
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figure 1.3 - Etapes de l'expression d'un gene humain. 
CHAPITRE 1. PROBLEMATIQUE BIOLOGIQUE 
Conceptuellement, la methode est simple. Comme rappele dans la figure 1.3 tiree du 
livre Modern Genetic Analysis [50], l'expression d'un gene se fait en trois etapes : la 
transcription, les modifications post-transcriptionnelles dont fait partie Petrissage, et la tra-
duction. L'information est successivement representee sous forme d'ADN, d'ARN pre-
messager, d'ARN messager mature (ARNm), et enfin de proteine. Dans ce cas, la forme 
qui nous interesse est celle d'ARN messager. En laboratoire, il est possible d'utiliser le 
mecanisme de transcription inverse {reverse transcription), qui fournit Poperation inverse 
de la transcription, mais pas de Petrissage. La figure 1.4, tiree du livre Life : The Science of 
Biology, presente les differentes operations necessaires. Tout d'abord une enzyme (c'est-
a-dire une proteine permettant d'accelerer les reactions chimiques) appellee transcriptase 
inverse cree un brin d'ADN complementaire au brin d'ARN messager de depart, puis ce 
brin d'ARN est elimine et le second brin d'ADN peut etre obtenu. 
• 5 ' 
/Polv A tail 
/ / 
AAAA... y mRNA 
Reyerse / 
transcripta-t' 
Reverse 
transcription 
3' 
5' 
•3 ' 
\ 
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figure 1.4 - Transcriptase inverse et obtention de l'ADNc. 
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Le resultat est une molecule d'ADN double brin dite complementaire (ADNc), qui a 
comme interet de n'etre alors composee que des sequences des exons. En effet, les introns 
ayant ete excises lors de l'epissage, le brin d'ARN messager n'est plus fait que d'exons. 
Ce brin d'ADN complementaire peut etre sequence, en particulier en faisant de multiples 
sequencages de petites zones, ce qui fournit les EST. Par des techniques d'alignement infor-
matique de ces sequences par rapport a celle du gene original, les exons exprimes peuvent 
etre identifies puisque necessairement toute zone du gene original pour laquelle il existe 
des EST est un exon. 
Pour mieux comprendre, ne nous occupons pas des EST pour le moment. Prenons la 
sequence arbitraire suivante : 
A C G T A C G T A C G T A C G T 
Supposons que cette sequence contient un intron encadre par deux exons. Ce n'est bien sur 
pas une sequence valide, dans le sens ou elle ne serait pas reconnue par un spliceosome 
puisqu'elle ne contient pas les signaux necessaires, mais ce sera suffisant pour la demons-
tration. Les deux exons sont les suivants (mais on ne le sait pas encore): 
A C G T A C T A C G T 
Cette sequence est tout d'abord transcrite en un ARN pre-messager : 
A C G U A C G U A C G U A C G U 
Puis le spliceosome excise Pintron. Comme seuls les exons sont conserves, on obtient done 
la sequence d'ARN suivante : 
A C G U A G U A C G U 
Lorsque Ton souhaite obtenir un brin d'ADN complementaire, on part d'une sequence 
d'ARN, et Ton fait une transcriptase inverse. Cela permet d'obtenir le brin d'ADN com-
plementaire correspondant: 
A C G T A C T A C G T 
Enfin, en utilisant un logiciel d'alignement de sequence, on tente de comparer le brin 
d'ADNc obtenu avec la sequence originale. Dans ce cas, le logiciel trouve que deux sous-
sequences correspondent a deux sous-sequences du brin original, avec un trou au milieu : 
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A C G T A C T A C G T 
Cela nous indique done que les deux zones sont des exons, et que la sous-sequence man-
quante au centre est un intron. Des sites d'epissage sont done presents aux extremites de 
l'intron. 
Cependant, le sequencage precis du brin d'ADNc au complet est couteux. En revanche 
il est possible d'obtenir rapidement le sequencage de petites chaines, n'importe ou dans la 
sequence, pour moins cher mais avec un taux d'erreur plus eleve. Ce sont les EST. Done 
au lieu de sequencer precisement l'ADNc pour l'aligner par la suite face a l'ADN origi-
nal, on va obtenir de multiples petites sequences qu'il faudra aligner Tune apres l'autre. 
Comme ces EST sont obtenus a partir du brin d'ADNc, ils ne correspondent qu'a des sous-
sequences d'exons. Lors de l'alignement, les zones du brin d'ADN qui n'ont aucun EST 
correspondant seront done les introns. 
Notons aussi que cela n'est valable que pour le motif d'epissage exprime lors de la 
transcription : dans le cas de l'epissage alternatif il pourra y avoir de nombreux motifs 
possibles, dont un seul correspondra au motif d'epissage d'un brin d'ARN a un moment 
donne. II faudra done reproduire ces manipulations de nombreuses fois, afin d'obtenir un 
maximum de motifs d'epissage, et de reconstituer ainsi la carte d'epissage du gene. 
Bien que l'obtention d'EST soit plus rapide et moins couteux que le sequencage precis 
du brin d'ADNc, il reste que e'est une methode qui coute de l'argent et du temps, puisqu'il 
faut tout de meme effectuer ces multiples petits sequencages. En 2002, le sequencage d'un 
seul EST coutait 1.50$ US ([54] p. 15), et cela prenait quelques jours ouvrables, dependant 
des services proposes par les compagnies. Par ailleurs, il ne suffit pas de le faire une seule 
fois. Pour trouver un maximum de combinaisons possibles d'epissage, de nombreuses se-
quences d'ARN messager differentes sont necessaires. Enfin, les donnees obtenues peuvent 
contenir des erreurs. En effet, contrairement a un sequencage d'un gene au complet, le se-
quencage des EST se fait a haute vitesse, au detriment de la precision. En pratique, cela 
se traduit par des sequences pouvant contenir des bases en trop ou en moins, ou dans les-
quelles certaines bases ont ete remplacees par d'autres. Les logiciels utilises pour l'aligne-
ment doivent alors tenter de detecter ces erreurs pour aligner les sequences des EST sur la 
sequence du gene original. 
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1.2.2 Utilisation informatique des EST 
L'utilisation des EST en genetique est extremement repandue, depuis la publication se-
minale de Adams et al [16] sur le sujet lors du sequencage du genome humain. Le nombre 
de publications ayant trait aux EST est impressionnant, une recherche sur Google Scho-
lar [3] ou sur PubMed [12] suffit a en donner la mesure. Des bases de donnees d'EST 
valides existent, comme NCBI dbEST [72]. Ce sont done des informations couramment 
disponibles. 
En informatique, ces sequences sont utilisees par des logiciels d'alignement (align-
ment ou pattern matching). lis permettent d'aligner des EST ou des ADNc vis-a-vis de la 
sequence d'un gene pour determiner la position des introns, et en deduire les motifs d'epis-
sage du gene. De nombreux algorithmes sont utilises pour obtenir de bons resultats, malgre 
les possibles imprecisions de sequencage, et done les problemes possibles de qualite des 
donnees. Le plus connu est certainement BLAST (Basic Local Alignment Search Tool), 
mais de nombreux autres existent, comme BLAT [57] [25], ClustalW [I], T-Coffee [15], 
etc. Plusieurs sont references par le site BioDirectory.com [24]. 
1.2.3 Limites des approches par EST 
II y a deux limitations fondamentales lors de l'utilisation des EST. Tout d'abord, etant 
donne que l'obtention des EST est un processus necessitant de multiples etapes in vitro, la 
marge d'erreur experimental devient non negligeable. Pour cette raison, les logiciels d'ali-
gnement doivent composer avec la possibility d'insertions ou de suppressions (deletions) 
dans les sequences, ainsi que d'autres variations diverses. Cependant, les EST disponibles 
dans la litterature ont souvent ete valides au prealable, e'est-a-dire que les sequences obte-
nues ont ete verifiees face a la sequence du gene original, et que les erreurs ont ete corrigees. 
Ensuite, les EST permettent de detecter les exons, mais seulement lorsqu'un evenement 
d'epissage a eu lieu. Fondamentalement, de par leur nature meme, les techniques a EST ne 
fournissent que des informations reliees a des evenements ayant eu lieu (dans l'eprouvette), 
et non a des evenements pouvant avoir lieu. Autrement dit, il se peut qu'un site d'epissage 
ne soit pas detecte parce qu'au cours des manipulations des echantillons, ce site n'a jamais 
ete reconnu par les spliceosomes. II est done necessaire, arm de tenter d'obtenir tous les 
motifs d'epissage possibles pour un gene, de faire de multiples manipulations pour pouvoir 
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faire ressortir tous les sites possibles, et de multiplier par autant le nombre de sequencages 
necessaires, et tout ce que cela enframe. Pour passer outre cette necessite, il est possible, 
une fois les caracteristiques des sites d'epissage bien defmies, de faire entrer en jeu d'autres 
approches, en particulier predictives. 
1.3 Prediction de sites d'epissages 
1.3.1 Pourquoi vouloir predire ? 
A partir d'un certain point, il convient de se demander si, au lieu de detecter les sites et 
motifs d'epissage, il ne serait pas possible de les predire, a l'aide de programmes informa-
tiques. La encore, plusieurs approches coexistent. Elles ont cependant toutes un grand point 
en commun, par le fait qu'elles dependent toutes de resultats biologiques. En effet, elles 
travaillent toutes sur des sequences genetiques obtenues en laboratoire et pour certaines 
dependent d'informations supplementaires, qui sont aussi obtenues par des manipulations, 
ou bien des statistiques sur les resultats de ces manipulations. Toutes ces methodes de pre-
diction sont done tributaires de la qualite des donnees sur lesquelles elles travaillent. Un 
des objectifs implicites de ces approches predictives est justement d'etre capable de fournir 
des resultats de bonne qualite malgre une certaine marge d'erreur potentielle. 
1.3.2 Recherche de signaux 
Parmi les differentes approches testees, deux grandes families existent : la recherche 
de signaux, et les approches comparatives. Le terme « signal » provient plus du monde du 
traitement de flux en informatique, mais il s'applique naturellement ici. En effet, au coeur 
d'une sequence d'ADN nous recherchons certains elements particuliers qui vont avoir un 
sens specifique. Dans ce contexte, un signal est n'importe quelle partie du gene que nous 
recherchons, et pour laquelle nous disposons d'informations permettant de la trouver. Par 
exemple, un site d'epissage 5' est un signal que Ton recherche dans une sequence. 
Le principe de l'approche de la recherche de signaux est de trouver, en utilisant des me-
thodes comme l'alignement d'une sous-sequence ou encore des modeles de Markov caches 
{Hidden Markov Models ou HMM, un modele statistique qu'il est possible d'appliquer aux 
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sites d'epissage [42]), l'emplacement de certains sites bien connus et definis. La definition 
de ces sites peut se faire au niveau de la sequence, c'est-a-dire des bases qui les composent, 
mais egalement a l'aide d'autres caracteristiques, comme les proteines qui s'y rattachent, 
ou les interactions entre differentes bases ou differentes structures en fonction de la dis-
tance qui les separe, etc. Les approches par signaux ont souvent la particularite de devoir 
etre « entrainees » pour pouvoir detecter ces sites avec une fiabilite correcte, c'est-a-dire 
d'avoir ajuste certains de leurs parametres en fonction d'un organisme donne, d'un site, 
etc. II faut noter qu'elles dependent particulierement de la qualite de l'ensemble de leurs 
donnees, aussi bien celles d'apprentissage que celles sur lesquelles elles vont travailler. 
Au vu de ce role d'apprentissage, il est tentant de souhaiter utiliser des reseaux de 
neurones d'un type ou un autre pour detecter les sites d'epissage alternatif. Des travaux 
preliminaires ont deja ete effectues par Pedersen et Nielsen [82], cependant cette voie est 
probablement loin d'etre completement exploree, et plusieurs suggestions sont faites par 
les auteurs de cette etude. 
Les algorithmes de recherche de signaux se classent dans la categorie des algorithmes a 
une seule sequence de gene, puisqu'ils recherchent des signaux pre-definis dans la sequence 
du gene sur lequel ils travaillent. 
1.3.3 Approches comparatives et combinatoires 
Le principe de l'approche comparative se base sur la notion de sequences conservees. 
Entre differentes especes proches, les structures de certains signaux peuvent etre extre-
mement similaires, voir meme identiques [109]. Lorsque Ton est confronte a un nouveau 
gene fraichement sequence, on peut ainsi le comparer a des genes homologues d'especes 
proches, et tenter d'obtenir de cette facon la structure du gene. Les sequences conservees 
entre especes peuvent contenir un site d'epissage connu dans une des especes de reference, 
ou encore un exon au complet. Dans certains cas, en plus de deduire de possibles motifs 
d'epissage on peut aussi trouver des similitudes entre les exons, et inferer le role du gene 
a partir de ces resultats. Dans la figure 1.5, nous pouvons voir une sequence extraite d'un 
gene, et son taux de conservation entre plusieurs especes de mammiferes. 
Un bon apercu des methodes comparatives se trouve dans l'article [75]. Par opposition 
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figure 1.5 - Taux de conservation de certaines sequences entre differentes especes. 
aux algorithmes de recherche de signaux, les approches comparatives peuvent etre classees 
dans la categorie des algorithmes a multiples sequences de genes. En effet, il faut neces-
sairement plusieurs sequences completes de genes de reference, en plus de celle du gene 
etudie, afin de pouvoir les comparer entre elles. 
L'evolution des methodes comparatives se dirige en ce moment vers des strategies com-
binatoires, dans lesquelles les resultats d'analyse par EST sont utilises simultanement aux 
resultats informatiques [102]. Cela permet de combiner les avantages de multiples ap-
proches, et semble fournir des resultats meilleurs que ceux des methodes comparatives 
simples. Un bon apercu de ces evolutions est presente par Brent et Guigo [29]. 
1.4 Proposition d'approche de prediction 
1.4.1 Interet d'une nouvelle approche 
De nombreux logiciels existent pour tenter de detecter ou de predire la structure des 
genes, ou pour analyser les resultats de ces detections ou predictions. Par exemple, Particle 
« GeneSplicer : a new computational method for splice site prediction » de Pertea et al [83] 
contient une comparaison des performances et de la precision des resultats de GeneSplicer 
[78] et de plusieurs autres logiciels de prediction de sites d'epissage, dont NetGene2 [45] 
et GENIO [66]. Comme indique precedemment, il existe aussi de multiples logiciels d'ali-
gnement de sequences, utilisant soit des EST soit une approche comparative, pour detecter 
les sites d'epissage. Tellement de projets ont tente de repondre a ces questions en utilisant 
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de nombreuses techniques differentes qu'il est difficile d'avoir un apercu precis de l'etat de 
l'art et des pistes interessantes. Des lors, quel est l'interet d'une nouvelle approche ? 
Lors de conversations avec des utilisateurs de logiciels actuels avant de commencer 
a travailler sur ce projet, il est apparu que ces derniers souffrent generalement de deux 
problemes precis. Tout d'abord, ils ont tendance a etre tres specifiques, c'est-a-dire ne pas 
repondre integralement aux besoins d'un projet, ou a l'oppose trop en faire et etre trop com-
plexes a utiliser. Par ailleurs, certains d'entre eux ont des durees d'execution tres longues, 
et il serait souhaitable de trouver des facons de raccourcir le temps necessaire a l'obten-
tion des resultats. Nous avons done la deux pistes interessantes devolution pour pallier ces 
problemes. 
1.4.2 Recherche de signaux precis 
Les sites d'epissage etant etudies depuis longtemps, leurs caracteristiques sont a pre-
sent relativement bien connues et des donnees statistiques de qualite ont ete publiees. En 
particulier, Zhang [11.0] fournit des informations fondamentales sur les sequences des sites 
d'epissage. On peut trouver d'autres analyses interessantes, comme la correlation entre les 
sites d'epissage et leurs positions respectives dans le gene, par Tomita et al [96]. 
Comme nous disposons d'une assez grande quantite d'information sur ces sites d'epis-
sage, ne serait-il pas possible de tenter de s'en servir pour predire la position de sites dans 
un gene donne ? Les logiciels existants utilisent des approches complexes, comme des re-
seaux de neurones; est-il possible de s'en passer et d'obtenir des resultats satisfaisants en 
se contentant des definitions precises des signaux recherches? Dans le cadre de ce projet 
de maitrise, nous tentons done de predire la position des extremites d'introns, autrement dit 
les sites d'epissage, en ne nous servant que d'un certains nombre de signaux, definis par 
leurs sequences et quelques caracteristiques additionnelles. 
En pratique, les sites recherches dans le cadre de cette experience seront les suivants 
([50] p.65, ou figure 1.6): 
- Le site d'epissage de l'extremite 5' de l'intron; 
- La structure de l'extremite 3' de l'intron : 
- Le point de branchement {branch point); 
- La zone riche en pyrimidine; 
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- Le site d'epissage de l'extremite 3' de l'intron. 
Ces elements forment la structure de base du mecanisme d'epissage. A l'extremite 5' 
d'un intron, on trouve toujours une paire de bases (G et U), au milieu d'une sequence a 
taux relativement eleve (plus de 70%) de conservation. Le site d'epissage se trouve entre 
la base G et la base precedente. Le cas de l'extremite 3' de l'intron est plus complexe : 
le spliceosome, au lieu de simplement reconnaitre une sequence, comme a l'extremite 5', 
a besoin d'un ensemble de parametres pour pouvoir episser le gene. Les deux grands ele-
ments sont le point de branchement {branchpoint) et le site d'epissage 3'. Comme le point 
de branchement se situe en amont du site 3', c'est-a-dire a l'interieur de l'intron, il n'est pas 
conserve apres epissage et est done une sequence non-codante. La distance entre ces deux 
elements est relativement faible, puisqu'elle est au maximum d'une cinquantaine de bases. 
Le dernier element necessaire pour que la structure 3' soit reconnue par le spliceosome est 
une zone longue d'une quinzaine de bases, qui a comme particularite de presenter un taux 
eleve de pyrimidine. Les pyrimidines sont des molecules qui se retrouvent dans trois bases : 
la cytosine (C), la thymine (T, seulement dans un brin d'ADN) et l'uracile (U, seulement 
dans un brin d'ARN). L'adenine (A) et la guanine (G) sont appellees purine. Dans notre 
cas, cela veut done dire que le site d'epissage de l'extremite 3' de l'intron contient une zone 
presentant un pourcentage eleve de bases C et T. 
Les positions relatives des differents sites au sein des introns sont representees dans la 
figure 1.6. 
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1.4.3 Definition et caracteristiques des signaux 
La zone en extremite 5', la zone riche en pyrimidine et la triple zone de la structure 3' 
sont essentielles pour que les evenements d'epissage aient lieu [26] [51] [60] [94]. Elles 
peuvent etre vues comme des signaux qu'il faut reussir a detecter au milieu de la sequence 
complete du gene. Ces signaux vont etre dermis de deux manieres; en eux-memes (carac-
teristiques propres du signal) et entre eux (relations entre les signaux). Dans le premier cas, 
les donnees disponibles sont les suivantes : 
- la longueur du signal (nombre de bases); 
- sa sequence. 
La definition de la sequence est bien plus complexe qu'il n'y parait. En effet, ces si-
gnaux ne sont pas des valeurs discretes, autrement dit chacun d'entre eux ne correspond 
pas a une sequence bien precise a chercher. Du au fonctionnement des spliceosomes et 
autres mecanismes d'epissage, il y a une certaine latitude dans la sequence qui pourra etre 
reconnue comme un signal. Au lieu d'un signal unique, il s'agit en realite d'une plage de 
signaux possibles. 
L'absence de sequence unique est traduite dans la litterature [110] par l'utilisation de 
pourcentages. Les chiffres fournis sont alors ceux de la probabilite d'apparition d'une base 
donnee en une position donnee de la sequence du signal. II y a done au maximum quatre 
probabilites pour chaque position, done 4n valeurs en tout (n etant longueur de la sequence 
du signal). Le signal recherche n'est done plus defini par une sequence a proprement parler, 
mais par un ensemble de caracteristiques au niveau des bases qui composent le signal. Dans 
la figure 1.6, seules sont disponibles les probabilites les plus significatives, e'est-a dire les 
bases les plus representees statistiquement a un emplacement donne. 
Lors de la recherche des signaux, il faudra done tenir compte des possibles variations 
inherentes a ces evenements biologiques. La premiere implication est qu'il est impossible 
de fournir des reponses binaires, telles que « nous avons un site 5' a tel index precis de tel 
gene ». Le defi sera de trouver une maniere de fournir un poids (score) pour chaque index 
(position dans la sequence du gene), qui represente de maniere juste la distance entre le 
signal recherche et la sous-sequence du gene commencant a 1'index donne et de longueur 
egale a celle du signal. 
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1.4.4 Relations entre signaux 
Une fois les signaux bien definis en eux-memes, il est possible de raffiner leurs carac-
teristiques en tenant compte de relations vis-a-vis d'autres signaux. La premiere chose qui 
vient en tete est la notion de distance, telle qu'indiquee dans la figure 1.6. Tout d'abord, 
pour que la mecanique d'epissage puisse fonctionner, il faut que les signaux composant la 
structure de l'extremite 3' des introns se trouvent dans certaines plages de distance les uns 
par rapport aux autres. Egalement, le nombre de bases entre les extremites de l'intron est 
important, dans le sens ou il est bien plus probable que cette distance soit un multiple de 3 
[96]. 
Dans le cas present, il y a done deux regies d'inference explicites; la distance entre les 
elements de l'extremite 3', et le cadre de lecture des deux extremites. Le fait que le point 
de branchement doive se situer en amont de la zone riche en pyrimidine, et elle-meme en 
amont du site d'epissage, pour que la structure 3' soit validee, constitue un ensemble de 
regies additionnelles. Cependant, celles-la pourront etre exprimees de facon implicite dans 
la formulation des regies explicites. 
Dans les deux cas, ces regies dependent des positions de certains signaux. Ce ne sont 
done pas des analyses qu'il est possible d'effectuer directement a partir de la sequence du 
gene. La recherche des signaux de base (extremite 5', point de branchement, etc) se fera 
done dans une premiere etape, et les verifications de relation entre les signaux se fera dans 
une deuxieme etape. 
Les sites d'epissage eux-memes ne sont pas les seules donnees a prendre en compte : 
d'autres elements ont un effet sur l'epissage alternatif. On peut citer par exemple les ele-
ments introniques auxiliaires [60], ou plus specifiquement les proteines SR [48]. II est pos-
sible d'obtenir des caracteristiques de base pour nombre de ces elements additionnels et ces 
caracteristiques pourraient etre utilisees pour affiner la detection d'un site ou la prediction 
d'un motif. 
De nombreuses autres regies de relations entre signaux pourraient etre utilisees, surtout 
si des signaux de types amplificateurs ou silenceurs sont recherches. Cependant, pour cette 
preuve de concept, nous nous limiterons a la structure de l'extremite 3' et la distance entre 
les extremites. 
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1.4.5 Multiples couches et modularity 
II faudrait egalement pouvoir offrir une grande evolutivite, en particulier afin de pou-
voir ainsi aj outer de nouveaux signaux a rechercher. L'approche presentee precedemment 
se prete bien a cet exercice, puisque cela permet de separer conceptuellement les fonc-
tionnalites du logiciel en de multiples « couches » successives. L'existence de ces couches 
devrait permettre facilement d'en ajouter, supprimer ou modifier une. 
Globalement, il s'agirait done au depart d'un logiciel de recherche de signaux sur un 
genome unique. Sa specificite viendrait de son approche a multiples couches pour ameliorer 
les predictions et offrir une bonne evolutivite et des possibilites d'extensions. 
Un autre element du cahier des charges est la vitesse d'execution. Certains logiciels 
existants en genetique ayant, comme indique precedemment, des temps de calcul tres longs, 
un critere important est la possibility de paralleliser les calculs afin de pouvoir en raccourcir 
l'execution. II faudra done tenir en compte cet aspect dans la conception du logiciel. 
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Chapitre 2 
Presentation de la problematique 
informatique 
2.1 Modelisation du probleme 
Nous avons maintenant un apercu de ce que nous devons rechercher, il nous reste a 
definir la maniere dont cette recherche est implantee. II n'est pas necessaire pour le moment 
de definir plus precisement les sequences que nous recherchons, nous y reviendrons au 
chapitre 4, lorsque nous decrirons l'adaptation de 1'infrastructure informatique au probleme 
biologique. Nous en savons assez pour connaitre les parametres et contraintes du projet, 
il faut a present trouver 1'architecture informatique la plus appropriee a la resolution du 
probleme. En pratique, cela va decouler de la modelisation de ce probleme, qui imposera 
egalement des contraintes supplementaires. 
Vu de tres haut comme une boite noire, le logiciel fonctionne idealement de la maniere 
suivante : 
— en entree, la sequence d'un gene humain; 
- en sortie, une ou plusieurs structures possibles du gene. 
Aux yeux de l'utilisateur, c'est cette vision qui prevaut. Cependant, comme nous l'avons 
indique au chapitre precedent, ce logiciel devra etre constitue de differentes couches, cha-
cune se servant des resultats des precedentes. 
L'approche par couches, c'est-a-dire differentes parties de code utilisant chacune les 
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resultats d'une ou plusieurs autre parties, encourage un developpement de type modulaire. 
Par exemple, la detection du site d'epissage 5' d'un intron serait un module, tout comme 
celle de la zone riche en pyrimidine. lis sont independants (aucun n'attend les resultats 
du traitement de l'autre), tout en faisant partie de la meme couche conceptuelle, c'est-a-
dire la recherche des caracteristiques d'un site directement dans la sequence (ce qui est la 
premiere etape). Dans ce cas, nous avons done deux modules qui correspondent a deux 
sous-ensembles distincts de la premiere couche de calcul, celle qui detecte les sites. 
Pour resumer, le logiciel contiendra done plusieurs de ces elements de calcul, qui eux-
memes ont le fonctionnement suivant: 
- dans le cas de la premiere couche : 
- en entree, la sequence du gene etudie, 
- en sortie, les resultats specifiques a cet element. 
- dans le cas des couches intermediaires : 
- en entree, les resultats de 1'etape precedente; 
- en sortie, les resultats specifiques a cet element. 
- dans le cas de la couche finale : 
- en entree, les resultats de l'etape precedente; 
- en sortie, les resultats finaux de l'execution, retournes a l'utilisateur. 
En plus des elements de calcul, il faudra une maniere de gerer 1'execution de ces ele-
ments. La modelisation la plus directe pour un tel fonctionnement est a deux niveaux. Au 
niveau le plus bas, nous avons ces elements; un ensemble de modules se chargeant des 
calculs correspondant a une couche. A un niveau superieur, nous devons avoir une gestion 
de l'execution et des dependances entre modules, en particulier de l'ordre dans lequel ils 
seront executes, e'est-a-dire un mecanisme d'ordonnancement. Cette partie-la est comple-
tement independante de la nature de la problematique; elle peut dont etre developpee de 
facon independante. 
La seule donnee dont aura reellement besoin la partie superieure (l'ordonnanceur) lors 
de son execution est celle des interactions et dependances entre les elements de calcul de la 
partie inferieure (les couches de calcul). En effet, que l'ordre des executions soit implicite 
dans le code du logiciel ou qu'il soit donne en entree a cote de la sequence analysee, cela 
reste une information necessaire qu'il faudra representee Egalement, chaque module de 
calcul doit obtenir explicitement ou implicitement 1'information sur le signal a chercher, 
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ou le traitement a effectuer, ou encore les parametres de n'importe quelle autre operation a 
faire. 
En resume, deux niveaux se degagent de ce logiciel. Le niveau inferieur est un en-
semble de modules conceptuellement et fonctionnellement separes, chacun se chargeant 
d'une tache precise. La premiere couche travaille sur la donnee en entree (sequence du 
gene), les autres sur des resultats des analyses des couches precedentes. Chaque module 
peut egalement avoir besoin de donnees supplementaires, explicites ou implicites. Le ni-
veau superieur se charge simplement de la gestion des dependances entre ces modules, 
c'est-a-dire du respect de l'ordre dans lequel ils doivent etre effectues. C'est egalement 
ce niveau qui se chargera concretement de lancer 1'execution des modules avec les bons 
parametres. Nous decrirons plus en detail le format utilise au chapitre 4. 
Un aspect important d'un logiciel modulaire concerne la facon dont les informations 
sont passees d'un module a l'autre. En effet, le passage d'information d'une partie du lo-
giciel a l'autre n'est pas cachee, et il faut definir la maniere dont cette information est 
representee arm qu'un module puisse consommer en entree les resultats d'un autre module. 
Lors du prototypage le format des donnees a volontairement ete laisse libre, afin de pouvoir 
facilement modifier la maniere dont fonctionnaient les differents modules et tester de nou-
velles approches. Par la suite le format s'est partiellement fige, mais seulement ce qui etait 
necessaire pour que l'ecrirure et le chargement des donnees se fassent le plus facilement 
possible. 
II est a noter que rien ne force le format des donnees entre les modules. La complexity 
de la gestion des donnees des differents modules est telle qu'il est bien plus realiste de 
laisser chaque module s'occuper de charger ses propres donnees et de les interpreter de 
la maniere appropriee. L'inconvenient de cette approche est que cela impose de reecrire 
pour chaque module le chargement, la verification et la gestion des donnees, mais ce point 
negatif n'est pas aussi penalisant qu'il ne semble au premier abord. En effet, differents 
modules pourront avoir besoin de donnees dans des formats tres differents, rendant de 
toute facon necessaire d'ecrire un chargeur specifique a chaque fois. Egalement, l'absence 
de format precis permet une grande liberte dans les types de taches a effectuer, qui se 
retrouvent completement autonomes dans la gestion de leur environnement. 
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2.2 Parallelisation 
Une des caracteristiques interessantes d'une architecture de ce type est que les modules 
sont fonctionnellement independants, a l'exception des dependances au niveau des donnees 
en entree. Les modules eux-memes ne sont pas paralleles, mais grace au fait qu'ils sont 
executes en meme temps sur differentes machines, les traitements qu'ils effectuent se font 
en parallele. II n'y a pas non plus de contrainte en ce qui concerne les donnees que ces 
modules consomment: differents modules effectuant differentes recherches sur differentes 
sequences peuvent etre lances en parallele, tant que les dependances de ces modules ont ete 
resolues et que leurs donnees sont disponibles. Done lorsque Ton considere l'application au 
complet, composee de multiples modules, cela ressemble a une architecture de type MIMD 
{Multiple Instruction Multiple Data). 
Cette possibilite de parallelisation depend du type et du nombre de dependances entre 
les differents modules; et les gains potentiels en rapidite d'obtention des resultats de-
pendent aussi des durees d'execution des differents modules. Dans le pire des cas, nous 
avons n modules, le premier dependant des donnees initiales, le dernier fournissant le re-
sultat final, et chacun dependant de celui qui le precede. Avec ce type d'arbre de depen-
dances completement lineaire, aucune parallelisation entre les modules n'est possible. De 
l'autre cote, dans le cas ou par exemple n/2 modules dependent des resultats des n/2 autres, 
mais que ni les premiers ni les seconds n'aient de dependances entre eux, les possibilites 
de parallelisation sont nettement plus interessantes. 
En plus de la parallelisation des modules, ou sous-ensembles d'execution, il est pos-
sible de paralleliser au niveau des donnees en entree. En effet, une sequence genetique est 
facilement subdivisable, et ces sous-sequences peuvent etre traitees separement. Une fois 
encore il y a des limites, en particulier en ce qui concerne le besoin d'avoir du chevau-
chement aux extremites des sous-sequences. La taille de ce chevauchement devra etre au 
minimum celle du plus long signal a chercher, afin de ne pas perdre d'information. II sera 
done necessaire ulterieurement de prevoir une etape de correlation des resultats, afin de 
supprimer les doublons des zones de chevauchement. La parallelisation au niveau des don-
nees est particulierement efficace dans le cas particulier cite ci-dessus; celui dans lequel 
l'arbre de dependances est completement lineaire. II suffit alors de decouper la sequence 
genetique, de lancer en parallele Pexecution de l'ensemble des etapes pour chacune des 
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sous-parties, puis de rassembler les resultats. 
Enfin, lorsque nous travaillons sur plusieurs genes differents, voire meme plusieurs 
chromosomes differents, il est possible de lancer les analyses de tous les genes en paral-
lele. Comme les correlations entre les resultats se font exclusivement a l'interieur des genes, 
ceux-ci sont completement independants entre eux, de meme que les chromosomes. II est 
done tres simple de profiter de cette absence de relation pour lancer un nombre arbitraire-
ment grand de traitements en parallele. 
II est done possible de paralleliser 1'execution de la prediction de trois manieres diffe-
rentes : 
- par le code, en executant les modules independants de maniere simultanee; 
- par les donnees, en subdivisant un gene et en executant en parallele les recherches 
sur les sous-sequences; 
- par les donnees encore, en executant les recherches sur plusieurs genes en parallele. 
Etant donnee Parchitecture du logiciel et la separation existante entre l'ordonnanceur, 
qui se charge des dependances entre modules, et de la partie inferieure qui contient tous 
les calculs, il est plus simple d'effectuer au depart une parallelisation entre les modules. 
L'ordonnanceur peut simplement demander 1'execution a distance via une infrastructure de 
parallelisation, et gerer les differentes completions au fur et a mesure. 
La piste de la parallelisation par les donnees en subdivisant les genes a cependant ete 
evaluee aussi, puis abandonnee. En effet, le temps d'execution d'une recherche sur un gene 
moyen est tres court, et le surcout (overhead) d'execution a distance, de lancement du 
programme, etc font que si l'on subdivise un gene le gain de performance est en fait tres 
limite. Par ailleurs cela necessite de rassembler tous les resultats a Tissue des recherches, ce 
qui finalement rend la subdivision plus couteuse que la simple recherche sans subdivision. 
Nous reviendrons sur ce sujet dans le chapitre 5. 
2.3 Choix de 1'infrastructure 
En ce qui concerne les infrastructures de calcul parallele, nous avons l'embarras du 
choix [22]. Des plus simples gestionnaires de ressources du type de PBS/OpenPBS [9] ou 
de son successeur Torque [86], jusqu'aux enormes middlewares comme le Sun Grid Engine 
[14] ou bien les infrastructures de type Globus [2], il y en a pour tous les gouts. II est done 
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necessaire de defmir correctement les besoins du logiciel, et de decider en fonction de ces 
besoins. 
Tout d'abord, selon les experiences que nous avons des conditions d'utilisation poten-
tielles d'un tel logiciel, son emplacement le plus probable serait sur un petit cluster de 
quelques machines installe dans un bureau, et non pas sur de multiples WANs intercon-
nected et repartis dans le monde entier. Les solutions de type grid, etant orientees vers des 
infrastructures plus massives, sont done a eliminer. 
Plusieurs approches existent pour le passage de messages ou la memoire partagee entre 
processeurs ou machines distinctes. Les plus courantes [47] sont OpenMP [8], PVM [13] 
et la famille MPI [5] [7] [6]. Cependant, comme nos modules sont fonctionnellement in-
dependants, nous n'avons pas d'interet a avoir des mecanismes raffmes de communication 
entre eux, ni de memoire partagee. II faut simplement une maniere de lancer les processus 
a distance sur les machines de calcul, et des mecanismes pour leur fournir les donnees et 
recuperer les resultats. 
Une possibilite, dans ce cas, serait openMosix [101]. Ce gestionnaire presente l'avan-
tage de ne presque pas necessiter de s'occuper de l'execution a distance, puisque cela se 
fait de maniere automatique et transparente. Cependant, e'est une extension au noyau Li-
nux qui evolue lentement, et au moment d'ecrire ce memoire qui n'a pas vu de nouvelle 
version stable depuis plus de deux ans, et dont le developpement a ete officiellement arrete 
en 2007. Tout cela represente une serieuse reserve a l'utilisation d'openMosix. II semble 
que OpenSSI [10] puisse lui servir de remplacement, cependant ce logiciel n'existait pas 
lors des etudes prealables a ce travail. 
Par ailleurs, et bien qu'il existe de nombreuses autres possibilites, 1'infrastructure paral-
lele la plus courante pour ce genre de petites grappes semble nettement etre PBS ou Torque 
(parfois supplemented par une distribution MPI). II se trouve que ce type de fonctionnement 
correspond parfaitement a la conception du logiciel telle que decrite precedemment, et a ce 
dont nous avons besoin. En effet, PBS et Torque sont de simples gestionnaires de ressources 
sur un reseau, permettant l'execution distante, la mise en attente de taches, etc. Cela per-
met egalement la plus grande souplesse en ce qui concerne les modules de calcul, puisqu'ils 
n'ont pas a etre specialement ecrits en tenant compte de bibliotheques specifiques, ou de 
1'infrastructure parallele. Cela pourra meme permettre l'utilisation de logiciels externes en 
tant que modules, ce qui va dans le sens de l'evolutivite. Pour ces differentes raisons, le 
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choix final s'est porte sur l'utilisation de Torque comme gestionnaire de ressources. 
2.4 Choix du langage 
Un des autres avantages de Torque est qu'il existe des liens avec de multiples langages. 
Des projets existants fournissent des modules Perl, Python, Java, etc. Cela permet de choisir 
le mieux adapte a la problematique presente, sans etre limite par un support restreint au 
niveau de 1'architecture. C'est un element important, car le choix du langage influencera de 
nombreux aspects de la conception et du developpement de cette architecture. 
La premiere contrainte dans ce choix nous semble etre 1'existence d'une base installee 
de developpeurs et d'utilisateurs du langage au sein de la communaute bio-informatique. 
Par exemple, Wikipedia en fournit une assez longue liste [107], tout comme d'autres sites 
divers [59] [81]. II en ressort que les principaux langages utilises sont en petit nombre, 
et qu'ils sont assez previsibles : C/C++, Java, Perl et Python. En choisissant un de ces 
languages, d'autres personnes pourront l'ameliorer ou l'adapter a leurs besoins. Dans le cas 
d'un langage plus exotique, il est probable qu'elles s'orienteront vers d'autres architectures 
avec lesquelles elles sont plus familieres et done plus rapidement operationnelles. 
Par ailleurs, des contraintes supplementaires ont ete imposees, liees entre autres a l'en-
vironnement de developpement: 
- outils de developpement disponibles librement; 
- outils multi-plateformes : Linux / Unix, mais aussi Windows; 
- facilites de prototypage et de debogage; 
- clarte et facilite de relecture et modifications. 
Apres reflexion, le langage choisi fut Python. Ses avantages sont nombreux, et parmi 
ceux-la on retrouve tous les criteres de selection. Python est un langage moderne, puissant, 
et qui a comme traits marquants la lisibilite et la fluidite de sa syntaxe. Ce sont des avan-
tages majeurs, dans l'optique de la maintenance et de revolution du logiciel aux mains 
d'une autre personne. Ces qualites n'etant pas passees inapercues, Python est de plus en 
plus utilise dans le monde de la biologie, comme en temoigne le projet Biopython [99]. 
Egalement, un excellent et repute tutoriel Python pour les biologistes est librement dispo-
nible [91.]. Ensuite, de tres bons outils de developpement sont disponibles sur de multiples 
plateformes, dont Linux/Unix et Windows. Finalement, Python est un langage interprete 
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qui dispose de sa propre ligne de commande, ce qui permet de valider tres rapidement des 
petits morceaux de code et de prototyper de facon tres efficace. Etant interprete son execu-
tion n'est pas la plus rapide, mais les resultats montrent que c'est amplement suffisant pour 
ce projet. 
Face a Python, les autres langages souffraient de limitations diverses. Le C et le C++ 
ont comme avantage majeur leur rapidite d'execution. Cependant C ne facilite pas le travail 
sur les chaines de caracteres, qui sont la representation informatique de base de sequences 
genetiques. C++ est plus efficace a cet egard, mais reste en retrait de Python au niveau de 
la facilite et de l'expressivite. Le prototypage et le debogage sont plus difficiles qu'avec 
Python, et les codes sont moins lisibles. C et de moindre maniere C++ sont de trop bas 
niveau pour ce projet, et leurs avantages ne pourraient pas etre exploites. 
Quand a Perl, il s'agissait au depart d'un language specifique a une application (ASL, 
Application Specific Language), qui est le travail sur les chaines de caracteres. Son point 
fort est un moteur d'expressions regulieres tres sophistique. Cependant, comme nous le 
verrons dans le chapitre 4, les signaux que nous recherchons ne sont pas dermis comme des 
chaines de caracteres, mais comme des probabilites de presence d'une base a une position 
donnee, et cela se traduit difficilement en expressions regulieres. De plus, les expressions 
regulieres nous renvoient un resultat binaire (la chaine est trouvee ou non), alors que nous 
souhaitons obtenir une probability. II eut ete certainement possible d'ecrire cela en Perl, 
mais sans 1'avantage des expressions regulieres Perl n'a plus grand interet face a d'autres 
langages. Enfin, notre avis personnel est que nous trouvons les codes ecrits en Perl peu 
lisibles et elegants. 
D'autres langages auraient pu encore etre choisis, parmi lesquels Java est le plus connu. 
II est de plus en plus utilise dans le monde de la bio-informatique, et suffisamment repandu 
pour que la reprise d'un projet ne soit pas un probleme. Mais Java est plus lourd que Python, 
a la fois syntaxiquement et en terme de ressources necessaires, et il n'offre pas l'aspect de 
prototypage extremement aise de Python. 
II est a noter que la separation du projet en deux parties, l'ordonnanceur et les mo-
dules de calcul, permettrait d'utiliser de multiples langages de programmation. En effet, 
l'ordonnanceur est ecrit dans un langage donne, mais les modules de calcul peuvent etre 
ecrits dans n'importe quel langage, compile ou interprete, tant que nous disposons d'une 
maniere de les executer sur une machine distante. Les modules eux-memes peuvent etre 
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ecrits dans differents langages, tant que le format de passage de donnees entre les modules 
est connu est peut etre relu par la suite. Cela permet d'associer a chaque tache un langage 
qui lui est particulierement bien adapte, ce qui permettrait peut-etre d'augmenter encore 
les performances de calcul. Cependant, dans notre cas pour maintenir une certaine cohe-
rence, nous avons choisi d'ecrire l'ordonnanceur et les modules dans le meme langage de 
programmation. 
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Chapitre 3 
Conception et implantation de 
F infrastructure 
La conception du logiciel telle que vue precedemment se scinde en deux parties. La 
premiere, l'ordonnanceur, est completement independante de la nature de la tache effec-
tuee. La seconde partie correspond a un ensemble de modules ou petits programmes, aux 
fonctionnalites distinctes, dont l'execution dans un ordre donne fournit le resultat final. 
L'ordonnanceur est l'aspect le plus important de 1'infrastructure d'execution parallele. 
Nous decrivons la conception et le fonctionnement de cette infrastructure dans ce chapitre. 
La description de Pautre partie, celle des modules de recherche, est faite au chapitre 4. 
3.1 Bibliotheques et interfaces 
Le role de 1'infrastructure est done d'executer successivement les modules de calcul, 
dans Pordre souhaite par l'ordonnanceur, et dans la mesure du possible de paralleliser ces 
executions. II s'agit done d'un planificateur ayant la capacite de gerer des dependances 
entre les taches. Comme il est souhaitable de paralleliser l'execution des modules pour 
ameliorer les performances, ce planificateur doit s'appuyer sur une infrastructure parallele, 
en Poccurence Torque. 
Comme indique au chapitre precedent, PBS / OpenPBS / Torque [86] dispose d'un mo-
dule Python, developpe independamment, qui fournit une interface (binding) aux biblio-
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theques de PBS. II s'appelle PBSPython, et est disponible gratuitement [98]. II permet 
d'acceder de maniere transparente, a partir d'un programme ecrit en Python, aux fonc-
tionnalites offertes par PBS, et se charge de toutes les conversions necessaires entre les 
representations de donnees des objets Python et celles des structures C de la bibliotheque 
sous-jacente. 
En plus de sa bibliotheque normale, telle que decrite dans le guide de Putilisateur de 
Torque [87], cette infrastructure offre la possibilite d'interfacer des planificateurs externes 
pour un controle plus fin des ressources, au travers d'une API (interface de programma-
tion, Application Programming Interface) specifique. Malheureusement, l'interface Python 
(PBS_Python) ne supporte pas cette fonctionnalite; il faut done se contenter de la biblio-
theque utilisateur. Par ailleurs, l'interface a l'intention des planificateurs n'etant pas docu-
mented, cela rend impossible le developpement d'une nouvelle interface Python dans le 
cadre de ce projet. II faut done passer outre, et se debrouiller avec les fonctions connues 
et documentees. Cela est possible moyennant certains compromis, comme 1'impossibility 
d'etre prevenu de la completion d'une tache. II faut done surveiller a intervalle regulier 
l'etat des executions afin d'obtenir cette information, en utilisant une strategie d'attente 
active (polling). 
Bien qu'a present des projets avances existent pour faciliter la tache des bioinforma-
ticiens en Python, comme Biopython [99], ce programme a ete concu avec un minimum 
de dependances. En effet, lors des premieres etapes de developpement ces outils n'exis-
taient pas encore ou etaient en version de developpement, et n'avaient done pas pu etre 
considered. Par ailleurs, tous ces outils, bien que tres puissants, necessitent une periode 
d'apprentissage qui peut etre longue, et cela aurait ete delicat a faire plus tardivement dans 
le projet. Certaines fonctionnalites ont done ete reecrites de maniere tres simple. II est a 
noter que grace a la souplesse et la lisibilite de Python, il serait tout a fait imaginable de 
modifier ce logiciel afin d'utiliser des outils plus avances. 
3.2 Specification des dependances entre taches 
La principale donnee que l'utilisateur aura a fournir au planificateur etant 1'information 
des dependances entre les modules, il est tres important que la maniere de les definir soit 
claire et facile a manipuler, a la fois pour l'utilisateur et pour le programme. Dans la tra-
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dition des fichiers de configuration Unix, la facon la plus simple de faire est d'analyser un 
fichier contenant du texte dans un format particulier. 
De facon tres simple, il est possible de representer toutes les taches et leurs dependances 
par un graphe. A chaque tache correspond un nceud du graphe, et les aretes represented 
les relations de dependance. Ces aretes doivent necessairement etre orientees, puisque qu'il 
est impossible d'executer simultanement deux taches qui dependent mutuellement des re-
sultats de 1'autre. (En fait c'est possible si les taches communiquent entre elles lors de leur 
execution, mais ce n'est pas le cas dans le cadre de ce projet.) Par extension, le graphe 
ne doit pas contenir de cycle, ce qui empecherait de la meme facon 1'execution d'un en-
semble de taches. II est en revanche possible de representer des noeuds non accessibles via 
des aretes du graphe, qui sont des travaux ne dependant d'aucun resultat. Finalement, la 
representation est logiquement celle d'un graphe oriente acyclique. 
Dans des cas semblables, avec des besoins semblables, d'autres projets sont arrives au 
meme resultat. DAGMan [38], le gestionnaire de dependances de 1'infrastructure de grid 
Condor [37], remplit un role tres similaire, bien que plus etendu que celui defmi pour ce 
projet. De nombreuses idees de DAGMan se retrouvent ici. Cependant comme nous ne 
nous servons pas de Condor et que DAGMan est tres lie au mode de fonctionnement de 
Condor, nous avons prefere implanter a nouveau un gestionnaire de dependances, plutot 
que d'extraire le code de DAGMan et de tenter de le porter par-dessus Torque. 
Tout comme DAGMan, le planificateur prend done en entree la definition d'un graphe 
oriente acyclique, pour connaitre l'ordre d'execution des taches et leurs dependances res-
pectives. A cause de cela, le nom choisi devait commencer par DAG, finalement il s'appelle 
DAGobert. 
De maniere elementaire, DAGMan et DAGobert effectuent le meme travail: se servir 
du graphe oriente acyclique pour determiner quelles taches sont executables. Au demarrage 
du logiciel, cela se traduit par la recherche de taches ne possedant pas de parents, et etant 
done pretes a s'executer. Par la suite, lorsqu'une tache se termine les autres taches qui en 
dependent sont verifiees, et si toutes les dependances de Tune d'elles sont resolues cette 
nouvelle tache est executee a son tour. DAGobert s'arrete a ce stade, et laisse a Torque le 
soin de s'occuper de la gestion de ressources et de l'execution a distance. DAGMan or-
donne les taches de maniere plus poussee, s'occupe de la gestion des journaux d'execution 
(logs) et d'autres taches de gestion. Par ailleurs, chaque nceud (e'est-a-dire chaque tache 
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dans le graphe de DAGMan) est lui-meme represente par un fichier d'un format speci-
fique, qui peut definir plusieurs sous-taches. Les differentes sous-taches du noeud peuvent 
egalement etre executees de maniere parallele, avec la garantie que toutes ces sous-taches 
seront ordonnancees sur une meme grappe (Condor peut en contenir plusieurs, et execu-
ter differents noeuds sur differentes grappes). DAGobert considerant chaque noeud comme 
un simple executable, des sous-taches peuvent etre partiellement simulees au travers d'un 
script shell appelant plusieurs executables. Cependant ces sous-taches s'executeront alors 
sur la meme machine, sans possibilite de parallelisation au travers de DAGobert. 
De plus, DAGMan supporte des fonctionnalites plus avancees, comme la possibilite de 
re-executer un travail lorsque la machine sur laquelle il s'executait brise, un mecanisme de 
priorites, l'annulation forcee d'une tache, un nombre maximum de taches en execution a 
n'importe quel moment, etc. Petite particularite ultime, DAGMan s'execute lui-meme en 
tant que tache de Condor. 
D'autres projets ont tente de resoudre le meme probleme de maniere sensiblement dif-
ferente, comme par exemple Pegasus [80], qui se specialise dans l'analyse de flots d'execu-
tion et leur parallelisation sur une grille informatique (grid). Cela se sirue a un niveau plus 
eleve. En fait Pegasus genere des definitions de graphes qui seront utilisees par DAGMan. 
L'approche choisie est tres interessante, bien que nettement plus complexe [39]. Dans le 
cas de Pegasus, les travaux sont definis comme un fiot de travail abstrait decrit dans un 
ensemble de documents XML. Ce Hot de travail est ensuite analyse en fonction des taches 
a effectuer et des ressources disponibles, pour obtenir une partition specifique a une execu-
tion. Cette partition est alors passe a un meta-ordonnanceur, DAGMan par exemple, qui se 
chargera d'executer les taches en respectant la partition. II s'agit d'un niveau de raffinement 
et de complexite qui n'etait pas justifie dans ce projet, alors l'approche de Pegasus n'a pas 
ete retenue. 
Le modele general de fonctionnement de Pegasus est presente dans la figure 3.1. Les 
differents elements presentes comme sources a Pegasus indiquent que ce dernier peut ob-
tenir ses donnees a partir de portails Web (Portals), de scripts ou encore de logiciels qui 
generent automatiquement les donnees necessaires. Parmi ces derniers sont cites le lan-
guage VDL, et les logiciels Wings, Kepler et Triana. VDL (pour Virtual Data Language) 
est un language de modelisation de not de donnees, qui fait partie du Virtual Data Toolkit 
(VDT) [49], une infrastructure de grappe. Wings [79] et Kepler [76] sont des logiciels de 
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creation et de modelisation de flots de donnees sur une grappe ou une grille, et Triana [97] 
est une boite a outils pour grilles, dont un module a la possibilite de generer des fichiers 
d'entree pour Pegasus. 
La syntaxe choisie pour le fichier de dependances est tres simple, et assez proche de 
celle de DAGMan. Chaque ligne est traitee individuellement par l'analyseur, dans l'ordre 
d'apparition. Toute reference qui ne correspondrait pas a un nom de tache provoque done 
une erreur, dans la version actuelle de l'analyseur. Les lignes acceptees commencent par 
les mot-clefs presentes dans le tableau 3.1 decrivant la syntaxe des fichiers de configuration 
de DAGobert. Tout mot-clef reconnu doit etre present en premier sur la ligne, precede ou 
non de caracteres non-imprimables, et doit etre suivi du ou des parametres correspondant 
a ce mot-clef. La grammaire correspondante, au format EBNF [105][4], est presentee dans 
le listing 3.1. 
Mot-clef 
jobname 
job_contact 
jobdescr 
workdir 
log file 
task 
depend 
Contenu de la ligne 
Nom global rattache a cette execution 
Nom et/ou coordonnees du proprietaire du travail 
Description du travail 
Repertoire dans lequel seront crees les fichiers de resultats, etc. 
Nom du fichier de journalisation 
Nom de la tache puis nom du fichier executable 
taches executees en premier < taches dependant des precedentes 
tableau 3.1 - Syntaxe des fichiers de configuration de DAGobert 
Dans le cas d'une ligne ne debutant pas par un mot-clef ou contenant une erreur detec-
table, la ligne est silencieusement ignoree, et le reste du fichier est analyse. Cette syntaxe de 
fichier de configuration est suffisante pour couvrir les besoins du planificateur actuel, et elle 
permet toute latitude dans la definition du graphe de dependances. Par exemple, la figure 
3.2 fournit un exemple de graphe oriente acyclique, et le fichier de configuration corres-
pondant est donne dans le listing 3.2. II est compose de trois zones distinctes. La premiere 
contient les informations generates, comme le repertoire de travail. Dans la deuxieme partie 
(les lignes «task »), chaque ligne fait corresponds un nom (ici simplement un chiffre) a un 
fichier executable. L'interet de travailler avec des taches nominees, plutot que de conserver 
les noms de fichiers, se trouve dans la troisieme partie (les lignes « depend »). Ici, toutes 
les taches dont le nom precede le symbole « < » doivent avoir fini de s'executer avant de 
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figure 3.1 - Modele de fonctionnement de Pegasus. 
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c o n f i g u r a t i o n : : = 
d e s c r i p t i o n s : : = 
d e s c r i p t i o n : : = 
t a c h e s : : = 
t ache : : = 
d e p e n d a n c e s : : = 
dependance : : = 
commenta i res : : = 
commentaire : : = 
n o m s t a c h e s : : = 
FDL:: = 
c l e f :: = 
t a c h e c l e f : : = 
d e p c l e f : : = 
dep_symbole : : = 
comm symbole :: = 
{commenta i res} , d e s c r i p t i o n s , t a c h e s , dependances ; 
{ d e s c r i p t i o n } ; 
c l e f , d e s c c h a m p , {commenta i re} , FDL ; 
t ache , { t a c h e } ; 
t a c h e c l e f , nom tache , f i c h i e r t a c h e , {commenta i re} , FDL ; 
{dependance} ; 
dep c le f , noms taches , dep symbole , noms taches , {commenta i re} , 
FDL ; 
{commenta i re} ; 
comm symbole , * , FDL ; 
n o m t a c h e , { n o m t a c h e } ; 
' \ n ' , { ' \ n ' } ; 
' j o b n a m e ' | ' j o b c o n t a c t ' | ' j o b d e s c r ' | 'work d i r ' | ' l o g f i l e ' ; 
' t a s k ' ; 
'depend ' ; 
'<' ; 
'#' ; 
listing 3.1 - Grammaire des fichiers de configuration de DAGobert 
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# Exemple 
job name 
de f 
j o b c o n t a c t 
j o b d e s c r 
w o r k d i r 
l og f i l e 
t ask 
t a s k 
task 
t a sk 
t a sk 
task 
task 
t a sk 
depend 
depend 
depend 
depend 
depend 
2 
3 
5 
7 
8 
9 
10 
11 
5 7 
3 7 
11 
8 
3 11 
i c h i e r de c o n f i g u r a t i o n de DAGobert. 
DAGoberthe 
"Wile E. Coyo te , ACME Corp" 
" I m p l e m e n t a t i o n du graphe d i r i g e a c y c l i q u e " 
/ h o m e / j e f f / P ro j e t / source / d a g o b e r t 
d a g o b e r t h e . log 
2 . sh 
3 . sh 
5.sh 
7 .sh 
8.sh 
9.sh 
10.sh 
11. sh 
< 11 
< 8 
< 2 9 
< 9 
< 10 
listing 3.2 - Exemple de fichier de configuration de DAGobert 
lancer celles dont le nom suit le symbole. 
figure 3.2 - Exemple de graphe oriente acyclique. 
3.3 Gestion des dependances 
Lors du chargement du fichier de definition du graphe, DAGobert tient un decompte 
du nombre de dependances ascendantes que chaque tache possede, c'est-a-dire du nombre 
d'autres taches devant etre executees au prealable. Cela permet de detecter facilement les 
noeuds non accessibles, c'est-a-dire les taches ne possedant aucune dependance ascendante 
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et done directement executables. Ces taches seront choisies comme sommets du graphe, et 
les executions commenceront par celles-la. 
DAGobert se sert de ces informations pour controler l'ordre d'execution des taches. II 
effectue une analyse syntaxique lors du chargement du fichier, puis il verifie si le graphe est 
bien acyclique, afin d'eviter les problemes ulterieurs. Pour ce faire, il effectue une execution 
simulee, qui fonctionne de la meme facon que 1'execution reelle, a la difference pres que 
les taches ne sont pas concretement executees mais que nous supposons qu'elles terminent 
instantanement et avec succes. Cela correspond a un parcours du graphe en largeur : tous 
les sommets (taches sans dependance ascendante) sont executes, puis a chaque iteration les 
noeuds dont toutes les dependances ascendantes ont deja ete visitees sont executes a leur 
tour. Ce parcours en largeur permet de verifier que toutes les taches sont bien accessibles, 
et que toutes les dependances peuvent eventuellement etre resolues. De cette facon, tout 
cycle dans le graphe empecherait un ensemble de nceuds d'etre visites, et peut ainsi etre 
detecte. 
Lors de l'execution reelle, ces premieres taches sont soumises a la queue d'execution 
de Torque, puis le contenu de celle-ci est lu a intervalle regulier pour detecter la disparition 
de l'une d'entre elles, ce qui indique que son execution s'est terminee. Lorsque e'est le 
cas, toutes les taches qui dependent de celle qui vient de se terminer voient diminuer leur 
decompte de dependances ascendantes. Enfin, la liste des taches est parcourue pour detecter 
de nouvelles taches qui ne seraient ni en cours d'execution, ni terminees, et dont toutes 
les dependances auraient ete satisfaites. Ces nouvelles candidates a l'execution sont alors 
rajoutees dans la queue de Torque, puis DAGobert recommence a interroger regulierement 
la queue. 
Un aspect des planificateurs classiques n'est pas developpe dans DAGobert: il ne tient 
absolument pas compte de la machine sur laquelle va s'executer une tache. De nombreux 
algorithmes existent, mais pour plusieurs raisons il etait difficile ou peu realiste de faire cela 
ici. Tout d'abord, DAGobert n'a pas de controle sur l'execution elle-meme ; il se contente 
de soumettre les travaux a la queue de Torque, qui va se charger de gerer les ressources. Cela 
rend done difficile, voire impossible, certaines optimisations. Par exemple, il est impossible 
de reduire le trafic sur le reseau (et de gagner du temps), en executant une tache sur la 
meme machine que celle dont elle dependait, afin que les donnees soient deja presentes 
sur le disque local, puisque DAGobert n'a aucun controle sur le choix de la machine sur 
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laquelle s'executera la tache. 
De plus, Torque, dans la version utilisee pour ce projet, ne fournit pas la possibilite de 
renvoyer la valeur de retour d'une tache a notre infrastructure. II s'agit d'une limitation 
importante, parce que nous ne pouvons pas savoir de maniere directe si un travail s'est 
correctement complete. Cela aurait permis de prendre des decisions en fonction des resul-
tats d'une tache, comme par exemple stopper l'execution du travail, ou encore n'executer 
certaines taches qu'en cas de succes ou d'echec. II est possible de passer outre cela de ma-
niere assez complexe, en appellant la tache a partir d'un script pour pouvoir inserer dans 
la sortie standard de la tache un marqueur (une petite chaine de caracteres specifique) qui 
indique la valeur de retour. DAGobert pourrait alors parcourir la sortie standard a la suite 
de la completion de chaque tache, et recuperer ainsi la valeur de retour. Comme ce projet 
n'a pas fondamentalement besoin de cette fonctionnalite, et que le cout de traitement d'un 
tel mecanisme serait certainement non-negligeable, il a ete choisi de ne pas alourdir le code 
en l'implantant. 
Par ailleurs, la flexibilite d'une architecture minimaliste comme celle-la permet beau-
coup de liberte dans les taches qui seront executees. Leurs temps de traitement peuvent 
done varier enormement, ce qui limite l'effet de certaines categories d'optimisation. Par 
exemple, il est impossible de prevoir la fin de l'excecution d'une tache dans le but de faire 
parvenir a l'avance sur la machine les donnees necessaires a la tache suivante. De plus, 
l'ordonnanceur ne peut pas faire de planification a moyen terme, et doit se contenter d'exe-
cuter les taches dans leur ordre d'arrivee. Pour pouvoir avoir une vision a plus long terme, 
il faudrait avoir un moyen d'obtenir des statistiques sur la duree d'execution des taches en 
fonction des parametres en entree, et conserver cette information d'une execution a l'autre. 
Mais cela suppose que les taches ont un comportement previsible, et qu'a partir de ca-
racteristiques de leurs parametres (par exemple la longueur d'une sequence genetique a 
analyser) il est possible de modeliser l'execution de la tache. Or tellement de parametres 
influencent la duree d'execution d'un programme qu'il est improbable de pouvoir effectuer 
cette modelisation de maniere simple. 
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Chapitre 4 
Adaptation a la problematique 
biologique 
4.1 Modules et interdependances 
Comme nous l'avons vu aux chapitres 2 et 3, le logiciel se compose de deux grandes 
parties : 1'infrastructure, dont le composant principal est l'ordonnanceur, decrite au chapitre 
3, et l'ensemble de modules effectuant la recherche de signaux dans la sequence du gene. 
Ce chapitre decrit le fonctionnement de ces modules. 
4.1.1 Architecture generate 
Au chapitre 1, nous avons vu les differents signaux que nous devons rechercher. Prin-
cipalement, il s'agit du seul signal de l'extremite 5' des introns, et du triple signal de l'ex-
tremite 3'. Pour cette derniere, une fois de bons resultats trouves pour chacun des trois 
signaux, il faut les correler, c'est-a-dire verifier les liens entre eux, en particulier la dis-
tance qui les separe. Le fonctionnement de la recherche est done decompose en deux par-
ties : la recherche des signaux, et la recherche de relations entre les signaux trouves. Cela 
correspond parfaitement a la conception en couches presentee precedemment. De plus, la 
separation en couches conceptuellement independantes est simple, grace a la nature meme 
des calculs a effectuer. 
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figure 4.1 - Architecture generate de la recherche de signaux. 
Dans la version des logiciels accompagnant ce memoire, l'architecture generale des mo-
dules peut etre representee par la figure 4.1. Chaque rectangle arrondi represente concep-
tuellement un module, et les fleches pleines representent les liens de dependance entre les 
modules. Nous verrons le role des differents modules au cours de ce chapitre. Cette archi-
tecture est directement tiree des donnees de base sur les sites d'epissage et leurs relations, 
comme presente au chapitre 1, et en particulier a la figure 1.6. Les quatre premiers modules 
recherchent les signaux de base, c'est-a-dire : 
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- le site de l'extremite 5' de l'intron (« Detection 5' »); 
- la structure de l'extremite 3' de l'intron : 
- le point de branchement (« Detection BP »); 
- la zone riche en pyrimidine (« Polypyrimidine »); 
- le point d'epissage de l'extremite 3' (« Detection SS »). 
Les modules suivants se chargent de correler les resultats de ces premiers modules; leurs 
roles sont decrits un peu plus loin dans ce chapitre. 
Pour des raisons de simplicity, les fonctionnalites de ces differents modules n'ont pas 
exactement ete decoupees de cette fa9on dans le code. Tout d'abord, a cause de la quantite 
de code de gestion en commun, les differents modules font partie d'un meme programme, 
appelle Splicesearch, qui selon les parametres que Ton lui passe effectue le traitement 
correspondant a la fonctionnalite demandee. Les parametres de Splicesearch sont fournis 
dans le listing 4.1. 
Les principales options sont celles concernant le type de travail a effectuer, et celles 
permettant de limiter la quantite de resultats generes. Ces dernieres seront vues plus loin 
dans le chapitre. Les premieres correspondent directement aux modules de l'architecture : 
- « Detection 5' » : 5H et 5L; 
- la structure de l'extremite 3' de l'intron : 
- « Detection BP » : BH et BL; 
- « Polypyrimidine » : PYR; 
- « Detection SS » : 3H et 3L. 
Pour plusieurs signaux, il y a deux modules differents. En realite il s'agit du meme 
module, mais pour lequel la definition du signal a rechercher est legerement differente. La 
raison reside dans la nature du gene etudie. De maniere generate, les genes peuvent etre 
classes en deux categories, selon leur pourcentage de liaisons AT et CG. Cette informa-
tion est importante parce que les deux types de liens n'ont pas les memes caracteristiques 
chimiques et moleculaires, et cela influence la maniere dont les reactions chimiques ont 
lieu. Comme Pepissage est fondamentalement un ensemble de reactions chimiques, les 
deux types de genes presentent des caracteristiques legerement differentes pour leurs sites 
d'epissage. 
Ces deux types de genes s'appellent high-CG isochore (comportant plus de liaisons CG 
que AT) et low-CG isochore (comportant moins de liaisons CG que AT). Ne sachant pas 
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d'avance quel type de gene le logiciel aura a traiter, les deux definitions des signaux sont 
incluses. Par exemple pour le site 5', le module «5H» effectue la recherche en utilisant la 
definition high-CG du site, et le module «5L» en utilisant la definition low-CG. 
A cela il faut ajouter « Distances 3' », sous le nom 3DIST, et le module de verification, 
sous le nom COMP (pour comparaison). 3DIST utilise les resultats des recherches des trois 
signaux de 1'extremite 3', verifie les distances et genere des triplets potentiels. 3DIST ne 
prend qu'un seul fichier en entree, il faut done utiliser un petit outil externe, appelle « 
Splicemerge », qui prend les resultats des recherches des signaux 3' et les ecrit dans un 
fichier, qui pourra etre charge par 3DIST. 
COMP extrait de la sequence d'origine du gene la position des sites d'epissage connus, 
et compare ces positions avec les resultats obtenus. Cela permet de voir rapidement si tous 
les sites ont ete trouves. 
Le module GRAPH permet juste de generer, pour les resultats des modules de recherche 
de signaux (e'est-a-dire 5H 5L BH BL PYR 3H 3L seulement), une sortie a un format per-
mettant facilement de generer un graphique avec le logiciel GNUplot [100]. En effet, le 
format d'echange de donnees entre modules tel qu'implante ne permet pas d'obtenir cette 
information facilement. Ce n'est done pas un module de calcul en tant que tel, juste une 
facilite qui permet d'exporter les resultats des recherches dans un format plus facilement 
exploitable. C'est aussi un tres bon exemple d'un module qui sert de pont entre deux for-
mats de donnees. Cela pourra etre necessaire a l'avenir, si un autre developpeur souhaite 
integrer un logiciel qui attend ses donnees dans un format particulier. 
Dans les options presentees par le listing 4.1, les modules sont appelles passes, pour des 
raisons historiques. Le code de passe permet de choisir le type de module que Ton souhaite 
executer. Dans la liste on retrouve tous les modules presentes precedemment. Les options 
de seuil {—cutoff) et du nombre maximal de resultats a retourner {-max) sont des parametres 
permettant d'accelerer le traitement, en travaillant sur un volume de donnees intermediaires 
moins important. Nous voyons plus loin dans ce chapitre quel sont lews roles. 
4.1.2 Couche de detection 
La premiere couche est celle qui va s'occuper de la detection des signaux. Elle se de-
compose en quatre modules, un par signal recherche, plus les variantes high- et low-CG 
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# . / s p l i c e s e a r c h . p y — vh 
| SPLICESEARCH | v0 .20 
( c ) 2008 JF Le F i l l a t r e 
Usage : 
s p l i c e s e a r c h . p y [ o p t i o n s ] [ < i n p u t f i l e name>] 
Pass Codes: 
—p | — p a s s = < p a s s code> 
Valid pass codes a r e : 3H 5H BH 3L 5L BL PYR 3DIST GRAPH COMP 
Pass —spec i f i c O p t i o n s : 
—c <cu to f f > | — c u t o f f = < c u t o f f > Cutoff score value , for the g e n e r a t o r s . 
-m < # r e s u l t s > | — m a x = < # r e s u l t s > Return only the top n r e s u l t s . 
Genera l Opt ions : 
—h | — h e l p Disp lay t h i s message . 
—v | — v e r b o s e Be ve rbose . 
—q | — q u i e t Be t o t a l l y s i l e n t . 
—o < f i l e > | — o u t p u t = < f i l e > S tdout if not s p e c i f i e d . 
S td in is used if no i npu t f i l e s p e c i f i e d . 
See p rope r documen ta t ion for more d e t a i l s . 
listing 4.1 - Parametres et options de Splicesearch 
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isochore : detection du site 5', du site d'epissage 3' {Splice Site, ou SS), du point de bran-
chement {Branch Point, ou BP) et de la zone riche en pyrimidine {Polypirimidine). Toute la 
complexite de son fonctionnement se trouve dans Palgorithme de ponderation, qui compare 
chaque sous-sequence possible avec les caracteristiques des signaux. Ce point particulier 
est tellement important qu'une section au complet de ce chapitre lui est consacree; celle 
portant sur les generateurs. 
Ces modules prennent tous en entree un fichier contenant la sequence a etudier, au 
format FASTA, comme explique plus en detail un peu plus loin. lis rechargent et reverifient 
tous la sequence entiere; de cette maniere ils n'ont aucune dependance entre eux. Cela 
justifie le fait qu'ils puissent etre considered comme faisant partie de la meme couche. Par 
ailleurs, grace a cela ils peuvent etre executes de maniere concurrente, si cela est possible. 
Dans tous les cas, un filtrage s'avere necessaire, a cause de la quantite de donnees ge-
nerees. Ce filtrage, bien que conceptuellement independant des modules de recherche de 
signaux, est implante directement dans les modules de recherche. Autrement les donnees 
peuvent etre tellement volumineuses qu'elles penalisent serieusement les performances de 
la machine. Implanter ce filtrage au cceur de l'algorithme permet de passer outre ce pro-
bleme, en generant des le depart une quantite moindre d'information. 
4.1.3 Couche de correlation 
Une fois les resultats de la couche de recherche de signaux obtenus, nous pouvons 
commencer a les correler, en fonction des informations dont nous disposons. Nous avons 
implante la gestion de deux ensembles de parametres, afm d'ameliorer les resultats prece-
dents ; il s'agit des modules « Distances 3' » (3DIST) et« Verification » (COMP). 
Le premier module de correlation travaille sur les donnees des signaux du site 3'. En 
effet, nous savons que le spliceosome reconnait un site 3' grace a trois zones distinctes : le 
site d'epissage a proprement parler, la zone riche en pyrimidine, et le point de branchement. 
Pour etre reconnu, cet ensemble de trois sites doit faire moins d'une certaine taille, comme 
indique sur la figure 1.6. II faut done eliminer toutes les combinaisons possibles de ces trois 
sites qui ne correspondent pas a cette taille, puisqu'ils ne pourront pas etre reconnus par le 
spliceosome. 
Les resultats obtenus par le module de distance (3DIST), ainsi que ceux de la detec-
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tion du site 5', nous fournissent les informations concemant des extremites potentielles 
d'introns, independamment les unes des autres. Cependant, si Ton souhaite pouvoir corre-
ler ces deux ensembles de resultats afin d'attribuer un resultat a un intron au complet, et 
non plus seulement a ses extremites, des informations supplementaires sont necessaires. La 
premiere verification a effectuer pour aller dans ce sens est la distance qui separe les deux 
extremites potentielles de Pintron. En tres grande majorite, le nombre de bases separant 
les deux sites est un multiple de 3 [96], ce qui est logique si Ton considere la notion de 
cadre de lecture [2?]. Cette verification permettrait done d'eliminer de nombreuses combi-
naisons improbables. Cependant, pour ce faire les resultats des extremites 5' et 3' doivent 
etre fiables, ce qui n'est pas le cas pour le moment. Cette fonctionnalite n'a done pas pu 
etre implantee, les tests preliminaries ayant ete tres mauvais. 
Le module de verification se charge done, a defaut de calculer la distance entre les ex-
tremites, de verifier si tous les sites 5' et 3' connus pour le gene etudie ont bien ete trouves. 
II affiche cela sur la console, et cela permet de voir ou non que la prediction elementaire 
des sites est valide. 
4.1.4 Formats de donnees 
Une dependance entre deux modules prend la forme d'un passage d'informations : un 
module fournit ses resultats, qui seront consommes par un ou plusieurs autres modules. 
Une fois les donnees obtenues par le premier module, et representees a un format donne, il 
faut trouver une maniere de les sauvegarder et de les passer au module suivant. 
En ce qui concerne la premiere couche, les modules prennent en entree la sequence du 
gene recherche. Dans notre cas ce gene est au format FASTA [106] [53], qui est un des 
standards de representation d'une sequence genetique. Cependant de nombreuses variantes 
du standard FASTA existent, etendue pour integrer certaines informations specifiques. Nos 
donnees provenant toutes de la meme source, la base de donnees de la University of Califor-
nia at Santa Cruz [77], la fonction permettant de charger une sequence au format FASTA 
a ete concue pour bien fonctionner avec les sequences obtenues sur ce site. 
Une des particularites du format FASTA que nous utilisons est que les sequences des 
introns connus ne contiennent que des lettres minuscules, alors que les exons connus ne 
contiennent que des lettres majuscules. II s'agit d'une option de l'interface Web de la base 
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de donnees, et il est necessaire de l'activer. En effet, ['information des positions des extre-
mites d'introns et d'exons est detectee au chargement de la sequence, lors d'un changement 
de casse. Le module de verification (COMP) se sert par la suite de cette information pour 
verifier si ces extremites connues ont correctement ete detectees. 
Pour les autres modules, une maniere tres simple de proceder a ete choisie. La machine 
virtuelle du langage Python permettant de serialiser un objet et d'ecrire le resultat dans un 
fichier, et de recharger ce fichier pour retrouver exactement l'objet tel qu'il etait avant la 
serialisation, il est possible de passer ainsi un ensemble de donnees entre deux modules 
sans se preoccuper de leur representation sur le disque. Les modules ne faisant pas partie 
de la couche de detection prennent done comme parametre un nom de fichier contenant les 
donnees des modules precedents sous forme d'un objet serialise. 
L'avantage de cette technique est de permettre de maniere tres simple de faire passer 
une information complexe. En effet, le langage Python est tres souple en ce qui concerne la 
definition d'un objet; en pratique on ne le defmit meme pas au complet, et on se contente 
a l'execution de lui rajouter dynamiquement des donnees membres. Cette specificite fait 
que la notion de structure n'est pas necessaire, puisqu'il suffit de creer un objet generique 
et de lui rajouter les membres necessaires. Cela a ete pleinement exploite lors du deve-
loppement, des qu'il devenait necessaire de faire passer une information supplemental. 
L'inconvenient de cette technique est que le format des donnees sur disque est complexe, 
et depend vraiment de la machine virtuelle Python. S'il devient necessaire de convertir les 
donnees dans un autre format, il faut ecrire un programme Python qui se charge de charger 
l'objet et d'en extraire les donnees. Le module GRAPH fait exactement cela, en formatant 
les donnees qu'il extrait d'une maniere comprehensible par le logiciel GNUplot, utilise 
pour produire certains graphiques de ce memoire. 
Comme chaque module produit un objet contenant ses resultats, il y a autant de fichiers 
de donnees crees que de modules ayant fini de s'executer. Cependant, un module possedant 
plusieurs dependances ascendantes a besoin des donnees de tous ces autres modules, mais 
ne peut prendre en entree qu'un seul nom de fichier. II est done necessaire de rassembler 
les donnees de ces multiples modules precedents. Un petit programme additionnel, Splice-
merge, ecrit aussi en Python, permet de fusionner (merge) ainsi les resultats de plusieurs 
modules. 
50 
4.2. IMPLANTATION DES GENERATEURS 
4.2 Implantation des generateurs 
Au cows du developpement de la partie biologique du projet, il s'est avere que la pre-
miere couche de calcul, c'est-a-dire celle recherchant la position de signaux elementaires 
dans la sequence du gene, est fondamentale. Si les resultats de ces recherches sont trop brui-
tes, c'est-a-dire que Palgorithme ne reussit pas a discriminer suffisamment, les resultats des 
etapes suivantes seront necessairement faussees. Les modules effectuant ces recherches ont 
pris au cours du projet le nom de generateurs. 
4.2.1 Qualite des donnees 
Avant meme de reflechir a l'algorithme a utiliser pour rechercher les signaux, il a ete 
necessaire de trouver une caracterisation satisfaisante des differents sites d'epissage. Les 
premiers essais ont ete effectues avec des donnees disponibles dans les manuels universi-
taires, comme la figure 1.6 tiree de Modern Genetic Analysis [50]; cependant les resultats 
etaient inutilisables tellement ils etaient bruites, et une autre maniere de definir les signaux 
est devenue necessaire. 
Une analyse [ 110] statistique des bases constituant les differents sites necessaires a 
l'epissage fournit des resultats interessants. Au lieu de n'indiquer que la base ayant la 
meilleure probabilite d'apparition a une position donnee, les taux d'apparition de toutes les 
bases sont presentes. II est done possible en utilisant ces donnees de faire une recherche 
bien plus precise des signaux. 
Par exemple, le signal correspondant a l'extremite 5' pour les genes high-CG isochore, 
tel que defini dans la fonction de recherche, est presente dans le listing 4.2. Ce signal est 
sous forme d'une liste. Les deux premiers elements de la liste, ici « -3 » et « 5 », cor-
respondent aux positions de la premiere et la derniere base du signal, par rapport au site 
recherche. La premiere colonne correspond done aux probabilites d'apparition de chacun 
des nucleotides 3 positions avant le point d'epissage reel. Cela continue ainsi jusqu'a la 
derniere colonne, qui represente les probabilites d'apparition 6 positions (5 + 1 pour comp-
ter la position 0) apres le point d'epissage. On voit done l'ensemble des probabilites, en 
pourcentages, de chacune des bases possibles (en commentaire a la fin des lignes), pour 
chaque position. La premiere ligne fournissant les indices minimum et maximum, cela per-
met de determiner la position d'index 0, et l'epissage a lieu entre la base de position -1 et 
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SS 5site hiCG = 
= [ - 3 . 
[ 32 , 
[ 3 8 , 
[ 19, 
[ 1 1 . 
56 , 
15 , 
15, 
14, 
8 , 
4 , 
80 , 
8, 
0 , 
0 , 
100, 
0 , 
0 , 
0 , 
0 , 
100, 
3 8 , 
4 , 
56 , 
2 , 
7 0 , 
9 , 
14, 
7 , 
5 , 
5 , 
86 , 
4 , 
5 , 
1 3 ] , 
2 1 ] , 
2 5 ] , 
41] ] 
# A 
# C 
# G 
# T 
listing 4.2 - Signal original pour le site d'epissage de rextremite 5' d'un intron 
p y r r i c h = [ 0 , 
[ 10, 
[ 4 0 , 
[ 10, 
[ 4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
40 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
40 , 
10, 
40 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
10, 
4 0 , 
14, 
1 0 ] , 
4 0 ] , 
101, 
40]] 
# A 
# C 
# G 
# T 
listing 4.3 - Signal synthetique pour la zone riche en pyrimidine de la structure 3' 
la base 0. 
Les quatre entrees suivantes sont des listes de probabilites pour chaque base. L'indexage 
d'une liste en Python commencant a 0, la liste des probabilites d'apparition de la base A 
au long du signal SS_5site_hiCG est done SS_5s i t e_h iCG [2] . De meme, la proba-
bilite d'apparition de la base A a la position -2 est SS_5s i t e_h iCG [2] [1 ] . De plus, 
dans le programme un tableau appele b a s e _ i n d e x permet d'obtenir l'index de la liste 
correspondant a une base : b a s e _ i n d e x [' A' ] retourne 2, comme prevu. Cela permet 
d'acceder dynamiquement a la liste des probabilites de n'importe quelle base. 
Le seul element pour lequel l'etude citee ne fournit aucune information est la zone 
riche en pyrimidine. Nous nous sommes done inspires des autres signaux pour creer un 
signal artificiel de toutes pieces, qui permet de detecter un taux particulierement eleve de 
pyrimidine. La pyrimidine etant un des composes chimiques specifiques a la cytosine (C) 
et a la thymine (T), le signal synthetique que nous avons cree pour cette zone est presente 
dans le listing 4.3. II s'agit d'un signal d'une quinzaine de bases de long, comme indique 
sur la figure 1.6, et pour lequel la probabilite d'apparition de C et T est bien superieure a 
celle d'A et G. 
II faut souligner que ce signal est completement artificiel. Les deux seules caracteris-
tiques de la zone riche en pyrimidine etant justement le fait qu'elle soit riche en pyrimidine, 
et sa taille, il fallait creer de toute piece un signal qui permettrait d'attribuer un poids eleve 
a une zone qui correspondrait aux caracteristiques. En utilisant des probabilites d'appari-
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tion elevee pour C et T et faibles pour A et G, on arrive a faire ressortir de facon efficace 
les zones riches en pyrimidine. 
Un des points de detail a peaufiner a ete de trouver un rapport satisfaisant entre les 
probabilites d'apparition des bases a pyrimidine (C et T) et des bases a purine (A et G), 
c'est-a-dire l'equilibre entre les probabilites d'apparition des deux categories. II ne fallait 
pas que la probabilite des bases a purine soit trop faible, car il ne s'agit que d'une zone 
riche en pyrimidine, et cela ne veut pas dire qu'aucune base a purine ne doit s'y trouver. 
II fallait aussi fournir une bonne caracterisation des zones recherchees, done maintenir 
un pourcentage le plus eleve possible pour les bases a pyrimidine. Apres plusieurs essais 
empiriques, ce rapport 10%/40% s'est avere satisfaire a toutes ces conditions, et e'est celui 
qui a ete conserve par la suite. 
Le deuxieme point cle a ete la mise au point de l'algorithme de recherche. De nom-
breuses facons de rechercher une sequence existent deja, y compris en tenant compte de 
la possibilite d'une base qui ne corresponde pas {mismatch), ou encore d'une base en trop 
ou manquante. Ces algorithmes sont utilises entre autres dans les logiciels d'alignement 
d'EST, puisqu'il faut chercher dans le gene la sequence correspondant a chaque EST. Ce-
pendant, dans notre cas nous ne cherchons pas une sequence precise, mais une distance 
entre le signal recherche et les sous-sequences du gene etudie. Plus la partie etudiee du 
gene sera differente du signal, plus la distance sera elevee, et plus le resultat sera faible, et 
l'inverse pour une faible difference. Comme il ne s'agit pas exactement du meme probleme 
que celui de la recherche pure d'une sequence dans un gene, nous avons cree un nouvel 
algorithme. 
Un point important a souligner a trait a la nature des resultats. Comme nous travaillons 
avec des probabilites, il est impossible de fournir une reponse binaire, indiquant que nous 
avons trouve un signal ou non. Nous obtiendrons une valeur qui nous indiquera si la chaine 
etudiee ressemble au signal, mais en pratique ce ne sera jamais ni 0%, ni 100% (exprime 
comme un 1). 
4.2.2 Algorithme 
Apres plusieurs tentatives ne donnant pas de resultats, et grace a la preparation des 
signaux expliquee un peu plus loin, le fonctionnement de 1'algorithme de calcul du resultat 
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def gen_score (C, S2, S l en ) : 
Computes the a c t u a l score , ie . a d i s t a n c e between the r eco rded s i g n a l 
s t r i n g of same l eng th . 
Input : a s t r i n g C [ s t r ] 
a s i g n a l S2 [ see g e n _ m a t r i x ] 
l eng th of S [ i n t ] 
Return : the matching score between C and the s i g n a l S [ f l o a t ] 
g l o b a l b a s e i n d e x 
score = 1.0 
for i in range ( S l e n ) : 
score *= ( S 2 [ b a s e _ i n d e x [C[ i ] ] ] [ i ]) 
r e t u r n score 
and a 
listing 4.4 - Fonction de calcul du score d'une sequence : gen_score() 
est tres simple. En commencant a la position 0 de la sequence etudiee, le signal est compare 
avec la premiere sous-sequence de meme taille. Un signal de 20 bases de long sera done 
compare d'abord avec les bases entre les positions 0 et 19 (incluses) de la sequence du 
gene. Une fois le resultat pour cette premiere sous-sequence obtenu et sauvegarde, indexe 
par la position dans la sequence du gene, la matrice est deplacee d'une base pour continuer 
la comparaison. Dans Pexemple precedent, la deuxieme comparaison se fait done avec la 
sous-sequence allant de la position 1 a la position 20. 
II va done y avoir presque autant de resultats que de bases dans la sequence du gene, 
plus precisement: (nombre de bases du gene - longueur du signal +1). Dans le cas ou le 
gene a exactement la meme taille que le signal, il n'y aura done logiquement qu'un resultat. 
La fonction elle-meme est tres simple, puisqu'il s'agit seulement d'une multiplication. 
Le resultat est initialise a 1, puis pour chaque position le poids associe a la base est lu dans 
la matrice, et il est multiplie avec le resultat pour obtenir le nouveau resultat. Tout cela est 
contenu dans la courte fonction Python dont le code est presente dans le listing 4.4. 
Le cceur du travail se fait dans la derniere boucle. II s'agit d'une ligne quelque peu 
illisible, dont voici l'explication. 
- i sert d'iterateur tout au long de la sous-sequence du gene que Ton etudie. 
- C etant la sous-sequence, C [ i ] correspond a une des bases de la sous-sequence, 
selon l'iteration en cours. L 
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- b a s e _ i n d e x permet d'obtenir l'entree de la liste de probabilities correspondant a 
une base dans la definition du signal, comme explique precedemment. L'entree de la 
base en cours est done retournee par b a s e _ i n d e x [C [ i ] ] , selon l'iteration. 
- S 2 etant la definition du signal, la valeur precedente permet de selectionner la liste de 
probabilites de la base en cours, et i fournit le deplacement dans la liste pour obtenir 
le poids de la base en cours a cette position. Cela est resume dans cette formule : 
S 2 [ b a s e _ i n d e x [ C [ i ] ] ] [ i ] . 
- Le poids de cette base a cette position etant obtenu, il est multiplie par le resultat 
temporaire des bases precedentes, et le produit est conserve comme nouveau resultat 
temporaire. 
L'avantage de la mutliplication des poids par rapport a d'autres techniques, comme la 
moyenne ou la mediane, est de tenir compte automatiquement de poids etant nuls (zero). II 
existe dans les definitions des sites d'epissage plusieurs sequences parfaitement conservees. 
En fait, il est necessaire pour que certains evenements d'epissage aient lieu que certaines 
bases soient presentes a certaines positions, autrement rien ne se passera. Done lorsque la 
sous-sequence etudiee ne contient pas une ou plusieurs de ces bases obligatoires, il faut que 
le resultat final de cette sequence soit nul, afin d'indiquer que ce n'est simplement pas un 
site possible. En attribuant un poids nul aux bases qui ne doivent pas etre presentes dans 
certaines positions et en multipliant les poids, toute sequence impossible aura done aussi 
un poids final nul. 
Prenons comme exemple le cas du gene RRAD, dans lequel une extremite 5' d'intron se 
trouve a la position 108. Le signal utilise pour la comparaison est celui d'une extremite 5' 
de type high-CG isochore. La matrice utilisee pour l'exemple ne correspond cependant pas 
a celle presentee precedemment, puisque les matrices originales sont modifiees et ponde-
rees avant usage, comme explique ulterieurement. La matrice utilisee ici a deja ete modifiee 
et ponderee pour une recherche dans le gene RRAD. 
Lors de la recherche du signal 5' dans RRAD, la matrice glisse progressivement le long 
de la sequence du gene, et la sous-sequence du gene de meme longueur que la matrice 
est etudiee. La 106e comparaison (les 105 precedentes, entre 0 et 104, ont deja ete effec-
tives) correspond a une extremite 5' d'intron. La position du site d'epissage est en realite 
108, mais comme la definition du signal commence au site d'epissage moins 3 bases, cela 
correspond. L'alignement du signal face au gene est presente dans le listing 4.5. 
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. . . GTCCGAG 
[ 
[ 
[ 
[ 
105 
T 
- 3 
0.98 , 
1.0 , 
0 . 9 3 , 
0 . 8 7 , 
G 
1.0, 
0 . 8 6 , 
0 . 8 6 , 
0 . 8 6 , 
G 
0 . 7 7 , 
0 . 7 2 , 
1.0, 
0 . 7 7 , 
108 
00
 
<
 
<
 
0 . 0 , 
0 . 0 , 
1.0, 
0 . 0 , 
t 
0 . 0 , 
0 . 0 , 
0 . 0 , 
1.0, 
g 
0 . 9 6 , 
0 . 7 5 , 
1.0, 
0 . 6 9 , 
a 
1.0, 
0 . 8 0 , 
0.83 , 
0 . 7 7 , 
er
a 
0.73 , 
0 . 7 3 , 
1.0, 
0.71 , 
113 
t 
5 
0 .88] 
0 .93] 
0 .95] 
1.0] 
g t c c t g g . . . 
# A 
# C 
# G 
# T 
listing 4.5 - Exemple de calcul de poids pour un site d'epissage 5' du gene RRAD 
. . . GTGCGAG 
[ 
[ 
[ 
[ 
105 
T 
1 
1 
1 
1 
0.87 
G 
1 
1 
1 
0.86 
G 
1 
1 
1 
1.0 
108 
—
 
er
a 
1 
1 
1.0 
t 
1 
1 
1 
1 
1 0 
g 
1 1 
1 
1.0 
a 
1 
1.0 
g 
1.0 
113 
t 
1 
1 
1 
1 
1. 
1 
1 
1 
0] 
g t c c t g g . . . 
# A 
# C 
# G 
# T 
listing 4.6 - Poids pour chaque base lors de l'alignement du signal 5' face au gene RRAD 
En revanche, la position qui servira d'index au resultat n'est pas celle du debut de l'ali-
gnement (dans ce cas ce serait 105), mais celle de la base 0 du signal lors de l'alignement 
(done ici 108). En effet, le point precis recherche ne se trouve pas necessairement au de-
but du signal, mais peut etre n'importe ou entre la premiere et la derniere base du signal. 
Cette approche permet d'indexer les resultats d'une maniere qui corresponde aux positions 
connues de sites. 
En reprenant exactement la meme sequence du gene RRAD et en masquant les poids ne 
correspondant pas a la sequence, les poids pour chaque base de la sequence sont presentes 
dans le listing 4.6. 
La multiplication de tous ces poids donne 0.7482 comme resultat pour la sous-sequence 
en position 105, correspondant au signal en position 108. Cependant les valeurs presentees 
dans ces matrices ont ete arrondies a deux decimales pour plus de lisibilite, alors que le 
programme travaille avec les valeurs completes. Le resultat reel pour la recherche du signal 
d'extremite 5' d'intron a la position 108 du gene RRAD est 0.75268. 
Le fonctionnement decrit dans cette section se retrouve principalement dans deux fonc-
tions du programme de recherche de signaux (splicesearch.py): g e n _ m a t r i x () pour la 
plus grande partie du code, y compris la ponderation des signaux decrite plus loin, le glis-
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Matr ice 
SS_5site 
Mat r i ce 
SS_5site 
o r i g i n a 
hiCG = 
obtenue 
hiCG = 
e du s i g n a l : 
[ - 3 , 
[ 32 , 56 , 8, 0 , 0 , 
[ 38 , 15, 4 , 0 , 0 , 
[ 19, 15, 80 , 100, 0 , 
[ 1 1 , 14, 8, 0 , 100, 
en n o r m a l i s a n t l es v a l e u r s 
[ - 3 , 
[ 0 . 8 4 , 1.0, 0.1 , 0 . 0 , 
[ 1.0, 0 . 2 7 , 0 . 0 5 , 0 . 0 , 
[ 0 . 5 , 0 . 2 7 , 1.0, 1.0, 
[ 0 . 2 9 , 0 . 2 5 , 0.1 , 0 . 0 , 
3 8 , 
4 , 
56 , 
2 , 
0 . 0 , 
0 . 0 , 
0 . 0 , 
1.0, 
7 0 , 
9 , 
14, 
7 , 
0.68 
0.07 
1.0 
0.04 
5 , 
5 , 1 3 ] , # 
5 , 2 1 ] , # 
86 , 2 5 ] , # 
4 , 41] ] # 
1.0, 0 . 0 6 , 
0 . 1 3 , 0 . 0 6 , 
0 . 2 , 1.0, 
0 . 1 , 0 . 0 5 , 
A 
C 
G 
T 
5, 
0 .32] , 
0 .51] , 
0 . 6 1 ] , 
1 . 0 ] , 
# A 
# C 
# G 
# T 
listing 4.7 - Ponderation du signal 5' pour borner les poids obtenus 
sement de la matrice du signal, etc et g e n _ s c o r e ( ) , dont le code est presente plus haut, 
appelle par g e n _ m a t r i x () pour le calcul du resultat a chaque position dans la sequence 
du gene. 
4.2.3 Preparation des signaux 
Si les probabilites ainsi indiquees sont utilisees telles quelles, un double probleme se 
presente. Tout d'abord, mis a part certaines rares positions, aucune base n'a une probabilite 
d'apparition de 100%. Lorsque les probabilites des differentes bases sont multipliees entre 
elles pour obtenir un resultat d'ensemble pour le signal, cela fait baisser demesurement le 
resultat. En effet, une sequence qui ne serait composee que des bases ayant toutes les pro-
babilites d'apparition les plus elevees, devrait avoir aussi le resultat le plus eleve possible, 
en l'occurence 100%. Pour que ce soit le cas, les probabilites d'apparition sont ponderees 
en fonction de la base ayant la probabilite la plus elevee. 
Pour chaque position (done chaque colonne) l'algorithme divise le pourcentage de 
chaque base par le pourcentage le plus eleve. Nous partons done d'un pourcentage, et nous 
obtenons finalement une valeur entre 0 et 1. Si nous reprenons notre exemple de l'extre-
mite 5' high-CG isochore, la matrice originale et la matrice obtenue (valeurs arrondies a la 
deuxieme decimale) sont presentees dans le listing 4.7. 
L'interet de cette modification est evident lorsque Ton prend la sequence CAGGTGAGT, 
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Valeurs ob tenues pour 
( p o u r c e n t a g e s 
SS 5site hiCG 
/100) 
C 
I 
1 
1 
[ 
[ 0.38 
[ 
[ 
Va leurs ob tenues pour 
SS_5si te_hiCG 
C 
I 
1 
1 
[ 
[ 1.0 
[ 
[ 
chaque 
A 
i 
1 
0.56 
chaque 
A 
i 
1 
1.0 
b 
b 
ase 
G 
1 
1 
1 
1 
0.8 
ase 
G 
i 
1 
1 
1 
1.0 
en 
en 
u t i l i s a n t 
G 
i 
1 
1 
1 
1.0 
u t i l 
G 
i 
1 
1 
1.0 
T 
i 
1 
1 
1 
1 
1.0 
i s a n t 
T 
I 
1 
1 
1 
1 
1.0 
la 
0 
la 
ma t r i c e 
G 
i 
1 
1 
1 
.56 
A 
i 
1 
0.7 
n o u v e l l e 
G 
i 
1 
1 
1 
1.0 
A 
i 
1 
1.0 
o r i g i n a t e 
G 
i 
1 
1 
1 
0.86 
0 
ma t r i c e : 
G 
i 
1 
1 
1 
1.0 
T 
i 
1 
1 
1 ] 
1 ] 
] 
.41] 
T 
i 
1 
1 
1 1 
1 ] 
] 
1.0] 
# A 
# C 
# G 
# T 
# A 
# C 
# G 
# T 
listing 4.8 - Comparaison des poids obtenus a l'extremite 5' 
qui est la meilleure sequence possible pour ce signal. En effet, chacune des bases composant 
la sequence correspond au pourcentage le plus eleve dans sa position. Si Ton avait conserve 
les probabilites originales en les divisant par 100 (pour avoir une valeur entre 0 et 1), le 
resultat final aurait ete seulement de 0.0235, ce qui ne represente pas du tout le fait que cette 
sequence est ideale. En revanche, avec le signal pondere cette sequence obtient un resultat 
final de 1.0, ce qui est parfaitement logique. La representation visuelle de ces resultats est 
presentee dans le listing 4.8. 
L'autre grand probleme qui est apparu a trait a la longueur du signal. En effet, comme le 
resultat est un produit de valeurs inferieures ou egales a 1, il ne fait que diminuer au fur et a 
mesure des produits. Plus le signal est long, plus les resultats seront faibles, meme pour des 
sequences correctes. Cela empeche de faire des comparaisons pertinentes entre les resultats 
de plusieurs recherches differentes. Egalement, il est impossible de specifier une valeur de 
seuil pour ne conserver que les meilleurs resultats. 
Une sequence de 3 bases dont chacune des bases obtiendrait un poids de 0.5 aurait done 
comme resultat final 0.53, e'est-a-dire 0.125. Une sequence de 10 bases dont chacune des 
bases obtiendrait un poids de 0.5 aurait comme resultat environ 0.001. Cela ne represente 
pas le fait que les deux sequences sont a des distances egales des signaux recherches, que 
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seules leurs longueurs sont differentes et qu'idealement leurs resultats finaux devraient tous 
deux etre 0.5. 
Pour pallier a cela, chaque poids dans la matrice du signal est eleve a la puissance de 
l'inverse de la longueur du signal, c'est-a-dire la racine longueur-du-signal-ieme du poids : 
nouveau poids = poids^ lonnueur' = longueutipoids 
Dans le cas des deux sequences de 3 et 10 bases presentees precedemment, cela permet 
bien de compenser pour la longueur des bases, et d'obtenir 0.5 comme resultat pour toutes 
les deux. 
La definition de chaque signal est done modifiee a deux reprises pour obtenir la ma-
trice utilisee par le generateur. Ce mecanisme de modification permet de pallier les deux 
plus gros problemes lies a la nature des definitions, tout en permettant de conserver un 
algorithme tres simple. 
Dans le cas de l'extremite 5' d'intron pour un gene de type high-CG isochore, les 
differentes versions de la matrice du signal sont presentees dans le listing 4.9. 
4.3 Gestion des resultats 
4.3.1 Filtrage 
Pour plusieurs raisons, il s'est avere necessaire de traiter les donnees entre les modules. 
Tout d'abord, l'approche probabiliste decrite dans ce chapitre a l'inconvenient de fournir 
une quantite enorme de resultats (presque un par position dans la sequence), mais un survol 
de ces derniers nous indique que la plupart d'entre eux ont un score tres faible. En parti-
culier, pour de tres nombreuses positions les bases obligatoires ne sont pas presentes, et le 
score est nul. II est done inutile de s'en encombrer, et la possibility de parametrer le volume 
de resultats a la sortie d'un module a ete ajoutee. 
La premiere version du filtre se basait sur un seuil {cutoff), qui permettait a la suite d'un 
tri de ne conserver que les resultats meilleurs que ce seuil. Cela a ete rendu possible par 
l'ajout de la modification des signaux pour tenir compte de la longueur du signal; autrement 
l'ordre de grandeur des resultats depend de la longueur du signal et chaque recherche doit 
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Mat r i ce 
SS_5site 
Mat r i ce 
SS_5si te 
Mat r i ce 
SS_5si te 
o r i g i n a 
_hiCG = 
obtenue 
_hiCG = 
obtenue 
hiCG = 
e du si 
[ - 3 , 
[ 32 , 
[ 3 8 , 
[ 19, 
[ 1 1 , 
gna l : 
56 , 8, 0 , 0 , 
15, 4 , 0 , 0 , 
15, 80 , 100, 0 , 
14, 8, 0 , 100, 
en n o r m a l i s a n t l es v a l e u r s 
[ - 3 
[ 0 . 8 4 , 
[ i . o , 
[ 0 . 5 , 
[ 0 . 2 9 , 
1.0, 0 . 1 , 0 . 0 , 
0 . 2 7 , 0 . 0 5 , 0 . 0 , 
0 . 2 7 , 1.0, 1.0, 
0 . 2 5 , 0 . 1 , 0 . 0 , 
en n o r m a l i s a n t l es va l eu r s 
[ " 3 
[ 0.98 
[ 1.0 
[ 0.93 
[ 0.87 
1.0, 0 . 7 7 , 0 . 0 , 
0 . 8 6 , 0 . 7 2 , 0 . 0 , 
0 . 8 6 , 1.0, 1.0, 
0 . 8 6 , 0 . 7 7 , 0 . 0 , 
3 8 , 
4 , 
56 , 
2 , 
0 . 0 , 
0 . 0 , 
0 . 0 , 
1.0, 
, et 
0.0 
0.0 
0.0 
1.0 
70 , 
9 , 
14, 
7 , 
0.68 
0.07 
1.0 
0.04 
5 , 
5 , 1 3 ] , # 
5 , 2 1 ] , # 
86 , 2 5 ] , # 
4 , 41]] # 
1.0, 0 . 0 6 , 
0 . 1 3 , 0 . 0 6 , 
0 . 2 , 1.0, 
0 . 1 , 0 . 0 5 , 
en compensant pour 
0.96 
0.75 
1.0 
0.69 
1.0, 0 . 7 3 , 
0 . 8 0 , 0 . 7 3 , 
0 . 8 3 , 1.0, 
0 . 7 7 , 0 . 7 1 , 
A 
C 
G 
T 
5 , 
0 .32] , # A 
0 . 5 1 ] , # C 
0 .61] , # G 
1.0] , # T 
la l ongueur du s i g n a l : 
5 , 
0 .88] , # A 
0 . 9 3 ] , # C 
0 . 9 5 ] , # G 
1.0]] # T 
listing 4.9 - Evolutions successives de la matrice du signal d'extremite 5' d'intron 
utiliser un seuil different. Cependant, cette approche a un probleme fondamental: un seuil 
mal choisi peut retourner un tres grand nombre de resultats, et les couts de calcul lies au tri 
annulent les benefices du petit nombre de resultats non conserves. 
Comme il serait plus pertinent que le nombre de resultats depende de la longueur de 
la sequence, il est a present possible de demander de ne conserver qu'un certain nombre 
de resultats, ou un certain pourcentage des meilleurs resultats. L'option --max permet 
de faire les deux : si le parametre de cette option se termine par un signe de pourcentage 
(%), seul ce pourcentage des meilleurs resultats sera renvoye, sinon la valeur est considered 
comme le nombre absolu de resultats demandes par l'utilisateur. 
4.3.2 Rassemblement 
Une fois les resultats filtres, un etrange motif s'est degage de ce que les differents 
modules produisaient. Souvent, en particulier en ce qui concerne la detection de la zone 
riche en pyrimidine, de multiples resultats excellents avaient des positions tres proches. 
Parfois meme une zone complete ressortait, dans laquelle tous les resultats etaient tres 
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bons. Un exemple de ce motif se trouve dans la sortie du module de recherche de la zone 
riche en pyrimidine, pour le gene RRAD et en conservant 1.0% des resultats. La liste des 
meilleurs scores est presentee dans le listing 4.10, dans laquelle des lignes vides ont ete 
inserees afin de separer clairement les differents ensembles de resultats. 
II apparait clairement que la majorite des resultats font partie d'un groupe de resultats 
ou d'un autre. Ces groupes sont composes de resultats dont les positions dans la sequence, 
indiquees par la colonne de gauche des resultats, sont tres proches. Les scores obtenus 
sont aussi remarquablement proches, et souvent tres eleves, indiquant une sequence ayant 
effectivement un fort taux de pyrimidine. 
L'explication a ce phenomene est assez directe : dans le cas de la zone a pyrimidine, la 
definition artificielle correspond a un petit signal (15 bases), afin de ne pas manquer une 
petite zone de la sequence. En effet, si le signal est trop grand, une petite zone riche en 
pyrimidine obtiendrait de bons resultats pour la zone elle-meme, mais de mauvais resultats 
pour les zones voisines qui seraient aussi incluses dans le calcul. Cela conduirait a un 
mauvais score final, et la zone pourrait etre eliminee alors qu'elle pourrait etre parfaitement 
valide. 
Dans le cas ou la zone riche en pyrimidine est plus grande que le signal pour la detecter 
(par exemple plus de 20 bases), ce petit signal va glisser le long de la longue zone et obtenir 
plusieurs tres bons resultats successifs, jusqu'au moment ou il commencera a quitter la 
zone. Dans ce cas, la combinaison d'une grande zone riche et d'un petit signal va renvoyer 
de multiples bons resultats, alors qu'il ne s'agit que d'une seule et unique zone. 
Afin d'eviter cette multiplication des resultats pour une unique zone, une etape de ras-
semblement (clustering) a ete implantee pour detecter ces situations. En pratique, lorsque 
la recherche d'un signal fournit de multiples resultats se chevauchant (c'est-a-dire que les 
sequences correspondant a ces resultats ont des bases en commun), seule la position etant 
associee au meilleur score est retournee, et dans le cas de score egaux la premiere position. 
L'implantation originelle de ce mecanisme s'est faite au niveau de la recherche de la 
zone a pyrimidine, pour les raisons citees ci-dessus. Cependant, d'autres doublons sont 
apparus lors de la correlation des resultats de l'extremite 3'. Assez regulierement, dans les 
resultats obtenus a la suite du calcul des distances entre les elements de l'extremite 3', de 
multiples resultats avaient leur point de branchement et leur zone a pyrimidine en commun; 
seule variait la position du site d'epissage. 
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270 
271 
272 
273 
277 
426 
836 
858 
859 
860 
861 
862 
863 
865 
1299 
1301 
1302 
1428 
1429 
1430 
2228 
2229 
2230 
2231 
2232 
2233 
2234 
2235 
2236 
2861 
3138 
3140 
3141 
3142 
3144 
3723 
3724 
3725 
0.757858283255 
0.757858283255 
0.831237896143 
0.757858283255 
0.757858283255 
0.757858283255 
0.757858283255 
0.757858283255 
0.831237896143 
0.911722488558 
0.911722488558 
0.831237896143 
0.757858283255 
0.757858283255 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.911722488558 
0.911722488558 
0.911722488558 
0.911722488558 
0.911722488558 
0.911722488558 
0.911722488558 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
0.831237896143 
GGTCCCGCCTCCCTC 
GTCCCGCCTCCCTCG 
TCCCGCCTCCCTCGC 
cccGccrcccrcGCG 
CCTCCCTCGCGGCTT 
CCfXGCCCCGCCGCT 
TTTTATTATTATTTT 
AGTITCGCTCri'iri' 
GTTTCGCTCITIITC 
TTTCGCTCTnTTCC 
TTCGCTCTTnTCCC 
TCGCTCTTTTTCCCA 
CGCTCTITITCCCAG 
CTCTTTTTCCCAGGC 
CATCCCTCCCTGCCT 
TCCCTCCCTGCCTAT 
CCCTCCCTGCCTATC 
CCCCCACTTCCCTGC 
ccccAcrrcccTGCC 
CCCACTTCCCTGCCT 
GCCCTCCTCTCCTGC 
CCCTCCTCTCCTGCC 
CCTCCTCTCCTGCCC 
CTCCTCTCCTGCCCC 
TCCTCTCCTGCCCCT 
CCTCTCCTGCCCCTC 
CTCTCCTGCCCCTCT 
TCTCCTGCCCCTCTT 
CTCCTGCCCCTCITG 
TTCTCATnTCCTGT 
TGCCTGCCTTTCCCC 
CCTGCCTTTCCCCAC 
CTGCCTTTCCCCACC 
TGCX^TTCCCCACCC 
CCTTTCCCCACCCAC 
ACTCTGCClirniC 
CTCTGCCTTTTTTCA 
TCTGCCITITITCAC 
listing 4.10 - Resultats de la recherche de la zone riche en pyrimidine dans le gene RRAD 
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Comme le point de branchement et la zone a pyrimidine sont en commun, il semblait 
que de multiples sites d'epissage c6te-a-cote etaient peu probables, et il a ete initialement 
juge qu'il n'etait pas necessaire de conserver toutes les possibilites de sites d'epissage 3', 
seulement la meilleure. Une seconde etape de rassemblement a done ete implantee, et parce 
qu'elle tenait egalement compte de multiples resultats des zones riches en pyrimidine, elle 
rendait redondant le rassemblement specifique a la zone a pyrimidine. En effet, effectuer le 
rassemblement en tenant compte des trois elements de la structure 3' permet de conserver 
la meilleure combinaison des trois elements, au lieu de conserver les meilleurs resultats 
des signaux independants qui peuvent fournir un resultat mediocre pour la structure com-
plete une fois correles. La fonction de filtrage de la zone riche en pyrimidine a done ete 
desactivee. 
Bien apres la fin de la phase de developpement de ce projet, il s'est avere que cette 
approche n'est pas necessairement la bonne. En effet, une publication datant de 2006 [40] 
indique que dans le cas des genes a epissage alternatif, il est frequent que de multiples sites 
d'epissage 3' potentiels faibles soient tres proches les uns des autres. Cela permet de valider 
les comportements observes, mais ouvre la porte a un nouveau probleme. En effet, malgre 
que les resultats de certains sites potentiels soient faibles, il se peut qu'ils obtiennent un 
bon resultat collectif dans une combinaison d'extremite 3', et que leur score soit superieur 
a celui de la combinaison contenant le site d'epissage 3' le plus important. Dans ce cas, 
le resultat conserve a Tissue du regroupement serait celui de la combinaison contenant 
le site faible, et la combinaison contenant le site fort serait perdu, ce qui est incorrect. 
Malheureusement il n'y a pas d'issue triviale a ce probleme, la seule option serieuse etant 
de tenter de mieux discriminer les signaux valides. 
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Chapitre 5 
Tests et Resultats 
5.1 Infrastructure et trains de test 
Afin de faciliter les tests a la fois de la partie informatique et de la partie biologique, une 
infrastructure de tests a ete creee. En particulier, cette infrastructure se charge de generer les 
fichiers de definitions de taches, qui seront passes en parametre a DAGobert. En modifiant 
quelques parametres dans le script de creation, il est facile d'adapter 1'infrastructure a un 
autre systeme, dans lequel les fichiers sont presents a des endroits differents. 
5.1.1 Ensemble de tests 
Les donnees utilisees pour les tests dont les resultats ont ete presentes ci-dessous ont 
ete assemblies de maniere primitive. Les genes, provenant tous du genome humain, ont 
ete choisis au hasard, avec pour seul critere qu'ils devaient avoir des tailles differentes. 
Aucun autre parametre n'a ete pris en compte, pas meme le fait qu'ils devaient contenir 
des sites d'epissage connus. Par ailleurs, des variantes d'un meme gene ont ete testees, en 
l'occurence trois variantes de GDNF. Cependant, nous ne savons pas ce que ces differences 
impliquent. 
La liste des genes, ainsi que les chromosomes sur lesquels ils sont presents et leurs posi-
tions, est donnee dans le tableau 5.1. Chaque ligne contient le nom du gene, le chromosome 
dont il fait partie, ainsi que les positions de la premiere et de la derniere base. On y voit 
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que le plus petit gene, HEPN1, fait seulement 1428 bases, alors que le plus long, MCC,en 
fait 268774. Cela represente deux ordres de grandeur de difference. La taille moyenne d'un 
gene dans cet ensemble est de 50305 bases. 
Nom du gene 
AK074062 
BCAR1 
BCAR3 
BRMS1 
BRMS1L 
C17orf80 
CFTR 
CT45-2 
ECRG4 
FAM84B 
GDNFbis 
GDNF 
GDNFter 
HEPN1 
INSIG1 
INSR 
MCC 
MTHFS 
ORAOV1 
PBOV1 
RRAD 
Chromosome 
2 
16 
1 
11 
14 
17 
7 
X 
2 
8 
5 
5 
5 
11 
7 
19 
5 
15 
11 
6 
16 
Debut 
241618553 
73820430 
93799938 
65861380 
35365348 
68740953 
116907253 
134693880 
106048545 
127633869 
37851310 
37851510 
37851510 
124294356 
154720476 
7067642 
112389428 
77978302 
69189515 
138578822 
65513090 
Fin 
241681156 
73843004 
93919973 
65869158 
35410919 
68755257 
117095951 
134701913 
106061037 
127639648 
37875739 
37875539 
37870655 
124295783 
154732876 
7245011 
112658201 
78003099 
69199346 
138581321 
65516920 
Longueur 
62604 
22575 
120036 
7779 
45572 
14305 
188699 
8034 
12493 
5780 
24030 
24430 
19146 
1428 
12401 
177370 
268774 
24798 
9832 
2500 
3831 
tableau 5.1 - Liste des genes utilises 
Avec le recul, il eut ete beaucoup plus interessant de travailler sur certaines sequences 
bien connues, afin de mesurer precisement la qualite de la recherche, et d'avoir l'occa-
sion d'etalonner le logiciel. En particulier, il aurait fallu commencer par travailler sur des 
genomes plus simples que celui de l'homme, comme certains vers et insectes. Pour dif-
ferentes raisons nous n'avons pas ete capables de rassembler pour ce projet un ensemble 
de sequences de tests specialement choisies pour verifier tous les aspects du logiciel. Cet 
ensemble de genes a done ete utilise, a defaut de mieux. 
II est a noter que les modifications au logiciel a effectuer pour passer d'une espece 
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a l'autre sont peu nombreuses. Le plus important est d'obtenir un nouvel ensemble de 
statistiques des sites d'epissage pour cette espece, et de creer de nouveaux signaux pour 
effectuer la recherche. Dans certains cas il sera aussi necessaire de creer de nouveaux mo-
dules de correlation, si les relations entre les differents sites ne sont pas les memes que chez 
l'homme. 
5.1.2 Arborescence du repertoire de tests 
Afin de ne pas avoir a reecrire a de multiples reprises les fichiers de definition de taches 
de DAGobert, et de pouvoir effectuer des tests sur de multiples genes plus rapidement, 
un script qui s'occupe de creer tous les fichiers necessaires a ete ecrit. En plus de creer 
les fichiers de definitions de taches, il cree les repertoires dans lesquels les resultats vont 
se trouver, ainsi que tous les scripts demarrant l'execution des modules avec les bons pa-
rametres. Ce script, appelle c r e a t e _ d a g o s . sh, suppose une arborescence precise. En 
particulier, trois sous-repertoires doivent exister dans le meme repertoire que le script: 
- dagos/ 
- sequences/ 
- workdirs/ 
Ces repertoires sont normalement vides avant l'execution du script, a l'exception de 
s e q u e n c e s : les fichiers FASTA des sequences des genes dans lesquels la recherche 
va s'effectuer doivent s'y trouver, avec l'extension . f a s t a . Pour chaque fichier de ce 
repertoire avec la bonne extension, le script va creer tout ce qui est necessaire a l'execution 
des modules de recherche. Les differents fichiers generes sont decrits un peu plus loin dans 
ce chapitre. 
Tous les fichiers de definition de taches seront dans le repertoire dagos . Le script en 
cree un par fichier FASTA, et les noms des fichiers de description sont obtenus en rempla-
cant l'extension . f a s t a du fichier de sequence par l'extension . dago. De plus, le script 
cree un fichier global, appelle m o n s t e r . dago, qui contient les definitions des taches de 
toutes les sequences disponibles. Cela permet soit de ne lancer la recherche que sur une 
seule sequence, soit de le faire sur 1'ensemble des sequences pour tirer parti au maximum 
de la parallelisation. 
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Finalement, le repertoire w o r k d i r s contient un sous-repertoire par fichier sequence, 
tous crees par c r e a t e _ d a g o s . sh. Chaque sous-repertoire a le meme nom que le fichier 
FASTA auquel il correspond, moins l'extension. lis vont contenir les scripts pour lancer 
l'execution de chaque module, ainsi que tous les resultats des differentes executions. 
5.1.3 Creation des fichiers de taches 
Pour mieux comprendre le role des differents repertoires et scripts, il faut comprendre 
comment s'execute une tache. Le script de creation des definitions de taches genere done 
tout d'abord le fichier qui sera passe en parametre a DAGobert. Un exemple d'un tel fichier 
cree pour le gene RRAD est donne dans le listing 5.1. RRAD est un petit gene, de 3831 
bases de long, et les executions des modules sont done courtes. De plus il ne contient que 
quatre sites d'epissage 5' et autant de sites 3', il est done facile de verifier rapidement les 
resultats des modules de recherche. Pour ces differentes raisons RRAD est le gene qui a ete 
le plus souvent utilise au cours du developpement et des tests des modules, et est ainsi un 
bon candidat pour servir d'exemple au cours de ce chapitre. 
Comme dans l'exemple 3.2 donne au chapitre 3, le fichier de definition des taches de 
RRAD est compose de trois grandes parties. La premiere partie permet d'identifier le travail 
et le repertoire dans lequel les resultats vont se trouver. Le fichier de journalisation avait ete 
au depart concu pour permettre de sauvegarder des informations liees a l'execution, prove-
nant de DAGobert. II n'est cependant pas utilise dans la version actuelle de 1'infrastructure. 
La deuxieme partie est la liste des taches composant le travail a effectuer sur la sequence 
du gene, et la troisieme partie definit les dependances entre ces taches, au format presente 
au chapitre 3. 
Un point important a souligner dans cet exemple de fichier de definition est que les exe-
cutables des taches, dans notre cas Pensemble des scripts generes par c r e a t e _ d a g o s . sh, 
doivent etre specifies avec un chemin complet. Cela est du au fait que rien ne garantit quel 
sera l'environnement d'execution, ni le repertoire courant lors de l'execution de chacune 
de ces taches. Par ailleurs, la version de Torque utilisee ne supportant pas dans le cas d'une 
execution distante le transfert de fichiers de la machine maitre aux noeuds de calcul, tous les 
fichiers necessaires aux calculs sont places dans un repertoire exporte via NFS {Network 
File System) par la machine maitre et monte a distance sur les noeuds de calcul. 
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j o b n a m e "RRAD" 
work d 
l o g _ f i 
t a sk 
t a sk 
task 
t a sk 
t a sk 
t a sk 
t a sk 
t a sk 
ir " / home / j e 
e "RRAD. log 
RRAD-1-3H 
RRAD-1-BH 
RRAD-1-3L 
RRAD-1-BL 
RRAD-1-PYR " 
RRAD-1-5H 
RRAD-1-5L 
RRAD-2-mergeH 
task 
task 
task 
t a sk 
t a sk 
t a sk 
t a sk 
depend 
depend 
depend 
depend 
depend 
depend 
depend 
depend 
f f / t m p / P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD" 
/ h o m e / j e f f / t m p / P r o j e t / source / t e s t s / workd i r s /RRAD/RRAD-1-3H. sh" 
/ h o m e / j e f f /tmp / P r o j e t / s o u r c e / t e s t s /workdirs/RRAD/RRAD-1-BH. sh" 
/ h o m e / j e f f / t m p / P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-1-3L. sh" 
/ h o m e / j e f f / tmp / P r o j e t / s o u r c e / t e s t s /workdirs/RRAD/RRAD-1-BL. sh" 
/ h o m e / j e f f /tmp / P r o j e t / s o u r c e / t e s t s /workdirs/RRAD/RRAD-1-PYR. sh" 
/ h o m e / j e f f / t m p / P r o j e t / s o u r c e / t e s t s /workdirs/RRAD/RRAD-1-5H. sh" 
/ h o m e / j e f f /tmp / P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-1-5L. sh" 
" /home/ j eff / tmp/ P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-2— mergeH . sh 
RRAD-2— mergeL " /home/ j e f f / t m p / P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-2— mergeL . sh 
RRAD-3-3DISTH " /home/ j e f f / t m p / P r o j e t / source / tes ts /workdirs /RRAD/RRAD-3-3DISTH . sh 
RRAD-3-3DISTL "/home/ j e f f / t m p / P r o j e t / source / t e s t s / workd i r s /RRAD/RRAD-3-3DISTL . sh 
RRAD-4—mergeH " /home/ j e f f / t m p / P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-4—mergeH . sh 
RRAD-4— mergeL "/home/ j e f f / t m p / P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-4—mergeL . sh 
RRAD-5-COMPH "/home/ j e f f / t m p / P r o j e t / source / t e s t s / w o r k d i r s /RRAD/RRAD-5-COMPH. sh" 
RRAD-5-COMPL "/home/ j eff / t m p / P r o j e t / source / t e s t s / w o r k d i r s /RRAD/RRAD-5-COMPL. sh" 
RRAD-1-BH RRAD-1-PYR RRAD-1-3H < RRAD-2-mergeH 
RRAD-1-BL RRAD-1-PYR RRAD-1-3L < RRAD-2-mergeL 
RRAD-2-mergeH < RRAD-3-3DISTH 
RRAD-2-mergeL < RRAD-3-3DISTL 
RRAD-1-5H RRAD-3-3DISTH < RRAD-4-mergeH 
RRAD-1-5L RRAD-3-3DISTL < RRAD-4-mergeL 
RRAD-4-mergeH < RRAD-5-OOMPH 
RRAD-4-mergeL < RRAD-5-COMPL 
listing 5.1 - Exemple de fichier de definition des taches : dagos/RRAD.dago 
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Nous avons quatre signaux a rechercher : l'extremite 5' d'intron, et l'extremite 3' com-
posee de trois signaux distincts. A cela il faut ajouter la correlation entre les trois signaux 
de l'extremite 3' pour calculer leurs distances, et la comparaison des resultats obtenus avec 
les sites connus pour le gene. Cela fait done quatre taches de recherche, et deux taches de 
correlation. Par ailleurs, nous devons rassembler les resultats des modules precedents avant 
chaque tache de correlation, ce qui ajoute deux taches supplementaires, pour un total de 
huit taches. Mais comme nous effectuons les calculs pour les signaux high-CG isochore et 
low-CG isochore, il faut multiplier ce nombre par deux, a l'exception de la zone riche en 
pyrimidine pour laquelle la distinction entre les deux isochores ne s'applique pas. Cela fait 
done un total de 15 taches par gene. 
Les scripts pour chaque tache ont le meme nom que la tache plus l'extension . sh. Les 
noms des taches sont crees selon le modele suivant: 
- Le nom de la tache commence par le nom du gene; 
- Sauf 1-PYR, le nom de la tache se termine par la lettre H ou la lettre L, selon le type 
de signal (high- ou low-CG isochore); 
- Entre les deux, le numero de la couche dont ils font partie, et le travail a effectuer : 
- 1-5 : couche 1, recherche du signal de site d'epissage a l'extremite 5' d'intron; 
- 1-B : couche 1, recherche du signal de point de branchement a l'extremite 3 ' ; 
- 1-PYR : couche 1, recherche de la zone riche en pyrimidine; 
- 1-3 : couche 1, recherche du signal de site d'epissage a l'extremite 3 ' ; 
- 2-merge : couche 2, rassemblement des resultats de 1-B, 1-PYR et 1-3 ; 
- 3-3DIST : couche 3, correlation des resultats de 1-B, 1-PYR et 1-3; 
- 4-merge : couche 4, rassemblement des resultats de 1-5 et 3-3DIST; 
- 5-COMP : couche 5, correlation des resultats de 1-5 et 3-3DIST. 
Lors de son execution, le script de creation des fichiers de taches a aussi cree le re-
pertoire de travail du gene RRAD (workdirs/RRAD), et l'a peuple d'un grand nombre 
de scripts shell additionnels, un par tache. Chacun de ces scripts est nomme selon le mo-
dule qu'il execute, meme si certains d'entre eux lancent l'execution de plus d'une passe 
de S p l i c e s e a r c h . Un de ces scripts, RRAD-1-3H. sh, est donne en exemple dans le 
listing 5.2. 
La premiere ligne de ce script permet d'identifier la tache. Ce message est affiche sur la 
sortie standard, qui est sauvegardee dans un fichier. C'est utile une fois l'execution terminee 
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# ! / b i n / s h 
echo "RRAD-1-3H" 
t ime " / h o m e / j e f f / t m p / P r o j e t / s o u r c e / g e n t o o l s / s p l i c e s e a r c h .py" —v -^ m 2.5% —p 3H —o " /home/ 
j e f f / t m p / P r o j e t / s o u r c e / t e s t s / workd i r s /RRAD/RRAD-1-3H. ou t" " /home/ j e f f / t m p / P r o j e t / 
source / t e s t s / s equences /RRAD. f a s t a " > " /home/ j e f f / t m p / P r o j e t / source / t e s t s / w o r k d i r s /RRAD 
/RRAD-l -3H. log" 
" /home/ j e f f / t m p / P r o j e t / source / g e n t o o l s / s p l i c e s e a r c h . py" —v —p graph —o " /home/ j e f f / t m p / 
P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-1—3H. graph . ou t" " /home/ j e f f / t m p / P r o j e t / s o u r c e / 
t e s t s / workdirs/RRAD/RRAD-1-3H. ou t" > " /home/ j e f f / t m p / P r o j e t / source / t e s t s /workdirs /RRAD 
/RRAD-1-3H. graph . log " 
listing 5.2 - Exemple de script pour une tache : workdirs/RRAD/RRAD-l-3H.sh 
pour extraire automatiquement les durees d'execution des passes. En effet la deuxieme 
ligne commence par la commande t ime , qui permet de mesurer le temps d'execution de 
la commande passee en parametre, dans ce cas S p l i c e s e a r c h . En lisant cette deuxieme 
ligne, S p l i c e s e a r c h est appele avec les parametres suivants : 
- -m 2 . 5 % : seuls les meilleurs 2.5% des resultats seront conserves; 
- -p 3H : le site recherche est le site d'epissage 3' high-CG isochore; 
- -o " . . . /workdirs/RRAD/RRAD-1-3H. o u t " : les resultats de la recherche 
seront sauvegardes dans un fichier appele RRAD -1 - 3H. o u t ; 
- " . . . / s equences /RRAD. f a s t a " : le fichier contenant la sequence du gene 
s'appelle RRAD . f a s t a , et son chemin est specifie au complet; 
- > " . . . /workdirs/RRAD/RRAD-1-3H. l o g " : les messages sur la sortie stan-
dard seront rediriges dans un fichier appele RRAD - 1 - 3H. log . 
II s'agit done bien d'un module de recherche du signal de site d'epissage 3' dans la 
sequence du gene RRAD, tel qu'indique par le nom du fichier. En plus, une ligne supple-
mentaire dans le script permet d'ajouter une fonctionnalite « fantome » au module, dans le 
sens ou elle ne fait pas reellement partie des taches de calcul. Comme explique au chapitre 
4, les donnees passees entre modules sont dans un format specifique a la machine virtuelle 
Python. Afin de pouvoir produire des graphiques et d'obtenir des resultats dans un format 
humainement comprehensible, il a ete necessaire de creer un module additionnel, GRAPH, 
qui reformate les donnees. La troisieme ligne du script se charge de lancer l'execution de 
ce module, afin d'avoir systematiquement les resultats dans un bon format a la suite de 
l'execution d'un module de calcul. 
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RRAD.dago 
RRAD/RRAD-1-
RRAD/RRAD-1-
RRAD/RRAD-1-
RRAD/RRAD-1-
RRAD/RRAD-1-
RRAD/RRAD-1-
RRAD/RRAD-1-
RRAD/RRAD-2-
RRAD/RRAD-2-
RRAD/RRAD-3-
RRAD/RRAD-3-
-3H.sh 
-3L. sh 
-SH.sh 
-5L. sh 
-BH.sh 
-BL.sh 
-PYR.sh 
-mergeH 
-mergeL 
-3DISTH 
-3DISTL 
RRAD/RRAD-4-mergeH 
RRAD/RRAD-4-mergeL 
RRAD/RRAD-5-OOMPH. 
RRAD/RRAD-5-COMPL. 
sh 
sh 
sh 
sh 
sh 
sh 
,h 
,h 
listing 5.3 - Fichiers crees pour le gene RRAD 
5.1.4 Execution des taches 
Le script de definition d'une unique tache, qui contient les appels aux bons modules, 
est reference a la fois dans le fichier de definition des taches du gene au complet, et dans le 
fichier global de definition. Ce dernier, appele m o n s t e r . dago, contient toutes les taches 
pour tous les genes presents dans le repertoire s e q u e n c e s afin de pouvoir lancer toutes 
les recherches ensemble. II y a quatre manieres differentes de lancer la recherche du signal 
d'extremite 3' high-CG isochore sur le gene RRAD : 
- taper la commande manuellement; 
- executer le script RRAD-1-3H. sh, qui produit ses resultats dans le repertoire de 
travail du gene RRAD; 
- lancer DAGobert avec la definition du travail pour le gene RRAD (listing 5.1), qui 
executera ce script; 
- lancer DAGobert avec la definition globale de tous les travaux pour toutes les se-
quences disponibles, contenues dans le fichier m o n s t e r . dago, qui executera ega-
lement le script RRAD - 1 - 3H. sh. 
Toujours en reprenant l'exemple du gene RRAD, la liste complete des fichiers crees par 
le script de generation de definitions est presentee dans le listing 5.3. A cela, il faut ajou-
ter les entrees correspondantes aux taches dans m o n s t e r . dago, le fichier de definition 
global. 
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Lorsqu'une des taches faisant partie de la definition d'un gene est executee, elle pro-
duit deux ou quatre fichiers de sortie, selon que le script declenche 1'execution d'un seul 
module ou de deux, comme explique plus haut. Chaque module produit en effet deux sor-
ties : les resultats du module, au format d'un objet serialise de la machine virtuelle Py-
thon, et la sortie standard, redirigee dans un fichier de journalisation. L'execution du script 
RRAD-l-3H.sh, qui definit les executions de deux modules, produit ainsi les quatres 
fichiers suivants : 
- workdirs/RRAD/RRAD-1 - 3H. l o g (listing 5.4), qui contient la sortie standard; 
- workdirs/RRAD/RRAD-1 - 3H. ou t , qui contient les resultats de la recherche; 
- workdirs /RRAD/RRAD-1-3H.graph, l o g (listing 5.5), qui contient la sortie 
standard de la passe GRAPH (utile seulement dans le cas ou 1'execution a echoue); 
- workdirs/RRAD/RRAD-1 - 3H. g r a p h . o u t (listing 5.6), qui contient les resul-
tats transformes. 
Le contenu du fichier workdirs/RRAD/RRAD-1 - 3H. o u t n'est pas inclus dans ce 
document, car il est illisible humainement. En ce qui concerne les autres fichiers, les details 
les plus interessants se trouvent dans la sortie standard du module de recherche (listing 5.4), 
et dans la sortie du module GRAPH (listing 5.6). Dans le premier cas, les details importants 
de la recherche sont affiches, comme la matrice ponderee qui sert a rechercher le signal, 
ou encore le nombre de resultats retournes, et une fois les resultats obtenus, les scores 
maximum et minimum parmi ceux du fichier. Cela fournit un apercu rapide du travail, et 
permet, avec l'habitude, de reperer tres rapidement si quelque chose ne fonctionne pas bien. 
La sortie du module GRAPH (listing 5.6) nous fournit les resultats d'un autre module 
dans un format humainement lisible. Dans le cas des resultats des modules de recherche, 
chaque ligne dans la sortie du module GRAPH est composee de trois elements : 
- la position du signal dans la sequence; 
- le resultat obtenu par la sequence a cette position; 
- la sequence qui a obtenu ce resultat. 
En reprenant toujours l'exemple de la recherche du site d'epissage 3' dans le gene 
READ, la sortie standard du module de recherche (listing 5.4) indique que le meilleur 
score obtenu est 0.835. Selon les resultats du module GRAPH, ce score a ete obtenu par la 
sequence CGCTCTTTTTCCCAGGC, qui correspond done a un site d'epissage 3' potentiel 
a la position 878. 
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| SPLICESEARCH | v0 .20 
( c ) 2008 JF Le F i l l a t r e 
Reading inpu t f i l e . . . 
Not a S p i c e s e a r c h f i l e , t r y i n g to load a FASTA s e q u e n c e . . . 
S a n i t i z i n g s e q u e n c e . . . Done. 
T r a n s i t i o n s = Fa l se 
>hgl8 knownGene N M 0 0 4 1 6 5 r a n g e = c h r l 6 : 6 5 5 1 3 0 9 0 - 6 5 5 1 6 9 2 0 5 'pad=0 3 'pad=0 revComp=TRUE 
strand=— repea tMask ing=none 
Lenth of s e q u e n c e : 3831 b a s e s . 
Computing the s c o r e s for the 3 ' s i t e s igna l , high-CG i s o c h o r e . 
Checking the v a l i d i t y of the g e n e r a t o r inpu t d a t a . . . 
S igna l mat r ix : —15 1 
[0 .92035185244161277 , 0 .90706349297642386 , 0 .90124322044456107 , 0 .90967051325800119 , 
0 .89060929461945937 , 0 .89060929461945937 , 0 .87082330119895168 , 0 .90222250557075456 , 
0 .89887570334777378 , 0 .88676008047866794, 0 .8882307580400356 , 0 .96004668685479322 , 
0 .80376735133477462 , 1.0, 0 . 0 , 0 .94199055245648222, 0 .97161372630173548] 
[ 1 . 0 , 1.0, 1.0, 1.0, 0 .99275496356012205 , 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 0 . 0 , 
0 . 0 , 0 .91578815317041695 , 0 .97735074222005591] 
[0 .94256693366024813 , 0 .93741963050417376 , 0 .93874936790534835 , 0 .93602458661618682 , 
0 .93205104949464634 , 0 .92767290050985174, 0 .93334203832447216 , 0 .93241663274245512 , 
0 .91075220334651241 , 0 .89375282003133283 , 0 .90338972254734706 , 0 .9779243937655806 , 
0 . 0 , 0 . 0 , 1.0, 1.0, 0 .9960846629688308] 
[0 .98904797132978628 , 0 .99097330044473209 , 0 .99554021527306069 , 0 .99851182560873342 , 1.0, 
0 .99427302263060136 , 0 .99858350114882988 , 0 .97887886062141416 , 0 .97701459311689132 , 
0 .96788028384901592 , 0 .99453905821193422 , 0 .95378590784017137 , 0 .90835016994861617 , 
0 . 0 , 0 . 0 , 0 .89000384310602021 , 1.0] 
o f f s e t : 15 | s t a r t : 0 | l e n g t h : 3815 
Keeping only the f i r s t 95 (2.47977029496%) r e s u l t s . 
Max and min s c o r e s in the r e s u l t s : 0.834682785187 - 0.496697527279 
Wri t ing ou tpu t f i l e . . . 
C los ing f i l e / h o m e / j e f f / t m p / P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-1—3H. out 
listing 5.4 - Contenu du fichier RRAD-l-3H.log 
I SPLICESEARCH | v0 .20 
( c ) 2008 JF Le F i l l a t r e 
Reading inpu t f i l e . . . 
>hgl8_knownGene_NM_004165 range = ch r l6 :65513090-65516920 5 'pad=0 3 'pad=0 revComp=TRUE 
s t r a n d ^ r epea tMask ing=none 
Lenth of s e q u e n c e : 3831 b a s e s . 
G e n e r a t i n g p l o t t i n g — r e a d y f i l e s . 
C los ing f i l e / h o m e / j e f f / t m p / P r o j e t / s o u r c e / t e s t s / w o r k d i r s /RRAD/RRAD-1—3H. graph . out 
listing 5.5 - Contenu du fichier RRAD-l-3H.graph.log 
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# R e s u l t s for 3H 
16 
146 
260 
322 
391 
414 
453 
481 
543 
579 
584 
729 
752 
858 
878 
904 
928 
936 
953 
960 
977 
1016 
1019 
etc . 
3785 
3803 
0.525692978741 
0.584618767943 
0.603900238383 
0.648161852546 
0.505596359405 
0.520678835062 
0.615434343779 
0.598785533333 
0.56676410681 
0.501628879693 
0.650880119171 
0.58211324326 
0.506781894849 
0.527587412917 
0.834682785187 
0.580188983807 
0.738370498146 
0.575921514261 
0.691035251809 
0.702515802171 
0.529942430554 
0.542738459953 
0.582627199569 
0.531566279474 
0.664674285924 
TGGCIGCAGCAGCAGGG 
TOGGGGCGGCIGCAGAT 
CTCCGGGTIGGGCAGGT 
TTCCTGATCCCCTAGAC 
CXXXX3TGGGGGCCAGGA 
GCGCCGTCGGGGCAGCA 
GCTGCACXDGCCGCAGCA 
GAGCX3CX1ACCTGCAGGC 
GACXCAGGGTCCCAGGC 
C X J A G G A C T C G C T C A G C T 
ACTCXjCrCAGCTCAGGG 
GAOCCAGCTGTTCAGGG 
C G A T C C C X J G G G C T A G G A 
A T T A T T I T G A G A C A G A G 
C G C T C T T T T T C C C A G G C 
GTGGCUICGATCTAGGC 
AACCrCCGCCTTCAGGT 
CX^TCAGGTTTCAAGGG 
AnCTCCTGCCTCAGCC 
TGCCTCAGCCrCCAGAG 
TAGCTAGGATTACAGGC 
TATTTGTGTTTTTAGTA 
TTGTGir i l ' lAGTAGAG 
TCTTCAGTGCGGTAGCr 
TTrGTTTACATGCAGAT 
listing 5.6 - Contenu du fichier RRAD-l-3H.graph.out 
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Finalement, les memes resultats sont obtenus en executant DAGobert, avec comme 
parametre le fichier de configuration du travail pour le gene RRAD au complet, ou encore 
le fichier de configuration global. Les chemins des fichiers sont exactement les memes, 
ainsi que le contenu. La sortie complete de l'execution de DAGobert pour le gene RRAD 
se trouve en annexe A. 
5.2 Resultats informatiques 
L'ensemble du projet etant compose de deux parties differentes et independantes, l'in-
frastructure informatique (chapitre 3) et les outils biologiques (chapitre 4), il est necessaire 
d'effectuer deux analyses separees de resultats. La premiere de ces analyses concerne l'in-
frastructure de parallelisation. 
5.2.1 Performance de DAGobert 
Une simple execution de DAGobert pour un gene donne montre que le code fonctionne, 
et que les taches du travail sont bien passees a Torque pour execution. Les commandes 
de Torque, comme q s t a t , permettent d'obtenir a un instant donne les taches en cours 
d'execution et en attente d'execution dans une queue de Torque. Comme explique plus loin 
la plupart des taches ont une duree d'execution tres courte, ce qui fait que pour un seul 
gene de petite taille la queue se vide tres vite. Cependant l'execution parallele fonctionne 
bien, et plusieurs travaux dont les dependances ascendantes sont resolues s'executent en 
parallele. 
De plus, DAGobert est capable de generer un nombre assez important de taches avec 
une faible perte de performances. Le train de test du programme contient 21 genes, et pour 
chacun de ces genes 15 taches sont generees, ce qui fait un total de 315 taches en tout. Le 
fichier m o n s t e r . d a g o contient toutes ces taches, et DAGobert peut etre execute avec ce 
fichier de definition. Le listing 5.7 presente la duree d'execution de DAGobert pour un seul 
gene, et le listing 5.8 la duree d'execution pour les 21. 
DAGobert a ete legerement modifie pour ces tests, afin de desactiver le lancement de 
l'execution parallele et d'etre capable de mesurer l'impact de la taille du fichier de defi-
nitions sur la duree d'execution. En effet, les temps de l'execution parallele etant comple-
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$ time . / d a g o . p y . / t e s t s / d a g o s / R R A D . dago 
****************************** 
* DAGOBERT * 
****************************** 
Running on: l i nux2 
Command l i n e : [ ' 
—> Job d e f i n i t i o n 
/ dago . p y ' , ' . . / t e s t s / d a g o s /RRAD. dago ' 
f i l e a n a l y s i s : 
D e f i n i t i o n f i l e s u c c e s s f u l l y opened. 
I t c o n t a i n s 26 l i n e s . 
15 t a s k s d e f i n e d . 
F i l l i n g mat r ix anc 
F i l e a n a l y s i s f in i 
—> Checking if the 
Running 
Running 
Running 
Running 
Running 
7 t a s k s 
2 t a s k s 
2 t a s k s 
2 t a s k s 
2 t a s k s 
No o the r r e a c h a b l e 
Test OK. 
r e a l 0m0.053s 
user 0m0.048s 
sys 0m0.004s 
v e c t o r : 
s h e d . 
graph is a c y c l i c : 
u p d a t i n g . . . 
u p d a t i n g . . . 
u p d a t i n g . . . 
u p d a t i n g . . . 
u p d a t i n g . . . 
t a sk . 
Done. 
listing 5.7 - Durees d'execution de DAGobert, un seul gene 
tement independants de 1'infrastructure, cela n'a aucun interet dans le cadre d'une mesure 
des performances de DAGobert seul. 
Bien qu'il y ait 21 fois plus de taches, le temps d'execution n'est pas 21 fois plus grand. 
Une part de cela vient du fait que la machine virtuelle Python a un temps fixe d'initialisa-
tion, ce qui penalise les courtes executions. Par ailleurs, meme avec 315 taches, le temps 
d'execution du chargement, de la verification de l'acyclicite du graphe de dependances, et 
de la preparation des donnees en memoire, n'est que d'un tiers de seconde. II est presque 
impossible de faire la difference entre les deux executions. 
Lorsque l'execution parallele des taches est activee, les durees d'execution sont beau-
coup plus difficiles a obtenir. En effet, pour chaque tache envoyee dans sa queue d'execu-
tion, Torque cree plusieurs fichiers temporaires. Lorsque DAGobert travaille sur un grand 
ensemble de donnees, des centaines de taches peuvent etre envoyees dans la queue au meme 
moment. L'activite du disque est alors tres importante, et ralentit de maniere visible la 
77 
CHAPITRE 5. TESTS ET RESULTATS 
$ t ime . / d a g o . p y . . / t e s t s / d a g o s / m o n s t e r . dago 
****************************** 
* DAGOBERT * 
****************************** 
Running on: l i nux2 
Command l i n e : [ ' . 
—> Job d e f i n i t i o n 
/ dago . p y ' , ' . . / t e s t s / d a g o s / m o n s t e r 
f i l e a n a l y s i s : 
D e f i n i t i o n f i l e s u c c e s s f u l l y opened . 
It c o n t a i n s 486 l i n e s . 
315 t a s k s d e f i n e d . 
F i l l i n g mat r ix and 
. . . . Done. 
v e c t o r : 
F i l e a n a l y s i s f i n i s h e d . 
—> Checking i f the 
Running 
Running 
Running 
Running 
Running 
147 t a s k s 
42 t a s k s 
42 t a s k s 
42 t a s k s 
42 t a s k s 
No o the r r e a c h a b l e 
Test OK. 
r e a l 0m0.309s 
use r OmO .296s 
sys OmO.004s 
graph is a c y c l i c : 
, u p d a t i n g . . . 
, upda t ing . . . 
, upda t ing . . . 
, upda t ing . . . 
, upda t ing . . . 
t a sk . 
dago ' ] 
listing 5.8 - Durees d'execution de DAGobert, 21 genes 
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vitesse d'execution globale du logiciel. A cause des multiples logiciels et entrees-sorties 
(disque, reseau) impliques, il est tres difficile de determiner l'impact de la charge sur le 
seul DAGobert. 
Le seul travail de DAGobert, lors de 1'execution parallele, est de verifier a intervalle 
regulier (5 secondes, modifiable dans le code source) la completion ou non des taches dont 
il a demande l'execution. Si certaines taches qui etaient en attente d'execution apparaissent 
maintenant comme terminees, il doit verifier si cela libere une ou plusieurs autres taches 
qui dependaient de celle terminee, et le cas echeant les executer. II y a un cout a chacune 
de ces verifications, mais il est difficile de le determiner precisement car il est negligeable 
compare au cout de la creation d'une tache de Torque. 
Cependant, les algorithmes mis en oeuvre etant tres simples et etant tous de complexity 
0(n), nous supposons que le temps de calcul global de DAGobert, en excluant les couts 
lies a 1'initialisation de la machine virtuelle, croitront proportionnellement au nombre de 
taches contenues dans le fichier de configuration. 
5.2.2 Gains lies a la parallelisation 
En modifiant les parametres de Torque, il est possible de specifier le nombre de taches 
concurrentes qu'une machine peut executer. Ne disposant pour ces tests que d'une seule 
machine, mais a deux processeurs, nous avons pu tout de meme mesurer les gains de per-
formance, en simulant deux noeuds de calcul sur les deux processeurs. 
Les durees d'execution de plusieurs taches sont presentees dans le tableau 5.2. Ce sont 
les resultats d'une execution parmi d'autres, et ces durees varient enormement d'une exe-
cution a l'autre. En fait, des tests empiriques ont revele que les durees d'execution varient 
du simple au triple, parfois meme au quadruple. II est tres difficile d'expliquer un tel taux 
de variation. L'explication la plus probable est que les durees d'execution etant tellement 
courtes, le temps necessaire a la lecture et Pecriture des donnees sur le disque devient non 
negligeable. Plus precisement, il faut comparer les ordres de grandeur des temps d'exe-
cution d'une unique tache, avec ceux d'un acces disque. En effet, un peu plus loin nous 
nous interessons aux durees d'execution des modules seuls, sans tenir compte des delais 
d'entrees-sorties. Mais lorsque Ton regarde les durees d'execution au niveau du serveur 
de la grappe, les temps obtenus correspondent a l'execution totale des travaux, c'est-a-dire 
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les modules et tous les delais. Les temps d'execution d'une seule tache parmi toutes celles 
d'un gene, comme par exemple celle dont la sortie est donnee au listing 5.4, ne prend typi-
quement que quelques dixiemes de secondes. Le temps d'un seul acces a un bloc sur disque 
prend une ou deux dizaines de millisecondes, done un ou deux centiemes de secondes. II y a 
done un ordre de grandeur de difference entre les deux. Or, chaque tache produit plusieurs 
fichiers de sortie, comme explique plus haut, qui dans certains cas peuvent faire d'assez 
grandes tailles (dependament du pourcentage de resultats conserves, de quelques octets a 
quelques mega-octets). II est done tres probable qu'avec des executions aussi courtes, le 
temps d'entree-sortie sur disque soit plus important que le temps d'execution. Les mo-
dules de recherche de signaux sont hautement optimises, et leurs durees d'execution sont 
fortement reliees aux performances des disques. 
1 noeud 
2 nceuds 
RRAD seul 
Om 25.900s 
0m 29.117s 
21 genes 
3m 1.689s 
3m 24.144s 
tableau 5.2 - Durees d'execution des calculs 
Par ailleurs, les durees d'execution de toutes les taches pour un seul gene sont tres 
similaires, qu'un seul ou deux nceuds soient utilises. Cela est du au fait que DAGobert 
verifie les taches terminees aux 5 secondes, afin de savoir s'il peut en executer d'autres. 
Or, quel que soit le nombre de noeuds, le comportement est le meme : toutes les taches 
a executer a un moment donne se terminent avant la fin de la periode de 5 secondes; la 
queue d'execution est vide et les nceuds de calcul ne font plus rien. Puis DAGobert verifie 
les dependances, lance l'execution d'un autre ensemble de taches, qui se terminent toutes 
aussi avant la fin de la tranche de 5 secondes, et ainsi de suite. Dans ce cas, a cause de cette 
tranche de temps, nous n'avons aucun gain de parallelisation. 
Les resultats lors de l'execution des taches des 21 genes sont plus etranges. Tout d'abord, 
la duree d'execution est environ sept fois plus grande dans les deux cas, et non pas 21 fois, 
comme laisserait croire le fait que Ton fait 21 fois plus de travail. Contrairement a l'execu-
tion d'un seul gene, de tres nombreuses taches sont lancees en meme temps, ce qui remplit 
completement la tranche de 5 secondes, sur un processeur comme sur deux. DAGobert ve-
rifie ensuite les dependances des taches terminees et le cas echeant en execute d'autres, ce 
qui permet que la queue ne soit jamais vide, et que l'utilisation des ressources processeur 
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soit maximale. De cette facon, la tranche de temps de 5 secondes n'a plus d'influence. 
II est nettement plus difficile d'expliquer le fait que la duree d'execution sur deux pro-
cesseurs soit en fait plus grande ou egale a celle d'un seul processeur. A defaut d'une 
explication detaillee, des conversations avec des collegues de travail ont confirme que les 
infrastructures d'execution parallele (dans notre cas Torque, mais cela s'applique a toutes 
les autres) sont optimisees pour de longues executions, et se comportent inefficacement 
lorsque les taches sont courtes. Comme indique precedemment, Torque cree de nombreux 
fichiers pour chaque tache ajoutee, sans compter les communications pour executer a dis-
tance et les redirections d'entrees-sorties sur la machine-maitre de la grappe. II est done 
probable qu'une combinaison de 1'augmentation de la charge d'entrees-sorties, ainsi que 
la non-optimisation de Torque pour de petites taches, effacent completement tout gain de 
performance du a des executions paralleles. 
Les trois facteurs de la tranche de temps, des delais d'entrees-sorties et de l'inefficacite 
de Torque pour les petites taches, expliquent aussi un autre point interessant. Le tableau 
B.l en annexe B nous indique que pour le gene RRAD, qui est assez court, les durees 
d'execution des modules sont inferieures a un dixieme de seconde. Cependant, l'execution 
du travail pour le gene au complet, qui ne compte que onze taches de calcul et quatre 
taches de rassemblement de donnees, prend presque 30 secondes, e'est-a-dire un ordre de 
grandeur de plus que la somme des taches. Si Ton tient compte de tous les phenomenes 
expliques, ces resultats deviennent plus comprehensibles. 
II est possible de limiter l'impact de la tranche de temps en la diminuant par exemple a 1 
seconde ou moins. Cela permet de raccourcir le temps pendant lequel les noeuds de calculs 
sont inutilises et attendent que DAGobert verifie les taches terminees. II y a cependant 
un cout a cette modification, lie a l'execution de Torque. Lorsqu'une tranche de temps se 
termine, si la completion de certaines taches rend possible l'execution d'autres taches, ces 
dernieres sont ajoutees dans la queue de Torque. Cela prend un certain temps, qui ne compte 
pas dans la taille de la tranche. Si la tranche est trop courte par rapport au nombre de taches, 
elle devient negligeable a cote du temps necessaire a l'ajout des nouvelles taches. De plus, 
chacun de ces ajouts entraine des entrees-sorties sur disque, qui ne sont pas effectuees 
immediatement mais mises en tampon par le systeme d'exploitation. Si la tranche de temps 
n'est pas assez longue par rapport au nombre de taches, les tampons n'ont pas le temps de 
se vider avant que de nouvelles taches soient ajoutees dans la queue, et cela cree un effet 
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d'avalanche qui surcharge la machine maitre. II est done necessaire de trouver un equilibre 
entre le nombre de taches, la taille de la tranche de temps et la vitesse de la machine et des 
disques. Le developpement de DAGobert s'est fait sur une vieille machine ayant un disque 
lent, et lors de l'execution des recherches sur l'ensemble des genes de test une tranche de 
temps de 5 secondes s'est averee necessaire pour ne pas rencontrer l'effet d'avalanche. 
5.2.3 Durees d'execution des modules 
Les durees d'execution de chacun des modules, individuellement, sur les nceuds de 
calcul, sans tenir compte des surcouts lies a Torque, sont un peu plus previsibles et reguliers. 
Les tableaux fournis en annexe B nous indiquent, pour chaque gene, les durees d'execution 
de chaque module. 
Plusieurs observations sont possibles en etudiant les trois tableaux inclus dans l'annexe. 
Pour les modules de recherche de signal (tableau B.l), la longueur du signal recherche 
(tableau B.2) n'a a toutes fins utiles pas d'influence. La taille du signal du site d'epissage 
3' (3H pour les high-CG isochore, 3L pour les low-CG isochore, de meme taille) est deux 
fois et demie plus grande que la taille du signal du point de branchement (BH et BL). 
Cependant les durees d'execution sont virtuellement identiques, et ne refletent done pas le 
changement de taille du signal. 
En revanche, la taille du gene erudie a une influence non negligeable. Ce n'est pas 
parfaitement proportionnel, par exemple ECRG4 (12493 bases) a une duree d'execution 
pour le module 5H de 0.102s, alors que ORAOV1 (9832 bases, 22% plus petit) a une 
duree de 0.105s. Cette anomalie se voit aussi pour plusieurs autres combinaisons de genes, 
par exemple GDNFbis et GDNFter. II s'agit encore de variations liees a des parametres 
exterieurs, qui deviennent de plus en plus importants proportionnellement lorsque la taille 
de la sequence diminue. Mais a part cette marge de variation, un gene plus long aura des 
durees d'execution plus longues, quel que soit le module. 
Cela se remarque aussi, plus clairement encore, dans les resultats des couches de cor-
relation (tableau B.3). La couche 3DIST, qui calcule les distances entre les 3 elements de 
la structure d'extremite 3' de Pintron, a une complexity de 0(n3), n etant la longueur de la 
sequence. Les temps d'execution augmentent done tres vite avec la taille de la sequence. 
Cependant comme les resultats des modules de recherche sont filtres pour ne conserver 
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qu'une certaine quantite de resultats, les temps d'execution dependent aussi de ce para-
metre. Cela se voit tres clairement dans les temps d'execution des recherches sur tous les 
genes de l'ensemble de test, effectuees afm d'obtenir les resultats presentes aux Annexes D, 
E, F, G et H. Ces differentes durees d'execution sont repetees dans le tableau 5.3. Pour les 
faibles pourcentages de donnees conservees, les durees d'execution varient peu; le princi-
pal parametre dans ce cas etant la latence des acces disque. Cependant, au-dela de 2.5%, les 
chiffres augmentent rapidement: a 4.0% de donnees conservees le temps d'execution est 
1.62 fois le temps de 2.5%o, et a 9.9% il est 8.15 fois superieur au temps de 2.5%. Le cout 
principal, dans le cas des longues sequences, provient du module 3DIST, et c'est evident 
dans les resultats presentes a 1'Annexe C. En particulier, les temps d'execution du plus long 
des genes (MCC, 268774 bases) pour le module le plus complexe (3DIST) depassent les 
dix minutes (voir le tableau C.3). 
Pourcentage 
0.5% 
1.0% 
2.5% 
4.0% 
9.9% 
Duree d'execution 
4m 28.834s 
3m 54.392s 
3m 24.144s 
5m 29.917s 
27 m42.655s 
tableau 5.3 - Duree d'execution totale en fonction du pourcentage de resultats conserves 
A l'exception du module 3DIST, les temps d'execution des autres modules sont tene-
ment courts qu'il ne servirait a rien de tenter de paralleliser encore plus. En particulier, il 
est inutile de tenter de paralleliser par les donnees, pour complementer l'approche actuelle 
de parallelisation par le code. Cela ne conduirait qu'a plus de complexity dans le code des 
modules, et a en juger par les resultats obtenus, des performances encore pires. On pour-
rait meme effectuer plusieurs recherches de signaux dans un meme module, afm d'avoir 
des taches plus longues, et done de sacrifier un degre de parallelisation pour obtenir de 
meilleures performances. Cependant une parallelisation par les donnees pourrait s'averer 
utile pour le module 3DIST, specialement si Ton souhaite conserver de grandes quantites 
de resultats des modules de recherches. En souhaitant conserver 20% de resultats, e'est-
a-dire juste le double de la plus longue execution du tableau 5.3, la duree d'une unique 
execution du module 3DIST se compterait en heures. Dans le cas de grands ensembles de 
donnees, c'est done le seul module qui profiterait reellement d'une parallelisation par les 
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donnees. 
5.3 Resultats biologiques 
Le deuxieme aspect de ce projet est la partie biologique. Les durees d'execution des 
modules ont ete vues precedemment, parce que plus liees a l'aspect informatique. II reste a 
verifier la qualite des resultats des modules. 
5.3.1 Precision des generateurs 
La qualite des resultats produits par les generateurs est fondamentale. En effet, si la 
couche de recherche de signaux ne trouve pas les positions correctes des signaux en ques-
tion, il est impossible d'exploiter ces donnees pour les correler. De plus, a cause de la 
maniere dont fonctionne le logiciel, il faut correctement discriminer les resultats. La com-
plexity de la discrimination est liee au fait que pour chaque position dans la sequence, les 
generateurs renvoient un resultat qui lui est associe. II y a done presque autant de resul-
tats que de bases dans la sequence du gene, mais la plupart de ces resultats sont inutiles 
(entre autre les positions ayant un score de 0, parce qu'elles ne contiennent pas les bases 
obligatoires du signal recherche). II est done necessaire de filtrer ce qui est produit par les 
generateurs, afin de ne conserver que les meilleurs resultats. 
Le fait que les signaux soient definis de maniere probabiliste ne permet pas de fournir 
une reponse binaire a la question «le signal est-il trouve ? ». Le seul critere disponible pour 
classer les resultats est le score obtenu pour chaque position dans la sequence, mais cela 
n'est pas suffisant. Par exemple, les scores pour la recherche du signal de l'extremite 5' 
d'intron high-CG isochore dans le gene RRAD en ne conservant que 0.5% des resultats, 
sont presentes dans le listing 5.9. Les sites 5' connus, tels que presentes dans le tableau 
D.41, sont indiques a l'aide d'une petite fleche. RRAD est un gene que Ton pourrait qua-
lifier de cooperatif, puisque les deux meilleurs scores pour ce signal correspondent en fait 
a des sites d'epissage connus. Meme la, deux resultats, pour les position 176 et 1490 (indi-
quees par une croix), presentent un meilleur score que certains sites connus. 
Ce motif de resultats se retrouve frequemment: les quelques meilleurs scores corres-
pondent a des sites connus, puis des positions ne correspondant pas a des sites connus 
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# R e s u l t s for 5H 
108 
176 
260 
380 
707 
1325 
1395 
1405 
1490 
1520 
1671 
1710 
1973 
2001 
2315 
2603 
3462 
3628 
3747 
0.752683646174 
0.817640045605 
0.739147480408 
0.633068992817 
0.946517093225 
0.656486376183 
0.64747880287 
0.653631727016 
0.768347931 
0.621095551102 
0.75814718039 
0.619262531843 
0.633629730021 
0.841030645948 
0.607824134669 
0.653631727016 
0.619044350666 
0.633068992817 
0.620922832561 
T G G G T G A G T 
C G G G T G A G G 
C A G G T G C G C 
G C G G T G G G G 
C A G G T G A G G 
C A G G T C A G A 
C A T G T G G G T 
G A G G T C A G G 
A G G G T A A G G 
A G G G T G T G G 
C A G G T A G G G 
G G A G T G A G T 
C T G G T G C G C 
A T G G T G A G T 
G A G G T C A G A 
G A G G T C A G G 
A T G G T G G G A 
C C A G T G A G G 
C G G G T G T G C 
<== 
X 
<== 
X 
<== 
<== 
listing 5.9 - Resultat de la recherche du site 5' high-CG, 0.5%, gene RRAD 
obtiennent de meilleurs resultats que le reste des sites. Cette tendance croit au fur et a me-
sure que les scores baissent, et dans certains cas les derniers sites connus ont des scores 
faibles et sont relegues loin dans la liste, apres de tres nombreuses positions inutiles. Dans 
certains cas les dernieres positions connues ont des scores tellement faibles qu'elle n'ap-
paraissent meme pas dans les premiers 9.9%. C'est le cas par exemple des genes BRMS1L 
(tableaux H.9 et H.10), et GDNF (tableaux H.23 et H.24). Le tableau 5.4 contient quelques 
statistiques a propos de ces deux genes. 
longueur 
resultats conserves 
nombre d'introns 
site 5' non trouve 
site 3' non trouve 
BRMS1L 
45572 
4511 
9 
37563 
38544 
GDNF 
24430 
2418 
3 
24230 
tableau 5.4 - Informations sur les genes BRMS1L et GDNF 
Les deux extremites d'un meme intron sont manquantes dans le cas de BRMS1L, alors 
que seule une extremite 3' manque pour GDNF. Peut-etre s'agit-il d'un site d'epissage 
alternatif controlant une extremite 3' alternative du gene ? Dans les deux cas, la quantite de 
resultats conserves par rapport au nombre de sites cherches est enorme : 500 fois plus pour 
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BRMS1L, 800 fois plus pour GDNF. Les scores des sites manques sont done tres faibles 
comparativement a de nombreuses autres sous-sequences du gene. II est probable que les 
sites eux-memes sont tres faibles, e'est-a-dire que leur sequence est assez differente d'une 
sequence normale de site d'epissage, ce qui fait que lors de la recherche la comparaison 
avec le signal fournit un mauvais score. 
II est done impossible juste avec ces resultats de determiner quelle position, parmi les 
meilleurs resultats, correspond a un site d'epissage ou non. II est necessaire de tenir compte 
de parametres additionnels, comme des positions d'elements introniques auxiliaires, par 
exemples les amplificateurs et silenceurs d'epissage, pour invalider certains resultats et 
permettre finalement de determiner quels sont les sites d'epissage. 
Commes ces parametres additionnels ne sont pas implantes dans ce logiciel, il n'est pas 
possible a l'heure actuelle de determiner de maniere liable les sites d'epissage parmi les 
meilleurs resultats. En revanche, comme les positions des sites dans les genes servant de 
tests sont connues, il est possible de verifier que parmi les meilleurs resultats nous avons 
obtenu les positions des sites reels. Le module COMP a pour role de verifier justement 
cela. Les annexes D, E, F, G et H contiennent les resultats de ces verifications, classes 
selon differents parametres : gene, isochore, et pourcentage de resultats de generateurs 
conserves. 
Quelques generalites ressortent de l'ensemble des resultats presentes en annexe. Tout 
d'abord, la quantite de resultats conserves en sortie des generateurs exerce une influence sur 
la qualite des resultats, mais pas autant qu'il etait permis de penser sur la base du rapport 
entre la quantite de resultats a conserver et le nombre de site connus se trouvant dans ces 
resultats. 
- En ne conservant que les 0.5% meilleurs resultats, les generateurs n'ont pas reussi a 
trouver tous les sites 5' et 3', quel que soit le gene. Les resultats sont tout de meme 
tres bons, puisque plus de 75% des sites ont ete trouves pour la plupart des genes. 
A 1.0%, les sites de plusieurs genes (BCAR1, BCAR3, MCC, etc) ont ete trouves au 
complet. Les resultats sont meilleurs pour tous les genes, particulierement a l'extre-
mite 5'. 
- A 2.5% puis 4.0%, la tendance continue, et les sites d'epissage de la majorite des 
genes font partie des resultats. 
- A 9.9%, a quelques courts genes pres (BRMS1L, CT45-2, GDNF), tous les genes 
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ont tous leurs sites d'epissage. 
La grande surprise de ces tests est qu'en conservant seulement 0.5% de resultats, autant 
de sites d'epissage soient correctements trouves. Cela implique plusieurs choses : 
- les signaux represented bien les sequences a rechercher; 
- Palgorithme de recherche de signaux fonctionne correctement; 
- dans l'ensemble de test utilise, les genes contiennent un pourcentage eleve de sites 
bien dermis. 
II est meme possible de preciser que les sites 5' sont mieux definis de maniere generate 
que les sites 3'. En effet, pour les quantites de resultats inferieures ou egales a 4.0%, de 
nombreux genes ont de moins bons resultats pour l'extremite 3' que pour l'extremite 5'. II 
semblerait done que les sites 3' soient moins bien definis et qu'ils obtiennent de moins bons 
resultats, ce qui conduit a leur elimination de la liste des meilleurs sites potentiels. Cela est 
peut-etre relie a un phenomene remarque par Dou et al [40]: les sites d'epissage alternatifs 
3' dominants sont entoures de nombreux autres sites 3' moins bien definis, mais qui pour 
certains se retrouvent certainement dans la liste des meilleurs resultats au detriment des 
sites connus plus faibles. 
Selon ces resultats, il semblerait que dans un gene a epissage alternatif, une grande 
majorite des sites d'epissage soit bien conservee et que ces sites aient une sequence se 
rapprochant beaucoup de la moyenne statistique. 
5.3.2 Resultats des modules de correlation 
Une fois les resultats des modules de recherche de signaux independants obtenus, ils 
sont utilises par les modules de correlation pour tenter d'obtenir de nouvelles informations, 
cette fois-ci sur des ensembles de signaux. Le seul module de correlation implante a l'heure 
actuelle est le module 3DIST, qui calcule les distances entres les elements des resultats des 
recherches du point de branchement, de la zone riche en primidine, et du site d'epissage 
en extremite 3' d'intron. Etant donne que les modules de recherche produisent une certaine 
quantite de bruit, e'est-a-dire un grand ensemble de positions obtenant de bons scores pour 
un petit ensemble de sites connus, la correlation de ces resultats risque aussi de produire 
une grande quantite de bruit. 
Lorsque seulement 0.5% des resultats des modules de recherche sont conserves, les 
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resultats sont tres mauvais. A l'exception d'un seul gene (CFTR, pour les resultats low-CG 
isochore, voir table D.14), pour lequel quatre structures 3' sont correctement detectees sur 
un total de 26 connues, au maximum une structure est correctement detectee. Cependant, 
pour la majorite de ces genes plus de 75% des sites 3' ont ete correctement detectes, et les 
resultats des autres signaux de l'extremite 3' sont bons aussi. II serait permis de supposer 
que les resultats pour la structure 3', qui est composee de ces sites correctement detectes, 
devraient etre meilleurs. 
A l'autre extremite des parametres de test, lorsque 9.9% des resultats des modules de re-
cherche sont conserves la detection des structures 3' est plus efficace, mais malgre cela elle 
est encore loin du taux de detection des signaux individuels. Pour la majorite des genes les 
structures 3' n'ont pas toutes ete detectees, alors que tous les sites d'epissage connus font 
partie des resultats des generateurs. Seuls quelques genes possedant peu de sites d'epissage 
(BCAR1, ECRG4, FAM84B, GDNFbis et GDNFter, INSIG1) voient leurs structures 3' 
correctement detectees. De meme que dans le cas des 0.5% conserves, le taux de detection 
des structures 3' est tres faible. 
Plusieurs explications sont possibles pour ce manque de performance. Tout d'abord, le 
calcul des distances pourrait poser probleme. La figure 1.6 indique que la distance entre 
le point de branchement et le site d'epissage 3' fait entre 20 et 50 bases. La zone riche en 
pyrimidine, longue d'une quinzaine de bases, se trouve entre ces deux points. Si le calcul 
des distances suivait strictement ces valeurs, il y aurait un risque d'eliminer des structures 
potentiellement correctes, mais legerement hors normes. Ann d'eviter ce probleme, le mo-
dule 3DIST accepte des distances jusqu'a 70 bases entre le point de branchement et le site 
d'epissage 3', en attribuant un score legerement inferieur aux structures dont la distance 
entre les extremites est superieure a 50 bases et inferieure a 70. Cela permet de supprimer 
moins de structures potentielles, et d'autoriser une certaine marge d'imprecision, afin de 
ressembler a ce qui se passe concretement dans la cellule. 
Par ailleurs, la detection des points de branchement peut etre completement fausse. 
Contrairement aux sites 3' et 5', nous ne disposons pas d'information concernant la position 
des points de branchement correspondant aux sites 3' connus. II est done impossible de 
verifier la validite des resultats du module de recherche du signal du point de branchement. 
Splicesearch a ete mis au point a l'aide des positions connues des sites 5' et 3', et nous 
devons supposer que s'il renvoie de bons resultats pour ces deux sites, les resultats pour le 
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point de branchement seront egalement corrects. II reste cependant la possibilite que ce ne 
soit pas le cas. 
Egalement, la detection de la zone riche en pyrimidine peut egalement poser probleme. 
Dans le cas du gene RRAD, la recherche de la zone a pyrimidine en ne conservant que 1.0% 
des resultats retourne 38 positions, avec les scores correspondants, comme presente dans 
le listing 4.10. Cependant, il est clair que de multiples positions font en realite partie de la 
meme zone, et que ces differentes positions seront rassemblees au cours de 1'execution du 
module 3DIST. En pratique, cela revient a avoir autant de resultats que de zones, c'est-a-
dire dans ce cas 10 seulement. En comparant les positions des differentes zones detectees 
avec les positions des structures 3' non trouvees (c'est-a-dire les positions des sites 3' 
connus, moins les structures 3' trouvees, presentees dans les tableaux E.41 et E.42), il 
apparait clairement que les zones correspondant aux sites 3' 322, 1597 et 1796 ne font 
pas partie des resultats. II etait done dans ce cas impossible de detecter correctement les 
structures, parce que le nombre de zones detectees est trop faible. Cependant, dans le cas ou 
9.9% des resultats sont conserves, les zones correspondant aux quatre sites 3' connues sont 
detectees, mais une structure parmi les quatre ne Test pas (voir les tableaux H.41 et H.41), 
ce qui implique que la detection de la zone a pyrimidine n'est pas la seule responsable. 
Une maniere simple de passer outre ce probleme serait de reimplanter un rassemble-
ment des resultats specifique au module PYR, qui serait execute avant le calcul du nombre 
maximum de resultats a renvoyer. De cette maniere, le module fournirait directement un 
ensemble de zones detectees, au lieu de fournir un ensemble de positions qui peuvent ou 
non faire partie d'une zone, a rassembler ulterieurement. Le nombre attendu de resultats 
utilisables serait ainsi obtenu, et le module 3DIST fournirait certainement de meilleurs re-
sultats. 
Finalement, les sites d'epissage alternatif 3' peuvent etre entoures de multiples autres 
sites 3' potentiels [40], qui pourraient faire partie des resultats du module de recherche 
de signal 3 ' , et done etre consideres par le module 3DIST. Malheureusement, dans l'etat 
actuel de Splicesearch, rien ne permet de distinguer le site 3' connu et les sites potentiels, 
ce qui peut fausser les resultats. II est difficile d'evaluer dans quelle mesure ce parametre 
influence negativement les resultats presenters dans les annexes, mais la possibilite qu'il 
joue un role n'est pas a exclure. 
II y a done de multiples raisons pour lesquelles la correlation des resultats pour la struc-
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ture 3' peut fournir des resultats erronnes. II est probable que les faibles performances 
du module 3DIST soient causees par une combinaison de ces raisons, plutot que par une 
seule. De nombreuses modifications seront necessaires pour passer outre ces problemes, en 
particulier le cas des multiples sites 3'. La meilleure facon de faire serait de trouver une 
maniere d'eliminer les sites qui ne serviront jamais, par exemple en utilisant un critere de 
discrimination efficace, qui pourrait etre la presence ou 1'absence d'un element intronique 
auxiliaire, d'un enhancer ou d'un silencer, etc. 
5.3.3 Influence des isochores 
Le dernier point a aborder concerne l'influence des deux types de signaux, high-CG 
isochore et low-CG isochore, sur les resultats des modules de detection, mis a part la re-
cherche de la zone riche en pyrimidine. Les definitions originelles des signaux utilises, tels 
que fournis par Zhang dans la publication ayant servi de base a ce projet [110], compor-
taient tous deux variantes, une par isochore. Comme l'influence de ce parametre dans la 
recherche des signaux etait inconnue, toutes les variantes ont ete conservees, et tous les 
resultats ont ete fournis pour les deux variantes. 
L'ensemble des resultats de toutes les recherches de tous les signaux dans tous les genes 
font cependant ressortir plusieurs groupes de genes, en fonction de leurs resultats pour 
chacune des variantes. Dans certains cas, selon le type de signal utilise, les resultats vont 
contenir plus de sites detectes, ou encore vont permettre une meilleure correlation pour la 
structure 3'. Deux genes, HEPN1 et PBOV1, sont un peu particuliers, dans le sens ou ils 
sont completement indifferents au type de signal utilise, puisqu'ils ne contiennent pas de 
sites d'epissage. 
Le premier groupe est celui des genes comportant des sites d'epissage et pour lesquels 
le type de signal n'a aucune influence : 
- BCAR1 
- C17orf80 
- FAM84B 
- ORAOV1 
Le deuxieme groupe est celui des genes pour lesquels les signaux high-CG isochore 
fournissent de meilleurs resultats : 
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- AK074062 
- BRMS1 
- GDNF, GDNF_bis et GDNFjer 
- INSR 
- MTHFS 
- RRAD 
Le dernier groupe est celui des genes pour lesquels les signaux low-CG isochore four-
nissent de meilleurs resultats : 
- BCAR3 
- BRMS1L 
- CFTR 
- CT45-2 
- ECRG4 
- INSIG1 
- MCC 
Le hasard a done fait que les genes de l'ensemble de test utilise au cours de ce projet 
sont repartis relativement egalement entre les differents groupes. 
II est a noter que plus grand est le pourcentage de resultats conserves, plus faible est 
la difference pour chaque gene entre les resultats high-CG et low-CG isochore. Lorsque 
9.9% des resultats sont conserves, seuls les resultats de sept genes sont differents entre les 
deux variantes des signaux. Cependant les differences sont minimes, puisqu'a part le cas 
de AK074062, pour lequel la variante high-CG des signaux permet la detection de cinq 
structures 3' de plus, la difference entre les deux variantes n'est que d'une structure 3'. 
Tous les sites individuels sont detectes dans les deux variantes de tous ces genes. La liste 
des genes pour lesquels les resultats de 3DIST comportent encore des differences a 9.9% 
est la suivante : 
- AK074062 
- BCAR3 
- BRMS1,BRMS1L 
- C17orf80 
- INSR 
- MTHFS 
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Le type de signal utilise a done une influence non negligeable sur les resultats obtenus, 
que ce soit ceux des modules de recherche ou ceux du module de correlation. Afin d'obtenir 
les meilleurs resultats possibles, il est important d'avoir une bonne adequation entre le type 
de signal utilise et le gene etudie. Cela permet d'obtenir des meilleurs scores pour les sites 
d'epissage valides, et done d'ameliorer a la fois la detection et la correlation. 
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Le projet de recherche presente dans ce memoire etait complexe, et a touche a de nom-
breux sujets. Compose de deux parties distinctes, l'aspect informatique et l'aspect biolo-
gique, il a du etre implante de maniere a ce que les deux parties soient bien adaptees l'une 
a l'autre, tout en conservant les capacites d'adaptation et de reutilisation dans d'autres 
contextes. Pour ce faire, la conception des deux parties fut la plus modulaire possible, et di-
vers scripts ont servi a adapter le mieux possible les modules biologiques a 1'infrastructure 
informatique. 
L'infrastructure de gestion des dependances entre taches n'a souffert d'aucun probleme 
majeur, que ce soit lors de Pimplantation ou de l'utilisation. A cause de limitations du 
gestionnaire de ressources pour grappe utilise, Torque, certaines fonctionnalites n'ont pas 
pu etre incluses, mais cela n'a pas empeche l'utilisation de DAGobert pour l'execution des 
modules biologiques au cours de ce projet. 
Bien que les modules soient executes en parallele sur les differents noeuds du cluster, le 
gain de performances est tres limite. En effet, les taches executees sont a quelques excep-
tions pres tellement courtes que le surcout lie a l'execution parallele annule tout gain obtenu 
grace a la parallelisation. Cependant cet aspect est lie a la nature des travaux, et non a un 
defaut de 1'architecture parallele. Dans un autre contexte, des taches de plus grandes tailles 
permettraient une utilisation plus efficace de 1'infrastructure, et le surcout deviendrait alors 
relativement moins important. 
Les resultats de la partie biologique sont plus ambigus. Les modules de recherche de 
signaux dans les sequences de genes fournissent d'assez bons resultats, et les sites d'epis-
sage connus font pour la plupart partie des meilleurs candidats. Cependant, aucun moyen de 
discrimination additionnel n'etant disponible, il n'est pas possible de filtrer les resultats en 
sortie de ces modules, et le rapport signal/bruit est done assez mauvais. Les definitions sta-
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tistiques des sites sur lesquels sont bases les modules de recherche sont toutefois de bonne 
qualite, mais elles ne representent qu'un seul aspect des complexes mecanismes d'epis-
sage. Des informations supplementaires sont done necessaires pour pouvoir mieux classer 
les sites potentiels dans la sequence du gene. Enfin, les resultats du module de correlation 
de donnees ne sont pas de tres bonne qualite, pour de multiples raisons, dont le manque de 
discrimination des modules de recherche. 
De multiples possibilites d'evolution existent, que ce soit pour 1'infrastructure de calcul 
parallele ou pour les modules biologiques. Tout d'abord, Torque souffrant d'un certain 
nombre de limitations, DAGobert pourrait etre ameliore afin de pallier ces limitations et 
d'offrir des fonctionnalites additionnelles. Cela inclut le support de prises de decisions en 
fonction des valeurs de retour des taches, ainsi que la possibilite de transferer les fichiers 
executables et de donnees de la machine maitre de la grappe, vers les noeuds de calcul 
pendant l'execution de la tache precedente, et le retour des resultats par apres. De meme, 
DAGobert pourrait etre modifie pour se servir de l'interface pour ordonnanceurs offerte par 
Torque, ce qui permettrait une integration plus poussee, et offrirait de nouvelles possibilites 
comme le controle plus fin des noeuds sur lesquels les taches s'executent. 
Afin d'exploiter de maniere plus efficace 1'infrastructure parallele, de multiples ame-
liorations pourraient etre effecruees, en particulier rassembler plusieurs taches en une et 
ralonger ainsi la duree d'execution pour limiter le surcout lie a chaque tache. La seule ex-
ception a cela est le module 3DIST, pour lequel une parallelisation par les donnees pourrait 
etre implantee dans le but de limiter les durees d'execution dans le cas de grands ensembles 
de donnees. 
II existe egalement de tres nombreuses possibilites d'evolution pour les modules de 
biologie. La plus importante est sans doute l'implantation d'un mecanisme plus pousse 
de discrimination dans les resultats des modules de recherche, afin d'ameliorer le rapport 
signal/bruit. Cela pourrait prendre la forme de detection d'elements introniques auxiliaires, 
afin d'etre capable d'influencer encore plus precisement le score attribue a chaque position 
de la sequence du gene. Une autre amelioration serait de modifier la detection des zones 
riches en pyrimidine, afin de fournir de meilleurs resultats au module de correlation. 
II serait certainement tres utile de creer un ensemble de genes soigneusement choisis 
afin de tester methodiquement et systematiquement les differents modules. lis pourraient 
aussi etre testes avec des sequences provenant de genomes plus simples que celui de l'etre 
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humain, comme la levure. Cependant, les definitions des signaux ont ete obtenues a par-
tir du genome humain, et il est probable qu'elles ne permettent pas de detecter les sites 
d'epissage dans des sequences provenant d'autres genomes. 
Globalement, ce projet a done ete un demi-succes. La partie informatique, l'infrastruc-
ture de gestion des dependances entre taches, fonctionne parfaitement. Cependant, les mo-
dules biologiques retouraent des resultats peu utilisables, et ne reussissent pas a detecter 
tous les sites connus de nos sequences de test. De nombreuses causes possibles ou pro-
bables de la qualite des resultats ont ete identifiers, et des solutions ou des ameliorations 
ont ete proposees pour resoudre ces problemes. 
II n'est done pas possible de predire ab initio les sites d'epissage d'un gene en n'utili-
sant que la definition statistique des extremites des introns. De nombreuses autres informa-
tions seront necessaires afin de pouvoir faire ressortir les sites reels. 
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Annexe A 
Exemple de trace d'execution de 
DAGobert 
Cette annexe contient un exemple de ce qui est affiche sur la console lors d'une 
tion de DAGobert. 
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Annexe B 
Durees d'execution des modules (2.5%) 
Les tableaux suivants presentent les durees d'execution des differentes taches de cal-
cul, pour chaque gene. Les taches de rassemblement de donnees ne sont pas incluses. Ces 
durees d'execution ont ete obtenues en passant 1'option -m 2 . 5% a Splicesearch, afin de 
ne conserver que les meilleurs 2.5% des resultats des taches de recherche. 
Le tableau B.l presente les durees d'execution des taches de detection de signaux : 
- 5H et 5L : site d'epissage en extremite 5' d'intron, high- et low-CG isochore; 
- BH et BL : point de branchement en extremite 3' d'intron, high- et low-CG isochore; 
- PYR : zone riche en pyrimidine en extremite 3' d'intron; 
- 3H et 3L : site d'epissage en extremite 3' d'intron, high- et low-CG isochore. 
Afin de pouvoir comparer les durees d'execution des taches de recherche, les lon-
gueurs des differents signaux recherches sont donnees dans le tableau B.2. Les longueurs 
sont identiques pour les signaux possedant des variantes high- et low-CG isochore, seules 
changent les probabilites d'apparition de chaque base. Pour plus de detail, voir la publica-
tion [110]. 
Le tableau B.3 presente les durees d'execution des taches de correlation : 
- 3DISTH et 3DISTL : calcul des distances entre les trois signaux de l'extremite 3' et 
rassemblement des donnees, high- et low-CG isochore; 
- COMPH et COMPL : comparaison des sites d£tect6s avec les sites connus, high- et 
low-CG isochore. 
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tableau B.2 - Longueur des signaux 
Gene 
AK074062 
BCAR1 
BCAR3 
BRMS1 
BRMS1L 
C17orf80 
CFTR 
CT45-2 
ECRG4 
FAM84B 
GDNFbis 
GDNF 
GDNFter 
HEPN1 
INSIG1 
INSR 
MCC 
MTHFS 
ORAOV1 
PBOV1 
RRAD 
Longueur 
62604 
22575 
120036 
7779 
45572 
14305 
188699 
8034 
12493 
5780 
24030 
24430 
19146 
1428 
12401 
177370 
268774 
24798 
9832 
2500 
3831 
3DISTH 
0m0.893s 
0m0.178s 
0m2.232s 
0m0.062s 
0m0.368s 
OmO.lOls 
0m6.234s 
0m0.050s 
0m0.069s 
0m0.048s 
0m0.158s 
0m0.177s 
0m0.133s 
0m0.044s 
0m0.090s 
0m3.337s 
0ml 1.314s 
0m0.142s 
0m0.068s 
0m0.040s 
0m0.068s 
3DISTL 
0m0.954s 
0m0.159s 
0m3.121s 
0m0.063s 
0m0.500s 
0m0.088s 
0m5.719s 
0m0.060s 
0m0.064s 
0m0.053s 
0m0.171s 
0m0.192s 
OmO.llls 
0m0.036s 
0m0.093s 
0m4.216s 
0ml4.439s 
0m0.139s 
0m0.138s 
0m0.040s 
0m0.043s 
COMPH 
0m0.139s 
0m0.083s 
0m0.222s 
0m0.045s 
OmO.lOls 
0m0.053s 
0m0.341s 
0m0.044s 
0m0.050s 
0m0.046s 
0m0.063s 
0m0.067s 
0m0.058s 
0m0.041s 
0m0.060s 
0m0.306s 
0m0.433s 
0m0.068s 
0m0.051s 
0m0.037s 
0m0.040s 
COMPL 
0m0.144s 
0m0.069s 
0m0.215s 
0m0.045s 
0m0.102s 
0m0.056s 
0m0.300s 
0m0.052s 
0m0.061s 
0m0.043s 
0m0.065s 
0m0.075s 
0m0.056s 
0m0.038s 
0m0.050s 
0m0.296s 
0m0.492s 
0m0.071s 
0m0.052s 
0m0.041s 
0m0.040s 
tableau B.3 - Durees d'execution des modules de correlation pour chaque gene 
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Annexe C 
Durees d'execution des modules (9.9%) 
Les tableaux suivants presentent les durees d'execution des differentes taches de cal-
cul, pour chaque gene. Les taches de rassemblement de donnees ne sont pas incluses. Ces 
durees d'execution ont ete obtenues en passant l'option -m 9 . 9% a Splicesearch, afin de 
ne conserver que les meilleurs 9.9% des resultats des taches de recherche. 
Le tableau C.l presente les durees d'execution des taches de detection de signaux : 
- 5H et 5L : site d'epissage en extremite 5' d'intron, high- et low-CG isochore; 
- BH et BL : point de branchement en extremite 3' d'intron, high- et low-CG isochore; 
- PYR : zone riche en pyrimidine en extremite 3' d'intron; 
- 3H et 3L : site d'epissage en extremite 3' d'intron, high- et low-CG isochore. 
Afin de pouvoir comparer les durees d'execution des taches de recherche, les lon-
gueurs des differents signaux recherches sont donnees dans le tableau C.2. Les longueurs 
sont identiques pour les signaux possedant des variantes high- et low-CG isochore, seules 
changent les probabilites d'apparition de chaque base. Pour plus de detail, voir la publica-
tion [110]. 
Le tableau C.3 presente les durees d'execution des taches de correlation : 
- 3DISTH et 3DISTL : calcul des distances entre les trois signaux de l'extremite 3' et 
rassemblement des donnees, high- et low-CG isochore; 
- COMPH et COMPL : comparaison des sites d&ectes avec les sites connus, high- et 
low-CG isochore. 
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tableau C.2 - Longueur des signaux 
Gene 
AK074062 
BCAR1 
BCAR3 
BRMS1 
BRMS1L 
C17orf80 
CFTR 
CT45-2 
ECRG4 
FAM84B 
GDNFbis 
GDNF 
GDNFter 
HEPN1 
INSIG1 
INSR 
MCC 
MTHFS 
ORAOV1 
PBOV1 
RRAD 
Longueur 
62604 
22575 
120036 
7779 
45572 
14305 
188699 
8034 
12493 
5780 
24030 
24430 
19146 
1428 
12401 
177370 
268774 
24798 
9832 
2500 
3831 
3DISTH 
0m22.775s 
0m3.153s 
lm49.008s 
0m0.490s 
0ml2.121s 
0ml.589s 
5ml9.803s 
0m0.555s 
0ml. 166s 
0m0.325s 
0m3.408s 
0m3.580s 
0m2.643s 
0m0.078s 
0ml.007s 
4m4.273s 
llml2.060s 
0m3.505s 
0m0.997s 
0m0.113s 
0m0.141s 
3DISTL 
0m23.424s 
0m2.476s 
lm46.766s 
0m0.387s 
0ml 1.845s 
0ml.115s 
5m31.064s 
0m0.534s 
0m0.956s 
0m0.320s 
0m3.497s 
0m3.347s 
0m2.678s 
0m0.058s 
0ml.205s 
4m8.011s 
llm48.871s 
0m3.437s 
0m0.620s 
0m0.142s 
0m0.151s 
COMPH 
0m0.556s 
0m0.177s 
0m0.943s 
0m0.075s 
0m0.313s 
0m0.109s 
0ml.26 Is 
0m0.088s 
0m0.136s 
0m0.088s 
0m0.188s 
0m0.178s 
0m0.149s 
0m0.040s 
0m0.135s 
0ml.403 s 
0m2.531s 
0m0.177s 
0m0.098s 
0m0.050s 
0m0.064s 
COMPL 
0m0.518s 
0m0.162s 
0m0.872s 
0m0.112s 
0m0.322s 
0m0.200s 
0ml.445s 
0m0.096s 
OmO.llls 
0m0.067s 
0m0.175s 
0m0.202s 
0m0.159s 
0m0.041s 
0m0.103s 
0ml.420s 
0m2.136s 
0m0.184s 
0m0.092s 
0m0.046s 
0m0.058s 
tableau C.3 - Durees d'execution des modules de correlation pour chaque gene 
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Annexe D 
Sites detectes (0.5%) 
Les tableaux suivants presentent les sites detectes par les differents modules, compares 
aux sites connus des sequences etudiees. Les resultats de chaque gene sont separes dans 
deux tableaux, selon que le signal utilise est high- ou low-CG isochore. 
Ces resultats ont ete obtenus en passant l'option -m 0 . 5% a Splicesearch, afin de ne 
conserver que le meilleur 0.5% des resultats des taches de recherche. Sur deux noeuds de 
calcul, la duree d'execution de toutes les taches de tous les genes a ete de 4m 28s. 
Les colonnes de chaque tableau ont la signification suivante : 
- 5x connus : positions des sites d'epissage 5' connus du gene; 
- 5x trouves : positions des sites d'epissage 5' detectes parmi les sites connus; 
- 3x connus : positions des sites d'epissage 3' connus du gene; 
- 3x trouves : positions des sites d'epissage 3' detectees parmi les sites connus; 
- Struct 3x trouvees : positions des structures d'epissage 3' detectes dont le site d'epis-
sage correspond a un site connu. 
L'objectif de ces tableaux est de verifier si tous les sites d'epissage connus du gene sont 
proprement detectes. Les colonnes 5H connus et 3H connus presentent les positions des 
sites connus dans le gene. Ces positions sont comparees avec les resultats obtenus par les 
modules de recherche, et si un site est correctement detecte il est contenu dans 5H trouves 
ou 3H trouves. Une difference entre les colonnes de sites connus et trouves indique done 
qu'un site n'a pas ete detecte. 
Cela ne veut pas dire que les sites trouves sont les seules positions dans lesquelles un 
signal a ete detecte. Les modules de recherche renvoient un grand nombre de resultats, 
parmi lesquels seul le pourcentage de meilleurs resultats passe en parametre est conserve. 
II y a done de toute facon plus de resultats que de site connus, et nous verifions qu'au moins 
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tous les sites connus sont trouves. 
La derniere colonne, Struct 3H trouvees, correspond a la meme verification, mais effec-
tuee a la sortie du module 3DIST. Les trois elements de la structure d'extremite 3' d'intron 
sont correles, puis les triplets similaires sont rassembles. Cela produit un nombre reduit de 
resultats, comparativement au nombre de positions pour chacun des elements. Une fois ces 
triplets post-rassemblement obtenus, nous comparons si le site 3' contenu dans ces triplets 
correspond a un site 3' connu. 
Les genes HEPN1 et PBOV1 ne contenant pas de site d'epissage, les tableaux corres-
pondants sont vides. 
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5H connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5H trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
18304 
18673 
19471 
21695 
22006 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41414 
42900 
51329 
51900 
57011 
57938 
3H connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3H trouves 
3272 
4105 
6327 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
22690 
32328 
33124 
33549 
34380 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
61173 
Struct 3H trouvees 
39455 
tableau D.l - Resultats compares pour le gene AK074062, high-CG isochore 
ANNEXE D. SITES DETECTES (0.5%) 
5L connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5L trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
18304 
18673 
19471 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
39737 
41256 
41414 
42900 
51329 
51900 
57938 
3L connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3L trouves 
3272 
6327 
9837 
17852 
18199 
18559 
21281 
21578 
22690 
32328 
33124 
33549 
34380 
37299 
38446 
39455 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
Struct 3L trouvees 
tableau D.2 - Resultats compares pour le gene AK074062, low-CG isochore 
5H connus 
135 
9136 
14423 
14724 
16717 
17760 
5H trouves 
135 
9136 
14423 
16717 
17760 
3H connus 
8515 
14261 
14607 
15619 
17670 
21582 
3H trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3H trouvees 
21582 
tableau D.3 - Resultats compares pour le gene BCAR1, high-CG isochore 
5L connus 
135 
9136 
14423 
14724 
16717 
17760 
5L trouves 
135 
9136 
14423 
16717 
17760 
3L connus 
8515 
14261 
14607 
15619 
17670 
21582 
3L trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3L trouvees 
21582 
tableau D.4 - Resultats compares pour le gene BCAR1, low-CG isochore 
5H connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5H trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3H connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3H trouves 
6888 
39486 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
Struct 3H trouvees 
6888 
tableau D.5 - Resultats compares pour le gene BCAR3, high-CG isochore 
ANNEXE D. SITES DETECTES (0.5%) 
5L connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5L trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3L connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3L trouves 
6888 
39486 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
Struct 3L trouvees 
6888 
tableau D.6 - Resultats compares pour le gene BCAR3, low-CG isochore 
5H connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5H trouves 
140 
3016 
3579 
4145 
4338 
6391 
6869 
3H connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3H trouves 
2870 
3488 
3778 
4065 
4241 
6326 
6829 
7304 
Struct 3H trouvees 
2870 
tableau D.7 - Resultats compares pour le gene BRMS1, high-CG isochore 
5L connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5L trouves 
3016 
3579 
3906 
4338 
6391 
6869 
3L connus 
2870 
3488 
3778 
4065 
4241 
- 4898 
6326 
6829 
7304 
3L trouves 
2870 
3778 
4065 
4241 
6829 
7304 
Struct 3L trouvees 
tableau D.8 - Resultats compares pour le gene BRMS1, low-CG isochore 
5H connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5H trouves 
268 
5110 
6715 
36296 
38609 
39371 
41642 
3H connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3H trouves 
5019 
8453 
36199 
37479 
43969 
Struct 3H trouvees 
tableau D.9 - Resultats compares pour le gene BRMS1L, high-CG isochore 
5L connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5L trouves 
268 
5110 
6715 
36296 
38609 
39371 
41642 
3L connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3L trouves 
5019 
8453 
36199 
37479 
39331 
43969 
Struct 3L trouvees 
tableau D.10 - Resultats compares pour le gene BRMS1L, low-CG isochore 
5H connus 
107 
3777 
9133 
9785 
5H trouves 
107 
3777 
9133 
9785 
3H connus 
2257 
9025 
9677 
14022 
3H trouves 
2257 
9677 
14022 
Struct 3H trouvees 
tableau D.l 1 - Resultats compares pour le gene C17orf80, high-CG isochore 
5L connus 
107 
3777 
9133 
9785 
5L trouves 
107 
3777 
9133 
9785 
3L connus 
2257 
9025 
9677 
14022 
3L trouves 
2257 
9677 
14022 
Struct 3L trouvees 
tableau D.12 - Resultats compares pour le gene C17orf80, low-CG isochore 
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5H connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5H trouves 
185 
24401 
29180 
51152 
54403 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
134751 
147808 
162631 
172969 
184898 
185602 
3H connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3H trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
68678 
79501 
110390 
114967 
122863 
123569 
130556 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3H trouvees 
tableau D.13 - Resultats compares pour le gene CFTR, high-CG isochore 
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5L connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5L trouves 
185 
24401 
29180 
51152 
54403 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
134751 
147808 
162631 
172969 
184898 
185602 
3L connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3L trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
134650 
147559 
162475 
172879 
184725 
185496 
Struct 3L trouvees 
50936 
54313 
62053 
110390 
tableau D. 14 - Resultats compares pour le gene CFTR, low-CG isochore 
ANNEXE D. SITES DETECTES (0.5%) 
5H connus 
239 
3918 
6091 
6564 
5H trouves 
239 
6091 
6564 
3H connus 
3744 
5841 
6470 
7784 
3H trouves 
7784 
Struct 3H trouvees 
tableau D.15 - Resultats compares pour le gene CT45-2, high-CG isochore 
5L connus 
239 
3918 
6091 
6564 
5L trouves 
239 
6091 
6564 
3L connus 
3744 
5841 
6470 
7784 
3L trouves 
3744 
6470 
7784 
Struct 3L trouvees 
tableau D.16 - Resultats compares pour le gene CT45-2, low-CG isochore 
5H connus 
187 
6235 
8387 
5H trouves 
187 
6235 
8387 
3H connus 
6187 
8229 
12108 
3H trouves 
6187 
12108 
Struct 3H trouvees 
tableau D.17 - Resultats compares pour le gene ECRG4, high-CG isochore 
5L connus 
187 
6235 
8387 
5L trouves 
187 
6235 
8387 
3L connus 
6187 
8229 
12108 
3L trouves 
6187 
12108 
Struct 3L trouvees 
tableau D.18 - Resultats compares pour le gene ECRG4, low-CG isochore 
5H connus 
188 
5H trouves 
188 
3H connus 
736 
3H trouves 
736 
Struct 3H trouvees 
tableau D.19 - Resultats compares pour le gene FAM84B, high-CG isochore 
5L connus 
188 
5L trouves 
188 
3L connus 
736 
3L trouves 
736 
Struct 3L trouvees 
tableau D.20 - Resultats compares pour le gene FAM84B, low-CG isochore 
5H connus 
174 
5035 
5H trouves 
174 
5035 
3H connus 
4858 
23545 
3H trouves 
4858 
23545 
Struct 3H trouvees 
23545 
tableau D.21 - Resultats compares pour le gene GDNF_bis, high-CG isochore 
5L connus 
174 
5035 
5L trouves 
174 
5035 
3L connus 
4858 
23545 
3L trouves 
23545 
Struct 3L trouvees 
tableau D.22 - Resultats compares pour le gene GDNFbis, low-CG isochore 
5H connus 
374 
5235 
24230 
5H trouves 
374 
5235 
3H connus 
200 
5058 
23745 
3H trouves 
5058 
23745 
Struct 3H trouvees 
23745 
tableau D.23 - Resultats compares pour le gene GDNF, high-CG isochore 
5L connus 
374 
5235 
24230 
5L trouves 
374 
5235 
3L connus 
200 
5058 
23745 
3L trouves 
23745 
Struct 3L trouvees 
tableau D.24 - Resultats compares pour le gene GDNF, low-CG isochore 
5H connus 
151 
5H trouves 
151 
3H connus 
18661 
3H trouves 
18661 
Struct 3H trouvees 
18661 
tableau D.25 - Resultats compares pour le gene GDNF_ter, high-CG isochore 
5L connus 
151 
5L trouves 
151 
3L connus 
18661 
3L trouves 
18661 
Struct 3L trouvees 
tableau D.26 - Resultats compares pour le gene GDNFter, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau D.27 - Resultats compares pour le gene HEPN1, high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau D.28 - Resultats compares pour le gene HEPN1, low-CG isochore 
ANNEXE D. SITES DETECTES (0.5%) 
5H connus 
127 
865 
3858 
4587 
5016 
6065 
5H trouves 
127 
865 
4587 
5016 
3H connus 
426 
3733 
4420 
4916 
5994 
10408 
3H trouves 
426 
4916 
10408 
Struct 3H trouvees 
tableau D.29 - Resultats compares pour le gene INSIG1, high-CG isochore 
5L connus 
127 
865 
3858 
4587 
5016 
6065 
5L trouves 
127 
865 
4587 
5016 
6065 
3L connus 
426 
3733 
4420 
4916 
5994 
10408 
3L trouves 
426 
3733 
4420 
4916 
5994 
10408 
Struct 3L trouvees 
10408 
tableau D.30 - Resultats compares pour le gene INSIG1, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
209 
26656 
109685 
119418 
121711 
123464 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
173381 
174552 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
26104 
109363 
119269 
121566 
123249 
125906 
130801 
141073 
143468 
150910 
152184 
161683 
167349 
171011 
173251 
176590 
tableau D.31 - Resultats compares pour le gene INSR, high-CG isochore 
ANNEXE D. SITES DETECTES (0.5%) 
5L connus 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
5L trouves 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
173381 
174552 
3L connus 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
3L trouves 
26104 
109363 
121566 
123249 
125906 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
171011 
171227 
173251 
Struct 3L trouvees 
tableau D.32 - Resultats compares pour le gene INSR, low-CG isochore 
5H connus 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
5H trouves 
277 
143297 
151388 
171922 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
3H connus 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
3H trouves 
143183 
151245 
171779 
190250 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
267123 
Struct 3H trouvees 
tableau D.33 - Resultats compares pour le gene MCC, high-CG isochore 
5L connus 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
5L trouves 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
3L connus 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
3L trouves 
143183 
151245 
171779 
190250 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
Struct 3L trouvees 
143183 
tableau D.34 - Resultats compares pour le gene MCC, low-CG isochore 
ANNEXE D. SITES DETECTES (0.5%) 
5H connus 
251 
16074 
5H trouves 
251 
16074 
3H connus 
16018 
24577 
3H trouves 
16018 
24577 
Struct 3H trouvees 
tableau D.35 - Resultats compares pour le gene MTHFS, high-CG isochore 
5L connus 
251 
16074 
5L trouves 
251 
16074 
3L connus 
16018 
24577 
3L trouves 
24577 
Struct 3L trouvees 
tableau D.36 - Resultats compares pour le gene MTHFS, low-CG isochore 
5H connus 
208 
2182 
3649 
7503 
5H trouves 
208 
2182 
3649 
7503 
3H connus 
2076 
3578 
7385 
7810 
3H trouves 
2076 
3578 
7385 
7810 
Struct 3H trouvees 
tableau D.37 - Resultats compares pour le gene ORAOV1, high-CG isochore 
5L connus 
208 
2182 
3649 
7503 
5L trouves 
208 
2182 
3649 
7503 
3L connus 
2076 
3578 
7385 
7810 
3L trouves 
2076 
3578 
7385 
7810 
Struct 3L trouvees 
tableau D.38 - Resultats compares pour le gene ORAOV1, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau D.39 — Resultats compares pour le gene PBOV1, high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau D.40 - Resultats compares pour le gene PBOV1, low-CG isochore 
5H connus 
108 
707 
1671 
2001 
5H trouves 
108 
707 
1671 
2001 
3H connus 
322 
1597 
1796 
3163 
3H trouves 
322 
1597 
1796 
3163 
Struct 3H trouvees 
tableau D.41 - Resultats compares pour le gene RRAD, high-CG isochore 
5L connus 
108 
707 
1671 
2001 
5L trouves 
108 
707 
1671 
2001 
3L connus 
322 
1597 
1796 
3163 
3L trouves 
322 
1597 
1796 
Struct 3L trouvees 
tableau D.42 - Resultats compares pour le gene RRAD, low-CG isochore 
ANNEXE D. SITES DETECTES (0.5%) 
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Annexe E 
Sites detectes (1.0%) 
Les tableaux suivants presenters les sites detectes par les differents modules, compares 
aux sites connus des sequences etudiees. Les resultats de chaque gene sont separes dans 
deux tableaux, selon que le signal utilise est high- ou low-CG isochore. 
Ces resultats ont ete obtenus en passant 1'option -m 1 . 0% a Splicesearch, afin de ne 
conserver que le meilleur 1.0% des resultats des taches de recherche. Sur deux noeuds de 
calcul, la duree d'execution de toutes les taches de tous les genes a ete de 3m 54s. 
Les colonnes de chaque tableau ont la signification suivante : 
- 5x connus : positions des sites d'epissage 5' connus du gene; 
- 5x trouves : positions des sites d'epissage 5' detectes parmi les sites connus; 
- 3x connus : positions des sites d'epissage 3' connus du gene; 
- 3x trouves : positions des sites d'epissage 3' detectees parmi les sites connus ; 
- Struct 3x trouvees : positions des structures d'epissage 3' detectes dont le site d'epis-
sage correspond a un site connu. 
L'objectif de ces tableaux est de verifier si tous les sites d'epissage connus du gene sont 
proprement detectes. Les colonnes 5H connus et 3H connus presentent les positions des 
sites connus dans le gene. Ces positions sont comparees avec les resultats obtenus par les 
modules de recherche, et si un site est correctement detecte il est contenu dans 5H trouves 
ou 3H trouves. Une difference entre les colonnes de sites connus et trouves indique done 
qu'un site n'a pas ete detecte. 
Cela ne veut pas dire que les sites trouves sont les seules positions dans lesquelles un 
signal a ete detecte. Les modules de recherche renvoient un grand nombre de resultats, 
parmi lesquels seul le pourcentage de meilleurs resultats passe en parametre est conserve. 
II y a done de toute facon plus de resultats que de site connus, et nous verifions qu'au moins 
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ANNEXE E. SITES DETECTES (1.0%) 
tous les sites connus sont trouves. 
La derniere colonne, Struct 3Htrouvees, correspond a la meme verification, mais effec-
tive a la sortie du module 3DIST. Les trois elements de la structure d'extremite 3' d'intron 
sont correles, puis les triplets similaires sont rassembles. Cela produit un nombre reduit de 
resultats, comparativement au nombre de positions pour chacun des elements. Une fois ces 
triplets post-rassemblement obtenus, nous comparons si le site 3' contenu dans ces triplets 
correspond a un site 3' connu. 
Les genes HEPN1 et PBOV1 ne contenant pas de site d'epissage, les tableaux corres-
pondants sont vides. 
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5H connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5H trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
3H connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3H trouves 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
Struct 3H trouvees 
4105 
6327 
39455 
61173 
tableau E. 1 - Resultats compares pour le gene AK074062, high-CG isochore 
ANNEXE E. SITES DETECTES (1.0%) 
5L connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5L trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
3L connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3L trouves 
3272 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
21281 
21578 
22690 
32328 
33124 
33549 
34380 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
Struct 3L trouvees 
61173 
tableau E.2 - Resultats compares pour le gene AK074062, low-CG isochore 
5H connus 
135 
9136 
14423 
14724 
16717 
17760 
5H trouves 
135 
9136 
14423 
14724 
16717 
17760 
3H connus 
8515 
14261 
14607 
15619 
17670 
21582 
3H trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3H trouvees 
8515 
21582 
tableau E.3 - Resultats compares pour le gene BCAR1, high-CG isochore 
5L connus 
135 
9136 
14423 
14724 
16717 
17760 
5L trouves 
135 
9136 
14423 
14724 
16717 
17760 
3L connus 
8515 
14261 
14607 
15619 
17670 
21582 
3L trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3L trouvees 
8515 
21582 
tableau E.4 - Resultats compares pour le gene BCAR1, low-CG isochore 
5H connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5H trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3H connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3H trouves 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
Struct 3H trouvees 
6888 
98875 
tableau E.5 - Resultats compares pour le gene BCAR3, high-CG isochore 
ANNEXE E. SITES DETECTES (1.0%) 
5L connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5L trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3L connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3L trouves 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
Struct 3L trouvees 
6888 
98875 
tableau E.6 - Resultats compares pour le gene BCAR3, low-CG isochore 
5H connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5H trouves 
140 
3016 
3579 
3906 
4145 
4338 
6391 
6869 
3H connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3H trouves 
2870 
3488 
3778 
4065 
4241 
6326 
6829 
7304 
Struct 3H trouvees 
2870 
6829 
7304 
tableau E.7 - Resultats compares pour le gene BRMS1, high-CG isochore 
5L connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5L trouves 
140 
3016 
3579 
3906 
4145 
4338 
6391 
6869 
3L connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3L trouves 
2870 
3488 
3778 
4065 
4241 
6326 
6829 
7304 
Struct 3L trouvees 
tableau E.8 - Resultats compares pour le gene BRMS1, low-CG isochore 
5H connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5H trouves 
268 
5110 
6715 
8533 
36296 
38609 
39371 
41642 
3H connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3H trouves 
5019 
8453 
36199 
37479 
43969 
Struct 3H trouvees 
tableau E.9 - Resultats compares pour le gene BRMS1L, high-CG isochore 
5L connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5L trouves 
268 
5110 
6715 
8533 
36296 
38609 
39371 
41642 
3L connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3L trouves 
5019 
6587 
8453 
36199 
37479 
39331 
43969 
Struct 3L trouvees 
tableau E.10 - Resultats compares pour le gene BRMS1L, low-CG isochore 
5H connus 
107 
3777 
9133 
9785 
5H trouves 
107 
3777 
9133 
9785 
3H connus 
2257 
9025 
9677 
14022 
3H trouves 
2257 
9677 
14022 
Struct 3H trouvees 
tableau E. 11 - Resultats compares pour le gene C17orf80, high-CG isochore 
5L connus 
107 
3777 
9133 
9785 
5L trouves 
107 
3777 
9133 
9785 
3L connus 
2257 
9025 
9677 
14022 
3L trouves 
2257 
9677 
14022 
Struct 3L trouvees 
tableau E.12 - Resultats compares pour le gene C17orf80, low-CG isochore 
ANNEXE E. SITES DETECTES (1.0%) 
5H connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5H trouves 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
3H connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3H trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
114967 
122863 
123569 
126711 
130556 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3H trouvees 
54313 
62053 
tableau E.13 - Resultats compares pour le gene CFTR, high-CG isochore 
5L connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5L trouves 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
3L connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3L trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3L trouvees 
50936 
54313 
62053 
110390 
172879 
tableau E.14 - Resultats compares pour le gene CFTR, low-CG isochore 
ANNEXE E. SITES DETECTES (1.0%) 
5H connus 
239 
3918 
6091 
6564 
5H trouves 
239 
6091 
6564 
3H connus 
3744 
5841 
6470 
7784 
3H trouves 
3744 
6470 
7784 
Struct 3H trouvees 
tableau E.15 - Resultats compares pour le gene CT45-2, high-CG isochore 
5L connus 
239 
3918 
6091 
6564 
5L trouves 
239 
6091 
6564 
3L connus 
3744 
5841 
6470 
7784 
3L trouves 
3744 
6470 
7784 
Struct 3L trouvees 
tableau E.16 - Resultats compares pour le gene CT45-2, low-CG isochore 
5H connus 
187 
6235 
8387 
5H trouves 
187 
6235 
8387 
3H connus 
6187 
8229 
12108 
3H trouves 
6187 
12108 
Struct 3H trouvees 
tableau E.17 - Resultats compares pour le gene ECRG4, high-CG isochore 
5L connus 
187 
6235 
8387 
5L trouves 
187 
6235 
8387 
3L connus 
6187 
8229 
12108 
3L trouves 
6187 
8229 
12108 
Struct 3L trouvees 
tableau E.18 - Resultats compares pour le gene ECRG4, low-CG isochore 
5H connus 
188 
5H trouves 
188 
3H connus 
736 
3H trouves 
736 
Struct 3H trouvees 
736 
tableau E.19 - Resultats compares pour le gene FAM84B, high-CG isochore 
5L connus 
188 
5L trouves 
188 
3L connus 
736 
3L trouves 
736 
Struct 3L trouvees 
736 
tableau E.20 - Resultats compares pour le gene FAM84B, low-CG isochore 
5H connus 
174 
5035 
5H trouves 
174 
5035 
3H connus 
4858 
23545 
3H trouves 
4858 
23545 
Struct 3H trouvees 
23545 
tableau E.21 - Resultats compares pour le gene GDNFbis, high-CG isochore 
5L connus 
174 
5035 
5L trouves 
174 
5035 
3L connus 
4858 
23545 
3L trouves 
23545 
Struct 3L trouvees 
23545 
tableau E.22 - Resultats compares pour le gene GDNF_bis, low-CG isochore 
5H connus 
374 
5235 
24230 
5H trouves 
374 
5235 
3H connus 
200 
5058 
23745 
3H trouves 
5058 
23745 
Struct 3H trouvees 
23745 
tableau E.23 - Resultats compares pour le gene GDNF, high-CG isochore 
5L connus 
374 
5235 
24230 
5L trouves 
374 
5235 
3L connus 
200 
5058 
23745 
3L trouves 
23745 
Struct 3L trouvees 
23745 
tableau E.24 - Resultats compares pour le gene GDNF, low-CG isochore 
5H connus 
151 
5H trouves 
151 
3H connus 
18661 
3H trouves 
18661 
Struct 3H trouvees 
18661 
tableau E.25 - Resultats compares pour le gene GDNFter, high-CG isochore 
5L connus 
151 
5L trouves 
151 
3L connus 
18661 
3L trouves 
18661 
Struct 3L trouvees 
18661 
tableau E.26 - Resultats compares pour le gene GDNF_ter, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau E.27 - Resultats compares pour le gene HEPN1, high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau E.28 - Resultats compares pour le gene HEPN1, low-CG isochore 
ANNEXE E. SITES DETECTES (1.0%) 
5H connus 
127 
865 
3858 
4587 
5016 
6065 
5H trouves 
127 
865 
4587 
5016 
6065 
3H connus 
426 
3733 
4420 
4916 
5994 
10408 
3H trouves 
426 
4420 
4916 
5994 
10408 
Struct 3H trouvees 
426 
10408 
tableau E.29 - Resultats compares pour le gene INSIG1, high-CG isochore 
5L connus 
127 
865 
3858 
4587 
5016 
6065 
5L trouves 
127 
865 
4587 
5016 
6065 
3L connus 
426 
3733 
4420 
4916 
5994 
10408 
3L trouves 
426 
3733 
4420 
4916 
5994 
10408 
Struct 3L trouvees 
426 
10408 
tableau E.30 - Resultats compares pour le gene INSIG1, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
tableau E.31 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
26104 
109363 
119269 
121566 
123249 
125906 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
171011 
171227 
173251 
174417 
176590 
119269 
- Resultats compares pour le gene INSR, high-CG isochore 
ANNEXE E. SITES DETECTES (1.0%) 
5L connus 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
5L trouves 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
3L connus 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 • 
174417 
176590 
3L trouves 
26104 
109363 
119269 
121566 
123249 
125906 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
171011 
171227 
173251 
176590 
Struct 3L trouvees 
tableau E.32 - Resultats compares pour le gene INSR, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
tableau E.33 
5L connus 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
143183 
210415 
- Resultats compares pour le gene MCC, high-CG isochore 
5L trouves 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
3L connus 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
3L trouves 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
Struct 3L trouvees 
143183 
267123 
tableau E.34 - Resultats compares pour le gene MCC, low-CG isochore 
ANNEXE E. SITES DETECTES (1.0%) 
5H connus 
251 
16074 
5H trouves 
251 
16074 
3H connus 
16018 
24577 
3H trouves 
16018 
24577 
Struct 3H trouvees 
tableau E.35 - Resultats compares pour le gene MTHFS, high-CG isochore 
5L connus 
251 
16074 
5L trouves 
251 
16074 
3L connus 
16018 
24577 
3L trouves 
16018 
24577 
Struct 3L trouvees 
tableau E.36 - Resultats compares pour le gene MTHFS, low-CG isochore 
5H connus 
208 
2182 
3649 
7503 
5H trouves 
208 
2182 
3649 
7503 
3H connus 
2076 
3578 
7385 
7810 
3H trouves 
2076 
3578 
7385 
7810 
Struct 3H trouvees 
tableau E.37 - Resultats compares pour le gene ORAOV1, high-CG isochore 
5L connus 
208 
2182 
3649 
7503 
5L trouves 
208 
2182 
3649 
7503 
3L connus 
2076 
3578 
7385 
7810 
3L trouves 
2076 
3578 
7385 
7810 
Struct 3L trouvees 
tableau E.38 - Resultats compares pour le gene ORAOV1, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau E.39 — Resultats compares pour le gene P B O V 1 , high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau E.40 - Resultats compares pour le gene PBOV1, low-CG isochore 
5H connus 
108 
707 
1671 
2001 
5H trouves 
108 
707 
1671 
2001 
3H connus 
322 
1597 
1796 
3163 
3H trouves 
322 
1597 
1796 
3163 
Struct 3H trouvees 
3163 
tableau E.41 - Resultats compares pour le gene RRAD, high-CG isochore 
5L connus 
108 
707 
1671 
2001 
5L trouves 
108 
707 
1671 
2001 
3L connus 
322 
1597 
1796 
3163 
3L trouves 
322 
1597 
1796 
3163 
Struct 3L trouvees 
3163 
tableau E.42 - Resultats compares pour le gene RRAD, low-CG isochore 
ANNEXE E. SITES DETECTES (1.0%) 
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Annexe F 
Sites detectes (2.5%) 
Les tableaux suivants presentent les sites detectes par les differents modules, compares 
aux sites connus des sequences etudiees. Les resultats de chaque gene sont separes dans 
deux tableaux, selon que le signal utilise est high- ou low-CG isochore. 
Ces resultats ont ete obtenus en passant l'option -m 2 . 5% a Splicesearch, afin de ne 
conserver que les meilleurs 2.5% des resultats des taches de recherche. Sur deux noeuds de 
calcul, la duree d'execution de toutes les taches de tous les genes a ete de 3m 24s. 
Les colonnes de chaque tableau ont la signification suivante : 
- 5x connus : positions des sites d'epissage 5' connus du gene; 
- 5x trouves : positions des sites d'epissage 5' detectes parmi les sites connus; 
- 3x connus : positions des sites d'epissage 3' connus du gene; 
- 3x trouves : positions des sites d'epissage 3' detectees parmi les sites connus; 
- Struct 3x trouvees : positions des structures d'epissage 3' detectes dont le site d'epis-
sage correspond a un site connu. 
L'objectif de ces tableaux est de verifier si tous les sites d'epissage connus du gene sont 
proprement detectes. Les colonnes 5H connus et 3H connus presentent les positions des 
sites connus dans le gene. Ces positions sont comparees avec les resultats obtenus par les 
modules de recherche, et si un site est correctement detecte il est contenu dans 5H trouves 
ou 3H trouves. Une difference entre les colonnes de sites connus et trouves indique done 
qu'un site n'a pas ete detecte. 
Cela ne veut pas dire que les sites trouves sont les seules positions dans lesquelles un 
signal a ete detecte. Les modules de recherche renvoient un grand nombre de resultats, 
parmi lesquels seul le pourcentage de meilleurs resultats passe en parametre est conserve. 
II y a done de toute facon plus de resultats que de site connus, et nous verifions qu'au moins 
147 
ANNEXE F. SITES DETECTES (2.5%) 
tous les sites connus sont trouves. 
La derniere colonne, Struct 3Htrouvees, correspond a la meme verification, mais effec-
tuee a la sortie du module 3DIST. Les trois elements de la structure d'extremite 3' d'intron 
sont correles, puis les triplets similaires sont rassembles. Cela produit un nombre reduit de 
resultats, comparativement au nombre de positions pour chacun des elements. Une fois ces 
triplets post-rassemblement obtenus, nous comparons si le site 3' contenu dans ces triplets 
correspond a un site 3' connu. 
Les genes HEPN1 et PBOV1 ne contenant pas de site d'epissage, les tableaux corres-
pondants sont vides. 
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5H connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5H trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
3H connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3H trouves 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
Struct 3H trouvees 
3272 
4105 
6327 
6777 
9612 
9837 
18199 
21281 
34380 
39455 
41331 
61173 
tableau F. 1 - Resultats compares pour le gene AK074062, high-CG isochore 
ANNEXE F. SITES DETECTES (2.5%) 
5L connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5L trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
3L connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3L trouves 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
Struct 3L trouvees 
6777 
9837 
21281 
39455 
61173 
61173 
tableau F.2 - Resultats compares pour le gene AK074062, low-CG isochore 
5H trouves 
135 
9136 
14423 
14724 
16717 
17760 
3H connus 
8515 
14261 
14607 
15619 
17670 
21582 
3H trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3H trouvees 
8515 
17670 
21582 
Resultats compares pour le gene BCAR1, high-CG isochore 
tableau F.4 - Resultats compares pour le gene BCAR1, low-CG isochore 
5L trouves 
135 
9136 
14423 
14724 
16717 
17760 
3L connus 
8515 
14261 
14607 
15619 
17670 
21582 
3L trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3L trouvees 
8515 
17670 
21582 
esultats co pares pour le gene 1, lo -  isochore 
5H trouves 3H connus 3H trouves Struct 3H trouvees 
5H connus 
135" 
9136 
14423 
14724 
16717 
17760 
tableau F.3 
5L connus 
135" 
9136 
14423 
14724 
16717 
17760 
5H connus 
232" 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
6888 
39486 
92409 
98875 
114337 
119409 
tableau F.5 - Resultats compares pour le gene BCAR3, high-CG isochore 
ANNEXE F. SITES DETECTES (2.5%) 
5L connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5L trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3L connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3L trouves 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
Struct 3L trouvees 
6888 
39486 
92409 
98875 
113977 
114337 
119409 
tableau F.6 - Resultats compares pour le gene BCAR3, low-CG isochore 
5H connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5H trouves 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
3H connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3H trouves 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
Struct 3H trouvees 
2870 
4241 
6829 
7304 
tableau F.7 - Resultats compares pour le gene BRMS1, high-CG isochore 
5L connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5L trouves 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
3L connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3L trouves 
2870 
3488 
3778 
4065 
4241 
6326 
6829 
7304 
Struct 3L trouvees 
2870 
4241 
6829 
7304 
tableau F.8 - Resultats compares pour le gene BRMS1, low-CG isochore 
5H connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5H trouves 
268 
5110 
6715 
8533 
36296 
38609 
39371 
41642 
3H connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3H trouves 
5019 
6587 
8453 
36199 
37479 
39331 
41515 
43969 
Struct 3H trouvees 
39331 
43969 
tableau F.9 - Resultats compares pour le gene BRMS1L, high-CG isochore 
5L connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5L trouves 
268 
5110 
6715 
8533 
36296 
38609 
39371 
41642 
3L connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3L trouves 
5019 
6587 
8453 
36199 
37479 
39331 
41515 
43969 
Struct 3L trouvees 
39331 
43969 
tableau F.10 - Resultats compares pour le gene BRMS1L, low-CG isochore 
5H connus 
107 
3777 
9133 
9785 
5H trouves 
107 
3777 
9133 
9785 
3H connus 
2257 
9025 
9677 
14022 
3H trouves 
2257 
9025 
9677 
14022 
Struct 3H trouvees 
2257 
tableau F. 11 - Resultats compares pour le gene C17orf80, high-CG isochore 
5L connus 
107 
3777 
9133 
9785 
5L trouves 
107 
3777 
9133 
9785 
3L connus 
2257 
9025 
9677 
14022 
3L trouves 
2257 
9025 
9677 
14022 
Struct 3L trouvees 
2257 
tableau F.12 - Resultats compares pour le gene C17orf80, low-CG isochore 
ANNEXE F. SITES DETECTES (2.5%) 
5H connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5H trouves 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
3H connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3H trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3H trouvees 
29071 
54313 
62053 
172879 
tableau F.13 - Resultats compares pour le gene CFTR, high-CG isochore 
5L connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5L trouves 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
3L connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3L trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3L trouvees 
29071 
50936 
54313 
62053 
110390 
172879 
tableau F.14 - Resultats compares pour le gene CFTR, low-CG isochore 
ANNEXE F. SITES DETECTES (2.5%) 
5H connus 
239 
3918 
6091 
6564 
5H trouves 
239 
6091 
6564 
3H connus 
3744 
5841 
6470 
7784 
3H trouves 
3744 
6470 
7784 
Struct 3H trouvees 
tableau F.15 - Resultats compares pour le gene CT45-2, high-CG isochore 
5L connus 
239 
3918 
6091 
6564 
5L trouves 
239 
6091 
6564 
3L connus 
3744 
5841 
6470 
7784 
3L trouves 
3744 
6470 
7784 
Struct 3L trouvees 
7784 
tableau F.16 - Resultats compares pour le gene CT45-2, low-CG isochore 
5H connus 
187 
6235 
8387 
5H trouves 
187 
6235 
8387 
3H connus 
6187 
8229 
12108 
3H trouves 
6187 
12108 
Struct 3H trouvees 
tableau F.17 - Resultats compares pour le gene ECRG4, high-CG isochore 
5L connus 
187 
6235 
8387 
5L trouves 
187 
6235 
8387 
3L connus 
6187 
8229 
12108 
3L trouves 
6187 
8229 
12108 
Struct 3L trouvees 
12108 
tableau F.18 - Resultats compares pour le gene ECRG4, low-CG isochore 
5H connus 
188 
5H trouves 
188 
3H connus 
736 
3H trouves 
736 
Struct 3H trouvees 
736 
tableau F.19 - Resultats compares pour le gene FAM84B, high-CG isochore 
5L connus 
188 
5L trouves 
188 
3L connus 
736 
3L trouves 
736 
Struct 3L trouvees 
736 
tableau F.20 - Resultats compares pour le gene FAM84B, low-CG isochore 
156 
5H connus 
174 
5035 
5H trouves 
174 
5035 
3H connus 
4858 
23545 
3H trouves 
4858 
23545 
Struct 3H trouvees 
4858 
23545 
tableau F.21 - Resultats compares pour le gene GDNF_bis, high-CG isochore 
5L connus 
174 
5035 
5L trouves 
174 
5035 
3L connus 
4858 
23545 
3L trouves 
4858 
23545 
Struct 3L trouvees 
4858 
23545 
tableau F.22 - Resultats compares pour le gene GDNFbis, low-CG isochore 
5H connus 
374 
5235 
24230 
5H trouves 
374 
5235 
3H connus 
200 
5058 
23745 
3H trouves 
5058 
23745 
Struct 3H trouvees 
5058 
23745 
tableau F.23 - Resultats compares pour le gene GDNF, high-CG isochore 
5L connus 
374 
5235 
24230 
5L trouves 
374 
5235 
3L connus 
200 
5058 
23745 
3L trouves 
5058 
23745 
Struct 3L trouvees 
5058 
23745 
tableau F.24 - Resultats compares pour le gene GDNF, low-CG isochore 
5H connus 
151 
5H trouves 
151 
3H connus 
18661 
3H trouves 
18661 
Struct 3H trouvees 
18661 
tableau F.25 - Resultats compares pour le gene GDNFter, high-CG isochore 
5L connus 
151 
5L trouves 
151 
3L connus 
18661 
3L trouves 
18661 
Struct 3L trouvees 
18661 
tableau F.26 - Resultats compares pour le gene GDNF_ter, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau F.27 - Resultats compares pour le gene HEPN1, high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau F.28 - Resultats compares pour le gene HEPN1, low-CG isochore 
ANNEXE F. SITES DETECTES (2.5%) 
5H connus 
127 
865 
3858 
4587 
5016 
6065 
5H trouves 
127 
865 
4587 
5016 
6065 
3H connus 
426 
3733 
4420 
4916 
5994 
10408 
3H trouves 
426 
3733 
4420 
4916 
5994 
10408 
Struct 3H trouvees 
426 
4420 
4916 
10408 
tableau F.29 - Resultats compares pour le gene INSIG1, high-CG isochore 
5L connus 
127 
865 
3858 
4587 
5016 
6065 
5L trouves 
127 
865 
4587 
5016 
6065 
3L connus 
426 
3733 
4420 
4916 
5994 
10408 
3L trouves 
426 
3733 
4420 
4916 
5994 
10408 
Struct 3L trouvees 
426 
4420 
4916 
10408 
tableau F.30 - Resultats compares pour le gene INSIG1, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
tableau F. 31 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
171011 
171227 
173251 
174417 
176590 
26104 
119269 
130801 
141073 
152184 
161683 
167349 
- Resultats compares pour le gene INSR, high-CG isochore 
ANNEXE F. SITES DETECTES (2.5%) 
5L connus 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
5L trouves 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
3L connus 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
3L trouves 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
171011 
171227 
173251 
174417 
176590 
Struct 3L trouvees 
26104 
109363 
119269 
121566 
130801 
152184 
167349 
tableau F.32 - Resultats compares pour le gene INSR, low-CG isochore 
tableau F.33 - Resultats compares pour le gene MCC, high-CG isochore 
5H trouves 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
3H connus 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
3H trouves 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
Struct 3H trouvees 
143183 
210415 
223371 
265549 
267123 
3 - esultats co pares pour le gene , high-  isochore 
5L trouves 3L connus 3L trouves Struct 3L trouvees 
5H connus 
277" 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
5L connus 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
143183 
151245 
223371 
265549 
267123 
tableau F.34 - Resultats compares pour le gene MCC, low-CG isochore 
ANNEXE F. SITES DETECTES (2.5%) 
5H connus 
251 
16074 
5H trouves 
251 
16074 
3H connus 
16018 
24577 
3H trouves 
16018 
24577 
Struct 3H trouvees 
tableau F.35 - Resultats compares pour le gene MTHFS, high-CG isochore 
5L connus 
251 
16074 
5L trouves 
251 
16074 
3L connus 
16018 
24577 
3L trouves 
16018 
24577 
Struct 3L trouvees 
tableau F.36 - Resultats compares pour le gene MTHFS, low-CG isochore 
5H connus 
208 
2182 
3649 
7503 
5H trouves 
208 
2182 
3649 
7503 
3H connus 
2076 
3578 
7385 
7810 
3H trouves 
2076 
3578 
7385 
7810 
Struct 3H trouvees 
7810 
tableau F.37 - Resultats compares pour le gene ORAOV1, high-CG isochore 
5L connus 
208 
2182 
3649 
7503 
5L trouves 
208 
2182 
3649 
7503 
3L connus 
2076 
3578 
7385 
7810 
3L trouves 
2076 
3578 
7385 
7810 
Struct 3L trouvees 
7810 
tableau F.38 - Resultats compares pour le gene ORAOV1, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau F.39 — Resultats compares pour le gene P B O V 1 , high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau F.40 - Resultats compares pour le gene PBOV1, low-CG isochore 
5H connus 
108 
707 
1671 
2001 
5H trouves 
108 
707 
1671 
2001 
3H connus 
322 
1597 
1796 
3163 
3H trouves 
322 
1597 
1796 
3163 
Struct 3H trouvees 
3163 
tableau F.41 - Resultats compares pour le gene RRAD, high-CG isochore 
5L connus 
108 
707 
1671 
2001 
5L trouves 
108 
707 
1671 
2001 
3L connus 
322 
1597 
1796 
3163 
3L trouves 
322 
1597 
1796 
3163 
Struct 3L trouvees 
3163 
tableau F.42 - Resultats compares pour le gene RRAD, low-CG isochore 
ANNEXE F. SITES DETECTES (2.5%) 
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Annexe G 
Sites detectes (4.0%) 
Les tableaux suivants presentent les sites detectes par les differents modules, compares 
aux sites connus des sequences etudiees. Les resultats de chaque gene sont separes dans 
deux tableaux, selon que le signal utilise est high- ou low-CG isochore. 
Ces resultats ont ete obtenus en passant l'option -m 4 . 0% a Splicesearch, afin de ne 
conserver que les meilleurs 4.0% des resultats des taches de recherche. Sur deux noeuds de 
calcul, la duree d'execution de toutes les taches de tous les genes a ete de 5m 29s. 
Les colonnes de chaque tableau ont la signification suivante : 
- 5x connus : positions des sites d'epissage 5' connus du gene; 
- 5x trouves : positions des sites d'epissage 5' detectes parmi les sites connus; 
- 3x connus : positions des sites d'epissage 3' connus du gene; 
- 3x trouves : positions des sites d'epissage 3' detectees parmi les sites connus ; 
- Struct 3x trouvees : positions des structures d'epissage 3' detectes dont le site d'epis-
sage correspond a un site connu. 
L'objectif de ces tableaux est de verifier si tous les sites d'epissage connus du gene sont 
proprement detectes. Les colonnes 5H connus et 3H connus presentent les positions des 
sites connus dans le gene. Ces positions sont comparees avec les resultats obtenus par les 
modules de recherche, et si un site est correctement detecte il est contenu dans 5H trouves 
ou 3H trouves. Une difference entre les colonnes de sites connus et trouves indique done 
qu'un site n'a pas ete detecte. 
Cela ne veut pas dire que les sites trouves sont les seules positions dans lesquelles un 
signal a ete detecte. Les modules de recherche renvoient un grand nombre de resultats, 
parmi lesquels seul le pourcentage de meilleurs resultats passe en parametre est conserve. 
II y a done de toute facon plus de resultats que de site connus, et nous verifions qu'au moins 
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tous les sites connus sont trouves. 
La derniere colonne, Struct 3Htrouvees, correspond a la meme verification, mais effec-
tuee a la sortie du module 3DIST. Les trois elements de la structure d'extremite 3' d'intron 
sont correles, puis les triplets similaires sont rassembles. Cela produit un nombre reduit de 
resultats, comparativement au nombre de positions pour chacun des elements. Une fois ces 
triplets post-rassemblement obtenus, nous comparons si le site 3' contenu dans ces triplets 
correspond a un site 3' connu. 
Les genes HEPN1 et PBOV1 ne contenant pas de site d'epissage, les tableaux corres-
pondants sont vides. 
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5H connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5H trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
3H connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3H trouves 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
Struct 3H trouvees 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
21281 
21578 
21892 
32328 
33124 
34380 
34835 
37299 
38446 
39455 
41331 
51212 
61173 
tableau G. 1 - Resultats compares pour le gene AK074062, high-CG isochore 
ANNEXE G. SITES DETECTES (4.0%) 
5L connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5L trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
3L connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3L trouves 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
Struct 3L trouvees 
3272 
6327 
6777 
9612 
9837 
17852 
18199 
21281 
21578 
32328 
33124 
34380 
34835 
37299 
39455 
39455 
41331 
51212 
61173 
tableau G.2 - Resultats compares pour le gene AK074062, low-CG isochore 
5H connus 
135 
9136 
14423 
14724 
16717 
17760 
5H trouves 
135 
9136 
14423 
14724 
16717 
17760 
3H connus 
8515 
14261 
14607 
15619 
17670 
21582 
3H trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3H trouvees 
8515 
17670 
21582 
tableau G.3 - Resultats compares pour le gene BCAR1, high-CG isochore 
5L connus 
135 
9136 
14423 
14724 
16717 
17760 
5L trouves 
135 
9136 
14423 
14724 
16717 
17760 
3L connus 
8515 
14261 
14607 
15619 
17670 
21582 
3L trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3L trouvees 
8515 
17670 
21582 
tableau G.4 - Resultats compares pour le gene BCAR1, low-CG isochore 
5H connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5H trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3H connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3H trouves 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
Struct 3H trouvees 
6888 
39486 
92409 
98875 
113977 
114337 
119409 
tableau G.5 - Resultats compares pour le gene BCAR3, high-CG isochore 
ANNEXE G. SITES DETECTES (4.0%) 
5L connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5L trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3L connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3L trouves 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
Struct 3L trouvees 
6888 
39486 
92409 
98875 
113977 
114337 
119409 
tableau G.6 - Resultats compares pour le gene BCAR3, low-CG isochore 
5H connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5H trouves 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
3H connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3H trouves 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
Struct 3H trouvees 
2870 
3488 
4065 
4241 
6829 
7304 
tableau G.7 - Resultats compares pour le gene BRMS1, high-CG isochore 
5L connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5L trouves 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
3L connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3L trouves 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
Struct 3L trouvees 
2870 
3488 
4065 
4241 
6829 
7304 
tableau G.8 - Resultats compares pour le gene BRMS1, low-CG isochore 
5H connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5H trouves 
268 
5110 
6715 
8533 
36296 
38609 
39371 
41642 
3H connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3H trouves 
5019 
6587 
8453 
36199 
37479 
39331 
41515 
43969 
Struct 3H trouvees 
5019 
36199 
39331 
43969 
tableau G.9 - Resultats compares pour le gene BRMS1L, high-CG isochore 
5L connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5L trouves 
268 
5110 
6715 
8533 
36296 
38609 
39371 
41642 
3L connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3L trouves 
5019 
6587 
8453 
36199 
37479 
39331 
41515 
43969 
Struct 3L trouvees 
5019 
36199 
39331 
43969 
tableau G.10 - Resultats compares pour le gene BRMS1L, low-CG isochore 
5H connus 
107 
3777 
9133 
9785 
5H trouves 
107 
3777 
9133 
9785 
3H connus 
2257 
9025 
9677 
14022 
3H trouves 
2257 
9025 
9677 
14022 
Struct 3H trouvees 
2257 
tableau G. 11 - Resultats compares pour le gene C17orf80, high-CG isochore 
5L connus 
107 
3777 
9133 
9785 
5L trouves 
107 
3777 
9133 
9785 
3L connus 
2257 
9025 
9677 
14022 
3L trouves 
2257 
9025 
9677 
14022 
Struct 3L trouvees 
2257 
tableau G.12 - Resultats compares pour le gene C17orf80, low-CG isochore 
ANNEXE G. SITES DETECTES (4.0%) 
5H connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5H trouves 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
3H connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3H trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3H trouvees 
29071 
50936 
54313 
60137 
62053 
110390 
123569 
172879 
tableau G.13 - Resultats compares pour le gene CFTR, high-CG isochore 
5L connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5L trouves 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
3L connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3L trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3L trouvees 
29071 
50936 
54313 
60137 
62053 
107776 
110390 
172879 
tableau G.14 - Resultats compares pour le gene CFTR, low-CG isochore 
ANNEXE G. SITES DETECTES (4.0%) 
5H connus 
239 
3918 
6091 
6564 
5H trouves 
239 
6091 
6564 
3H connus 
3744 
5841 
6470 
7784 
3H trouves 
3744 
6470 
7784 
Struct 3H trouvees 
7784 
tableau G.15 - Resultats compares pour le gene CT45-2, high-CG isochore 
5L connus 
239 
3918 
6091 
6564 
5L trouves 
239 
6091 
6564 
3L connus 
3744 
5841 
6470 
7784 
3L trouves 
3744 
6470 
7784 
Struct 3L trouvees 
7784 
tableau G.16 - Resultats compares pour le gene CT45-2, low-CG isochore 
5H connus 
187 
6235 
8387 
5H trouves 
187 
6235 
8387 
3H connus 
6187 
8229 
12108 
3H trouves 
6187 
8229 
12108 
Struct 3H trouvees 
12108 
tableau G.17 - Resultats compares pour le gene ECRG4, high-CG isochore 
5L connus 
187 
6235 
8387 
5L trouves 
187 
6235 
8387 
3L connus 
6187 
8229 
12108 
3L trouves 
6187 
8229 
12108 
Struct 3L trouvees 
12108 
tableau G. 18 - Resultats compares pour le gene ECRG4, low-CG isochore 
5H connus 
188 
5H trouves 
188 
3H connus 
736 
3H trouves 
736 
Struct 3H trouvees 
736 
tableau G.19 - Resultats compares pour le gene FAM84B, high-CG isochore 
5L connus 
188 
5L trouves 
188 
3L connus 
736 
3L trouves 
736 
Struct 3L trouvees 
736 
tableau G.20 - Resultats compares pour le gene FAM84B, low-CG isochore 
5H connus 
174 
5035 
5H trouves 
174 
5035 
3H connus 
4858 
23545 
3H trouves 
4858 
23545 
Struct 3H trouvees 
4858 
23545 
tableau G.21 - Resultats compares pour le gene GDNFbis, high-CG isochore 
5L connus 
174 
5035 
5L trouves 
174 
5035 
3L connus 
4858 
23545 
3L trouves 
4858 
23545 
Struct 3L trouvees 
4858 
23545 
tableau G.22 - Resultats compares pour le gene GDNFbis, low-CG isochore 
5H connus 
374 
5235 
24230 
5H trouves 
374 
5235 
3H connus 
200 
5058 
23745 
3H trouves 
5058 
23745 
Struct 3H trouvees 
5058 
23745 
tableau G.23 - Resultats compares pour le gene GDNF, high-CG isochore 
5L connus 
374 
5235 
24230 
5L trouves 
374 
5235 
3L connus 
200 
5058 
23745 
3L trouves 
5058 
23745 
Struct 3L trouvees 
5058 
23745 
tableau G.24 - Resultats compares pour le gene GDNF, low-CG isochore 
5H connus 
151 
5H trouves 
151 
3H connus 
18661 
3H trouves 
18661 
Struct 3H trouvees 
18661 
tableau G.25 - Resultats compares pour le gene GDNF_ter, high-CG isochore 
5L connus 
151 
5L trouves 
151 
3L connus 
18661 
3L trouves 
18661 
Struct 3L trouvees 
18661 
tableau G.26 - Resultats compares pour le gene GDNF_ter, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau G.27 - Resultats compares pour le gene HEPN1, high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau G.28 - Resultats compares pour le gene HEPN1, low-CG isochore 
ANNEXE G. SITES DETECTES (4.0%) 
5H connus 
127 
865 
3858 
4587 
5016 
6065 
5H trouves 
127 
865 
4587 
5016 
6065 
3H connus 
426 
3733 
4420 
4916 
5994 
10408 
3H trouves 
426 
3733 
4420 
4916 
5994 
10408 
Struct 3H trouvees 
426 
4420 
4916 
10408 
tableau G.29 - Resultats compares pour le gene INSIG1, high-CG isochore 
5L connus 
127 
865 
3858 
4587 
5016 
6065 
5L trouves 
127 
865 
3858 
4587 
5016 
6065 
3L connus 
426 
3733 
4420 
4916 
5994 
10408 
3L trouves 
426 
3733 
4420 
4916 
5994 
10408 
Struct 3L trouvees 
426 
4420 
4916 
5994 
10408 
tableau G.30 - Resultats compares pour le gene INSIG1, low-CG isochore 
5H connus 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
5H trouves 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
3H connus 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
3H trouves 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
171011 
171227 
173251 
174417 
176590 
Struct 3H trouvees 
26104 
119269 
121566 
125906 
130801 
141073 
143468 
152184 
161683 
165046 
167349 
tableau G.31 - Resultats compares pour le gene INSR, high-CG isochore 
ANNEXE G. SITES DETECTES (4.0%) 
5L connus 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
5L trouves 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
3L connus 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
3L trouves 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
171011 
171227 
173251 
174417 
176590 
Struct 3L trouvees 
26104 
109363 
119269 
121566 
125906 
130801 
141073 
143468 
152184 
161683 
165046 
167349 
tableau G.32 - Resultats compares pour le gene INSR, low-CG isochore 
5H connus 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
5H trouves 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
3H connus 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
3H trouves 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
Struct 3H trouvees 
143183 
151245 
171779 
210415 
223371 
265549 
267123 
tableau G.33 - Resultats compares pour le gene MCC, high-CG isochore 
5L connus 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
5L trouves 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
3L connus 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
3L trouves 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
Struct 3L trouvees 
143183 
151245 
171779 
210415 
223371 
265549 
267123 
tableau G.34 - Resultats compares pour le gene MCC, low-CG isochore 
ANNEXE G. SITES DETECTES (4.0%) 
5H connus 
251 
16074 
5H trouves 
251 
16074 
3H connus 
16018 
24577 
3H trouves 
16018 
24577 
Struct 3H trouvees 
tableau G.35 - Resultats compares pour le gene MTHFS, high-CG isochore 
5L connus 
251 
16074 
5L trouves 
251 
16074 
3L connus 
16018 
24577 
3L trouves 
16018 
24577 
Struct 3L trouvees 
tableau G.36 - Resultats compares pour le gene MTHFS, low-CG isochore 
5H connus 
208 
2182 
3649 
7503 
5H trouves 
208 
2182 
3649 
7503 
3H connus 
2076 
3578 
7385 
7810 
3H trouves 
2076 
3578 
7385 
7810 
Struct 3H trouvees 
2076 
7810 
tableau G.37 - Resultats compares pour le gene ORAOV1, high-CG isochore 
5L connus 
208 
2182 
3649 
7503 
5L trouves 
208 
2182 
3649 
7503 
3L connus 
2076 
3578 
7385 
7810 
3L trouves 
2076 
3578 
7385 
7810 
Struct 3L trouvees 
2076 
7810 
tableau G.38 - Resultats compares pour le gene ORAOV1, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau G.39 — Resultats compares pour le gene PBOV1, high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau G.40 - Resultats compares pour le gene PBOV1, low-CG isochore 
5H connus 
108 
707 
1671 
2001 
5H trouves 
108 
707 
1671 
2001 
3H connus 
322 
1597 
1796 
3163 
3H trouves 
322 
1597 
1796 
3163 
Struct 3H trouvees 
322 
3163 
tableau G.41 - Resultats compares pour le gene RRAD, high-CG isochore 
5L connus 
108 
707 
1671 
2001 
5L trouves 
108 
707 
1671 
2001 
3L connus 
322 
1597 
1796 
3163 
3L trouves 
322 
1597 
1796 
3163 
Struct 3L trouvees 
322 
3163 
tableau G.42 - Resultats compares pour le gene RRAD, low-CG isochore 
ANNEXE G. SITES DETECTES (4.0%) 
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Annexe H 
Sites detectes (9.9%) 
Les tableaux suivants presentent les sites detectes par les differents modules, compares 
aux sites connus des sequences etudiees. Les resultats de chaque gene sont separes dans 
deux tableaux, selon que le signal utilise est high- ou low-CG isochore. 
Ces resultats ont ete obtenus en passant l'option -m 9 . 9% a Splicesearch, arm de ne 
conserver que les meilleurs 9.9% des resultats des taches de recherche. Sur deux noeuds de 
calcul, la duree d'execution de toutes les taches de tous les genes a ete de 27m 42s. 
Les colonnes de chaque tableau ont la signification suivante : 
- 5x connus : positions des sites d'epissage 5' connus du gene; 
- 5x trouves : positions des sites d'epissage 5' detectes parmi les sites connus ; 
- 3x connus : positions des sites d'epissage 3' connus du gene; 
- 3x trouves : positions des sites d'epissage 3' detectees parmi les sites connus ; 
- Struct 3x trouvees : positions des structures d'epissage 3' detectes dont le site d'epis-
sage correspond a un site connu. 
L'objectif de ces tableaux est de verifier si tous les sites d'epissage connus du gene sont 
proprement detectes. Les colonnes 5H connus et 3H connus presentent les positions des 
sites connus dans le gene. Ces positions sont comparees avec les resultats obtenus par les 
modules de recherche, et si un site est correctement detecte il est contenu dans 5H trouves 
ou 3H trouves. Une difference entre les colonnes de sites connus et trouves indique done 
qu'un site n'a pas ete detecte. 
Cela ne veut pas dire que les sites trouves sont les seules positions dans lesquelles un 
signal a ete detecte. Les modules de recherche renvoient un grand nombre de resultats, 
parmi lesquels seul le pourcentage de meilleurs resultats passe en parametre est conserve. 
II y a done de toute facon plus de resultats que de site connus, et nous verifions qu'au moins 
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ANNEXE H. SITES DETECTES (9.9%) 
tous les sites connus sont trouves. 
La derniere colonne, Struct 3H trouvees, correspond a la meme verification, mais effec-
tuee a la sortie du module 3DIST. Les trois elements de la structure d'extremite 3' d'intron 
sont correles, puis les triplets similaires sont rassembles. Cela produit un nombre reduit de 
resultats, comparativement au nombre de positions pour chacun des elements. Une fois ces 
triplets post-rassemblement obtenus, nous comparons si le site 3' contenu dans ces triplets 
correspond a un site 3' connu. 
Les genes HEPN1 et PBOV1 ne contenant pas de site d'epissage, les tableaux corres-
pondants sont vides. 
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3H connus 3H trouves Struct 3H trouvees 5H connus 
109" 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
tableau H. 1 
5H trouves 
109" 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
19354 
19354 
21281 
21578 
21892 
32328 
33124 
34380 
34835 
37299 
38446 
39455 
41331 
51212 
57900 
61173 
- Resultats compares pour le gene AK074062, high-CG isochore 
ANNEXE H. SITES DETECTES (9.9%) 
5L connus 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
5L trouves 
109 
3413 
4268 
6453 
6891 
9726 
9951 
17978 
18304 
18673 
19471 
21398 
21695 
22006 
22864 
32442 
33238 
33663 
34494 
35132 
37483 
38559 
39737 
41256 
41414 
42900 
51329 
51900 
57011 
57938 
3L connus 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
3L trouves 
3272 
4105 
6327 
6777 
9612 
9837 
17852 
18199 
18559 
19354 
21281 
21578 
21892 
22690 
32328 
33124 
33549 
34380 
34835 
37299 
38446 
39455 
41111 
41331 
42801 
51212 
51812 
56927 
57900 
61173 
Struct 3L trouvees 
3272 
6327 
6777 
9612 
9837 
17852 
18199 
21281 
21578 
32328 
33124 
34380 
34835 
37299 
39455 
41331 
51212 
57900 
61173 
tableau H.2 - Resultats compares pour le gene AK074062, low-CG isochore 
5H connus 
135 
9136 
14423 
14724 
16717 
17760 
5H trouves 
135 
9136 
14423 
14724 
16717 
17760 
3H connus 
8515 
14261 
14607 
15619 
17670 
21582 
3H trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3H trouvees 
8515 
14261 
14607 
15619 
17670 
21582 
tableau H.3 - Resultats compares pour le gene BCAR1, high-CG isochore 
5L connus 
135 
9136 
14423 
14724 
16717 
17760 
5L trouves 
135 
9136 
14423 
14724 
16717 
17760 
3L connus 
8515 
14261 
14607 
15619 
17670 
21582 
3L trouves 
8515 
14261 
14607 
15619 
17670 
21582 
Struct 3L trouvees 
8515 
14261 
14607 
15619 
17670 
21582 
tableau H.4 - Resultats compares pour le gene BCAR1, low-CG isochore 
5H connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5H trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3H connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3H trouves 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
Struct 3H trouvees 
6888 
39486 
92409 
98875 
113977 
114337 
119409 
tableau H.5 - Resultats compares pour le gene BCAR3, high-CG isochore 
ANNEXE H. SITES DETECTES (9.9%) 
5L connus 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
5L trouves 
232 
7216 
39526 
89564 
92852 
97811 
99528 
105815 
110159 
114089 
114550 
3L connus 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
3L trouves 
6888 
39486 
89435 
92409 
97707 
98875 
105699 
109987 
113977 
114337 
119409 
Struct 3L trouvees 
6888 
39486 
92409 
97707 
98875 
113977 
114337 
119409 
tableau H.6 - Resultats compares pour le gene BCAR3, low-CG isochore 
5H connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5H trouves 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
3H connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3H trouves 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
Struct 3H trouvees 
2870 
3488 
3778 
4065 
4241 
6326 
6829 
7304 
tableau H.7 - Resultats compares pour le gene BRMS1, high-CG isochore 
5L connus 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
5L trouves 
140 
3016 
3579 
3906 
4145 
4338 
4991 
6391 
6869 
3L connus 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
3L trouves 
2870 
3488 
3778 
4065 
4241 
4898 
6326 
6829 
7304 
Struct 3L trouvees 
2870 
3488 
4065 
4241 
6326 
6829 
7304 
* 
tableau H.8 - Resultats compares pour le gene BRMS1, low-CG isochore 
5H connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5H trouves 
268 
5110 
6715 
8533 
36296 
38609 
39371 
41642 
3H connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3H trouves 
5019 
6587 
8453 
36199 
37479 
39331 
41515 
43969 
Struct 3H trouvees 
5019 
36199 
37479 
39331 
43969 
tableau H.9 - Resultats compares pour le gene BRMS1L, high-CG isochore 
5L connus 
268 
5110 
6715 
8533 
36296 
37563 
38609 
39371 
41642 
5L trouves 
268 
5110 
6715 
8533 
36296 
38609 
39371 
41642 
3L connus 
5019 
6587 
8453 
36199 
37479 
38544 
39331 
41515 
43969 
3L trouves 
5019 
6587 
8453 
36199 
37479 
39331 
41515 
43969 
Struct 3L trouvees 
5019 
6587 
36199 
37479 
39331 
43969 
tableau H.10 - Resultats compares pour le gene BRMS1L, low-CG isochore 
5H connus 
107 
3777 
9133 
9785 
5H trouves 
107 
3777 
9133 
9785 
3H connus 
2257 
9025 
9677 
14022 
3H trouves 
2257 
9025 
9677 
14022 
Struct 3H trouvees 
2257 
9677 
tableau H.l 1 - Resultats compares pour le gene C17orf80, high-CG isochore 
5L connus 
107 
3777 
9133 
9785 
5L trouves 
107 
3777 
9133 
9785 
3L connus 
2257 
9025 
9677 
14022 
3L trouves 
2257 
9025 
9677 
14022 
Struct 3L trouvees 
2257 
tableau H.12 - Resultats compares pour le gene C17orf80, low-CG isochore 
ANNEXE H. SITES DETECTES (9.9%) 
5H connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5H trouves 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
3H connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3H trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3H trouvees 
24290 
29071 
50936 
54313 
60137 
62053 
68678 
79501 
110390 
114967 
123569 
126711 
130556 
134650 
147559 
162475 
172879 
184725 
tableau H.13 - Resultats compares pour le gene CFTR, high-CG isochore 
5L connus 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
5L trouves 
185 
24401 
29180 
51152 
54403 
55449 
56711 
60384 
62146 
68861 
79693 
107871 
110477 
112695 
115096 
122901 
123820 
126791 
130707 
131846 
134751 
147808 
162631 
172969 
184898 
185602 
3L connus 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
3L trouves 
24290 
29071 
50936 
54313 
55285 
56585 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
122863 
123569 
126711 
130556 
131618 
134650 
147559 
162475 
172879 
184725 
185496 
186945 
Struct 3L trouvees 
24290 
29071 
50936 
54313 
60137 
62053 
68678 
79501 
107776 
110390 
111971 
114967 
123569 
126711 
130556 
134650 
147559 
162475 
172879 
184725 
tableau H.14 - Resultats compares pour le gene CFTR, low-CG isochore 
ANNEXE H. SITES DETECTES (9.9%) 
5H connus 
239 
3918 
6091 
6564 
5H trouves 
239 
6091 
6564 
3H connus 
3744 
5841 
6470 
7784 
3H trouves 
3744 
6470 
7784 
Struct 3H trouvees 
6470 
7784 
tableau H.15 - Resultats compares pour le gene CT45-2, high-CG isochore 
5L connus 
239 
3918 
6091 
6564 
5L trouves 
239 
6091 
6564 
3L connus 
3744 
5841 
6470 
7784 
3L trouves 
3744 
6470 
7784 
Struct 3L trouvees 
6470 
7784 
tableau H.16 - Resultats compares pour le gene CT45-2, low-CG isochore 
5H connus 
187 
6235 
8387 
5H trouves 
187 
6235 
8387 
3H connus 
6187 
8229 
12108 
3H trouves 
6187 
8229 
12108 
Struct 3H trouvees 
6187 
8229 
12108 
tableau H.17 - Resultats compares pour le gene ECRG4, high-CG isochore 
5L connus 
187 
6235 
8387 
5L trouves 
187 
6235 
8387 
3L connus 
6187 
8229 
12108 
3L trouves 
6187 
8229 
12108 
Struct 3L trouvees 
6187 
8229 
12108 
tableau H. 18 - Resultats compares pour le gene ECRG4, low-CG isochore 
5H connus 
188 
5H trouves 
188 
3H connus 
736 
3H trouves 
736 
Struct 3H trouvees 
736 
tableau H.19 - Resultats compares pour le gene FAM84B, high-CG isochore 
5L connus 
188 
5L trouves 
188 
3L connus 
736 
3L trouves 
736 
Struct 3L trouvees 
736 
tableau H.20 - Resultats compares pour le gene FAM84B, low-CG isochore 
5H connus 
174 
5035 
5H trouves 
174 
5035 
3H connus 
4858 
23545 
3H trouves 
4858 
23545 
Struct 3H trouvees 
4858 
23545 
tableau H.21 - Resultats compares pour le gene GDNFbis, high-CG isochore 
5L connus 
174 
5035 
5L trouves 
174 
5035 
3L connus 
4858 
23545 
3L trouves 
4858 
23545 
Struct 3L trouvees 
4858 
23545 
tableau H.22 - Resultats compares pour le gene GDNF_bis, low-CG isochore 
5H connus 
374 
5235 
24230 
5H trouves 
374 
5235 
3H connus 
200 
5058 
23745 
3H trouves 
200 
5058 
23745 
Struct 3H trouvees 
5058 
23745 
tableau H.23 - Resultats compares pour le gene GDNF, high-CG isochore 
5L connus 
374 
5235 
24230 
5L trouves 
374 
5235 
3L connus 
200 
5058 
23745 
3L trouves 
200 
5058 
23745 
Struct 3L trouvees 
5058 
23745 
tableau H.24 - Resultats compares pour le gene GDNF, low-CG isochore 
5H connus 
151 
5H trouves 
151 
3H connus 
18661 
3H trouves 
18661 
Struct 3H trouvees 
18661 
tableau H.25 - Resultats compares pour le gene GDNF_ter, high-CG isochore 
5L connus 
151 
5L trouves 
151 
3L connus 
18661 
3L trouves 
18661 
Struct 3L trouvees 
18661 
tableau H.26 - Resultats compares pour le gene GDNFter, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau H.27 - Resultats compares pour le gene HEPN1, high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau H.28 - Resultats compares pour le gene HEPN1, low-CG isochore 
ANNEXE H. SITES DETECTES (9.9%) 
5H connus 
127 
865 
3858 
4587 
5016 
6065 
5H trouves 
127 
865 
3858 
4587 
5016 
6065 
3H connus 
426 
3733 
4420 
4916 
5994 
10408 
3H trouves 
426 
3733 
4420 
4916 
5994 
10408 
Struct 3H trouvees 
426 
3733 
4420 
4916 
5994 
10408 
tableau H.29 - Resultats compares pour le gene INSIG1, high-CG isochore 
5L connus 
127 
865 
3858 
4587 
5016 
6065 
5L trouves 
127 
865 
3858 
4587 
5016 
6065 
3L connus 
426 
3733 
4420 
4916 
5994 
10408 
3L trouves 
426 
3733 
4420 
4916 
5994 
10408 
Struct 3L trouvees 
426 
3733 
4420 
4916 
5994 
10408 
tableau H.30 - Resultats compares pour le gene INSIG1, low-CG isochore 
5H connus 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
5H trouves 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
3H connus 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
3H trouves 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
Struct 3H trouvees 
26104 
109363 
119269 
121566 
125906 
127596 
130801 
141073 
143468 
152184 
161683 
165046 
167349 
171227 
174417 
176590 
tableau H.31 - Resultats compares pour le gene INSR, high-CG isochore 
ANNEXE H. SITES DETECTES (9.9%) 
5L connus 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
5L trouves 
209 
26656 
109685 
119418 
121711 
123464 
126033 
127847 
130969 
141275 
143504 
151185 
152324 
161843 
165149 
167417 
168718 
171122 
171387 
173381 
174552 
3L connus 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
3L trouves 
26104 
109363 
119269 
121566 
123249 
125906 
127596 
130801 
141073 
143468 
150910 
152184 
161683 
165046 
167349 
168473 
171011 
171227 
173251 
174417 
176590 
Struct 3L trouvees 
26104 
109363 
119269 
121566 
125906 
130801 
141073 
143468 
152184 
161683 
165046 
167349 
171227 
174417 
176590 
tableau H.32 - Resultats compares pour le gene INSR, low-CG isochore 
5H connus 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
5H trouves 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
3H connus 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
3H trouves 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
Struct 3H trouvees 
143183 
151245 
171779 
192660 
210415 
211597 
223371 
230438 
245306 
265549 
267123 
tableau H.33 - Resultats compares pour le gene MCC, high-CG isochore 
5L connus 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
5L trouves 
277 
143297 
151388 
171922 
190414 
192867 
209442 
210505 
211746 
223512 
226526 
230622 
240881 
245513 
251076 
265672 
3L connus 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
3L trouves 
143183 
151245 
171779 
190250 
192660 
209295 
210415 
211597 
223371 
226422 
230438 
240646 
245306 
250975 
265549 
267123 
Struct 3L trouvees 
143183 
151245 
171779 
192660 
210415 
211597 
223371 
230438 
245306 
265549 
267123 
tableau H.34 - Resultats compares pour le gene MCC, low-CG isochore 
ANNEXE H. SITES DETECTES (9.9%) 
5H connus 
251 
16074 
5H trouves 
251 
16074 
3H connus 
16018 
24577 
3H trouves 
16018 
24577 
Struct 3H trouvees 
16018 
tableau H.35 - Resultats compares pour le gene MTHFS, high-CG isochore 
5L connus 
251 
16074 
5L trouves 
251 
16074 
3L connus 
16018 
24577 
3L trouves 
16018 
24577 
Struct 3L trouvees 
tableau H.36 - Resultats compares pour le gene MTHFS, low-CG isochore 
5H connus 
208 
2182 
3649 
7503 
5H trouves 
208 
2182 
3649 
7503 
3H connus 
2076 
3578 
7385 
7810 
3H trouves 
2076 
3578 
7385 
7810 
Struct 3H trouvees 
2076 
3578 
7810 
tableau H.37 - Resultats compares pour le gene ORAOV1, high-CG isochore 
5L connus 
208 
2182 
3649 
7503 
5L trouves 
208 
2182 
3649 
7503 
3L connus 
2076 
3578 
7385 
7810 
3L trouves 
2076 
3578 
7385 
7810 
Struct 3L trouvees 
2076 
3578 
7810 
tableau H.38 - Resultats compares pour le gene ORAOV1, low-CG isochore 
5H connus 5H trouves 3H connus 3H trouves Struct 3H trouvees 
tableau H.39 — Resultats compares pour le gene PBOV1, high-CG isochore 
5L connus 5L trouves 3L connus 3L trouves Struct 3L trouvees 
tableau H.40 - Resultats compares pour le gene PBOV1, low-CG isochore 
5H connus 
108 
707 
1671 
2001 
5H trouves 
108 
707 
1671 
2001 
3H connus 
322 
1597 
1796 
3163 
3H trouves 
322 
1597 
1796 
3163 
Struct 3H trouvees 
322 
1597 
3163 
tableau H.41 - Resultats compares pour le gene RRAD, high-CG isochore 
5L connus 
108 
707 
1671 
2001 
5L trouves 
108 
707 
1671 
2001 
3L connus 
322 
1597 
1796 
3163 
3L trouves 
322 
1597 
1796 
3163 
Struct 3L trouvees 
322 
1597 
3163 
tableau H.42 - Resultats compares pour le gene RRAD, low-CG isochore 
ANNEXE H. SITES DETECTES (9.9%) 
200 
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