Multi Level Single Linkage is a multistart, stochastic global optimization method which relies on random sampling and local search. In this paper, we benchmarked three variants of the MLSL algorithm by using two gradient based and a derivative-free local search method on the noiseless function testbed. The three methods were also compared with a commercial multistart solver, called OQNLP (OptQuest/NLP).
INTRODUCTION
Multistart global optimization algorithms were introduced in the 1980s for bound constrained optimization problems.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Two important multistart type methods are the Clustering [1] and Multi Level Single Linkage (MLSL) [9] algorithms. The basic idea behind these methods is to form groups (clusters) of points around the local minimizers from a uniform sampled domain and start local searches no more than once in each of those groups.
The aim of the paper is to compare three variants of the MLSL method using the COCO framework [3] with OQNLP (OptQuest/NLP) [11] , an other well known commercial multistart type algorithm.
The rest of this article is organized as follows. Section 2 reviews the MLSL and OQNLP algorithms. In Section 3, we describe the experiment procedure together with the algorithms parameter settings. The results are presented in Section 4 and discussed in Section 5. Section 6 concludes the paper and points out some directions for future work.
ALGORITHMS
Multi Level Single Linkage (MLSL) has two phases: a global and a local one. The global phase consists of sampling, while the local phase is based on local searches. The local minimizer points are found by means of a local search procedure (LS ), starting from appropriately chosen points from the sample drawn uniformly within the set of feasibility. A local search procedure is applied to every sample point from the reduced sample, except if there is another sample point within some critical distance r k (defined in [9] ), which has a lower function value (see Algorithm 1) . The reduced sample consists of the γkN best points (0<γ ≤ 1) from the cumulated sample x1, . . . , x kN .
The local search method is an essential part of the MLSL. Depending on the applied local search procedure the quality of the found solution may vary significantly. Thus in this study we tested three MLSL variants by applying two gradient based and a derivative-free local search method (more details in Sec. 3) .
OQNLP is a solver designed to find global optima of smooth constrained nonlinear problems. It is a multistart heuristic method which runs a local search from a variety of starting points in order to find a global minimum, or multiple local minima. The solver uses a scatter-search mechanism for generating start points. The solver steps are presented in the Algorithm 2. After an initial call to LS at the user-provided initial point, x0, N1 trial points are generated (Stage 1). The best point is chosen as the starting point for the next call to LS. In Stage 2, N2 iterations are performed in which candidate starting points are generated and LS is Algorithm 1: The MLSL algorithm 
Generate a new trial point xi.
10
Start LS from xi if passes the distance and merit filter tests.
return
The smallest local minimum value found.
started at any one which passes the distance and merit filter tests. The distance filter helps insure that the starting points for LS are diverse, in the sense that they are not too close to any previously found local solution. Its goal is to prevent LS from starting more than once within the basin of attraction of any local optimum.
Based on some recent comparative studies [10] on bound constrained problems, OQNLP show superior performance in terms of refining a near-optimal solution.
In our comparisons we used the commercial optimization software TOMLAB/OQNLP [5] .
EXPERIMENT DESIGN
The main purpose of the experiment is to investigate the impact of the different local search algorithms on the MLSL method and to compare the results with those obtained by the OQNLP solver. For this reason we fixed the parameters of the MLSL algorithm to specific values and alternated the local searches.
Each of the algorithms was run on 15 instances of all the 24 functions in dimensions 2, 3, 5, 10, and 20. The maximal evaluations budget (for the MLSL) was set to 2 ⋅ 10 4 D for each run.
MLSL has four parameters to set: the number of sample points in an iteration, the size of the reduced sample, the maximum number of function evaluations for local search, and the used local search procedure. The sample was generated from a Sobol quasi-random sequence [6] and its size was set to 50D. From the actual sample only the best 5D points are considered for further analysis.
We benchmarked three variants of the MLSL algorithm by using 2 gradient type and a derivative-free local search method. The garadient based methods are the following: a quasi-Newton type (fminunc) and an interior point (fmincon) procedure from MATLAB. The first is a well-known quasiNewton method which approximates the Hessian by the BFGS formula, while the second is an interior-point algorithm for constrained nonlinear problems. The third local search algorithm is the Nelder-Mead [7] simplex method which belongs to the class of direct search methods. All the three version of the algorithms were run on the whole testbed in all dimensions. The maximum number of function evaluations for local search was set to 10% of the total budget while the termination tolerance parameter value was set to 10 −12 . In the case of the OQNLP method, we used the default parameters (see in [5] ) except the iteration limit which was set to 300D. Using this limit we get approximately the same maximal budget as in the case of MLSL. Furthermore it is important that OQNLP changes its search strategy depending on the iteration limit. The local search used by OQNLP is the LSGRG2, a generalized gradient projection method.
RESULTS
Results from experiments according to [3] on the benchmark functions given in [2, 4] are presented in Figures 1, 2 and 3 and in Tables 1 and 2 . The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + ∆f , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [3, 8] . Statistical significance is tested with the rank-sum test for a given target ∆ft (10 −8 as in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach ∆ft (inverted and multiplied by −1), or, if the target was not reached, the best ∆f -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
CPU Timing Experiments
The timing experiments were carried out with f8 on a machine with Intel Dual-Core processor, 2.6 Ghz, with 2 GB RAM, on Windows 7 64bit in MATLAB R2011b 64bit. 
DISCUSSION
Although the MLSL method cannot find the final solution in many cases, our aim was to reveal the differences between the applied local search methods during the different stages of the optimization.
Considering the ERT numbers in different dimensions, we can state that the gradient type methods are usually more faster than the simplex method. Nevertheless there are situations when the latter method is significantly better in lower dimensions than the other methods. Such cases can be observed on the f7, f10, f11, f13, f14, f16, and f23 functions (see Figure 1 ). The OQNLP solver is faster than the MLSL method with fmincon and fminunc on the f5, f7, f20, and f24 functions. On f24 OQNLP is even faster than the best BBOB-2009 algorithm for 2, 3, and 5 dimensions.
Regarding the proportion of solved instances, the general aspect is that the gradient type methods are faster on the initial phase of the optimization, while the derivative-free simplex method provides a better performance in the final stage for 2, 3, and 5 dimensions.
Considering all functions aggregated in 5-D (see Figure 2 ), the proportion of the solved problems by the algorithms varies between 62% and 78%. fminunc is the fastest for #FEs < 100D, while between 100D and 1000D the fmincon solves the largest proportion of problems. After 1000D evaluations the simplex method becomes the leader by solving 78% of the problems up to the final budget. This behavior is more pronounced on the ill-conditioned functions subgroup. For #FEs < 200D, the fmincon is the best algorithm solving more than 60% of the problems, followed by fminunc, OQNLP and simplex solving 50%, 45% and 8% of the problems. For #FEs > 700D, the simplex becomes the best competitor by solving 100% of the problems up to the final budget. This huge progress is due to the robustness of the method on the f10,f11,f12,f13 and f14 functions. The OQNLP is slightly faster than the simplex algorithm on the multi-modal and weakly structured functions. This behavior is caused by the success of the OQNLP method on the f19 and f24 functions.
In the 20-D space (see Figure 3 ), the previously observed advantageous properties of the simplex method cannot be further observed. The largest proportion of solved problems by simplex is about 22% on the separable functions subgroup, while on the moderate group is the lowest (about 2%). Considering all functions aggregated, fmincon is the fastest by solving about 58% of the problems, followed by fminunc, OQNLP, and simplex solving 55%, 50% and 15% of the problems. The previous ranking of the algorithms can be observed for the other function groups too.
CONCLUSIONS
We benchmarked three variants of the MLSL algorithm by using two gradient based and a derivative-free local search method on the noiseless function testbed. The three methods were also compared with OQNLP (OptQuest/NLP), a heuristic, multistart solver.
The results show that depending of the type of the problem, the gradient based local search methods are faster in the initial stage of the optimization, while the derivativefree method show a superior performance in the final phase for moderate dimensions. Considering the percentage of the solved problems, OQNLP is similar or even better (for multimodal and weakly structured functions) in 5-D than the MLSL method equipped with the gradient type local search methods, while on 20-D the latter algorithms are usually more faster.
As a feature work we propose a strategy which tries to automatically select the best local search algorithm during the optimization. (7) 13 (6) 13 (7) 16 (16) (2) 6.5 (6) (7) 5. 
