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Abstract
Given a stochastic differential control system and a closed set K in Rn, we study the that, with
probability one, the associated solution of the control system remains for ever in the set K . This
set is called the viability kernel of K . If N is equal to the whole set K , K is said to be viable. We
prove that, in the general case, the viability kernel itself is viable and we characterize it through
some partial differential equations. We prove that, under suitable assumptions, also the boundary of
N is viable. As an application, we give a new characterization of the value function of some optimal
control problem.
 2004 Elsevier SAS. All rights reserved.
Résumé
Etant donné un système de contrôle stochastique et un ensemble fermé K dans Rn, nous étudions
l’ensemble N ⊂ K des points x, pour lesquels il existe un contrôle v tel que, avec probabilité 1, la
trajectoire de la solution associée au système de contrôle reste pour toujours dans K . On appelle cet
ensemble le noyau de viabilité de K . Lorsque N = K , on dit que K est viable. Nous montrons ici
que, dans le cas général, le noyau de viabilité est viable et le caractérisons à l’aide d’une équation aux
dérivées partielles. Nous montrons que, sous de bonnes hypothèses, le bord de N est g´alement viable.
Finalement, les résultats obtenus nous permettent de caractériser la fonction valeur d’un problème
particulier de contrôle optimal.
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1. Introduction
Given a d-dimensional Brownian motion W on a probability space (Ω,F ,P ), we con-
sider a stochastic differential control system:{
dXx,v(·)(t) = b(Xx,v(·)(t), v(t)) dt + σ(Xx,v(·)(t), v(t)) dW(t), t ∈ [0,∞),
Xx,v(·)(0) = x ∈ Rn. (1)
Let K a closed set in Rn. We say that the constraint K is compatible with the control
system (1) – or following terminology of [2], we say that K is viable for (1) – if and only
if for any x ∈ K , there exist a control v such that the corresponding solution to (1) satisfies
P -almost surely, ∀t  0, Xx,v(·)(t) ∈ K. (2)
In general, the set K is not viable for (1). It is then natural to interest oneself on the set of
initial conditions x ∈ K , for which it is possible to find a control v(·), such that (2) holds.
We call this set the viability kernel of K and we denote it by Viab(b;σ)(K). The main aim
of the present paper is to study it.
When K is viable for the system (1), we have obviously K = Viab(b;σ)(K). The prop-
erty of viability of K for the system (1) has been extensively studied. We refer the reader to
the monography [1] for the deterministic case. For the stochastic case, several characteri-
zations have been obtained: through stochastic tangent cones in [2,3,13], through viscosity
solutions of partial differential equations in [6,7]. We mention also [8] for time-depending
constraints and [9] for viability for backward stochastic differential equations. This prop-
erty has been also investigated in slightly different contexts in [4,5,16–20].
The viable kernel plays an important role in deterministic control, for example to study
solutions of first order Hamilton Jacobi equation (see [10] for references).
The present paper is devoted to the stochastic case. Our first result gives an equivalent
definition of the viability kernel of K: it is the largest closed subset of K which is viable.
We investigate fine properties of the boundary of the viability kernel, in particular that
the boundary of the kernel itself is viable. This is a generalization of similar properties
obtained for deterministic control in [21,22].
We also investigate an optimal stochastic control of the form
inf
v(·)
(
ess-supΩg
(
Xx,v(·)(T )
))
. (3)
We prove that the epigraph of the associated value function is the viability kernel of a
suitably extended stochastic control system. As a consequence, we give some new charac-
terizations of this value function and several other consequences.
The paper is organized as follows: After some preliminaries in the first section, we
devote the second section to prove that the viability kernel is viable and to obtain useful
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kernel. In Section 4, we apply previously obtained results to study the optimal control
problem (3).
2. Preliminaries
Throughout the paper, by IntA, clA (or A¯) and ∂A we denote respectively the interior,
the closure and the boundary of a subset A of a metric space X. By dM(x) we denote a
distance from a point x to a closed set M , by 1M we denote the indicator function of M .
By ArgminM ϕ (respectively ArgmaxM ϕ ), we denote the set of local minima (respectively
maxima) of ϕ with constraint M .
Let (W(t), t  0) be a d-dimensional standard Brownian motion on some complete
probability space (Ω,F ,P ) and ν = (Ω,F ,P ;W) the corresponding reference probabil-
ity system. We denote by (Ft )t0 the natural filtration generated by W and augmented by
the P -null sets of F .
Let U be a compact metric space. We denote by A ≡ A(ν) the set of all U -valued
processes v(·) which are progressively measurable with respect to (Ft ). A process v(·) ∈A
is called an admissible control.
We consider a stochastic control system described by the following stochastic differen-
tial equation:{
dXx,v(·)(t) = b(Xx,v(·)(t), v(t)) dt + σ(Xx,v(·)(t), v(t)) dW(t), t ∈ [0,∞),
Xx,v(·)(0) = x ∈ Rn, (4)
where b :Rn × U →Rn; σ :Rn × U →Rn×d .
The assumptions on b and σ are:
(H1) b and σ are uniformly continuous in (x, v);
(H2) |σ(x, v)− σ(x ′, v)| C0|x − x ′|, ∀x, x ′ ∈Rn,∀v ∈ U ;
(H3) 〈b(x, v)− b(x ′, v), x − x ′〉 µ|x − x ′|2, ∀x, x ′ ∈ Rn,∀v ∈ U ,
where C0 > 0 and µ> 0 are given constants.
Moreover we suppose that
(H4) the set {( 12σσ ∗(x, v), b(x, v)), v ∈ U} is convex and compact.
Let K be a given nonempty closed subset of Rn. We define its viability kernel as follows:
Definition 2.1. The following subset N of K is called the viability kernel of K:
Viab(b;σ)(K) =
{
x ∈ K,∃ν and v ∈A(ν), such that, P -a.s.,∀t  0,Xx,v(·)(t) ∈ K}.
Let us recall that K is said to be viable for (4) if, for all x ∈ K , there exist a reference
system ν and a process v(·) ∈ A(ν), such that, P -a.s., Xx,v(t) ∈ K,∀t ∈ [0,∞). In this
case, obviously, Viab(b;σ)(K) = K .
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following Hamilton–Jacobi–Bellman equation:
inf
v∈U,σ(x,v)∗∇u(x)=0Lx,vu = 0, (5)
where we use the convention inf∅ = +∞ and the notation
Lx,vu =
〈∇u(x), b(x, v)〉+ 1
2
tr
[
D2u(x)σ (x, v)σ ∗(x, v)
]
, u ∈ C2(Rn,R).
Theorem 2.1 [5, Theorem A1]. The following assertions are equivalent:
(i) K enjoys viability with respect to (4);
(ii) The map u(x)= 1 − 1K(x) is a viscosity supersolution of (5);
(iii) For all function ϕ ∈ C2(Rn,R) and x ∈ ArgmaxK(ϕ),
inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ  0. (6)
Remark 2.1. 1. In [6], it is proved that K is viable if and only if the distance to K dK(·) is
a viscosity supersolution to the following Hamilton Jacobi equation
inf
v∈U Lx,vu+ d
2
K(x)−Cu(x) = 0,
where C > 0 is a constant large enough.
2. Assumptions (H1)–(H3) are classical to obtain the existence and uniqueness of solu-
tion to (4).
3. Assumption (H4) is used for obtaining a solution which is exactly viable (see [11]).
Without (H4), we obtain a characterization of ε-viability, cf. Theorem 2 of [6].
We will also use a local version of this theorem, that is a slight transformation of a result
of [7]: Consider a nonempty open set O ∈ Rn and let the following Hamilton–Jacobi–
Bellman equation:
inf
v∈U,σ(x,v)∗∇u(x)=0Lx,vu = 0, x ∈O. (7)
Theorem 2.2. The following three assertions are equivalent:
(i) For all x ∈ K ∩O, there exist ν and v(·) ∈A(ν) such that, P -a.s., Xx,v(t) ∈ K , for
all
t  τ v(x) = inf{s  0,Xx,v(s) /∈O};
(ii) The map u(x)= 1 − 1K(x) is a viscosity supersolution of (7);
(iii) For all function ϕ ∈ C2(Rn,R) and x ∈ ArgmaxK∩O(ϕ),
inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ  0.
Proof. (i) ⇒ (iii) and (iii) ⇒ (ii) are as in [5].
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K). Fix C > 1.
We prove exactly as in [7] that the application
Vo(x) = inf
ν,v∈A(ν)
τ v(x)∫
0
e−Csf
(
Xx,v(s)
)
ds
is the smallest nonnegative lower semi continuous (l.s.c. in short) supersolution of
inf
v∈U Lx,vV + f (x)−CV (x) = 0. (8)
Now let ϕ ∈ C2(Rn,R) and x ∈ ArgminK∩O(u − ϕ). Since u is a supersolution of (7),
it holds that
inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ  0.
But, for C > 1, we have f (x)−Cu(x) 0, for all x ∈Rn. Thus it holds also that
inf
v∈U Lx,vϕ + f (x)−Cu(x) 0.
This means that u is a supersolution of (8) and it follows that u  Vo. In particular, for
x ∈ K,Vo(x) = 0. This implies (i). 
Set G = Rn \ O. In analogy to the deterministic case (see [23]), the property (i) of
Theorem 2.2 can be called viability with target G. We will also use in the sequel the
notion of viability kernel with target G:
Definition 2.2. The viability kernel with target G denoted by Viab(b;σ)(K;G) is the fol-
lowing set:{
x ∈ K,∃ν and v ∈A(ν), such that, P -a.s.,∀0 t  τ v(x),Xx,v(t) ∈ K},
where we set τ v(x) = inf{s  0,Xx,v(s) ∈ G}.
3. Properties of the viability kernel
A first important point to notice is that, if, we set
V (x) = inf
ν,v∈A(ν)
E
[ +∞∫
0
e−Cs(1 − 1K)
(
Xx,v(s)
)
ds
]
, (9)
then, because the above infimum is a minimum (cf. [11]), the viability kernel can be written
as
N := Viab(b;σ)(K) =
{
x ∈ K,V (x) = 0}. (10)
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uniformly continuous function vanishing on K; for instance the distance function dK . In
this case, one can check that the function
x → inf
ν,v∈A(ν)
E
[ +∞∫
0
e−CsdK
(
Xx,v(s)
)
ds
]
(11)
is Lipschitz. Therefore, by (10), Viab(b;σ)(K) is closed.
We have to use in the sequel an equivalent characterization: the viability kernel N is the
biggest subset of K such that, for any given reference system ν, for all x ∈ N , there exists
a sequence of admissible controls (vε)ε>0 ∈A(ν) such that
E
[ +∞∫
0
e−CsdK
(
Xx,vε (s)
)
ds
]
 ε.
The following proposition is a crucial point of the paper.
Proposition 3.1. The viability kernel N is viable.
Proof. Fix x ∈ N hence V (x) = 0. Let (ν0, v0) an optimal control associated to x and
(11). Hence, by an easy adaptation of Theoren 3.4 of [26], we obtain for any τ  0
V (x) = E
[ τ∫
0
e−CsdK
(
Xx,v0(s)
)
ds + e−CτV (Xx,v0(τ ))]
and consequently E[V (Xx,v0(τ ))] = 0. Thus
Xx,v0(τ ) ∈ N, P -a.s.
Since this holds true for all τ > 0, since Xx,v0(t) is continuous and N a closed set, it
follows that we have also
Xx,v0(τ ) ∈ N, ∀τ  0, P -a.s. 
Corollary 3.1. The viability kernel of K is the largest viable closed subset of K .
We introduce now the following assumption:
(H5) For all (p,A) ∈ Rn × S,p = 0, the map
x ∈ Rn → inf
v∈U,σ(x,v)∗p=0
(〈
b(x, v),p
〉+ 1
2
tr
(
σ(x, v)σ ∗(x, v)A
))
is continuous (with S the set of symmetric n× n-matrices).
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p = 0, the set {v ∈ U,σ(x, v)∗p = 0} is nonempty. Conversely, if the set is nonempty,
the considered map is naturally l.s.c. So assumption (H5) means that it is also u.s.c.
2. Assumption (H5) seems rather restrictive. In particular, in the case without control, it
is fulfilled if and only if σ ≡ 0, i.e. the dynamic is deterministic. As a nontrivial example
where (H5) holds, we can cite the dynamic associated to the mean curvature motion in [5].
Remark also that a similar condition to (H5) is required in [24,25] to study stochastic target
problems.
Proposition 3.2. Suppose that (H5) holds. Set N̂ = cl(K \ N). We have, for all function
ϕ ∈ C2(Rn,R) and x ∈ (∂N \ ∂K) local maximum of ϕ in N̂ ,
sup
v∈U,σ(x,v)∗∇ϕ(x)=0
Lx,vϕ  0.
Before proving Proposition 3.2, we need a technical result:
Lemma 3.1. Let K be a closed set in Rn, ϕ ∈ C2(Rn,R) and x a strict local maximum of
ϕ in K , such that D2ϕ(x) is invertible.
Suppose that ∇ϕ(x)= 0. Then at least one of the following assertions holds true:
(i) There exists w ∈ Rn \ {0}, a sequence (αn)n∈N ↘ 0 and (xn)n∈N ⊂ K converging to x ,
such that, for all n ∈ N, ϕn := ϕ + αn〈w, · − x〉 has a local maximum in K at xn and
∇ϕn(xn) = 0.
(ii) D2ϕ(x) 0.
Proof. Suppose (i) false. Fix z ∈ Rn\{0} and set w = −D2ϕ(x)z. Consider (αn)n∈N ↘ 0
and xn local maximum of ϕn. Then ∇ϕn(xn) = 0. Because x is a strict maximum for ϕ in
K , one easily obtains limn xn = x . This implies the relation ∇ϕ(xn) = ∇ϕn(xn) − αnw =
−αnw.
Thus, since D2ϕ(x) is invertible, by the theorem of local inversion, for sufficiently large
n ∈ N, we can write xn = (∇ϕ)−1(−αnw) ∈ K and
(∇ϕ)−1(−αnw) = (∇ϕ)−1(0)+
〈∇((∇ϕ)−1)(0), (−αw)〉+ αnε(αn) ∈ K.
But (∇ϕ)−1(0) = x and ∇((∇ϕ)−1)(0) = (D2ϕ(x))−1.
It follows that, for all z ∈Rn \ {0}, there exist (αn)n∈N ↘ 0 and (zn)n∈N ⊂Rn such that
zn → z and, for all n ∈N, xn := x + αnzn ∈ K .
Now let z ∈ Rn \ {0}. Let (αn)n∈N ↘ 0 and (zn)n∈N → z, such that, for all n ∈ N, x +
αnzn ∈ K . Since x ∈ ArgmaxK ϕ and ∇ϕ(x) = 0, we have, for all sufficiently large n ∈N,
ϕ(x) > ϕ(x + αnzn) = ϕ(x)+ 12α
2
n
〈
D2ϕ(x)zn, zn
〉+ α2nε(αn).
The result follows. 
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∇ϕ(x) = 0. For ϕ ∈ C2(Rn,R), set
hϕ(x) = inf
v∈U,σ(x,v)∗∇ϕ(x)=0
Lx,vϕ.
We shall argue by contradiction: Suppose that the result of Proposition 3.2 is false. This
means that there exists ϕ ∈ C2(Rn,R) and x ∈ (∂N \ ∂K) ∩ ArgmaxN̂ (ϕ) such that∇ϕ(x) = 0 and h−ϕ(x) < −α, with α > 0.
Suppose that ϕ has a strict local maximum in x (if it has not, we replace ϕ by
y → ϕ(y) − a|y − x|2, with a > 0 sufficiently small to be still in contradiction with the
proposition).
Suppose that the assumption (H5) holds. Then, possibly after some modification of ϕ
outside an open neighborhood of x , we can find some ε > 0 small enough, such that, for
all y ∈ N̂ ,
ϕ(y) ϕ(x)− ε ⇒ h−ϕ(y)−α/2.
To get a contradiction with the definition of the viability kernel N , or more precisely,
with the maximality of N , we will show that the set Nε = N ∪ {y ∈ N̂, ϕ(y)  ϕ(x) −
ε,∇ϕ(y) = 0} is viable. To do this, we will show that Nε satisfies assertion (iii) of Theo-
rem 2.1.
Let ϕ¯ ∈ C2(Rn,R) and x¯ ∈ ArgmaxNε (ϕ¯).
– If x¯ ∈ int(Nε), the necessary optimality conditions are ∇ϕ¯(x¯) = 0 and D2ϕ¯(x¯)  0.
Hence hϕ¯(x¯) 0.
– If x¯ ∈ ∂N ∩ ∂Nε , we have hϕ¯(x¯) 0, because N is viable.
– If x¯ ∈ ∂Nε \ ∂N , we have
x¯ ∈ ArgmaxNε (ϕ¯) ⇒ x¯ ∈ Argmax{y∈N̂,−ϕ(y)−ϕ(x)+ε,∇ϕ(y) =0}(ϕ¯).
It follows by the classical second order necessary optimality conditions (cf. [15] for in-
stance) that there exists λ 0 such that
∇ϕ¯(x¯)− λ∇(−ϕ)(x¯) = 0,
〈D2ϕ¯(x¯)d, d〉 − λ〈D2(−ϕ)(x¯)d, d〉 0, for d ∈ Rn,
such that 〈∇(−ϕ)(x¯), d〉 = 0.
Thus
hϕ¯(x¯) = inf
v∈U,σ(x¯,v)∗∇ϕ¯(x¯)=0
(〈
b(x¯, v),∇ϕ¯(x¯)〉+ 1
2
Tr
(
D2ϕ¯(x¯)σ (x¯, v)σ ∗(x¯, v)
))
 λ inf
v∈U,σ(x¯,v)∗∇(−ϕ)(x¯)=0
(〈
b(x¯, v),∇(−ϕ)(x¯)〉
+ 1
2
tr
(
D2(−ϕ)(x¯)σ (x¯, v)σ ∗(x¯, v)))
= λh−ϕ(x¯)−λα/2 0.
This closes part 1 of the proof.
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a| ·−x|2, for a > 0 sufficiently small, we can suppose again that x is a strict local maximum
for ϕ in N̂ and that D2ϕ(x) is invertible. Now we can apply Lemma 3.1, and only the case
where (i) occurs is not trivial.
Let w ∈ Rn \ {0}, αn ↘ 0, ϕn := ϕ + αn〈w, · − x〉 and xn,n ∈ N converging to x such
that, for all n ∈ N, xn ∈ ArgmaxN̂ ϕn, with ∇ϕn(xn) = 0. Since step 1, we can already
apply Proposition 3.2 to all ϕn and xn: for all n ∈N,
sup
v∈U,σ(xn,v)∗∇ϕn(xn)=0
Lxn,vϕn  0. (12)
By assumptions (H2) and (H3), for all ε > 0, we can find N ∈ N, such that, for all nN
and all v ∈ U ,
Lx,vϕ  Lxn,vϕ + ε/2
and
αn
〈
w,b(xn, v)
〉
−ε/2.
Further, by (12),
Lxn,vϕ + αn
〈
w,b(xn, v)
〉= Lxn,vϕn  0.
It follows that, for all ε > 0,
sup
v∈U,σ(x,v)∗∇ϕ(x)=0
Lx,vϕ  ε.
The result follows. 
As a consequence of Proposition 3.2, we can state a characterization of N through its
indicator function.
Recall that the Epigraph of a real valued function ϕ is the set Epi(ϕ) = {(x, y),ϕ(x)
y}. Similarly the Hypograph is Hypo(ϕ) = {(x, y),ϕ(x) y}. The upper semicontinuous
envelope u∗ is defined by: The hypograph of u∗ is the closure of the hypograph of u:
Hypou = Hypou∗. The lower semicontinuous envelope u∗ is defined by Epiu = Epiu∗.
Now u is a discontinuous viscosity solution of (13) if and only if u∗ is a subsolution of
(13) and u∗ is a supersolution of (13).
Proposition 3.3. 1) The viability kernel N of K is the largest closed subset H of K such
that 1 − 1H is a supersolution of the Eq. (5).
2) Suppose that (H5) holds. Then u(x)= 1−1N(x) is a discontinuous viscosity solution
of
inf
v∈U,σ(x,v)∗∇u(x)=0Lx,vu = 0, x ∈R
n \ ∂K. (13)
Proof. 1) By Proposition 3.1, the viable kernel N is viable. Thus Theorem 2.1 applies
to N : in particular, u is a supersolution of (13). The assertion 1) follows directly from
Corollary 3.1.
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and x ∈ ∂N \ ∂K , such that
∀y ∈ Rn, u∗(y)− ϕ(y) u∗(x)− ϕ(x).
Since on N̂ , u∗ ≡ 1, it holds in particular, for y ∈ N̂ ,
ϕ(y) ϕ(x).
This means that x ∈ ArgmaxN̂ (−ϕ), and we can apply Proposition 3.2 to the map −ϕ:
sup
v∈U,σ(x,v)∗∇(−ϕ)(x)=0
Lx,v(−ϕ) 0,
or, equivalently,
inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ  0.
In view of Theorem 2.1(iii), this closes the proof. 
4. On the boundary of the viability kernel
In the deterministic case (see [22]), it is an already known result that the boundary of
the viability kernel is viable with target ∂K . We shall see in this section that the result still
holds in the stochastic case, provided that assumption (H5) is fulfilled.
Contrary to the deterministic case, it seems not possible to reason only on the trajecto-
ries, and the approach we present here is more analytic than probabilistic.
Theorem 4.1. Suppose that assumption (H5) holds. Then, for all x ∈ ∂N \ ∂K , we can find
ν and v(·) ∈A(ν), such that P -a.s., the trajectories of Xx,v stays on the boundary of N
until they hit the boundary of K , i.e. there exist ν, and v(·) ∈A(ν) such that
Xx,v(t) ∈ ∂N, for all t  τ v(x),
with τ v(x) = inf{s  0,Xx,v(s) /∈ int(K)}, P -a.s.
Before proving the theorem, we present two examples. The first one shows that, without
assumption (H5), Theorem 4.1 is wrong. The second shows that, contrary to the determin-
istic case and even under assumption (H5), the set N̂ is not locally invariant1 in int(K).
Example 1. Let the following stochastic system:{
dXx,v(t) = dXx(t) = (Xx(t) ∧ 0) dW(t) + dt,
Xx(0) = x ∈R, (14)
where W is a real Brownian motion. Set K = [−1,+∞). Its viability kernel for (14) is
N = [0,+∞): Indeed,
1 A set M is said to be locally invariant in int(K), if, for all x ∈ M ∩ int(K), all ν and v ∈A(ν), P -a.s., Xx,v
stays in M since it leaves int(K).
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– for x ∈ K \ [0,+∞), set Tx = inf{s,Xx(s) /∈ K} ∧ inf{s,Xx(s)  0}. Then it holds
that P [Tx < +∞,XxTx /∈ [0,+∞)]> 0.
But ∂N is not viable: ∂N = {0} and, ∀t  0,X0(t) = t .
Remark now that, for all ϕ ∈ C2(R,R), if x  0, then
inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ = ∇ϕ(x),
and, if x < 0 with ∇ϕ(x) = 0, then
inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ = inf∅ = +∞.
Thus (H5) fails.
Example 2. In this example, N̂ is not locally invariant in int(K). Consider a stochastic
differential control system as in (4), with d = n and U a compact subset of Rm for some
m 1. Let K ⊂Rn such that the viability kernel N of K for (4) is nonempty.
Now let v0 ∈Rm \U and set U ′ = U ∪ {v0}. Set
∀x ∈ Rn, σ (x, v0) = In, b(x, v0) = 0.
Then σ and b satisfy (H1)–(H3) on Rn ×U ′.
Further we have, for all function ϕ ∈ C2(Rn,R) and x ∈ Rn,
∇ϕ(x) = 0 ⇒ σ(x, v0)∗∇ϕ(x) = 0
⇒ inf
v∈U ′,σ (x,v)∗∇ϕ(x)=0
Lx,vϕ = inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ.
It follows from Proposition 3.3, that N is still the viability kernel of K .
Now remark that, for all x ∈ Rn, Xx,v0 is a Rn-valued Brownian motion starting from
x . Set τ v0(x) = inf{s  0,Xx,v0(s) /∈ int(K)} and T v0(x) = inf{s  0,Xx,v0(s) ∈ int(N)}.
It holds in particular that, if x ∈ K \N , we have P [T v0(x) > τv0(x)]> 0.
Proof of Theorem 4.1. We will prove that ∂N satisfies condition (iii) of Theorem 2.2 with
O =Rn \ ∂K and have to test only points x¯ ∈ ∂K ∩ int(K)):
Let ϕ ∈ C2(Rn,R) and x ∈ Argmax∂N∩int(K) ϕ. To simplify the writing, without lack of
generality, we can set ϕ(x) = 0.
(I) Suppose first that ∇ϕ(x) = 0. We have to consider three different possibilities.
1. If, around x , N ⊂ {ϕ  0}, then x ∈ ArgmaxN ϕ. By Proposition 3.1, N is viable.
Thus, by Theorem 2.1,
inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ  0.
2. If, around x , N̂ ⊂ {ϕ  0}, then x ∈ ArgmaxN̂ ϕ. Thus, since Proposition 3.2,
inf
v∈U,σ(x,v)∗∇ϕ(x)=0Lx,vϕ  supv∈U,σ(x,v)∗∇ϕ(x)=0
Lx,vϕ  0.
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∀V ∈ V(x), V ∩ {ϕ > 0} ∩N = ∅ and V ∩ {ϕ > 0} ∩ N̂ = ∅, (15)
where V(x) denotes the set of open neighborhoods of x .
Suppose by contradiction that (15) holds: For some sufficiently small V ∈ V(x), let
y ∈ V ∩ {ϕ > 0} ∩N and yˆ ∈ V ∩ {ϕ > 0} ∩ N̂ . Since x ∈ Argmax∂N∩int(K) ϕ, we have,
for V ∈ V(x) sufficiently small, V ∩ ∂N ⊂ {ϕ  0}. (16)
This implies in particular that y ∈ int(N) (respectively yˆ ∈ int(N̂)).
Since ∇ϕ(x) = 0, by the theorem of local inversion, we can find a diffeomorphism ψ
from V to Rn such that
ψ
(
V ∩ {ϕ = 0})=Rn−1 × {0},
ψ
(
V ∩ {ϕ > 0})=Rn−1 × (0,+∞),
ψ
(
V ∩ {ϕ < 0})=Rn−1 × (−∞,0).
In particular, this implies that V ∩ {ϕ > 0} is connect by arcs: for all t ∈ [0,1], yt :=
ψ−1(tψ(y) + (1 − t)ψ(yˆ)) ∈ V ∩ {ϕ > 0}.
Now set θ = sup{t  0, yt /∈ int(N)}. Since y1 = y ∈ int(N) and y0 = yˆ ∈ int(N̂), it
holds that θ ∈ (0,1). But yθ ∈ N and yθ ∈ N̂ . As a consequence, we get
V ∩ {ϕ > 0} ∩ ∂N = ∅. (17)
This is in contradiction with (16).
(II) Suppose now that ∇ϕ(x) = 0. Modulo some modifications on ϕ, we can suppose
again that the assumptions of Lemma 3.1 are fulfilled. Consider w ∈ Rn,α ↘ 0, ϕ and
xn as in Lemma 3.1. By part (I) of the proof, we have either xn ∈ ArgmaxNϕn either
xn ∈ ArgmaxN̂ ϕn and in both cases
inf
v∈U,σ(xn,v)∗∇ϕ(xn)=0
Lxn,vϕn  0.
We can conclude as in the proof of Proposition 3.2. 
5. Application to optimal control with supremal cost
We fix some time horizon T > 0 and, for all (t, x) ∈ [0, T ] × Rn, we consider the
dynamic{
dXt,x,v(s) = b(Xt,x,v(s), v(s)) ds + σ(Xt,x,v(s), v(s)) dW(s), s ∈ [t, T ],
Xt,x,v(t) = x ∈ Rn, (18)
where b :Rn × U → Rn; σ :Rn × U → Rn×d satisfy the assumptions (H1)–(H4) and W
and v(·) are defined as in the previous chapters.
In this section, we consider the following value function
W(t, x) = inf
ν,v∈A(ν)
(
ess-supΩg
(
Xt,x,v(·)(T )
))
.
M. Quincampoix, C. Rainer / Bull. Sci. math. 129 (2005) 39–55 51We shall characterize the Epigraph2 of W . Throughout this section we shall suppose that
g :Rn → R is bounded and lower semicontinuous.
Theorem 5.1. The Epigraph of W is the viability kernel of
K= [0, T ] ×Rn ×R
with target T × Epi(g), for the dynamic
dSt,x,v(s) = ds,
dXt,x,v(s) = b(Xt,x,v(s), v(s)) ds + σ(Xt,x,v(s), v(s)) dW(s),
dY t,x,v(s) = 0, s ∈ [t, T ],
St,x,v(t) = t ∈ [0,∞), Xt,x,v(t) = x ∈ Rn, Y t,x,v(t) = y ∈ R.
(19)
In short:
Epi(W) = Viab((1,b,0);(0,σ,0))
([0, T ] ×Rn ×R; {T } × Epi(g)).
Proof. Let (t, x, y) ∈ [0,+∞) × Rn × R. (t, x, y) ∈ Viab(1,b,0);(0,σ,0)([0, T ] × Rn ×
R; {T } × Epi(g)) means that, P -a.s.,(
s,Xt,x,v(s), y
) ∈ [0, T ] ×Rn ×R, on {s  τ v(x)},
where
τ v(x) = inf{r  t, (r,Xt,x,v(r), y) ∈ {T } × Epi(g)}
=
{
T if g(Xt,x,v(T )) y,
+∞ else.
Clearly the only way to realize this condition is to get some ν, v(·) ∈A(ν), such that
g
(
Xt,x,v(T )
)
 y, P -a.s.
This is equivalent to
ess-supΩ g
(
Xt,x,v(T )
)
 y.
And this implies that
W(t, x) = inf
ν,v∈A(ν)
ess-supΩ g
(
Xt,x,v(T )
)
 y,
what means that (t, x, y) is in the Epigraph of W .
Conversely, let (t, x, y) ∈ Epi(W). By the very definition of W there exits a sequence
(Xx,vp ,p ∈N) with
W(t, x) = lim
p
(
ess-supΩg
(
Xt,x,vp(·)(T )
))
 y.
2 The Epigraph of a real valued function ϕ is the set Epi(ϕ) = {(x, y),ϕ(x)  y}. Similarly the Hypograph is
Hypo(ϕ) = {(x, y),ϕ(x) y}.
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(Ω,F ,P ), a Brownian motion W on this space, and an admissible control v ∈A(Ω,F ,P ;
W), such that Xx,vpk D→Xx,v uniformly on all compacts. Hence, we have, P -a.s,
g
(
Xt,x,v(T )
)
 y,
thus (t, x, y) ∈ Viab(1,b,0);(0,σ,0)([0, T ] ×Rn ×R; {T } × Epi(g)). 
We deduce several results from this theorem. First we get some characterizations of W .
Corollary 5.1. 1) The application W : [0, T ]×Rn → R is the smallest l.s.c. application V
that satisfies
(i) V (T , x) = g(x), x ∈Rn;
(ii) 1 − 1Epi(V ) is a supersolution of
ϕt + inf
v∈U,σ(x,v)∗∇xϕ(t,x,y)=0
(〈∇xϕ(t, x, y), b(x, v)〉
+ 1
2
tr
[
D2xxϕ(t, x, y)σ (x, v)σ
∗(x, v)
])= 0. (20)
2) Under assumption (H5), 1 − 1Epi(W) is a discontinuous viscosity solution of (20).
3) The application W : [0, T ] ×Rn → R is the smallest l.s.c. supersolution of
ϕt + inf
v∈U,σ(x,v)∗∇xϕ(t,x)=0
Lx,vϕ(t, ·) = 0. (21)
4) Under assumption (H5), W is a discontinuous viscosity solution of (21).
5) Suppose (H5) and assume that g is bounded and uniformly continuous. Then W is
uniformly continuous with respect to x and the unique discontinuous viscosity solution of
(21) with boundary condition W(T,x) = g(x), x ∈ Rn.
Proof. 1), 2) First let us mention that Epi(W) is a viability kernel and thus a closed set. It
follows that the application W is l.s.c. Now 1) and 2) are direct consequences of Proposi-
tion 5.1 and an easy generalization of Proposition 3.3 to viability kernels with target.
3) Fix (t, x) and ϕ such that (t, x) ∈ Argmax(ϕ − W) and W(t, x) = ϕ(t, x). Define
Ψ : (s, x¯, y) ∈ [0, T ] ×Rn ×R → ϕ(s, x¯)− y . We claim that(
t, x,W(t, x)
) ∈ ArgmaxEpi(W) Ψ. (22)
Indeed, since (t, x) ∈ Argmax(ϕ −W), we obtain, for all (s, x¯, y) ∈ Epi(W),
Ψ
(
t, x,W(t, x)
)= ϕ(t, x)−W(t, x)
 ϕ(s, x¯)−W(s, x¯) ϕ(s, x¯)− y = Ψ (s, x¯, y).
From Theorem 5.1, Epi(W) is viable, so applying condition (iii) of Theorem 2.2 to the
system (19), we obtain
ϕt + inf
v∈U,σ(x,v)∗∇xϕ(t,x)=0
Lx,vϕ(t, ·) 0.
Hence W is a supersolution to (21).
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viable with target {T } × Epi(g) for (19). So Epi(W) is included in the viability kernel
which is equal to Epi(W). Hence W W .
4) Let us prove that W is a discontinuous viscosity solution. Since 3), it remains to
prove that the upper semicontinuous envelope W is a subsolution of (21).
Fix (t, x) and ϕ such that (t, x) ∈ Argmax(−ϕ + W) and W(t, x) = ϕ(t, x). Define
Ψ : (s, x¯, y) ∈ [0, T ] ×Rn ×R → −ϕ(s, x¯)+ y . We prove as in 3) that(
t, x,W(t, x)
) ∈ ArgmaxHypo(W)Ψ.
Noticing that the Hamiltonian associated with the extended system (19) satisfies (H5), this
yields by virtue of Proposition 3.2 (when N , (4) and φ are respectively replaced by EpiW ,
(19) and Ψ ):
−ϕt + sup
v∈U,σ(x,v)∗∇xϕ(t,x)=0
Lx,v
(−ϕ(t, ·)) 0,
or equivalently
ϕt + inf
v∈U,σ(x,v)∗∇xϕ(t,x)=0
Lx,vϕ(t, ·) 0.
So W is a subsolution.
5) According to [14] Theorem 4.1, Eq. (21) has a unique discontinuity viscosity solution
which is uniformly continuous in x . Thus the assertion follows from 4). 
Remark that using the viability of Epi(W) we obtain: For all (t, x) ∈ [0, T ] × Rn, for
all s ∈ [t, T ],
inf
ν,v∈A(ν)
ess-supΩW
(
s,Xt,x,v(s)
)
W(t, x), P -a.s.
This is one side of the dynamic programming concerning W (see [24,25]).
The local viability of ∂ Epi(W) leads also to a surprising corollary:
Corollary 5.2. Suppose that W is continuous and that (H5) holds. Then, for all (t, x) ∈
[0, T ] ×Rn, there exist ν, v(·) ∈A(ν), such that,
for all s ∈ [t, T ], W(s,Xt,x,v(s)) = W(t, x), P -a.s. (23)
In particular,
P -a.s., g
(
Xt,x,v(T )
)= W(t, x). (24)
Proof. Fix (t, x) ∈ [0, T ]×Rn. Under assumption (H5), we can apply Theorem 4.1: since
(t, x,W(t, x)) ∈ ∂(Epi(W)), we can find ν, v(·) ∈A(ν), such that, P -a.s.,
for all s ∈ [t, T ], (s,Xt,x,v(s), y) ∈ ∂(Epi(W)). (25)
But, since W is continuous, ∂(Epi(W)) is nothing but the graph of W . The result fol-
lows. 
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ferential equation (21). When g is uniformly continuous, W is uniformly continuous in x
(as already mentioned in Corollary 5.1). When b and σ do not depend on x – as in the
curvature motion case (cf. Remark 5 below) – W is continuous by Theorem 4.9 in [14].
2. If σ ≡ 0, relation (24) becomes trivial and (23) is well-known in deterministic control.
3. Let us consider the case where the dynamic does not depend from any control. In
this case the relation (24) means that, for some ordinary Itô process and any bounded l.s.c.
function g, we get
g
(
Xt,x(T )
)= ess-supΩ g(Xt,x(T )), P -a.s.,
thus the variable g(Xt,x(T )) is P -a.s. deterministic. This could be surprising at the first
glanc. But if σ does not depend from any control, (H5) is equivalent to σ ≡ 0: Finally there
is no contradiction, and this example only illustrates the fact that Corollary 5.2 becomes
clearly wrong, if one removes the assumption (H5).
4. An equivalent result is used in [5], namely that the process Xx,v(·) involved in the
representation formula the mean curvature motion attains at some fixed times the different
level sets of the function g. In this case (21) is the well-known mean curvature equation
(cf. [12]):{
−Wt −W + 〈D2W.DW,DW 〉|DW |2 = 0 in [0, T ] ×Rn,
W(T , ·) = g(·) in Rn.
(26)
In [5] it is proved that the solution of the above partial differential equation is the value
function W associated with the control system
dXt,x,v(·)(s) = √2v(s) dW(s)
for v ∈ U := {v ∈ S | v  0, I − v2  0 and Tr(I − v2) = 1}.
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