Abstract-We study the information-theoretic limit of reliable information processing by a server with queue-length dependent quality of service. We define the capacity for such a system as the number of bits reliably processed per unit time, and characterize it in terms of queuing system parameters. We also characterize the distributions of the arrival and service processes that maximize and minimize the capacity of such systems, observing a minimum around the memoryless distribution. The problem is theoretically motivated by an effort to incorporate the notion of reliability in queueing systems, and is applicable in contexts of multimedia communication, crowdsourcing, and stream computing.
I. INTRODUCTION
Consider the following abstraction of a centrally-controlled system of jobs and servers: a job requester places a request to a central controller for a server to process a large group of jobs. The central controller chooses an appropriate server, based on availability of servers and commitment to other customers. Then it gradually dispatches jobs to that server. The server processes the jobs as they arrive, following a first-in firstout (FIFO) queuing discipline. The server is not allowed to drop jobs, but must process any job that is dispatched to it; the time at which a job is dispatched from the controller and arrives at the server is the same. This models many systems with jobs and servers, such as in multimedia communication, crowdsourcing, and stream computing.
In addition to the FIFO queuing discipline of the server, we also consider the server to be noisy in performing service. The noise level in processing a given job depends on the number of jobs waiting in the queue at that time: longer queues lead to more noise in information processing. The overall performance of the server on the group of jobs, therefore, depends on the state of the queue as it evolves over the entire service duration. Hence, in turn, it depends on service requirements of the jobs, dispatch times from the controller, and relationships between service noise and queue state.
When the job requester knows the statistical distributions of dispatch and service times, it can increase overall reliability by introducing some sort of error-control strategy in the design of a group of jobs, either with added redundancy or by combining them appropriately. Here, we formally characterize the maximum rate at which jobs can be reliably processed in such a requester-dispatcher-server system and study various Authors are listed alphabetically. This work was supported in part by the National Science Foundation under grant CCF-1623821. queuing systems and their parameters, e.g., arrival and service distributions, to achieve optimal rates. Fig. 1 presents a schematic of the system under study. As shown, there is an equivalence to a communication channel. A large job is equivalent to a message in communications. This large job is broken into a group of jobs, which is equivalent to a codeword of symbols. The random errors made by the server are equivalent to channel noise. Finally, the processed jobs (likely erroneous) are combined to complete the large job reliably, equivalent to decoding the original message from a received noisy codeword. Note that in contrast to many treatments of queuing systems, we are concerned with forward error correction rather than feedback-based repeat requests. We study the limiting rate at which large jobs can be processed with arbitrarily small error probability, and try to understand the best level at which to load the servers.
This work lies at the intersection of information theory and queuing theory [1] , bringing together notions of burstiness and unreliability. Indeed, incorporating the standard informationtheoretic notion of noise into a queueing system is of general interest. This problem also arises in many practical scenarios of growing prominence (please see [2] for a more detailed discussion on applications where the mathematical formulation arises). Example scenarios include multimedia communication and crowdsourcing. In wireless LANs, quality of packet transmissions is negatively affected by a higher load on the system since lower-quality, noisy versions of messages must be used to avoid overflow of packet buffers [3] , [4] . Unlike machines, human servers in human computation often feel the pressure of jobs waiting for service, and perform worse when facing a long queue [5] . In a crowdsourcing system, reliability may therefore deteriorate with increasing load on the server.
A. Related Literature
In information theory, Anantharam and Verdú introduced timing channels for servers [6] . Information is encoded in the times between consecutive information packets, and these packets are subsequently processed by a server according to some queueing discipline. Due to randomness in the sojourn times of packets through servers, the encoded timing information is distorted, which the receiver must decode. Later, a discrete-time queue (as we consider in this paper) was studied [7] . Although we use some related proof techniques as these works, we are not concerned with information encoded in the timing between packets, only in the information in the symbols.
The study of information-theoretic limits of queuing multiple-access channels was pioneered by Telatar [8] , and further explored in [9] , [10] . This line of work is essentially concerned with the reliable transmission of bursty sources [11] , as we are here. In multiple-access settings, however, the main constraint beyond noise is interference among users. The present work has a single user, but performance does degrade with greater burstiness, a form of self-interference as it were. A recent study of microbial communication also had a kind of self-interference called channel clogging [12] .
B. Contributions
Queue-length dependent service times have been studied in operations research, see e.g. [13] and references thereto, but queue-length dependent noise that we investigate here has remained unstudied. In fact traditional queuing theory does not deal with issues of noise at all, giving the present work theoretical novelty that may be applicable broadly in engineering theory. Our main contributions are (i) introduction of queue-length dependent service quality in queuing systems, (ii) a notion of capacity for such systems, which led to characterization of capacity by combining results and insights from both information theory and queuing theory, and (iii) quantitative and analytical understanding of impacts of job arrival and service distributions on the capacity of some popular queueing systems.
II. SYSTEM MODEL
A transmitter and a receiver a priori agree on sets of sequences of symbols, the codebook. The transmitter sends the sequence of symbols corresponding to a message to a dispatcher. The dispatcher sends these symbols in sequence to a server according to some stochastic timing process. The server processes these symbols which are then given to the receiver. The receiver then decodes the message based on received symbols.
The server works like a single FIFO queue with i.i.d. service times for each symbol, where symbols are drawn from a finite field F. Service is just reading and outputting a symbol, but the server may make random errors and therefore output an erroneous symbol.
We are interested in the information capacity of such a system, which we refer to as a queue-channel.
A. Queuing Discipline
We consider a discrete-time system, t ∈ {0, 1, 2, . . .}. Service requirement for symbols are i.i.d. and strictly positive, i.e., with values in Z + . The service time of the jth symbol is denoted S j and has a distribution p S .
We use the following convention. Arrivals at time t, if any, happen at the beginning of time slot t. Departures from the queue at time slot t, if any, happen at the end of the time slot. This implies that a symbol arriving at time slot t may receive and possibly finish its service at time t.
Let Q(t) be the number of symbols in the queue at the end of time slot t and Q j be the number of symbols in the system when the jth symbol departs. As S j ≥ 1 for all j, at a time slot t, at most one symbol can depart.
There is at most one arrival in a time slot. The time between two consecutive arrivals {A j } is i.i.d. with a distribution p A on {1, 2, . . .}. The service rate and arrival rate are μ and λ, respectively, satisfying E p S [S] = 1/μ and E p A [A] = 1/λ. We assume either p A or p S has a support that spans Z + and that μ < 1.
B. Service Noise
Transmission of symbols (from finite field F) over the queue-channel happens in two stages. First, to map the message into symbols, the transmitter produces symbols {X j ∈ F : 1 ≤ j ≤ n} and gives to a dispatcher. Next, the dispatcher sends the symbols to the server according to a stochastic timing process of rate λ. For stability of the queue, we assume λ < μ.
The jth symbol is X j ∈ F, and the output symbol corresponding to the jth symbol is Y j ∈ F. They are related through the additive noise variable Z j ∈ F representing service error, such that Y j = X j + Z j . The distribution of the errors {Z j } depends on {Q j }: this is the queue-length dependence in the noise. For any j, given Q j , Z j is independent of any other processes or variables, and has a distribution ψ q for Q j = q.
An n-length transmission over the queue-channel is denoted as follows. Inputs are {X j : 1 ≤ j ≤ n}, channel noise realizations are {Z j : 1 ≤ j ≤ n}, and outputs are {Y j :
All logarithms in the paper have base 2 so that information is measured in bits.
III. CAPACITY OF QUEUE-CHANNEL
We are interested in defining and finding the information capacity of the queue-channel.
A. Definitions
Let M,M ∈ M be the message to be transmitted and decoded, respectively.
Definition 1: An (n,R, T ) code consists of the encoding function
, where the cardinality of the message set |M| = 2 nR , and for each codeword, the expected total time for all the symbols to reach to the receiver is less than T . If the decoder choosesM with average probability of error less than , that code is said to be -achievable. For any 0 < < 1, if there exists an -achievable code (n,R, T ), the rate R =R T is said to be achievable.
Definition 3: For an arrival process with distribution p A , the information capacity of the queue-channel is the supremum of all achievable rates, denoted C(p A ) in bits per unit time.
Since the transmitter sends symbols to the dispatcher first, we assume the transmitter knows the arrival process statistics, but not the realizations. Contrarily, the receiver knows the realized arrival and departure times of each symbol.
B. Coding Theorem
Let A j ∈ {1, 2, . . .} and D j ∈ {1, 2, . . .} be the time of arrival into the queue and the time of departure from the queue of the jth symbol. The transmitter does not observe {A j , D j }, whereas the receiver observes these. Thus the queue-channel has inputs {X j } and outputs {Y j , A j , D j }. Since the choice of dispatch times is independent of the mapping from messages to symbols, the channel transition probability factors as:
The transmitter chooses {X j } and hence, can choose any joint distribution for the codebook described by {X j }. Note {Y j , A j , D j } depends on {X j }, as well as on the arrival and service processes. In general, {Y j , A j , D j } may not be a stationary process and so the queue-channel is not necessarily information-stable [14] , but the capacity can be found with the information spectrum approach [15] .
Let the information density be i(·), the normalized information density be
, and the inf-information rate I(X; Y, A, D) be the lim-inf in probability of the normalized information density, i.e., the largest α ∈ R ∪ {±∞} such that for all > 0,
Then, capacity in bits per unit time of the queue-channel is:
where λ is the arrival rate defined in Sec. II, and the supremum is over all input processes X = (X 1 , X 2 , . . .). This capacity expression is not easy to handle due to the various possibilities of (A n , D n ) that can arise, however, the next proposition allows us to characterize the distribution of i(·) (and hence, I(·)) in a simpler form, in terms of the distributions of X n , Y n , and Q n . Proposition 1: The capacity expression (2) can be represented by using Q n ,
I(X; Y|Q). (3)
Proof: The distribution of the additive noise Z n depends only on Q n , and it follows from basic queuing arguments that Q n = φ n (A n , D n ), where φ n (·) is a mapping from Z n × Z n to Z n (possibly many to one). Based on this, using basic probability arguments it can be shown that
Since code design is independent of the dispatch process, i.e., X n is independent of (A n , D n ), basic algebra finally yields the identity
We can also obtain a single-letter expression for the channel capacity. Towards proving this result, however, we will need the following important lemma.
Lemma 1: Under the assumptions in Sec. II, there is a unique distribution π such that Q j converges to π in distribution, and the process {Q j } is ergodic, i.e., for any f : {0, 1, . . .} → R with finite E π f , almost surely
Proof: Note that the process {Q j } is not necessarily Markov under the assumptions in Sec. II, but ergodicity still holds. The proof therefore builds on the fact that a stochastic process that is conditionally i.i.d. given an ergodic Markov process and has a distribution which is parametrized by the Markov process is also ergodic. Details can be found in [2] . Now for the single-letter expression. Theorem 1: For a given arrival process distribution p A with λ < μ < 1 which follows the assumptions in Sec. II, there is a distribution π such that π(q) > 0 for all q ∈ {0, 1, . . .} and P(Q n ) → π as n → ∞. The capacity of the queue-channel is λ(log |F| − q π(q)H(ψ q )), where H(ψ q ) is the entropy of a distribution ψ q (Z) on any finite set of size |F|.
Proof: First we simplify the normalized information density:
As n → ∞, using Lemma 1 if follows that the first term a.s.
Achievability follows by picking a distribution for X n and showing that I(X; Y|Q) for that distribution is C(p A ). With this coding theorem in hand, Sec. IV studies the capacity of a few interesting classes of discrete-time queues, yielding insights on the dispatch and service processes that yield best and worst capacities.
C. Comments
Before proceeding, we comment on the relation between the maximum packet throughput and the maximum information throughput (our notion of capacity) of a queuing system. Packet throughput is the maximum rate of packet arrivals that can be served without instability; hence packet throughput increases with λ on [0, μ). Though our expression for information throughput has λ as a multiplicative factor, this does not mean it increases with λ. In typical queuing systems, the survival function corresponding to the stationary probability is increasing in λ. Thus, increasing λ also negatively impacts the terms involving π. Hence there is typically an information throughput-optimal λ ∈ (0, μ), see e.g. Fig. 2 .
IV. SOME QUEUES OF INTEREST
First, we find the capacity of a queue with geometric service time and arbitrary arrival process, and characterize the capacity-optimizing arrival distributions. Then, we find the capacity of a queue with geometric inter-arrival time and find the capacity-optimizing service time distribution. Capacity has a saddle point behavior around the geometric distribution.
Deterioration of server performance with increasing queuelength is captured by a {ψ q } whose entropy is non-decreasing with q. A {ψ q } of practical interest is a threshold behavior of the error-entropy with increasing queue-length: H(ψ q ) = h 0 for q ≤ b and H(ψ q ) = h b+1 for q > b, for some b ∈ {0, 1, . . .}. Threshold behavior captures a state of server panic based on workload, a suitable model for human servers and wireless access points with small MAC buffer. The special case of threshold b = 0 describes a human server that is distracted by any symbol waiting for service or a bufferless MAC. The special case of b = 1 corresponds to a human server being distracted if more than one symbol is waiting.
A. Discrete-time G/geo/1 queue
For a G/geo/1 queue the service time distribution is geometric with an expected service time 1 μ , μ < 1. The arrival process has inter-arrival times distributed as p A and the expected time between arrivals 1 λ , λ < μ. Since this queueing system satisfies the assumptions in Sec. II, its capacity is obtained from Thm. 1. For any arrival distribution, the capacity of G/geo/1 queue is given as follows.
Theorem 2: The capacity of the G/geo/1 queue-channel is λ(log |F| − (1 − σ) q σ q H(ψ q )), where σ is the unique solution of the equation
Proof: The main idea is to obtain the steady-state distribution π of the queue-lengths seen by the departures. This derivation is very similar to the analysis of well-known G/M/1 queues [16] . Please see [2] for details.
Based on the capacity characterization of G/geo/1 queue, we explore the space of arrival distributions. In terms of capacity, this leads to the following result about the best and the worst arrival distributions for a G/geo/1 queue.
Proposition 2: For any queue-channel with {ψ q } such that H(ψ 0 ) = · · · = H(ψ b ) < H(ψ b+1 ) = · · · for some non-negative integer b, deterministic inter-arrival time maximizes capacity among all arrival distributions with the same mean, for 1 λ ∈ Z + . On the other hand, geometric inter-arrival time minimizes capacity among all inter-arrival distributions in the class of sum-of-geometric variables with the same mean and this minimum for a given λ and μ is
it follows from Thm. 2 that for a given λ, μ and an arrival distribution p A , the capacity is λ log |F| − λ(h 0 + (h b+1 − h 0 )σ b+1 ). So, for a given λ, capacity is maximized when σ is minimized and vice-versa.
Note σ is the unique fixed point of x =Ã(x), wherẽ
t . It can be shown that A(x) is convex and increasing on (0, 1) andÃ(0) > 0. This along with the uniqueness of the fixed point implies that σ is minimized by a distribution p + A such that for any x ∈ (0, 1) the correspondingÃ
T is convex in T , the fact that deterministic inter-arrival maximized capacity follows from Jensen's inequality.
To show the other part of the theorem, we need to show that geometric variable has aÃ-curve that upper-bounds all other curves in the class of sum-of-geometric variables. Towards this we note thatÃ(x) is the moment generating function of p A at 1 − μ + μx. The remainder of the proof follows by comparing the moment generating functions of a sum-of-geometric variables and a geometric random variable. Properties of the generating function of a geometric variable are used to complete the proof. Please see [2] for details.
B. Discrete-time geo/G/1 queue
In this section we consider another important class of queues, for which the arrival process is Bernoulli, i.e., inter-arrival times are geometric, but the service times have a general distribution.
By characterizing the stationary distribution seen by departures, we prove the following capacity result.
Theorem 3:
, and for all complex z with |z| < 1,
The proof is based on deriving the steady-state queue distribution seen by a departing job and is very similar to the analysis of M/G/1 queues [16] . Please see [2] for details.
Next, we investigate the service time distributions that respectively maximizes or minimizes the capacity of a geo/G/1 queue-channel. First, we consider the case of threshold errorentropy behavior for threshold b = 0. The following corollary holds because π 0 only depends on λ and μ, a direct consequence of Thm. 3. Proof: By manipulation of the capacity expression in Thm. 3, it follows that for a given λ and μ, capacity is maximized by the arrival distribution for which π 0 + π 1 is maximized (and vice-versa).
After some algebraic manipulations of Π(z) and K(z), it follows that π 0 + π 1 is maximized when K(0) = k 0 = P(no arrival in a service duration) is minimized, and k 0 = (1 − λ) t p S (t), where service time S ∼ p S . The remainder of the proof shows that k 0 is minimized by deterministic service time and is maximized by geometric (among the class of sum-of-geometric) service time. Towards this, the same moment generating function and Jensen's inequality-based arguments, as in the proof of Prop. 2 are used. Please see [2] for details.
For thresholded noise behavior we observe an interesting phenomenon. For a geometric service time, the worst dispatch process among the sum-of-geometric random variables is geometric. On the other hand, for a geometric arrival process, the geometric service time is the worst among the sum-ofgeometric random variables. Thus, if we visualize the capacity function of a single server queue for a given arrival and service rate plotted against arrival and service distributions (restricted to sum-of-geometric), there is a minimum where both distributions are geometric.
V. CONCLUSION
We studied the performance of servers with queue-length dependent noise using an information-theoretic approach. We defined the capacity of such systems to be the maximum rate at which symbols can be processed with arbitrarily small error probability, and characterized it in terms of queuing parameters. For geo/G/1 and G/geo/1 queuing systems we characterized arrival and service distributions that maximize and minimize the capacity, observing a minimum around the geometric distribution. The higher the uncertainty in the distributions, the lower the system performance. Interestingly, the arrival distributions that maximize and minimize capacity of the G/geo/1 system are the opposite as for the timing capacity of a single server queue [7] . Intuitively speaking, inter-arrival distributions with higher variability yield large timing capacity but low queue-capacity for servers with queuelength based noise.
