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Abstract
We are interested in understanding stability (almost sure bounded-
ness) of stochastic approximation algorithms (SAs) driven by a ‘controlled
Markov’ process. Analyzing this class of algorithms is important, since
many reinforcement learning (RL) algorithms can be cast as SAs driven
by a ‘controlled Markov’ process. In this paper, we present easily verifi-
able sufficient conditions for stability and convergence of SAs driven by
a ‘controlled Markov’ process. Many RL applications involve continuous
state spaces. While our analysis readily ensures stability for such con-
tinuous state applications, traditional analyses do not. As compared to
literature, our analysis presents a two-fold generalization (a) the Markov
process may evolve in a continuous state space and (b) the process need
not be ergodic under any given stationary policy. Temporal difference
learning (TD) is an important policy evaluation method in reinforcement
learning. The theory developed herein, is used to analyze generalized
TD(0), an important variant of TD. Our theory is also used to analyze a
TD formulation of supervised learning for forecasting problems.
1 Introduction
Reinforcement learning (RL) algorithms such as Q learning, temporal differ-
ence learning and value iteration methods have seen a major resurgence in re-
cent years as model-free, yet simple and effective, solutions to many important
problems. RL is used to solve problems in fields ranging from health-care to
transportation. As RL becomes ubiquitous in solving critical problems, there is
a need to provide “behavioral guarantees” for RL. Stochastic approximation al-
gorithms (SAs) are an important class of model-free algorithms, with associated
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analytical tools, that play an important role in providing such guarantees. The
important foundational papers on SAs include [12], [3, 4], [5] and [11]. Recent
results in this field include [13, 14] and [1].
SAs with ‘controlled’ Markov noise are an important subclass of algorithms,
particularly since many RL algorithms can be cast in this setting. The ground-
work for analyzing such algorithms was laid by Benveniste et. al. [7] and
Borkar [9]. The analysis of [7] requires the Markov process to evolve in a fi-
nite state space and be ergodic. The analysis of [9] allows for continuous state
spaces and the process may be governed by an additional control-valued se-
quence in addition to the parameter iterates, a setting that we also consider,
and be non-ergodic, i.e., it can have multiple stationary distributions. How-
ever, [9] requires that stability (almost sure boundedness of the algorithm) is
ensured. Stability is a highly non-trivial assumption as there is no easy way to
ensure compliance with this requirement.
Many RL applications involve Markov processes that evolve over a contin-
uous state space. Here, ensuring stability is especially hard. The main contri-
bution of this paper is the development of easily verifiable sufficient conditions
for stability and convergence of SAs driven with an iterate dependent Markov
process that may depend on another control-valued sequence. Our analysis
presents a two-fold generalization over traditional ones (a) the Markov process
may evolve in a continuous state space and (b) the process need not be er-
godic under any given stationary policy. Under our conditions, the algorithm
is shown to be stable and it tracks a solution to a limiting differential inclusion
(DI), defined in terms of the ergodic occupation measures of the Markov pro-
cess. Further, the limiting set is internally chain transitive and invariant. Our
stability assumptions are particularly interesting, since they can be readily used
to ensure stability in many RL applications, and are compatible with traditional
convergence analyses.
Temporal difference learning (TD) is an important RL algorithm that is
popularly employed in ‘policy evaluation’ problems. TD(0) is an important
variant of TD that is effective, yet simple to implement. Our theory is used
to provide a complete analysis of generalized TD(0). Previously, Tsitsiklis and
Van Roy [16] have analyzed TD. However, [16] assumes that the Markov process
is ergodic and evolves in a finite state space. Further, the second moments of
the single stage rewards are assumed to be bounded. Our analysis eliminates
the need to impose such restrictions, see Section 5.1 for details.
As yet another application of our theory, we analyze a TD formulation of
supervised learning, to solve the weather forecasting problem described in Chap-
ter 11 of Spall [15]. It may be noted that the analyses in [16] and [1] cannot be
applied to analyze the aforementioned algorithm.
1.1 Notations & Definitions
[Upper-semicontinuous map] We say that H is upper-semicontinuous, if
given sequences {xn}n≥1 (in R
n) and {yn}n≥1 (in R
m) with xn → x, yn → y
and yn ∈ H(xn), n ≥ 1, then y ∈ H(x).
[Marchaud Map] A set-valued map H : Rn → {subsets of Rm } is called
Marchaud if it satisfies the following properties: (i) for each x ∈ Rn, H(x) is
convex and compact; (ii) (point-wise boundedness) for each x ∈ Rn, sup
w∈H(x)
‖w‖
2
< K (1 + ‖x‖) for some K > 0; (iii) H is upper-semicontinuous.
Let H be a Marchaud map on Rd. The differential inclusion (DI) given by
x˙ ∈ H(x) (1)
is guaranteed to have at least one solution that is absolutely continuous. The
reader is referred to [2] for more details. We say that x ∈
∑
if x is an absolutely
continuous map that satisfies (1). The set-valued semiflow Φ associated with
(1) is defined on [0,+∞)× Rd as:
Φt(x) = {x(t) | x ∈
∑
,x(0) = x}. Let B ×M ⊂ [0,+∞)× Rd and define
ΦB(M) =
⋃
t∈B, x∈M
Φt(x).
[ω-limit set] GivenM ⊆ Rd, the ω-limit set is defined as ωΦ(M) =
⋂
t≥0 Φ[t,+∞)(M).
[Limit set of a solution] The limit set of a solution x with x(0) = x is given
by L(x) =
⋂
t≥0 x([t,+∞)).
[Invariant set] M ⊆ Rd is invariant if for every x ∈ M there exists a trajec-
tory, x ∈
∑
, entirely in M with x(0) = x, x(t) ∈M , for all t ≥ 0.
[Open and closed neighborhoods of a set] Let x ∈ Rd and A ⊆ Rd, then
d(x,A) := inf{‖a − y‖ | y ∈ A}. We define the δ-open neighborhood of A by
N δ(A) := {x | d(x,A) < δ}. The δ-closed neighborhood of A is defined by
N δ(A) := {x | d(x,A) ≤ δ}. The open ball of radius r around the origin is
represented by Br(0), while the closed ball is represented by Br(0).
[Internally chain transitive set] M ⊂ Rd is said to be internally chain
transitive if M is compact and for every x, y ∈ M , ǫ > 0 and T > 0 we have
the following: There exists n and Φ1, . . . ,Φn that are n solutions to the dif-
ferential inclusion x˙(t) ∈ H(x(t)), points x1(= x), . . . , xn+1(= y) ∈ M and n
real numbers t1, t2, . . . , tn greater than T such that: Φ
i
ti(xi) ∈ N
ǫ(xi+1) and
Φi[0,ti](xi) ⊂ M for 1 ≤ i ≤ n. The sequence (x1(= x), . . . , xn+1(= y)) is called
an (ǫ, T ) chain in M from x to y.
[Attracting set, fundamental neighborhood & attractor] A ⊆ Rd is at-
tracting if it is compact and there exists a neighborhood U such that for any
ǫ > 0, ∃ T (ǫ) ≥ 0 with Φ[T (ǫ),+∞)(U) ⊂ N
ǫ(A). Such a U is called the fun-
damental neighborhood of A. In addition to being compact if the attracting set
is also invariant then it is called an attractor. The basin of attraction of A is
given by B(A) = {x | ωΦ(x) ⊂ A}.
[Lyapunov stable] The above set A is Lyapunov stable if for all δ > 0, ∃ ǫ > 0
such that Φ[0,+∞)(N
ǫ(A)) ⊆ N δ(A).
[Upper-limit of a sequence of sets, Limsup] Let {Kn}n≥1 be a sequence
of sets in Rd. The upper-limit of {Kn}n≥1 is given by, Limsupn→∞Kn :=
{y | lim
n→∞
d(y,Kn) = 0}.
We may interpret that the upper-limit collects its accumulation points.
2 Assumptions
As stated earlier, we are motivated by the need to analyze RL algorithms.
However, we present our analysis for a more general class of algorithms: SAs
driven by an iterate-dependent ‘controlled Markov process’. Later, we shall
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recast this analysis to understand generalized TD(0) and a TD formulation of
supervised learning with delayed rewards. It may be noted that the analysis of
TD for supervised learning was only possible due to our consideration of the
general class.
Let us begin by describing a SA driven by a ‘controlled Markov’ process,
following which we list the assumptions involved. Since we use results from [9]
in our convergence analysis, we relate our assumptions with those of [9]. We
have the following recursion in Rd:
xn+1 = xn + a(n) [h(xn, yn) +Mn+1] . (2)
(A1)(i) h : Rd × S → Rd is a jointly continuous map, and S a compact
metric space. The map h is Lipschitz continuous in the first component, with
Lipschitz constant L, which does not change with the second component.1
(A1)(ii){yn}n≥0 is an S-valued ‘controlled Markov’ process controlled by
(a) the iterate sequence {xn} and (b) an additional control-valued sequence.
2
(A2) {Mn}n≥1 is a square integrable martingale difference sequence (noise).
Further, E
[
‖Mn+1‖
2 | Fn
]
≤ K(1+‖xn‖
2), where n ≥ 0 and Fn := σ 〈xm, y,Mm;m ≤ n〉,
n ≥ 0. 3
(A3) The step-size sequence {a(n)}n≥0 satisfies the following: it is non-
increasing, a(n) > 0 for all n ≥ 0,
∑∞
n=0 a(n) = ∞ and
∑∞
n=0 a(n)
2 < ∞.
Without loss of generality let sup
n≥0
a(n) ≤ 1. 4
Before proceeding, we define a family of rescaled functions as follows. For
each c ≥ 1, define hc : R
d × S → Rd by hc(x, y) := h(cx, y)/c. Also define, h∞ :
R
d×S → {subsets of Rd} by h∞(x, y) := Limsupc→∞{hc(x, y)}, where Limsup
is the upper-limit of a sequence of sets (see Section 1.1). Finally, define the set-
valued map, H , as H(x) := co
(
∪
y∈S
h∞(x, y)
)
, where x ∈ Rd. In Lemma 2
we show that H is Marchaud. Consequently, there exists a solution to the DI
x˙(t) ∈ H(x(t)), see [2] for details.
Below we present our key stability assumptions, (S1) and (S2). They are
based on the limiting behavior of the objective function h.
(S1) If cn ↑ ∞, yn → y and lim
n→∞
hcn(x, yn) = u for some u ∈ R
d, then
u ∈ h∞(x, y).
(S2) There exists an attracting set, A, associated with x˙(t) ∈ H(x(t)) such
that sup
u∈A
‖u‖ < 1 and B1(0) is a fundamental neighborhood of A.
It follows from (S2) that we can find δ1, δ2, δ3 and δ4 such that δ1 := sup
u∈A
‖u‖
and δ1 < δ2 < δ3 < δ4 < 1.
Observation 1. hc is a jointly continuous function that is Lipschitz continu-
ous in the first component. Further, the Lipschitz constant is independent of
the second component and c. Without loss of generality we take this Lipschitz
constant to be L from (A1). Since S is compact, ‖hc(0, ·)‖∞ ≤ ‖h(0, ·)‖∞ ≤M
for some 0 < M < ∞. It now follows from ‖hc(x, y) − hc(0, y)‖ ≤ L‖x‖, that
‖hc(x, y)‖ ≤ ‖hc(0, y)‖+L‖x‖ and ‖hc(x, y)‖ ≤ K (1 + ‖x‖) are satisfied, where
1 assumption (1) in Section 2, [9].
2S is a compact metric space, and hence Polish.
3assumption (2) in Section 2, [9].
4assumption (3) in Section 2, [9].
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K := L∨M . Again, without loss of generality this K is from (A2) and does not
change with c. In other words, sup
c≥1
‖hc(x, y)‖ ≤ K(1 + ‖x‖). Further, it follows
from the definition of h∞ and H that
sup
u∈H(x)
‖u‖ ≤ K(1 + ‖x‖). (3)
As stated earlier, we need to show that the set-valued map H is Marchaud.
First, we prove a technical lemma that is needed for this purpose.
Lemma 1. Suppose xn → x in R
d, yn → y in S, cn ↑ ∞ and lim
cn↑∞
hcn(xn, yn) =
u. Then u ∈ h∞(x, y).
Proof. It follows from Observation 1 that ‖hcn(x, yn)− hcn(xn, yn)‖ ≤ L‖xn −
x‖. Since xn → x the sequences {hcn(x, yn)}n and {hcn(xn, yn)}n have the
same limit as n → ∞ i.e., u. It now follows from assumption (S1) that u ∈
h∞(x, y).
We claim the following: if xn → x in R
d, {yn} ⊂ S and cn → ∞ then
d(hcn(xn, yn), H(x)) → 0. Suppose this claim were false, then, without loss
of generality, d(hcn(xn, yn), H(x)) > ǫ for some ǫ > 0, n ≥ 0. Since S
is compact, ∃{m(n)} ⊆ {n} such that cm(n) ↑ ∞, lim
m(n)→∞
ym(n) = y and
hcm(n)(xm(n), ym(n)) → u for some y ∈ S and u ∈ R
d. Hence, xm(n) → x,
ym(n) → y, cm(n) ↑ ∞, hcm(n)(xm(n), ym(n)) → u and u /∈ h∞(x, y) ⊆ H(x).
This contradicts Lemma 1.
Lemma 2. The set-valued map H is Marchaud.
Proof. Recall that H(x) = co
(
∪
y∈S
h∞(x, y)
)
. As explained earlier (cf. (3)),
sup
u∈H(x)
‖u‖ ≤ K(1 + ‖x‖).
Hence H is point-wise bounded. From the definition of H it follows that H(x)
is convex and compact for each x ∈ Rd.
It is left to show that H is upper semi-continuous. Let xn → x, un → u
and un ∈ H(xn), n ≥ 1. We need to show that u ∈ H(x). If this is not true,
then there exists a linear functional on Rd, say f , such that sup
v∈H(x)
f(v) ≤ α− ǫ
and f(u) ≥ α + ǫ, for some α ∈ R and ǫ > 0. Since un → u, there exists N
such that for each n ≥ N f(un) ≥ α +
ǫ
2 , i.e., H(xn) ∩ [f ≥ α +
ǫ
2 ] 6= φ, here
[f ≥ a] is used to denote the set {x | f(x) ≥ a}. For the sake of notational
convenience let us denote ∪
y∈S
h∞(x, y) by A(x) for all x ∈ R
d. We claim that
A(xn) ∩ [f ≥ α+
ǫ
2 ] 6= φ for all n ≥ N . We shall prove this claim later, for now
we assume that the claim is true and proceed.
Pick wn ∈ A(xn) ∩ [f ≥ α +
ǫ
2 ] for each n ≥ N . Let wn ∈ h∞(xn, yn)
for some yn ∈ S. Since {wn}n≥N is norm bounded it contains a convergent
subsequence, say {wn(k)}k≥1 ⊆ {wn}n≥N . Let lim
k→∞
wn(k) = w. Since wn(k) ∈
h∞(xn(k), yn(k)), ∃ cn(k) ∈ N such that ‖wn(k)−hcn(k)(xn(k), yn(k))‖ <
1
n(k) . The
sequence {cn(k)}k≥1 is chosen such that cn(k+1) > cn(k) for each k ≥ 1. Since
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{yn(k)}k≥1 is from a compact set, there exists a convergent subsequence. For the
sake of notational convenience (without loss of generality) we assume that the
sequence itself has a limit, i.e., yn(k) → y for some y ∈ S. We have the following:
cn(k) ↑ ∞, xn(k) → x, yn(k) → y, wn(k) → w and wn(k) ∈ hcn(k)(xn(k), yn(k))
for k ≥ 1. It follows from Lemma 1 that w ∈ h∞(x, y). Since wn(k) → w and
f(wn(k)) ≥ α+
ǫ
2 for each k ≥ 1, we have that f(w) ≥ α+
ǫ
2 . This contradicts
sup
w∈H(x)
f(w) ≤ α− ǫ.
It remains to prove that A(xn)∩ [f ≥ α+
ǫ
2 ] 6= φ for all n ≥ N . If this were
not true, then ∃{m(k)}k≥1 ⊆ {n ≥ N} such that A(xm(k)) ⊆ [f < α+
ǫ
2 ] for all
k. It follows that H(xm(k)) = co(A(xm(k))) ⊆ [f ≤ α+
ǫ
2 ] for each k ≥ 1. Since
un(k) → u, ∃N1 such that for all n(k) ≥ N1, f(un(k)) ≥ α+
3ǫ
4 . This leads to a
contradiction.
In the following section, we show that (2) is stable, provided (A1)-(A3), (S1)
and (S2) are satisfied. Following this, in Section 4, we show that (2) tracks a
solution to a limiting DI, defined in terms of the ergodic occupation measures.
3 Stability analysis
For our analysis, we need to define a continuous trajectory, x([0,∞)), such that
the limit of this trajectory coincides with that of {xn}n≥0. For this, we divide
time axis as follows: t(0) := 0 and t(n) :=
∑n−1
i=0 a(i), ∀n ≥ 1. Then we let,
x(t(n)) := xn ∀n ≥ 0, and for t ∈ (t(n), t(n+ 1)) let
x(t) :=
(
t(n+ 1)− t
t(n+ 1)− t(n)
)
x(t(n)) +
(
t− t(n)
t(n+ 1)− t(n)
)
x(t(n + 1)).
The time axis is further divided into intervals of approximate length T , where
T := T (δ2 − δ1) + 1 and δ1, δ2 are defined in Section 2. Now, we define T (ǫ)
for ǫ > 0 as follows: given a solution x(· ) to x˙(t) ∈ H(x(t)) with ‖x(0)‖ ≤ 1,
x(t) ∈ N ǫ(A) for t ≥ T (ǫ). Given ǫ > 0, ∃ T (ǫ) with the aforementioned
property, since Bǫ(0) is a fundamental neighborhood of A. Define, T0 := 0 and
Tn := min{t(m) : t(m) ≥ Tn−1+T } for n ≥ 1. In other words, ∃{m(n)}n≥0 ⊆
N such that Tn = t(m(n)) for all n ≥ 0.
For the purpose of analyzing stability, we need to define the following rescaled
trajectory: xˆ(t) := x(t)r(n) , where t ∈ [Tn, Tn+1) and r(n) = ‖x(Tn)‖ ∨ 1. Also, let
xˆ(T−n+1) := lim
t↑Tn+1
xˆ(t). We also define the rescaled martingale difference terms
as follows: Mˆk+1 :=
Mk+1
r(n) , t(k) ∈ [Tn, Tn+1).
Finally, we define the following piece-wise constant trajectories. Define
zˆ(t) := hr(n)(xˆ(t(m)), ym), where t ∈ [t(m), t(m + 1)) and Tn ≤ t(m) <
t(m+ 1) ≤ Tn+1; also define y(t) := yn for t ∈ [t(n), t(n+ 1)) and n ≥ 0.
It can be readily verified that: E
[
‖Mˆk+1‖
2|Fk
]
≤ K
(
1 + ‖xˆ(t(k))‖2
)
. The
following lemma states that the Martingale noise convergences a.s. A proof can
be found in Borkar & Meyn [11].
Lemma 3. sup
t≥0
E‖xˆ(t)‖2 < ∞. Further, the sequence ζˆn, n ≥ 0, converges
almost surely, where ζˆn :=
∑n−1
k=0 a(k)Mˆk+1 for all n ≥ 1.
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Let xn([0, T ]) denote a solution up to time T for x˙n(· ) = zˆ(Tn+· ) with
xn(0) = xˆ(Tn). Then, x
n(t) = xˆ(Tn) +
∫ t
0
zˆ(Tn + s) ds. The following lemma
states that the rescaled trajectories track the above defined solution trajectories.
Lemma 4. lim
n→∞
sup
t∈[Tn,Tn+T ]
‖xn(t)− xˆ(t)‖ = 0 a.s.
Proof. Let t ∈ [t(m(n) + k), t(m(n) + k + 1)) such that Tn ≤ t(m(n) + k) <
t(m(n) + k + 1) ≤ Tn+1, where n ≥ 0. First we prove the lemma for t(m(n) +
k + 1) < Tn+1. Consider the following:
xˆ(t) =
(
t(m(n) + k + 1)− t
a(m(n) + k)
)
xˆ(t(m(n) + k))
+
(
t− t(m(n) + k)
a(m(n) + k)
)
xˆ(t(m(n) + k + 1)).
Substituting for xˆ(t(m(n) + k + 1)) in the above equation we get:
xˆ(t) =
(
t(m(n) + k + 1)− t
a(m(n) + k)
)
xˆ(t(m(n) + k))
+
(
t− t(m(n) + k)
a(m(n) + k)
)
(xˆ(t(m(n) + k)) + a(m(n) + k)
(hr(n)(xˆ(t(m(n) + k)), ym(n)+k) + Mˆm(n)+k+1)),
hence,
xˆ(t) = xˆ(t(m(n) + k)) + (t− t(m(n) + k))(
hr(n)(xˆ(t(m(n) + k)), ym(n)+k) + Mˆm(n)+k+1
)
.
Unfolding xˆ(t(m(n) + k)) we get,
xˆ(t) = xˆ(Tn) +
k−1∑
l=0
a(m(n) + l)(hr(n)(xˆ(t(m(n) + l)), ym(n)+l)
+ Mˆm(n)+l+1) + (t− t(m(n) + k))(
hr(n)(xˆ(t(m(n) + k)), ym(n)+k) + Mˆm(n)+k+1
)
. (4)
Recall that
xn(t) = xˆ(Tn) +
∫ t
0
zˆ(Tn + s) ds.
Splitting the above integral into several sub-integrals, we get
xn(t) = xˆ(Tn) +
k−1∑
l=0
∫ t(m(n)+l+1)
t(m(n)+l)
zˆ(s) ds+
∫ t
t(m(n)+k)
zˆ(s) ds.
Thus,
xn(t) = xˆ(Tn)+
k−1∑
l=0
a(m(n) + l)hr(n)(xˆ(t(m(n) + l)), ym(n)+l)+
(t− t(m(n) + k)) hr(n)(xˆ(t(m(n) + k)), ym(n)+k). (5)
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From (4) and (5), we get
‖xn(t)− xˆ(t)‖ ≤
∥∥∥∥∥
k−1∑
l=0
a(m(n) + l)Mˆm(n)+l+1
∥∥∥∥∥+∥∥∥(t− t(m(n) + k)) Mˆm(n)+k+1 ∥∥∥ and
‖xn(t)− xˆ(t)‖ ≤ ‖ζˆm(n)+k − ζˆm(n)‖+ ‖ζˆm(n)+k+1 − ζˆm(n)+k‖.
If t(m(n) + k + 1) = Tn+1 then replace xˆ(t(m(n) + k + 1)) with xˆ(T
−
n+1) in the
above set of equations and the arguments remain identical.
Recall that T = T (δ2 − δ1) + 1. We show that {x
n([0, T ]) | n ≥ 0} and
{xˆ([Tn, Tn+T ]) | n ≥ 0} are relatively compact subsets of C([0, T ],R
d), endowed
with the sup-norm, ‖· ‖∞. To do this, we merely show that {x
n([0, T ]) | n ≥ 0} is
relatively compact. The relative compactness of {xˆ([Tn, Tn+T ]) | n ≥ 0} follows
from Lemma 4. In what follows, we show that {xn([0, T ]) | n ≥ 0} is equicon-
tinuous and point-wise bounded. Relative compactness of {xn([0, T ]) | n ≥ 0}
then follows from the Arzela-Ascoli Theorem.
Recall that sup
t≥0
E‖xˆ(t)‖2 < ∞ a.s. and ‖zˆ(t)‖ ≤ K(1 + ‖xˆ([t])‖), where
[t] := max{t(m) | t(m) ≤ t}. Hence sup
t≥0
‖zˆ(t)‖ <∞ a.s. For δ > 0, we have:
‖xn(t+ δ)− xn(t)‖ ≤
∫ t+δ
t
‖zˆ(s)‖ ds ≤Mδ,
whereM is a, possibly sample path dependent, constant such that sup
t≥0
‖zˆ(t)‖ ≤
M . In other words, {xn([0, T ]) | n ≥ 0} is equicontinuous. Now, we need to
show that the point-wise boundedness property is satisfied. Since ‖xn(0)‖ =
‖xˆ(Tn)‖ ≤ 1, it follows from Gronwall’s inequality that sup
n≥0
‖xn‖∞ < ∞ a.s.,
where ‖xn‖∞ = sup
t∈[0,T ]
‖xn(t)‖. In other words, {xn([0, T ]) | n ≥ 0} is point-wise
bounded.
We are interested in showing that sup
n≥0
‖xn‖ <∞ a.s. We present a proof by
contradiction. Suppose the iterates are unstable, then with positive probability
we have sup
n≥0
r(n) =∞ and there exists {l} ⊆ {n} such that r(l) ↑ ∞. Note that
this sub-sequence may be sample path dependent. The following lemma shows
that {xˆ([Tl, Tl+T ]) | {l} ⊆ {n} & r(l) ↑ ∞} tracks a solution to x˙(t) ∈ H(x(t))
as r(l) ↑ ∞.
Lemma 5. Let {l} ⊆ {n} such that r(l) ↑ ∞. Any limit of
{xˆ([Tl, Tl + T ]) | {l} ⊆ {n} & r(l) ↑ ∞} in C([0, T ],R
d) is of the form x(t) =
x(0) +
∫ t
0
z(s) ds, where x(0) ∈ B1(0) and z : [0, T ] → R
d is a measurable
function such that z(t) ∈ H(x(t)), t ∈ [0, T ].
Proof. Define the notation [t] := max{t(m) | t(m) ≤ t}. For a fixed n ≥
0 and t0 ∈ [Tn, Tn+1), we have zˆ(t0) = hr(n)(xˆ([t0]), y([t0])) and ‖zˆ(t0)‖ ≤
K(1 + ‖xˆ([t0])‖). It follows from Lemma 3 that ‖zˆ(t)‖ < ∞ a.s. Recall that
{xˆ(Tl+· ) | {l} ⊆ {n}} is relatively compact in C([0, T ],R
d). Without loss
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of generality we may assume that: (a) xˆ(Tl+· ) → x(· ) in C([0, T ],R
d), for
some x(· ) ∈ C([0, T ],Rd); (b) zˆ(Tl+· )→ z(· ) weakly in L
2([0, T ],Rd), for some
z(· ) ∈ L2([0, T ],Rd).
From Lemma 4 we get xl(· )→ x(· ) in C([0, T ],Rd). Letting r(l)→∞ in
xl(t) = xl(0) +
∫ t
0
zˆ(Tl + s) ds, we get
x(t) = x(0) =
∫ t
0
z(s)ds.
Since ‖xl(0)‖ = ‖xˆ(Tl)‖ ≤ 1 ∀l, we get ‖x(0)‖ ≤ 1. zˆ(Tl+· ) → z(· ) weakly in
L2([0, T ],Rd), hence it follows from Banach-Saks Theorem that
∃ {k(l)} ⊆ {l} such that
1
N
N∑
l=1
zˆ(Tk(l)+· )→ z(· )
strongly in L2([0, T ],Rd).
Further,
∃ {m(N)} ⊆ {N} such that
1
m(N)
m(N)∑
l=1
zˆ(Tk(l)+· )→ z(· ) a.e. on [0, T ]. (6)
Fix t0 ∈ [0, T ] such that (6) holds, i.e.,
lim
m(N)→∞
1
m(N)
m(N)∑
l=1
zˆ(Tk(l) + t0) = z(t0). (7)
We know that zˆ(Tk(l) + t0) = hr(k(l))(xˆ([Tk(l) + t0]), y([Tk(l) + t0])). Note that
y([Tk(l) + t0]) = y(Tk(l) + t0).
We claim the following: For any ǫ > 0 there exists N such that for all
n ≥ N ‖xˆ(t(m)) − xˆ(t(m + 1))‖ < ǫ, where Tn ≤ t(m) < t(m + 1) < Tn+1. If
t(m + 1) = Tn+1 then we claim that ‖xˆ(t(m)) − xˆ(T
−
n+1)‖ < ǫ. We shall prove
this later, for now we assume it is true and proceed.
Since xˆ(Tk(l) + t0)→ x(t0) it follows from the above claim that
xˆ([Tk(l) + t0])→ x(t0). Since r(k(l)) ↑ ∞ it follows from Lemma 1 that
lim
r(k(l))↑∞
d
(
hr(k(l))(xˆ([Tk(l) + t0]), y([Tk(l) + t0])), H(x(t0))
)
= 0 i.e., lim
r(k(l))↑∞
d
(
zˆ(Tk(l) + t0), H(x(t0))
)
= 0.
Further, since H(x(t0)) is convex and compact, it follows from equation (7) that
z(t0) ∈ H(x(t0)). On the measure zero subset of [0,T] where (6) does not hold,
the value of z(· ) can be modified to ensure that z(t) ∈ H(x(t)) for all t ∈ [0, T ].
It is left to prove the claim that was made earlier. We first show that given
any ǫ > 0 there exists N such that n ≥ N implies that ‖xˆ(t(m))−xˆ(t(m+1))‖ <
ǫ, where Tn ≤ t(m) < t(m+ 1) < Tn+1. We know that
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xˆ(t(m + 1)) = xˆ(t(m)) + a(n)
(
hr(n)(xˆ(t(m)), y(t(m))) + Mˆn+1
)
.
Hence,
‖xˆ(t(m)) − xˆ(t(m + 1))‖ ≤ a(n)‖hr(n)(xˆ(t(m)), y(t(m)))‖ + ‖ζn+1 − ζn‖.
From (3), the above inequality becomes
‖xˆ(t(m)) − xˆ(t(m + 1))‖ ≤ a(n)K(1 + ‖xˆ(t(m))‖) + ‖ζn+1 − ζn‖.
It follows from Lemma 3 that a(n)K(1 + ‖xˆ(t(m))‖)→ 0 and
‖ζn+1 − ζn‖ → 0 respectively in the ‘almost sure’ sense. In other words, there
exists N (possibly sample path dependent) such that the claim holds. The
second part of the unproven claim considers the situation when t(m+1) = Tn+1,
the proof of which follows in a similar manner.
The following is an immediate corollary to the above lemma.
Corollary 1. ∃ 1 < R0 <∞ such that ∀ r(l) > R0 ‖xˆ(Tl+· )−x(· )‖ < δ3− δ2,
where {l} ⊆ N and x(· ) is a solution (up to time T ) of x˙(t) ∈ H(x(t)) such that
‖x(0)‖ ≤ 1. The form of x(· ) is given by Lemma 5.
Proof. Assume to the contrary that ∃ r(l) ↑ ∞ such that xˆ(Tl+· ) is at least
δ3 − δ2 away from any solution to the DI. It follows from Lemma 5 that there
exists a subsequence of {xˆ(Tl + t), 0 ≤ t ≤ T : l ⊆ N} guaranteed to converge,
in C([0, T ],Rd), to a solution of x˙(t) ∈ H(x(t)) such that ‖x(0)‖ ≤ 1. This is a
contradiction.
It is worth noting that R0 may be sample path dependent. Since T = T (δ2−
δ1) + 1 we get ‖xˆ([Tl + T ])‖ < δ3 for all Tl such that ‖x(Tl)‖(= r(l)) > R0. We
are now ready to state our stability theorem.
Theorem 1 (The Stability Theorem). Under assumptions (A1)−(A3), (S1) & (S2),
sup
n≥0
‖xn‖ <∞ a.s.
Proof. Define B := {ζˆn converges}. It is enough to show that sup
n≥0
‖xn‖ <∞ on
B. Suppose not, ∃ D ⊆ B such that P (D) > 0 and sup
n≥0
‖xn‖ =∞ on D. In other
words, ∃{l} ⊆ {n} such that r(l) ↑ ∞. Recall the notation [t] = max{t(k) |
t(k) ≤ t} and the sequence {m(l)}l≥0 such that Tl = t(m(l)). There exists
N > 0 such that the following hold simultaneously.
1. If m(l) ≥ N then r(l) > R0 (see Corollary 1).
2. If m(l) ≥ N then ‖xˆ(Tl + T )‖ < δ3 (since T = T (δ2 − δ1) + 1 and from
Corollary 1).
3. If n > m ≥ N then ‖ζˆn − ζˆm‖ ≤ ǫm (ǫm → 0 as N →∞).
4. If n ≥ N then a(n) < δ4−δ3[K(1+C)+ǫm] . Here C is a sample path dependent
constant such that sup
t≥0
‖xˆ(t)‖ ≤ C.
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Given Tl there exists k such that Tl+1 = t(m(l)+k+1). Consider the following:
xˆ(T−l+1) = xˆ(t(m(l) + k)) + a(m(l) + k)(
hr(l)(xˆ(t(m(l) + k)), ym(l)+k) + Mˆm(l)+k+1
)
.
Taking norms on both sides we get the following inequality,
‖xˆ(T−l+1)‖ ≤ ‖xˆ(t(m(l) + k))‖+ a(m(l) + k)(
K(1 + ‖xˆ(t(m(l) + k))‖) + ‖Mˆm(l)+k+1‖
)
.
From the observations made earlier we get,
‖xˆ(T−l+1)‖ ≤ δ3 +
δ4 − δ3
[K(1 + C) + ǫm]
(K(1 + C) + ǫm) .
Since ‖x(Tl)‖ = 1 and ‖xˆ(T
−
l+1)‖ < δ4, we get
‖x(T−l+1)‖
‖x(Tl)‖
=
‖xˆ(T−l+1)‖
‖xˆ(Tl)‖
< δ4 < 1. (8)
Since ‖x(Tl)‖ ↑ ∞ and ‖x(T
−
l+1)‖ < δ4. It follows that the iterates have to make
larger and larger jumps within a single interval of length T . For all m(l) > N
the trajectory falls exponentially till it enters the ball of radius R0. This implies
that x(Tl) ∈ BR0(0) when r(l−1) < r(l). Further, the trajectory made a jump of
at least r(l)−R0 within time interval T . This violates Gronwalls inequality.
4 Convergence analysis
In the previous section, we showed that the iterates given by (2) are bounded
almost surely (stable), provided the conditions in Section 2 are satisfied. In this
section, we show that our stability assumptions can be combined with additional
assumptions, based on those found in Borkar [9], to provide a complete analysis
of (2). In other words, the main result, Theorem 2, of this section states the
following: Recursion (2) is bounded almost surely and converges to an internally
chain transitive invariant set associated with a DI that is defined in terms of
the ergodic occupation measures associated with the ‘Markov process’. Below,
we list the additional assumptions involved in our analysis.
(B1) {yn}n≥0 is an S-valued Markov process with two associated control pro-
cesses: the iterate sequence {xn}n≥0 and another random process {zn}n≥0 tak-
ing values in a compact metric space U . Thus, for n ≥ 0,
P (yn+1 ∈ A | ym, zm, xm, m ≤ n) =
∫
A
p(dy|yn, zn, xn),
with A Borel in S. The map
(y, z, x) ∈ S × U × Rd → p(dw|y, z, x) ∈ P(S)
is continuous, and further it is uniformly continuous in the x variable on com-
pacts with respect to the other variables. P(S) is used to denote the space of
probability measures on S.
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Let ϕ : S → ϕ(S) with ϕ(y, dz) ∈ P(U) for each y ∈ S, be a measurable map.
Suppose the Markov process has a (possibly non-unique) invariant probability
measure ηx,ϕ(dy) ∈ P(S), we can define the corresponding ergodic occupation
measure
Ψx,ϕ(dy, dz) := ηx,ϕ(dy)ϕ(dy, dz) ∈ P(S × U). (9)
Let D(x) be the set of all such ergodic occupation measures for a prescribed
x. It can be shown that D(x) is closed and convex for each x ∈ Rd. Further,
the map x 7→ D(x) is upper-semicontinuous. For a proof of the aforementioned
results the reader is referred to Chapter 6.2 of [10].
(B2) D(x) is compact.
Let us define a P(S × U)-valued random process µ(t) = µ(t, dy, dz), t ≥ 0,
by µ(t) := δyn,zn , t ∈ [t(n), t(n + 1)), for n ≥ 0. For t > s ≥ 0, define µ
t
s ∈
P(S×U× [s, t]) by µts(A×B) :=
1
t−s
∫
B µ(y,A) dy for A,B Borel in S×U, [s, t]
respectively.
(B3) Almost surely, for t > 0, the set {µs+ts , s ≥ 0} remains tight.
Define h˜(x, ν) :=
∫
h(x, y)ν(dy, U) for ν ∈ P(S × U). We use this to define
the following DI.
x˙(t) ∈ hˆ(x(t)), where hˆ(x) := {h˜(x, ν) | ν ∈ D(x)}. (10)
We are now ready to state the main result of this paper.
Theorem 2 (Stability & Convergence). Under assumptions (A1)− (A3), (S1),
(S2) and (B1) − (B3), almost surely the iterates given by (2) are stable and
converge to an internally chain transitive invariant set associated with x˙(t) ∈
hˆ(x(t)).
Proof. Under assumptions (A1)− (A3), (S1) and (S2), (2) is stable as a conse-
quence of Theorem 1. It now follows from Theorem 3.1 of Borkar [9] that the
iterates converge to an internally chain transitive invariant set associated with
x˙(t) ∈ hˆ(x(t)).
5 Applications
In this section, we present two applications of the theory developed in Sections 2
- 4. First, we analyze a generalized form of TD(0), a simple yet effective TD
algorithm. Second, we analyze an online-TD formulation for supervised learning
with delayed feedbacks.
5.1 Analysis of generalized TD(0)
Temporal difference (TD) learning is an reinforcement learning algorithm. In
this section, we consider a generalized version of online TD(0), a simple yet
effective TD algorithm. Given a policy π, TD(0) iteratively updates it’s estimate
V of V π, where V π is the expected total reward associated with policy π. When
a non-terminal state sn is visited at time n, the algorithm updates the estimate,
V (sn), based on what happens ‘after the visit’. The TD(0) algorithm is given
by,
V (sn) := V (sn) + a(n)(rn+1 + γV (sn+1)− V (sn)). (11)
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In the above, sn is the current state, sn+1 is the next state, rn+1 is the observed
reward and γ is the discount factor. Note that the starting state, s0, is arbitrarily
chosen. Define Fn := σ (s0, . . . , sn, r1, . . . , rn) for n ≥ 1 and F0 := σ (s0). Also,
define Mn+1 := [rn+1 + γV (sn+1)] − E [rn+1 + γV (sn+1)|Fn] and V
π(sn) :=
E [rn+1 + γV (sn+1)|Fn] for n ≥ 0.
In this section we assume that sn belongs to a compact state space, S.
Further, without loss of generality we may also assume that
V π(sn)− V (sn) = Ψ(sn)V (sn) + ψ(sn), (12)
where Ψ : S → Rd×d and ψ : S → Rd. In other words, TD(0) given by (11) can
be rewritten as:
V (sn) := V (sn) + a(n)(Ψ(sn)V (sn) + ψ(sn) +Mn+1). (13)
For a detailed exposition on temporal difference algorithms the reader is referred
to Tsitsiklis and Van Roy [16]. In this section, we impose conditions on maps
Ψ and ψ that guarantee the ‘stability and convergence’ of the iterates given by
(11).
Remark 1. It is important to note that our TD(0) algorithm (cf. 11) is more
general than the regular TD(0) update with function approximation, as in (say)
Tsitsiklis and Van Roy [16]. In particular, the regular TD(0) with function
approximation can be written (see [16]) as in (11). Note also that unlike the
usual analyses of TD(0), we do not assume that the Markov process {sn}n≥0
(a) has a finite state and (b) is ergodic under the given stationary policy.
We state the first of our two assumptions below.
(T1) Ψ : S → Rd×d and ψ : S → Rd are continuous maps.
If we define a map h : Rd×S → Rd as h(v, s) 7→ Ψ(s)v+ψ(s), then we have
the following lemma.
Lemma 6. The map h defined above is Lipschitz continuous in the first compo-
nent. Further, the Lipschitz constant does not vary with the second component
i.e., h satisfies assumption (A1).
Proof. Since Ψ is continuous, it’s range, Ψ(S) ⊂ Rd×d, is compact. It follows
that
‖h(v1, s)− h(v2, s)‖ ≤ ‖Ψ(s)‖ × ‖v1 − v2‖ ≤ L‖v1 − v2‖,
where L := sup
M∈A(S)
‖M‖(<∞). Clearly, L is independent of the second compo-
nent.
For the purpose of this section we assume that the martingale sequence
defined earlier in this section, {Mn}n≥0, satisfies assumption (A2) and the step-
size sequence, {a(n)}n≥0 satisfies assumption (A3). We are now ready to define
the rescaled family of functions. For c ≥ 1, define hc(v, s) := Ψ(s)v + ψ(s)/c,
then the upper-limit of {hc}c≥1 is given by h∞(v, s) = {Ψ(s)v}.
Lemma 7. (11) satisfies assumption (S1).
Proof. Let cn ↑ ∞, sn → s and lim
n→∞
hcn(v, sn) = u. We need to show that
u = h∞(v, s). Since Ψ is continuous, lim
n→∞
Ψ(sn)v = Ψ(s)v. Since ψ is a
bounded function, lim
n→∞
ψ(sn)/cn = 0. Hence, we get u = lim
n→∞
hcn(v, sn) =
Ψ(s)v ∈ h∞(v, s).
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The following technical result is needed to state our second and final as-
sumption.
Lemma 8. Let H : Rd → {subsets of Rd} be a Marchaud map. Let A be an
associated attracting set that is also Lyapunov stable. Let B be a compact subset
of the basin of attraction of A. Then for all ǫ > 0 there exists T (ǫ) such that
Φ[T (ǫ),∞)(B) ⊆ N
ǫ(A).
Proof. Since A is Lyapunov stable, corresponding to N ǫ(A) there exists N δ(A)
such that Φ[0,+∞)(N
δ(A)) ⊆ N ǫ(A). Fix x0 ∈ B. Since B is contained in the
basin of attraction of A, ∃t(x0) > 0 such that Φt(x0)(x0) ⊆ N
δ/4(A). Further,
from the upper semi-continuity of flow it follows that, for all x ∈ N δ(x0)(x0),
Φt(x0)(x) ⊆ N
δ/4(Φt(x0)(x0)) for some δ(x0) > 0, see Chapter 2 of Aubin
and Cellina [2]. Hence Φt(x0)(x) ⊆ N
δ(A) for all x ∈ N δ(x0)(x0). Since A
is Lyapunov stable, we get Φ(t(x0),+∞](x) ⊆ N
ǫ(A). In this manner for each
x ∈ B we calculate t(x) and δ(x), the collection
{
N δ(x)(x) : x ∈ B
}
is an open
cover for B. Let
{
N δ(xi)(xi) | 1 ≤ i ≤ m
}
be a finite sub-cover. If we define
T (ǫ) := max{t(xi) | 1 ≤ i ≤ m} then Φ[T (ǫ),+∞)(B) ⊆ N
ǫ(A).
If we define H(v) := co ({Ψ(s)v | s ∈ S}) for all v ∈ Rd, then it follows from
Lemma 2 that H is Marchaud. We state our second assumption below.
(T2) Let ǫ > 0 and V : B1+ǫ(0)→ [0,∞). Let Λ be a compact subset of B1(0),
clearly sup
u∈Λ
‖u‖ < 1. The following hold: (i) For all t ≥ 0, Φt(B1+ǫ(0)) ⊆
B1+ǫ(0), where Φt(· ) is a solution to the DI x˙(t) ∈ H(x(t)); (ii) V
−1(0) = Λ;
(iii) V is a continuous map. For all x ∈ B1+ǫ(0) \ Λ, y ∈ Φt(x) and t > 0 we
have V(y) < V(x).
Proposition 3.25 from Bena¨ım et. al. [6] : Under (T 2), Λ is a Lyapunov
stable attracting set, further there exists an attractor, A, contained in Λ whose
basin of attraction contains B1+ǫ(0).
Lemma 9. (11) satisfies assumption (S2).
Proof. Since A ⊂ Λ and B1+ǫ(0) is contained in the basin of attraction of A,
it follows that B1(0) ⊂ B1+ǫ(0) is contained in the basin of attraction of Λ.
Since B1(0) is compact it follows from Lemma 8 that it is contained in some
fundamental neighborhood of Λ. In this section, the attracting set associated
with x˙(t) ∈ co ({A(y)x(t) | y ∈ S}) in (S2) is Λ.
The following theorem is immediate.
Theorem 3. Under assumptions (A1)-(A3), (T 1), (T 2) & (B1)-(B3), almost
surely the iterates given by (11) are stable and converge to an internally chain
transitive invariant set associated with x˙(t) ∈ hˆ(x(t)) (hˆ is defined in Section 4).
Let us analyze the special case when Ψ is a constant map i.e., Ψ(s) = M
for some fixed M ∈ Rd×d, s ∈ S. The recursion given by (11) becomes:
V (sn) := V (sn) + a(n) [MV (sn) + ψ(sn) +Mn+1] , (14)
and like before, ψ : S → Rd is a continuous map. Clearly, (14) satisfies (T 1),
(A1) − (A3) and (S1). The rescaled family of functions are hc(v, s) = Mv +
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ψ(s)/c and h∞(v, s) = Mv; H(v) = co
(
∪
s∈S
h∞(v, s)
)
= {Mv}. Hence, the DI
v˙(t) ∈ H(v(t)) is really the o.d.e. v˙(t) = Mv, here.
If we assume that all eigenvalues of M have strictly negative real parts, then
origin is the unique globally asymptotic stable equilibrium point (a globally
attracting set that is also Lyapunov stable) of x˙(t) = Mx(t) (see (11.2.3 ) of
Borkar [10]).
We define the following: (a) ǫ := 1; (b) V(v) : B2(0)→ [0,∞) as V(v) := ‖v‖;
(c) Λ := {0}.
Solving the o.d.e. x˙(t) =Mx(t), we get Φt(x(0)) = e
Mtx(0) for t ≥ 0. Since
all the eigenvalues of M have strictly negative real parts, we have ‖Φt(x(0))‖ <
‖x(0)‖, where t > 0 and x(0) ∈ Rd \ {0}. Hence Φt(B2(0)) ⊆ B2(0) ((T2)(i) is
satisfied). It follows from the definition of V (see (b)) that V−1(0) = Λ ((T2)(ii)
is satisfied). Finally, fix v0 ∈ B2(0) \ {0} and t > 0, we have ‖Φt(v0)‖ < ‖v0‖,
hence V(Φt(v0)) < V(v0) ((T2)(iii) is satisfied). Now, it follows from Theorem 3
that the iterates given by (14) are ‘stable and convergent’.
5.2 A quick note on our assumptions
In this section, we compare our framework with that of [16]. Traditional analysis
of TD by Tsitsiklis and Van Roy [16] requires the following assumptions, among
others: (i) The state space is finite. (ii) The Markov chain, associated with
state evolution, is ergodic. (iii) The second moment of the single stage reward
function is bounded, i.e., Er2n+1 < ∞ for n ≥ 0. These conditions are very
restrictive in real-world applications. Further, in [16], the cost-to-go function is
assumed to have the following form: J(i0, θ) ≈
K∑
k=1
θ(k)φk(i0), where {φk}1≤k≤K
are the basis functions.
Below we state the additional stability assumptions in [16], following which
we briefly discuss how our assumptions differ from [16]. Note that the state
space S in [16] is finite.
TB1 There exists a function f : S 7→ R+ satisfying the following requirements:
for all i0, 1 ≤ k ≤ K andm ≥ 0, we have
∞∑
τ=0
‖E [φk(iτ )φ
′
k(iτ+m)]− E [φk(it)φ
′
k(it+m)]‖ ≤
f(i0) and
∞∑
τ=0
‖E [φk(iτ )rτ+m+1]− E [φk(it)rt+m+1]‖ ≤ f(i0), where rn+1 is the
reward at time n.
TB2 Given any q > 0, there exists µq such that for all i0 and t: E [f
q(it) | i0] ≤
µqf q(i0).
The DI from (S2) of Section 2 is given by, H(x) := co
(
∪
y∈S
h∞(x, y)
)
and
h∞(x, y) = Limsupc→∞{hc(x, y)}.
As stated in [16], TB1 and TB2 can be verified when the state space is finite.
Further, TB1 and TB2 imply stability of TD when combined with previously
stated assumptions, such as bounded second moments of the basis and reward
functions, ergodicity of the Markov chain, etc., see [16] for details. On the other
hand, our stability assumptions, (S1) and (S2), do not distinguish between finite
and infinite state spaces. If S is a compact metric space or if the associated
Markov chain is not ergodic, our framework is readily applicable as opposed
15
to [16].
Remark 2. In Section 5.3, our theory is used to provide an analysis of TD for
supervised learning with delayed feedbacks. For the problem considered therein,
the controlled Markov process evolves in a compact state space. In other words,
the framework of [16] cannot be used to provide an analysis of this algorithm.
5.3 Stability of online TD for supervised learning
In this section, we consider the following weather forecasting problem described
in Chapter 11 of Spall [15]. On every day of the week, we are interested in
issuing a forecast for the weather on the following Saturday, using current and
past weather conditions and meteorological indicators. Unlike traditional su-
pervised learning, in a TD formulation, the predictor is trained using successive
predictions.
We consider the online implementation of TD for supervised learning with
delayed feedback, presented in Chapter 11 of Spall [15]. For this purpose we
may use a predictor f(θ, · ), that is parameterized by θ. In other words, f uses a
sequence of inputs {x0, x1, . . . , xN} to predict some (outcome) Z. The predictor
f is trained to minimize the following expected mean-squared error:
1
2
E [Z − f(θ, xn)]
2 . (15)
Within the context of our weather forecasting problem, Z is Saturday’s weather
outcome. The xis represent the current and past weather conditions, among
others, that are used as input for prediction. We consider the following TD(λ)
approach to training the predictor f , in an online manner, see [15] for details:
θn+1 = θn + a(n) [f(θn, xn+1)− f(θn, xn)]
n∑
i=0
λn−i [∇θf(θ, xi)]θ=θn , (16)
where (i) 0 ≤ λ ≤ 1 is a fading factor which gives lower importance to past
observations. (ii) {a(n)}n≥0 is the standard step-size sequence.
When λ = 0, (16) becomes TD(0). Note that TD(0) does not utilize older
predictions in the current training step. Rewriting (16) with λ = 0, we get:
θn+1 = θn + a(n) [f(θn, xn+1)− f(θn, xn)] [∇θf(θ, xn)]θ=θn . (17)
Let us suppose that the predictor is a linear regression function, i.e., f(θ, x) =
θTx. For this to be effective, it is imperative to embed the input variables in a
higher dimensional feature space. This embedding or feature extraction is often
done using deep neural networks. Let φ(· ) be the given feature function, then
we may rewrite (17) as:
θn+1 = θn + a(n)θ
T
n (φ(xn+1)− φ(xn))φ(xn). (18)
There are numerous results in literature which discuss the convergence of (18).
The reader is referred to [16] or [8] for details. However, all these results prove
convergence of the algorithm under strong assumptions. Further it is hard to
ensure stability, especially since the state space is continuous. Below, we present
a complete analysis using our theory. Note that we consider the state space to
be continuous, unlike previous analyses.
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First, let us define the following objective function, h:
h(θ, z1, z2) :=
(
θT z1
)
z2, (19)
where z1 = φ(y0)− φ(y1) and z2 = φ(y2) for some φ(y0), φ(y1) and φ(y2) in K.
Let us also define S := (K − K) × K, where K − K = {x − y | x, y ∈ K}. In
other words, h is a function with domain Rd × S and range Rd. Now, (18) can
be rewritten as:
θn+1 = θn + a(n)h(θn, yn), (20)
where yn = ((φ(xn+1)− φ(xn)), φ(xn)) and, so from (19) h(θn, yn) = θ
T
n (φ(xn+1)− φ(xn))φ(xn).
Note that the {yn}n≥0 process is the controlled Markov process of (A1)(ii) in
Section 2. We make the following assumptions on (18):
(A) The feature extracted input variables φ(xn) belong to K, which is a
compact subset of Rd.
(B) The differential inclusion θ˙(t) ∈ ∪
y∈S
h(θ, y) has an attractor inside the
unit ball centered at the origin, such that its fundamental neighborhood is the
closed unit ball itself.
If we consider the previously mentioned weather forecasting problem, the
input vector consists of bounded quantities such as atmospheric pressure, tem-
perature, etc. Hence assumption (A) is satisfied here as with many problems.
It is also worth observing that assumption (B) is a recast of (S2) for (18).
In Section 2, we have presented easily verifiable sufficient conditions for
the stability of general recursions such as (18)/(20). It follows from the above
discussion that (18) satisfies (A1)− (A3). In other words, to ensure stability of
(18), it is sufficient to show that (S1) and (S2) are satisfied.
It follows from the above definition of h, that the rescaled family of functions
{hc | c ≥ 1}, are such that hc(θ, y) = h(θ, y) for θ ∈ R
d, y ∈ S and c ≥ 1.
Hence h∞ = h. Since h is continuous in the y-coordinate, (18) satisfies (S1).
Suppose one is able to show that (18) also satisfies (S2), then it would follow
from Theorem 1, that (18) is stable. As stated earlier, it may be observed that
(S2) and (B) are equivalent. One way to show that (18) satisfies (B)/(S2),
is to construct an associated Lyapunov function and use Proposition 3.25 of
Bena¨ım, Hofbauer and Sorin [6]. Constructing a Lyapunov function is often
problem dependent. In summary, to ensure stability of (18), one can check that
θ˙(t) ∈ ∪
y∈S
h(θ, y) has an attractor inside the unit ball centered at the origin,
such that its fundamental neighborhood is the unit ball itself.
Once stability is assured, we then proceed to prove convergence of the
stochastic iterates in Section 4. The above presented analysis can further
be readily extended to TD(λ) implementations of supervised learning with non-
linear predictors, i.e., for the case of λ 6= 0.
A note on assumption (B). Let us suppose that the state space in the
above considered problem is finite. Further, let us suppose that the following
discounted version of (21) is analyzed:
θn+1 = θn + a(n) [γf(θn, xn+1)− f(θn, xn)] [∇θf(θ, xn)]θ=θn , (21)
where 0 < γ < 1 is the discount factor. Let the feature matrix be full rank (as
in [16]) but the Markov chain be non-ergodic (unlike [16]). Then, the limiting
DI is given by
θ˙(t) ∈ ∪
D∈D¯
ΦTD(γP − I)Φθ(t), (22)
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where D is a diagonal matrix containing a given stationary distribution of the
Markov chain on the diagonal. Let D¯ denote the space of all diagonal matrices
with stationary distribution as diagonal entries. Additionally, if ∀D ∈ D¯ the
diagonal entries are positive (the diagonal entries of any given D sum to one),
then ΦTD(γP − I)Φ is a negative definite matrix for each D ∈ D¯, cf. proof
of Theorem 1 in [16]. Hence, origin is the global asymptotic stable equilibrium
point associated with the above DI, (22). In other words, assumption (B) is
satisfied. The weather forecasting problem, on the other hand, can be thought
of as a shortest path problem with termination being on Saturday, and can be
similarly dealt with since a shortest path problem under a proper policy can be
cast as a discounted cost problem and vice versa, cf. Chapter 2.3 of [8].
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