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Chapter 1
Introduction
Panel data sets, also called longitudinal data sets, are sets of data where
the same units (for instance individuals, firms, or countries) are observed
more than one time. Models that aim at using the specific structure of
these data sets are called panel data models. One of the main advantage of
using these models is the possibility of including as an explanatory variable
some unobserved time-invariant characteristics which are assumed to be
heterogeneous across individuals.
More formally, suppose a random sample of n individuals is observed over
T time periods, {zit = (xit, yit)}n, Ti=1,t=1, where xit denotes a K × 1 vector of
observable explanatory variables and yit is the dependent variable. Let us
consider first the static linear model where the variable yit is modeled as
function of xit and some unobservable components ηi and εit
yit = x
′
itβ + ηi + εit (t = 1, · · · , T ; i = 1, · · · , n), (1.1)
where β is a vector containing the parameters of interest, ηi is an unobservable
variable including time invariant individual characteristics of unit i, and εit
is an idiosyncratic shock assumed to be uncorrelated with xit. In this thesis,
we focus on “fixed-effects” models, i.e. models where no assumptions are
made on the distribution of so-called individual effects ηi in (1.1).
Model (1.1) can be extended by allowing yit to depend also on its past
values. Using the same notation as before, a linear dynamic panel data






itβ+ηi+εit (t = 1, · · · , T ; i = 1, · · · , n). (1.2)
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The effects ηi in model (1.2) are assumed to be uncorrelated with the id-
iosyncratic shocks εi1, · · · , εiT for all i = 1, · · · , n. This is the only crucial
assumption made on the distribution of ηi in model (1.2). Somehow mis-
leadingly, the majority of the literature has called “fixed-effects’ models also
the dynamic models (1.2) with the zero correlation assumption of the effects
and the idiosyncratic errors (among others see Ahn and Schmidt, 1997).
The related literature for models like (1.1) and (1.2) is vast. For a general
historical account of panel data methods in years 1861–1997, see Nerlove
(2005, Chapter 1), whereas more recent reviews can be found in Baltagi
(2005) Mátyás and Sevestre (2008), and Wooldridge (2001), among others.
Unfortunately, almost all literature focuses on models assuming that data
are free of outlying or aberrant observations. This is often not the case
in reality. The majority of the regression methods used in linear panel
data models are very sensitive to data contamination and outliers. This
sensitivity can be characterized by various measures of robustness such as
the breakdown point, which measures the smallest contaminated fraction of
a sample that can arbitrarily change the estimates (Genton and Lucas, 2003;
Davies and Gather, 2005). Because the breakdown point of linear estimators
is asymptotically zero, many authors stressed the importance of robust and
positive breakdown-point methods (e.g., Hampel et al., 1986; Simpson et al.,
1992; Ronchetti and Trojani, 2001; Gervini and Yohai, 2002; Wagenvoort
and Waldmann, 2002; Maronna et al., 2006; Čížek, 2008). This is even more
important in the case of panel data, which can contain individuals with
erroneous observations that are masked by the complex structure of the
data.
Despite its relevance, the study of robust techniques for panel data seems
to be rather limited. The works of Wagenvoort and Waldmann (2002) and
Lucas et al. (2007) concentrate on the bounded-influence estimation of static
and dynamic panel-data models, respectively. Along with related quantile-
regression estimation by Koenker (2004), these methods are generally locally
robust, that is, their breakdown point can be arbitrarily close to zero for
some kinds of data contamination. The positive breakdown-point methods
were proposed only by Bramati and Croux (2007) and Dhaene and Zhu
(2009), where the first concentrates on the static panel models and the latter
on the dynamic panel models.
The thesis consists of two parts. In the first part, some alternative robust
estimation methods are proposed for models (1.1) and (1.2) (Chapter 2 and
Chapter 3, respectively). The second part (Chapter 4) is a contribution to
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the theory of estimation of dynamic models (1.2) when data are assumed
not to be contaminated. As we will see later on (Chapter 4), dynamic panel
data models can be difficult to estimate even for outlier free data when the
stationarity assumption on yit does not hold. The common theme underling
the next three chapters is the pairwise difference data transformation, that
is a generalization of the first difference operator used to filter out the
unobserved effects ηi from Equations (1.1) and (1.2).
1.1 Summary
The thesis is based on the following research papers:
• Chapter 2: Aquaro M., and P. Čížek (2013), One-step robust estimation
of fixed-effects panel data models, Computational Statistics & Data
Analysis, 57:1, 536–548.
• Chapter 3: Aquaro M., and P. Čížek (2012), Robust estimation of
dynamic fixed-effects panel data models, Working Paper.
• Chapter 4: Aquaro M., and P. Čížek (2012), Pairwise difference esti-
mation of dynamic panel data models, Working Paper.
In Chapter 2, a new estimation approach for fixed-effects static panel data
models based on two different data transformations is proposed. Considering
several robust estimation methods applied to the transformed data, the
robust and asymptotic properties of the proposed estimators are derived,
including their breakdown points and asymptotic distributions. The finite-
sample performance of the existing and proposed methods is compared by
means of Monte Carlo simulations.
Chapter 3 extends an existing outlier-robust estimator of linear dynamic
panel data models with fixed effects, which is based on the median ratio of
two consecutive pairs of first-differenced data. To improve its precision and
robust properties, a general procedure based on many pairwise differences
and their ratios is designed. The asymptotic distribution of this class of
estimators is derived. Further, the breakdown point properties are obtained
under contamination by independent additive outliers and the patches of
additive outliers and are used to select the pairwise differences that do not
compromise the robust properties of the procedure. The proposed estimator
is additionally compared with existing methods by means of Monte Carlo
simulations.
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In Chapter 4, a new estimation procedure of dynamic panel data models
with fixed effects is proposed. To improve upon existing estimators, we pro-
pose to apply the pairwise-difference data transformation to the generalized
method of moments based estimators. A particular focus is given to the
long difference (LD) estimation procedure of Hahn et al. (2007), which was
proved to retain strong moment conditions even when data are persistent
without imposing the covariates to have constant correlation with the effects.
The bias and asymptotic distribution of the original LD estimator and its
proposed extensions are derived. A simulation study is conducted to assess
the finite-sample properties of the estimators.
Chapter 2
One-step robust estimation of
fixed-effects panel data models1
2.1 Introduction
The panel-data regression models are increasingly popular in applications
because each individual cross-sectional unit is observed over time, and
consequently, the individual-specific heterogeneity can be accounted for. The
majority of the regression methods used in linear panel-data models are
based on linear estimators such as least squares (LS), and consequently, are
very sensitive to data contamination and outliers. This sensitivity can be
characterized by various measures of robustness such as the breakdown point,
which measures the smallest contaminated fraction of a sample that can
arbitrarily change the estimates (Genton and Lucas, 2003; Davies and Gather,
2005). Because the breakdown point of the linear estimators such as LS is
asymptotically zero, many authors stressed the importance of robust and
positive breakdown-point methods (e.g., Hampel et al., 1986; Simpson et al.,
1992; Ronchetti and Trojani, 2001; Gervini and Yohai, 2002; Wagenvoort
and Waldmann, 2002; Maronna et al., 2006; Čížek, 2008). This is even more
important in the case of panel data, which can contain individuals with
erroneous observations that are masked by the complex structure of the
data.
Despite its relevance, the study of robust techniques for panel data seems
to be rather limited. The works of Wagenvoort and Waldmann (2002) and
Lucas et al. (2007) concentrate on the bounded-influence estimation of static
1This chapter is based on Aquaro M., and P. Čížek (2013), One-step robust estimation
of fixed-effects panel data models, Computational Statistics & Data Analysis, 57:1, 536–
548.
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and dynamic panel-data models, respectively. Along with related quantile-
regression estimation by Koenker (2004), these methods are generally locally
robust, that is, their breakdown point can be arbitrarily close to zero for some
kinds of data contamination. The positive breakdown-point methods were
proposed only by Bramati and Croux (2007) and Dhaene and Zhu (2009),
where the first concentrates on the static panel models and the latter on the
dynamic panel models. Being interested in the static panel-data models here,
Dhaene and Zhu (2009) aiming at dynamic models is not suitable, especially
since it strictly relies on additional distributional assumptions (e.g., errors
being normal and independent and identically distributed), which rule out
serial correlation of errors. On the other hand, the methods proposed by
Bramati and Croux (2007) either are not equivariant with respect to various
linear data transformations or have to explicitly estimate the fixed effects,
causing bias due to the nonlinearity of the procedure if the number of periods
is fixed (see Sections 2.2.2 and 2.4 for details). In both cases, the methods
are consistent only if the number of time periods increases to infinity, which
makes them unsuitable for short panels.
In this paper, we propose an alternative robust estimation approach
for linear fixed-effect panel-data models that is equivariant with respect to
standard data transformations, that is consistent for data observed only
a (small) fixed number of time periods, and that, besides the standard
identification assumptions, does not require any particular distributional
assumptions (with the exception of the errors having a unimodal distribution).
To achieve this, we employ two different data transformations and show that
it is possible to apply standard robust estimators of linear regression to the
transformed data. Because of the data transformations, the equivariance,
robust, and asymptotic properties of the proposed estimators have to be
established. All methods are shown to have a positive breakdown point
greater or equal to or at least converging to 1/4 and to have asymptotically
a normal distribution. Additionally, some of the proposed methods are
asymptotically efficient for normal data. At the same time, Monte Carlo
experiments indicate that the finite-sample performance of the proposed
methods matches the standard within-group LS estimator and the robust
properties thus do not adversely affect the precision of estimation using data
free of outliers.
The paper is organized as follows. After a survey of the existing fixed-
effect panel-data estimators in Section 2.2, two data transformations and
the corresponding robust estimators are proposed in Section 2.3, where
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their robust and asymptotic properties are also examined. The finite-sample
properties are studied in Section 2.4 and an empirical example is provided
in Section 2.5. The proofs are given in the Appendix.
2.2 Panel data models
In this section, a brief account of some classical panel-data estimators is
offered (Section 2.2.1), followed by the discussion of existing robust methods
suitable for panel data (Section 2.2.2).
2.2.1 The fixed-effects model
A static linear fixed-effects panel-data model can be described by
yit = x
>
itβ + αi + εit, i = 1, . . . , n, t = 1, . . . , T, (2.1)
where yit denotes the dependent variable, xit ∈ Rp contains observable
covariates, and the vector β ∈ Rp represents the parameters of interest.
The subscript i could refer to individuals, households, firms, or countries,
whereas t indicates the periodicity. The unobservable terms consist of an
unobservable individual-specific effect αi and of the error term εit, which
is assumed to have a zero mean, E (εit|αi,xi1, . . . ,xiT ) = 0, and to be
independent across individuals; see Wooldridge (2001).
Without additional assumptions about the individial effects αi and given
a fixed number of observed time periods T , the estimation of β is straight-
forward only if αi’s are eliminated from the model equation. The standard
within-group transformation rules out the fixed effects by computing the












and then subtracting them from the original values: ỹit = yit − ȳi· and
x̃it = xit − x̄i·. Model (2.1) then implies the linear relationship ỹit =
x̃>itβ + ε̃it, which permits estimating the parameter vector β by the LS
estimate β̂(LS,mean)nT . The within-group LS estimator is linear, which im-
plies that it is equivariant with respect to scale, regression, and affine
transformations: denoting the estimator explicitly as a function of data
T LS({xit, yit}), the scale, regression, and affine equivariance mean that
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T LS({xit, cyit}) = cT LS({xit, yit}), T LS({xit, yit +x>itv}) = T LS({xit, yit}) +
v, and T LS({A>xit, yit}) = A−1T LS({xit, yit}), respectively, for any c ∈
R,v ∈ Rp, and non-singular A ∈ Rp×p.
Unfortunately, the within-group LS estimator is very sensitive to erro-
neous observations and outliers as any linear regression LS method. To
document this, let us introduce one of the global measures of robustness –
the breakdown point. Informally, an estimator is said to break down when
the procedure no longer conveys useful information on the data-generating
mechanism (Genton and Lucas, 2003). In linear regression models, this
general statement is equivalent to saying that the estimates can increase
above any bound in the presence of data contamination: for a random
sample Z = {xit, yit}n, Ti=1,t=1 and an estimator T of the regression parameters,
the finite-sample breakdown point of T at the sample Z can be defined by
(Rousseeuw and Leroy, 1987)








‖T (Z)− T (Zm)‖ <∞
}
, (2.3)
where the supremum is taken over all choices of Zm consisting of (nT −m)
points from Z and m arbitrary points. The asymptotic breakdown point
of T can be defined as the limit ε∗(T ) = limnT→∞ ε∗nT (T ;Z), provided that
this sample-independent limit exists. It can be at most 1/2 for regression
equivariant estimators (cf. Davies and Gather, 2005). For the within-group
LS estimator, the finite-sample breakdown point however does not exceed
1/nT and it converges to zero asymptotically.
2.2.2 Robust estimators for panel data
To the best of our knowledge, there are very few studies proposing robust
estimators for panel data. Considering the globally robust estimators (i.e.,
having a positive breakdown point), the two existing contributions are
Dhaene and Zhu (2009) and Bramati and Croux (2007). The first one
proposes median-based estimators for dynamic fixed-effects models, which
strictly require errors being independent and identically distributed across
all individuals and time periods and does not allow for heteroscedasticity
and serial autocorrelation often encountered in static panel-data models.
Thus, the only proposal generally applicable in static fixed-effect panel-data
models stems from Bramati and Croux (2007), who adapt two existing high-
breakdown point procedures and reach asymptotically a positive breakdown
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Table 2.1: The mean squared errors of the within-group LS and WGM estimates
based on the mean and median transformations.
M 0 1 10
# parameters 1 5 1 5 1 5
mean LS 0.001 0.022 0.001 0.021 0.001 0.021
med LS 0.001 0.017 0.003 0.065 0.007 4.272
WGM 0.001 0.005 0.146 0.809 0.046 51.88
1/4: the within-group generalized M-estimator (WGM) and the within-group
MS estimator (WMS).
The WMS estimator explicitly estimates the fixed effects, treating them
as regression coefficients, and applies the robust MS-estimator of Maronna
and Yohai (2000), which is able to deal with a large amount of discrete
explanatory variables. This estimator can achieve the breakdown point up
to 1/4, is consistent if the number of time periods T →∞, but there are no
results concerning its consistency if the number of periods T is small.
The WGM estimator applies robust estimators to centered data, where
Bramati and Croux (2007) replace the non-robust mean in (2.2) by the
median. Variables are thus centered using the within-group medians:
ỹit = yit −medt yit, x̃it = xit −medt xit. (2.4)
After centering, a natural approach is to regress ỹit on x̃it using a robust
regression estimator. Bramati and Croux (2007) suggest to use first the least
trimmed squares (LTS) estimator (Rousseeuw, 1984). Given that LTS with
the maximum breakdown point has a rather low relative efficiency of 8%
for normal data, the reweighted LS strategy is adopted in the second step,
where weights are designed so that the breakdown point of the initial LTS
estimator is preserved (Rousseeuw and Leroy, 1987).
The complete WGM procedure can asymptotically achieve the breakdown
point 1/4. On the other hand, WGM is neither regression nor affine equivari-
ant and its consistency and asymptotic distribution (even for T →∞) have
not been studied yet. This lack of equivariance comes from the nonlinearity
of the median transformation. Loosely speaking, equivariance is a desirable
property: transforming of data (by scaling or by linear combinations) by a
certain factor results in estimates which are transformed by the same factor.
On the contrary, if an estimator is not equivariant, transformation of data
10 CHAPTER 2. A STATIC MODEL WITH OUTLIERS
would change the estimation results. Let us now illustrate how the lack
of equivariance complicates the use of WGM in applications for a small T .
Consider the following linear panel-data model (i = 1, . . . , 100; t = 1, 2, 3)
yit = x
>
itβ + αi + εit, (2.5)
where xit ∼ N(0, 1), εit ∼ N(0, 1), αi ∼ U(0, 10), and β = −M ∈ R
or β = (−M, 0,M, 0,−M)> ∈ R5. Simulating the data 1000 times and
estimating the model for M = 0, 1, and 10 by LS and WGM results in the
mean squared errors in Table 2.1. Obviously, various levels of the multiplier
M do not have any impact on the precision of the within-group LS estimator.
Using LS and WGM after removing the individual effects by the median
centering however leads to completely different results: the mean squared
errors are substantially increasing with the magnitude of the regression
coefficients, especially for the model with 5 variables.
2.3 New robust estimators for panel data
To provide panel-data estimators that are equivariant, consistent, and asymp-
totically normal even if the number of time periods T is small and fixed, we
now propose alternative robust estimators of β in (2.1) that do not rely on
estimating the fixed effects (i.e., the expected values of individual effects).
This will be done in two steps. First, the elimination of the unobserved
individual effects will be addressed by considering other data transformations
than the mean or median centering (Section 2.3.1). Second, in the light of
recent contributions in robust statistical theory, the initial LTS estimation
(Section 2.3.2) will be followed by new robust and efficient estimators adapted
to the panel data setting (Section 2.3.3).
2.3.1 Data transformations
To construct an alternative to the methods discussed in Section 2.2.2, we
focus on the first-difference and pairwise-difference transformations instead.
The first-difference transformation is already well known in the literature
(Wooldridge, 2001). Denoting the first-difference operator by ∆, the model
(2.1) can be transformed to
∆yit = yit − yit−1 = x>itβ + εit − x>it−1β − εit−1 = ∆x>itβ + ∆εit, (2.6)
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where i = 1, . . . , n and t = 2, . . . , T and where no fixed effects αi appear.
Under the strict-exogeneity assumption of model (2.1), β is consistently
estimated by LS applied to (2.6). This alternative to the within-group
estimator, which is the best linear unbiased estimator when error terms εit
are uncorrelated, is preferable only if error terms εit exhibit a strong positive
serial correlation (see Wooldridge, 2001, for details).
Alternatively, one could aim for more accurate estimates than from (2.6)
by eliminating individual effects by taking all pairwise differences within each
individual. Inspired by Stromberg et al. (2000) and Honoré and Powell (2005),
we propose to transform data using the pairwise-difference transformation
as ∆szit = zit − zit−s, where s = 1, . . . , t − 1, for any t ∈ {2, . . . , T} and
i ∈ {1, . . . , n}. Applied to model (2.1), the pairwise-difference transformation
yields
∆syit = yit−yit−s = (xit − xit−s)>β+εit−εit−s = ∆sx>itβ+∆sεit, (2.7)
which also removes the individual-specific variable αi, but generates a larger
sample size nT (T − 1)/2 instead of n(T − 1) in (2.6) since differences for all
s = 1, . . . , t− 1 are considered.
To handle all transformations in a unified way, let us now introduce
a more general notation. Given the original data set {xit, yit}n, Ti=1,t=1, let
{x̃it, ỹit}n, T
(T)
i=1,t=1 be the data set created by one of the considered data trans-
formations T, T ∈ {med, 1∆, P∆}, where med, 1∆, and P∆ are shorthand
symbols for the median-centering, first-difference, and pairwise-difference
transformation and T (T) = T, T − 1, and T (T − 1)/2, respectively.
2.3.2 Initial robust estimator
Once the individual effects have been eliminated, it is of interest to find
a proper robust estimator for β in (2.1). Similarly to Bramati and Croux
(2007), we use initially the LTS estimator, which may be generally defined
for the T-transformed data as
β̂
(LTS,T,hnT )







where r2,(T)(j) (β) is the jth smallest order statistics of the squared residuals,
the (i, t)th residual equals r(T)it (β) = ỹit − x̃>itβ, and hnT is the trimming
constant, nT (T)/2 < hnT ≤ nT (T). We assume that the trimming constant,
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which determines the number nT (T) − hnT of observations excluded from
the objective function, is defined so that hnT/nT (T) → λ ∈ [1/2, 1], and
thus asymptotically, the 1 − λ fraction of observations is eliminated from





+ [(p+ 1)/2] + 1 (Rousseeuw and Leroy, 1987) with
hnT/nT
(T) → 1/2, where [x] denotes the integer part of x.
Contrary to the median centering, both the first-difference and pairwise-
difference transformations are linear transformations of the data. Therefore,
the LTS estimator applied to such transformed data does not lose its equiv-
ariance properties contrary to LTS applied to the median-transformed data
in Bramati and Croux (2007).
Lemma 1. If T ∈ {1∆, P∆}, then the LTS estimator β̂(LTS,T,hnT )nT defined
in (2.8) is scale, affine, and regression equivariant.
Further, the breakdown properties of the LTS estimator in general depend
on the employed data transformation, but are similar to or better than the
breakdown point of LTS under the median transformation of Bramati and
Croux (2007).
Theorem 1. Let ZnT = {xit, yit}n, Ti=1,t=1 be a random sample generated
according to model (2.1). Further, the transformed data {x̃it, ỹit}n, T
(T)
i=1,t=1
are assumed to be in a general position for nT (T) > 3(p+ 1) almost surely,
that is, any p + 1 data points do not lie on the same hyperplane almost
surely. Finally, let β̂(LTS,T,hnT )nT be the LTS estimator defined in (2.8) for
hnT/(nT
(T))→ λ as nT (T) →∞. If hnT ≥ hT
(T)
nT = [nT
(T)/2] + [(p+ 1)/2] +










· κ(T)(T ), (2.9)
where κ(1∆) = [2(T − 1)]/[min{2, T − 1}T ] and κ(P∆) = 1. The bound on
the breakdown point of LTS tends to κ(T)(T )(1− λ)/2 for n → ∞, and in
particular, to κ(T)(T )/4 for hnT = hT
(T)
nT .
























where 2hnT/n→ 2λT (T) = λT (T − 1) for n→∞.
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From the breakdown point of view, both proposed data transformations
are equivalent for T = 2 and the lower bounds (2.9) are equivalent for
T →∞ as they yield the same maximum breakdown point 1/4 analogously
to Bramati and Croux (2007). Whereas the pairwise differencing reaches
this lower bound breakdown point for any number of time periods T , the
first differencing has a smaller breakdown point equal to (T − 1)/(4T )
for T ≥ 3. For the pairwise difference estimator, one more lower bound
holds and is given in (2.10). This bound provides a good approximation
of the breakdown point only if the number of outliers is a multiple of n
and can be thus meaningfully used only for T > 3. Allowing T →∞, the
breakdown-point bound (2.10) converges to 1−
√
λ. This implies that the
breakdown of LTS applied to the pairwise differenced data converges to
1 −
√
1/2 ≈ 0.29 for hnT = hT
(T)
nT and λ = 1/2, which is higher than the
one achieved by other discussed estimators. The second breakdown bound
(2.10) can however be further improved by adapting the result of Stromberg
et al. (2000, Theorem 3) to panel data, who allowed λ < 1/2 and proved





λ}. For T → ∞, we could then conjecture
that the breakdown point of the pairwise difference LTS estimator can reach
1/2 if λ = 1/4.
2.3.3 Robust and efficient estimation
Since the LTS estimator with the maximum breakdown point achieves only
8% relative efficiency for normally distributed data, one-step estimators are
often employed to improve the precision of estimation without substantially
affecting the robust properties of estimation (see also Section 2.2.2). Instead
of the simple reweighted LS employed by Bramati and Croux (2007), we
propose to use efficient data-adaptive robust methods of Gervini and Yohai
(2002) and Čížek (2010).
To introduce the efficient one-step methods, suppose we have the trans-
formed data {x̃it, ỹit} obtained by transformation T ∈ {med, 1∆, P∆} and a
pair of initial robust estimators of the regression parameters β̂0nT and residual
scale σ̂0nT (e.g., the median absolute deviation). A classical example of a
one-step augmentation procedure is the reweighted LS estimator proposed
by Rousseeuw and Leroy (1987), which removes the observations having
large absolute residuals according to some initial robust fit and then applies
LS. Denoting the initial residuals r(T)it (β̂0nT ) = ỹit − x̃>itβ̂0nT , the weights
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|r(T)it (β̂0nT )/σ̂0nT | < v
)
(2.11)
for a constant v > 0 (e.g., Gervini and Yohai (2002) suggest v = 2.5).
A data-adaptive version of weights (2.11) designed to achieve efficiency
for normally distributed data, the robust and efficient weighted least squares
(REWLS) estimator, has been proposed by Gervini and Yohai (2002). A data-
dependent cut-off point v̂nT to define weights (2.11) is now determined by
comparing two distribution functions, F+ and F+0 , where the former relates
to the standardized absolute residuals |r(T)it (β̂0nT )/σ̂0nT | and the latter is the
distribution function assumed for these standardized absolute residuals in the
model (2.1). Since F+ is usually unknown, it is estimated by the empirical






nT |. The maximum discrepancy d̂nT
between F+nT and F
+









F+0 (v)− F+nT (v) ≥ 0
)}
, (2.12)
where η is a large quantile of F+0 , for example, η = 2.5 for Gaussian errors
with F0 ≡ N(0, 1) (see Gervini and Yohai, 2002). The cutoff point v̂nT is
then defined as the (1 − d̂nT )th quantile of the distribution F+nT : v̂nT =
min
{
v | F+nT (v) ≥ 1− d̂nT
}
. Finally, the REWLS estimator is obtained
using weights (2.11) with v = v̂nT ≥ η:
β̂
(REWLS,T)















This method is proved to preserve the breakdown-point properties of the
initial robust estimator and achieve the asymptotic efficiency for Gaussian
errors.
An alternative to the traditional one-step estimators is the reweighted
least trimmed squares (RLTS) estimator (Čížek, 2010). Similarly to Gervini
and Yohai (2002), weights (2.11) are constructed using the data-dependent
cutoff point v̂nT . The resulting weights are however used within the LTS
estimator rather than LS. Since LTS requires only the total number hnT
of observations to be included in the objective function, the number of
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The RLTS estimator is then simply defined as LTS using the data-dependent
amount of trimming ĥnT applied to the T-transformed panel data:
β̂
(RLTS,T)







Similarly to REWLS, RLTS preserves the breakdown-point properties of the
initial robust estimator. Additionally, RLTS is asymptotically independent
of the initial estimator and achieves asymptotic efficiency when errors are
normally distributed.
Note that all discussed one-step estimators preserve the breakdown point
of the initial LTS estimator. If LTS does not break down, that is, if the
transformed data are in a general position and contain less than 50% outliers
(see the proof of Theorem 1), the results of Gervini and Yohai (2002, Theorem
3.3) and Čížek (2010, Theorem 2) apply to the transformed samples and
imply no breakdown for REWLS and RLTS, respectively. These different
robust methods could differ though by the bias caused by outliers and in
their finite-sample and asymptotic variances.
2.3.4 Asymptotic properties
The estimators introduced in the previous sections are applied to model
(2.1) after the first-difference or pairwise-difference transformations, which
lead to the serial correlation of the errors in (2.6) or (2.7), respectively.
Almost all one-step or data-adaptive robust regression estimators are however
asymptotically studied under the assumption of independent (and often
identically distributed) errors, be it in the context of cross-sectional (Gervini
and Yohai, 2002) or panel data (Lucas et al., 2007), or there are no asymptotic
results available (Bramati and Croux, 2007). This limits also the extent
to which we can characterize the asymptotic distribution of the proposed
estimators. In particular, the asymptotic distribution under the first- and
pairwise-differences can be easily derived only for the initial LTS estimator
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and its reweighted form RLTS (with the notable exception of the estimation
based only on the first differences taken only at even time periods, which
produces independent errors).
Now, the assumptions necessary to derive the asymptotic distribution
of LTS and RLTS are presented. To this end, let Xi = (xi1, . . . ,xiT )>,
yi = (yi1, . . . , yiT )
>, X̃i = (x̃i1, . . . , x̃iT (T))>, ỹi = (ỹi1, . . . , ỹiT (T))>, and
ε̃it = ỹit − x̃itβ0 for all i ∈ N and t = 1, . . . , T (T), where β0 is the true
parameter value in model (2.1). Further, let us recall that, in this context,
λ ∈ [1/2, 1] refers to the limits limn→∞ hnT/nT (T) or limn→∞ ĥnT/nT (T),
see (2.14), and that T ≥ 2 is a fixed integer. The assumptions and the
asymptotic distribution will be stated for symmetrically distributed errors
for the sake of simplicity. The presented results can be derived analogously
also under more general assumptions using Čížek (2010), where their detailed
discussion can be found.
Assumption A
A1 Random vectors yi and matrices Xi are independent and identically
distributed for all i ∈ N and have finite second moments.
A2 Let {εit}i∈N be a sequence of random variables with finite second mo-
ments and E(εit|Xi) = 0 for all i ∈ N and t = 1, . . . , T . Further, the
unconditional distribution function F of εit is assumed to be unimodal,
absolutely continuous, and symmetrically distributed condionally on
Xi. Its density function has to be bounded and continuously differen-
tiable.
A3 Let Q(λ) = E[X̃>i diag({I[|F (ε̃it) − F (−ε̃it − 2C)| ≤ λ]}T
(T)
t=1 )X̃i] be a
nonsingular matrix for any fixed C ∈ R.
A4 Denoting Gβ and gβ the unconditional cumulative distribution and
density functions of (ỹit − x̃>itβ)2, let supβ∈Rp supz>α gβ(z) < ∞ for
any α > 0, and if λ < 1, that infβ∈Rp infz∈(−δ,δ) gβ
(
G−1β (λ) + z
)
> 0
for some δ > 0.
Assumption A1 formulates standard conditions of the (uniform) central
limit theorem: observed variables are independent across cross-sectional units
and have finite second moments. Assumption A2 presents the assumptions
on the error term εit, which is mean-independent of explanatory variables
and continuously distributed. Note that, in the most general case, only
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the second moments of the trimmed errors ei(qλ) defined below have to be
finite (see Čížek, 2011). Next, Assumption A3 formulates an analog of the
standard full-rank condition and is actually equivalent to E(X̃iX̃>i ) > 0 if
ε̃it is independent of Xi. Finally, Assumption A4 formalizes the fact that
the distribution of squared residuals should be absolutely continuous with an
everywhere finite density: its density function should not approach∞ for any
value of the parameter vector β. If ε̃it is independent of x̃it, Assumption A4
is usually implied by F being absolutely continuous with a density function
f positive, bounded and differentiable (Čížek, 2006).
Under Assumption A, we can generalize the results of Čížek (2010) to
the panel data model (2.1) and find the asymptotic distribution of LTS
and RLTS. To formulate this result, the notation qλ =
√
G−1(λ) is used,
where G ≡ G0β and G−1 represents the unconditional quantile function of
ε̃2it. Additionally, one diagonal matrix and two vectors depending on qλ
are needed: Ii(qλ) = diag[{I(ε̃it ≤ qλ)}T
(T)
t=1 ], ei(qλ) = Ii(qλ)(ε̃i1, . . . , ε̃iT (T))>,
and fi(qλ) = (fi1(qλ), . . . , fiT (T)(qλ))>, where fit is the conditional distribu-
tion of ε̃it|X̃i.
Theorem 2. Let Assumption A hold. Next, let Σ(λ) = E[X̃>i {ei(qλ)ei(qλ)>}X̃i],
Q(λ) = E[X̃>i Ii(qλ)X̃i], J(λ) = −E[qλX̃>i diag{fi(−qλ) + fi(qλ)}X̃i], and
Q(λ) + J(λ) be a non-singular matrix. Then the (reweighted) LTS es-
timator β̂(RLTS,T)nT defined by trimming ĥnT such that limn→∞ ĥnT/nT →
λ for some λ ∈ 〈1/2, 1〉 is a
√





L→ N(0, V (λ)) as n→∞, where the asymptotic covari-
ance matrix equals V (λ) = {Q(λ) + J(λ)}−1Σ(λ){Q(λ) + J(λ)}−1.
The theorem covers not only the reweighted, but also the initial LTS
estimator for ĥnT = hnT = const. Consequently, the initial and reweighted
LTS estimators are asymptotically normal. The estimation of their covariance
matrix V (λ) is discussed in detail by Čížek (2011).
2.4 Simulation study
This section contains a simulation study of the finite-sample properties of
some proposed and existing panel-data estimators. The following simula-
tions are meant to investigate the behavior of estimators when the sample
dimensions vary (Section 2.4.1), when errors come from various error distri-
butions (Section 2.4.2), and when different kinds of outlying observations
are present (Section 2.4.3). The reference estimator is the within-group
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estimator β̂(LS,mean)nT . Other estimators under consideration are the LS, LTS
with the maximum amount of trimming (see Theorem 1), WGM and WMS
of Bramati and Croux (2007), REWLS, and RLTS estimators subject to two
data transformations T ∈ {med, P∆} (the first-difference transformation
is omitted as it is inferior to the pairwise-difference transformation). Note
that the LTS with the maximum amount of trimming serves as an initial
estimator for all two-step estimators (i.e., for RLTS, REWLS, and WGM).











i = 1, · · · , n, t = 1, · · · , T, (2.16)
where the εit’s are independent and identically distributed according to
some distribution H. The parameters of interest are chosen β = (1, 0,−1)>
(without loss of generality for all regression equivariant estimators). The
unobservable individual effects αi depend on ηi ∼ U(0, 12) and on the
covariates xit through γ = (2, 2, 2)>, where γ and the distribution of ηi are
chosen so that the variance of the deterministic and random parts of αi are
equal. Observable covariates xit’s are generated according to
xitk ∼
χ22 − 2 if k = 1,N(0, 1) if k ≥ 2, (2.17)
where xitk denotes the kth component of xit, k = 1, 2, 3, χ22 denotes the
chi-squared distribution with 2 degrees of freedom, and N(0, 1) represents
the standard normal distribution. One asymmetrically distributed variable is
included to avoid an ‘ideal’ completely symmetric design of the experiment.
Simulation experiments are conducted across different sample sizes nT ,
aiming at both short micro-panels and longer macro-panels, with n and
T ranging from (n, T ) = (200, 3) to (n, T ) = (50, 24). The performance
of each estimator is evaluated using S = 1000 simulated samples and is
measured by the mean squared error (MSE): MSE = 1/S
∑S
s=1‖β̂snT −
β‖2, where β̂snT , s = 1, . . . , S, are the estimates for S simulated samples.
Additionally, we also report the power of the (simulated) tests of significance
of individual coefficients Pj = 1/S
∑S










2, z0.975 is the 97.5% quantile of the standard
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Table 2.2: The mean squared errors of all estimators for the linear panel-data
model with normally distributed errors and various sample sizes.
n 50 100 200 50
T 3 4 5 6 12 24
mean LS 0.024 0.012 0.006 0.015 0.012 0.009 0.004 0.002
WMS 0.043 0.019 0.009 0.022 0.017 0.012 0.005 0.002
LS 0.045 0.032 0.025 0.019 0.022 0.012 0.006 0.003
LTS 1.427 1.534 1.584 0.174 0.479 0.139 0.059 0.027
med WGM 0.513 0.475 0.443 0.046 0.100 0.031 0.013 0.006
REWLS 0.592 0.539 0.505 0.043 0.093 0.025 0.008 0.003
RLTS 0.316 0.261 0.221 0.036 0.051 0.020 0.007 0.003
LS 0.024 0.012 0.006 0.015 0.012 0.009 0.004 0.002
LTS 0.138 0.075 0.044 0.079 0.058 0.042 0.013 0.005
P∆ WGM 0.032 0.015 0.008 0.019 0.014 0.011 0.005 0.002
REWLS 0.031 0.013 0.006 0.017 0.013 0.010 0.004 0.002
RLTS 0.028 0.013 0.006 0.016 0.012 0.009 0.004 0.002
normal distribution, and j = 1, 2, 3.
2.4.1 Sample sizes
The performance of the estimators is first evaluated for normal errors,
H ≡ N(0, 1), at different sample sizes: for T fixed and n increasing and
for T increasing while n is fixed. The simulation results are summarized
in Table 2.2 (note that the WMS estimator is included in the table section
“median,” as the program code of WMS supplied by the authors Bramati
and Croux (2007) estimates the fixed effects by the median). The results for
the median transformation confirm that the robust estimators based on this
transformation are not consistent for a fixed number of time periods T , but
are consistent if T →∞. Note that the median-transformation results are
worse for the odd numbers of periods T = 3, 5 than for the even numbers of
periods T = 4, 6 as the median equals to an average of two observations in
the latter case. Such differences are becoming negligible for T ≥ 8. On the
contrary, the WMS estimator – despite estimating the fixed effects – exhibits
small MSEs and performs similarly to or better than LS after the median
transformation.
Next, LTS performs much worse than LS for both transformations,
while all one-step estimators (WGM, REWLS, and RLTS) exhibit much
smaller MSEs and can match the performance of LS if the sample size is
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Table 2.3: The mean squared errors of all estimators for the linear panel-data
model with errors from the standard normal, double exponential, and Student
distributions.
Errors distr. DExp(1) N(0, 1) t3
n 200 75 30 200 75 30 200 75 30
T 3 8 20 3 8 20 3 8 20
mean LS 0.011 0.008 0.008 0.006 0.004 0.004 0.016 0.013 0.012
WMS 0.014 0.009 0.009 0.009 0.005 0.005 0.019 0.013 0.012
LS 0.032 0.011 0.008 0.026 0.007 0.005 0.038 0.015 0.013
LTS 1.643 0.074 0.034 1.587 0.085 0.050 1.656 0.088 0.049
med WGM 0.511 0.023 0.012 0.443 0.018 0.010 0.520 0.025 0.013
REWLS 0.582 0.018 0.009 0.505 0.011 0.006 0.593 0.019 0.009
RLTS 0.242 0.016 0.009 0.221 0.010 0.006 0.250 0.016 0.009
LS 0.011 0.008 0.008 0.006 0.004 0.004 0.016 0.013 0.012
LTS 0.034 0.014 0.008 0.043 0.018 0.011 0.044 0.020 0.011
P∆ WGM 0.010 0.007 0.006 0.008 0.005 0.004 0.012 0.008 0.007
REWLS 0.010 0.007 0.006 0.006 0.004 0.004 0.012 0.008 0.007
RLTS 0.010 0.008 0.007 0.006 0.004 0.004 0.012 0.008 0.007
sufficiently large. Additionally, the REWLS and RLTS estimators, which are
asymptotically equivalent to LS, produce the same MSEs as the within-group
estimator in the samples of 600 or more observations.
2.4.2 Different error distributions
In this subsection, three different distributions H of the error term εit
in (2.16) are considered: the standard normal N(0, 1), the double exponential
distribution DExp(1) with rate 1, and the Student distribution t3 with 3
degrees of freedom, see Table 2.3. The within-group LS estimator is no
longer optimal (although it performs better than WMS) and is slightly
outperformed by one-step robust estimators based on the pairwise differences
in the case of the double-exponential errors and more substantially in the
case of the Student errors (the differences among WGM, REWLS, and RLTS
are practically negligible).
2.4.3 Outliers
The robust properties are now evaluated by including outliers in the data. Let
m be the number of outliers and let Im be the index set of contaminated ob-
servations. Contaminated values of the dependent variable y̌rit ∼ U(−10, 30)
or y̌cit ∼ U(29, 30) and independent variables x̌itk ∼ N(6, 2), (i, t) ∈ Im,
k = 1, 2, 3, result in the following contamination schemes defined by the
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actual values of (xit, yit) for (i, t) ∈ Im. If yit = y̌rit or yit = x>itβ + αi + y̌cit
for (i, t) ∈ Im, we talk about the non-clustered and clustered outliers, re-
spectively. On the other hand, if xit is left unmodified or xit = x̌it, the
contamination schemes are said to contain vertical outliers (VO) or leverage
points (LP), respectively. All non-contaminated data (i, t) 6∈ Im follow
model (2.16)–(2.17) with H ≡ N(0, 1). The total sample size is 210 and is
attained by setting n = 105 and T = 2 or n = 70 and T = 3 and the number
of outliers is set to m = 10 (5% contamination) and m = 42 (20% contami-
nation). Note that outliers are distributed randomly across cross-sectional
units. We therefore report T = 2 and T = 3 to demonstrate the effect of
outliers concentrated within individual units: the fraction of outliers per one
cross-sectional unit is always at least one half (T = 2) or not (T = 3). This
is largely irrelevant for the proposed estimators, but matters for the WGM
and WMS estimators.
The results summarized in Tables 2.4–2.6. The first one documents
that, even if only 5% observations are contaminated, LS can get extremely
biased (actually more than the inconsistent estimators based on the median
transformation). Although the median-based WGM is biased for T = 3 to
the same extent as in the previous experiments without outliers, it delivers
reliable estimates for T = 2. On the other hand, the robust WMS estimator
provides robust results at 5% contamination, but can be severely affected by
20% contamination if T = 2: the large MSE of WMS likely stems from the
fact that the estimation of fixed effects for any contaminated individual is
substantially biased if T = 2 (or in general, if outliers tend to be concentrated
within particular individuals as discussed by Bramati and Croux (2007)). On
the contrary, the proposed robust estimators are not substantially affected by
any type of contamination. Similarly to experiments discussed in previous
sections, there are no substantial differences among the one-step robust
estimators.
The next Tables 2.5–2.6 display the biases and the simulated powers
and sizes of the significance tests for the coefficients β1 = 1 and β2 = 0,
respectively, in the presence of 20% outliers. In the case of LS, one observes
that the vertical outliers lead to the loss of power due to large variances,
whereas the leverage points cause substantial biases. The biases and loss
of power are also visible in the case of WMS for T = 2 with leverage
points. The median-based WGM method also exhibits substantial biases,
but for T = 3. Finally, the proposed estimators based on the pairwise
difference transformation do not exhibit substantial biases (the “worst” cases
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Table 2.4: The mean squared errors of all estimators for the linear panel-data
models with T = 2 and T = 3 in the presence of 5% or 20% scattered and clustered
outliers coming from U(−10, 30) and U(29, 30) distributions. Contamination
denoted ‘VO’ and ‘LP’ refers to outlying observations being vertical outliers and
leverage points, respectively.
(n, T ) Non-clustered outliers Clustered outliers
VO LP VO LP
5% 20% 5% 20% 5% 20% 5% 20%
(105, 2) mean LS 0.247 0.961 3.733 5.663 1.032 3.338 6.262 8.096
WMS 0.053 0.185 0.067 2.684 0.056 2.247 0.060 8.042
LS 0.247 0.961 3.733 5.663 1.032 3.338 6.262 8.096
LTS 0.158 0.123 0.160 0.140 0.162 0.094 0.169 0.087
med WGM 0.037 0.065 0.040 0.093 0.033 0.037 0.035 0.038
REWLS 0.035 0.068 0.044 0.116 0.030 0.036 0.032 0.039
RLTS 0.033 0.073 0.040 0.186 0.029 0.036 0.030 0.039
LS 0.251 0.968 3.738 5.668 1.046 3.379 6.262 8.094
LTS 0.151 0.122 0.163 0.137 0.161 0.090 0.168 0.087
P∆ WGM 0.037 0.066 0.041 0.093 0.033 0.037 0.035 0.038
REWLS 0.037 0.069 0.046 0.115 0.032 0.038 0.034 0.041
RLTS 0.034 0.074 0.042 0.171 0.031 0.037 0.031 0.040
(70, 3) mean LS 0.171 0.654 2.585 5.312 0.654 2.331 6.040 8.017
WMS 0.061 0.107 0.068 0.118 0.067 0.093 0.070 0.088
LS 0.182 0.608 3.112 5.842 0.554 1.903 6.314 8.243
LTS 1.521 1.642 1.466 1.401 1.494 1.559 1.546 1.509
med WGM 0.491 0.562 0.482 0.474 0.466 0.431 0.452 0.444
REWLS 0.572 0.653 0.557 0.530 0.529 0.479 0.553 0.514
RLTS 0.262 0.252 0.288 0.309 0.261 0.223 0.216 0.327
LS 0.171 0.658 2.584 5.316 0.658 2.346 6.041 8.017
LTS 0.097 0.078 0.102 0.086 0.098 0.050 0.098 0.045
P∆ WGM 0.023 0.042 0.026 0.054 0.022 0.022 0.022 0.021
REWLS 0.021 0.045 0.032 0.077 0.020 0.023 0.019 0.021
RLTS 0.021 0.048 0.030 0.136 0.020 0.022 0.019 0.021
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Table 2.5: The biases (upper rows) and powers (lower rows) of all estimators for the
linear panel-data models with T = 2 in the presence of 20% scattered and clustered
outliers coming from U(−10, 30) and U(29, 30) distributions. Contamination
denoted ‘VO’ and ‘LP’ refers to outlying observations being vertical outliers and
leverage points, respectively.
(n, T ) = (105, 2) Non-clustered outliers Clustered outliers
VO LP VO LP
β1 β2 β1 β2 β1 β2 β1 β2
mean LS 0.202 0.028 -0.172 -1.411 0.006 0.018 0.659 1.931
0.730 0.052 0.942 0.760 0.364 0.047 0.412 1.000
WMS 0.019 0.010 -0.228 -0.992 0.009 -0.004 0.674 1.919
0.999 0.053 1.000 0.416 0.470 0.063 0.286 0.998
LS 0.202 0.028 -0.172 -1.411 0.006 0.018 0.659 1.931
0.730 0.052 0.942 0.760 0.364 0.047 0.412 1.000
LTS 0.002 0.007 -0.015 -0.049 -0.005 -0.008 0.002 -0.000
1.000 0.052 1.000 0.061 1.000 0.056 0.999 0.046
med WGM 0.000 0.007 -0.035 -0.111 -0.002 -0.005 0.002 -0.004
1.000 0.053 1.000 0.096 1.000 0.054 0.999 0.031
REWLS -0.000 0.006 -0.033 -0.117 -0.002 -0.005 0.002 -0.004
1.000 0.057 1.000 0.090 1.000 0.050 0.999 0.033
RLTS -0.000 0.007 -0.051 -0.187 -0.002 -0.005 0.002 -0.004
1.000 0.057 1.000 0.126 1.000 0.050 0.999 0.034
LS 0.201 0.030 -0.172 -1.412 0.008 0.013 0.660 1.931
0.721 0.055 0.941 0.752 0.361 0.048 0.413 1.000
LTS -0.000 0.007 -0.016 -0.054 -0.003 -0.007 0.001 -0.001
1.000 0.051 1.000 0.060 1.000 0.053 0.999 0.045
P∆ WGM 0.000 0.007 -0.036 -0.113 -0.002 -0.005 0.002 -0.004
1.000 0.052 1.000 0.102 1.000 0.054 0.999 0.030
REWLS 0.000 0.007 -0.032 -0.113 -0.003 -0.004 0.003 -0.003
1.000 0.061 1.000 0.087 1.000 0.051 0.999 0.031
RLTS 0.000 0.008 -0.047 -0.175 -0.002 -0.004 0.003 -0.003
1.000 0.051 1.000 0.119 1.000 0.050 0.999 0.034
are REWLS and RLTS in the case with non-clustered leverage points)
and the test sizes and powers Pj are close to the ideal values 0.05 and
1.00, respectively, in almost all cases (the exception is RLTS in the case of
non-clustered leverage points).
2.5 An empirical application
In this section we illustrate the proposed methods by means of an empirical
application. We consider the wage equation example as studied in Cornwell
and Rupert (1988). The data set is drawn from the Panel Study of Income
Dynamics (PSID) and consists of 595 individuals observed in years 1976–
1982 (i.e., T = 7). In particular, the logarithm of wage is regressed on
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Table 2.6: The biases (upper rows) and powers (lower rows) of all estimators for the
linear panel-data models with T = 3 in the presence of 20% scattered and clustered
outliers coming from U(−10, 30) and U(29, 30) distributions. Contamination
denoted ‘VO’ and ‘LP’ refers to outlying observations being vertical outliers and
leverage points, respectively.
(n, T ) = (70, 3) Non-clustered outliers Clustered outliers
VO LP VO LP
β1 β2 β1 β2 β1 β2 β1 β2
mean LS 0.200 -0.010 -0.201 -1.359 -0.001 0.002 0.653 1.929
0.881 0.058 0.973 0.792 0.471 0.044 0.538 1.000
WMS 0.003 -0.004 -0.013 -0.054 0.009 -0.003 0.011 0.020
1.000 0.073 1.000 0.083 1.000 0.070 1.000 0.070
LS 0.260 -0.013 -0.058 -1.359 0.101 -0.012 0.811 1.965
0.899 0.054 0.951 0.798 0.484 0.051 0.173 1.000
LTS 0.891 -0.002 0.712 -0.012 0.848 0.001 0.929 0.046
0.067 0.055 0.159 0.070 0.084 0.052 0.037 0.124
med WGM 0.496 -0.007 0.316 -0.072 0.409 0.001 0.581 0.165
0.996 0.056 0.997 0.148 1.000 0.044 0.999 0.479
REWLS 0.563 -0.004 0.363 -0.057 0.459 -0.000 0.623 0.154
0.857 0.050 0.961 0.089 0.973 0.052 0.971 0.377
RLTS 0.216 -0.007 0.125 -0.074 0.191 0.000 0.453 0.175
0.986 0.052 0.999 0.090 0.998 0.049 0.760 0.372
LS 0.201 -0.009 -0.201 -1.361 -0.000 0.001 0.653 1.928
0.883 0.062 0.973 0.791 0.468 0.043 0.534 1.000
LTS -0.006 0.005 -0.007 -0.014 0.003 -0.004 -0.000 -0.002
1.000 0.047 1.000 0.053 1.000 0.053 1.000 0.050
P∆ WGM 0.000 -0.004 -0.017 -0.060 0.001 -0.001 0.002 -0.003
1.000 0.057 1.000 0.068 1.000 0.049 1.000 0.047
REWLS -0.001 -0.004 -0.015 -0.065 0.002 -0.001 0.001 -0.003
1.000 0.050 1.000 0.064 1.000 0.048 1.000 0.051
RLTS 0.001 -0.006 -0.032 -0.129 0.002 -0.001 0.002 -0.003
1.000 0.052 1.000 0.106 1.000 0.046 1.000 0.051
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Table 2.7: Fixed-effects estimates and their standard errors (in brackets) for the
wage data from the Panel Study of Income Dynamics in the period 1976–1982.
Dependent variable is the logarithm of wage. Note: the results for the WMS
estimator are taken from Baltagi and Bresson (2011).
Transformation mean med P∆
Estimator: LS WMS WGM LTS REWLS RLTS
EXPSQ -0.0004 -0.0005 -0.0003 -0.0002 -0.0004 -0.0004
(0.0001) — — (0.0008) — (0.0000)
EXP 0.1132 0.1105 0.1015 0.0982 0.1058 0.1084
(0.0025) — — (0.0409) — (0.0019)
WKS 0.0008 0.0020 -0.0006 -0.0003 0.0009 0.0013
(0.0006) — — (0.0046) — (0.0004)
OCC -0.0215 -0.0224 -0.0037 -0.0023 -0.0172 -0.0237
(0.0138) — — (0.2420) — (0.0107)
IND 0.0192 -0.0177 -0.0080 0.0161 0.0043 0.0029
(0.0154) — — (0.3708) — (0.0119)
SOUTH -0.0019 -0.0975 -0.0617 -0.0654 -0.0398 -0.0139
(0.0343) — — (0.1488) — (0.0316)
SMSA -0.0425 -0.0209 -0.0137 -0.0328 -0.0201 -0.0162
(0.0194) — — (0.1001) — (0.0164)
MS -0.0297 0.0345 -0.0185 -0.0006 -0.0155 -0.0202
(0.0190) — — (0.4369) — (0.0142)
UNION 0.0328 0.0363 0.0101 0.0074 0.0109 0.0073
(0.0149) — — (0.1043) — (0.0123)
the available time-varying variables: work experience (EXP), weeks worked
(WKS), occupation (OCC = 1 if the individual has blue-collar occupation),
industry (IND = 1 if the individual works in a manufacturing industry),
residence (SOUTH = 1 and SMSA = 1 if the individual resides in the South
or in a standard metropolitan area, respectively), marital status (MS = 1
if the individual is married), and the union coverage (UNION = 1 if an
individual’s wage is set by a union contract); see Cornwell and Rupert (1988)
for a more detailed description of the data set. Note that, given the presence
of many explanatory variables (including categorical ones), this empirical
application seems to be sufficiently complex to analyze the applicability
of the proposed estimators to real applications, in particular of the LTS
and RLTS estimators. (The LTS estimation routine has been adjusted so
that the subsampling algorithm does not break down in samples with many
discrete variables.)
Results are reported in Table 2.7, where the standard errors represent
the asymptotic standard deviations of estimates computed using Theorem
2 under the assumption of homoscedasticity. The estimated percentages
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of adaptive trimming for REWLS and RLTS are roughly equal to 10%,
that is, hnT/nT (T) ≈ 90%. For those estimators for which we compute
standard errors, RLTS yields more accurate estimates than the within-group
LS estimator in all cases (while LTS exhibits large standard errors). The
signs and magnitudes of estimates are similar across LS, WMS, REWLS,
and RLTS for several variables such as the experience and its square. On
the other hand, the conclusions differ significantly for other variables. For
example, the number of weeks worked WKS does not seem to be significant
given the LS estimates, but it is significantly positive given the RLTS output;
the local dummy SMSA is significant in LS, but is insignificant in RLTS as
the robustly estimated coefficient is almost three times smaller in absolute
value than the LS coefficient. Finally, it is interesting to note that the
marriage variable MS seems to have an expected negative effect on the wages
judging by the LS and all one-step robust estimates, but WMS estimates
a positive effect of this variable. We can thus conclude that the proposed
estimators, in particular RLTS here, provide both more robust and more
precise estimates.
2.6 Concluding remarks
The present study examines the parameter estimation in fixed-effects panel
data models with a fixed number of time periods from the point of view of
robust statistical procedures. To achieve consistent estimators, we propose
the pairwise-difference data transformation and then apply two robust es-
timators: LTS followed by various data-adaptive reweighted LS and LTS
methods. For a given data transformation, all methods achieve the same
breakdown point and have similar finite-sample performance; the asymptotic
distribution could be however provided only in the case of LTS and RLTS.
The benefits of the pairwise-difference transformation are, for example, the
breakdown point 1/4 or more irrespective of the number of time periods
T and good finite-sample performance of robust estimators based on this
transformation. This could motivate its further study in the context of
panel data models as it can be readily applied to many extensions of the
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2.A Proofs
Proof of Lemma 1: Since the LTS estimator is regression, affine, and
scale equivariant (Rousseeuw and Leroy, 1987, Lemma 3 in Chapter 3), we
only have to verify that the data-transformations – the first- and pairwise-
differencing – do not affect the regression, affine, and scale transformations.
For any s ∈ N , this directly follows from ∆s(cyit) = c∆syit, ∆s(yit +x>itv) =
∆syit + (∆
sxit)
>v, and ∆s(x>itA) = (∆sxit)>A. 
Proof of Theorem 1: Before applying the LTS estimator, data are
subject to the differencing transformations (2.6) or (2.7), which generate
nT (T) = n(T − 1) or nT (T) = nT (T − 1)/2 transformed observations, respec-
tively. With these transformations, the worst case scenario occurs when
aberrant observations are located so that each single outlier contaminates
always min{2, T − 1} (first-differencing) or T − 1 (pairwise-differencing)
differentiated observations. Hence given m outliers in the original sample,
the number of outliers after the first- and pairwise-differencing will be at
most min{2, T − 1}m and (T − 1)m, respectively.
At the same time, the breakdown point of LTS with the trimming
constant hnT equals (nT (T)−hnT )/[nT (T)] if hnT ≥ (nT (T) +p+1)/2 (Vandev
and Neykov, 1998). LTS thus breaks down only if the number of outliers
exceeds nT (T) − hnT . In the case of the first differences, this means that
LTS breaks down if min{2, T − 1}m > nT (T) − hnT , implying that the
breakdown point of the proposed panel-data LTS estimator is greater or
equal to (nT (T) − hnT )/[min{2, T − 1}nT ] = {(nT (T) − hnT )/[2nT (T)]} ·
{(2(T − 1))/(min{2, T − 1}T )}. The limit claim of the theorem follows from
limn→∞(nT
(T) − hnT )/(2nT (T)) = (1− λ)/2.
In the case of the pairwise differences, each outlier can contaminate
at most T − 1 pairwise differences. If this is true for every outliers, LTS
breaks down if (T − 1)m > nT (T) − hnT , implying that the breakdown point
equals (nT (T) − hTn)/[nT (T − 1)] = (nT (T) − hnT )/(2nT (T)) (in general, the
breakdown point will be larger or equal to this bound).
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The number of pairwise differences contaminated by one outlier decreases
as the number of outliers per one cross-sectional unit increases. Thus, m
outliers contaminate the largest number amount of pairwise differences if
each cross-sectional unit contains the same amountm1 of outliers (or possibly
m1− 1 if m is not a multiple of n). The number of contaminated differences
per unit is then at most (T−1)+. . .+(T−m1) = [T (T−1)−(T−m1)(T−m1−
1)]/2, and if its n-multiple is larger than nT (T)−hnT = nT (T−1)/2−hnT , the
LTS estimator breaks down. For a given hnT , LTS thus breaks down if hnT >
n(T −m1)(T −m1−1)/2, where m1 = dm/ne. Solving for the largest m and
m1 satisfying no-breakdown condition 2hnT/n ≤ (T−m1)(T−m1)−(T−m1)
leads to T −m1 ≥ 1/2 +
√
2hnT/n+ 1/4, m1 ≤ T − 1/2−
√
2hnT/n+ 1/4,
and m ≤ nbT − 1/2−
√
2hnT/n+ 1/4c. Hence, LTS does not break down if
m/nT ≤ bT−1/2−
√
2hnT/n+ 1/4c/T , where the right-hand side converges
to bT − 1/2−
√
2λT (T) + 1/4c/T for n→∞. 
Proof of Theorem 2: Assumption A allows us to apply the results of
Čížek (2010) to RLTS. Its objective function can be almost surely written
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As the sequence r2i (β) is T (T)-dependent, the proof of consistency in Čížek
(2010, Theorem 3) applies also to RLTS estimate β̂(RLTS,T)n .
To derive the asymptotic distribution, note that the results for the
cross-sectional LTS estimator of Čížek (2010) can be applied for any fixed
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For example, the first-order conditions for minimizing Snt(β) following from




0)− 2{Qt(λ) + Jt(λ)}
√
n(β̂(RLTS,T)n − β0) + op(1)
as n→∞, where S ′nt(β) denotes the derivative wrt. the parameter vector
β, Qt(λ) = E[x̃itx̃>itI(r
(T),2
it (β











n(β̂(RLTS,T)n − β0) + op(1).
Since
∑T (T)
t=1 {Qt(λ) + Jt(λ)} = Q(λ) + J(λ), we only have to derive the the
asymptotic distribution of S ′n(β0)/2 as rewriting yields
√
n(β̂(RLTS,T)n − β0) = {Q(λ) + J(λ)}−1S
′
n(β
0)/2 + op(1). (2.18)
Because S ′n(β0) = (Ip, . . . , Ip)(S
′
n1(β
0)>, . . . , S
′
nT(β
0)>)>, where the last
vector is independent and identically distributed, we can apply the central
limit theorem to S ′n(β0)/2 as in the proof of Čížek (2010, Theorem 3),
from equation (18) on, to find out that S ′n(β0)/2 is asymptotically normally
distributed with variance matrix
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Robust estimation of dynamic
fixed-effects panel data models1
3.1 Introduction
In this paper, the robust estimation of dynamic panel data models with
fixed effects is considered, which have proven to be very attractive models in
empirical applications. An important advantage of these models is that they
allow to disentangle the persistent component due to the (time-invariant)
unobserved heterogeneity from the one based on the dynamic behavior. The
related literature is fairly extensive and dates back to more than sixty years
ago — for an overview, see among others Harris et al. (2008). Unfortunately,
almost all literature focuses on the models assuming that data are free of
outlying or aberrant observations. This is often not the case in reality, not
even in relatively reliable macroeconomic data as documented in Zaman
et al. (2001). This issue is even more important in the case of panel data,
where erroneous observations can be masked by the complex structure of
the data.
Despite its relevance, the study of robust techniques for panel data seems
to be rather limited. Few contributions are available for static models and
even fewer for the dynamic setting. Lucas et al. (2007) concentrates on
constructing the generalized method of moment estimator with a bounded
influence function. Galvao (2011) proposes to estimate the model using
quantile regression techniques. Both these procedures focus on methods that
are only locally robust. On the contrary, Dhaene and Zhu (2009) propose a
1This chapter is based on Aquaro M., and P. Čížek (2012), Robust estimation of
dynamic fixed-effects panel data models, Working Paper.
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median-based robust estimator that is globally robust and has sufficiently
good behavior in non-contaminated data. This estimator is based on the
median ratio of two consecutive pairs of the first-differenced data.
The aim of this paper is to extend the median-based estimator of Dhaene
and Zhu (2009) by means of the multiple pairwise difference transformation
to obtain a robust estimation with as good finite-sample performance as
the commonly used non-robust estimators such as the one by Blundell and
Bond (1998). The pairwise difference transformation has been previously
used in the robust statistics, for example, by Stromberg et al. (2000) and
Aquaro and Čížek (2013), who first create all possible pairwise differences
of the available data and then apply a robust estimation technique on the
set of all differences. Contrary to those existing applications, we apply
the pairwise differencing on dependent data (time series), which prevents a
straightforward application of the concept. Therefore, we first generalize the
results of Dhaene and Zhu (2009) for a generic sth difference transformation,
s ∈ N . Next, we combine multiple pairwise differences by means of the
generalized method of moments (GMM) to estimate the parameter of interest
more precisely. Finally, the robustness properties of the transformation for
various sth differences are studied and used to choose the ones that do not
lessen the robustness of the original estimator.
The paper is organized as follows. In Section 3.2, the new estimator in
introduced and its asymptotic distribution is derived. Its robust properties
are studied in Section 3.3. We present results of the Monte Carlo simulations
in Section 3.4. The proofs are in the Appendix.
3.2 Estimator
Consider the dynamic panel data model
yit = αyit−1 + ηi + εit (t = 1, . . . , T ; i = 1, . . . , n), (3.1)
where yit is the response variable, ηi is the unobservable fixed effect, and εit
represents the idiosyncratic error. To guarantee the stationarity of the data
following the model, |α| < 1 is assumed. The time dimension T can be fixed
and possibly rather small (i.e., it does not have to increase with the sample
size), and consequently, fixed or stochastic effects ηi are nuisance parameters,
which cannot be consistently estimated. We concentrate on the estimation
of this simple dynamic model as the main difficulty lies in the estimation of
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the autoregressive parameter α and the extension of the discussed estimators
to a model including exogenous covariates is straightforward (see Dhaene
and Zhu, 2009, Section 4.1).
We will consider model (3.1) under the following assumptions:
A.1 Errors εit are assumed to be independent across i = 1, . . . , n and
t = 1, . . . , T and to possess finite second moments. Errors {εit}Tt=1 are
also independent of the fixed effects ηi.
A.2 The sequences {yit}Tt=1 are time stationary for all i = 1, . . . , n. In
particular, the first and second moments of yit conditional to ηi do not
depend of time.
A.3 Let εit ∼ N(0, σ2i ) for all i = 1, . . . , n and t = 1, . . . , T .
First, note that no assumptions are made about the unobservable fixed
effects ηi except for A.1. The errors εit are also not required to follow the
same distribution across cross-sectional units i. Although we derive the
results under the normality of the errors, see Assumption A.3, the estimator
is consistent as long as the joint distribution of errors {εit}Tt=1 is elliptically
contoured (see Dhaene and Zhu, 2009, Section 4.2). Next, the stationarity
Assumption A.2 is used not only by the discussed robust estimators, but
also by frequently applied GMM estimators such as Blundell and Bond
(1998). Finally, despite the fact that asymptotic properties are derived
under heteroskedasticity, the assumption of homoskedasticity of the error
σ2i = σ
2 for i = 1, · · · , n will be needed to derive the robustness properties
in Section 3.3.
The generalization of the estimator by Dhaene and Zhu (2009) will now be
derived. Let ∆s denote the sth difference operator, that is, ∆sυt := υt−υt−s
(cf. Abrevaya, 2000; Aquaro and Čížek, 2013). Given model (3.1), it holds
under stationarity for s, q, p ∈ N that
E(∆syit|∆pyit−q) = rj∆pyit−q, (3.2)
where the triplet j = (s, q, p)′ and rj are independent of i and t, max{s, p+






see for instance Bain and Engelhardt (1992, Theorem 5.4.6). For the sake of
simplicity, we will assume that s < p+ q.
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Next, equation (3.2) implies that the variables ∆syit − rj∆pyit−q and
∆pyit−q are uncorrelated, and by Assumption A.3, that they are independent
and symmetrically distributed around zero. It follows that
E[sgn(∆syit − rj∆pyit−q) sgn(∆pyit−q)] = 0, (3.4)















; t = p+ q + 1, . . . , T ; i = 1, . . . , n
}
. (3.6)
To relate this estimator to the autoregressive coefficient α, it is possible to
derive under Assumption A.1–A.2 that the correlation coefficient rj in (3.3)
is equal to
rj =
αq − αq+p − α|s−q| + α|s−p−q|
2(1− αp)
(3.7)
(see its derivation in the Appendix 3.A). This last equality can be rewritten
more conveniently as
gj(α) = 2(1− αp)rj − αq + αq+p + α|s−q| − α|s−p−q| = 0. (3.8)
Dhaene and Zhu (2009) propose to estimate α by transforming (3.1)
using the first difference, that is, by setting s, q, and p in (3.5) all equal to
one. Then α ∈ (−1, 1) is identified by g111(α) = (1− α)(2r111 + 1− α) = 0,
where g111(α) depends on data only via the median r111. The Dhaene and
Zhu (DZ) estimator α̂n then simply equals to 2r̂n111 + 1 and it was proved to
be consistent and asymptotically normal (Dhaene and Zhu, 2009, Lemma 1).
To increase the precision of the estimation and possibly the robustness of
the method, we propose to extend the DZ estimator by allowing for multiple
differences. The full set of moment conditions in (3.8) can be written as
g(α) = 0, (3.9)
where g(α) = (gj(α))j∈J and a fixed finite set J contains all triplets
j = (s, q, p)′ that are considered in estimation. The DZ estimator corresponds
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then to the special case J = {(1, 1, 1)′}. A set J with good robust properties
will be constructed later in Section 3.3.
Since all equations in (3.9) have to be satisfied simultaneously, the
parameter α is estimated by the generalized method of moments procedure:




where gn(c) = (gnj(c))j∈J is the sample analog of g(α) and corresponds
to (3.8) with rj being replaced by r̂nj defined in (3.6). The weighting matrix
An has to be positive definite. Its simplest choice can be proportional to
the number of observations available for the estimation of each moment
equation: An = A = diag{(T − p − q)/T}. The optimal choice of the
GMM weighting matrix A, which can be constructed only after an initial
estimate of α is available, generally equals the inverse of the variance of
gn(α). However, unreported simulation results show that the estimate of
such optimal weighting matrix is inaccurate due to its size and complexity,
and this results in a poor performance of (3.10).
The estimator defined in equation (3.10) will be referred to as the pairwise-
difference DZ (PD-DZ) estimator. Its asymptotic distribution is derived
in the following theorem using the following standard assumption on the
weighting matrix An. Note that we formulate the result for the simplicity
of notation for a fixed T , but it can be derived also for T →∞.
A.4 Assume that An
p→ A and A is positive definite.
Theorem 3. Suppose that Assumptions A.1–A.4 hold. Let (1, 1, 1)′ ∈ J
and d := ∂g(α)/∂α, where α represents the true parameter value. Then for
a fixed T and n→∞, α̂n is consistent and asymptotically normal,
√
n(α̂n − α)→ N(0, w), (3.11)
where w = (d′Ad)−1d′AV Ad(d′Ad)−1 and V is defined in (3.35) in
Lemma 2.
3.3 Robustness properties
There are several measures of robustness. In the literature, they are usu-
ally divided in two main concepts, depending whether the sensitivity of an
estimator to a finite (large) contamination of the data is studied (global
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or quantitative measures of robustness) or whether the sensitivity of an
estimator to an infinitesimal contamination of the data is analysed (local or
qualitative measures of robustness).
More formally, let Z be the set of all possible samples Zα = {zit} following
model (3.1) and let Zε,ζ = {zεit} be a contaminating sample following a fixed
data-generating process, where the index ε of Zε,ζ indicates the probability
that an observation in Zε,ζ is equal to ζ 6= 0. The observed contaminated
sample is Zα + Zε,ζ = {zit + zεit}. Similarly to Dhaene and Zhu (2009),
we consider the contamination by independent additive outliers and the
contamination by patches of additive outliers. The former is defined as
Z1,ε,ζ = {zεit}, P (zεit 6= 0) = ε1, P (zεit ≤ u|zεit 6= 0) = Gζ(u), (3.12)
where the distribution Gζ with a parameter ζ could be left fully general
but otherwise we consider a point mass distribution. The contamination by
patches of k additive outliers is defined as
Z2,ε,ζ,k = {ζ · I(νεit = 1 or . . . or νεit−k+1 = 1)}, (3.13)
where νεit follows the Bernoulli distribution with the parameter ε2 such that
(1− ε2)k = ε1. Additionally, a third contamination scheme Z3,ε,ζ,k = {zεit} is
considered, where
zεit =
ait−l(−1)l if the smallest index l ≥ 0 with νεit−l = 1 satisfies l ≤ k − 10 otherwise,
(3.14)
where Pr (ait−l = ζ) = 1/2 and Pr (ait−l = −ζ) = 1/2 and where νεit is defined
as in Z2,ε,ζ,k. Note that (3.13) and (3.14) are a special cases of a more general
type of contamination Z4,ε,ζ,k = {zεit}, where
zεit =
ait−l(−ρ)l if the smallest index l ≥ 0 with νεit−l = 1 satisfies l ≤ k − 10 otherwise,
(3.15)
where 0 ≤ ρ ≤ 1. We are not analysing this most general case and concen-
trate instead on the most extreme cases of ρ = 1 and ρ = −1 as they can
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arguably bias the estimate most.
Before formally analyzing the robust properties of the PD-DZ estimator,
note first that the median in (3.6) protects against outlying values of the
ratio ∆syit/∆pyit−q but not, in general, against large values of yit. In other
words, suppose that one observation yζit−l is contaminated, y
ζ
it−l = yit−l + ζ,
and ζ = +∞. Then the ratio ∆syit/∆pyit−q becomes infinite in absolute
value if l = 0, it becomes zero if l = p+ q or l = q 6= s, and it can become
−1 if l = s = q. To protect against outliers, 0, −1, and ±∞ have to be
outside or at the boundary of the rj domain. As α ∈ (−1, 1), rj in (3.7)
attains negative, zero, and positive values for various values of α and thus 0
lies inside of its domain if s 6= q or s 6= p+ q. Such values should thus not
be considered if a positive breakdown point is required. Assuming s < p+ q









Additionally, there should ideally be a one-to-one correspondence between
the values of parameter α and the values of rj in (3.16). Otherwise if α1 6= α2
lead to the same value of rj , estimates could be easily biased from α1 to α2.
For this reason, the power s of α in equation (3.16) has to be odd. Moreover,
p has to be odd as well. As shown in Section 3.3.2, estimates of r̂nj given
in Equation (3.6) become extremely sensitive to infinitesimal amount of
contamination when they are computed by using also differences where p
is even. Together with the constraint s = q (i.e., assuming s < p + q for
simplicity), this results in the following choices of s, p, and q to be considered
in the analysis of the breakdown point: s = q and s and p are odd, that is,
Jo = {(s, q, p)′ : s = q; s, p are odd}. Finally, note that for simplicity the
robustness of the proposed estimator is studied in a setting where errors are
homoskedastic, σ2i = σ2 for all i = 1, · · · , n.
This section is organized as follows. First, the breakdown point of the
estimates r̂nj for j = (s, s, p)′ ∈ Jo is analyzed (Section 3.3.1). Next, the
sensitivity of the estimates r̂nj to infinitesimal amount of contamination
is studied (Section 3.3.2). Finally these results are extended to the GMM
estimator in (3.10) (Section 3.3.3).
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3.3.1 Asymptotic Breakdown point of the individual
estimator r̂nj























(a) s = 1























(b) s = 3
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(d) s = 7
Figure 3.1: Breakdown point of r̂j , j = (s, s, p)′ ∈ Jo, under contamination
Z1,ε,ζ by independent additive outliers.
One of the traditional measures of the global robustness of an estimator
is the breakdown point. It can be defined as the smallest fraction of the
data that can be changed in such a way that the estimator will not reflect
any information concerning the remaining (non-contaminated) observations.
Let T denote a generic estimator of an unknown parameter θ. Similarly
to Dhaene and Zhu (2009), the breakdown point will be defined using the
limit of T (ZθnT ) of θ evaluated at samples ZθnT + Z
I,ε,ζ
nT of size (n, T ), where
the samples ZθnT = {zit}
n, T
i=1,t=1 follow model (3.1), where Z
I,ε,ζ
nT represents
contaminating samples following one of the data-generating process I = 1, 2, 3
in (3.12)–(3.14) fully determined by a parameter ζ and the probability ε of
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(d) s = 7
Figure 3.2: Breakdown point of r̂j , j = (s, s, p)′ ∈ Jo, under contamination
Z2,ε,ζ,k by patch additive outliers, length of the path k = 6.
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data contamination, and where ZθnT + Z
I,ε,ζ
nT = {zit + zεit}ni=1, Tt=1. Denoting
the limit T (Zθ +ZI,ε,ζ) = plimn→∞ T (ZθnT +Z
I,ε,ζ
nT ), the breakdown point ε
∗











T (Zθ + ZI,ε,ζ) = inf
ζ




The breakdown point thus characterizes the smallest fraction of contam-
ination that will drive the estimator T (Zθ + ZI,ε,ζ) to c, where the data
contamination ZI,ε,ζ , I = 1, 2, 3, is allowed to be defined by any value
of parameter ζ, but it follows one of the proposed data-generating pro-
cess (3.12)–(3.14).
More than one definition of breakdown point has been proposed in
the literature (see Davies and Gather, 2005, and references therein). The
definition in (3.17) was originally suggested by Genton and Lucas (2003) and
it has been criticized mainly for two reasons, see Davies and Gather (2005).
Firstly, it depends on the type of contamination, in this case ZI,ε,ζ . It has
been argued that, contrary to (3.17), the breakdown point of an estimator
should be derived independently of the process underling the contamination
of the data. Secondly, for some data contamination it may lack of a finite
sample analogue as its “continuous formulations do not approximate the
discrete world of statistics” (Davies and Gather, 2005, rejoinder, second
paragraph).
Despite these criticisms, the definition in (3.17) continues to be used,
especially in some nonlinear models and models under dependence, see
among others Azzalini and Genton (2008), Dhaene and Zhu (2009), Muler
et al. (2009), and Čížek (2012). The reason is that there is no exhaustive
definition in the literature, especially for models like the one in (3.1). This
point can be illustrated by means of the so-called “classical definition” as
presented in Davies and Gather (2005, Eq. (2.4)). This states that the
asymptotic breakdown point ε∗ of an estimator T of θ is defined as













where D(·, ·) is an appropriately chosen metric and Zε is the set of all
possible data contaminations — not just those proposed in (3.12)–(3.14).
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Cases where the support of the estimator is bounded, T ∈ (a, b), a, b ∈ R,
are easily accommodated in (3.18) by choosing D : [a, b] → R such that
D
(
T (Zθ), T (Zθ + Zε,ζ)
)
→∞⇔ T (Zθ + Zε,ζ)→ c, where c is one of the
parameter space boundaries, c = a or c = b.
The limitation of the classical definition (3.18) is its inapplicability to
cases where the estimator breaks down to a point within the domain of the
estimator. For instance, consider the ordinary least squares (OLS) estimator
of an autoregressive time series model of order 1,
yt = φyt−1 + εt (t = 2, · · · , T ),
with bounded parameter space φ ∈ (−1, 1) and with error terms independent
of each others. Even in the case where only one observation is contami-
nated yζ1 = y1 + ζ, the OLS estimate based on the contaminated sample
(yζ1, y2, · · · , yT )′ will φ̂(OLS) → 0 as ζ → ∞. However, the fact that the
estimator is totally determined by the contamination is not captured as
break down behavior under the classical definition.
Similarly, let us consider the bias toward zero caused by independent
additive outliers in model (3.1) to the estimator (3.10). Despite the fact
that the estimator “collapses” to zero and becomes totally uninformative
because of the contamination (see Theorem 4), the estimator is not said to
have broken down according to (3.18).
To the best of our knowledge, no definition of breakdown point proposed
in the literature is free from criticisms under any possible type of data
contamination and any model specification. In this paper, we use (3.17)
restricting the analysis to three of the most representative data contamina-
tions (3.12)–(3.14).
As a final remark, let us show that the two definitions (3.17) and (3.18)
are mutually linked under the three data contaminations (3.12)–(3.14). As
mentioned before, this is certainly the case for breakdown of α̂PD−DZ to the
boundaries of the parameters space ±1 (see Theorems 5 and 6). Similarly,
the “collapsing” behavior of the estimator to c = 0 due to independent
additive outliers (Theorem 4) has the same properties as breakdown to the
boundary of the parameter space under the classical definition: if the amount
of contamination increases above a certain level ε∗(α̂PD−DZ (Zα + Z1,ε,ζ)),
then α̂PD−DZ can be made arbitrarily close to zero. Hence, c = 0 acts as
boundary of the parameter space of |α|. Note: the fact that the estima-
tor collapses to zero rather than to another point on the support of α is
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guaranteed by Theorem 1 in Dhaene and Zhu (2009), which is applicable to
the general PD-DZ estimator, and which states that independent additive
outliers (i) the bias of α̂PD−DZ due to contamination has opposite sign to α,
(ii) the bias is bounded in absolute value between zero and |α|, and (iii) the
bias in absolute value is increasing with |α| on (0, 1).
The following results concerning the breakdown point of r̂j are gener-
alizations of Theorems 5 and 8 of Dhaene and Zhu (2009). The first one
characterizes the breakdown behavior under the independent-outlier con-
tamination, whereas the next two do this under the contamination by the
patches of outliers.
Theorem 4. Consider the independent additive outlier contamination Z1,ε,ζ
occurring with probability ε1, where 0 < ε1 < 1. Then r̂j, j = (s, s, p)′ ∈ Jo,
breaks down to c = −1/2 (irrespective of ζ) if ε1 is smaller than the smallest











4(1− αs)/(1− αp)− (1− αs)2
= 1.
(3.19)
Theorem 5. Consider the patched additive outlier contamination Z2,ε,ζ,k
occurring with probability ε, where 0 < ε < 1, |ζ| → ∞, and the length of
the patches k ≥ 2. Then r̂j, j = (s, s, p)′ ∈ Jo, breaks down to c = 0 as
|ζ| → ∞ if and only if
2













where pB, pC, and pD are defined in (3.67)–(3.69), respectively.
Theorem 6. Consider the patched additive outlier contamination Z3,ε,ζ,k
occurring with probability ε, where 0 < ε < 1, |ζ| → ∞, and the length of
the patches k ≥ 2. Then r̂j, j = (s, s, p)′ ∈ Jo, breaks down to c = −1 as
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|ζ| → ∞ if and only if
2
pA













where pj, j = {C,D,E, F,G,H, I, A}, are defined in Equations (3.88)–(3.96)
in Appendix 3.A.2.
The lower bounds for the breakdown points of r̂j derived in Theorems 4–6
are displayed in Figures 3.1 and 3.2, respectively. In the case of independent
additive outliers, median ratios based on s = 1 have generally rather similar
breakdown points and are superior or comparable to those using s = 3 (or
higher) for any value of α. In other words, the combination of s = 1 and
p odd yields the highest breakdown points against independent additive
outliers. In the case of patches of additive outliers Z2,ε,ζ,k, the opposite
conclusion holds: the breakdown point increases with an increasing s and
deteriorates with an increasing p.
3.3.2 Qualitative measures of robustness
Qualitative or local measures of robustness express the sensitivity of an
estimator to an infinitesimal (small) amount of data contamination. One of
the traditional measure of local robustness is the influence function. This
is defined as follows. Let T (ZθnT + Z
I,ε,ζ
nT ) denote a generic estimator of







t=1, where ZθnT and Z
I,ε,ζ
nT have been defined at the beginning
of Section 3.3. Let T (Zθ + ZI,ε,ζ) be its probability limit when T is fixed
and n → ∞. Note that T depends of the unknown parameter θ, of the
fraction of data contamination ε, and of the non-zero value of the outlier ζ.
Assume T is consistent under non-contaminated data, that is T (Zθ) = θ.







T (Zθ + ZI,ε,ζ)− θ
ε
=
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Figure 3.3: Gross-error sensitivity of r̂j , for s = 1, under contamination
Z1,ε,ζ (first row), Z2,ε,ζ,k with k = 6 (second row), and Z3,ε,ζ,k with k = 6
(third row).
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(a) s = 1




















(b) s = 3




















(c) s = 5




















(d) s = 7
Figure 3.4: Gross-error sensitivity of r̂j , j = (s, s, p)′ ∈ Jo, under contami-
nation Z1,ε,ζ by independent additive outliers.
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(a) s = 1
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(d) s = 7
Figure 3.5: Gross-error sensitivity of r̂j , j = (s, s, p)′ ∈ Jo, under contami-
nation Z2,ε,ζ,k by patch additive outliers, length of the path k = 6.
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(a) s = 1






















(b) s = 3
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(d) s = 7
Figure 3.6: Gross-error sensitivity of r̂j , j = (s, s, p)′ ∈ Jo, under contami-
nation Z3,ε,ζ,k by patch additive outliers, length of the path k = 6.
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where the equality follows by the definition of asymptotic bias of T (Zθ+ZI,ε,ζ)





:= T (Zθ + ZI,ε,ζ)− θ. (3.23)
Building on Dhaene and Zhu (2009, Theorems 2 and 7), we derive the
following results for the PD-DZ estimator under the three considered data
contaminations:
Theorem 7. Under independent additive contamination Z1,ε,ζ with point-
mass distribution at ζ 6= 0,
IF(r̂j ;Z













































Theorem 8. Consider the patched additive outlier contamination Z2,ε,ζ,k
with point-mass distribution at ζ 6= 0 and patch length k ≥ 2. Then
IF(r̂j ;Z























where p′C(0), p′D(0), C(rj ; ζ, 0), and D(rj ; ζ, 0) are defined in (3.80), (3.81),
(3.84), and (3.85), respectively.
Theorem 9. Consider the patched additive outlier contamination Z3,ε,ζ,k
with point-mass distribution at ζ 6= 0 and patch length k ≥ 2. Denote
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L(1/2) := L(rj ; ζ, 0)− 1/2, for L ∈ {C,D, E ,G, I}. Then
IF(r̂j ;Z




































where p′L and L, L ∈ {C,D,E,G, I}, are defined in Equations (3.106),
(3.107), (3.108), (3.110), (3.112), and (3.115)–(3.119), in Appendix 3.A.2.
The influence functions reported in Theorems 7–9 depend on the value
of parameter ζ. Hence, one may derive which value of ζ yields the large
sensitivity of an estimator, that is the largest value of IF function in absolute
value. This is the definition of gross error sensitivity (GES). More formally,











ζ∗∗ := arg sup
ζ
∣∣IF (T ;Zθ, ZI,ε,ζ)∣∣ . (3.28)
Given the results in Theorems 7–9, we compute numerically the GES curves
for each r̂j . The variance σ2ε is set equal to one without loss of generality.
We first focus on j = (s, s, p)′ where p can take both even and odd values.
As shown in Figure 3.3, GES curves are bounded only if p even is used.
The estimator r̂j(Zα + ZI,ε,ζ) becomes extremely sensitive to infinitesimal
amount of contamination when even values of p are used. Such values of p
should not be considered if a bounded influence function is required. Next,
we consider j = (s, s, p)′ ∈ Jo, see Figures 3.4–3.6. All curves are bounded
in the interval α ∈ (−1, 1) and display generally more sensitivity for |α|
close to one than for values of the autoregressive parameter around zero.
Finally, note that median ratios become insensitive when the order of the
s-difference is larger than the length of the patch, that is for s > k.
3.3.3 Robust properties of the GMM estimator α̂n
Given the results of the previous sections, we will now analyze the robust
properties of the general GMM estimator α̂n defined in (3.10) and based on
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moment equations (3.9) for j = (s, s, p)′ ∈ Jo. For the sake of simplicity,
we assume now that the weighting matrix of the PD-DZ estimator (3.10) is
sample independent, An = A, for example, A = diag{(T − s − p)/T} as
discussed in Section 3.2. Otherwise, the breakdown properties of a particular
definition of the data-dependent An would have to be known.
Theorem 10. Consider a particular additive outlier contamination ZI,ε,ζ
occurring with probability ε, where 0 < ε < 1. Further, let all r̂j(Zα +ZI,ε,ζ),
j = (s, s, p)′ ∈ J ⊆ Jo, break down to a finite constant cb with breakdown
points ε∗(r̂j(Zα + ZI,ε,ζ); cb). Finally, assume that An = A is a positive
definite diagonal matrix. Then the breakdown point of the GMM estimator











α + ZI,ε,ζ); cb
)
. (3.29)
Theorem 11. Consider a particular additive outlier contamination ZI,ε,ζ
occurring with probability ε, where 0 < ε < 1. Further, let all r̂j, j =
(s, s, p)′ ∈ J ⊆ Jo. Finally, assume that An = A is a positive definite
diagonal matrix. Then the influence function of the GMM estimator α̂ using
moment conditions indexed by J is given by
IF(α̂;Zα, ZI,ε,ζ) = −(d′Ad)−1d′Aψ, (3.30)
where d is defined in Theorem 3 and ψ is the #Jo×1 vector of the influence







Hence, the proposed PD-DZ estimator does not decrease, and in general,
increases the breakdown point with respect to the original DZ estimator
((1, 1, 1)′ ∈ Jo). A final remark concerns the bias of the discussed estima-
tors: although the breakdown point of the PD-DZ estimator equals to the
maximum of the breakdown points of individual median estimators, the bias
of PD-DZ due to contamination is not equal to the smallest bias achieved by
one of the median estimators r̂nj , but rather to a linear combination of those
biases. Therefore, it is not wise to add moment conditions for triplets j that
are not robust: while this would likely increase the precision of estimation,
it could induce large biases under data contamination.
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Table 3.1: Monte Carlo simulations: biases and RMSE for all estimators in model
with εit ∼ N(0, 1) and ηi ∼ N(0, 1) under different sample sizes (T = 12 and n
increasing).
Bias RMSE
α n 25 50 100 200 25 50 100 200
0.1 AB -0.0508 -0.0291 -0.0127 -0.0075 0.090 0.064 0.042 0.031
BB -0.0581 -0.0345 -0.0130 -0.0080 0.099 0.069 0.046 0.034
DZ 0.0041 -0.0002 0.0048 0.0009 0.160 0.117 0.081 0.061
PD-DZ (s = 1) 0.0057 0.0008 0.0015 0.0003 0.125 0.091 0.061 0.046
PD-DZ (s ≥ 1) 0.0073 0.0015 0.0018 0.0005 0.128 0.092 0.062 0.046
0.5 AB -0.1015 -0.0579 -0.0344 -0.0167 0.137 0.088 0.060 0.039
BB -0.0673 -0.0434 -0.0250 -0.0120 0.117 0.082 0.057 0.041
DZ -0.0075 0.0019 0.0014 0.0023 0.181 0.125 0.090 0.065
PD-DZ (s = 1) -0.0099 -0.0006 -0.0005 0.0021 0.116 0.084 0.060 0.043
PD-DZ (s ≥ 1) -0.0071 -0.0003 -0.0009 0.0025 0.117 0.084 0.059 0.042
0.9 AB -0.2898 -0.2548 -0.2033 -0.1318 0.316 0.281 0.229 0.155
BB 0.0346 0.0342 0.0311 0.0256 0.059 0.054 0.049 0.044
DZ 0.0119 0.0033 -0.0009 -0.0033 0.192 0.139 0.096 0.070
PD-DZ (s = 1) -0.0099 -0.0060 -0.0011 -0.0014 0.097 0.078 0.057 0.042
PD-DZ (s ≥ 1) -0.0137 -0.0054 -0.0019 -0.0023 0.090 0.066 0.046 0.032
Table 3.2: Monte Carlo simulations: biases and RMSE for all estimators in model
with εit ∼ N(0, 1) and ηi ∼ N(0, 1) under different sample sizes (n = 100 and T
increasing).
Bias RMSE
α T 6 12 24 6 12 24
0.1 AB -0.0174 -0.0127 -0.0124 0.083 0.042 0.027
BB -0.0032 -0.0130 -0.0404 0.079 0.046 0.049
DZ 0.0013 0.0048 -0.0041 0.132 0.081 0.056
PD-DZ (s = 1) -0.0004 0.0015 -0.0015 0.121 0.061 0.037
PD-DZ (s ≥ 1) -0.0004 0.0018 -0.0014 0.122 0.062 0.038
0.5 AB -0.0495 -0.0344 -0.0227 0.127 0.060 0.035
BB -0.0022 -0.0250 -0.0651 0.096 0.057 0.073
DZ -0.0011 0.0014 0.0028 0.146 0.090 0.061
PD-DZ (s = 1) -0.0001 -0.0005 0.0005 0.128 0.060 0.033
PD-DZ (s ≥ 1) -0.0013 -0.0009 0.0008 0.124 0.059 0.035
0.9 AB -0.4499 -0.2033 -0.0863 0.552 0.229 0.094
BB 0.0464 0.0311 -0.0011 0.080 0.049 0.030
DZ -0.0040 -0.0009 0.0014 0.153 0.096 0.065
PD-DZ (s = 1) -0.0200 -0.0011 0.0004 0.110 0.057 0.030
PD-DZ (s ≥ 1) -0.0182 -0.0019 -0.0006 0.099 0.046 0.022
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Table 3.3: Monte Carlo simulations: RMSE for all estimators in models with
εit ∼ N(0, 1) and ηi ∼ N(0, σ2η), σ2η ∈ {1/4, 1, 4}, under different sample sizes.
(n, T ) (100, 6) (50, 12) (25, 24)
α σ2η/σ
2
ε 1/4 1 4 1/4 1 4 1/4 1 4
0.1 AB 0.071 0.081 0.091 0.060 0.063 0.066 0.061 0.064 0.065
BB 0.070 0.079 0.096 0.075 0.070 0.081 0.170 0.151 0.086
DZ 0.131 0.133 0.130 0.115 0.120 0.116 0.110 0.109 0.109
PD-DZ (s = 1) 0.119 0.120 0.118 0.088 0.090 0.088 0.077 0.077 0.073
PD-DZ (s ≥ 1) 0.120 0.120 0.119 0.089 0.091 0.089 0.078 0.078 0.075
0.5 AB 0.102 0.135 0.164 0.079 0.089 0.100 0.081 0.084 0.089
BB 0.086 0.095 0.137 0.102 0.082 0.113 0.231 0.178 0.085
DZ 0.148 0.135 0.143 0.127 0.131 0.130 0.121 0.121 0.123
PD-DZ (s = 1) 0.129 0.117 0.123 0.082 0.083 0.085 0.069 0.067 0.066
PD-DZ (s ≥ 1) 0.125 0.116 0.122 0.082 0.081 0.084 0.068 0.070 0.068
0.9 AB 0.440 0.536 0.617 0.249 0.281 0.298 0.144 0.153 0.155
BB 0.088 0.081 0.092 0.081 0.053 0.082 0.149 0.042 0.068
DZ 0.151 0.156 0.160 0.137 0.142 0.135 0.131 0.131 0.130
PD-DZ (s = 1) 0.108 0.109 0.113 0.075 0.077 0.075 0.058 0.058 0.058
PD-DZ (s ≥ 1) 0.097 0.098 0.101 0.064 0.064 0.063 0.045 0.043 0.046
Table 3.4: Monte Carlo simulations: biases and RMSE for all estimators in data
with εit ∼ N(0, 1), ηi ∼ N(0, 1), and 10% contamination by independent additive
outliers under different sample sizes.
Bias RMSE
n 100 50 25 100 50 25
α T 6 12 24 6 12 24
0.1 AB -0.0761 -0.1063 -0.1360 0.096 0.117 0.142
BB -0.0894 -0.1273 -0.2309 0.107 0.139 0.238
DZ 0.0098 0.0015 0.0072 0.167 0.144 0.137
PD-DZ (s = 1) 0.0080 -0.0039 0.0040 0.151 0.114 0.099
PD-DZ (s ≥ 1) 0.0083 -0.0026 0.0054 0.152 0.116 0.102
0.5 AB -0.4728 -0.5090 -0.5321 0.476 0.511 0.534
BB -0.4864 -0.5303 -0.6232 0.490 0.533 0.626
DZ -0.0173 -0.0183 -0.0148 0.176 0.158 0.151
PD-DZ (s = 1) -0.0183 -0.0186 -0.0124 0.154 0.106 0.086
PD-DZ (s ≥ 1) -0.0186 -0.0167 -0.0071 0.153 0.107 0.088
0.9 AB -0.8840 -0.9078 -0.9317 0.886 0.909 0.933
BB -0.8912 -0.9223 -1.0220 0.893 0.924 1.024
DZ -0.0694 -0.0718 -0.0766 0.148 0.141 0.145
PD-DZ (s = 1) -0.0660 -0.0574 -0.0501 0.131 0.096 0.078
PD-DZ (s ≥ 1) -0.0602 -0.0411 -0.0241 0.121 0.079 0.054
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Table 3.5: Monte Carlo simulations: biases and RMSE for all estimators in data
with εit ∼ N(0, 1), ηi ∼ N(0, 1), and 10% contamination under different sample
sizes.
Bias RMSE
n 100 50 25 100 50 25
α T 6 12 24 6 12 24
patches of 3 additive outliers
0.1 AB 0.5713 0.5435 0.5214 0.571 0.545 0.522
BB 0.5862 0.4861 0.4421 0.594 0.491 0.448
DZ 0.1965 0.2138 0.2099 0.252 0.255 0.251
PD-DZ (s = 1) 0.2227 0.3272 0.3633 0.267 0.351 0.383
PD-DZ (s ≥ 1) 0.2079 0.2910 0.3139 0.248 0.310 0.328
0.5 AB 0.1698 0.1439 0.1215 0.170 0.147 0.125
BB 0.1877 0.0835 0.0435 0.211 0.107 0.085
DZ 0.2068 0.2054 0.2115 0.257 0.251 0.249
PD-DZ (s = 1) 0.2165 0.2573 0.2805 0.253 0.275 0.292
PD-DZ (s ≥ 1) 0.1294 0.1156 0.1107 0.167 0.135 0.127
0.9 AB -0.2375 -0.2577 -0.2765 0.240 0.260 0.278
BB -0.1858 -0.2975 -0.3493 0.207 0.304 0.356
DZ 0.0640 0.0686 0.0658 0.096 0.089 0.089
PD-DZ (s = 1) 0.0583 0.0680 0.0689 0.081 0.074 0.072
PD-DZ (s ≥ 1) -0.0420 -0.0363 -0.0222 0.099 0.078 0.057
mix of independent and patches of 3 additive outliers
0.1 AB 0.2654 0.1987 0.1668 0.302 0.224 0.189
BB 0.1879 0.1050 -0.0079 0.224 0.144 0.099
DZ 0.1018 0.1177 0.1031 0.187 0.189 0.172
PD-DZ (s = 1) 0.1157 0.1722 0.1815 0.182 0.211 0.213
PD-DZ (s ≥ 1) 0.1125 0.1650 0.1754 0.178 0.201 0.207
0.5 AB -0.1407 -0.2032 -0.2355 0.206 0.229 0.251
BB -0.2196 -0.3005 -0.4089 0.253 0.318 0.422
DZ 0.1076 0.1114 0.1016 0.196 0.185 0.174
PD-DZ (s = 1) 0.1128 0.1380 0.1457 0.181 0.172 0.169
PD-DZ (s ≥ 1) 0.0737 0.0705 0.0726 0.146 0.109 0.101
0.9 AB -0.5528 -0.6131 -0.6336 0.574 0.622 0.639
BB -0.6240 -0.7031 -0.8013 0.637 0.710 0.808
DZ 0.0101 0.0170 0.0143 0.097 0.085 0.085
PD-DZ (s = 1) 0.0105 0.0262 0.0301 0.082 0.055 0.048
PD-DZ (s ≥ 1) -0.0405 -0.0311 -0.0200 0.099 0.071 0.052
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3.4 Monte Carlo simulation
In this section, we evaluate the finite sample performance of the proposed and
existing estimators by Monte Carlo simulations. Let {yit} follow model (3.1).
We generate T + 100 observations for each i and discard the first 100
observations to reduce the effect of the initial observations and to achieve
stationarity. We consider cases with α = 0.1, 0.5, 0.9, n = 25, 50, 100, T =
6, 12, 24, ηi ∼ N(0, σ2η), and εit ∼ N(0, 1). If data contamination is present, it
follows the contamination schemes (3.12) and (3.13) for ε = 0.05, 0.10, 0.20;
more specifically, Z1,ε,ζ uses Gζ = U(10, 90) and Z2,ε,ζ,k employes p = 3 and
ζ drawn for each patch randomly from U(10, 90); U(·, ·) denotes here the
uniform distribution. Additionally, we consider a third form of contamination,
mixing equally independent additive outliers and patches of outliers. The
number of replications is 1000 in all cases. All estimators will be compared
by means of the mean bias and the root mean squared error (RMSE).
Results are reported for the original DZ estimator and for the proposed
PD-DZ estimator. For the latter, we consider two different specifications
of the parameters j = (s, p, p)′ ∈ Jo. Let PD-DZ (s ≥ 1) denote the
PD-DZ estimator when multiple s- and p-differences are used. Note that
the theoretical results present above are derived under the assumption that
the set of differences is fixed and does not increase with T . Similarly, s
and p need to be bounded in simulations. Given the choice of T , it seems
reasonable to set s ∈ {1, 3, 5, 7, 9, 11} and p ∈ {1, 3, 5, 7, 9, 11} although a
more proper choice of (s, p) needs to be further investigated.
Given the behavior of higher s-differences for small values of the autore-
gressive parameter, see Figure 3.1, results for the PD-DZ estimator when
s = 1 and p ∈ {1, 3, 5, 7, 9, 11} are also included. Denote this estimator
as PD-DZ (s = 1). The standard Arellano-Bond (AB) two-step GMM
estimator2 and the system Blundell and Bond (BB) estimator3 are also
reported, serving as reference estimators. Recall that the AB estimator is
strongly negatively biased if α is close to 1, even when data are stationary
as is assumed in this paper. The BB estimator, on the contrary, is supposed
to perform well under these circumstances.







ZABi is the matrix of instruments and H is a (T − 1)× (T − 1) tridiagonal matrix with 2
in the main diagonal, −1 in the first two sub-diagonals, and zeros elsewhere (see Arellano
and Bond, 1991, p. 279).






i , where ZBBi is the matrix of instruments
and G is a partitioned matrix, G = diag(H, I), where H is as in Arellano-Bond and I is
the identity matrix (see Kiviet, 2007, Eq. (38)).
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Despite the DZ and PD-DZ estimators being specifically designed to be
robust under data contamination, they exhibit a very good performance
under clean data with σ2η = 1 as shown in Tables 3.1 and 3.2. Moreover,
the proposed PD-DZ estimator exhibits substantially smaller RMSE than
the original DZ estimator. It is worth noting that, contrary to AB and BB,
the behavior of both DZ and PD-PZ is not very sensitive to the values of
the regression parameter. Finally, the performance of PD-DZ is rather close
to that of the BB estimator, which is the estimator with the overall best
performance; the differences are small especially for large T and large α.
Note that the unreported simulations indicate that the results do differ only
slightly if the error distribution follows the Laplace or Student distributions.
A similar picture results from Table 3.3, where the performance of the
estimators for different values of the ratio σ2η/σ2ε is reported (i.e., for σ2η = 1/4,
1, and 4 and σ2ε = 1). Contrary to BB, the behavior of both DZ and PD-DZ
does not significantly change with the ratio σ2η/σ2ε . The proposed PD-DZ is
now always preferable to BB except for the case of small α = 0.1 and small
T ≤ 12.
Next, three different data contaminations schemes are considered: in-
dependent additive outliers in Table 3.4, patches of additive outliers and
a mix of independent and patches of outliers in Table 3.5. In the range of
ε = 0.05, . . . , 0.20, the bias and RMSE results are approximately propor-
tional to ε and we thus report only the case with ε = 0.10. As expected, AB
and BB are strongly biased in all cases. In the case of independent additive
outliers, the negative biases of DZ and PD-DZ are rather small and the
proposed PD-DZ estimator performs better than DZ both in terms of the
bias and RMSE. On the other hand, the patches of additive outliers lead to
positive biases, which are rather small for α = 0.9, but which increase quickly
as α decreases. Although PD-DZ is preferable to DZ for α ≥ 0.5, PD-DZ
is much more influenced by the patches of outliers if the autoregressive
parameter α is close to zero. The same conclusion holds for the case of a
mixed form of contamination.
3.5 Concluding remarks
In this paper, we propose an extension of the median-based robust estimator
for dynamic panel data model of Dhaene and Zhu (2009) by means of
multiple pairwise differences. This yields an estimator which is more efficient
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and more globally robust. The main concern is the larger bias of PD-DZ in
the presence of patches of additive outliers if α is close to zero. This could
possibly be solved by means of weights which are inversely proportional to
the bias and will be a topic of further research.
3.A Appendix
Let us first derive formula (3.7) for rj given its definition in (3.3). The
covariance between ∆syit and ∆pyit−q can be decomposed as
cov(∆syit,∆
pyit−q) = cov(yit, yit−q)− cov(yit, yit−q−p)
− cov(yit−s, yit−q) + cov(yit−s, yit−q−p).
(3.31)
Next, a general expression for cov(yit, yit−q) has to be derived, which is
time independent due to the stationarity of yit. Given Assumptions A.1
and A.2, let σ2η and σ2y denote the variance of ηi and yit, respectively, and
let σyη = cov(yit, ηi) (this covariance is again time independent because
of Assumption A.2). Thus each of the terms in (3.31) can be generically
expressed as (using recursive substitution for yit from the model equation
(3.1))
































It follows that cov(∆syit,∆pyit−q) = c
(
αq − αq+p − α|s−q| + α|s−p−q|
)
, where
c := σ2y − σyη/(1 − α). The result in (3.7) now follows directly by the
application of the same steps to var(∆pyit−q):
var(∆pyit−q) = cov(yit−q, yit−q)− cov(yit−q, yit−q−p)
− cov(yit−q−p, yit−q) + cov(yit−q−p, yit−q−p)




Lemma 2. Let the moment conditions in (3.9) be considered for a finite
set J of indices and Assumptions A.1–A.4 hold. Then for a fixed T and
n→∞
√
ngn(α)→ N(0,V ), (3.34)
where the length l(j) = max{s, p+ q} and the square matrix V has a typical




















1− αs − 1
4
[αq − αp+q − α|s−q| + α|s−p−q|]2
)
×(
1− αs′ − 1
4
[αq
′ − αp′+q′ − α|s′−q′| + α|s′−p′−q′|]2
)
×
{[T − l(j)][T − l(j ′)]}−1
(3.36)
Proof. To prove the lemma, note that gnj(α) can be rewritten in the following























nT (r̂nj − rj).
(3.37)
Since the proof of Dhaene and Zhu (2009, Lemma 1) is valid not only
for the first differences, but for any sth difference, we can use the results
derived in the proof of Lemma 1 in Dhaene and Zhu (2009) to state that
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(
√












where the constant aj(rj) = fij(0) E |∆syit−p|/2 = π/2
√
var(∆syit − rj∆pyit−q)/ var(∆pyit−q)
and fij denotes the density function of ∆syit − rj∆pyit−q.
To derive the expression for aj(rj), note that the variables ∆syit −
rj∆
pyit−s and ∆pyit−s are uncorrelated because of definition (3.2), and by
Assumption A.3, they are also independent and normally distributed around












because equation (3.3) implies cov(∆syit,∆pyit−q) = rj var(∆pyit−q) and thus
var(∆syit − rj∆pyit−q) = var(∆syit) + r2j var(∆pyit−q)− 2rj cov(∆syit,∆pyit−q)
= var(∆syit)− r2j var(∆pyit−s).
(3.39)





(1− αs − [αq − αp+q − α|s−q| + α|s−p−q|]2/4)/(1− αp)2.
The claim of the lemma now follows from the application of the central
limit theorem to (3.38) with respect to n→∞ because the denominator of
aj(rj) cancels with the coefficient 2(1− αp) in (3.37).
Proof of Theorem 3. The estimator α̂n is defined by the solution of the
sample analogs of equations (3.9), which are deterministic functions of r̂nj .
Thus the stochastic behavior of the moment equations is fully determined
by the asymptotic properties of r̂nj , which are given in Lemma 2. To derive
the asymptotic distribution of α̂n, we will thus use general consistency
and asymptotic normality theorems given, for example, in Arellano (2003,
Appendix A.4 and A.5). Given that by assumption the true parameter
α ∈ (−1, 1), moment conditions gn(α) are differentiable with respect to α.
Denote dn(α) := ∂gn(α)/∂α. The GMM estimator α̂n satisfies the first-order
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conditions
d′n(α̂n)Angn(α̂n) = 0. (3.40)
The derivatives dn(α) converge to d := d(α) = ∂g(α)/∂α uniformly in α
because their only stochastic element r̂nj is independent of α. Together with
Assumption (A.4), it follows that
d′A
√
ngn(α̂n) = op(1). (3.41)
Using the first-order expansion, we have
d′A
[√





n(α̂n − α) = −(d′Ad)−1d′A
√
ngn(α) + op(1). (3.43)
Because the moment conditions g(α) = 0 are continuous functions of α,
r̂nj is converges to rj (uniformly in α as it is independent of α and uniformly
in j as J is finite), and Assumption A.4 holds, the consistency of α̂n follows
from the theorem in Arellano (2003, Appendix A.4) if the true parameter α is
uniquely identified. This however directly follows from (1, 1, 1)′ ∈ J because
this first equation corresponding to g111(α) = (1− α)(2r111 + 1− α) = 0 has
only one solution α = 1 + 2r111 on (−1, 1).
Moreover, Lemma 2 guarantees the asymptotic normality of the moment
conditions gn(α). We can thus use the asymptotic normality theorem in
Arellano (2003, Appendix A.5, pp. 187), which states that
√
n(α̂n − α)→ N(0, (d′Ad)−1d′AV Ad(d′Ad)−1) (3.44)
as n→∞, where V is derived in Lemma 2.
3.A.2 Robustness properties
The breakdown properties stated in Theorems 4–6 are derived similarly to
Theorems 5 and 8 stated in Dhaene and Zhu (2009). In order to prove the
theorems concerning the influence function and the breakdown point of α̂,
it is useful to derive first the asymptotic bias of r̂j as an estimator of rj .
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nT )− rj , (3.45)
where plim denotes the probability limit operator. Let b := b(rj , ζ, ε1) be a























where yε,ζit = yit+zεit, zεit follows one of the three data contamination processes
in (3.12)–(3.14). Since rj is considered only for j = (s, s, p)′ ∈ Jo, where both
s and p are odd, rj = −(1− αs)/2. This mapping of α to rj = −(1− αs)/2
has the same important properties for s = 1 and any odd s > 1: it maps
interval (−1, 0) to (−1,−1/2) and interval (0, 1) to (−1/2, 0), it is continuous,
and it is strictly increasing on (−1, 1). One can thus follow the proofs in
Dhaene and Zhu (2009, Theorems 5 and 8) and apply them not only to the
case of s = p = 1, but any odd s and p with only two adjustments: (i) the
variables ∆syit − rj∆pyit−s and ∆pyit−s have to be standardized (Dhaene
and Zhu, 2009, equation (17)) and their variances generally depend on the
values of s and p, and (ii) in the case of patches of outliers, the probability
that a patch contaminates the ratio ∆syit/∆pyit−s needs to be generalized.
As for (i), note that by Equation (3.2) the variables ∆syit − rj∆pyit−s
and ∆pyit−s are uncorrelated, and by Assumption A.3, they are independent














because Equation (3.3) implies cov(∆syit,∆pyit−s) = rj var(∆pyit−s) and
3.A. APPENDIX 61
thus
var(∆syit − rj∆pyit−s) = var(∆syit) + r2j var(∆pyit−s)− 2rj cov(∆syit,∆pyit−s)
= var(∆syit)− r2j var(∆pyit−s).
(3.49)
Independent additive outlier contamination Z1,ε,ζ
Under independent additive outlier contamination Z1,ε,ζ , Equation (3.47)





















where zεit = (zεit, zεit−s, zεit−s−p)′ is a random vector following (3.12), hence
f(zεit) is a random scalar. Let Ωzεit be the set of the eight possible outcomes













where the number of elements is #Ωzεit = 8. To simplify the notation, let us
refer to (3.51) as Ωit, and denote each of its element as ωitj, j = 1, · · · , 8.
Then it holds
Pr [f(zεit) ≤ b] = Pr
[

















Pr [f(ωitj) ≤ b] Pr (zεit = ωitj) .
(3.52)
Note that Pr (zεit = ωitj) = Pr (zεit = ωitj′) for some j and j′, because the
data contamination Z1,ε,ζ is characterized by outliers occurring independently
from each other. For instance, Pr[(ζ, 0, 0)′] = Pr[(0, ζ, 0)′] = Pr[(0, 0, ζ)′] =
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(1− ε1)2ε1. Moreover, f [(0, 0, 0)′] = f [(ζ, ζ, ζ)′]. Therefore, Equation (3.50)
can be decomposed as
Pr [f(zεit) ≤ b] =
[
(1− ε1)3 + ε31
]


















































These probabilities are of the form







for given k, l, and b and they can be conveniently standardised by using (3.48)
as follows


























var(uitj) and σ∆p :=
√
var(∆pyit−s) as in (3.48). Finally,
note that L(k, l, b) = L(−k,−l, b), hence B = C and (3.50) becomes




Proof of Theorem 4. This result is direct consequence of Theorem 5 stated
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in Dhaene and Zhu (2009). In this case, the standardization of b′ in Dhaene
and Zhu (2009, Equation (17)) is done as in (3.58) by using the result









instead of to factor 1 − r2111 in the original paper. This concludes the
proof once we substitute −(1 − αs)/2 for rj in Dhaene and Zhu (2009,
Theorem 5).













where the equality follows from the implicit function theorem applied to (3.59)
and where






Therefore, similarly to Dhaene and Zhu (2009, Equation (18)),













where σ∗ is defined in (3.58). Hence, A(rj , 0) = 1/2 and





1− αs − r2j(1− αp)
. (3.64)
Next,





 ζ(1 + rj)√
2c[1− αs − r2j(1− αp)]
− Φ
− ζrj√
















by Dhaene and Zhu (2009, Lemma 3). Replacing c = σ2ε/(1 − α2) and
64 CHAPTER 3. A DYNAMIC MODEL WITH OUTLIERS
rj = −(1− αs)/2 completes the proof.
Patch additive outlier contamination Z2,ε,ζ,k
As in Section 3.A.2, it is useful to derive first the asymptotic bias of r̂j under
the outlier contamination Z2,ε,ζ,k as defined in (3.13). Similarly to (3.45),





















where the notation is defined below. Note that the second equality follows
along the same line as in Section 3.A.2, in particular Equation (3.52). In
this case, the only difference is that outliers no longer occur independently
but in patches. The number of elements of Ωit increases to #Ωit = 13 as
now, if we observe multiple outliers, we shall distinguish the event of them
belonging to the same patch from the event of these outliers belonging to
different patches. For instance, (0, ζ, ζ)′ may be that result of one patch



















= (1− ε2)k+min{p,k} · ε2 ·min{s, k}
+ ε2 ·max
{

































p+ k −max{p, k}
)
· (1− ε2)k+min{s,k}
+ (1− ε2)k · ε2 ·max
{
0,min{s+ p, k} − s
}
+ (1− ε2)k · ε22 ·max
{






















p+ k −max{p, k}
)
· (1− ε2)k ·min{s, k}
+ (1− ε2)2k · ε2 ·max
{




and pA = 1− pB − pC − pD. Next,


















D(rj , ζ, b) := Pr
(





where the symmetry L(k, l, b) = L(−k,−l, b) has been used, recall Equa-
tion (3.55).
Proof of Theorem 5. Denote the left hand side of (3.66) as V (rj , ζ, b, k, ε2).
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V (rj , ζ, b, k, ε2) =























arctanσ∗(−rj) ≤ 1. (3.75)
Replacing σ∗ by (3.58), pB, pC , and pD by (3.67)–(3.69), and rj = −(1−αs)/2
completes the proof.
Proof of Theorem 8. By the definition of influence function in (3.22)
IF(r̂j ;Z
α, Z2,ε,ζ,k) =





where b denotes the bias of r̂j . Given that (1− ε2)k = 1− ε1, it holds
∂b(rj , ζ, ε1, k)
∂ε1
=










The derivative in (3.77) can obtained by applying the implicit function
theorem to (3.66),












where A′b(rj , 0) is the same as in (3.62) and where p′j , j ∈ {B,C,D}, denotes
the derivative of pj in Equations (3.67)–(3.69) with respect to ε2, that is
p′B(0) :=





= min{s, k}+ max
{
0, s+ k −max{s+ p, k}
}
,
p′C(0) = p+ k −max{p, k}+ max
{










p′A(0) = −[p′B(0) + p′C(0) + p′D(0)]. (3.82)
As in Section 3.A.2, A(rj ; 0) = 1/2. Recall Equations (3.56)–(3.58). By
Dhaene and Zhu (2009, Lemma 3),

















































var(uitj) and σ∆p :=
√
var(∆pyit−s) as in (3.48) and rj =
−(1− αs)/2. Substituting (3.77)–(3.85) in (3.76) completes the proof.
Patch additive outlier contamination Z3,ε,ζ,k
This case is a generalization of the Z2,ε,ζ,k contamination. The proof structure
is very similar to the one in Sections 3.A.2 and 3.A.2, although the algebra is
a bit more lengthy. As before, it is useful to derive first the bias of r̂j under
the outlier contamination Z3,ε,ζ,k as defined in (3.14). Similarly to (3.45),





















where the notation is explained below. Note that the set Ωit in (3.51) is
different than it was for previous types of contaminations as now outliers
can be either negative or positive.
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Table 3.6: Configurations of patch outliers and their probabilities.
(|ζ|1, . . . , 0, . . . , 0)′ (1− ε2)k+min{p,k} · ε2 ·min{s, k}
(0, . . . , 0, . . . |ζ|1)′ ε2 ·
(
p+ k −max{p, k}
)
· (1− ε2)k+min{s,k}
(0, . . . , |ζ|1, . . . , 0)′ (1− ε2)2k · ε2 ·max
{
0, s+ min{p, k} −max{s, k}
}
(|ζ|1, . . . , |ζ|1, . . . , 0)′ (1− ε2)k · ε2 ·max
{
0,min{s+ p, k} − s
}
(|ζ|2, . . . , |ζ|1, . . . , 0)′ (1− ε2)k · ε22 ·max
{
0, s+ min{p, k} −max{s, k}
}
·min{s, k}
(0, . . . , |ζ|1, . . . , |ζ|1)′ ε2 ·max
{
0, s+ k −max{s+ p, k}
}
· (1− ε2)k
(0, . . . , |ζ|2, . . . , |ζ|1)′ ε22 ·
(




0, s+ min{p, k} −max{s, k}
}
· (1− ε2)k
(|ζ|2, . . . , 0, . . . , |ζ|1)′ ε22 ·
(
p+ k −max{p, k}
)
· (1− ε2)k ·min{s, k}
(|ζ|1, . . . , |ζ|1, . . . , |ζ|1)′ ε2 ·max{0, k − s− p}
(|ζ|2, . . . , |ζ|1, . . . , |ζ|1)′ ε22 ·max{0, k − p} ·min{s, k}
(|ζ|2, . . . , |ζ|2, . . . , |ζ|1)′ ε22 · k ·max
{
0,min{s+ p, k} − s
}
(|ζ|3, . . . , |ζ|2, . . . , |ζ|1)′ ε32 · k ·max
{
0, s+ min{p, k} −max{s, k}
}
·min{s, k}

























































































































































































































































































































































where I := {A,B,C,D,E, F,G,H, I, J}. Moreover,


















D(rj , ζ, b) := Pr
(




E(rj , ζ, b) := Pr
(




F (rj , ζ, b) := Pr
(




G(rj , ζ, b) := Pr
(










I(rj , ζ, b) := Pr
(












where the symmetry L(k, l, b) = L(−k,−l, b) has been used, recall Equa-
tion (3.55).
Proof of Theorem 6. Denote the left hand side of (3.86) as V (rj , ζ, b, k, ε2).
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pC + pE + pF + pH − (pD + pG + pI)
1
π
arctanσ∗(−1−rj) ≤ 1. (3.102)
Proof of Theorem 9. Denote
p′j(0) :=




j ∈ I := {A,B,C,D,E, F,G,H, I, J},








∂b(rj , ζ, ε1, k)
∂ε1
=











Differentiating (3.86) and evaluating it at ε1 = 0 yields














where A′b(rj , 0) is as in (3.62) and where (see results in Table 3.6)
p′B(0) = min{s, k} (3.105)
p′C(0) = p+ k −max{p, k} (3.106)
p′D(0) = max
{





0, s+ k −max{s+ p, k}
}
(3.108)
p′F (0) = 0 (3.109)
p′G(0) = max
{
0,min{s+ p, k} − s
}
(3.110)
p′H(0) = 0 (3.111)
p′I(0) = max{0, k − s− p} (3.112)
p′J(0) = 0. (3.113)
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As in Section 3.A.2, A(rj ; 0) = 1/2. Recall Equations (3.56)–(3.58). By
Dhaene and Zhu (2009, Lemma 3),
















































































































var(uitj) and σ∆p :=
√
var(∆pyit−s). Replacing (3.104)–
(3.119) in (3.103) completes the proof.
General results
Theorem 10. The result follows directly from the definition of the breakdown




nj(α). As this objective
function depends on the data only by means of the estimates r̂nj , the
estimator α̂n breaks down, that is, becomes fully independent of data, if
and only if all estimates r̂nj break down. In other words, as long as r̂nj has
a non-degenerate distribution for some j ′, α̂n will have a non-degenerate
distribution too because all other values r̂nj , j 6= j ′, break down towards a
finite c.
Proof of Theorem 11. The proof follows directly from Equations (3.37) and (3.43).
The estimator α̂n is defined by the solution of the sample analogs of equa-
tions (3.9), which are deterministic functions of r̂nj . Thus the influence
function of α̂n is fully determined by the influence functions of each r̂nj , that
is








is a #Jo × 1 vector whose elements
IF(r̂j ;Z
α, ZI,ε,ζ), j ∈ Jo, are derived for each considered data contamination
Z1,ε,ζ , Z2,ε,ζ,k, and Z3,ε,ζ,k in Theorem 7, 8, and 9 respectively.

Chapter 4
Pairwise difference estimation of
dynamic panel data models1
4.1 Introduction
The estimation of the dynamic linear panel data model with fixed effects
has been extensively studied in last decades. It is well known that the least
square dummy variable (LSDV) estimator is inconsistent when applied to
dynamic panels with a small fixed number of time periods (Nickell, 1981).
As a consequence, the majority of research has focused on the generalized
method of moments (GMM) procedures and estimation methods based on
instrumental variable (IV) methods (e.g., Anderson and Hsiao, 1982; Holtz-
Eakin et al., 1988; Arellano and Bond, 1991; Arellano and Bover, 1995;
Blundell and Bond, 1998). However, some of these estimators have been
found to suffer heavily from various sources of finite sample bias. Models in
first differences with instruments in levels (Arellano and Bond, 1991) can be
substantially biased, in particular when the autoregressive parameter is close
to unity. Models in levels with instruments in first differences as the one
proposed by Arellano and Bover (1995) and implemented by Blundell and
Bond (1998) are specifically designed for persistent series and rely crucially
on the stationarity assumption (see Hahn, 1999). As an alternative approach,
bias-reduction methods for the LSDV and maximum likelihood estimators
have been proposed, see Kiviet (1995), Hahn and Kuersteiner (2002), Bun
and Carree (2005), and Gouriéroux et al. (2010).
1This chapter is based on Aquaro M., and P. Čížek (2012), Pairwise difference estimation
of dynamic panel data models, Working Paper.
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To improve the estimation when the autoregressive parameter is close to
1 or −1, Hahn et al. (2007) suggest to employ the longest difference (LD) of
the model, that is, the differences between the last and the first observation
for each individual. Contrary to Blundell and Bond (1998), Hahn et al.
(2007) derive valid moment conditions without imposing the stationarity
assumption. Using the local-to-unity asymptotics for the autoregressive
parameter, the moment conditions defining the LD estimator of Hahn et al.
(2007) are chosen from the asymptotically relevant moment conditions in
order to minimize the estimator’s bias. Additionally, to circumvent the
nonlinearity of the proposed moment conditions, the instruments – being
regression residuals – are estimated using an initial consistent estimate.
Although the LD estimator provides a method with a small finite-sample
bias without assuming stationarity, there are two important deficiencies of
the method from the practical point of view. First, by using the longest
difference of the panel data, the differenced data always contain only one
observation for each individual unit irrespective of the number of time
periods. Next, a practically applicable asymptotic distribution and variance
of the LD estimator is not provided. This is especially important due to
the reliance of the LD moment conditions on initially estimated instruments
and thus on the properties of the initial estimator.
To rectify these problems and make LD a practically relevant alternative
to the GMM estimators such as the one by Blundell and Bond (1998),
two steps are necessary. First, we propose to extend the LD estimator
by taking more longer differences than just the longest one and show that
new estimators have smaller variances while keeping the bias properties
almost unchanged. The proposed estimators improve upon the original LD
especially for small values autoregressive parameter or larger numbers of time
periods. Second, we derive the practically applicable asymptotic-distribution
expression for a general class of long-difference estimators — including the
original LD estimator — under strong instrument asymptotics. Practical
choices and recommendations for the GMM weight matrix are extensively
discussed as well. Finally, the theoretical findings are confirmed in finite
samples by means of simulation studies.
The rest of the paper is organized as follows. In Section 4.2, we introduce
the dynamic panel data model and the LD estimator. The new estimators
are presented in Section 4.3, where we also study their bias properties. The
asymptotic distribution for a finite number of time periods is derived in
Section 4.4. Further, Section 4.5 contains the results of the Monte Carlo
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experiments. Finally, Section 4.6 concludes. The proofs are provided in the
Appendix.
4.2 Long difference estimation of dynamic pan-
els
For a fixed T ≥ 3 and n ∈ N, consider the simple dynamic panel data model
yit = αyi(t−1) + ηi + εit (t = 1, . . . , T ; i = 1, . . . , n), (4.1)
together with the assumption
E(εit|yi(t−1), . . . , yi0, ηi) = 0 (t = 1, . . . , T ), (4.2)
where the response variable yit depends on its lagged value yi(t−1) through the
unknown autoregressive parameter α, |α| < 1, on the unobserved individual
fixed effect ηi, and on an idiosyncratic error εit. Model (4.1) will be used to
describe the estimation concepts, but it can and will be further generalized
by including additional explanatory variables; see Section 4.4.
As the individual effects ηi are not observed, several filtering data trans-
formations have been used in the literature. Many of those rely on the sth
difference transformation generically defined as ∆svt = vt− vt−s (see Aquaro
and Čížek, 2010). More specifically, subtracting (4.1) at time t− s from its
level at time t yields
∆syit = α∆
syi(t−1) + ∆
sεit (t = s+ 1, . . . , T ; i = 1, . . . , n), (4.3)
where the order of the difference s generally ranges from 1 to T − 1: the
Arellano and Bond (1991) use s = 1, whereas Hahn et al. (2007) employ
s = T − 1. Aggregating across all time periods and using a vector notation,
a more compact notation is Dsyi = αDsyi(−1) + Dsεi, where Ds is the
(T − s) × T sth difference-operator matrix (Ds = (IT−s,0) − (0, IT−s)),
yi = (yi1, . . . , yiT )
′, yi(−1) = (yi0, . . . , yi(T−1))′, and εi = (εi1, . . . , εiT )′.
Hahn et al. (2007) propose to estimate α in (4.1) by using the long
(T − 1)th difference technique of Griliches and Hausman (1986). The model
(4.3) then becomes
∆T−1yiT = yiT−yi1 = α(yi(T−1)−yi0)+εiT−εi1 = α∆T−1yi(T−1)+∆T−1εiT
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(4.4)
for i = 1, . . . , n. Under the assumption in (4.2), the long difference (LD)
estimator itself is based on the following T − 1 moment conditions, T ≥ 3:
E[yi0∆
T−1εiT ] = E[yi0(εiT − εi1)] = 0, (4.5a)
E[uir∆
T−1εiT ] = E [uir(εiT − εi1)] = 0 (r = 2, . . . , T − 1), (4.5b)
where uir = yir − αyi(r−1) = ηi + εir (if T = 2, only moment condition (4.5a)
makes sense and LD corresponds to the Arellano and Bond (1991) estimator).
The operational moment conditions are then obtained by substituting for
∆T−1εiT from (4.4). The moment conditions however contain also unobserv-
able residuals uir. To produce moment conditions linear in α, a preliminary
consistent estimator α̂0n of α has to be used to compute and substitute esti-
mates ûir = yir− α̂0nyi(r−1) into (4.5b). Hahn et al. (2007) studied the GMM
estimator based on the moment conditions (4.5) under the local-to-unity
asymptotics, that is, assuming αn → 1 as n→ +∞, to confirm that these
moment conditions do not rely on weak instruments in this limit case.
4.3 A class of long difference estimators
Apart for a more complicated asymptotic distribution of the LD estimator
caused by estimating some instruments (see Section 4.4), an important
disadvantage of the LD estimator is that, independently of the number T of
time periods available, only a single observation per individual can be used
after that data have been transformed by the long difference (4.4). This
drawback is particularly problematic for data with a larger number T of
time periods and a small or moderately large number n of individuals. As a
remedy, we propose to extend the LD estimator by using multiple pairwise
differences.
4.3.1 Pairwise-difference long-difference estimator
Let S denote the shortest difference considered in estimation, 2 ≤ S ≤ T − 1.
To estimate α in (4.1), we propose to use the moment conditions of the
LD estimator obtained by taking the longest difference ∆T−1, the second
longest differences ∆T−2, and so on down to the differences ∆S. This leads
to T ∗ = (T −S)(T −S+ 1)/2 differenced equations consisting of all pairwise
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differences of lengths greater or equal to S:
s = T − 1 : ∆T−1yiT = α∆T−1yi(T−1) + ∆T−1εiT , (4.6)













Obviously, if S = T − 1, this system of differenced equations reduces to the
original LD equation (4.4). In general, the shortest difference S < T − 1
should be chosen so that the number of equations T ∗ ≤ (T − 1), which
implies that S > T −
√
2T . If T ∗ > (T − 1), some of the moment equations
implied by the model could be written as a linear combination of the other
ones and would not contribute new information to the system (e.g., in the
extreme case of S = 1, any sth difference equation could be written as a
sum of the consecutive first-differenced equations). This observations is a
special case of the equivalence statement in Arellano and Bover (1995).
Under the assumption in (4.2), using the instruments (4.5) for each of
the above stated equations, s = S, . . . , T −1, leads to the set of the following
moment conditions defining the infeasible pairwise-difference long-difference
(PD-LD) estimator:
E[yi(t−s−1)∆
sεit] = E[yi(t−s−1)(εit − εi(t−s))] = 0, (4.11)
E[ui(t−1)∆
sεit] = E[ui(t−1)(εit − εi(t−s))] = 0, (4.12)
...
E[ui(t−s+1)∆
sεit] = E[ui(t−s+1)(εit − εi(t−s))] = 0, (4.13)
where t = s+ 1, . . . , T and s = S, . . . , T − 1.
To express the PD-LD estimator explicitly as a GMM estimator, let us
first write the moment conditions (4.11)–(4.13) for a single equation in a
more compact form as
E(zits∆
sεit) = 0 (t = s+ 1, . . . , T ; s = S, . . . , T − 1), (4.14)
where zits is a s× 1 vector zits = (yi(t−s−1), ui(t−1), . . . , ui(t−s+1))′. Further-
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more, writing the equations (4.6)–(4.10) in the matrix form, the PD-LD
estimator is based on the following differenced equations
Dyi = αDyi(−1) +Dεi (i = 1, . . . , n), (4.15)
where D is a T ∗ × T partitioned matrix, D = (D′S, . . . ,D′T−1)′. Hence,
the complete set of the PD-LD moment conditions can be expressed in the
matrix form as E[Z ′iDεi] = 0, where Zi = diag({z′its}(t,s)∈T ), T = {(t, s) :
t = s+ 1, . . . , T ; s = S, . . . , T − 1}, denotes a block-diagonal matrix with T ∗
blocks z′its indexed by t = s+ 1, . . . , T and s = S, . . . , T − 1.
As zits in (4.14) is only partially observable, this PD-LD estimator is
infeasible and a preliminary consistent estimator is needed to construct
instruments. Let α̂0n denote a preliminary consistent estimator of α (e.g., the
Arellano-Bond estimator). The feasible instruments to be used in PD-LD are
then ẑits = (yi(t−1−s), ûi(t−1), . . . , ûi(t+1−s))′, where ûir = yir − α̂0nyi(r−1); the
corresponding feasible matrix representation will be denoted Ẑi. Denoting
the inverse weight matrix V̂n, the feasible PD-LD estimator – being a











where y∗ = ([Dy1]′, . . . , [Dyn]′)′ and y∗−1 = ([Dy1(−1)]′, . . . , [Dyn(−1)]′)′
are the differenced variables and Ẑ = (Ẑ ′1, . . . , Ẑ ′n)′ is an estimate of Z =
(Z ′1, . . . ,Z
′
n)









where y∗i = Dyi and y∗i(−1) = Dyi(−1).
By using α̂PD-LDn to re-estimate ẑits, one can iterate to another LD
estimator, which will be referred to as PD-LD1. Eventually, the procedure
can be further iterated, yielding PD-LD2, PD-LD3, and so on.
4.3.2 Mixed-distance long-difference estimator
Loosely speaking, the idea of taking the longest differences is based on the
fact that moment conditions based on such a data transformation do not
become weak when α approaches one (Hahn et al., 2007). Considering its
pairwise-difference extensions, there are other alternative choices of T − 1
differenced equations than just (4.6)–(4.10). For instance, one could make
use of all possible pairwise differences from the shortest one S = 2 to the
longest one T − 1 and take only one equation for each s, S ≤ s ≤ T − 1,
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Table 4.1: Asymptotic bias and variance
Limited # Unlimited #
Estimator of instruments of instruments
AB O(n−1T−1) O(n−1)




2T ) O(n−1T |α|T−
√
2T )
Note: AB refers to the Arellano-Bond estimator with the model
in forward orthogonal deviations derived by Bun and Kiviet
(2006).
in order to fulfill the condition that the number of employed equations
T ∗ ≤ T − 1. As a reference example, let α̂MD-LDn be the GMM estimator
based on the following (T − 2)(T − 1)/2 moment conditions:
E(zits∆
sεit) = 0 (t = s+ 1; s = 2, . . . , T − 1), (4.17)
where the moment conditions are derived under the assumption in (4.2).
This estimator will be referred to as the mixed-difference long-difference
estimator (MD-LD) as it relies both on short and long differences. It will be
shown that including shorter differences affects unfavourably the bias of the
estimator, at least for a large T .
4.3.3 Finite sample bias
To compare the LD, PD-LD, and MD-LD estimators, we first derive the
leading terms of their finite sample biases. For the sake of simplicity, we
compare the methods in the infeasible setting. In this section, we also use
the two-stage least squares weight matrix for all estimators (e.g., the inverse





of a general one), which happens to be the optimal weight matrix for the
infeasible LD estimator. Other (asymptotic) properties are studied under
more general assumptions in Section 4.4.
To derive the biases of the long-difference estimators, we need to impose
the following conditions (using one high-level assumption for simplicity):
B.1 For all i ∈ N and t ∈ N, idiosyncratic shocks εit are mutually indepen-
dent, have finite second moments, and E(εit|yi(t−1), . . . , yi0, ηi) = 0 and
σ2ε = var(εit).
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B.2 Let individual effects ηi be independently distributed across individuals
with finite second moments.
B.3 Denoting qnT ∗ = y∗′−1ZV −1n Z ′y∗−1, let p-lim qnT ∗/(nT ∗) = q̄ > 0 for
nT ∗ →∞, where T ∗ ≤ T − 1; in particular, T ∗ = 1 in the case of the
LD estimator.
Theorem 12. Let yit be generated by (4.1) with 0 < |α| < 1 and let α̂LDnT ,
α̂PD-LDnT , and α̂MD-LDnT be the infeasible two-stage least squares estimators based
on moment conditions (4.5), (4.14), and (4.17), respectively. Additionally,
suppose that Assumptions B.1–B.3 hold. When all possible instruments are






















































[2T − 3]αT − [2S − 3]αS
(1− α)2
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where the leading terms in bounds O(·) are determined for n→∞ or T →∞
and T ∗LD = 1 in the case of LD, T ∗MD = T − 2 in the case of ML-LD, and
S = dT −
√
2T e and T ∗PD = (T − S)(T − S + 1)/2 in the case of PD-LD.
Similarly, when the number of instruments used for each moment equation
is limited to be at most m̄ ∈ N, the finite-sample biases are bounded by
|BLD| ≤ O((nT ∗LD)−1) · σ2εm̄αT−2 = O(n−1|α|T ), (4.21)


























Results concerning the leading terms are summarized in Table 4.1 (the order
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of bias of the Arellano-Bond estimator as derived in Bun and Kiviet (2006)
is also reported). In general, the orders of biases are smaller when the
number of employed instruments is limited, but the ranking of methods is
not affected by the number of instruments. Taking into account (4.19), the
infeasible LD and PD-LD methods exhibit the smallest biases, especially
if T is large or α is small. The relatively small increase in bias of PD-LD
relative to LD is substantially compensated by the fact that PD-LD uses
nT ∗ ≈ n(T − 1) observations compared to n observations used by LD (see
also Section 4.4), which will complement the bias properties of PD-LD by a
smaller variance of estimates compared to LD.
4.4 Asymptotic distribution
4.4.1 Asymptotic normality
In this section, the asymptotic distribution for the class of the long-difference
estimators is derived. Although the asymptotic distribution of the LD
estimator is derived in Hahn et al. (2007), it is given there only for the limit
case of α→ 1, without any exogenous variables, and in a form difficult for
practical use.
For deriving the asymptotic distribution of different LD estimators, it
is useful to generalize and derive this result for a model with exogenous
variables. Let xit = (xit1, . . . , xitK)′ be a set ofK exogenous or predetermined
variables. Assume T ≥ 3 is fixed and yit follows
yit = αyit−1 + x
′
itβ + ηi + εit,
= w′itθ + ηi + εit,
(t = 1, . . . , T ; i = 1, . . . , n), (4.25)
where wit = (witk)K+1k=1 = (yi(t−1),x
′
it)
′ and the parameter of interest is
θ = (α,β′)′ with the true value θ0. Let Wi denote the T × (K + 1) matrix
Wi = (wi1, . . . ,wiT )
′. The assumptions concerning the data-generating
process (4.25), which is allowed to be heterogeneous across individuals i,
follow.
A.1 Let {yi,Wi, ηi}ni=1 be a sequence of independently distributed random
vectors with uniformly bounded finite (2 + δ)th moments for some
δ > 0.
A.2 For all i and t, E(εit|wit, . . . ,wi1, ηi) = 0.
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Next, the initial estimator θ̂0n will be assumed to be a consistent GMM
estimator of θ0 based on moment conditions E[ψ(yi,Wi,θ)] = E[ψi(θ)] = 0,
where ψ is a F × 1 vector of functions, F ≥ K + 1. The sample counterpart




A.3 Estimator θ̂0n is
√
n-consistent and asymptotically normal for a fixed T
and n→∞; in particular, θ̂0n
p→ θ0 in probability and
√
n(θ̂0n − θ0) =
Op(1).
The instruments used in this class of the LD estimators can be generically
denoted as ẑits = zits −W its(θ̂0n − θ), where explanatory variables W its =
(0,wi(t−1), · · · ,wi(t+1−s))′ with 0 being an appropriately sized matrix of
zeros, the initial estimator is assumed to be asymptotically linear in its
moment conditions,
√
n(θ̂0n−θ0) = Λ ·
√
nfn(θ







and Λ is the result of the stochastic expansion of the initial estimator (see
for example Arellano, 2003, p. 187).2
Next, let E[τi(θ)] = 0 be a general expression for the R moment con-
ditions implied by the method, R ≥ K + 1: after substituting for ∆sεit
from model (4.25), it consists of (4.5) for LD, (4.14) for PD-LD, or (4.17)
for MD-LD, respectively, and additionally, of moment conditions implied
by x’s variables (in general, these depend on whether each xitk is weakly
or strictly exogenous or predetermined). Further, the combined vector of
moment conditions for the initial and chosen LD-type estimators will be
denoted ρi(θ) = (τi(θ)′,ψi(θ)′)′. By Assumption A.1, ρ1(θ), . . . ,ρn(θ) are
n independent random vectors. We however have to impose additional
assumptions, again taking into account the individual heterogeneity.
A.4 The moment conditions ρi(θ0) at θ0 have uniformly bounded finite
(2 + δ)th moments for some δ > 0. Moreover, E[ρi(θ0)] = 0 and the
2Suppose the Arellano-Bond estimator is chosen as preliminary estimator. Let ZABi and
An denote the corresponding matrix of instruments and the weight matrix, respectively.














where D1 is the (T − 1)× T first difference-operator matrix.
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variance matrix Σ = limn→∞
∑n
i=1 var[ρi(θ
0)]/n exists and is a finite
positive definite matrix.
A.5 (a) Let ωtsk = limn→∞
∑n
i=1 E(zits∆
switk)/n exist and be finite for all




kth column of the full-rank matrix Ω = (ω1, . . . ,ωK+1).
(b) Similarly, let Pts = limn→∞
∑n
i=1 E(W its∆sεit)/n exist and be
finite for all t and s and let P = (P ′(S+1)S, . . . ,P
′
T (T−1))
′ have a full
rank.
(c) Matrix Λ has a full rank.
(d) Finally,
∑n
i=1 E(W its∆switk)/n is assumed to exist and to be
uniformly bounded in n ∈ N for all s, t, and k.
A.6 Let V̂n be a dim(τ )×dim(τ ) inverse weight matrix such that V̂n
p→ V
as n→∞, where V is a positive definite matrix.
If the standard, but stronger assumption that random variables in Assump-
tion A.1 are independent and identically distributed is used, the above
mentioned assumptions would simplify: for example, the moment conditions
ρi(θ
0) would have to possess only finite second moments and their variance
matrix would be defined simply as Σ = var[ρi(θ0)].
Under the above stated assumptions, the asymptotic distribution of the
feasible LD, MD-LD, and PD-LD estimators can be derived.
Theorem 13. Suppose that Assumptions A.1–A.6 hold. Then for a fixed T




where Ξ = (Ω′V −1Ω)−1Ω′V −1MΣM ′V −1Ω(Ω′V −1Ω)−1 and M =
(IR,−PΛ).
4.4.2 Estimating the asymptotic variance
According to the standard GMM theory, an optimal choice of the inverse
weight matrix Vn is a consistent estimate of the covariance matrix of the
moment conditions Σ. Assuming for simplicity that data are independent
and identically distributed across individuals, this covariance matrix can be








where Στ = var[τi(θ0)], Σψ = var[ψi(θ0)], and Στψ = cov[τi(θ0),ψi(θ0)]
(recall that τ and ψ refer to the moment conditions of the (PD-)LD and
initial estimators, respectively). Since the instruments are estimated rather
than given, Theorem 13 implies that Vopt will be equal to
Vopt = MΣM
′ = Στ − PΛΣψτ − (PΛΣψτ )′ + PΛΣψΛ′P ′. (4.29)
Considering the part Στ , which corresponds to the variance of the moment
conditions of the infeasible estimator, note that, because of the complex
structure of PD-LD, the covariance matrix Στ = E(Z ′iDεiε′iD′Zi) may be
singular. In other words, for a sufficiently large T and number of included
instruments in PD-LD, some moment conditions are redundant and Στ is
not invertible.
To overcome this problem in computing Vopt, several solutions are avail-
able. First, one could try to keep all the moment conditions corresponding
to Στ . This however requires dealing with many linearly dependent moment
conditions, which would have to be done as in Carrasco and Florens (2000),
for instance. A simple alternative solution – also used in this paper – is to
limit the number of instruments in τi(θ) = Z ′iD(yi −Wiθ), which equals
τi(θ
0) = Z ′iDεi at θ0.3 Denoting τ
†
i (θ) the vector of moment conditions
corresponding to selected instruments and Z†i the corresponding matrix of
instruments, the optimal inverse weight matrix will be a consistent estimate
3Clearly, there are more ways to do so. To prevent the linear dependence of the PD-LD
moment conditions and instruments thereof are selected here in the following way:
E(yi(t−s−1)∆
sεit) = 0 (t = s+ 1, . . . , T ; s = S, . . . , T − 1) (4.30)
and for all t = s+ 1, . . . , T , s = S, . . . , T − 1:
E(ui(t−1)∆








 = 0 if s = S. (4.31)
.
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with Υ̂i = Dε̂iε̂′iD′ and Ẑ
†
i being computed by using a preliminary consistent
estimator (Λ, P , and other terms in (4.29) can be estimated by the respective
sample averages).
For several reasons, we do not pay more attention to the estimation of
the optimal weights Vopt. It is well known that a part of the bias of GMM
estimators stems from a poorly estimated weight matrix (Newey and Smith,
2004). For either small values of n or large number of instruments (which
depends on T when all instruments are included), weights in V̂nΥ may be
highly imprecise. A simple alternative to (4.32) is to employ the weights of





There are a couple of advantages of this weighting matrix V̂nI : (i) it can
be computed directly based on the initial estimate, (ii) it does not impose
constraints on the number of instruments (the full proposed matrix Zi can
be used), and finally, (iii) finite sample results for weighting matrix (4.33)
are rather close to or even better than the ones for weighting matrix (4.32),
especially as the sample size increases. See Section 4.5 for more details.
4.5 Monte Carlo simulation
4.5.1 Design
In this section, the finite sample performance of the proposed estimators
is evaluated by Monte Carlo simulations. The data-generating proces for
yit follows model (4.1) with α = 0.1, 0.5, 0.9, n = 25, 50, 100, 400, 1600, 3200,
T = 6, 12, 24, ηi ∼ N(0, σ2η), and εit ∼ N(0, 1). In order to measure the
sensitivity of the estimators to the stationarity assumption, the initial
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which leads to mean-stationary series yit if αJ = α and to non-stationary
sequences if αJ 6= α. Each model is evaluated using 1000 replications.
Results are reported for the LD estimator and for the proposed estimators
MD-LD, PD-LD, and PD-LD1, where the last one denotes the iterated PD-
LD estimator based on PD-LD used as the preliminary estimator. The
Arellano and Bond (AB, 1991) two-step GMM estimator4 and the system
Blundell and Bond (BB, 1998) estimator5 are also reported, serving as
reference estimators as well as preliminary estimators for LD, MD-LD, and
PD-LD. All methods are compared by means of the root mean squared errors
(RMSE) unless stated otherwise.
4.5.2 Weight matrix
Before presenting a full comparison of estimators, we will briefly revisit the
choice of the GMM weight matrix. As mentioned in Section 4.4.2, the finite
sample performance of a GMM estimator can be heavily affected by the
choice of the weight matrix. The difference between using weights (4.32)
and (4.33) is documented in Table 4.2 for various models with σ2η = 1. Let
PD-LD-I and PD-LD1-I denote the PD-LD estimators when the inverse
weight matrix (4.33) is used and let PD-LD-Υ̂ and PD-LD1-Υ̂ denote PD-LD
when weights (4.32) are in use.
As shown in Table 4.2, PD-LD-Υ̂ seems to perform only slightly better
than PD-LD-I and only for small values of n (the main exception is the
case of n = 25, T = 6, and α = 0.9). More specifically, PD-LD-Υ̂ can
perform slightly better than PD-LD-I if the initial estimator is reliable, but
PD-LD-Υ̂ can perform much worse than PD-LD-I if the initial estimator is
imprecise. Consequently, it seems that using weights (4.33) is a more robust
strategy, which – in the cases when it is worse than PD-LD-Υ̂ – matches the
optimally weighted alternative once the sample size is sufficiently large. We
therefore recommend and use in further simulations the PD-LD estimator
based on the weighting matrix V̂nI defined in (4.33).






i , where ZABi is the matrix of
instruments and H is a (T − 1)× (T − 1) tridiagonal matrix with 2 on the main diagonal,
−1 on the first two sub-diagonals, and zeros elsewhere (see Arellano and Bond, 1991,
p. 279).






i , where ZBBi is the matrix of instruments
and G is a partitioned matrix, G = diag(H, I), where H is as in Arellano-Bond and I is
the identity matrix (see Kiviet, 2007, Eq. (38)).
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Table 4.2: The root mean squared errors of the PD-LD estimators using the
two-stage least-squares weighting matrix and the asymptotically optimal weighting
matrix. The three sections of the table represent results for α = 0.1, 0.5, and 0.9.
n 25 100 400 1600 3200 25 100 25 100
T 6 12 24
α = 0.1
AB* 0.141 0.071 0.035 0.017 0.012 0.092 0.041 0.063 0.028
PD-LD-I 0.138 0.067 0.034 0.016 0.012 0.095 0.047 0.076 0.039
PD-LD-Υ̂ 0.135 0.063 0.032 0.016 0.011 0.095 0.042 0.076 0.039
PD-LD1-I 0.141 0.067 0.034 0.017 0.012 0.095 0.047 0.076 0.039
PD-LD1-Υ̂ 0.157 0.076 0.038 0.018 0.013 0.095 0.053 0.076 0.039
BB* 0.127 0.067 0.035 0.017 0.013 0.100 0.046 0.157 0.052
PD-LD-I 0.138 0.065 0.033 0.017 0.012 0.093 0.048 0.075 0.038
PD-LD-Υ̂ 0.127 0.062 0.031 0.016 0.012 0.093 0.046 0.075 0.038
PD-LD1-I 0.141 0.066 0.033 0.017 0.012 0.093 0.048 0.075 0.038
PD-LD1-Υ̂ 0.153 0.074 0.037 0.018 0.013 0.093 0.057 0.075 0.038
α = 0.5
AB* 0.232 0.108 0.051 0.025 0.018 0.133 0.055 0.080 0.033
PD-LD-I 0.136 0.072 0.035 0.018 0.013 0.090 0.045 0.069 0.037
PD-LD-Υ̂ 0.187 0.076 0.034 0.017 0.012 0.090 0.047 0.069 0.037
PD-LD1-I 0.155 0.082 0.040 0.020 0.014 0.092 0.046 0.069 0.037
PD-LD1-Υ̂ 0.183 0.084 0.040 0.020 0.014 0.092 0.053 0.069 0.037
BB* 0.139 0.081 0.044 0.021 0.016 0.118 0.058 0.186 0.074
PD-LD-I 0.135 0.069 0.034 0.017 0.012 0.087 0.045 0.070 0.035
PD-LD-Υ̂ 0.131 0.067 0.033 0.017 0.012 0.087 0.049 0.070 0.035
PD-LD1-I 0.157 0.080 0.039 0.019 0.014 0.088 0.046 0.070 0.035
PD-LD1-Υ̂ 0.152 0.078 0.039 0.020 0.014 0.088 0.054 0.070 0.035
α = 0.9
AB* 0.570 0.444 0.241 0.102 0.069 0.292 0.202 0.146 0.089
PD-LD-I 0.202 0.160 0.120 0.072 0.050 0.093 0.064 0.049 0.026
PD-LD-Υ̂ 0.439 0.268 0.128 0.065 0.046 0.093 0.155 0.049 0.026
PD-LD1-I 0.186 0.127 0.097 0.072 0.044 0.089 0.050 0.049 0.026
PD-LD1-Υ̂ 0.389 0.205 0.099 0.063 0.043 0.089 0.129 0.049 0.026
BB* 0.082 0.073 0.051 0.030 0.021 0.054 0.048 0.043 0.029
PD-LD-I 0.124 0.085 0.052 0.028 0.019 0.067 0.042 0.047 0.023
PD-LD-Υ̂ 0.109 0.081 0.053 0.029 0.020 0.067 0.043 0.047 0.023
PD-LD1-I 0.207 0.129 0.067 0.033 0.022 0.091 0.052 0.050 0.027
PD-LD1-Υ̂ 0.161 0.111 0.063 0.032 0.021 0.091 0.046 0.050 0.027
Note: The symbol ‘*’ denotes the preliminary estimator for PD-LD.
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Table 4.3: The root mean squared errors of all estimator for different sample sizes
using σ2η = 1. The three sections of the table represent results for α = 0.1, 0.5,
and 0.9.
n 25 50 100
T 6 12 24 6 12 24 6 12 24
α = 0.1
AB* 0.143 0.089 0.064 0.097 0.058 0.041 0.070 0.041 0.027
LD 0.206 0.209 0.206 0.134 0.148 0.141 0.099 0.103 0.100
MD-LD 0.145 0.120 0.110 0.100 0.081 0.078 0.072 0.059 0.052
PD-LD 0.136 0.094 0.074 0.093 0.067 0.053 0.070 0.047 0.037
PD-LD1 0.139 0.094 0.074 0.094 0.067 0.053 0.071 0.047 0.037
BB* 0.129 0.102 0.157 0.095 0.067 0.091 0.068 0.046 0.050
LD 0.206 0.209 0.206 0.134 0.148 0.141 0.099 0.103 0.100
MD-LD 0.145 0.119 0.110 0.099 0.081 0.078 0.071 0.059 0.052
PD-LD 0.136 0.094 0.074 0.093 0.067 0.053 0.070 0.047 0.037
PD-LD1 0.139 0.094 0.074 0.094 0.067 0.053 0.071 0.047 0.037
α = 0.5
AB* 0.231 0.129 0.083 0.152 0.083 0.053 0.107 0.053 0.033
LD 0.188 0.184 0.174 0.124 0.127 0.121 0.091 0.087 0.086
MD-LD 0.155 0.112 0.099 0.112 0.076 0.069 0.079 0.054 0.046
PD-LD 0.138 0.088 0.070 0.098 0.064 0.049 0.072 0.043 0.035
PD-LD1 0.160 0.090 0.070 0.109 0.065 0.049 0.083 0.044 0.035
BB* 0.148 0.119 0.184 0.113 0.084 0.127 0.082 0.057 0.074
LD 0.191 0.184 0.174 0.123 0.127 0.121 0.091 0.087 0.086
MD-LD 0.154 0.112 0.099 0.107 0.076 0.069 0.076 0.054 0.046
PD-LD 0.141 0.088 0.070 0.095 0.064 0.049 0.072 0.043 0.035
PD-LD1 0.165 0.090 0.070 0.109 0.065 0.049 0.084 0.044 0.035
α = 0.9
AB* 0.579 0.296 0.146 0.516 0.256 0.122 0.447 0.201 0.089
LD 0.197 0.119 0.096 0.169 0.088 0.066 0.146 0.066 0.045
MD-LD 0.233 0.125 0.073 0.207 0.099 0.056 0.182 0.082 0.040
PD-LD 0.201 0.093 0.047 0.180 0.076 0.035 0.158 0.063 0.026
PD-LD1 0.189 0.089 0.048 0.152 0.068 0.037 0.124 0.051 0.026
BB* 0.086 0.053 0.041 0.079 0.052 0.036 0.070 0.047 0.029
LD 0.171 0.114 0.096 0.120 0.084 0.065 0.095 0.059 0.045
MD-LD 0.142 0.085 0.065 0.108 0.065 0.047 0.085 0.053 0.034
PD-LD 0.130 0.064 0.045 0.094 0.052 0.032 0.080 0.041 0.022
PD-LD1 0.212 0.088 0.048 0.154 0.073 0.037 0.121 0.052 0.026
Note: The symbol ‘*’ denotes the preliminary estimator for LD, MD-LD and
PD-LD.
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Table 4.4: The root mean squared errors of all estimator for low and high values
of the variance of the individual effects, σ2η = 0.25, 1, 4. The three sections of the
table represent results for α = 0.1, 0.5, and 0.9.
(n, T ) (100, 6) (50, 12) (25, 24)
σ2η/σ
2
ε 1/4 1 4 1/4 1 4 1/4 1 4
α = 0.1
AB* 0.062 0.070 0.076 0.053 0.062 0.062 0.063 0.062 0.064
LD 0.097 0.104 0.101 0.145 0.148 0.144 0.213 0.208 0.211
MD-LD 0.070 0.071 0.069 0.082 0.084 0.082 0.106 0.109 0.107
PD-LD 0.066 0.069 0.068 0.066 0.066 0.066 0.070 0.075 0.074
PD-LD1 0.066 0.070 0.069 0.066 0.066 0.066 0.070 0.075 0.074
BB* 0.060 0.068 0.081 0.074 0.069 0.071 0.176 0.159 0.091
LD 0.100 0.102 0.100 0.145 0.141 0.138 0.201 0.200 0.203
MD-LD 0.069 0.069 0.070 0.084 0.080 0.083 0.104 0.107 0.108
PD-LD 0.067 0.067 0.065 0.065 0.065 0.065 0.073 0.075 0.075
PD-LD1 0.068 0.068 0.066 0.065 0.065 0.065 0.073 0.075 0.075
α = 0.5
AB* 0.086 0.108 0.122 0.071 0.087 0.092 0.080 0.082 0.085
LD 0.089 0.093 0.091 0.127 0.128 0.123 0.183 0.175 0.178
MD-LD 0.079 0.079 0.077 0.079 0.078 0.078 0.094 0.095 0.096
PD-LD 0.069 0.070 0.069 0.063 0.061 0.062 0.067 0.071 0.070
PD-LD1 0.078 0.078 0.080 0.064 0.062 0.064 0.067 0.071 0.070
BB* 0.076 0.083 0.118 0.107 0.087 0.104 0.236 0.187 0.083
LD 0.094 0.092 0.098 0.128 0.123 0.120 0.175 0.176 0.175
MD-LD 0.077 0.077 0.089 0.080 0.075 0.081 0.095 0.098 0.096
PD-LD 0.070 0.069 0.077 0.060 0.061 0.061 0.069 0.071 0.071
PD-LD1 0.081 0.080 0.083 0.062 0.062 0.062 0.069 0.071 0.071
α = 0.9
AB* 0.345 0.470 0.494 0.221 0.257 0.270 0.139 0.147 0.148
LD 0.139 0.151 0.152 0.088 0.089 0.086 0.092 0.094 0.098
MD-LD 0.165 0.186 0.192 0.098 0.101 0.103 0.072 0.074 0.075
PD-LD 0.146 0.163 0.166 0.076 0.076 0.076 0.045 0.048 0.048
PD-LD1 0.130 0.146 0.129 0.068 0.067 0.067 0.046 0.049 0.049
BB* 0.076 0.071 0.088 0.086 0.051 0.081 0.154 0.044 0.066
LD 0.095 0.097 0.114 0.083 0.081 0.093 0.100 0.093 0.092
MD-LD 0.089 0.089 0.104 0.074 0.064 0.083 0.076 0.066 0.062
PD-LD 0.082 0.082 0.098 0.057 0.048 0.064 0.048 0.047 0.044
PD-LD1 0.118 0.127 0.152 0.065 0.066 0.078 0.049 0.050 0.050
Note: The symbol ‘*’ denotes the preliminary estimator for LD, MD-LD and
PD-LD.
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Table 4.5: The biases and root mean squared errors of all estimator under the
non-stationarity of the initial condition; σ2η = 1 and αJ = 0.3 are used. The three
sections of the table represent results for α = 0.1, 0.5, and 0.9.
(n, T ) (100, 6) (50, 12) (25, 24)
RMSE Bias RMSE Bias RMSE Bias
α = 0.1
AB* 0.064 -0.019 0.059 -0.027 0.062 -0.044
LD 0.096 -0.002 0.142 0.001 0.198 0.010
MD-LD 0.072 -0.007 0.083 -0.004 0.103 0.002
PD-LD 0.065 -0.003 0.066 -0.001 0.075 0.003
PD-LD1 0.066 -0.003 0.066 -0.001 0.075 0.003
BB* 0.065 -0.018 0.070 -0.042 0.158 -0.150
LD 0.096 0.006 0.147 0.001 0.205 -0.013
MD-LD 0.065 -0.002 0.082 -0.004 0.103 -0.005
PD-LD 0.065 0.001 0.068 -0.003 0.072 -0.002
PD-LD1 0.065 0.002 0.068 -0.003 0.072 -0.002
α = 0.5
AB* 0.139 -0.071 0.094 -0.067 0.088 -0.076
LD 0.087 -0.008 0.117 -0.004 0.170 0.002
MD-LD 0.077 -0.019 0.073 -0.013 0.094 -0.005
PD-LD 0.068 -0.013 0.059 -0.008 0.070 -0.006
PD-LD1 0.076 -0.006 0.061 -0.008 0.070 -0.006
BB* 0.125 0.094 0.070 -0.015 0.174 -0.164
LD 0.090 0.024 0.115 -0.006 0.170 -0.004
MD-LD 0.085 0.040 0.074 -0.008 0.097 -0.007
PD-LD 0.076 0.030 0.058 -0.005 0.071 -0.005
PD-LD1 0.077 0.007 0.059 -0.005 0.071 -0.005
α = 0.9
AB* 0.072 -0.029 0.052 -0.034 0.056 -0.048
LD 0.044 -0.007 0.032 -0.004 0.035 -0.000
MD-LD 0.042 -0.007 0.030 -0.006 0.031 -0.003
PD-LD 0.041 -0.008 0.024 -0.006 0.020 -0.003
PD-LD1 0.039 -0.004 0.023 -0.004 0.020 -0.003
BB* 0.208 0.207 0.146 0.145 0.072 0.063
LD 0.081 0.069 0.041 0.025 0.035 -0.001
MD-LD 0.086 0.075 0.043 0.030 0.031 0.001
PD-LD 0.082 0.073 0.038 0.030 0.019 -0.002
PD-LD1 0.046 0.018 0.024 0.001 0.020 -0.003
Note: The symbol ‘*’ denotes the preliminary estimator for LD, MD-LD and PD-LD.
The initial observations are generated by yi0 ∼ N( ηi1−0.3 ,
σ2ε
1−α2 ).
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4.5.3 Simulation results
First, an overview of the behaviour of all estimators is given for many
different sample sizes and σ2η/σ2ε = 1, see Table 4.3. By taking only the
difference between the last and the first observation per individual, the LD
estimator yields almost no benefit from a larger number T of time periods,
unless α = 0.9 (then there are more available informative instruments as
T increases). In particular, LD performs poorly when α is close to zero.
These weaknesses are amended by the proposed estimators. Among these,
PD-LD has an overall good performance for all combinations of n and T :
(i) it always performs better than LD and MD-LD; (ii) it exhibits smaller
RMSEs than AB for α ≥ 0.5 and is rather close to AB for α = 0.1; and
(iii) it outperforms BB for α ≤ 0.5 and – if BB is the initial estimator –
PD-LD has similar or smaller RMSE compared to BB for α = 0.9 except
for the smallest sample size n = 25 and T = 6. Finally, it is interesting to
note that the precision of the PD-LD estimates does not depend much on
the initial estimator except for α = 0.9, where AB gets very imprecise and
substantially biased.
Further, the estimators in the LD class also do not seem to be affected by
different ratios of σ2η/σ2ε . This is documented in Table 4.4. In the performed
experiments, the AB estimator is not substantially influenced by variations
in the ratio σ2η/σ2ε either. On the contrary, the BB estimator is the most
sensitive, in particular when T is large.
Finally, we examine the sensitivity of the estimators to misspecification
of the initial condition assumption; Table 4.5 summarizes now both the
RMSE and biases for all estimates. The initial observations yi0 are defined
as in (4.34) and αJ = 0.3 for all α ∈ {0.1, 0.5, 0.9}. It is well known that
the BB estimator loses its predominant source of information when yit is
mean-nonstationary (see Hahn, 1999). On the contrary, all estimators in
the LD class are not substantially affected by different assumptions about
yi0. In particular, the biases of LD estimators are almost zero if AB is
used as the initial estimator. (Note that the AB estimator actually benefits
from mean-nonstationarity, especially when α is close to one, as documented
in Hayakawa (2009).) In the other case of the initial BB estimator, LD and
PD-LD substantially reduce the bias of the initial estimator, and surprisingly,
PD-LD1 even manages to eliminate the bias almost completely (i.e., despite
a sizeable upward bias of BB for α = 0.9). Finally, note that PD-LD and
PD-LD1 exhibit the smallest RMSE of all estimators if α ≥ 0.5.
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Altogether, the PD-LD estimator performs equally well or better than
existing methods in the majority of simulated models. The reported experi-
ments show that these results are not overly sensitive to the values of the
autoregressive parameter, to the variance of errors, or to the specification of
initial observations.
4.6 Conclusion
To our knowledge, the idea of applying multiple pairwise differences to
dynamic linear panel data models is new. This data transformation is
presented and applied here to the long-difference estimator of Hahn et al.
(2007) to improve its behavior for data with many time periods and for
the values of the autoregressive coefficient far from one. We derive the
finite-sample bias of the method and the asymptotic distribution of the
proposed estimators. Our results indicate that the PD-LD estimator has
a smaller variance than the original LD estimator, while preserving its
very small bias. In finite samples, simulation results confirm that the
proposed pairwise-difference transformation improves the LD estimator in
all simulation settings, and in particular, when the time span increases or
when α is small. Compared to the existing IV/GMM type of estimator,
PD-LD seems to be very competitive without imposing additional restrictive
assumptions.
4.A Appendix
4.A.1 Finite sample bias
Let us first state and prove the following lemma, which will be used for
evaluating of the bias expressions.
Lemma 3. Let J ∈ N and |γ| < 1. Then it holds for 1 ≤ K < L,K ∈
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Proof. The proof follows directly from (1− γ)
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j=0 aj implies the results of the
lemma.
Proof of Theorem 12. In this proof we follow Bun and Kiviet (2006, Ap-
pendix A). Results are fully derived for the infeasible PD-LD estimator
only. For LD and MD-LD, the proof develops identically except for the final
evaluation of the biases as functions of the autoregressive parameter α. We
thus proceed with the proof for PD-LD and only the final evaluation is done
for each estimator separately.
The estimation error of the unfeasible PD-LD estimator in (4.16) (ob-
tained after substituting from the model equations (4.15)) is given by














where ε∗ = ([Dε1]′, . . . , [Dεn]′)′ and gnT ∗ = ZV −1n Z ′y∗−1. Suppose that
E(g′nT ∗ε
∗) = O(N∗), where N∗ is some function of n and/or T ∗ to be derived
yet. Assuming that either or both n and T ∗ can get large, Bun and Kiviet






+O(N∗(nT ∗)−3/2) = B+O(N∗(nT ∗)−3/2), (4.38)
where B = E(g′nT ∗ε∗)/q̄ = O(N∗(nT ∗)−1) is the leading term of the bias.
Note that the term (nT ∗)−1 in the previous expressions follows from As-
sumption B.3 as qnT ∗/(nT ∗)→ q̄ > 0 in probability and qnT ∗ = O((nT ∗)−1)
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for nT ∗ →∞.
Next, let us derive N∗. First, we can rewrite (4.37) in a more convenient
form. Let G be an nT ∗ × nT ∗ permutation matrix which changes the order
of the rows of Z, y∗−1, y∗ such that observations are organized by individuals
first (i = 1, . . . , n), then by pairwise differences (s = S, . . . , T − 1), and last
by time periods (t = s+ 1, . . . T ). As Zi is block diagonal, G′Z will be block
diagonal as well with blocks Z(S+1)S,. . . ,ZT (T−1), where Zts = ((zits)ni=1)′ is
n ×mts and mts denotes the number of instruments. The inverse weight
matrix used here is Vn = Z ′Z and is thus also block diagonal. Given that
(Z ′Z)−1 = (Z ′G′GZ)−1 = diag
(
(Z ′(S+1)SZ(S+1)S)
−1, . . . , (Z ′T (T−1)ZT (T−1))
−1) ,
(4.39)
we can rewrite (4.37) as


























where y∗(t−1)s = (y
∗
1(t−1)s, . . . , y
∗
n(t−1)s)
′ and ε∗ts = (ε∗1ts, . . . , ε∗nts)′ using y∗i(t−1)s =
∆syi(t−1) = yi(t−1) − yi(t−1−s) and ε∗its = ∆sεit = εit − εi(t−s). We now have















































∣∣ It−1]} , (4.42)
where E(·|It−1) denotes the expectation conditional on the information
known up to t − 1. Note that Zts and thus Mts contain only relevant
4.A. APPENDIX 99






































provided that the conditional expections are independent of index i. Un-
der Assumptions B.1–B.3, this however follows from the definition of the

























= −αs−1σ2ε , (4.44)














Note that derivations in (4.42)–(4.44) hold for both LD and MD-LD as
well – only the bounds of the sums in equations (4.41) and (4.45) will differ
(depending on the equations used).
To evaluate the biases of the estimators, we consider first the case with
all possible instruments included: mts = s for all t > s. For PD-LD, we




















− (T − 1)α







[2T − 3]αT − [2S − 3]αS
(1− α)2
+




100 CHAPTER 4. A DYNAMIC MODEL WITHOUT OUTLIERS
which is of order O(T 2αT−
√
2T ) for T →∞ as S > T −
√






























sαs−1 = −σ2ε(T − 1)αT−2 = O(TαT ).
(4.48)
Next, the case of a bounded number of instruments is considered: suppose





























which is of order O(T |α|T−
√





































= O(|α|T ). (4.51)
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4.A.2 Asymptotic distribution
The common notation will be discussed first. The proof of Theorem 3 is
identical for LD, MD-LD, and PD-LD except for the dimensions of the
instrument and data matrices used. Similarly to y∗ in (4.16), let W ∗ =
([DW1]
′, . . . , [DWn]
′)′ and W ∗i = DWi, i = 1, . . . , n, where D is the
difference-operator matrix corresponding to the analyzed estimator. The
instrument matrices Z and Zi are also assumed to be corresponding to the
estimator of interest (LD, MD-LD, or PD-LD). We will generically refer to
θ̂n as one of the estimator in this class, which can be now expressed as
θ̂n =
(
W ∗′ẐV̂ −1n Ẑ
′W ∗
)−1
W ∗′ẐV̂ −1n Ẑ
′y∗, (4.52)












i , and the instrument matrix
Ẑi refers to the feasible counterpart of Zi. Given that the T ∗ × R matrix
Ẑi is block diagonal, Ẑi = diag(ẑ′its), the R× (K + 1) matrix Ẑ ′iW ∗i can be






where (t, s) ∈ T is the running row-index with values depending on the type
of estimator,
TLD = {(t, s) : t = T ; s = T − 1} ,
TMD-LD = {(t, s) : t = s+ 1; s = 2, . . . , T − 1} ,
TPD-LD = {(t, s) : t = s+ 1, . . . , T ; s = S, . . . , T − 1} ,
(4.54)
and k = 1, . . . , K + 1 is the column index.
The following lemmas will now analyze individual terms of
√














which is obtained by substituting for y∗ in (4.52) from model (4.25) and
where the notation ε∗ = ([Dε1]′, . . . , [Dεn]′)′ is used.
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Proof. We use the decomposition
1
n














itsk)(t,s)∈T ;k=1,...,K+1 , (4.57)
where (t, s) and k are the row and column indices, respectively, of the matrix
ẐiW
∗





































itsk/n→ ωtsk = E(zitsw∗itsk) in probability as
n→∞ by the law of large numbers (Davidson, 1994, Theorem 20.8) and
Assumptions A.1 and A.5. The same argument applies to
∑n
i=1(W itsw∗itsk)/n.
Finally, θ̂0n − θ0 = op(1) follows from the consistency of the preliminary





in probability as n→∞ for any t, s, and k and we can rewrite (4.57) as
1
n







itsk)ts,k = Ω + op(1). (4.59)





d−→ N(0,MΣM ′). (4.60)



















































































The law of large numbers (Davidson, 1994, Theorem 20.8) and Assumptions
A.1 and A.5 imply that
∑n
i=1 W itsε∗its/n→ Pts = E(W itsε∗its) for each t and
s.
As P = (P ′(S+1)S, . . . ,P
′
T (T−1))





















































where M = (IR,−PΛ) and τi(θ0) = Z ′iε∗i = Z ′iDεi denotes the moment
conditions of the LD-type estimator at θ0.
By Assumption A.1 and A.4, ρi(θ0) are independent random vectors
satisfying E[ρi(θ0)] = 0. As the second and higher moments exist by











d−→ N(0,MΣM ′). (4.64)
Proof of Theorem 3. Let θ̂n be either LD, PD-LD or MD-LD in (4.52). By
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The claim of the theorem now follows from Lemma 5.
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