Abstract. We study the phenomenon of pinching of inviscid incompressible jets when surface tension is important. This is done by analyzing one-dimensional models derived by use of slender jet theory. Equations are derived for both single-and two-fluid arrangements. Higher-order terms are retained for regularization purposes. In the absence of a surrounding fluid these equations are the inviscid Cosserat system. It is shown that the leading order system terminates in infinite-slope singularities before pinching happens-this is achieved by studying a 2 × 2 system of conservation laws in the complex plane and by numerical solution of the evolution equations. Inclusion of higherorder terms changes the order of the evolution equations and enables the one-dimensional models to produce the phenomenon of pinching and drop formation in many cases. The evolution equations are solved numerically, and the numerical experiments suggest that the interface develops a cusp locally as the jet pinches. Local similarity solutions valid near pinching are suggested, and scaling exponents are compared with the simulations. Numerical solutions of models which include the full curvature term are found to terminate in infinite-slope singularities, before pinching can take place, for a range of initial conditions which produce pinching for the slice models. If the initial amplitudes are small enough, however, pinching is supported.
1. Introduction. Rayleigh [37] first studied the breakup of liquid jets in air. The underlying instability mechanism is a consequence of surface tension, and Rayleigh predicted that all waves longer than the jet diameter are linearly unstable and used the result to conjecture the breakup of the jet into drops. The physics of the instability can be understood in purely energetic terms, since for a given stationary volume of fluid the surface energy is a minimum when the shape is spherical. A liquid thread, therefore, will tend to break up into drops. An equivalent and more quantitative feature of the instability is found also by consideration of the Young-Laplace equation which relates the pressure jump across the jet interface to its curvature. In cylindrical geometries we have two principal radii of curvature, one in a plane containing the axis of the jet and one in a plane perpendicular to the axis. If we suppose that a perturbation causes the jet radius to decrease slightly, then the radius of curvature in a cross-sectional plane decreases and the pressure in the vicinity of the perturba-tion increases. This means that fluid will tend to leave this high-pressure region to flow to lower-pressure positions which by mass conservation decreases the jet radius further, thus enhancing the interfacial instability. This is a physical description of the mechanism of pinching or breakup. Clearly the phenomenon is nonlinear, and even though linear theory does well in predicting dominant wavelengths in natural transition, nonlinear analyses are required to follow the jet to breakup for a range of dominant length scales whether self-sustained or externally imposed through initial conditions, for example.
The physical picture sketched above is fundamental and appears in both inviscid as well as viscous flows. In this work we concentrate on inviscid irrotational flows of liquid jets. A review article has been written by Bogy [5] . Of relevance also is the work of Chandrasekhar [13] , and some experimental pictures of jet breakup can be found in Donnelly and Glaberson [16] (see also Drazin and Reid [17] ). Long-wave one-dimensional models have been derived and used by many investigators for both Newtonian and viscoelastic flows. Making a slender jet assumption and working with the three-dimensional axisymmetric equations, Bechtel et al. [4] derived a set of onedimensional equations for viscoelastic jets (Maxwell-Jeffrys fluids) (see also Bechtel, Forest, and Lin [3] ). In a later article, Forest and Wang [21] consider the type of these equations and their linear stability and obtain regions in parameter space where the equations become elliptic. As an example the inviscid leading order system is given as a special case and the initial value problem is concluded to be ill-posed. This conclusion is based on linear theory and analysis, and computation is required to predict the type of nonlinear breakdown. This is one aspect of the present work. Forest and Wang also show how the inviscid problem is regularized by inclusion of the viscous terms to leading order. The equations obtained are those rederived and studied recently by Eggers and Dupont [20] and Eggers [18] , [19] . Further analysis and computations using the slender jet equations for viscoelastic models can be found in Wang, Forest, and Bechtel [46] and references therein.
Additional experiments have been performed recently. In particular, experiments of drops falling from a faucet were carried out by Peregrine, Shoker, and Symon [36] and Shi, Brenner, and Nagel [43] . The shapes near breakup were found to vary with the viscosity of fluids used. More viscous fluids tend to break up by producing long thinning filaments which are themselves susceptible to secondary instabilities, as was demonstrated by the analysis and computations of [43] based on the viscous model of Eggers [18] , [19] and Eggers and Dupont [20] . In the experiments of Peregrine, Shoker, and Symon [36] several photographs are produced which show the onset of ripples on the jet surface. Such oscillatory behavior is qualitatively supported by similarity solutions of the models derived and analyzed here.
A theoretical study of the dynamics beyond breakup of an inviscid incompressible liquid jet in air with surface tension has been carried out by Ting and Keller [44] (hereafter referred to as [TK] ). The authors make a slender jet approximation as in [4] and [3] , where the radial length scale is taken to be much smaller than the axial length scale so that their ratio forms a small parameter which is used in an asymptotic theory to develop a system of one-dimensional coupled PDEs. The evolution equations are simpler than the original Euler system, making them amenable to extensive analysis that produces families of pinching solutions which are physically relevant. Self-similar solutions in turn transform the PDEs into ODEs, and numerical or exact solutions are given. The analysis of [TK] is concerned with the description of the dynamics beyond pinching and requires initial conditions which are consistent local solutions of the Euler equations. The similarity solutions contain a free scaling parameter which is fixed by initial conditions; for instance, the solutions of [TK] can describe the breakup of the fluid thread connecting two liquid spheres which are moving apart-the fact that the liquid thread is connected to a fluid sphere fixes the scaling parameter and a unique solution follows. More recently Keller, King, and Ting [25] have extended the analysis of the dynamics beyond breakup by including the effects of flow in the fluid blob attached to the thin thread-the slender jet approximation is not valid in the blob, but the full Laplacian is addressed and solutions are matched to those in the adjoining slender jet. Of particular interest to the present work are the analysis and computations of Ida and Miksis [24] , who consider the rupture of a thin two-dimensional fluid sheet when viscosity, surface tension, and van der Waals attraction forces act. The evolution equations contain different terms corresponding to the various physical effects, but as a singularity forms the computations suggest that not all terms are important and in fact the van der Waals attraction forces dominate; a similarity solution of the second kind follows, and one of the scaling exponents needs to be determined by matching with the far field. Even though the computations in [24] resolved effects very close to the singularity, some recent work by Vaynblat et al. [45] indicates that if further refinements are made, the dynamics close to the singularity selects a special similarity solution which makes all terms in the equation equally important asymptotically (the scaling exponents in this case follow easily by a balance of terms). Similar behavior with the findings of Ida and Miksis is demonstrated in the present work also, where the initial value problem selects certain terms of the evolution equations over others, even though there are similarity scales, with all terms in the equations equally important. The former solutions violate the slender jet assumption at pinching, whereas the latter produce jet shapes with bounded slopes. Further computations are needed in order to see if there is similar behavior closer to the singularity as that found by Vaynblat et al. for a related but different problem.
The results in [TK] are based on similarity solutions and do not address the initial boundary value problem. In an attempt to fix slender jet scaling parameters by solving the leading order equations to produce pinching from initial conditions which are low-level perturbations of an otherwise perfectly cylindrical liquid column, we found that the solutions of the model equations terminate in infinite-slope singularities before the jet radius goes to zero to produce pinching. We provide a formal analysis of the equations which supports the numerical findings; singular times, for instance, predicted by the theory and the numerics agree very well. In order to achieve pinching we consider models which retain higher-order terms in the expansion parameter, and we analyze these for pinching singularities and use them in extensive computations. In such cases pinching is achieved, and we produce numerical evidence of universal scaling parameters. Interestingly, the most generic form of pinching, according to the one-dimensional models, has an interfacial cusp formation as pinching sets in. This in turn means that the interfacial slopes become unbounded, and the slender jet ansatz fails near the pinch point. The solutions need to be interpreted as outer far field conditions for an inner solution of the full Euler equations. Numerical solutions of the Euler equations using the boundary integral formulation have been performed by Mansour and Lundgren [30] . Drop formation was computed for cylindrical columns in a low-density surrounding medium, but the details of pinching solutions, viewed as finite-time singularities, were not considered. Recently, however, Chen and Steen [14] have undertaken a numerical, analytical, and experimental study of the collapse of a film bridge. Boundary integral methods are used to solve the equations when capil-larity drives the instability. It is found that self-similar behavior ensues with length scales of order (t s − t) 2/3 near pinching-such scales produce nonslender dynamics with all terms in the Euler equations preserved. Similar findings for inviscid fluid columns are found by Day and Hinch [15] .
One-dimensional nonlinear models have been used by previous authors to describe the dynamics of liquid jets into the nonlinear regime. Of particular interest is the work of Lee [29] , who uses an inviscid slice model to study jet breakup; the model predicts breakup, but the behavior of the singularities was not considered. The work of Lee was extended by Meseguer [31] to that of the linear and nonlinear stability of cylindrical liquid bridges. Breakup according to the inviscid slice model is again illustrated numerically with results similar to those of Lee. In more recent studies Schulkes [41] , [42] reconsiders the model of Lee and makes a comparative study of the different models. In [29] , [31] another set of equations is derived and used in order to elucidate the nonlinear dynamics of liquid jets. The analysis of Schulkes uses two small parameters: (i) the inverse wavelength of characteristic disturbances of the jet (ǫ) and (ii) the ratio between a typical interfacial deflection and the unperturbed jet radius (δ). The final evolution equations are valid in the weakly nonlinear limit, δ << ǫ. Even though numerical solutions of these equations indicate behavior remeniscent of pinching, such phenomena are outside the range of validity of the weakly nonlinear equations and can only be considered as phenomenological models (analysis of the weakly nonlinear equations by us has not yielded focusing pinching similarity solutions).
Analogous theories for viscous fluids have been developed recently with very good success. One-dimensional models containing inertia and viscosity were found by Eggers and Dupont [20] and Eggers [18] , [19] to give pinching similarity solutions with universal exponents and scaling functions. Universality in scaling functions near breakup was found to be preserved to within a scaling constant (dependent on initial conditions) for viscous inertialess threads governed by the Stokes equations by Papageorgiou [34] and Renardy [38] , [39] . A theory that looks for pinching similarity solutions directly from the equations without first deriving slender jet equations is given in Papageorgiou [35] for the Euler, Stokes, and Navier-Stokes equations.
The problem studied here initially extends the model of [TK] to include a surrounding annular phase so that instability derives from the Kelvin-Helmholtz mechanism as well as surface tension. Recently there has been a lot of interest in the formation of singularities in cylindrical vortex sheets. Linear stability studies include the work of Rotunno [40] , and more recently singularity formation studies have been undertaken by Caflisch [6] , Caflisch and Li [9] , Caflisch, Li, and Shelley [10] , and Grauer and Sideris [23] , who do not include surface tension but include a background swirl in the azimuthal direction. The flows in [6] , [9] , [10] do not possess a jump in axial velocity at the sheet surface and are shown in [40] and [10] to be linearly stable to short waves in the case of axisymmetric disturbances. The problem studied here omits swirl and includes axial velocity jumps which contribute a Kelvin-Helmholtz instability for axisymmetric disturbances. Axisymmetric flows are more likely to form pinching singularities, since the axisymmetry prevents the core from flattening out. Even though we do not include swirl in our study, we do enforce axisymmetry, and our slender jet equations predict self-similar pinching of the jet even in the absence of surface tension. Such solutions may be suitable candidates for initializing full-scale computations.
The rest of the paper is organized as follows. In section 2 the slender jet equations are derived, starting from the Euler equations and carrying the analysis to second order in the small parameter ǫ, the ratio of the undisturbed jet radius to a typical (long) wavelength of the evolution. Equations for jets surrounded by an annulus of equal density as well as free jets are derived. In section 3 the leading order equations are studied analytically and numerically, and the solutions are found to terminate in infinite-slope singularities before the jet radius vanishes. Section 4 presents numerical solutions of the initial value problem, and the data is used to evaluate the form of the singularity, while section 5 draws some conclusions.
2. Derivation of the evolution equations.
2.1. Jets surrounded by an annular fluid. Consider the irrotational flow of an axisymmetric jet of density ρ and potential φ 1 (t, r, z) whose bounding surface is S(t, z). The flow outside is also irrotational and is taken to have potential φ 2 (t, r, z) and an equal density. The flow is bounded by a solid cylindrical surface r = R 2 ; a cylindrical polar coordinate system (r, θ, z) is used throughout with the corresponding velocity field u = (u, v, w). If in addition surface tension acts and the tension coefficient is constant, σ say, the following piecewise-constant solution of the Euler equations is available:
where W 0 and R 1 are constants. This solution represents a perfectly cylindrical jet of constant axial velocity flowing into a quiescent medium. When the jet interface deforms, we need to solve the problem in the regions D 1 : 0 < r < S(t, z) and D 2 : S(t, z) < r < R 2 . There are two separate mechanisms of instability present: (i) Kelvin-Helmholtz instability of a cylindrical vortex sheet and (ii) the destabilization of long waves by the circumferential component of the radius of curvature if surface tension acts. We describe the nonlinear evolution by assuming that the axial length scale of interfacial perturbations is large compared to the radial length scale. We note that such long length scales do not arise directly from linear stability analyses of jets (the characteristic length is of the order of the jet radius for capillary dominated flows) but enter the nonlinear evolution through initial interfacial conditions of the form f (ǫz) with ǫ small. The following nondimensionalizations are appropriate:
Utilization of the scalings (2.1) into the governing equations (omitting the bars) gives
Laplace equations in D 1,2 :
kinematic conditions on r = S :
Bernoulli equation on r = S :
5)
boundary condition r = a :
The constant terms in the Bernoulli equation (2.5) are chosen to satisfy the unperturbed flow. The term on the right-hand side is the increment induced by surface tension on the pressure acting across the interface. In (2.2)-(2.6) above, the following nondimensional groups appear:
These parameters are the ratio of radial to axial length scale, the Weber number (ratio between capillary pressure and dynamic pressure), and the ratio between the cylinder radius and the unperturbed jet radius. Equations (2.2)-(2.6) are exact and are a result of a change of variables. For slender jets, however, ǫ is a small parameter, and a solution can be sought by the following asymptotic expansions,
with the jet interface being at r = S 0 (z, t). Substitution of (2.7) into (2.2) gives the following solutions that satisfy boundedness at the axis (r = 0) and the boundary condition at r = a:
We note that in general the solutions φ contain arbitrary functions of z and t which can be ignored by a redefinition of the leading order solutions B 1,2 . The functions B 1,2 are to be determined from the kinematic and Bernoulli equations (2.3)-(2.4) and (2.5). Evolution equations are obtained which are correct to order ǫ 2 by substitution of the solutions (2.8) and (2.9) into (2.3) and (2.4) to give
Equations (2.10)-(2.12) constitute a nonlinear system, correct to O(ǫ 2 ) of three evolution equations for the three unknowns S 0 , B 1 , B 2 . Next we show how they can be reduced to a set of two coupled equations for the shape of the jet and the axial velocity jump across it.
If we subtract (2.11) from (2.10) to eliminate S 0t , the result can be readily integrated once with respect to z and enables expression of B 1 in terms of B 2 by the formula
The unknown function of t that arises from the integration has been taken to be zero by choice of appropriate boundary conditions, for instance. Next define new variables W and V ,
The first evolution equation is found by addition of the kinematic conditions (2.10) and (2.11) and elimination of V , while the second equation follows from (2.12), again after elimination of V using (2.15). It is convenient to differentiate the resulting Bernoulli equation with respect to z for two reasons: (i) The constant (which can also be a function of time in other configurations) associated with the Bernoulli integral disappears and (ii) the resulting equations involve the functions S 2 0 and W z . The latter is seen to be the jump in axial velocity across the deforming vortex sheet and is therefore related to the sheet strength. Introducing the variables
gives the following coupled system:
Equations (2.17) and (2.18) are to be solved subject to prescribed initial conditions at t = 0. The system appears formidable but has one spatial dimension. Setting ǫ = 0 in (2.18) yields the leading order behavior which is an extension to the problem considered in [TK] in that a surrounding fluid is included also. The reason the higherorder terms are included is because (as we indicate later) the first-order initial value problem encounters infinite-slope singularities (shocks) after a finite time, thus invalidating the slender jet ansatz before the jet pinches. In Appendix A the leading order versions of (2.17) and (2.18) are derived directly from mass and energy conservation principles.
The linear stability of the system (2.17) and (2.18) is achieved by linearizing η about 1/a 2 and χ about 1 and looking for perturbations proportional to exp(ikz +σt). A direct comparison between this result and the long-wave limit of the full linear stability problem is possible and provides grounds for the relevance of the equations. To leading order in ǫ both approaches lead to a growth rate σ g = k
where k is the wave number; it is seen, then, that the leading order problem is consistent with the full linear stability problem for long waves, as would be expected. Note that surface tension is destabilizing in this limit and enhances the Kelvin-Helmholtz instability; higher-order terms in ǫ (or equivalently in k for the full linear stability problem) provide the dispersive regularization considered later.
Jets in air.
In what follows we study the limit when the annular fluid is negligible. The unperturbed state can be taken to be a perfectly cylindrical and stationary column of fluid-a constant axial velocity can be transformed out of the problem by a Galilean transformation. The nondimensionalizations are slightly different from those of section 2.1 as we see next. Linear stability theory provides a time scale T 0 = (ρR 3 /σ) 1 2 for the instability (see [37] ). Using this and the unperturbed jet radius provides a velocity scale U 0 = R/T 0 . The scalings (2.1) can be used, therefore, with W 0 ≡ RU 0 = R 2 /T 0 . Finally the pressure is scaled with the unperturbed capillary pressure σ/R. The dimensionless system equivalent to (2.2)-(2.5) is
where (2.20) and (2.21) are evaluated at r = S(z, t). Regularity of solutions at r = 0 provides the missing boundary conditions, and on specification of initial conditions at t = 0 the problem is complete. Expanding φ as in (2.7) and using (2.19) yield the leading order solutions
Using these solutions in (2.20) and (2.21) yields the following coupled system correct to O(ǫ 2 ):
Next we multiply (2.22) by S, differentiate (2.23) with respect to z, and define W = φ 0z to obtain the systems
Equations (2.24) and (2.25) extend those of [TK] to the next order; as we indicate later with evidence from our numerical experiments on the leading order problem, this is a useful extension in that it provides a regularization which prevents shock formation and can lead to jet pinching. Our equations also extend the work of Schulkes [41] , [42] into the fully nonlinear regime; in the analysis of Schulkes an additional small parameter which measures nonlinearity is introduced. This parameter is defined to be the ratio of a typical interfacial amplitude-A, say-to the unperturbed jet radius,
2 in the final equations) to derive the weakly nonlinear evolution of the jet. The fact that ǫ 1 << 1 precludes pinching solutions on a rational basis; it is interesting, however, that Schulkes finds from his numerical solutions that the weakly nonlinear equations can terminate in pinching even though this is beyond their range of validity. Equations (2.24) and (2.25), however, are the appropriate fully nonlinear system which is to be analyzed for pinch formation. Before presenting this analysis we show how our equations produce the weakly nonlinear system of Schulkes. Using the scalings in (2.24), (2.25)
gives the following equations accurate to O(ǫ 5 ):
which on redefining new variables W = ǫ 2 W and F = 1 + ǫ 2 S yield exactly equations (22) and (23) of Schulkes [41] .
The following dispersion relation for normal mode linear waves proportional to exp(ikz+ωt) is found by linearizing W and S around 0 and 1, respectively (as expected the same result follows whether the fully or weakly nonlinear system is linearized),
It is seen from (2.26) that according to linear theory the maximally growing wave occurs at wave numbers
The regularization is a dispersive one and arises from the regularization introduced by capillary forces through the radius of curvature at the interface in the axial direction which stabilizes sufficiently short waves. The linear result provides evidence that the initial value problem for (2.24), (2.25) is well posed in that solutions are expected to exist for a finite time, at least. In a later section we consider a particular class of terminal states which correspond to pinching solutions of jets in the absence of a surrounding phase. Equations (2.24) and (2.25) are the asymptotic evolution equations correct to O(ǫ 2 ). Other models are also used which derive from simplifications of (2.24)-(2.25). One notable model is the so-called slice model which ignores the O(ǫ 2 ) term on the lefthand side of (2.25) and at the same time retains the curvature terms in the Bernoulli equation (2.5), for instance. Such a model was derived by Lee [29] , who also provided numerical evidence of pinching (see also [41] , [42] ). Meseguer [31] has also used such models in his description of the dynamics of liquid bridges; viscous extensions can be found in Garcia and Castellanos [22] . The system of slice equations to be used is (2.24) along with
In a later section we construct pinching similarity solutions for this model.
It is also interesting to consider a second slice model which arises directly from (2.24)-(2.25) by neglecting the O(ǫ 2 ) terms on the left of (2.25); this is also the model obtained from (2.27) which retains terms up to O(ǫ 2 ) from the curvature contribution. This model, which we term the reduced slice model, is composed of (2.24) along with
We note that the linear dispersion relation for both the slice models (2.27), (2.28) is slightly different from (2.26) and is
Short waves are again stable and the regularization is dispersive.
The parameter ǫ which appears in the models (2.24) together with (2.25), (2.27), and (2.28), respectively, is now taken to be small but finite. For instance, in the numerical computations in [29] typical values for ǫ are 0.1 (Schulkes [42] takes ǫ = 1 in his computations). Mathematically all the models can be rescaled to remove ǫ from the problem, even though retention of ǫ is favored in the computations that follow. This is achieved through the transformations
Note that ǫ controls the number of linearly unstable modes in (2.26) and (2.29); if the transformation (2.30) is applied, the instability arises from the unperturbed value of the jet radius when it is chosen to be less than unity.
The main objective of this work is to exhibit, using asymptotic and numerical techniques, that the slice models given above are capable of producing pinching of inviscid liquid threads and in addition that pinching is governed by local similarity solutions. 
Similarity solutions have been given in [TK] to describe the jet evolution just after pinching. As explained in [TK], those solutions can be modified to describe possible pinching states just before the singular time also. Following [TK] but using our notation along with the change of variables η = S 2 , we look for pinching solutions of the form
where 1 >> τ = t s −t > 0 with t s the singular time. Note that these solutions assume that the jet radius will vanish after a finite time at some axial position z s . For the shape to remain finite we must have 0 < β < 1, and so the axial velocity becomes infinite at the pinch point, as expected. The system of ODEs which emerges from a substitution of (3.3) into (3.1) and (3.2) has been given and solved numerically in [TK] . It can be seen that the scaling factor β is undetermined by the analysis, and it is reasonable to assume that it is determined by the initial conditions. This difficulty was overcome by [TK] by choosing values of β which in turn prescribe local shapes at breakup. Our interest is in the determination of a value, possibly unique, of β by solution of the evolution equations (3.1), (3.2) once boundary conditions are prescribed. This is useful in two ways: (i) A unique value of β may be obtained irrespective of initial conditions and (ii) the computation is needed to ascertain whether the slender jet assumption is not violated and a pinch forms according to the ansatz (3.3). We note that for viscous jets the analogous value of β is independent of initial conditions-see Eggers [18] , [19] for viscous jets with inertia and Papageorgiou [34] for viscous inertialess jets.
In what follows we give numerical and analytical evidence indicating that an infinite-slope singularity in the jet shape is encountered after a finite time and before the jet radius vanishes to form a pinch. This in turn implies that the leading order system is not a useful model if we wish to follow an initial perturbation in the jet all the way to pinching.
To fix matters we incorporate 2π-periodic boundary conditions in the axial direction. This is reasonable since we expect the pinching to be a local mechanism. We will exclude physical situations where fluid is taken out of or added into the domain.
3.1. Formation of infinite-slope singularities after a finite time: Theory. The system to be solved is given by equations (3.1) and (3.2); the following initial conditions are taken to coincide with those of numerical solutions presented later: (3.4) where δ > 0 is taken to be an initial perturbation amplitude. The conditions (3.4) preserve their parity for t > 0-this choice is not necessary for either the computations or the analysis presented next but makes the presentation clearer. Changing variables in (3.1), (3.2) to η(z, t) = S 2 casts the system into the following 2 × 2 system of conservation laws:
The eigenvalues of (3.5) are complex and given by
hence the system is elliptic. The theory of shock formation developed by Lax [28] for hyperbolic nonlinear 2 × 2 systems of conservation laws cannot be applied directly to the present problem. We can proceed, however, and obtain evidence of shock onset for the system (3.5) by extending the dependent and independent variables into the complex plane in such a way as to transform to a system of hyperbolic equations which can be solved, implicitly at least, by the method of characteristics and Riemann invariants. The idea is, then, to look for characteristics (or families of characteristics) which may cross on the real axis. Such an event implies shock onset for the physical solution on the real axis. These ideas were originally developed and successfully applied by Moore [32] , [33] in his study of singularity formation in vortex sheets. Much of what follows is an adaptation of Moore's analysis to the present problem, as well as the analytical results of Caflisch and Orellana [11] , [12] , who also studied vortex sheet singularities. Of interest to the present work is the study of 2 × 2 first-order systems by Caflisch et al. [7] .
We proceed, then, by analytically extending η and W into the complex plane through the change of variables y = iz, U (t, y) = iW (3.6) so that the independent variables t and y, as well as the dependent variables η(y, t) and U (y, t) are real. Using (3.6) in (3.5) yields a hyperbolic system of conservation laws in the complex plane,
Moreover, the set of initial conditions (3.4) transforms accordingly into the following set of initial conditions for (3.7):
The eigenvalues of (3.7) are now real and are given by λ
; hence the Riemann invariants are readily computable and enable us to write down two functionals of η and U , r(η, U ) and s(η, U ), say, which are constant on the characteristics corresponding to the two distinct eigenvalues. The result is r(η, U ) = 4η
Considering the initial conditions (3.8) it is seen that the system is strictly nonlinear (the invariants (3.9)-(3.10) are not constant in space and time), and so it is reasonable to expect shock formation, although a detailed calculation is necessary to prove this.
We will proceed analytically by assuming that the initial perturbation is small, that is, δ << 1 in (3.8). Considering an initial point, (Y 0 , 0) say, in the (y, t) plane, we can use the smallness of δ to approximate the two characteristics emanating from the initial point, correct to order δ 2 :
where
The characteristics (3.11) and (3.12) are denoted by y + and y − , respectively, due to their correspondence to the eigenvalues λ + and λ − . It is seen from (3.11) and (3.12) that the two characteristic curves have the following symmetry,
It has been established that the symmetry (3.13) allows consideration of crossings of the y + characteristics alone, since critical times given by crossings of y − families are identical.
The first possibility, then, is to allow crossings of any two y + characteristics and find the minimum time when this happens. Consider two initial points (α 1 , 0) and (α 2 , 0) in the (y, t) plane where, without loss of generality α 1 > α 2 . The two y + characteristics emanating from these points cross after a time, correct to O(δ 2 ), given by α 1 + δf 1 (t)e α1 + δf 2 (t)e −α1 = α 2 + δf 1 (t)e α2 + δf 2 (t)e −α2 , (3.14)
which can be used to find the minimum possible time-t c , say-over pairs (α 1 , α 2 ). Setting ∂t ∂α1 and ∂t ∂α2 equal to zero in (3.14) gives 1 + δf 1 (t c )e α1,2 − δf 2 (t c )e −α1,2 = 0.
The possible roots are = 0-use of (3.11) in turn implies an equation of the envelope along which shock singularities propagate.) It is found that the two envelopes have equations 
The two envelopes (3.17)-(3.18) are defined in t > 0, and the solution has a singularity on them. As t increases the singularities move in the complex plane and reach the physical plane at a critical time given by (3.19) or (3.20) , respectively. Equations (3.16), (3.19)- (3.20) give the same value for the critical time to leading order as δ → 0. This is
The formal theory presented here can be used to produce estimates of the singular time once δ is prescribed. In what follows we make a comparison of singular times obtained by numerical solution of the evolution equations, with the leading order expression (3.21). Agreement is found to be very good.
3.2.
Formation of infinite-slope singularities after a finite time: Numerics. In this section we report on numerical experiments carried out using the leading order equations (3.1) and (3.2). The axial dependence is taken to be periodic of period 2π, and the initial conditions are (3.4). The aim is to make an accurate evaluation of the theory presented in section 3.1. A pseudospectral scheme with variable time step was used with enough spatial resolution to allow for amplification of maximum slopes by several orders of magnitude. The conservation quantities derived in Appendix A are of particular value in monitoring the accuracy of the computation, especially as the singularity is encountered. All results presented here conserve the integrals I 1 , I 2 , and I 3 to within the accuracy of the computation (typical errors by the end of the runs are of the order of 10 −8 ). Computations were stopped when the maximum value of the magnitude of S x or W z exceeded a certain value. Typical maximum slopes allowed ranged from 20 to 50, depending on the spatial resolution used; given the initial conditions (3.4) it is seen that an amplification of max|S z | by at least 20/δ is achieved with values of δ smaller that 0.1 (see results below for the different δ's used). The time when this happened was defined to be the singular time, T c say.
Results from a typical case with δ = 0.1 are shown in Figure 3 .1. It is seen that infinite-slopes appear after a finite-time in the axial velocity, W (z, t), at two symmetrically placed positions, while at the same positions the jet shape, S(z, t), also encounters infinite slopes and most likely cusps form. The variation with time of the quantities max|S z | and max|W z | is also given in the figure, providing further evidence of shock formation.
Additional evidence of infinite-slope finite-time singularities is obtained by making a numerical evaluation of the theoretical prediction (3.21) . For a large range of δ we computed singular times T c (δ) by solving the evolution equations as described above. The results are shown in logarithmic scale (not shown here), i.e., the variation of T c with ln(δ). As expected the variation appears linear, and a least-squares fit of the slope gave a value −1.41 correct to two decimals, in agreement with the leading order result (3.21).
4. Numerical solution of the regularized evolution equations. In this section the initial value problem is addressed numerically. We will be concerned with the two models given by equations (2.24) along with (2.28) or (2.27). The latter system retains the full curvature term and was originally studied by Lee [29] . As in [29] , we introduce the following dependent variables:
The two systems can be written as
where the pressure P 1 corresponds to the reduced slice model and P 2 to the full curvature model; they are given by
As expected, the expression for P 1 is the two terms expansion of the full curvature pressure in powers of ǫ 2 . Numerical solutions are constructed on periodic domains for given periodic initial conditions:
With these boundary conditions (4.2) implies that 2π 0 η(z, t)dz is a conserved quantity and is equal to the constant 2π 0 η 0 (z)dz. This provides a useful accuracy check for the numerics.
Two different numerical methods were used, one a pseudospectral method and the other a finite-difference method. The pseudospectral method computes derivatives by use of FFTs, and the time integrations are done in real space by second-or fourthorder accurate schemes. A stability requirement for this method restricts the size of ∆t as the number of active Fourier modes increases. This is due to the dispersive nature of the regularization (see (2.29) , for instance) which causes a rotation of the kth Fourier coefficient by multiplication by exp(iǫk 2 ∆t) for large k, and so spurious rotations are avoided if ∆t is small enough. The second method is a finite-difference Lax-Wendroff based method as originally used in [29] . A variable time step is used in this method also, in order to satisfy the CFL condition which can be estimated from the hyperbolic part of the 2 × 2 system. In what follows we report on results from both methods.
The main computational advantage in using the system (4.2)-(4.3) over the original S − W system is that the variable u = S 2 W does not blow up as a singularity is encountered as opposed to W . In the numerical results that follow the initial conditions used are
where a is the amplitude of the perturbation. The equations preserve symmetry and antisymmetry of η(z, t) and u(z, t) about z = π, respectively. It is found that the local shapes near pinching are not symmetric. Numerical solutions are presented in order to obtain evidence of the type of pinching singularities which operate and to make a comparison between solutions of the asymptotic slice model and the full curvature model. One of the useful quantities to track as the computation proceeds is the minimum jet radius-η min (t), say. This is expected to vanish after a finite time, and the rate at which this happens is needed for the construction of similarity solutions (see later). 4.1. Numerical solutions of the asymptotic model. The initial conditions (4.6) are used, and a typical computation showing the evolution of η(z, t) and u(z, t) with ǫ = 0.1 and a = 1 is shown in Figure 4 .1. The computation is stopped when the value of η min becomes smaller than 0.01. The number of points used for this run is n = 1024, and the time step is 10 −4 toward the end of the computation. The jet is pinching simultaneously at two symmetrically placed points, and a drop forms in the center after pinching. Such behavior was also found by Lee [29] and appears to be generic; that is, physical singularities arise from the collision of two pole singularities in the complex plane as they move toward the real axis.
To obtain accurate solutions with smaller values of η min by the end of the computation, a finer spatial resolution is needed. In Figure 4 .2 solutions at the last computed time are shown along with the corresponding original dependent variables S(z, t) and W (z, t) for a run which has n = 3000 and η min < 0.002. It is seen that S appears to form a cusplike singularity (this is considered in more detail later), while near the pinch points the axial velocity W becomes unbounded.
It has also been found (graphs are omitted for brevity) that the spectra of η and u at fixed times during the evolution are oscillatory in the wave number. Such oscillations are indicative of adjacent pole singularities in the complex plane moving toward the real axis to form a physical singularity. It is a delicate matter to perform a form fit to an oscillatory spectrum in order to determine the types of singularities in the complex plane; we refer the reader to the text by Carrier, Krook, and Pearson [8] and the studies of singularity formation in Rayleigh-Taylor instability by Baker, Caflisch, and Siegel [2] , where such form fits were successfully implemented.
The evolution of η min (t) is shown in Figure 4 .3. In the initial stages of the evolution (see Figure 4 .1) there is only one minimum, and its value is shown on Figure  4 .3 until just before t = 1. When two symmetric minima form, the computation follows the one in z < π, and this appears to tend to zero linearly with τ = t s − t, where t s denotes the time of the singularity. A least-squares estimate of the singular time gives the value t s = 1.1473 which is also shown on With the estimate of t s at hand, a log-log plot of the time evolution of η min is possible, and this is shown in Figure 4 .4. The results show strong evidence that η min vanishes linearly with t s − t as a singularity is encountered. A numerical confirmation of this is provided by considering the logarithmic plots shown in Figure 4 .4. Results are superimposed for two spatial discretizations having n = 3000 and n = 6000. If the vanishing of η min is linear as the singular time is approached, then the logarithmic plots should produce a line of unit slope-a least-squares estimate of the slope gives a unit value to four decimals. A unit slope line is also superimposed on the figure for comparison. In addition, the finer discretization enables the computation to proceed to smaller minimum radius before accuracy is lost.
For completeness we have considered different initial conditions to illustrate that the evolution of η min (t), and in particular its linear variation for small τ , emerges for other initial conditions also. Results are shown in Figure 4 .5 for the initial conditions (4.6) having a = 0.5, 0.75, 1. As expected the singular time increases as the initial amplitude decreases, but more importantly the behavior of η min (t) near pinching remains linear with τ = t s − t. In what follows, then, we concentrate on the numerical data produced from the a = 1 runs.
We consider next possible terminal states that may be governed by local similarity solutions. As above, define the time to the singularity τ = t s −t. One class of similarity solutions is obtainable from a balance of all terms in equations (4.2) and (4.3) (and equivalently the untransformed equations (2.24) and (2.28)). It is easy to show that the exact transformations
preserve all terms in the equations and yield nonlinear ODEs. It is worth noting here an important observation. The scalings (4.7) above are also an exact transformation of the full Euler equations (see [35] ), and so the ODEs obtained from the above transformation form an easier subset of the full system. The study of this system may be useful in conjunction with numerical solutions of the full problem. In the present study of the different slender jet models, it is necessary to consider the relative importance of different terms in the evolution equations as a singularity is approached. In fact the scenario (4.7) is not supported by the numerical solutions presented earlier which suggest a linear dependence of η on τ . To see this more clearly and to suggest possible similarity solutions, we consider a computation which tracks the various terms in (4.2) and (4.3) as τ → 0. Define the terms in (4.3) by
Results for the run ǫ = 0.1, a = 1, and n = 6000 (our most highly resolved computation) are given in Figure 4 .6. The functions (4.8) were stored at the last computed time when η min < 0.000495 and are plotted together in Figure 4 .6. All five terms have their largest variations at the two pinch points and as seen from the numerical results x 2 is an order of magnitude smaller than the other terms. This provides strong evidence that the first term of P 1 does not contribute, to leading order, as a singularity is encountered. Similar computational estimates were made by Ida and Miksis [24] to guide the selection of dominant terms in a similarity solution, where it is found that not all terms are asymptotically important as the singularity is approached. (See section 1 also, however.)
The numerical results of Figure 4 .6 indicate that if a similarity solution is to be constructed, then it must be consistent with the term x 2 being asymptotically small near rupture. Consider, then, the following possible similarity solutions
where α, β > 0 and are to be found. (The size of u follows from (4.2) once the size of η is assumed.) We can ignore for the time being the fact that the numerics indicates that α = 1-this clarifies the cusp formation in S. For a cusp singularity to form, we require S z to blowup as τ → 0. Since S = η 1/2 , it is seen that S z ∼ τ 1 2 α−β , and so for a cusp singularity the inequality 1 2 α − β < 0 must be satisfied. Using similar orders-of-magnitude estimates, it is easy to establish that the condition for x 2 to be asymptotically smaller than the other terms in the equation is precisely the same inequality. The numerics, therefore, are indicating cusp formation in the shape of the jet.
In addition, a balance of the remaining terms in the equations gives Note that this equation along with the inequality above gives an upper bound for β, β < 2/3. Using the numerical evidence that α = 1, it is concluded that the similarity solutions constructed above have the scaling exponents
The corresponding ODEs describing similarity solutions become, to leading order, (4.13) and are to be solved on −∞ < ξ < ∞. Numerical solutions can be constructed given initial conditions at ξ = 0 to produce a three-parameter family of scaling functions. Such results are not included here-we have established (numerically and analytically) that H(ξ) ∼ ξ 8/5 as ξ → |∞|; this asymptotic approach is attained in an oscillatory manner (with the oscillations having increasingly shorter wavelengths while decaying algebraically) and was analyzed by the WKB method to confirm the numerical results. It is interesting to point out the qualitative similarity with the results of Keller and Miksis [26] for nonslender geometries. (For oscillatory behavior in a related problem, see King [27] .)
The similarity ansatz posed above predicts, then, a cusp singularity in S. In particular S z ∼ τ −1/8 , and using the asymptotic behavior of H(ξ) at infinity, it is surmised that in terms of the outer (physical) variable z, S looks like |z| 4/5 as |z| → 0. The suggested breakdown according to the similarity solutions relies on the numerics for the determination of α and, after a balance of terms, the subsequent value of β. This process fixed the scaling exponents to be (4.11). According to the ansatz (4.9), η z remains bounded near the pinch point (this is borne by the numerics), but second and higher derivatives blowup. Also, u remains bounded but the original axial velocity W (W = u/η) blows up. The rates of blowup according to (4.9) and (4.11) are |η zz | ∼ τ −1/4 and |W | ∼ τ −3/8 . A similar fit was attempted as in the case of the estimation of α, and the corresponding results give a value for the W exponent to be −0.45 rather than the value −0.375 predicted by the balance of terms. Our numerical solutions become unstable at larger times of integration, and the finest grid attempted (n = 6000) still may not provide sufficient accuracy to capture the asymptotic regime of the axial velocity scaling exponent. For a similar, but viscous dominated, problem where asymptotic convergence is achieved only very close to the singularity with transient states being unstable, however, see Almgren, Bertozzi, and Brenner [1] .
4.2.
Numerical solutions of the full curvature model. Representative numerical solutions of the full curvature model (FCM) are given next. The initial conditions used are (4.6), and different values of a were used to solve (4.2) and (4.3) but with the pressure P 2 on the right-hand side corresponding to the FCM. The value of ǫ 2 is set equal to 0.1. It is found that this model gives infinite-slope singularities, for both η and u, after a finite time; in addition the minimum jet radius when this happens can be finite if a is sufficiently large or can tend to zero for a small enough. This in turn implies that the long-wave approximation is violated before pinching in the former case, whereas in the latter case pinching seems to occur simultaneously with the infinite-slope singularities. Either scenario is different from the breakup found for the asymptotic slice model (SM)-in comparing interfacial amplitude pinching states, for instance, the SM gives bounded values for η z as η → 0, whereas the FCM gives solutions with η z becoming unbounded. In what follows we provide numerical evidence for these findings. Numerical solutions were stopped whenever the absolute value of η z or u z exceeded a preset tolerance equal to 50 or when η min decreased below a preset tolerance, usually equal to 0.01 or 0.015. (More refined numerical experiments have been performed with bigger allowable maximum slopes or smaller minimum radiiwhichever is more appropriate-the main concern here, however, is in comparisons with the SM solutions and in particular with the demonstration of different terminal states.) We begin with a case equivalent to the numerical experiments adopted for the SM, that is, a = 1 in (4.6). It was found that an infinite-slope singularity forms after a finite time before the minimum jet radius decreases to zero to allow pinching. For this particular run we had η min = 0.1288 when the computation was stopped. Figure  4 .7 shows the final computed profiles η(z) and u(z) at t = 1.149862 along with the evolution with time of the maxima of η z and u z . These plots provide strong evidence that the jet is overturning and the long-wave approximation is being violated-a situation which is qualitatively similar to the leading order problem addressed in section 3. Consider next a run with a smaller initial amplitude a = 0.1. Results are given in Figure 4 .8, which depicts the final computed profiles as well as the time evolution of the maximum slopes of η and u. This run was performed with 2048 node points and was stopped when the minimum jet radius dropped below 0.01; this occurs at approximately t = 4.1775, and as the graphs indicate the maximum values of η z and u z are about 20 and 38, respectively. The results indicate that as the jet pinches, spatial derivatives are becoming unbounded and the slender jet ansatz is violated even for the new dependent variable equations involving η and u. We note that this behavior is different from the pinching structures of the SM as seen from the run of Figure  4 .7 also. Reverting to the original dependent variable S, for example, we see that S z = 1 2 η −1/2 η z , and the fact that η z is becoming unbounded (as well as η possibly) produces much sharper gradients than in the SM. The form of the singularities has not been analyzed and is the subject of future work.
Values of the initial amplitude a between 1.0 and 0.1 produce terminal states with successively decreasing values of the minimum jet radius achieved. Such results are included in Figure 4 .9, which depicts the evolution of η min for different initial conditions. The stopping condition for all runs is that described above.
We conclude this section by making some comparisons with the numerical solutions of Lee [29] . The dependent variables in [29] corresponding to the present ones η and u are s and m, respectively, while the pressure p is related to our pressure P 2 by p = QP 2 with Q > 0. Writing t L for the time variable in [29] , the transformations
make the two problems equivalent. Lee addresses the initial value problem on periodic domains as we do, and the initial conditions are s(z, 0) = 1 and m(z, 0) = − sin(z). Using the transformations above, it is seen that the relationship between our amplitude a in (4.6) and the numerical solutions in [29] is a = Q −1/2 . Table 1 in [29] reports results of numerical solutions with values of Q ranging between 300 and 700, 000; the corresponding a is in the range 0.001195 < a < 0.05774, and the values are small enough to support pinching rather than infinite-slope singularities without pinching.
Conclusions.
We have derived nonlinear evolution equations for slender cylindrical jets with surface tension of one fluid surrounded by a second immiscible fluid. A special case of those equations is motion of a slender jet in air, i.e., when the surrounding fluid has a negligible effect on the dynamics. In anticipation of the breakdown of the slender jet ansatz before jet pinching, higher-order terms in the slenderness parameter have been included, aiming at regularizing the leading order equations. Such models have been given before (see section 1) and are known as Cosserat models. We provide numerical and analytical evidence that the leading order equations terminate in infinite-slope singularities, and we have begun a study of the regularized models with particular emphasis on the slice model. The initial value problem is solved numerically, and for symmetric initial interfacial deflections, at least, the regularized slice model predicts pinching at two symmetrically placed locations. Such behavior appears generic, and the model seems capable of capturing the phenomenon of satellite drop formation. The numerical solutions are used to guide possible similarity solutions which are constructed using formal arguments. The numerical evidence suggests that the interface develops a cusp in the neighborhood of the pinch point. Unlike viscous one-dimensional jet models (see references in section 1), retention of the full curvature term rather than its asymptotically correct representation in the slender jet limit leads to apparently different local singular structures. The numerical evidence suggests that both models support pinching with a strong possibility of interfacial cusp singularities as the radius tends to zero; in that case, an inner solution of the full Euler system is needed to smooth out the singularity-the solutions found here are plausible candidates for far field conditions on the elliptic system. The similarity equations of the full Euler system have been given in Papageorgiou [35] but have not been solved yet.
The model which retains the full curvature term has been solved numerically and comparisons have been made with the slice models. It is found that solutions can terminate in infinite-slope singularities before pinching can take place, or the jet can pinch but with more singular slopes than for the slice model. The difference in behavior depends on the initial amplitude a (see (4.6))-as a decreases pinching is supported, whereas for larger a infinite-slope singularities form after a finite time and the slender jet ansatz is violated before pinching. In particular, for a = 1 the slice model and full curvature model produce qualitatively and quantitatively different solutions. The numerical solutions of Lee [29] are in the regime of small a and consequently produce pinching (see comments in section 4.2).
The Cosserat system (2.24) and (2.25) admits similarity solutions with the same scaling laws as for the full Euler equations. This is an easier one-dimensional subset of the full equations which extends the slice models studied here. In Appendix B we include the development of such similarity solutions. The first conserved quantity is a direct consequence of the Bernoulli equation (2.12) and is a statement of conservation of momentum to leading order in ǫ. The conserved quantity I 2 corresponds to conservation of mass to leading order in ǫ since the integral represents the volume of fluid in the liquid column under consideration. The total energy of the system is also a conserved quantity. Different expressions are obtained depending on whether the surrounding fluid is of zero or nonzero density. The conserved integrals in each case are, respectively, (3.2) . This can be shown by differentiating (A.2) or (A.3) with respect to t and eliminating the terms η t and χ t by use of (3.1)-(3.2) or (2.17)-(2.18), respectively, to show that the integrand is an exact z-derivative and hence the integral is zero, verifying that I 3t = 0 as expected.
To show that the integrals (A.2) and (A.3) correspond to conservation of energy we consider the total energy of the system in the zero ǫ limit. The flow is governed by the incompressible Euler equations which are conservative, and so the total energy of the system is expected to be conserved throughout the evolution. Contributions to the energy come from (i) kinetic energy, (ii) potential energy (in the presence of gravity), and (iii) interfacial energy. For a periodic flow of period d (nonperiodic flows simply alter the integration limits) the total energy using the dimensional variables of section 2 is where E 0 is a constant. The limits of integration are normalized to be 0 and 2π as they appear in (A.2) and (A.3).
In the absence of a surrounding fluid, φ 2 is everywhere zero, and so the second and third terms in (A.4) are absent. Following the above procedure and using the capillary scales to nondimensionalize gives
which is the total energy, to leading order, of the jet in air system.
