Work Capacity of Freelance Markets: Fundamental Limits and Decentralized
  Schemes by Chatterjee, Avhishek et al.
1Work Capacity of Freelance Markets: Fundamental
Limits and Decentralized Schemes
Avhishek Chatterjee, Lav R. Varshney, and Sriram Vishwanath
Abstract
Crowdsourcing of jobs to online freelance markets is rapidly gaining popularity. Most crowdsourcing platforms
are uncontrolled and offer freedom to customers and freelancers to choose each other. This works well for unskilled
jobs (e.g., image classification) with no specific quality requirement since freelancers are functionally identical. For
skilled jobs (e.g., software development) with specific quality requirements, however, this does not ensure that the
maximum number of job requests is satisfied. In this work we determine the capacity of freelance markets, in terms
of maximum satisfied job requests, and propose centralized schemes that achieve capacity. To ensure decentralized
operation and freedom of choice for customers and freelancers, we propose simple schemes compatible with the
operation of current crowdsourcing platforms that approximately achieve capacity. Further, for settings where the
number of job requests exceeds capacity, we propose a scheme that is agnostic of that information, but is optimal
and fair in declining jobs without wait.
Index Terms
freelance markets, capacity, queuing theory, decentralized algorithms
I. INTRODUCTION
Methods and structures for information processing have been changing. Enabled by the proliferation of modern
communication technologies, globalization and specialization of workforces has led to the emergence of new
decentralized models of informational work. Moreover, the millennial generation now entering the workforce often
favors project-based or job-based work, as in crowdsourcing and social production [2], [3], rather than long-term
commitments [4]. Indeed over the last decade, more than 100 ‘human clouds’ have launched with a variety of
structures. These platforms serve clients by harnessing external crowds, and global enterprises similarly harness
their internal crowds [5]–[7], making use of human cognitive surplus for information processing [8].
Platforms follow different collective intelligence models [9], [10], and require different strategies for allocating
informational work to workers. In crowdsourcing contest platforms like InnoCentive and TopCoder, there is self-
selection: work is issued as an open call and anyone can participate in any job; the best submission wins the reward
[11]–[14]. In microtask crowdsourcing platforms like Amazon Mechanical Turk, any worker is assumed able to
do any job and so first-come-first-serve strategies are often used; level of reliability may be considered in optimal
allocation [15]. In freelance markets like oDesk and Elance, however, specialized jobs must be performed by skilled
workers: allocation requires careful selection from the large pool of variedly-skilled freelancers.
Freelance market platforms serve as spot markets for labor by matching skills to tasks, often performing on-
demand matching at unprecedented scales. For example, oDesk had 2.5 million workers and nearly 0.5 million clients
in 2013 [10]. Herein we study allocation and scheduling of informational work within these kinds of platforms, via
a queuing framework. We aim to establish fundamental limits through a notion of work capacity, and also develop
decentralized algorithms, which are easily-computed, that nearly achieve these performance limits.
Freelancers may have one or more skills (that are known, cf. [16]) and jobs may have multiple parts, called tasks,
that require separate skills. Due to job skill requirement variety and limited freelancer ability, it is often not possible
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2to find a freelancer that meets all requirements for a job: a job may have to be divided among freelancers. Moreover,
a task in a job may require so much time that even the task may have to be divided among multiple freelancers.
There are reputation systems within freelance market platforms, so freelancers have a reputation level as well as
minimum acceptable hourly rate and skills, which allow worker categorization. Some freelancers are adaptable in
terms of hours available to spend on a particular type of task, whereas others pre-specify hours available for each
kind of task. Here we consider the non-adaptable setting where, for example, a freelancer may be available for 20
hours (per week) of any C++ or Java programming, or may be available for 10 hours (per week) of C++ and 10 hours
of Java. Studying limits for adaptable freelancers and designing centralized schemes (and their approximations) are
similar, but the distributed schemes require a different approach.
The objective of the platform is to find a good allocation of jobs (and tasks) to freelancers. Since working on a
task requires synchronization among freelancers, work can only start when the whole task has been allocated. On
the other hand, for some jobs there are interdependencies between different tasks [17] and hence, for these jobs all
tasks must be allocated before the job starts. Moreover, some jobs may require all parts to be done by freelancers
with the same level of expertise for uniform quality and money spent. These considerations lead to concepts of
decomposability and flexibility that are central to our development.
In the ethos of self-selection, it is desirable for crowd systems to not be centrally controlled, but rather for jobs
and freelancers to choose each other. Currently, this may happen randomly or greedily. This is clearly not optimal,
as the following example illustrates. Consider two types of jobs (single task) and two categories of freelancers. A
type 1 job can be served by either of the worker categories (example, lower reputation requirement) whereas type 2
jobs can only be served by category 2 workers. If freelancers and jobs are allocated arbitrarily then it may happen
that type 1 uses many category 2 freelancers and many type 2 jobs remain unserved.
Optimal centralized allocation of informational tasks under the constraints of crowd systems is related to hard
combinatorial problems such as the knapsack problem. Compared to scheduling problems in computer science [18],
communication networks [19], [20], and operations research [21], crowd systems face challenges of freedom of
self-selection, need for decentralized operation, and uncertainty in resource availability.
Prior works in the information theory, networking, and queueing literatures are similar to our work in terms of
theoretical framework, performance metrics, and the nature of performance guarantees, but are not directly related.
The notion of capacity of a resource-shared system where jobs are queued until they are served and the notion of a
capacity-achieving resource allocation scheme for this kind of system came to prominence with the work of Tassiulas
and Ephremides [22], [23]. The capacity concept and capacity-achieving schemes were subsequently developed for
applications in communication networks [19], [20], [24], [25], cloud computing [26], online advertising [27], [28],
and power grids [29], among others. With the advent of cloud services, large-scale systems have attracted significant
research interest: resource allocation schemes and their performance (queueing delays, backlogs, etc.) in the large-
scale regimes have been studied [30]–[33].
In this paper, our goal is to understand the fundamental limits (capacity) of freelance markets and ways to
achieve this ultimate capacity. We first develop a centralized scheme for achieving these maximum allocations
where a central controller makes all job allocation decisions. Given the potential large scale of platforms, we also
discuss low-complexity approximations of the centralized scheme that almost achieve the limit. Finally, with an eye
towards giving flexibility to customers (job requesters) in choosing freelancers, we propose simple decentralized
schemes with minimal central computation that have provable performance guarantees. Further, since job arrival
and freelancer availability processes are random (and sometimes non-stationary), we also address ways to adapt
when the system is operating outside its capacity limits.
II. SYSTEM MODEL
We first provide formal definitions of the nature of informational work and workers, and establish notation.
Freelancers (or agents) are of L categories. In each category l ∈ [L], there are M l types of agents depending
on their skill sets and available hours. There are S skills among agents of all categories and types. An agent of
category l and type i has a skill-hour vector hli, i.e. h
l
i,s available hours for work involving skill s ∈ [S].
Jobs posted on the platform are of N types. Each type of job j ∈ [N ] needs a skill-hour service rj , i.e. rj,s
hours of skill s. A part of a job of type j involving skill s is called a (j, s)-task if rj,s > 0, which is the size of
this task.
3A job of type j can only be served by agents of categories l ∈ N (j) ⊂ [L]. This restriction is captured by a
bipartite graph G = ([N ], [L], E), where a tuple (j, l) /∈ E ⊂ [N ]× [L] implies that category l agents cannot serve
jobs of type j.
On the platform, jobs are allocated at regular time intervals to available agents, these epochs are denoted by
t ∈ {1, 2, . . .}. Jobs that arrive after epoch t has started are considered for allocation in epoch t + 1, based on
agents available at that epoch. Unallocated jobs (due to insufficient number of skilled agents) are considered again
in the next epoch.
Jobs arrive according to a ZN+ -valued stochastic process A(t) = (A1(t), A2(t), . . . , AN (t)), where Aj(t) is the
number of jobs of type j that arrive in scheduling epoch t.
The stochastic process of available agents at epoch t is U(t) = (U1(t),U2(t), . . . ,UL(t)). For each agent
category l, Ul(t) =
(
U l1(t), U
l
2(t), . . . , U
l
M l(t)
)
denotes the number of available agents of different types at epoch
t.
We assume processes A(t) and U(t) are independent of each other and that each of these processes is independent
and identically distributed for each t.1 We also assume that each of these processes has a bounded (Frobenius norm)
covariance matrix. Let Γ(·) be the distribution of U(t), and let λ = E[A(t)] and µl = E[Ul(t)] for l ∈ [L] be the
means of the processes.
At any epoch t, only an integral allocation of a task (say (j, s)) is possible. A set of tasks t1, t2, . . . , tn of size
r1, r2, . . . , rn of skill s can be allocated to agents 1, 2, . . . ,m only if available skill-hours for skill s of these agents
h1, h2, . . . , hm satisfy
n∑
p=1
vip ≤ hi,
m∑
q=1
vqj ≥ rj , j ∈ [n], i ∈ [m]
for some {vpq ≥ 0}.
Whether different tasks of a job can be allocated at different epochs and across different categories of agents
depend on the type of the job.
Definition 1. A type of job j is called non-decomposable (decomposable) if different tasks comprising it are (are
not) constrained to be allocated at the same epoch.
Definition 2. A type of job j is called inflexible (flexible) if different tasks as well parts of tasks comprising it are
(are not) constrained to be allocated to the same category of agents.
In a system with only decomposable jobs, given a set of {ul = (ul1, ul2, . . . , ulM l) : l ∈ [L]} agents (that is, uli
agents of category l and of type i within that category), a number aj,s of (j, s)-tasks can be allocated only if there
exist non-negative {zlj,s : (l, j, s) ∈ [L]× [N ]× [S]} satisfying∑
l
zlj,s = aj,s, z
l
j,s = 0 if (j, l) /∈ E, for all j ∈ [N ], s ∈ [S],∑
j∈[N ]
zlj,srj,s ≤
∑
i∈[M l]
ulih
l
i,s, for all l ∈ [L], s ∈ [S]. (1)
On the other hand, given a set of {ul = (ul1, ul2, . . . , ulM l) : l ∈ [L]} agents in a system with only non-
decomposable jobs, aj jobs of type j (for each j) can be allocated only if there exist non-negative {zlj,s : (l, j) ∈
[L]× [N ]} satisfying
(1) and aj,s = aj for all j, s. (2)
Intuitively, the conditions imply that required skill-hours for the set of jobs is less than the available skill-hours
of agents. The {zlj,s} capture a possible way of dividing tasks across multiple category of agents, as they can be
interpreted as the number (possibly fraction) of (j, s)-tasks allocated to l-category agents. Note that conditions (1)
and (2) are necessary for allocations of decomposable and non-decomposable jobs respectively. These conditions
only imply that there exist possible ways of splitting jobs and tasks across different categories of agents to ensure
integral number of tasks (jobs) are allocated in case of decomposable (non-decomposable) jobs.
1Most of our results can be extended to stationary ergodic processes.
4For a system with only flexible jobs, different parts of a task can be allocated to different categories and a category
can be allocated parts of tasks. Hence, {zlj,s} can possibly take any value in RLNS+ . Thus flexible and decomposable
(non-decomposable) jobs need to satisfy condition (1) (condition (2)) which we refer to as FD (FND).
For inflexible jobs, a necessary condition the allocation must satisfy is that each category gets the same integral
number of (j, s)-tasks for all s, j, i.e.,
zlj,s ∈ Z+ s.t. zlj,s = zlj,s′ for all s, s′, j. (3)
An allocation of inflexible and decomposable (non-decomposable) jobs needs to satisfy conditions (1) (condition
(2)) and (3), which we refer to as ID (IND).
For simplicity, in this work we focus on systems with only a single one of these four classes of jobs.2 For brevity
we use the same abbreviations to refer to class of job, as we use for the necessary conditions. Thus, we have FD,
FND, ID, and IND systems.
In crowd systems, the scaling of number of job and agent types, rate of job arrivals, and number of available
agents is as follows: λ(N) =
∑N
j=1 λj scales faster than N , i.e. λ(N) = ω(N) or limN→∞N/λ(N) = 0 and the
number of skills S scale slower than N , i.e. S = o(N). In practice, a job requires at most a constant number of
skills d, implying there are Ω(Sd) possible job types. On the other hand, the number of skills of an agent d′ < d as
a job generally requires more diversity than a single agent possesses, implying M =
∑
lM
l = O(Sd
′
). L = O(1),
as it relates to variation in reputation levels and hourly rates, and so M = o(N). Beyond these system scalings
seen in practice, we assume λj(N) = ω(1),∀j ∈ [N ] and
∑
j:rj,s>0
λj(N) = Ω (N
c) for all s ∈ [S], for some
c > 0. In the sequel, we assume these scaling patterns and refer to them as crowd-scaling.
III. CAPACITY, OUTER REGION, AND CENTRALIZED ALLOCATION
In this section we study the limits of a freelance market with centralized allocation and present a centralized
algorithm that achieves the limit. We also discuss a simpler upper bound for the capacity region in terms of first-order
statistics of the system. These results on ultimate system limits and ways to achieve them are not only important in
their own right, but also serve as benchmarks for later discussion of decentralized schemes that provably achieve
nearly the same limits.
To formally characterize the maximal supportable arrival rate of jobs we introduce some more notation. For each
j ∈ [N ], let Qj(t) be the number of unallocated jobs that are in the crowd system just after allocation epoch t− 1.
As defined above, Aj(t) is the number of jobs of type j that arrive between starts of epochs t− 1 and t. Let Dj(t)
be the number of jobs of type j that have been allocated to agents at epoch t; we call a job allocated only when
all parts have been allocated. Thus the evolution of the process Qj(t) can be written as:
Qj(t+ 1) = Qj(t) +Aj(t)−Dj(t). (4)
Note that at any epoch t, at most Qj(t) +Aj(t) type j jobs can be allocated, as this is the total number of type j
jobs at that time and hence Dj(t) ≤ Qj(t) +Aj(t), implying Qj(t) ≥ 0.
Notation and Convention. We denote the interior and the closure of a set C by C˚ and C¯, respectively. When
we say λ = (λ1, λ2, . . . , λN ) ∈ Λ ⊂ RNS+ we mean λS = ((λ1, λ1, . . . , S times) , (λ2, λ2, . . . , S times) , . . .) ∈ Λ.
Also, whenever we say Λ ⊆ (⊇)Λ′ for Λ′ ⊂ RN+ , we mean for any λ ∈ RN+ , λ ∈ Λ′ ⇐ (⇒)λS ∈ Λ.
Definition 3. An arrival rate λ is stabilizable if there is a job allocation policy P under which Q(t) = (Qj(t), j ∈ [N ])
has a finite expectation, i.e., lim supt→∞ E[Qj(t)] < ∞, for all j. The crowd system is called stable under this
policy.
Definition 4. CΓ, a closed subset of RN+ is the capacity region of a crowd system for a given distribution Γ of the
agent-availability process if any λ ∈ C˚Γ is stabilizable and any λ /∈ CΓ is not stabilizable.
2Extension to combinations of multiple classes is not much different but requires more notation.
5A. Capacity Region and Outer Region
Let us characterize the capacity regions of different classes of crowd systems. For any given set of available
agents u =
(
uli : 1 ≤ i ≤M l, 1 ≤ l ≤ L
)
, we define the set of different types of tasks (aj,s) that can be allocated
in a crowd system. Note that the necessary conditions to be satisfied for tasks to be allocated are specific to the
class of crowd system.
Using the explicit conditions (1), (2), and (3) for tasks (jobs) to be allocated, we define CFD(u), CFND(u),
CID(u), and CIND(u) as the set of tasks that can be allocated in FD, FND, ID, and IND systems respectively for
given availability u. We denote these sets generically by C(u) and refer to conditions FD, IFD, FND, and IND
generically as crowd allocation constraint or CAC.
C(u) :=
{
(aj,s ∈ Z+) : ∃
(
zlj,s
)
satisfying CAC
}
,
and C(u) is the convex hull of C(u).
The following theorem generically characterizes capacity regions of different crowd systems.
Theorem 5. Given a distribution Γ of agent-availability, i.e., Γ(u) = Pr (U(t) = u), for a λ /∈ C¯(Γ) there exists
no policy under which the crowd system is stable, where
C(Γ) =
λ = ∑
u∈ZM+
Γ(u)λ(u) : M =
∑
l
M l,λ(u) ∈ C(u)
 .
For FD, FND, and IND systems, for any λ ∈ C˚(Γ) there exists a policy such that the crowd system is stable.
Proof: See Appendix II.A.
This implies that for FD, FND, and IND systems capacity region CΓ = C¯(Γ) and for ID systems CΓ ⊆ C¯(Γ)
(possibly strict). Note that the conditions FD, FND, ID, and IND (generically CAC) are necessary conditions for a
valid allocation. The above theorem implies these conditions are also sufficient, except for ID systems. In Sec. V,
we present an alternate characterization of the capacity region for inflexible systems.
Note C(Γ) depends on the distribution of agent availability Γ, but it is hard to obtain this distribution for large
and quickly-evolving systems in practice. Hence, a characterization in terms of simpler system statistics is of use.
Below is a characterization of a region beyond which no arrival rate can be stabilized. Borrowing terminology from
multiterminal Shannon theory, we call this the outer region.
For any set J ⊂ [N ], define N (J) = {l ∈ [L] : ∃j ∈ J s.t. (j, l) ∈ E} and the closed subset of RN+ ,
Coutµ =
λ : ∀J ⊂ [N ], ∀s,∑
j∈J
λjrj,s ≤
∑
l∈N (J)
∑
i∈M l
µlih
l
i,s
 .
Theorem 6. For any distribution Γ with mean µ, CΓ ⊆ Coutµ .
Proof: See Appendix II.B.
In general, CΓ is a strict subset of Coutµ because Coutµ only captures the balance of skill-hours in the crowd-
system, i.e. average skill-hours requirement is no more than average availability, but partial allocation of a task is
not acceptable in a crowd system. Moreover, for non-decomposable jobs all tasks of a job have to be allocated
simultaneously. Hence, meeting an average skill-hour balance criterion may be far from being sufficient for stability.
For inflexible systems the requirements are even stricter, which is likely to increase the gap between the outer region
and the true capacity region. In Sec. V we present a tighter outer region for inflexible systems.
In certain scenarios Coutµ may be non-empty when CΓ is empty. For example, consider a simple non-decomposable
crowd system with N = L = 1 and M1 = S = 2. Let each job require 1 hour of both skills, type i agents have
only 1 hour available for skill i and none for other skills, U1(t) be uniformly distributed on {(0, 10), (10, 0)}, and
λ = (4, 4). Then clearly λ ∈ Coutµ , but note that at any time there is only one type of skill available, hence no job
can be allocated. This implies CΓ = ∅.
6B. Centralized Allocation
Though there exists a policy for each λ ∈ C˚Γ that stabilizes the system, these policies may differ based on
λ and may depend on the job-arrival and agent availability statistics. Changing policies based on arrival rate and
statistics is not desirable in practical crowd systems due to the significant overhead. Below we describe a centralized
statistics-agnostic allocation policy which stabilizes any λ ∈ C˚Γ. Later we discuss computational cost of this policy
for different classes of crowdsourcing system and present simpler distributed (or almost distributed) schemes with
provable performance guarantees under some mild assumptions.
To describe the scheme we introduce some more notation. Let Qj,s(t) be the number of s-tasks (skill s) of type
j jobs just after the allocation epoch t−1 and let Dj,s(t) be the number of s-tasks (skill s) of type j jobs allocated
at epoch t. Then
Qj,s(t+ 1) = Qj,s(t) +Aj(t) 1 (rj,s > 0)−Dj,s(t).
Note that for all t, due to the CAC condition on allocation, Dj,s(t) ∈ C(U(t)). Moreover, there is an additional
restriction that Dj,s(t) ≤ Qj,s(t) + Aj(t), as there are Qj,s(t) + Aj(t) part s of job type j in the system at that
time, which in turn implies Qj,s(t) ∈ Z+ for all t. Note that as Dj,s(t) ∈ C(U(t)), for non-decomposable systems
Qj,s = Qj,s′ for all j, s, s′, whereas for decomposable systems they may differ.
Algorithm 1 MaxWeight Task Allocation (MWTA)
Input: {Qj,s(t) : j ∈ [N ], s ∈ [S]}, A(t) and U(t) at t
Output: Allocation of jobs to agents
MaxWeight (
zˆlj,s(t) : l, j, s
)
= arg max
(zlj,s∈Z+:l,j,s)
∑
j,s
Qj,s(t)∆j,s
s.t.
(
zlj,s
)
satisfy CAC with aj,s = ∆j,s(t)∀j, s.
Task Allocation
for j = 1 : N do
Order j-type jobs arbitrarily, Oj
for s = 1 : S do
Use order Oj among non-zero (j, s)-tasks
l = 1
while l ≤ L and ∑l−1k=1 zkj,s < Qj,s(t) +Aj(t) do
Allocate [
∑l−1
k=1 z
k
j,s :
∑l
k=1 z
l
k] (j, s) tasks to category l. Here tasks [x : x + y] are task set I =
{dxe, · · · bx+ yc} (in the ordering Oj), (dxe − x) fraction of task dxe and 1 + x+ y − dx+ ye fraction
of task dx+ ye.
l← l + 1
end while
end for
end for
for l = 1 : L do
Order agents of category l arbitrarily
for s = 1 : S do
Agents pick maximum (as per availability constraint) tasks (or part) in order from
∑
j min(z
l
j,s, Qj,s(t) +
Aj(t))rj,s hours
end for
end for
We propose the MaxWeight Task Allocation (MWTA) policy, Alg. 1, to allocate tasks to agents at epoch t
based only on the knowledge of Q(t), A(t), and U(t), and therefore statistics-agnostic. It is based on MaxWeight
matching [19], [20].
It is apparent that the MaxWeight part of the algorithm finds a {zlj,s} that satisfies CAC. The following theorem
implies that MWTA allocates tasks optimally. The proof of the theorem is based on adapting the proof of optimality
7of the MaxWeight algorithm under the constraints and assumptions of crowd systems. It implicitly relies on the
following result.
Proposition 7. For any u and Q, and {zlj,s} satisfying CAC, the Task Allocation part of MWTA (Alg. 1) gives a
feasible allocation for FD, FND, and IND systems.
Proof: See Appendix II.C.
Theorem 8. MWTA (Alg. 1) stabilizes FD, FND, or IND crowd systems for any arrival rate λ ∈ C˚Γ (for respective
CΓ).
Proof: See Appendix II.D.
IV. SINGLE-CATEGORY SYSTEMS AND DECENTRALIZED ALLOCATIONS
There is effectively a single category of agents in many platforms with a large population of new freelancers,
whose reputations are based on evaluation tests for skills and who are paid at a fixed rate. Hence designing efficient
allocation schemes for single-category systems are of particular interest, as this population of agents are significant
in ever-evolving crowd systems. Insights drawn from single-category systems are also useful in controlling multi-
category systems, Sec. V.
For a single category system (L = 1), note that z1j,s = aj,s ∈ Z+ and hence the feasibility condition (1) reduces
to: ∑
j
aj,srj,s ≤
∑
i
uihi,s for all s ∈ [S], aj,s ∈ Z+,
with condition (2) additionally requiring aj,s = aj,s′ for all j, s, s′. Thus, C(u) is the set of {aj,s} satisfying the
above conditions for respective classes of jobs and C(Γ) is the weighted (by Γ(u)) sum of convex hulls of C(u)s,
here CΓ = C¯(Γ).
Coutµ has a simple characterization as well. As for any j ∈ [N ], (j, 1) ∈ E, and N (J) = 1 for all J ⊂ [N ],∑
l∈N (J)
∑
i∈[M l] µ
l
ih
l
i,s =
∑
i∈[M ] µihi,s. Thus it is sufficient to satisfy the inequality for J = [N ], and hence,
Coutµ =
{
λ :
∑
j∈[N ] λjrj ≤
∑
i∈[M ] µihi
}
.
The MaxWeight computation in MWTA for single-category systems turns out to be the following integer linear
program (ILP), which is related to knapsack problems.
arg max
{∆j,s:j,s}
∑
j,s
Qj,s∆j,s (5)
s.t.
∑
j
∆j,srj,s ≤
∑
i
uihi,s∀s ∈ [S],
∆j,s = ∆j,s′ , ∀s, s′, j (only for ND)
For decomposable and non-decomposable systems, this is a single knapsack and multi-dimensional knapsack
problem [34], respectively, and hence NP-hard. There exist fully polynomial time approximations (FPTAS) for
single knapsack, whereas for multi-dimensional knapsack only polynomial time approximations (PTAS) are possible
[34]. With this approximation, say 1 − , the MWTA policy stabilizes (1 − )C˚Γ = {λ : λ1− ∈ C˚Γ}. Also, note
that for large crowd systems each λi is large and hence stabilizing any λ with λ+ 1 ∈ C˚Γ is almost optimal. The
above ILP can be relaxed to obtain a linear program, an allocation based on which achieves this approximation
(see Appendix I.A for details).
A. Decentralized Allocations
Now we show that due to the structure of the crowd allocation problem and the fact that crowd systems are large,
simple allocation schemes with minimal centralized control achieve good performance under mild assumptions
on arrival and availability processes. Interestingly, though the centralized optimal allocation requires solving a
knapsack problem at each epoch and greedy schemes are known to be sub-optimal for knapsack problems [34], we
propose two simple greedy schemes that are almost optimal with good performance guarantees. One of them, called
8GreedyAgent allocation provably performs well for decomposable systems and offers the freedom of selection to
freelancers. Another, called GreedyJob allocation has provable performance guarantees for both decomposable and
non-decomposable systems while allowing customers (job requesters) the freedom of selection. Thus, in some sense,
this shows that though greedy algorithms can be suboptimal for an arbitrary allocation instant (at each epoch), for
a dynamical system over long time, its performance is good.
Algorithm 2 GreedyAgent Allocation
Input: A(t)
Output: Job to agent allocations
A: set of agents, T : set of tasks
while A and T non-empty do
Agents in A contend (pick random numbers) and a wins
for each skill with non-zero skill hour do
a picks as many integral tasks as it can pick
if a has remaining available hour then
a Picks from remaining parts of the partially allocated task
if a has remaining available hour then
a picks part of any unallocated task
end if
end if
Remove fully allocated tasks from T
end for
A = A\{a}
end while
Tasks with partial allocations are not allocated
In GreedyAgent allocation (Alg. 2), agents themselves figure out the allocation via contention, without any central
control. Agents need no knowledge about the agent population, but do need information on the available pool of
jobs and have to agree on certain norms. In most freelance market platforms, this information is readily available,
and so an algorithm like this is natural. As expected, this scheme may not be able to stabilize any arrival rate in
C˚Γ for any ergodic job-arrival and agent-availability processes, but it has good theoretical guarantees under some
mild assumptions on the job arrival and agent availability processes.
Definition 9. A random variable X is Gaussian-dominated if E[X2] ≤ E[X]2 + E[X] and for all θ ∈ R,
E[eθ(X−E[X])] ≤ exp
{
((E[X2]−E[X]2)θ2
2
}
Definition 10. A random variable X is Poisson-dominated if for all θ ∈ R, E[eθ(X−E[X])] ≤ eE[X](eθ−θ−1).
Note that these domination definitions imply that the variation of the random variable around its mean is dominated
in a moment generating function sense by that of a Gaussian or Poisson random variable.3 Such a property is
satisfied by many distributions including Poisson and binomial that are used to model arrival processes for many
systems, e.g., telephone networks, internet, call centers, and some freelance markets [5], [6]. It is not hard to
show that sub-Gaussian distributions (standard in machine learning [36]) that are symmetric around their mean, are
Gaussian-dominated.
The following theorem gives a guarantee on the performance of GreedyAgent, under mild restrictions on the job-
arrival and agent-availability processes. Independence assumptions are not too restrictive for large crowd systems,
where jobs and agents may come from different well-separated geographies or organizational structures.
Theorem 11. If the arrival processes {Aj(t)} and the agent availability processes {Ui(t)} are i.i.d. across time
and independent across types (jobs and agents) and all these processes are Gaussian-dominated (and/or Poisson-
dominated), then for any given α ∈ (0, 1], there exists an Nα such that GreedyAgent allocation stabilizes any
3Domination in this sense is used in bandit problems [35].
9arrival rate λ ∈ (1 − α)Coutµ :=
{
λ : 11−αλ ∈ Coutµ
}
for any single-category decomposable crowd system with
N ≥ Nα. Moreover, for any arrival rate in (1− α)Coutµ , at steady state, after an allocation epoch, the number of
unallocated tasks is O(S logN) with probability 1− o ( 1N2 ).
Proof: See Appendix II.E.
As CΓ ⊆ Coutµ , this implies that the greedy scheme stabilizes an arbitrarily large fraction of the capacity region,
under the assumptions on the arrival and availability processes. As S = o(N), more specifically O(N c) for c < 1,
the above bound on number of jobs imply that there are o(N) unallocated tasks at any time. This in turn implies
that unallocated tasks per type (average across types) is o(1), i.e., vanishingly small number of tasks per type are
unallocated as the system scales.
In GreedyAgent, there is no coordination among agents while picking tasks within jobs. Hence in a non-
decomposable system, many tasks may be picked by agents but only few complete jobs are allocated. As more and
more jobs accumulate, the chance of this happening increases, resulting in more accumulation. This can result in
the number of accumulated jobs growing without bound, as formalized below.
Proposition 12. There exists a class of non-decomposable crowd systems with Poisson-dominated (as well as
Gaussian-dominated) distributions of arrival and availability, such that the system is not stable under GreedyAgent
allocation.
Proof: See Appendix II.F.
Hence, we propose another simple greedy scheme that works for both decomposable and non-decomposable
systems. The GreedyJob allocation scheme (Alg. 3) is completely distributed and hence a good fit for crowd
systems. GreedyJob has similar performance guarantees for both decomposable and non-decomposable systems as
GreedyAgent has for decomposable systems only.
Algorithm 3 GreedyJob Allocation
Input: U(t)
Output: Job to agent allocations
J : set of all jobs
while Available skill-hours of agents and J 6= ∅ do
Jobs in J contend (pick random numbers) and J wins
if J finds agents to allocate all tasks then
Allocate to those agents
else
J does not allocate anything
end if
J = J \{J}
end while
Theorem 13. If the arrival processes {Aj(t)} and the agent availability processes {Ui(t)} are i.i.d. across time and
independent across types (jobs and agents), all these processes are Gaussian-dominated (and/or Poisson-dominated)
and ∀s, s′, |∑i µihi,s −∑i µihi,s′ | is O(subpoly(N)), then for any given α ∈ (0, 1], ∃Nα such that GreedyJob
allocation stabilizes any arrival rate λ ∈ (1−α)Coutµ :=
{
λ : 11−αλ ∈ Coutµ
}
for any single-category crowd-system
with N ≥ Nα. Moreover, for any arrival rate in (1−α)Coutµ , at steady state, after an allocation epoch, total number
of unallocated jobs (adding all types) is O(logN) with probability 1− o ( 1N2 ).
Proof: See Appendix II.G.
In Sec. V we propose a decentralized scheme for multi-category systems that uses the two single-category
decentralized schemes as building blocks. At the end of Sec. V we briefly discuss the suitability of these decentralized
schemes for crowd systems in terms of implementability on crowd platforms.
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V. MULTI-CATEGORY SYSTEMS
Sec. III characterized the capacity region and developed an optimal centralized scheme for crowd systems in,
whereas Sec. IV discussed simple decentralized schemes for single-category systems. Here we return to multi-
category systems, briefly discussing computational aspects of MWTA, followed by an alternate approach to the
capacity and outer region of inflexible systems that yields a simple optimal scheme. We also present a decentralized
scheme based on insights from the optimal scheme and the decentralized allocations in Sec. IV.
The MWTA scheme, which is throughput optimal for FD, FND, and IND systems, involves solving an NP-hard
problem for multi-category systems. For multi-category systems this is from the general class of packing integer
programs, for which constant factor approximation algorithms exist under different assumptions on the problem
parameters [37]. These assumptions do not generally hold for MaxWeight allocation under the CAC constraint.
Rather, we follow the same steps of LP relaxation and obtain a scheme that stabilizes any λ for λ+ 1 ∈ C˚Γ, since
for large systems this is better than any arbitrarily close approximation scheme (as λ→∞ as N →∞).
A. Inflexible System
Below we present a characterization of the capacity region of inflexible systems in terms of the bipartite graph
G = (V,E), which captures the restriction of job-agent allocations.
Theorem 14. Any λ can be stabilized if λ ∈ C˚I , where
CI =
λ = ∑
l∈[L]
λ(l) : λ(l) ∈ C(l)Γl , λlj = 0 for all (j, l) /∈ E
 ,
where C(l)Γl is the capacity region of a single category system with an agent availability distribution Γl = Γ
(
U li : i ∈ [M l]
)
.
Moreover, no λ /∈ C¯I can be stabilized, i.e., for inflexible systems the capacity region CΓ = C¯I .
Proof: See Appendix II.H.
This theorem has the following simple consequence. Consider separate pools of agents for each different category,
cf. [7], which has agent-availability distributions {Γl : l ∈ [L]}. Each such pool (category) of agents l can stabilize
job-arrival rates in C˚(l)Γl . Thus if the job arrival process of each job type j can be split in such a way that pool
(category) l of agents sees an arrival rate λlj , where λ
l
j > 0 only if (j, l) ∈ E, while ensuring that {λlj : j} ∈ C˚(l)Γl ,
the system would be stable.
In a server farm where jobs can be placed on any of the server queues, the join-shortest-queue (JSQ) policy
stabilizes any stabilizable rate [20]. JSQ gives an arriving job to the server with the shortest queue and each server
serves jobs in FIFO order. For multi-category crowd systems, we can draw a parallel between servers and agent
pools. In addition we have constraints on job placement given by G and also have to do allocations of jobs among
the agents in the pool optimally (unlike JSQ we do not have FIFO/LIFO specified). Thus we have to adapt JSQ
appropriately based on our insights about optimal operation of crowd systems.
We propose a statistics-agnostic scheme, JLTT-MWTA (Alg. 4) that has two parts: JLTT (join least total task)
directs arrivals to appropriate pools of agents and MWTA allocates jobs in each pool separately. Letting Qlj,s(t) be
the number of unallocated (j, s)-tasks in lth pool just after epoch t − 1, JLTT uses these quantities to direct jobs
to appropriate pools whereas MWTA uses them to allocate tasks within each pool.
The JLTT part is computationally light. The central controller only needs to know Q(t) and has to pick the
minimally loaded (minl
∑
sQ
l
j,s) pools of agents to direct jobs (type j). To perform MWTA in each pool, a PTAS,
FPTAS, or LP relaxation scheme can be used.
Unlike JSQ, where service discipline in each server is fixed and the goal is to place the jobs optimally, we have
jobs with multi-dimensional service requirements from time-varying stochastic servers (agent-availability) and have
to place jobs as well as discipline the service in each random and time-varying virtual pool. Thus optimality of
JSQ cannot be claimed in our case. But as stated below, JLTT division followed by MWTA allocation is indeed
optimal.
Theorem 15. JLTT-MWTA stabilizes any λ ∈ C˚I .
Proof: See Appendix II.I.
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Algorithm 4 JLTT-MWTA: Divide and Allocate
Input: A(t), U(t), Q(t)
Output: Job division and allocation
Create pool l with category l agents (∀l ∈ [L])
JLTT: Join Least Total Task
for each (j, s) do
Count number of unallocated (j, s)-tasks in pool l: Qlj,s(t)
Divide Aj(t)1(rj,s > 0) tasks equally among pools arg minl:(j,l)∈E
∑
sQ
l
j,s(t)
end for
In each pool l run MWTA for single-category system
An important aspect of JLTT-MWTA is that job allocations within each pool can happen independently of each
other. The central controller only has to make a decision on how to split the jobs based on the current system
state information. This allows a more distributed allocation along the lines of following hierarchical organizational
structure [38]. First, the central controller divides jobs for different agent-pools based on {Qlj,s}. Then in each agent
pool, allocations are according to GreedyJob allocation, which works for both decomposable and non-decomposable
single-category systems. The distributed scheme that we propose here is an improvisation of the above JLTT scheme
followed by GreedyJob allocation in each pool. We call it Improvised JLTT and GreedyJob Allocation (Alg. 5).
Algorithm 5 Improvised JLTT and GreedyJob Allocation
Input: A(t), U(t), Q(t)
Output: Job division and allocation
Improvised JSQ for each job-type j and each skill s:
n = 0
N lj = Q
l
j(t)
While n < Aj(t)
Send 1 task to the category l∗ with lowest
index among arg minl:(j,l)∈E N lj
Increase N l
∗
j and n each by 1
End While
Allocations within each pool l:
Run GreedyJob allocation
First note that unlike JLTT-MWTA, here we only maintain number of unallocated jobs and do not maintain
number of unallocated tasks for each skill s. This is because as GreedyJob allocation is used as allocation scheme
in each pool, Qlj,s = Q
l
j,s′ for all s, s
′.
This algorithm is also simple to implement. The central controller only needs to track the number of unallocated
jobs (Qlj(t)) from the previous epoch and set N
l
j = Q
l
j . For any arriving job of type j, the central controller sends
the job to the pool with minimum N lj and updates N
l
j . This continues until the next epoch, when the N
l
j are reset
to new Qlj values.
Recall that Sec. I gave a simple example of a fully distributed scheme where jobs pick agents greedily (from
the set of feasible agents as per G) and showed it was not a good scheme. Improvisation of JLTT is proposed for
a better performance guarantee, while GreedyJob in each pool is proposed for implementability and freedom of
selection for customers. It is not hard to prove Improvised JLTT followed by MWTA is optimal for any arrival and
availability process satisfying the assumptions of Sec. II. Below we present performance guarantee for Improvised
JLTT and GreedyJob allocation.
To present performance guarantees of the distributed scheme we give an outer region CO for the system, along
the lines of the alternative characterization CI of the capacity region CΓ for inflexible systems.
Theorem 16. Inflexible crowd systems cannot be stabilized for λ /∈ CO, where CO =
{
λ : λ =
∑
l∈[L] λ
(l) where λ(l) ∈ Coutµl
}
,
and Coutµl is the outer region for the single category system comprising the lth category (pool) of agents with
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µl = E
[
Ul
]
.
Proof: See Appendix II.J.
For job allocation in server farms, extant performance guarantees are mostly for symmetric load, i.e., symmetric
(almost) service and job arrival rates and regular graphs, cf. [30], [31]. Unlike server farms, symmetric load (in
terms of skill-hours) is not guaranteed in crowd systems by symmetric arrival rates and graphs. This is because
different types of jobs have different skill and hour requirements. The following guarantee for crowd systems is
for bounded asymmetry (sub-polynomial variation) in agent availability, complete graph, asymmetric job arrival
rates, and asymmetric job requirements (extendable to regular graphs with additional assumptions on symmetry of
job arrival rates and requirements). Note that because of the inflexibility constraint, a multi-category system with
a complete graph is not equivalent to a single-category system.
Theorem 17. Without loss of generality assume the same ordering of agent types in each category, i.e., M l =
M l
′
= M/L and hli = h
l′
i for all l, l
′, i. If the arrival processes {Aj(t)} and the agent availability processes {U li (t)}
are i.i.d. across time and independent across types (jobs and agents), all these processes are Gaussian-dominated
(and/or Poisson-dominated),
∑
i maxl,l′ |µli − µl
′
i | and maxl,s,s′ |
∑
i µ
l
i(h
l
i,s − hli,s′)| are O (subpoly(N)) and G is
complete bipartite, then for any given α ∈ (0, 1], ∃Nα such that Improvised JLTT and Greedy-job stabilizes any
λ ∈ (1−α)CO :=
{
λ : 11−αλ ∈ CO
}
and the maximum number of unallocated jobs (across all types) is O(logN)
with probability 1− o ( 1N2 ).
Proof: See Appendix II.K.
The proofs of Thm. 11, 13, and 17 are all based on constructing queue-processes (different for the algorithms)
that stochastically dominate the number of unallocated jobs, and bounding the steady state distributions of these
processes using Loynes’ construction and moment generating function techniques.
B. Implementation of Decentralized Schemes on Crowd Platforms
We have described the allocation schemes at the level of system abstraction and discussed their performance.
These schemes can be easily implemented on crowd platforms as well.
GreedyAgent allocation is completely decentralized, only requiring agents to abide by a norm for picking partial
tasks, which can be enforced by randomized vigilance and penalizing norm violators in reputation. If the payments
are the same, as it generally is in single-category systems where all jobs require same quality, there is no incentive
for agents to deviate from the norm.
Any arbitrary contention method among agents will work for the algorithm, and hence the crowdsourcing platform
only needs to ensure that no two allocations are done simultaneously (as practiced in airlines booking). Multiple
allocations can also be allowed by the platform if they do not conflict. Here the platform has to ensure that an
agent can place requests only for an amount of tasks it can actually perform, given the constraints on available
hours. Also, only one agent can request for a task or a certain part of it. Once the agent has been declined, it can
place request(s) for task(s) of the same or lesser hours. This can either be enforced by appropriate modification
of the portals by keeping tracks of total hours of requests placed or by vigilance. GreedyJob can also be easily
implemented on a crowd platform. The platform has to ensure that jobs request agents and not the other way
around. One way to implement this is to allow jobs to place requests for agents while ensuring they do not request
more than the required service. Also, the platform has to ensure that skill-hour requests of no two jobs collide.
This again can be ensured by serializing the requests as above. Agents are expected to accept a requested task, as
there is no difference between tasks involving same skill since payments are the same. This can also be ensured
by linking agent rating to rate of task-request acceptance.
It is apparent that GreedyJob offers choice to customers and GreedyAgent offers choice to agents. By allowing
a customer (or an agent) to decline an approaching agent (or a customer) request and to explore more options,
only one option at a time, the platform can provide freedom of choice to agents and customers under both schemes
while operating at capacity.
In case of multi-category systems, the platform only needs to direct arriving jobs to the appropriate pool of
agents, based on current backlog; the rest of the allocation happens as per GreedyJob. Directing a job to a category
of agents can be implemented in a crowd platform by making the job visible only to freelancers of that category and
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vice versa (similar to filtering done by search engines and online social networks) or through explicit hierarchical
organization into pools [38].
VI. BEYOND THE CAPACITY REGION
We have now characterized the capacity (and outer) regions of different classes of crowd systems, shown the
existence of computationally feasible centralized schemes that achieve these regions, and presented simple distributed
schemes with minimal centralized intervention and good performance guarantees for any arrival rate within the
capacity region. In crowd systems, however, arrival rates may not be within the capacity region, since the platform
may have little or no control on resource (freelancer) planning, unlike traditional communication networks or cloud
computing systems. Hence, an important aspect of crowd systems is to turn down job requests. Indeed, deciding to
decline a job must be done as soon as the job arrives because dropping a job after first being accepted adversely
affects the reputation of the crowd platform.
Here, we propose a centralized scheme for a crowd system to decline jobs on arrival in a way that is fair
across all job types. Our scheme is statistics-agnostic and works even for independent but non-stationary arrival
and availability processes.
We solve the following problem: given an arrival rate λ, design a statistics-agnostic policy to accept (1 − β)λ
jobs on average and allocate them appropriately such that β is the minimum for which the crowd system is stable.
Note that if λ ∈ C˚Γ, the minimum β is 0, else, it is strictly positive. We want to design a statistics-agnostic policy
without the knowledge of λ and CΓ. As a benchmark, we consider the following problem for  > 0, when λ and
CΓ are known.
minβ ∈ [0, 1] s.t. (1− β)λ+ 1 ∈ CΓ. (6)
Given β∗, optimum of (6), (1 − β∗)λ is within  of the optimal rate of accepted jobs for which the system is
stabilizable.
As we want a scheme that is agnostic of λ and CΓ, we propose the following simple scheme, for ν > 0 and
Q˜lj,s(t) is the number of unallocated accepted (j, s)-tasks ((j, s)-tasks directed to category l) in the system.
β(t) = arg min
β∈[0,1]{
β
∑
j Aj(t)− νβ
∑
j,s:rj,s>0
Q˜j,s(t)Aj(t) (I)
β
∑
j Aj(t)− νβ
∑
j,s:rj,s>0
minl Q˜
l
j,s(t)Aj(t) (II)
Job is accepted w.p. 1− β(t), accepted jobs A˜(t) (I & II)
For accepted jobs run
{
MWTA (I)
JLtT-MWTA (II)
(7)
Steps marked by I (II) are applicable for FD, FND and IND (ID and IND) systems.
Theorem 18. Crowd system with jobs accepted and allocated according to (7) is stable and
∑
j λj(1 − β∗) −
1
T
∑T
t=1 E[
∑
j A˜j(t)] can be made arbitrarily small for an appropriately chosen ν, for all sufficiently large T .
Proof: See Appendix II.L.
This theorem demonstrates that by following the job acceptance and allocation method (7), the crowd system
can be stabilized while ensuring the average number of accepted jobs per allocation epoch is arbitrarily close to
the optimal number of accepted jobs per allocation period. Note that as all jobs (across all types) are accepted with
the same probability, the above result also implies that (1 − β∗)λj − 1T
∑T
t=1 E[A˜j(t)] is small. It can be shown
that the above scheme works for time-varying systems (E[A(t)] = λ(t) and U ∼ Γt()) as well guaranteeing small
limT→∞ 1T
∑T
t=1
∑
j
(
λj(t)(1− β∗(t))− E[A˜j(t)]
)
, where β∗(t) is the solution of (6) for λ = λ(t) and CΓ = CΓt .
sectionConclusion
Human information processing, structured through freelance markets, is an emerging structure for performing
informational work by capturing the cognitive energy of the crowd. It is important to understand the fundamental
limits and optimal designs for such systems.
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In this work we provide a characterization of the work capacity of crowd systems and present two statistic-agnostic
job allocation schemes MWTA (flexible jobs) and JLTT-MWTA (inflexible jobs) to achieve limits. To ensure low
computational load on the crowd platform provider and freedom of choice for job requesters, we present simple
decentralized schemes, GreedyAgent, GreedyJob, and Improvised JLTT-GreedyJob that (almost) achieve capacity
with certain performance guarantees. These decentralized schemes are easy to implement on crowd platforms,
require minimal centralized control, and offer freedom of self-selection to customers: all desirable qualities for
any crowd platform. Due to quick evolution and unpredictability of freelancer resources, crowd systems may often
operate outside capacity, which inevitably results in huge backlogs. Backlogs hurt the reputation of the platform,
and so we also propose a scheme that judiciously accepts or rejects jobs based on the system load. This scheme
is fair in accepting jobs across all types and accepts the maximum number of jobs under which the system can be
stable.
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APPENDIX I
A. Computation for Centralized Allocation
For a single category system (L = 1), note that z1j,s = aj,s ∈ Z+ and hence the feasibility condition (1) becomes∑
j
aj,srj,s ≤
∑
i
uihi,s for all s ∈ [S], aj,s ∈ Z+,
with condition (2) additionally requiring aj,s = aj,s′ for all j, s, s′. Thus, C(u) is the set of {aj,s} satisfying the
above conditions for respective classes of jobs (as well as systems) and C is the weighted (by Γ(u)) sum of convex
hulls of C(u)s.
Coutµ has a simple characterization as well. As for any j ∈ [N ], (j, 1) ∈ E, and N (J) = 1 for all J ⊂ [N ],∑
l∈N (J)
∑
i∈[M l] µ
l
ih
l,i
s =
∑
i∈[M ] µihi,s. Thus it is sufficient to satisfy the inequality for J = [N ], and hence,
Coutµ =
λ : ∑
j∈[N ]
λjrj ≤
∑
i∈[M ]
µihi
 .
The MaxWeight computation in MWTA for single-category decomposable systems turns out to be the following
integer linear program (ILP), which is related to knapsack problems.
arg max
∆j,s:j,s
∑
j,s
Qj,s∆j,s
s.t.
∑
j
aj,srj,s ≤
∑
i
uihi,s∀s ∈ [S], (8)
This problem is an integer program, hence it is not clear whether this problem can be solved efficiently at all
instants. In fact, it is a so-called unbounded knapsack problem for a given u and Q. This problem is known to
be NP-hard [34]. There is a pseudo-polynomial algorithm based on dynamic programming which solves it exactly,
but the runtime may depend on Qj,s. This dynamic programming-based algorithm can be converted into a fully
polynomial time approximation schemes (FPTAS) which achieves any (1 − ) approximation of the problem in
poly
(
1

)
computations. Moreover, there exists faster greedy algorithms that achieve 12 approximation and can be
converted into a polynomial time approximation scheme (PTAS) that achieves (1− ) approximation in poly(n 1 )
computations. Thus we can conclude that though the MWTA algorithm is computationally hard for single-category
decomposable system, there exist efficient approximation schemes. It is not hard to show (Prop. 19 below) that an
algorithm that gives (1 − ) approximation of the optimization problem in MWTA can stabilize any λ for which
λ
(1−) ∈ CDΓ .
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For single-category non-decomposable systems, feasibility condition (2) of an allocation of aj jobs of type j is
given by, ∑
j
ajrj,s ≤
∑
i
uihi,s∀s ∈ [S], aj ∈ Z+.
Hence the stabilizable region changes accordingly to
CΓ =
{∑
u
Γ(u)λ(u) : λ(u) ∈ CND(u)
}
,
CND(u) = conv
aj,s ∈ Z+ : ∑
j
ajrj,s ≤
∑
i
uihi,s and aj,s = aj∀s
 .
where conv{·} is the convex hull.
Hence, in this case, the MWTA allocation needs to solve
arg max
∆j,s:j
∑
j
(∑
s
Qj,s∆j,s
)
s.t.
∑
j
∆j,srj,s ≤
∑
i
uihi,s,∆j,s = ∆j,s′ , for all s, s′ ∈ [S], (9)
and then divide the allocated jobs arbitrarily among agents while meeting their per skill time-availability, as there
is only one category of agents.
This problem is also a knapsack-like integer program, with an additional constraint that the number of (j, s)-items
has to be the same as the number of (j, s′)-items for all j, s and s′. Such a problem is called a multi-dimensional
knapsack problem. This problem is also NP-hard. Moreover, provably there cannot exist a fully polynomial time
approximation scheme for this problem [34].
For a multi-dimensional knapsack problem, there exists an approximation scheme that achieves an approximation
factor equal to the dimension d [34]. This approximation scheme can be converted into a PTAS with complexity
O (Nκ) and an approximation factor of 1− , where κ is strictly increasing with dimension and 1 . In the case of
our setting, the number of skills S (dimension) is large and may scale with N , hence this scheme is not suitable.
Though the total number of skills S can scale with N , in most cases the number of skill-parts that a type j
job has is a constant, i.e., rj has most coordinates as 0. Thus it is apparent from the objective function that the
optimal choice of ∆j,s is 0 for the corresponding coordinates s. This allows us to rewrite the optimization problem
as another multi-dimensional knapsack problem with constant dimensions given by maxj |{s : rj,s > 0}|.
For this problem we can use the PTAS to obtain arbitrarily close approximation and hence can stabilize a
rate-region arbitrarily close to CND. But the complexity of this algorithm is very high as complexity scales
super-exponentially (Nk) with the approximation factor (unlike decomposable systems where we have an FPTAS,
polynomial in 1 ).
Note that our goal is not to solve (9) optimally, but to have a fast allocation scheme that can stabilize a large
fraction of CND. In this regard we can take a different approach that exploits basic characteristics of a crowd
system. Since N and λj(N) for j ∈ [N ] are large in most crowd systems, if an allocation scheme stabilizes any
rate λ for λ+ c1 ∈ C, then it stabilizes
(
1−maxi 1λi(N)
)
C. Note that as λi(N) scales with N , this implies that
such a scheme would stabilize almost all of C. Motivated by this, we propose the following allocation scheme,
which is a modification of (9).
{xˆj , j} = arg max
xj∈R:j
∑
j
(∑
s
Qj,s
)
xj
s.t.
∑
j
xjrj,s ≤
∑
i
uihi,s, for all s, (10)
and allocate ∆˜j = bxˆjc jobs of type j to the agents, splitting arbitrarily while meeting time-availability constraints.
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Note that since in (10), the variables are relaxed to R from Z,
∑
j (
∑
sQj,s) xˆj ≥
∑
j (
∑
sQj,s) zˆj . Again,
∆˜j = bxˆjc ≥ xˆj − 1, hence
∑
j (
∑
sQj,s) ∆˜j ≥
∑
j (
∑
sQj,s) (zˆj − 1).
The following proposition guarantees that a proposed LP-relaxation scheme stabilizes any λ with λ+ 1 ∈ CND.
Proposition 19. Let P be an allocation scheme that at epoch t does an allocation {∆(t)} instead of {∆ˆ(t)} of
the MWTA allocation scheme, which satisfies∑
j,s
Qj,s(t)∆ˆj,s(t) ≤
∑
j,s
Qj,s(t)∆j,s(t) +
∑
j,s
Qj,s(t)δ,
or,
(1− )
∑
j,s
Qj,s(t)∆ˆj,s(t) ≤
∑
j,s
Qj,s(t)∆j,s(t),
stabilizes any rate λ ∈ C if λ+ δ1 ∈ C or 11−λ ∈ C respectively.
Proof: This proof follows the same steps as the proof of Thm. 8. We first prove the result for an allocation
with ∑
j,s
Qj,s(t)∆ˆj,s(t) ≤
∑
j,s
Qj,s(t)∆j,s(t) +
∑
j,s
Qj,s(t)δ.
as follows:
E [L (Q(t+ 1))− L (Q(t)) |Q(t)]
≤ E
∑
j,s
Qj,s(t)Aj(t)|Q(t)
− E
∑
j,s
Qj,s(t)
(
∆ˆj,s(t)− δ
)
|Q(t)
+ E
∑
j,s
(
A2j (t) + (∆ˆj,s − δ)2
)
|Q(t)

We can bound the last term as above, because (∆ˆj,s − δ)2 ≤ ∆ˆ2j,s + δ2. Thus,
E [L (Q(t+ 1))− L (Q(t)) |Q(t)] ≤ B + E
∑
j,s
Qj,s(t)(Aj(t) + δ)|Q(t)
− E
∑
j,s
Qj,s(t)∆ˆj,s(t)|Q(t)

Now note that if λ is such that λ+ δ1 ∈ C, then we can write it in terms of convex combinations of d ∈ C(u)
and follow the same steps as in the proof of Thm. 8.
Similarly for the other case of constant factor approximation we have:
E [L (Q(t+ 1))− L (Q(t)) |Q(t)] ≤ B + E
∑
j,s
Qj,s(t)Aj(t)|Q(t)
− E
∑
j,s
Qj,s(t)∆ˆj,s(t)(1− )|Q(t)

as (1− )2∆ˆ2j,s ≤ ∆ˆ2j,s.
If λ ∈ (1−)C, then by definition of C and (1−)C, there exist ν(u) ∈ C(u) and {dk(u) ∈ C(u)} such that, λ ≤
(1− )ν(u)Γ(u) and ∑k γkdk = ν(u) for γk > 0,∑k γk = 1. As for any dk for a given u, ∑j,sQj,s(t)∆ˆj,s(t) ≤∑
j,sQj,s(t)d
k
j,s,
∑
j,sQj,s(t)λj ≤ E
[∑
j,sQj,s(t)∆ˆj,s(t)|Q(t)
]
. Then following the proof of Thm. 8, the result
follows.
APPENDIX II
In this appendix, we present proofs of the main results in Secs. III–V. As mentioned earlier, most of these results
extend to systems with stationary and ergodic arrival and availability processes, but here we only present results
for i.i.d. processes.
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A. Proof of Theorem 5
Here we only prove the converse part, i.e., λ /∈ C cannot be stabilized by any policy. For the direct part, it is
sufficient to prove there exists a scheme that stabilizes any λ ∈ C, and so the proof of Thm. 8 below is sufficient.
First we prove that C is a convex subset of RN+ . If λ,λ′ ∈ C, then there exist
(
λ(u) ∈ C(u) : u ∈ ZM+
)
and(
λ′(u) ∈ C(u) : u ∈ ZM+
)
such that∑
u
Γ(u)λ(u) = λ,
∑
u
Γ(u)λ′(u) = λ′.
Thus for any γ ∈ [0, 1],
γλ+ (1− γ)λ′ =
∑
u
Γ(u)(γλ(u) + (1− γ)λ′(u).
Note that C(u) is convex since it is the convex hull of C(u); hence γλ(u) + (1− γ)λ′(u) ∈ C(u), which in turn
implies γλ+ (1− γ)λ′ ∈ C. This proves convexity of C.
Thus C¯ is a closed convex set. Hence for any λO /∈ C¯, there exists a hyperplane hTx = c that separates C¯ and
λO, i.e., there exists an  > 0 for any λ ∈ C¯ such that hTλO ≥ hTλ+ .
Hence under any policy:
E
[
hTQ(t+ 1)
]
= E
[
hT (Q(t) + A(t)−D(t))]
= E
[
hT |Q(t) + A(t)−∆(t)|+]
where ∆(t) is the number of possible departure under the scheme if there were infinite number of jobs of each
type, and | · |+ is shorthand for max(·, 0). As |x|+ is a convex function of x, hT |Q(t) + A(t)−∆(t)|+ is a convex
function of Q(t),A(t), and ∆(t). Thus by Jensen’s inequality:
E
[
hT |Q(t) + A(t)−∆(t)|+] ≥ hT |E [Q(t)] + E [A(t)]− E [∆(t)]|+
Note that any λ is a Γ(u)-combination of some {λ(u) ∈ C(u)} and any λ(u) is some convex combination of
elements of C(u). Also, from the allocation constraints it is apparent that if a ∈ C(u) then also a′ ∈ C(u) if
a′ ≤ a. These two imply that for any λ ∈ C¯, if there exists a λ′ ≤ λ (component-wise) and λ′ ≥ 0, then λ′ ∈ C¯.
That is C is coordinate convex. This in turn implies that for any λO /∈ C¯ there exists an h 6= 0 ∈ RN+ such that
hyperplane separation holds for this h. Thus for h ≥ 0:
E
[
hTQ(t+ 1)
] ≥ hT |E [Q(t)] + E [A(t)]− E [∆(t)]|+
=
∑
j
|hjE [Qj(t)] + hjE [Aj(t)]− hjE [∆j(t)]|+
≥
∑
j
(hjE [Qj(t)] + hjE [Aj(t)]− hjE [∆j(t)])
≥ E [hTQ(t)]+ hTE [λO]− sup
λ∈C¯
hTλ
≥ E [hTQ(t)]+ 
Thus we have E
[
hTQ(t+ 1)
] → ∞. As h ≥ 0, this implies there exists j such that E[Qj(t)] → ∞ as t → ∞.
Hence, the system is not stable.
B. Proof of Theorem 6
Consider the dynamics of Qj,s(t), the unallocated (j, s) tasks at the end of epoch t.
Qj,s(t+ 1) = |Qj,s(t) +Aj(t)−Dj,s(t)|+
≥ Qj,s(t) +Aj(t)−Dj,s(t)
≥
t∑
k=0
(Aj(t)−Dj,s(t)) .
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As rj,s ≥ 0,
E [rj,sQj,s(t+ 1)] ≥
t∑
k=0
E [Aj(t)rj,s − rj,sDj,s(t)]
=
t∑
k=0
(λjrj,s − rj,sE [Dj,s(t)])
Consider any set J ⊂ [N ], then at any epoch t, to schedule a certain number of tasks of type (j, s), the system
needs that much available usable skill-hours. This follows from conditions (1) and (2) and can be written as:∑
j∈J
rj,sDj,s(t) ≤
∑
l∈N (J)
∑
i∈[M l]
hli,sU
l
i,s.
This in turn implies ∑
j∈J
rj,sE [Dj,s(t)] ≤
∑
l∈N (J)
∑
i∈[M l]
hli,sµ
l
i,s.
Hence,
E
∑
j∈J
rj,sQj,s(t+ 1)
 ≥ t∑
k=0
∑
j∈J
λjrj,s −
∑
j∈J
rj,sE [Dj,s(t)]

≥
t∑
k=0
∑
j∈J
λjrj,s −
∑
l∈N (J)
∑
i∈[M l]
hli,sµ
l
i,s
 (11)
For any λ /∈ C¯out, by definition there exists a J ⊂ [N ] such that ∑j∈J λjrj,s −∑l∈N (J)∑i∈[M l] hli,sµli,s > 0.
Thus in that case, lim supt→∞ E
[∑
j∈J rj,sQj,s(t+ 1)
]
=∞. Note that since J is finite and so is maxj rj,s, there
exists a j ∈ J such that lim supt→∞ E [Qj,s(t+ 1)] = ∞. This shows the system is not stable for λ /∈ C¯out and
proves CΓ ⊂ Cout.
C. Proof of Proposition 7
We consider FD, FND, and IND cases separately.
FD: The MaxWeight part chooses zlj,s to be integral which implies that integral number of tasks can be allocated
if done appropriately. As hours are allocated from tasks in order, a task later in the order only gets allocated
(partially or fully) after the tasks before it are fully allocated. This leads to no partially-allocated tasks.
FND: Same ordering is used for all (j, s) tasks and MaxWeight chooses zlj,s such that aj,s = aj,s′ (as it satisfies
FND) and hence if an s-task of a job is chosen then also s′ is chosen for rj,s, rj,s′ > 0.
IND: Same ordering is used for all (j, s) tasks, allocations to different categories are in same order (l = 1 to L)
and MaxWeight chooses zlj,s such that z
l
j,s = z
l
j,s′ for all l, l
′ (as it satisfies IND), hence if a task of a job is
allocated to category l then so are the other tasks.
D. Proof of Theorem 8
Note that MaxWeight chooses an allocation {∆ˆj,s(t)}. But, the maximum number of (j, s)-tasks that can be served
is Qj,s(t)+Aj(t). By Prop. 7, Task Allocation does a feasible allocation for FD, FND, and IND systems. Also, note
that in the Task Allocation algorithm, the number of allocated (j, s)-tasks is Dˆj,s = min
(
∆ˆj,s(t), Qj,s(t) +Aj(t)
)
.
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Consider the usual Lyapunov function L (Q) =
∑
j,sQ
2
j,s.
E [L (Q(t+ 1))− L (Q(t)) |Q(t)]
= E
∑
j,s
(
Q2j,s(t+ 1)−Q2j,s(t)
) |Q(t)

= E
∑
j,s
((
Qj,s(t) +Aj(t)− Dˆj,s
)2 −Q2j,s(t)) |Q(t)

≤ E
∑
j,s
((
Qj,s(t) +Aj(t)− ∆ˆj,s
)2 −Q2j,s(t)) |Q(t)

≤ E
∑
j,s
Qj,s(t)Aj(t)|Q(t)
− E
∑
j,s
Qj,s(t)∆ˆj,s(t)|Q(t)
+ E
∑
j,s
(
A2j (t) + ∆ˆ
2
j,s
)
|Q(t)

We bound the last term first.
E
∑
j,s
(
A2j (t) + ∆ˆ
2
j,s
)
|Q(t)
 = ∑
j,s
E[A2j ] + E
∑
j,s
(
rj,s∆ˆj,s
)2
≤
∑
j,s
E[A2j ] +
1
min(rj,s > 0)
E
∑
j,s
rj,s∆ˆj,s
2
≤
∑
j,s
E[A2j ] +
1
min(rj,s > 0)
E
∑
i,l
(∑
s
hli,s
)
U li
2 (12)
≤
∑
j,s
E[A2j ] +
(
maxl,i,s h
l
i,s
)2
min(rj,s > 0)
max
l,i
E
[(
U li
)2]M(M + 1)
2
(13)
This is a constant B <∞ independent of Q, as E[A2j ] and E
[(
U li
)2] are finite for all j, l, i.
To bound the first term, note that if λ+ 1 ∈ C, then there exist {ν(u) ∈ C(u)} such that λj ≤
∑
u Γ(u)ν(u)− 
for all j ∈ [J ]. Again note that as C(u) is the convex hull of C(u), ν(u) = ∑k γkdk(u) for some {dk(u) ∈ C(u)}
and γk ≥ 0 with
∑
k γk = 1. So,
E
∑
j,s
Qj,s(t)Aj(t)|Q(t)
 = ∑
j,s
Qj,s(t)λj
≤
∑
j,s
Qj,s(t)νj − 
∑
j,s
Qj,s
≤
∑
j,s
Qj,s(t)
∑
u
Γ(u)
∑
k
γkd
k
j (u)− 
∑
j,s
Qj,s
=
∑
u
Γ(u)
∑
j,s
Qj,s(t)
∑
k
γkd
k
j (u)− 
∑
j,s
Qj,s
≤
∑
u
Γ(u) max
d(u)∈C(u)
∑
j,s
Qj,s(t)dj,s(u)− 
∑
j,s
Qj,s
= E
∑
j,s
Qj,s(t)∆ˆj,s(t)|Q(t)
− ∑
j,s
Qj,s.
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Thus, we have a bound on the Lyapunov drift,
E [L (Q(t+ 1))− L (Q(t)) |Q(t)] ≤ B − 
∑
j,s
Qj,s.
Hence,
E [L (Q(T ))− L (Q(0))] ≤ BT − 
T−1∑
t=0
∑
j,s
wj,sE[Qj,s(t)].
As L(Q(0)) <∞ and L(Q) ≥ 0 for all Q, we have that for all T ,
1
T
T−1∑
t=0
∑
j,s
E[Qj,s(t)] ≤ B

+
L(0)
T
<∞
This in turn implies lim supt→∞
∑
j,s E[Qj,s(t)] < ∞, otherwise the time-average cannot be finite. This implies
that for all (j, s) with rj,s > 0, lim supt→∞ E[Qj,s(t)] <∞.
Again note that Qj(t) ≤
∑
sQj,s, as there can be unallocated jobs with more than one part unallocated. Hence,
lim supt→∞ E[Qj(t)] <∞ for all j ∈ [N ].
E. Proof of Theorem 11
In the GreedyAgent algorithm, as each agent with available skill-hours greedily chooses to serve a task, no (j, s)
task of size r can remain unallocated if there is an agent (or agents) with s skill-hour (total) of at least r. Since at
each allocation epoch a task should either be allocated totally or not at all (i.e., x < r hours cannot be allocated),
it may happen that some agent hours are wasted, as that does not meet the task allocation requirement.
Note that since any job requirement is less than r¯ = maxj,s rj,s, at most r¯ agent-skill-hours can be wasted.
Let Hs(t) be the process of unallocated job-hours for skill s after the allocation at epoch t. Then for all t,
Hs(t+ 1) ≤
∣∣∣∣∣∣Hs(t) +
∑
j
Aj(t)rj,s −
∑
i
Ui(t)hi,s + r¯
∣∣∣∣∣∣
+
.
This implies that process Gs(t) given by Gs(t+ 1) =
∣∣∣Gs(t) +∑j Aj(t)rj,s −∑i Ui(t)hi,s + r¯∣∣∣+ bounds Hs(t).
Gs(t) has dynamics of a queue with arrival process Xs(t) =
∑
j Aj(t)rj,s + r¯ and departure process Ys(t) =∑
i Ui(t)hi,s. Let Aj(θ) = E
[
eθAj(t)
]
and Ui(θ) = E
[
eθUi(t)
]
for j ∈ [N ] and i ∈ [M ].
For θ ∈ R, then,
E
[
eθ(Xs(t)−Ys(t))
]
= E
[
eθXs(t)
]
E
[
e−θYs(t)
]
= E
[
eθ
∑
j Aj(t)rj,s+r¯
]
E
[
e−θ
∑
i Ui(t)hi,s
]
= eθr¯
∏
j
E
[
eθAj(t)rj,s
]∏
i
E [Ui(t)hi,s] (14)
= eθr¯
∏
j
Aj(θrj,s)
∏
i
Ui(−θhi,s)
= exp
θr¯ +∑
j
logAj(θrj,s) +
∑
i
logUi(−θhi,s)
 .
First consider the Gaussian-dominated case. Since the process variance is no more than the mean and the moment
generating function of the variance is upper-bounded by that of a zero-mean Gaussian:
logAj(θrj,s) ≤ λjθrj,s + λj (θrj,s)
2
2
logUi(−θhi,s) ≤ −µjθhi,s + µj (θhi,s)
2
2
.
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Note that for any two functions k1x2 and k2x, limx→0 k2x/k1x2 =∞, and hence for any  ∈ (0, 1) there exists
x∗ > 0 such that for all x < x∗, k1x2/k2x < . Hence for any  ∈ (0, 1), there exist θ∗j,s, θ∗i,s > 0, for all i, j, s
such that for all θ < θ∗ = mini,j,s(θ∗j,s, θ
∗
i,s,
logAj(θrj,s) ≤ λjθ∗rj,s(1 + ) (15)
logUi(−θhi,s) ≤ −µiθhi,s(1− ) (16)
Note that since N , S, and M are finite and θ∗j,s, θ
∗
i,s > 0, for all i, j, s, θ
∗ > 0. Moreover, note that θ∗ does
not depend on λ,µ since the ratio of the linear and quadratic terms in the log moment generating functions are
independent of λ and µ.
As eθ − 1 = ∑∞k=1 θkk! , for the Poisson-dominated case we have
logAj(θrj,s) ≤ λj
∑
k
(θrj,s)
k
k!
logUi(−θhi,s) ≤ µj
∑
k
(−θhi,s)k
k!
Again, by the same argument, we can have a θ∗ for which (26) and (27) are satisfied. Thus, for all θ < θ∗ we
have:
E
[
eθ(Xs(t)−Ys(t))
]
≤ exp
θr¯ +∑
j
λjθ
∗rj,s(1 + )−
∑
i
µiθhi,s(1− )

≤ exp
(
θ
(
r¯ −
∑
i
µihi,s(α− )
))
. (17)
Note (28) follows from the fact λ ∈ (1−α)Cout. As  > 0 can be chosen arbitrarily small, we can have α−  > 0.
Since
∑
i µihi,s >
∑
j(1 − α)λjrj,s and
∑
j λjrj,s scales with λ(N), for sufficiently large λα with λj ≥ λα for
all j, we have r¯ −∑i µihi,s(α− ) ≤ −γ∑i µihi,s(α− ), for some γ > 0. Thus, we have for some θ > 0,
E
[
eθ(Xs(t)−Ys(t))
]
≤ exp (−θK) , (18)
where K scales with λ.
Now by Loynes’ construction:
Gs(t) = max
τ<t
t∑
k=τ
(Xs(t)− Ys(t)).
Hence,
Pr (Gs > g) ≤
E
[
eθGs
]
eθg
≤ e−θgE
[
eθmaxτ
∑τ
t=0(Xs(t)−Ys(t))
]
≤ e−θg
∞∑
τ=1
(
E
[
eθ(Xs(t)−Ys(t))
])τ
(19)
≤ e−θg
∞∑
τ=1
exp (−θτK)
≤ e−θg 1
1− exp (−θK) .
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This in turn implies
Pr
(
max
s
Gs > c logN
)
≤ S Pr (Gs > c logN)
≤ Se
−θc logN
1− exp (−θK)
≤ S
N θc
1
1− exp (−θK) .
Note that the total number of unallocated jobs in the system is upper-bounded by (minj,s:rj,s>0 rj,s)−1
∑
sGs,
as any unallocated job has at least minj,s:rj,s>0 rj,s skill-hours unallocated. Hence the total number of unallocated
tasks in the system, Q, satisfies:
Pr (Q > cS logN) ≤ Pr
(∑
s
Gs > c min
j,s:rj,s>0
rj,sS logN
)
≤ Pr
(
max
s
Gs > c min
j,s:rj,s>0
rj,s logN
)
S
N θcminj,s:rj,s>0 rj,s
1
1− exp (−θK) .
Note that θ∗ > 0 does not depend on λ, so 11−exp(−θK) is O(1). As S = O(N), we can choose a c > 0 such
that θ∗cminj,s:rj,s>0 rj,s > 3 and hence, Pr (Q > cS logN) ≤ o(N−2).
F. Proof of Proposition 12
We prove this proposition by constructing a simple (but general) system and show that the system is not stable
via a domination argument with a Markov chain that is not positive recurrent.
Consider N = 1, M = 2, and S > 1 being even. Let r = 1, h1 = (1, 1, · · · S2 terms, 0, 0, · · · ) and h2 =
(0, 0, · · · S2 terms, 1, 1, · · · ). Let the arrival to the system be i.i.d. with{
(1− α− δ)λ, w.p. (1− )
2λ, w.p. ,
such that (1+α)−δ(1−) = 0, resulting in mean arrival rate (1−λ) and variance < λ. One possible construction
is to take  = 12λ and δ accordingly. The agent-availability process is considered to be U1 = U
2 = λ. Note that
both arrival and agent availability processes are Gaussian-dominated as well as Poisson-dominated.
First, consider the case where greedy picking of tasks by the agents may be adversarial. Each agent picks all the
tasks that it can take from the job and so agents of different types pick from a different half of the S skill-parts.
Thus if there are ≥ 2λ jobs, in worst case (where adversary gives the job to the agent) agents of type 1 may pick
S
2 job-parts of λ jobs, while agents of type 2 pick parts of other λ jobs. Hence no job is actually allocated at that
allocation epoch. By the next epoch at least (1−α)λ jobs have come and if the agents pick jobs in an adversarial
manner, again no job is actually allocated. Thus the number of unallocated jobs keep growing after it hits 2λ once.
Note that since there is a positive probability of ≥ 2λ arrivals, with strictly positive probability, the number of
unallocated jobs grows without bound.
Next, we prove the case where greedy picking of the tasks by the agents is random, i.e., an agent picks all S/2
parts of a randomly selected job (without replacement). As arrivals and availability are i.i.d., we can describe the
number of unallocated jobs by a Markov chain Q(t). Note that for Q ≤ λ, Pr(Q → 0) = 1. On the other hand,
0 < Pr(0→ Q) < 1 for Q < 2λ.
Consider any Q = nλ for n > 1. Note that Pr(Q → x) = for x < (n − 1)λ as no more than λ jobs can be
scheduled, because there are λ agents of each type. Again,
Pr (Q decreases at least by 1) ≤ 1−
(
1− λ
Q+ λ− αλ
)λ
because there are at least (1− α)λ arrivals and each type picks λ agents randomly and this is the probability that
the picked sets have a non-empty intersection. Again, as there are 2λ arrivals w.p. ≥  we have
Pr (Q increases by at least λ) ≥ 
(
1− λ
Q+ 2λ
)λ
.
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Based on computation of transition probabilities for each transition, it follows that for all k ≥ 1, the probability
of Q decreasing by at least 1 as well as the probability of Q decreasing by k is decreasing with Q, whereas the
probability of Q increasing by k increases.
Hence, we can dominate the above chain by another chain Qˆ on λZ+ with transition probabilities
Pr (λn→ λ(n+ 1)) = 
(
1− 1
n+ 1
)λ
Pr (λ(n+ 1)→ λn) = 1−
(
1− 1
n+ 1
)λ
.
Now the chain Qˆ(t) is a birth-death chain. If it has a finite (summable over states) invariant, then that is unique.
We first assume that the invariant is pi and then show that it is not summable to prove that it is not positive
recurrent.4 As this is a birth-death chain the invariant measure must satisfy:
pi(n+ 1) = pi(n)

(
1− 1n+1
)λ
1−
(
1− 1n+1
)λ .
Since

(
1− 1n+1
)λ
1−
(
1− 1n+1
)λ →∞
as n→∞ for any finite λ > 0, this shows that pi is not finite.
G. Proof of Theorem 13
Consider the different types of unallocated jobs. These are given by {Qj(t) : j ∈ [N ]}.
Consider the following processes: for each s ∈ [S], Qs(t) = ∑j:rj,s>0Qjrj,s which represent the number of
unserved hours of skills s over all jobs.
We now construct another process Q˜ s.t. it dominates the process
∑
sQ
s. So, if we can show upper-bound on
Q˜, then the same bound applies for
∑
sQ
s. Hence, in turn we get a bound for {Qj(t)} (as min{rj,s > 0} = Θ(1)
by the assumption that {rj,s} do not scale with the system size).
Towards constructing a suitable Q˜ we make the following observation about the dynamics of Qs and {Qj}. At
each time t,
∑
j Aj,1(t)rj,s amount of s skill hour is brought to add to Q
s. Also, this queue gets some service
depending on the available agent hours.
At time t,
∑
m Um(t)hm,s s-skill hour of service is brought by the agents.
For a job to be allocated, all tasks of it must find an allocation. Hence, for a job in type j-job to find an allocation
it must get rj,s hours of service from each skill s. Thus at any time t any skill s queue gets a service of at least
min
s∈[S]
∑
m
Umhm,s − r¯,
where r¯ = max{rj,k,s}. This is because of the following. For each skill
∑
s Umhm,s hour is available. Note that
a job can be allocated if all its tasks find allocations, coverse of which is also true. That is if all tasks of a step
found allocation then the step can be allocated. As mins∈[S]
∑
s Umhm,s hours of service is brought by the agents
for each skill, at least mins∈[S]
∑
s Umhm,s− r¯ of s-skill hours are served (because a maximum of r¯ can be wasted,
as no task is of size more than r¯).
Also, note that the amount of required service brought to the queue Qs at time t is upper-bounded by
max
s∈[S]
∑
j
Aj(t)rj,s
4An alternate proof follows from noting that if we take a Lyapunov Qˆ itself, then it has bounded jumps and it is easy to check that after
certain Q > 0 the drift is strictly positive, and invoke the Foster-Lyapunov (converse) theorem for irreducible chain with bounded absolute
drift.
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Consider a process Q˜s with evolution
Q˜s(t+ 1) = max(Q˜s(t) + max
s∈[S]
∑
j
Aj(t)rj,s
− min
s∈[S]
∑
m
Umhm,s + r¯, 0).
Note that given Q˜s(t0) ≥ Qs(t0) at some t0, the same holds true for all t ≥ t0. This is because for x, a, b ≥ 0 and
x′, a′, b′ ≥ 0, with x ≥ x′, a ≥ a′ and b ≤ b′
max(x+ a− b, 0) ≥ max(x′ + a′ − b′, 0),
and hence, the monotonicity propagates over time.
Thus, to bound
∑
sQ
s it is sufficient to bound
∑
s Q˜
s(t). Note that each of Q˜s has exactly same evolution, so
let us consider
Q˜ := SQ˜1,
which bounds
∑
sQ
s.
From the evolution:
Q˜(t+ 1) = max(Q˜(t) + Smax
s∈[S]
∑
j
Aj(t)rj,s − S min
s∈[S]
∑
m
Umhm,s + r¯, 0)
we can write the Loynes’ construction for this process which has the same distribution as this process (and for
simplicity we use the same notation, as we are interested in the distribution).
Q˜1(0) = max
τ≤0
∑
τ≤t≤0
(Smax
s∈[S]
∑
j
Aj(t)rj,s − S min
s∈[S]
∑
m
Umhm,s + r¯), (20)
assuming that the process started at −∞.
Let us define Xs(t) and Ys(t) as follows: Xs(t) :=
∑
j Aj(t)rj,s and Ys(t) :=
∑
m Umhm,s. Then,
Q˜1(0) = max
τ≤0
∑
τ≤t≤0
S(max
s
Xs(t)−min
s
Ys(t) + r¯).
Now, for any θ > 0
Pr(
∑
j
Qj,1 > r¯q) ≤ Pr(
∑
s
Qs1 > q)
≤ Pr(Q˜1(0) > q)
= Pr(θQ˜1(0) > θq) (21)
= Pr(exp(θQ˜1(0)) > exp(θq))
≤ E[exp(−θq)]E[exp(θQ˜1(0))].
Now,
E[exp(θQ˜1(0))] = E[exp(θS
max
τ≤0
∑
τ≤t≤0
(max
s
Xs(t)−min
s
Ys(t) + r¯)
)]
≤
∑
τ≤0
E[exp(θS
∑
τ≤t≤0
(max
s
Xs(t)−min
s
Ys(t) + r¯))], (22)
where the inequality in (22) follows because for any random variables {Zj}, exp(θZj) are positive random variables
and sum of positives are more than their maximum.
Next, we bound the term within the summation over τ ≤ 0 in (22).
E[exp(θS
∑
τ≤t≤0
(max
s
Xs(t)−min
s
Ys(t) + r¯))] ≤
∏
τ≤t≤0
E[exp(θ(max
s
Xs(t)−min
s
Ys(t) + r¯)))]. (23)
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Inequality in (23) follows because Xs(t), Ys(t) are i.i.d. over time.
Next we bound the term within the product
∏
τ≤t≤0 in (23),
E
[
eθS(maxsXs(t)−mins Ys(t)+r¯)
]
≤
∑
s,s′
E
[
eθS(Xs(t)−Ys′ (t)+r¯)
]
(24)
Inequality (24) is due to the same reason as (22).
Let Aj(θ) = E
[
eθAj(t)
]
and Um(θ) = E
[
eθUm(t)
]
for j ∈ [N ] and m ∈ [M ]. For θ ∈ R, then,
E
[
eθ(Xs(t)−Ys′ (t))
]
= E
[
eθXs(t)
]
E
[
e−θYs′ (t)
]
= E
[
eθ
∑
j Aj(t)rj,s+r¯
]
E
[
e−θ
∑
i Ui(t)hi,s
]
= eθr¯
∏
j
E
[
eθAj(t)rj,s
]∏
i
E
[
e−θUi(t)hi,s′
]
(25)
= eθr¯
∏
j
Aj(θrj,s)
∏
i
Ui(−θhi,s′)
= exp
θr¯ +∑
j
logAj(θrj,s) +
∑
i
logUi(−θhi,s′)
 .
Note that as λ ∈ αC, by the definition of CO, ∑j λjrj,s < α∑m µmhm,s and by assumption |∑m µmhm,s −∑
m µmhm,s′ | ≤ subpoly(N) which is used in the following.
First consider the Gaussian-dominated case. Since the process variance is no more than mean and the moment
generating function of the variance is upper-bounded by that of a zero-mean Gaussian:
logAj(θrj,s) ≤ λjθrj,s + λj (θrj,1,s)
2
2
logUi(−θhi,s) ≤ −µjθhi,s + µj (θhi,s)
2
2
.
Note that for any two functions k1x2 and k2x, limx→0 k2x/k1x2 =∞, and hence for any  ∈ (0, 1) there exists
x∗ > 0 such that for all x < x∗, k1x2/k2x < . Hence for any  ∈ (0, 1), there exist θ∗j,s, θ∗i,s > 0, for all i, j, s
such that for all θ < θ∗ = mini,j,s(θ∗j,s, θ
∗
i,s,
logAj(θrj,1,s) ≤ λjθ∗rj,s(1 + ) (26)
logUi(−θhi,s) ≤ −µiθhi,s(1− ) (27)
Note that since N , S, and M are finite and θ∗j,s, θ
∗
i,s > 0, for all i, j, s, θ
∗ > 0. Moreover, note that θ∗ does
not depend on λ,µ since the ratio of the linear and quadratic terms in the log moment generating functions are
independent of λ and µ.
As eθ − 1 = ∑∞k=1 θkk! , for the Poisson-dominated case we have
logAj(θrj,s) ≤ λj
∑
k
(θrj,s)
k
k!
logUi(−θhi,s) ≤ µj
∑
k
(−θhi,s)k
k!
Again, by the same argument, we can have a θ∗ for which (26) and (27) are satisfied. As |∑i µihi,s−∑i µihi,s′ | =
o(N δ), for all δ > 0, and
∑
i µihi,s = Ω(N
c), c > 0, for all θ < θ∗ we have:
E
[
eθ(Xs(t)−Ys′ (t))
]
≤ exp
θ∗r¯ +∑
j
λjθ
∗rj,s(1 + )−
∑
i
µiθhi,s(1− ) + θ∗o(µiθhi,s)

≤ exp
(
θ
(
r¯ −
∑
i
µihi,s(α− 2)
))
. (28)
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Note (28) follows from the fact λ ∈ (1−α)Cout. As  > 0 can be chosen arbitrarily small, we can have α−2 > 0.
Since
∑
i µihi,s >
∑
j(1− α)λjrj,s and
∑
j λjrj,1,s scales with λ(N), for sufficiently large λα with λj ≥ λα for
all j, we have r¯ −∑i µihi,s(α− ) ≤ −γ∑i µihi,s(α− ), for some γ > 0. Thus, we have for some θ > 0,
E
[
eθS(Xs(t)−Ys′ (t))
]
≤ exp (−θSK(N)) , (29)
where K(N) scales with N no slower than
∑
s:rj,1,s>0
λj(N) = Ω(N
c), c > 0.
Thus,
E
[
eθS(maxsXs(t)−mins Ys(t))
]
≤ S2 exp (−θSK(N)) .
Hence, from (22), (23), and (24) we have that
E[exp(θ
∑
s
Q˜s(0))] = E[exp(θSQ˜1(0))]
= E[exp(θQ˜(0))]
≤
∑
τ≤0
S|2τ | exp(−θSK(N)|τ |)
≤ c′,
because S2 < exp(θ∗SK(N)) for all sufficiently large N .
Note that though we proved E[exp(θQ(t))] < c′ for t = 0, this holds for any finite t with exactly the same
proof. Hence,
Pr(Q > c logN) ≤ Pr(Q˜ > c logN) ≤ c′e−cθ∗ logN ,
which gives the result for an appropriate choice of c.
H. Proof of Theorem 14
To prove that any λ ∈ CL is stabilizable it is sufficient to invoke Thm. 15 whose proof is below. To show that
λO /∈ CI is not stabilizable, we take an approach similar to the proof of Thm. 5.
Note that the set {λ : λ = ∑l λl,λl ∈ ClΓ} is convex. Also, if λ′ ≤ λ (component-wise) for some λ belonging to
the set, then λ′ ∈ CI . That is, CI is coordinate convex. Hence for any λ /∈ closure of CL, there exists a hyperplane
h ≥ 0 that strictly separates it from CL, i.e., for any {λl ∈ Cl}, for some  > 0
hTλO ≥ hT
∑
l
λl + 
Note that at any epoch t, number of j jobs allocated ∆j(t) =
∑
l ∆
l
j(t), where ∆
l
j(t) is the number of j jobs
allocated to category l agents. Following similar steps as in the proof of Thm. 5, the result follows.
I. Proof of Theorem 15
Let Ql,j,s(t) be the number of unallocated (j, s) tasks in the lth pool and Aj(t) be the number of arrived jobs
of type j. Let Al,j(t) be the number of jobs that are sent to pool l and
∑
lAl,j = Aj(t). At any pool l MaxWeight
is followed and Dˆl,j,s(t) is the number of allocated (j, s) tasks in pool l.
Consider a Lyapunov function L(Q) =
∑
l,j,sQ
2
l,j,s. Then:
E [L (Q(t+ 1))− L (Q(t)) |Q(t)]
≤ E
∑
l,j,s
Ql,j,s(t)Al,j(t)|Q(t)
− E
∑
l,j,s
Ql,j,s(t)∆ˆl,j,s(t)|Q(t)
+ E
∑
l,j,s
(
A2l,j(t) + ∆ˆ
2
l,j,s
)
|Q(t)
 (30)
28
The last term can be bounded by noting:
∑
l,j,s
(
A2l,j(t) + ∆ˆ
2
l,j,s
)
≤
∑
l,j,s
(
Al,j(t) + ∆ˆl,j,s
)2
=
∑
j,s
Aj(t) +
∑
l,j,s
∆ˆl,j,s
2
≤
∑
j,s
Aj(t) +
1
min(rj,s > 0)
∑
l,i,s
hli,sU
l
i,s
2 (31)
≤ B′ <∞. (32)
Note (31) follows similarly as (12), whereas (32) follows because the arrival and agent-availability processes have
bounded second moments.
To bound the first term:
E
∑
l,j,s
Ql,j,s(t)Al,j(t)|Q(t)
 = E
∑
l,j
(∑
s
Ql,j,s(t)
)
Al,j(t)|Q(t)

≤ E
∑
l,j,s
λlj
λj
Aj(t)Ql,j,s(t)|Q(t)
 (33)
≤
∑
l
∑
j,s
Ql,j,s(t)λ
l
j
 (34)
where (33) is because of the fact JLTT-MWTA sends all arrivals of type j to the pool l with minimum
∑
sQl,j,s(t).
On the other hand,
E
∑
l,j,s
Ql,j,s(t)∆ˆl,j,s(t)|Q(t)
 = ∑
l
E
∑
j,s
Ql,j,s(t)∆ˆl,j,s(t)|Ql(t)
 , (35)
because at epoch t each pool l runs MaxWeight based on only Ql(t) and {∆ˆl,j,s : j, s} is independent of
{Al′,j(t), Ql′,j,s(t) : l′ 6= l} given Ql(t).
For every l, we can compute the difference between the lth term of (34) and that of (35), which is similar to the
first term of (12). If λ+  ∈ CL, then λl + L ∈ Cl, hence following the same steps as in the proof of Thm. 8 we
have ∑
j,s
Ql,j,s(t)λ
l
j
− E
∑
j,s
Ql,j,s(t)∆ˆl,j,s(t)|Ql(t)
 ≤ − 
L
∑
j,s
Ql,j,s(t).
This in turn implies
E [L (Q(t+ 1))− L (Q(t)) |Q(t)] ≤ B′ − 
L
∑
l,j,s
Ql,j,s(t).
Following similar steps as in proof of Thm. 8, we obtain lim supt→∞
∑
l,j,s E [Ql,j,s(t)] <∞, which in turn im-
plies that for all j, s, l, lim supt→∞ E [Ql,j,s(t)] <∞. This proves the theorem since for all j, Qj(t) ≤
∑
l,sQl,j,s(t).
J. Proof of Theorem 16
It is sufficient to prove that CI ⊆ CO. Consider any λ ∈ CI , then by definition of CI , λ = ∑l λl, where for
all l, λl ∈ Cl. By the characterization of the outer region of single category systems Cl ⊆ Coutl , λl ∈ Coutl . Thus
λ =
∑
l λ
l for λl ∈ Coutl , for all l. Thus by definition of CO, λ ∈ CO, which completes the proof.
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K. Proof of Theorem 17
We find a high-probability bound on the number of unallocated jobs of type j and then bound the maximum
number of jobs across type. To bound the number of unallocated jobs, we use stochastic domination based on the
nature of the method of splitting job arrivals across different pools.
Consider the dynamics of Q∗j (t) = maxlQl,j(t). Let Aj,l(t) be the number of jobs of type j that were directed
to pool l. In the Improvised JSQ step, jobs are sent one-by-one with minimum backlog and hence, the queue l∗
with Ql
∗
j (t) = Q
∗
j (t) gets the minimum number of jobs. Since minimum is less than average, Aj,l∗(t) ≤ Aj(t)L . On
the other hand, just before allocation at epoch t+1, the total number of j-jobs in l∗ cannot be less than the number
of jobs in any other l by more than 1. This is because of the Improvised JSQ which allocates jobs one-by-one to
the lowest backlogged (N lj) queue at that time. Hence, we have
Q∗j (t) + dAj(t)L e+ 1 ≥ Qj,l(t) +Aj,l(t).
Given Ql,j , for GreedyJob the number of jobs that can be allocated (assuming number of queued jobs to be
infinite) ∆l,j is monotonic in Ul, i.e., if Ul ≥ U′l (component-wise) ∆l,j ≥ ∆′l,j for all j. This property will be
useful below.
Consider the following dynamics Qj(t), j ∈ [N ]. Arrivals for each j are according to dAj(t)L e + 1 and agent-
availability is according to U i(t) = minl U li (t). This is a single-category system and allocations in this system are
according to GreedyJob. As U i(t) ≤ U li (t) for all i, l, the number of allocations (assuming queues to be infinite)
satisfies ∆j(t) ≤ ∆l,j(t). This implies that for each type j Qj(t) dominates Q∗j (t) as the first queue at any epoch
has more number of jobs to be allocated and less number of possible allocations (as ∆j is smaller). Thus, it is
sufficient to bound Qj(t).
For this we proceed along the lines of the proof of Thm. 13, replacing arrivals by Aj(t) = dAj(t)L e + 1 and
agent-availability by U i(t) = minl U li (t).
Hence, for each skill s, the queue of unallocated skill-hours Hs(t) is the arrival Xs(t) =
∑
j A
j(t)rj,s and the
possible amount that can be drained is Y s(t) =
∑
i U
i(t)hi,s. Hence,
Qs(t+ 1) = |Qs(t) +Xs(t)− Y s(t) + r¯|+ .
We can follow similar steps by noting that for θ > 0:
E
[
e−θY
s
]
= E
[
e−θ
∑
i minl U
l
i (t)hi,s
]
= E
[
e−θminl
∑
i U
l
i (t)hi,s
]
(36)
= E
[
max
l
e−θ
∑
i U
l
i (t)hi,s
]
≤
∑
l
E
[
e−θ
∑
i U
l
i (t)hi,s
]
.
On the other hand,
E
[
eθX
s
]
≤ eθ( 1L+1)r¯
∏
j
E
[
e
θrj,s
L
Aj(t)
]
.
Making the assumption on agent arrival rates,∑
l
E
[
e−θ
∑
i U
l
i (t)hi,s
]
≤ elogL+O(subpoly(N))E
[
e−θ
∑
i U
1
i (t)hi,s
]
(37)
Since maxl.l′ |µli− µl
′
i | = subpoly(N) for all i, λ ∈ (1−α)CO implies that λL − subpoly(N) ∈ Cout. Thus, we can
use the same steps as we did for single-category systems.
For Gaussian-dominated as well as Poisson-dominated cases, following similar steps we can obtain that for a
θ∗ > 0 (independent of λ) and sufficiently large λ,
E
[
eθ(X
s−Y s)
]
≤ e−θ∗K(λ)+logL+O(subpoly(N))
Note that K(λ) increases as Ω(mini λi) = Ω(N c) for some c > 0, L = O(1), hence there exists λ sufficiently
large such that −θ∗K(λ) + logL + O (subpoly(N)) is strictly negative and E [eθ(Xs−Y s)] < 1. The rest follows
similarly as the proof of Thm. 11.
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L. Proof of Theorem 18
We first consider FD, FND, and IND systems.
Let A˜j(t) be the number of accepted jobs of type j between starts of epochs t − 1 and t. Let ∆ˆj,s(t) be the
number of allocated (j, s) tasks by the MaxWeight part of MWTA before the execution of Task Allocation. Let
Dˆj,s(t) be the number of allocated (j, s) tasks at allocation epoch t at the end of Task Allocation. Then:∑
j,s:rj,s>0
(
Q˜2j,s(t+ 1)− Q˜2j,s(t)
)
=
∑
j,s:rj,s>0
(
(Q˜j,s(t) + A˜j(t)− Dˆj,s(t))2 − Q˜2j,s(t)
)
≤
∑
j,s:rj,s>0
(
(Q˜j,s(t) + A˜j(t)− ∆ˆj,s(t))2 − Q˜2j,s(t)
)
=
∑
j,s:rj,s>0
Qj,s(t)
(
A˜j(t)− ∆ˆj,s(t)
)
+
∑
j,s:rj,s>0
(
A˜2j (t) + ∆
2
j,s(t)
)
Expectation of the second summation (conditioned on Q(t)) can be bounded by noting that A˜2j (t) ≤ A2j (t) and
the fact that the arrival processes have bounded second moment. The value E
[∑
j,s:rj,s>0
∆2j,s(t)
]
can be bounded
similarly as in the proof of Thm. 8. Hence, we consider the expectation of the second term to be bounded by B
independent of Q.
E
 ∑
j,s:rj,s>0
(
Q˜2j,s(t+ 1)− Q˜2j,s(t)
)
|Q(t)

≤ B + E
 ∑
j,s:rj,s>0
Qj,s(t)
(
A˜j(t)− ∆ˆj,s(t)
)
|Q(t)

≤ B + E
E
 ∑
j,s:rj,s>0
Qj,s(t)
(
(1− β(t))Aj(t)− ∆ˆj,s(t)
)
|Q(t),A(t)
Q(t)

≤ B + E
E
β(t)∑j Aj(t)
ν
+
∑
j,s:rj,s>0
Qj,s(t)
(
(1− β(t))Aj(t)− ∆ˆj,s(t)
)
− β(t)
∑
j Aj(t)
ν
|Q(t),A(t)
 |Q(t)

≤ B + E
E
β(t)∑j Aj(t)
ν
+
∑
j,s:rj,s>0
Qj,s(t)
(
(1− β(t))E[Aj(t)]− ∆ˆj,s(t)
)
− β(t)
∑
j Aj(t)
ν
|Q(t),A(t)
Q(t)

≤ B + E
E
β(t)∑j Aj(t)
ν
+
∑
j,s:rj,s>0
Qj,s(t)
(
(1− β(t))Aj(t)− ∆ˆj,s(t)
)
− β(t)
∑
j Aj(t)
ν
|Q(t),A(t)
 |Q(t)

(38)
≤ B + E
E
β∗∑j Aj(t)
ν
+
∑
j,s:rj,s>0
Qj,s(t)
(
(1− β∗)Aj(t)− ∆ˆj,s(t)
)
− β(t)
∑
j Aj(t)
ν
|Q(t),A(t)
 |Q(t)

(39)
≤ B + 1
ν
E[(β∗ − β(t))
∑
j
Aj(t)] + E
 ∑
j,s:rj,s>0
Qj,s(t)
(
(1− β∗)Aj(t)− ∆ˆj,s(t)
)
|Q(t)

≤ B + 1
ν
E[(β∗ − β(t))
∑
j
Aj(t)] + E
 ∑
j,s:rj,s>0
Qj,s(t)
(
(1− β∗)λj(t)− ∆ˆj,s(t)
)
|Q(t)

where (39) follows as β(t) minimizes β
∑
j Aj(t)− νβ
∑
j,s:rj,s>0
Q˜j,s(t)Aj(t).
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As (1− β∗)λ+ 1 ∈ C, following the same steps as in the proof of the Thm. 8:
E
 ∑
j,s:rj,s>0
Qj,s(t)
(
(1− β∗)λj(t)− ∆ˆj,s(t)
)
|Q(t)
 ≤ − ∑
j,s:rj,s>0
Qj,s(t)
As β∗ − β(t) ≤ 1, we have
E
 ∑
j,s:rj,s>0
(
Q˜2j,s(t+ 1)− Q˜2j,s(t)
) ≤ B + 1
ν
∑
j
λj − E
 ∑
j,s:rj,s>0
Qj,s(t)
 .
Following again the same steps we show that lim supt→∞ E
[∑
j,s:rj,s>0
Qj,s(t)
]
<∞ which implies the crowd
system is stable. Hence, we can assume that E
[∑
j,s:rj,s>0
Qj,s(t)
]
< C for some C <∞.
Thus we can write
E
 ∑
j,s:rj,s>0
(
Q˜2j,s(T )− Q˜2j,s(0)
) ≤ BT + 1
ν
T∑
t=1
E[(β∗ − β(t))
∑
j
Aj(t)],
which in turn implies
(1− β∗)
∑
j
λj − 1
T
T∑
t=1
(1− β(t))
∑
j
Aj(t) ≤ νB + ν
T
∑
j,s:rj,s>0
Q˜2j,s(0)
Since B is a constant depending on arrival and availability statistics, ν and T can be chosen to be small and large
respectively to ensure that the left side is arbitrarily small. The desired result follows by noting that
E
 T∑
t=1
(1− β(t))
∑
j
Aj(t)
 = E
 T∑
t=1
∑
j
A˜j(t)
 .
Also note that since the only requirement is the independence of A(t) and U(t) across time, the proof directly
extends to settings with non-stationary arrival and availability processes.
Now consider the ID setting and use the Lyapunov function
∑
l,j,sQ
2
l,j,s. Similar to before, the Lyapunov drift
can be bounded by
B + E
 ∑
l,j,s:rj,s>0
Ql,j,s(t)
(
A˜l,j(t)− ∆ˆl,j,s(t)
)
|Q(t)
 .
Note that
∑
l,j,s:rj,s>0
Ql,j,s(t)A˜l,j(t) is equal to∑
l,j,s:rj,s>0
min
l
(∑
s
Ql,j,s(t)
)
A˜j(t),
as A˜j(t) =
∑
l A˜l,j(t) and JLTT ensures that the jobs are sent to the category with minl (
∑
sQl,j,s(t)). So we have
E
 ∑
l,j,s:rj,s>0
Ql,j,s(t)
(
A˜l,j(t)− ∆ˆl,j,s(t)
)
|Q(t)

= E
 ∑
l,j:rj,s>0
min
l
(∑
s
Ql,j,s(t)
)
A˜j(t)−
∑
l,j,s:rj,s>0
Ql,j,s(t)∆ˆl,j,s(t)|Q(t)

≤ E
 ∑
l,j:rj,s>0
Ql,j,s(t)
λlj
λj
A˜j(t)−
∑
j,s:rj,s>0
Ql,j,s(t)∆ˆl,j,s(t)|Q(t)
 ,
where (1− β∗)λ = ∑l(1− β∗)λl for λl + 1 ∈ Cl. The remainder of the proof is similar to the approach for the
FD/FND/IND settings, i.e., the MWTA proof for (1− β∗)λl + 1 ∈ Cl for each l.
