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Abstract
Motivated by a range of biological applications related to the transport of
molecules in cells, we present a modular framework to treat first-passage prob-
lems for diffusion in partitioned spaces. The spatial domains can differ with
respect to their diffusivity, geometry, and dimensionality, but can also refer to
transport modes alternating between diffusive, driven, or anomalous motion.
The approach relies on a coarse-graining of the motion by dissecting the tra-
jectories on domain boundaries or when the mode of transport changes, yield-
ing a small set of states. The time evolution of the reduced model follows a
generalized master equation (GME) for non-Markovian jump processes; the
GME takes the form of a set of linear integro-differential equations in the
occupation probabilities of the states and the corresponding probability fluxes.
Further building blocks of the model are partial first-passage time (FPT) den-
sities, which encode the transport behavior in each domain or state. After an
outline of the general framework for multiple domains, the approach is exem-
plified and validated for a target search problem with two domains in one- and
three-dimensional space, first by exactly reproducing known results for an artifi-
cially divided, homogeneous space, and second by considering the situation of
domains with distinct diffusivities. Analytical solutions for the FPT densities
are given in Laplace domain and are complemented by numerical backtrans-
forms yielding FPT densities over many decades in time, confirming that the
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geometry and heterogeneity of the space can introduce additional characteristic
time scales.
Keywords: first-passage problems, heterogeneous diffusion, intracellular trans-
port, diffusion-influenced reactions
(Some figures may appear in colour only in the online journal)
1. Introduction
Transport within heterogeneous media is ubiquitous in nature, and finds rich expression in
biological contexts. Cellular spaces and membranes show heterogeneous structures due to
compartmentalization and macromolecular crowding, leading to complex diffusive transport of
molecules with implications for biochemical reactions [1–3]. The phenomenon of anomalous
(sub-)diffusion plays certainly a prominent role here, which is typically more pronounced for
large molecules and long-distance transport and which is likely to subsume a number of phys-
ical causes. Yet, already concrete microscopic structures can give rise to non-trivial dynamics,
examples being spatial domains of varying diffusivity [4], possibly separated by the nuclear
envelope or other diffusion barriers [5], and the nowadays established nano-scale partitioning
of the plasma membrane [6–8]. Another aspect are alternating modes of motion, e.g., stochastic
switching between actively directed and Brownian motion [9], or between different dimension-
alities of space such as sliding on one-dimensional (1D) DNA strands and 3D diffusion in the
nucleoplasm [10]; in the context of nanocatalysts, one finds surface diffusion on a nanoparticle
interleaved with 3D diffusion in solution [11].
In addition, numerous technological and physical applications rely on the peculiar trans-
port properties in multi-phase materials, with examples ranging from hydrogen storage [12]
over microfluidic devices and molecular sieving [13–15] to flows in geological sediments and
porous media [16, 17]. In contrast to random media, we have situations in mind where the
medium is composed of few elementary building blocks (domains), which may occur repeat-
edly. A typical goal in studies of heterogeneous materials is homogenization, that is to obtain
an effective description of the macroscopic transport by coarse graining the problem up to spa-
tial scales at which the medium can be regarded as homogeneous (see references [17–20] for
examples). Different to this, the present work aims at retaining the heterogeneous character of
the medium, while keeping only statistical information on the transport in each domain. This
allows one to capture both long-range transport (e.g., effective diffusivities) and local behavior
(e.g., return probabilities) within the same model.
For a variety of applications, the transport on the single-trajectory level is relevant, with
diffusion-influenced chemical reactions as a prominent situation. A specific example are
enzyme cascades, where spatial proximity can induce a channeling of the substrate molecules
[21]. In this and related situations, the arrival of the first molecules matters more than the
behavior of the bulk, and trajectory-resolved statistics are more meaningful than the mean val-
ues [22, 23]. Of particular interest are first-passage times (FPTs), which measure the time of
first encounter between substrate molecules diffusing in space. The reciprocal of the mean
FPT is essentially the reaction rate constant in classical reaction kinetics, based on the law of
mass action, which is applicable only for high copy numbers of the reactants and under well-
mixed conditions. The influence of a geometric confinement on the FPT distributions and thus
the reaction kinetics was appreciated only recently [22–25]. Already for comparably simple
geometries, one observes FPT distributions that are governed by two or more widely distinct
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Figure 1. Geometries of the first-passage problem with two domains and sketches of
exemplary partial trajectories in a one-dimensional half axis (panel (a)) and between
concentric spheres in three dimensions (b); the boundary of the larger sphere with radius
b > |r0| is not shown. Space is partitioned at the position/radius a into an inner (red) and
an outer (blue) domain. The symbols φ denote the dwell time densities of the different
types of partial trajectories. (c) Graph of the simplified two-domain model (without an
auxiliary shell). Arrows indicate the transitions between the states and are annotated by
the corresponding fraction of the loss fluxes j− from each state.
time scales, meaning that the FPTs can fluctuate considerably from one molecular trajectory
to the other [24, 26].
The aim of the present paper is a mathematical framework of first-passage problems for
diffusion in a continuous space partitioned into domains. These domains are assumed to be
homogeneous regions, which however can differ from each other with respect to their transport
properties or even their dimensionality; at a later stage, different chemical reactions may occur
within each domain. We do explicitly not require any mechanism of barrier crossing between
the domains, although the approach allows for such barriers. A computationally motivated
example for a situation without barriers is Doi’s volume reaction model [27], used in particle-
based reaction–diffusion simulations [28, 29]. In the presence of sufficiently high barriers,
each domain forms a metastable set with respect to a molecule’s motion, transport on long time
scales resembles a Markovian hopping process, and the reaction kinetics in such a partitioned
space can be described by a spatio-temporal chemical master equation [30]. Here, we lay a
basis to go beyond these approximations.
Exploiting the Markov property of (idealized) diffusion, we coarse-grain the process and
dissect a given trajectory into parts whenever a domain boundary is crossed (figures 1(a) and
(b)). Following the dynamics from one crossing to the next, we have recast the diffusion
problem as a renewal process. These partial trajectories are fully contained within a single
domain, and all possible trajectories within one domain are identified with a coarse-grained
state. Therewith, the original diffusion process in continuous space has been replaced by a
continuous-time random walk (CTRW) on the domain states (figure 1(c)). The waiting times
between the jumps correspond to the dwell times (or residence times) on the respective partial
trajectories and their distributions are given as solutions to (partial) first-passage problems on
each domain. The jumps between domains constitute in general not a Poisson process (as for a
Markovian random walk), not even for simple diffusion, and thus introduce a memory into the
evolution equations of the occupation probabilities of the states. We will refer to the latter set
of equations as the generalized master equation (GME) of the coarse-grained problem. While
this procedure is readily justified in case of a Markov process, a less stringent requirement is a
renewal property of the process at the domain boundaries, that is, the evolution in one domain
needs to be independent from the history in another domain.
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Early studies of CTRWs on a finite state space date back almost half a century ago and
include a two-state model for the orientational motion of molecules in dense media [31], later
amended by a CTRW in space on top of it [32]; a more recent application are the on and off
times in blinking quantum dots [33]. In all these examples, the sought quantities were com-
puted using classical renewal equations; introductory texts on this method can be found in
references [34, 35]. In the present paper, we will adopt an alternative approach put forward
by Chechkin et al [36], where the authors also coined the term ‘GME’. This approach was
applied successfully in the modeling of reaction–subdiffusion systems [37, 38]. The charme
of the method lies in its clarity as it can be derived from a few basic principles such as local
balance and continuity of probability fluxes. Below, we will first outline the general frame-
work for multiple domains, which can encompass rather complex and convoluted situations.
Noteworthy, the dwell times on a domain are permitted to depend on the part of the bound-
ary through which a trajectory enters and exits, i.e., on the previous and following states, and
therefore our treatment extends the lattice models studied so far. For the detailed solutions,
we will then adhere to the paradigmatic case of two domains, either with completely the same
physical properties (i.e., no inhomogeneity at all) in order to establish the method (sections 3
and 4), or with two different diffusion constants (section 5). Both cases allow for the compar-
ison to known results: a textbook solution in the first case and recent literature in the second
[26], where the total FPT density was obtained by solving a partial-differential equation on the
whole, non-uniform domain. In these examples, the symmetries of the setups allow for rela-
tively straightforward, explicit calculations of the partial FPT densities within homogeneous
domains.
2. GME for first-passage problems with multiple domains
2.1. Formulation of the problem in case of two domains
Before introducing the general framework, we formulate the problem for the case of two
domains amended by an absorbing target, which serves as an illustration and a test bed of
the proposed GME to calculate the FPT distribution for target search. We consider free dif-
fusion (i) on a 1D half axis with an absorbing boundary at position R > 0, and (ii) in the 3D
space between two concentric spheres of radii R < b, where the boundary of the inner sphere
is absorbing and the outer one is reflecting (figures 1(a) and (b)). A domain boundary is placed
at the position a > R (1D) and at radius a with b > a > R (3D), respectively, and we refer to
the region between R and a as inner domain and to the remaining accessible space as outer
domain. The trajectories start in the outer domain at x0 with |x0| > a. (For simplicity, we use
the vector notation also in 1D space.) The central quantity of interest is the probability density
pFPT(t) of the random time t until the first encounter with the boundary at R.
The trajectories are dissected into partial ones whenever the boundary at |x| = a is hit. By
the Markov property of diffusion, the evolution of a partial trajectory inside a domain depends
on the entry point at the boundary, but not on the motion in the other domain. The partial
trajectory ends when reaching another point of the domain boundary. The dwell time on a
given partial trajectory (equivalently, in its respective domain) is the time the molecule spends
between two consecutive events of hitting the domain boundary, which include entrance to and
exit from the domain, but also merely touching the boundary. The probability density of dwell
times is an FPT density itself, which is why it will be referred to as a partial FPT density in the
following. In the outer domain, there are two types of trajectories: starting at x0 and starting at
the boundary |x| = a, both types end at this boundary; the corresponding partial FPT densities
are φ0(t) and φout(t). Trajectories in the inner domain always start at |x| = a, but either leave
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the domain at this boundary again or are stopped at |x| = R with partial FPT densities φin(t)
and φ∅in(t), respectively. The specific forms of these dwell time densities for the geometries
chosen here are discussed in sections 3.1 and 4.1
As a first test, we assume no physical difference between the inner and outer domains so
that the boundary at |x| = a is only an artificial one. This allows us to check the proposed GME
approach of dissecting trajectories and assembling the overall FPT density φFPT(t) for reaching
the boundary |x| = R from the partial ones. The result must reproduce the known distribution
of FPTs for reaching |x| = R directly when starting at x0. In section 5, we elaborate on the
situation of different diffusion coefficients in the two domains.
2.2. Generalized master equation
The derivation of the GME of the present problem follows ideas in reference [36] and makes
use of two types of conservation laws: (1). Probability is conserved locally: net gains or losses
within one state determine the change of local probability, and (2). Probability is conserved
in the transitions between the states (continuity of the fluxes). The other key ingredient is an
equation accounting for the renewal character of the stochastic process, linking present losses
from a state with the gains at a previous time.
For the general scheme, we consider a partition of the accessible space into n domains
labeled by α ∈ {1, . . . , n}. The trajectory of a diffusing molecule is dissected whenever it hits
a boundary between domains, and the label of the corresponding domain is assigned to each
partial trajectory. This gives rise to a set of coarse-grained states and to the probabilities ρα(t)
that the molecule is found in domain α at time t. If two domains α and β share a boundary
α|β, then transitions across this boundary induce a probability flux. Accounting for the direc-
tion of the transition, jα|β(t) denotes the flux from state β to state α at time t. Transitions from a
domain to itself are possible ( jα|α = 0) since at the boundary of a domain the origin of the tra-
jectory is irrelevant by the assumed renewal property. The overall probability gain of state α is
j+α =
∑




β jβ|α. Local conservation of probabil-
ity [principle (i)] then implies
d
dt
ρα(t) = j+α (t) − j−α (t) =
∑
β
[ jα|β(t) − jβ|α(t)], (1)
that is, the temporal change of probability in a state is the difference between the total gain
and loss fluxes. Summing over α shows that the overall probability is conserved globally, as it
should: (d/dt)
∑
α ρα(t) = 0.
The continuity of the fluxes, principle (ii), determines the total gain fluxes as a fixed linear







where the weights wα|β encode the connectivity of the domains and form a stochastic n × n
matrix with columns adding up to unity,
∑
α wα|β = 1. The sum in equation (2) is actually
restricted to those domains β that are adjacent to α, otherwise we can put wα|β = 0. Each
summand represents the partial gain of state α stemming from a loss of probability in state β.
Thus, the probability flux across the boundary α|β directed toward α is given by the product
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The wα|β include the transmission probability qα|β that a partial trajectory ending at the α|β
boundary is indeed continued in the domain α. The fraction of the loss flux j−β that reaches the
boundary α|β is wα|β/qα|β and sums to unity,
∑
α =β wα|β/qα|β = 1. The flux jβ|β = wβ|β j
−
β
describes those trajectories that hit the boundary of domain β, but return and are continued
inside of β. If the transition probabilities at all boundaries of β are equal, qα|β =: qβ , the fraction
of such ‘remainers’ is
wβ|β = 1 −
∑
α =β
wα|β = 1 − qβ. (4)
For unbiased diffusion, qα|β = 1/2 at all boundaries α|β, so that wβ|β = 1/2 is the probability
of a trajectory to remain in the domain after reaching its boundary. In the presence of one (or
more) absorbing domain ∅, exits from such a domain cannot occur, jα|∅ = 0 and so j−∅ = 0.




Invoking the picture of an ensemble of particles, a loss of particles from a domain at time
t can only happen if the particles had been there before, either from the very beginning or
through gains at an earlier time t − τ , where τ is the dwell time of a specific particle (i.e., a
partial trajectory) in that domain. The loss fluxes are thus linked to the gain fluxes and obey




φβ (τ ) j
+





with φβ(τ ) denoting the probability density of dwell times. The last term describes particles
that were initially placed inside of the domain with probability ρ(0)β = ρβ(t = 0) and reach the
domain boundary at time t according to the FPT densityφ(0)β (t). Equation (5) applies only under
certain conditions, e.g., for a highly symmetric domain, as shown in appendix A.
More generally, we distinguish the parts of the boundary of domain β according to their
adjacent domain and consider the ‘ports’ α|β that allow for transitions to and from a domain
α. Then, the dwell time of a partial trajectory in β starting at the boundary β|γ and stopping
at α|β is statistically characterized by its FPT density φαβ|γ(t), with α and γ taken from the set
of adjacent domains. The probability of leaving the domain β through the boundary α|β after




φαβ|γ (t) dt; (6)





For the directed probability fluxes jα|β through these ports, we postulate the following














β α = β, (7)
omitting the time arguments and introducing the convolution symbol as ( f ∗g)(t) =∫ t
0 f (τ ) g(t − τ ) dτ for integrable functions f , g. In the last term of equation (7), φαβ|0(t) is
the FPT density of trajectories starting initially in the interior of domain β with probability
ρ(0)β := ρβ(0) and hitting the boundary α|β at time t; the initial position is either fixed at some
point r0 within the domain, or φαβ|0(t) is an average over a distribution of initial positions. The
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multiplication of the rhs of the renewal equation by the transmission probability qα|β takes
into account that the flux jα|β includes only those trajectories that are continued in the domain
α, but the FPT densities describe only the arrival at the boundary α|β. Concerning the start
point of the partial trajectories, there are two possibilities to reach the boundary β|γ, which
are expressed by the brackets inside of the convolution: (i) entering the domain β by a tran-
sition from γ and (ii) touching the boundary from inside of β, i.e., remainers that were in β
before time t − τ . Whereas the flux corresponding to (i) is simply jβ|γ(t − τ ), the second situa-
tion requires that the flux jγ|β(t − τ )/qγ|β of trajectories that reached the boundary from inside
is multiplied by the probability 1 − qγ|β of not leaving to domain γ; for unbiased diffusion,
(q−1γ|β − 1) = 1. The flux jβ|β = wβ|β j
−
β due to self-transition is proportional to the overall flux
to the neighboring domains, where the prefactor follows with j−β =
∑







the prefactor is unity if wβ|β = 1/2 as for unbiased diffusion.
The renewal equation equation (7) simplifies considerably if, due to symmetries of the
domain β, all boundaries are equivalent with respect to the partial FPT densities; examples
are a slab-like domain delimited by two parallel, infinite planes, and a domain that forms a
regular simplex. Then, there are only two types of FPT densities, namely φ(d)β = φ
α
β|γ for trajec-
tories connecting distinct boundaries and φ(s)β = φ
α
β|α for self-transitions (α = γ). Summation
of equation (7) over the adjacent domains α of β yields equation (5) for the total loss flux j−β
with the FPT density for reaching some part of the boundary of β:
φβ = φ
(s)
β + (zβ − 1)φ
(d)
β , (9)
where the coordination number zβ counts the adjacent domains of β (see appendix A). Fur-
ther, the loss flux is equally distributed over all boundaries, i.e., wα|β = qβ/zβ for α = β and
wβ|β = 1 − qβ .
The set of linear equation (5) together with equation (2) for β = 1, . . . , n can be solved for
the n loss fluxes j−β , provided that the weight matrix (wα|β) is known a priori; the FPT densities
are considered model parameters. Alternatively, equations (7) and (8) specify a set of 2m linear
equations that can be solved for the 2m directed fluxes jα|β , assuming that the system contains
m boundaries (ports) between domains.
2.3. GME for the two-domain model with absorption
In the two-domain model of section 2.1, the state of the molecule is described by the proba-
bilities ρin(t) and ρout(t) that at time t it is found in the inner and outer domain, respectively.
It is amended by the probability ρ∅(t) that the trajectory was stopped at time t or earlier: the
molecule has reached the target and was removed from the system, e.g., by a chemical reaction.
The transitions between the states induce probability fluxes jα|β with α, β ∈ {in, out}, which
lead to the total gain (+) and loss (−) fluxes, j±in and j±out, of the in and out states, respectively.
In addition, there is a flux j∅|in indicating the trajectories that traversed the in state before being
stopped at the target (∅). In the subsequent notation, the flux j∅|in is treated as an additional loss
from the in state and is not included in the symbol j−in. Figure 1(c) shows a transition graph of
the model along with the loss fluxes.
For an unbiased diffusion, a partial trajectory ending at the domain boundary |x| = a is
continued in either the inner or the outer domain with equal probability 1/2. By the Markov
7
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property of diffusion, this applies for partial trajectories irrespective of which side of the




out, and we will not dis-























where the terms on the right represent the incoming arrows of the state given on the left
as depicted in figure 1(c); it follows that j+out(t) = j
+









in(t) − j−in(t) − j∅|in(t), (11b)
d
dt
ρ∅(t) = j∅|in(t). (11c)
One confirms readily that the overall probability, including that of the absorbed particles, is
conserved: (d/dt)
[
ρin(t) + ρout(t) + ρ∅(t)
]
= 0. The quantity ρ∅(t) in equation (11c) collects
the trajectories that have stopped up to time t, and its change is thus equal to the sought FPT
density of the target search problem, dρ∅(t)/dt = pFPT(t). So the task is to compute the flux
j∅|in(t) onto the boundary |x| = R.
Finally, the loss fluxes make a recursion to the gain fluxes and obey a set of renewal-like
relations:
j−out(t) = φ0(t) +
∫ t
0








φ∅in(t − t′) j+in(t′) dt′. (12c)
These equations follow from equation (5), which is applicable because in the two-domain
problem merely two types of partial FPT densities occur: the outer domain permits transitions
only to the in state through the boundary at |x| = a and thus the only FPT density in the domain
out is φout :=φinout|in for trajectories from this boundary to itself, along with the FPT density
φ0 for the initial part of the trajectories starting at r0 in the interior of out. Partial trajectories in
the inner domain in can either end at the boundary |x| = a (flux j−in) or at |x| = R (absorption,
j∅|in), see figure 1(c). Further, there are no gains to in from the absorbing boundary (q∅|in = 1),
and we have only the self-transition term corresponding to φin = φoutin|out in equation (12b).
The loss j∅|in to the absorbed state is a ‘distinct’ contribution expressed by the FPT density
φ∅in :=φ
∅
in|out. Note that φin and φ
∅
in are no proper FPT densities in the sense that they do not





dt = 1. This fact expresses the splitting of probabilities to follow one or
the other type of partial trajectory (i.e., to survive or to be stopped at the end of the current
step).
The system of equations (11a)–(11c) and (12a)–(12c), together with equation (10), forms
the GME of the first-passage problem with two domains. Using equation (10), the gain fluxes
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j+in and j
+
out can be expressed in terms of loss fluxes, which leaves us with a system of six
linear integro-differential equations in six variables (three loss fluxes and three occupation
probabilities). This type of equation system is conveniently solved in Laplace domain.
2.4. Solution in Laplace domain and numerical backtransform
The Laplace transform f̃ :=L [ f ] of a measurable function f(t) on R0 is defined as [34]
f̃ (u) = L [ f ](u) :=
∫ ∞
0
e−ut f (t) dt, (13)
where the frequency u > 0 is the Laplace variable conjugate to t. For a convolution ( f ∗g)(t) =∫ t





(u) = u L [ f ](u) − f (0).
Laplace transformation of the self-consistent, linear system of integro-differential
equations (11a)–(11c) and (12a)–(12c), yields a closed set of linear, algebraic equations in
the probabilities and fluxes with the partial FPT densities as coefficients. Substituting j+in and
j+out in equations (12a)–(12c) by means of equations (11a) and (11b), we obtain:
j̃−out(u) = φ̃0(u) + φ̃out(u)
[












uρ̃in(u) + j̃−in(u) + j̃∅|in(u)
]
, (14c)
where we made use of the initial conditions ρout(0) = 1 and ρin(0) = ρ∅(0) = 0. Solving for






















The system of equations in Laplace domain is completed by














uρ̃∅(u) = j̃∅|in(u) (16c)
from equations (11a)–(11c). Solving the linear system for j̃∅|in(u) provides us with an explicit
expression for the sought FPT density in Laplace domain, p̃FPT(u) = j̃∅|in(u), which is fully







− 2φ̃out(u) + 4
; (17)
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Figure 2. Geometries and exemplary partial trajectories of the first-passage problem
with two domains as in figure 1, amended by an auxiliary boundary at |x| = a + ε. Panel
(c) shows the corresponding transition graph. Further details are given in the caption of
figure 1. Note the hybrid character of the region a < |x| < a + ε: partial trajectories
passing this region belong to either the in or the out state, depending on the domain
where they start.
see equation (B1) of the appendix for the solution for all densities and fluxes. As a by-product,
our approach also provides the overall sojourn time in a certain state α ∈ {in, out} up to a time
t simply by integrating ρα(t) over time, which amounts to calculating ρ̃α(u)/u in the Laplace
domain.
The actual FPT density φFPT(t) in time domain can be obtained from a numerical Laplace
backtransform. The procedure is understood best by switching to the characteristic function of
the FPTs, given by the one-sided Fourier transform φ̂(ω)=
∫∞
0 e
iωtφ(t)dt, which is well defined
for all frequencies ω ∈ R since φ(t) is a probability density and thus integrable. It allows for
the analytic continuation to the upper complex plane and is connected to the Laplace transform






cos(ωt)Re φ̂(ω) dω, (18)
using that Re φ̂(ω) is an even function in ω. For the robust numerical evaluation of the Fourier
integral, we used a modified Filon quadrature as developed recently for the back and forth
transformation between time correlation functions and their dissipation spectra [39].
2.5. Regularized GME with an auxiliary boundary
The coefficients in equations (15a)–(15c) become singular if any of the FPT densities
φ̃x(u) = 1, i.e., if φx(t) = δ+(t) is the density of the Dirac measure on the positive reals, R0,
supported at t = 0. Unfortunately, we are facing this problem for φin(t) and φout(t) with the
setup of figure 1: partial trajectories starting at the boundary |x| = a return to that boundary
immediately, almost surely, the starting and ending points are the same. This issue is familiar
from the first-return problem for diffusion in the continuum, it does not arise for random walks
on a lattice.
As a regularization of these singularities, we require a minimum length ε > 0 of the partial
trajectories in the calculation of partial FPT distributions and we take the limit ε→ 0 for the
final result of the FPT distribution. This can be accomplished by slightly shifting the boundary
between in and out for trajectories leaving the in state. Technically, we introduce an auxiliary
boundary at |x| = a + ε, with a + ε < b in the 3D case (figures 2(a) and (b)). This auxiliary
10
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boundary is transparent for partial trajectories in the out state, i.e., they start in the outer domain
and end at the boundary |x| = a. Partial trajectories starting at |x| = a are assigned to the in
state, they either end at |x| = a + ε or are stopped at the absorbing boundary |x| = R, whereas
the boundary a is invisible to the partial trajectories in the in-state. In the former case, the fol-
lowing partial trajectory belongs to the out state, as do all trajectories starting at a + ε, and
it ends at |x| = a. Thus, the out state is followed by an in state again and so forth. With the
different states being assigned according to the different starting points, a partial trajectory
cannot be successed by a partial trajectory in the same state, as opposed to the situation in
section 2.3 (Reflections at the boundary |x| = b in the 3D case are included in the partial FPT
density of the out state and do not subdivide the partial trajectory further.) The transport prop-
erties (e.g., diffusion coefficient) along a partial trajectory are those of the assigned state (or
domain), which leads to a hybrid character of the region a < |x| < a + ε. Clearly, this inter-
pretation is an approximation to the original diffusion problem, which is restored in the limit
ε→ 0.
Our definition of the occupation probabilities ρα(t) of the states α ∈ {in, out, ∅} remains
unchanged. And as before, the probability fluxes j±α (t) denote gains (+) and losses (−) of the
state α; the loss j∅|in from the in state to the absorbed state ∅ is not included in j−in(t). The result-
ing transition graph of the amended two-domain GME is given in figure 2. In the terminology
of section 2.2, the transmission probabilities at the in|out boundary are qin|out = qout|in = 1,
i.e., there are no transitions from a state to itself, win|in = wout|out = 0, and the transitions









which replaces equation (10). For the local balance in each state, the same
equations (11a)–(11c) as previously hold. Also the equations (12a)–(12c) for the fluxes
apply without modifications. This set of equations constitutes the GME of the regularized
two-domain model.
In the Laplace domain, the three expressions for the loss fluxes, equations (15a)–(15c), carry
over as well since their derivation did not rely on equation (10). The linear system is completed
by three equations for the occupation probabilities, which follow from equations (11a)–(11c)
and (19):
uρ̃out(u) − 1 = j̃−in(u) − j−out(u), (20a)
uρ̃in(u) = j̃
−
out(u) − j̃−in(u) − j̃∅|in(u), (20b)
uρ̃∅(u) = j̃∅|in(u). (20c)
Solving the linear system in six variables, we find the desired FPT density p̃FPT(u) = j̃∅|in(u)
in terms of the partial FPT densities:
p̃FPT(u) =
φ̃0(u) φ̃∅in
1 − φ̃in(u) φ̃out(u)
, (21)
which is a main result of this work. Note that the partial FPT densities (except φ̃0(u)) implicitly
depend on the regularization parameter ε. The complete solution for all probabilities and fluxes
is given in equation (B2) of the appendix.
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3. Diffusion in one dimension
The solution (21) to the first-passage problem is completed by specifying the partial FPT den-
sities for diffusion within each domain. Here and in the following section, we solve these FPT
problems on homogeneous domains using standard techniques for the 1D and 3D geometries,
respectively.
3.1. FPT densities for partial trajectories
As mentioned above, the dwell time probability densities φα(t) are themselves FPT densities,
namely of the first passage from their entrance to the exit from the respective regions. We
will refer to these regions as ‘outer’ and ‘inner’ regions, respectively (see figure 2). These
partial FPT densities can be obtained from the (backwards) Fokker–Planck equation for the
probability density ψ(x, t) of the particle position,
∂
∂t




with an initial condition and the respective boundary conditions. More precisely, the setup
where particles reaching some point in space for the first time are immediately removed from
the system, corresponds to the setup in terms of position probability density with an absorbing
boundary at that point. The flux into that point xξ will be the FPT density to visit that point for
the first time,
φξ(xξ, xΩ, t; x0) = −D
∂
∂x
ψ(x, t)|xξ , (23)
where the particles started at x = x0 and xΩ is a point at the boundary.
For each region we will solve the respective PDEs in Laplace domain where they take the
form of ordinary differential equations linear in x. The frequency u will be kept as a variable,
although it takes the role of a parameter during calculations. In a first step, we will solve the
pertinent initial-boundary-value-problems more generally for arbitrary starting points x0 or r0
and lower and upper boundaries at x, xu or r, ru, respectively and customize them later. A
more detailed exposition of the procedure than we are able to give here can be found in [40].
Specializing to 1D spaces, we have the following equation governing the probability to find




ψ̃(x, u) − uψ̃(x, u) = −δ(x − x0), (24)













, i.e. our solutions will be a linear
combination of these two exponentials in x and
√
u/D.
3.1.1. Outer region. In the outer region we have an absorbing lower boundary at some x and
a reflecting upper one at xu:









































, x > x0,
(27)
solves equation (24). The fluxes onto the boundaries give us the FPT densities for a particle to
reach the respective boundary. Thus with φ̃ξ(x, xu, u; x0) = ±D ∂∂x ψ̃(x, u)
∣∣∣
x=xξ
(+ for the flux
onto the lower and − for the flux onto the upper boundary) we have









φ̃uout(x, xu, u; x0) = 0. (29)
The cumulative FPT probability to reach x for t →∞ is obtained by putting u → 0:
∫ ∞
0
φout(x, xu, t; x0)dt = lim
u→0
φ̃out(x, xu, u; x0) = 1, (30)
as expected. To see what happens in an infinite system, we let xu →∞:
lim
xu→∞







which is the known density for first passage to a point x on an infinite domain. An expansion
in small u yields a non-analytic expression which gives rise to long time tail. (In fact the expo-
nential of a square root of u gives the one sided Lévy stable law Lα of parameter α = 1/2 in t,
thus the tail is ∝ t−3/2.)
3.1.2. Inner region. Here we consider the boundary conditions
ψ̃(x, u) = 0, (32)
ψ̃(xu, u) = 0, (33)

































, x > x0.
(34)
Again, we compute the fluxes onto the boundaries [cf equation (23)]:
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These fluxes are the FPT densities to the respective boundaries. The splitting probabilities, i.e.
the cumulative probabilities to leave the system via the respective boundary, are obtained by















Sending the outer boundary to infinity,
lim
xu→∞







we recover the known FPT density on an infinite domain.
3.1.3. Scaling form and full solution for the FPT density. Let now, closer in accordance with
the original problem (figure 1(a)), start the partial trajectory at a small distance ε to its end
point a, thus x0 = a + ε, x = a for φ̃out and x0 = a, xu = a + ε for φ̃in. The lower boundary
for the φuin be R and the upper boundary of the φ

out be b. Furthermore, let us introduce the



















The FPT densities of the partial trajectories attain their scaling forms for ε→ 0:
lim
ε→0



















with t∗ := tD/ε2 the scaled time variable conjugate to s.
The partial FPT densities for the inner and outer domains are depicted in the left panels of
figure 3. The closer to the absorbing boundary or target a particle starts, the shorter the time of
the peak position and the higher the peak value, indicating that the particles are more rapidly
absorbed. Thus, moving the starting position closer to the target corresponds to a limiting
procedure for the partial FPT densities, e.g., limε→0 φin(ε, t) = δ+(t), converging to a singular
peak at t = 0: if the particle starts at the position of the target, all probability is absorbed
immediately within zero time. The construction of an auxiliary ε-shell around the boundary
at a, see section 2.5, circumvents the difficulties arising from such singular FPT densities. At
intermediate times, we find the expected t−3/2 power law decays for the particles exploring the
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Figure 3. Numerical Laplace backtransforms (symbols) of the partial FPT densities
φin(t) in the inner domain (equation (40), panel (a)) and φout(t) in the outer domain
(equation (41) panel (c)) for the 1D problem. The panels (b) and (d) show the scaled
partial FPT densities corresponding to the left panels. The parameters of the geometry
are x0 = 10R, a = 5R, and b = 20R, and τ = R2/D is the unit of time. The black dotted
line denotes the analytical solution in the limit ε→ 0 (equation (43)). The gray dashed
line indicates the asymptotic power law tail t−3/2.
outer domain yet without hitting the outer confinement. The FPT densities at large times decay
rapidly due to the confinement.
For the inner domain, there is another reflecting boundary at |x| = a. A sharp exponential
cutoff sets in at times t ≈ a2/D (figures 3(a) and (b)), which we attribute to partial trajectories
that end as soon as they reach the outer boundary and do not contribute to the FPT density
at longer times. The outer domain has a reflecting boundary at |x| = b, which also results in
an exponential cutoff of the tail (figures 3(c) and (d)). However, the trajectories are continued
and move on in their attempts to reach the target, which they will eventually do, but at a later
time. This shifts and smears out the cutoff at large times. Moreover, due to the conservation of
probability, the reflected trajectories, which in the case of an unbounded domain would have
contributed into the power law tail, are responsible for the small shoulder of the FPT density at
large times. The right panels of the figures show the partial FPT densities scaled with respect
to the distance of the starting point to the target ε. Small values of ε are equivalent to a large
domain size b  a, the particle feels the confinement at a later time and the differences between
reflecting or absorbing outer boundary vanish.
3.2. Full solution for the FPT density
With the partial FPT densities calculated above, we are ready to write down the analytical
expression for the Laplace transform of the full FPT density for a particle starting at x0 and
being absorbed at R by substituting
φ̃0(u) = φ

out(x = a, xu = b, u; x0),
15
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Figure 4. FPT density as obtained by numerical Laplace inversion of equation (44) for
different domain sizes b (in units of R), shown as symbols in different colors. Further
parameters are x0/R = 10 and a/R = 5, and τ = R2/D is the unit of time. The black
dotted line denotes the analytical solution in the limit b →∞ (equation (46)).
φ̃∅in(u) = φ

in(x = R, xu = a + ε, u; x0 = a),
φ̃in(u) = φuin(x = R, xu = a + ε, u; x0 = a) , and
φ̃out(a, u) = φout(x = a, xu = b, u; x0 = a + ε)
into equation (21).
As an ultimate test for the validity of the method we compare our GME solution for the
FPT density for the homogeneous system (i.e. particles behave the same way in inner and
outer region) with the FPT density for particles starting at r0 and ending at first encounter with
R (i.e. for non-dissected trajectories). We find perfect agreement between the two of them,









Observing that in this case, the ε-dependence vanishes for the GME solution, taking the limit
ε→ 0 is not needed anymore. Also the dependence of a vanishes as it should in the completely





u/D (x0 − R)
)
. (45)













which is the expected result for first passage on an infinite domain. As a last step, the inverse
Laplace transform of expression (44) is calculated numerically and depicted in figure 4. It is
indeed qualitatively the same picture as already for the partial FPT densities with reflecting
outer boundary: for small times, it fits the Lévy–Smirnow law, equation (46), at large times,
there is an exponential cutoff, and at FPTs smaller than the cutoff time, a small elevation relative
to the t−3/2 decay is visible, which collects the probability in the truncated tail.
16
J. Phys. A: Math. Theor. 54 (2021) 215601 D Frömberg and F Höfling
4. Diffusion in concentric spherical shells in 3D space
4.1. FPT densities for the partial trajectory sections
Analogously to our calculations in section 3.1, we now will calculate the partial FPT densities
from the fluxes onto the boundaries of the respective PDEs for the radial symmetric setup








ψ̃(r, u) − uψ̃(r, u) = −δ(r − r0)
4πr0
. (47)





η̃(r) − uη̃(r) = − 1
4πr0
δ(r − r0), (48)
with the initial condition specified on the right-hand side (all trajectories start initially from the













4.1.1. Outer region. For the outer region, we have the transformed boundary conditions
(absorbing at r, reflecting at ru):







so that the solution to equation (48) is given piecewise for r ≶ r0 by
































































With ψ̃′ = η̃′/r − η̃/r2 and φ̃ξ(r, ru, u; r0) = ±4Dπr2ξ ∂∂rψ̃(r, u)
∣∣∣
r=rξ
(+ for the lower,− for the
upper boundary) the fluxes onto the boundaries are thus
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φ̃uout(r, ru, u; r0) = 0. (54)
φ̃out(r, ru, u; r0) is the density for first passage from r0 onto r.
The integral over time is calculated as the limit u → 0, which yields
lim
u→0





ruv cosh (v(r0 − ru)) + sinh (v(r0 − ru))








and confirms that with probability 1 the particles ultimately reach the boundary r, as expected
for a finite domain with the boundary at r as the only exit. We may consider the transition to
an infinite domain by taking the limit of large ru:
lim
ru→∞










where again, as in the 1D case, the
√
u-term generates the long time tail. Note that the limit
u → 0 in the infinite domain is less than unity, indicating the transience of diffusion in three
dimensions.
4.1.2. Inner region. For the inner region, we have the boundary conditions:
η̃(r, u) = 0, (57)




































, r > r0.
(59)
We find for the fluxes onto the boundaries:






















The time integrals, calculated as small-u limits, provide the splitting probabilities:
lim
u→0















J. Phys. A: Math. Theor. 54 (2021) 215601 D Frömberg and F Höfling
Figure 5. Numerical Laplace backtransforms (symbols) of the partial FPT densi-
ties φin(t) in the inner shell (equation (65), panel (a)) and φout(t) in the outer shell
(equation (66), panel (c)) for the radial problem in 3D. The panel (b) and (d) show
the scaled partial FPT densities corresponding to the left panels. The parameters of the
geometry are r0 = 10R, a = 5R, and b = 20R, and τ = R2/D is the unit of time. The
black dotted line denotes the analytical solution in the limit ε→ 0 (equation (43)). The
gray dashed line indicates the asymptotic power law tail t−3/2.
and indeed the sum of both is 1 as it should. Taking the limit ru →∞ yields the same cumu-











u/D (r0 − r)
)
. (64)
4.1.3. Scaling form. Again, according to figure 1(b), we let the partial trajectory start at a
small distance ε to its end point a, thus r0 = a + ε, r = a for φ̃out and r0 = a, ru = a + ε for
φ̃in. The inner radius for the φin be R and the outer radius of the φout be b. With the scaled



































The limits as ε→ 0 are equal to the scaling forms of the 1D case (equations (42) and (43)).
Figure 5 shows the partial FPT densities for the inner and outer domains (panels (a), (c)).
Similarly to the 1D case we find again the peak at small times, which shifts to the left and
gets the higher (and narrower) the closer to the target the particle starts. Intermediate times are
19
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Figure 6. FPT densities as obtained by numerical Laplace inversion of equation (68)
for different domain sizes b (in units of R), shown as symbols of different color. Further
parameters are r0/R = 10, a/R = 5, and τ = R2/D is the unit of time. The black dotted
line denotes the analytical solution in the limit b →∞, equation (70).
again governed by a t−3/2 power law decay. At large times, the cutoff sets in, again relatively
sharply at t ≈ a2/D for the inner domain with its absorbing outer boundary at |x| = a, and
more blurred out near t ≈ b2/D for the outer domain with its reflecting boundary at |x| = b. In
the 3D case, the small shoulder at large times is more pronounced as compared to the 1D case.
This is a well-known effect and is due to the compact exploration of space in low dimensions,
where the first passage is more dominated by the direct trajectories [24]. A smaller large-time
shoulder indicates that the geometry plays a minor role in low dimensions than in 3D or higher.
Data collapse of the partial FPT densities is demonstrated again by rescaling with respect to
the distance ε of the starting point to the target (figures 5(b) and (d)).
4.2. Full solution for the FPT density
Again we use the partial FPT densities to obtain the Laplace transform of the full FPT densities
for a particle starting at r0 and being absorbed at R by substituting
φ̃0(u) = φout(r = a, ru = b, u; r0), (67a)
φ̃∅in(u) = φ

in(r = R, ru = a + ε, u; r0 = a), (67b)
φ̃in(u) = φ
u
in(r = R, ru = a + ε, u; r0 = a) and (67c)
φ̃out(a, u) = φout(r = a, ru = b, u; r0 = a + ε) (67d)
into equation (21).
The coincidence of our solution for the FPT density for the homogeneous system obtained
via the GME approach with the time density for first passage to R starting from r0, again
underlines its vanishing dependence on ε and a,
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as expected. For an infinite outer domain, b →∞, we have:
p̃∞FPT(u) = φ̃
∞







u/D (r0 − R)
)
, (69)















The numerical Laplace inversion of equation (68) yields the final FTP densities pFPT(t),
shown in figure 6 and deviating qualitatively from the 1D case (figure 4): the plateau region
is much more pronounced in the 3D case. Notice that the limiting FPT density for infinite
domains (equation (70)) does not normalize due to its prefactor, while the FPT densities in
confined domains do. The plateau in the FPT profile for reflecting boundaries does not only
compensate for those particles that would have contributed to the power law tail in the case of
an unbounded domain, but in addition it compensates also for the particles that would have got
lost forever due to the transient character of diffusion in dimensions higher than two.
5. Application: domains with different diffusivity
As an application to diffusion in a non-uniform, piecewise homogeneous medium made of two
concentric spherical shells, we modify the above calculations for the 3D case and assign distinct
diffusion constants, Din and Dout, to the inner and outer domains, respectively; such a geometry
was studied in reference [26]. The modified diffusion constants enter merely the partial FPT
densities, so that the same derivations as before go through. No further constraints or boundary
conditions are needed in the present framework: the transitions between the domains are fully
determined by the condition of flux continuity at the domain boundaries, equation (19). Thus,
p̃FPT(u) obeys equation (21), but the explicit result will be different from equation (68).
In this setup, it is also interesting to consider the case where the particle starts in the inner
region, R < r0 < a. As pointed out in reference [26], the FPT density in this case is governed
by a third timescale which manifests in an additional intermediate regime in the FPT density.
When the particle starts on the inside, the governing equations change slightly due to the dif-
ferent initial conditions, ρin(0) = 1, ρout(0) = 0. Equations (11a)–(11c) and (19) remain the
















φ∅in(t − t′) j+in(t′)dt′, (71c)
where φin0 and φ
∅
0(t) are the dwell time probability density for a particle on an inner partial
trajectory starting from r0 and ending at (a + ε) or R, respectively. In Laplace domain, the
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Figure 7. FPT densities for the radial setup with distinct diffusion constants in the inner
and outer regions. Diffusion is fast, relative to the homogeneous setup, either in the
inner region Din = 50D and Dout = D (panels (a), (c)) or in the outer region Din = D
and Dout = 50D (panels (b), (d)). Particles start either from the outer domain (parame-
ters r0/R = 10 and a/R = 5, panels (a), (b)) or from the inner domain (r0/R = 6 and
a/R = 8, panels (c), (d)); in all cases, the outer radius is b/R = 20. The data were
obtained from equation (21) with equation (67) by numerical inversion of the Laplace
transform. For comparison, dotted lines indicate the analytical solution of the homoge-
neous problem in the limit b →∞ (equation (70)) setting D = Dout for the upper panels

















for the loss fluxes, and
uρ̃out(u) = j̃−in(u) − j−out(u), (73a)
uρ̃in(u) − 1 = j̃−out(u) − j̃−in(u) − j̃∅|in(u), (73b)
uρ̃∅(u) = j̃∅|in(u) (73c)
for the probabilities that a domain is occupied (i.e., a particle being inside of radius a, outside
or stopped), from which we extract the FPT density in Laplace domain (see appendix for the
full solution):
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For both cases of the particle starting from outside or within the radius a, the φ functions as
calculated in section 4 were inserted into equations (21) and (74) with the respective diffusion
constants. Finally, the resulting expressions were Laplace-inverted numerically.
In contrast to the homogeneous case, the ε- and a-dependence of the FPT prevails, but the
limit ε→ 0 always exists. As seen from figure 7, already for moderate ε there is hardly an
influence on the total FPT density. Obviously the overall time spent in the region (a, a + ε) is
negligible compared to the time spent in the inner and outer region so that the accumulated
relative error made by constructing the auxiliary ε-shell around a remains small. As a compar-
ison and for a qualitative discussion, we have also included the respective FPT density for an
infinite domain in the FPT plots: equation (70) with D = Dout for the particle starting outside
(figures 7(a) and (b)) and D = Din for the particle starting inside of the radius a (figures 7(c)
and (d)).
In the case of the particles starting outside (figures 7(a) and (b)), we see either an enhance-
ment or a delay in the left peak indicating the particles that proceed directly to the target R,
depending on whether the diffusion in the inner region is fast (panel (a)) or slow (panel (b)).
Moreover, we have a broader tail in the case where particles are slower in the outer region
(panel (a)). It takes a longer time for the particle to traverse the whole domain before the expo-
nential cutoff due to the finiteness of the accessible space comes into effect. In the case of
the particles starting from within the radius a, we infer from equation (74) that the distribu-
tion is a superposition of the FPT distribution of the direct trajectories φ̃∅0(u) and another term.
For small times, φ̃∅0(u) is well approximated by the FPT density on an infinite domain. With
respect to the broadening of the FPT density for small Dout we have the same effect as for
particles starting outside, but in addition, an intermediate regime emerges for those particles
that initially leave the inner region, but then proceed to the target without much exploring the
outer region. A detailed analysis of the various regimes based on a completely different method
can be found in reference [26], albeit the boundary conditions used there are slightly different
from this work. The close similarity of their FPT densities with our findings underlines that
the present approach is suitable to yield FPT densities for radially symmetric domains with
distinct diffusion constants and a central target.
6. Summary and conclusions
We have introduced a novel framework to stochastic first-passage problems in non-uniform,
piecewise homogeneous environments, which is suitable to yield FPT distributions, but also
splitting probabilities and total sojourn times in a domain. The central requirement is the
Markov property of the underlying transport process, which allowed us to cast the FPT problem
into a renewal problem. To this end, we coarse-grained the diffusion trajectories by dissecting
them at the crossing points between adjacent domains, for example, between regions of dif-
ferent diffusivities; each partial trajectory is interpreted as a state, labeled by α (figure 1). The
dwell times on each domain are determined by the dynamics in the domain, e.g., by the time
it takes a molecule to leave the domain. The dwell time distributions φγα|β(t) parameterize the
coarse-grained model and summarize the geometry, dimensionality, diffusion properties, etc
of the respective domain. They may be obtained from solving first-passage problems on the
(homogeneous) domains, or from simulations or even experiments. In general, the dwell times
are not exponentially distributed with the consequences that the coarse-grained stochastic pro-
cess is not a Markov jump process and that the evolution of the occupation probabilities ρα(t)
does not obey a classical master equation. The latter is replaced by a GME, which is a set of lin-
ear integro-differential equations for the probabilities ρα(t) and their fluxes, thereby accounting
for memory effects.
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A subtle difficulty of the approach is the singular character of first-return times to the same
domain boundary in a continuous space. We showed that this issue can be solved by assigning
a finite width ε to the domain boundaries where needed (figure 2), which regularizes the partial
FPT densities; the limit ε→ 0 is then taken in the final results.
As a test case, we exemplified the GME approach for two-domain models in 1D and 3D
with domains of equal diffusivities and showed that the known FPT distributions pFPT(t) are
recovered; here, the dependence on ε dropped out. An analytical solution of the GME is readily
obtained in frequency domain by a Laplace transform (equation (21)) with explicit results for
the overall FPT density (equations (44) and (68)). We have complemented these results by a
numerical backtransform to the temporal domain using an algorithm [39] that has proven robust
for broad FPT densities extending over many decades (figures 4 and 6). Based on these results,
it was straightforward to address a 3D target search problem with two domains of distinct
diffusivities. The obtained FPT densities (figure 7) exhibit a complex structure, characterized
by three time scales, and resemble the findings of reference [26].
Having the validity of the GME approach corroborated, we are now in a position to inves-
tigate first-passage problems in other, more complex scenarios. The modular approach of the
method makes it particularly simple to extend the discussed two-domain models to hetero-
geneous spaces formed by a larger number of domains, including layered hetero-structures,
or to assemble models for the interplay of different modes of transport, giving scope for a
variety of problems of heterogeneous diffusion in space and also in time. On the other hand,
it enables us to trace back the origin of certain features that emerge, e.g., in the FPT den-
sities, since the results in frequency domain are always algebraic compositions of the FPT
densities of the partial trajectories, reflecting the properties of the respective spatial domain
(or transport mode). There are various applications, where an ensemble of molecules diffuses
and the first passage of some molecule is relevant. Such a scenario can be deduced from the
single-particle solutions given here by adopting ideas of reference [41], which appears as a
feasible program as long as the particles are independent, i.e., they do not interact while they
diffuse.
Manifestations of domain-specific transport behavior that can easily be accounted for in our
framework on the level of the partial FPT densities are, e.g., degradation (or even reaction) of
molecules, different dimensionalities of the space of motion, and different types of trapping
subdiffusion. One could also implement crowding effects by using models of anomalous diffu-
sion in certain domains, albeit this often introduces memory on the trajectory level that would
be lost when molecules leave a domain. However, such a loss of memory may be justified if
the transition between domains is associated with barrier crossing, e.g., due to a cellular mem-
brane. Barrier crossing and directed channeling can be modeled in our framework by altering
the flux balance equations and by, e.g., modifying the splitting of probability at the domain
interfaces or by adding a bias in the transitions. Leaving these more complex situations for
future work, we conclude that the presented GME-based framework is a potentially powerful
toolbox to address first-passage related questions of heterogeneous diffusion processes for a
variety of transport modes.
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Appendix A. Derivation of the simplified renewal equation (5)
The starting point of the derivation of equation (5) is the general renewal equation for the














β ; α = β. (7)
Suppose a sufficiently symmetric domain β such that the partial FPT densities can be replaced
by φ(d)β = φ
α




β|α for transitions from
the boundary β|α to itself. Further, all transmission probabilities are equal, qα|β = qβ , which
implies
jβ|β = (1 − qβ) j−β . (A1)
Under these assumptions, the summation of (7) over the domains α that are adjacent to β




β − jβ|β = qβ j−β . (A2)




[qβ jβ|α + (1 − qβ) jα|β] = φ(s)β ∗ [qβ( j
+






using equation (A1) to cancel j−β and jβ|β . For the distinct part, we consider first
∑
γ =α,β
[qβ jβ|γ + (1 − qβ) jγ|β]
= qβ( j
+
β − jβ|α − jβ|β) + (1 − qβ)( j−β − jα|β − jβ|β)
= qβ j
+
β − qβ jβ|α − (1 − qβ) jα|β , (A4)























β ∗ [qβ( j
+
β − jβ|β) + (1 − qβ)( j−β − jβ|β)]
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where zβ is the number of domains next to β. For the initial term in (7), the summation is only





Collecting terms, the factor qβ cancels and one recovers equation (5) as claimed:





with the overall FPT density φβ :=φ
(s)
β + (zβ − 1)φ
(d)
β for reaching some point on the domain
boundary of β.
Appendix B. Full solutions of the GME in Laplace domain
The GME for the two-domain model was given in the Laplace domain by
equations (15a)–(15c) and (16a)–(16c). The solution for the three probabilities
and the three fluxes read as follows upon abbreviating the common expression































1 − φ̃out(u) + χ̃1(u)
. (B1f)
The full solution of the regularized two-domain model (equations (15a)–(15c) and





























Finally, we quote the solution to the regularized two-domain model for the case when the
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