Abstract-This paper presents a novel distributed estimation algorithm based on the concept of moving horizon estimation. Under weak observability conditions we prove convergence of the state estimates computed by any sensors to the correct state even when constraints on noise and state variables are taken into account in the estimation process. Simulation examples are provided in order to show the main features of the proposed method.
I. INTRODUCTION
A sensor network consists of a set of electronic devices, with sensing and computational capabilities, which coordinate their activity through a communication network. They can be employed in wide range of applications, such as monitoring, exploration, surveillance or to track targets over specific regions. The diffusion of sensor networks is partly due to the recent developments in wireless communications and to the availability of low cost devices. Many theoretical and technological challenges have still to be tackled in order to fully exploit their potentialities. Among the open problems, the use of sensor networks for distributed state estimation is of paramount importance. The problem can be described as follows. Assume that any sensors of the network measures some variables, computes a local estimate of the overall state of the system under monitoring, and transmits to its neighbors both the measured values and the computed state estimation. Then, the main challenge is to provide a methodology which guarantees that all the sensor asymptotically reach a common reliable estimate of the state variables, i.e., the local estimates reach a consensus. This goal must be achieved even if the measurements performed by any sensor are not sufficient to guarantee observability of the process state (i.e., local observability), provided that all the sensors, if put together, guarantee such property (i.e., collective observability). The transmission of measurements and of estimates among the sensors must lead to the twofold advantage of enhancing the property of observability of the sensors and of reducing the uncertainty of state estimates computed by each node. Consensus algorithms for distributed state estimation based on Kalman filters have recently been proposed in [1] - [7] . In particular, in [3] - [6] , consensus on measurements is used to reduce their uncertainty and Kalman filters are applied by each agent. In [6] , three algorithms for distributed filtering are proposed. The first algorithm is similar to the one described in [4] , save for the fact that sensors exploit only partial measurements of the state vector. The second approach relies on communicating the state estimates among neighboring agents (consensus on estimates). The third algorithm, named iterative Kalman consensus filter, is based on the discrete-time version of a continuous-time Kalman filter plus a consensus step on the state estimates, which is proved to be stable. However, stability has not been proved for the discrete-time version of the algorithm and optimality of the estimates has not been addressed. Recently, convergence in mean of the local state estimates obtained with the algorithm presented in [4] has been proved in [7] , provided that the observed process is stable.
In [2] , consensus on the estimates is used together with Kalman filters. The weights of the sensors' estimates in the consensus step and the Kalman gain are optimized in order to minimize the estimation error covariance. A two-step procedure is also used in [1] , where the considered observed signal is a random walk. A two-step algorithm is proposed, where filtering and consensus are performed subsequently, and the estimation error is minimized with respect to both the observer gain and the consensus weights. This guarantees optimality of the solution.
More in general, the issue of distributed sensor fusion has been widely studied in the past years e.g., [8] , [9] . The paper [8] provides an algorithm accounting for dynamically changing interconnections among sensors, unreliable communication links, and faults, where convergence of the estimates to the true values is proved, under suitable hypothesis of "dynamical" graph connectivity, while in [9] the authors propose a minimum variance estimator for distributed tracking of a noisy time-varying signal.
Other studies focused on the design of decentralized Kalman filters based on system decomposition. Different solutions can be classified according to the model used by each subsystem for state-estimation purposes and the topology of the communication network among subsystems. Early works, e.g., [10] , [11] require all-to-all communication and assume each subsystem has full knowledge of the whole dynamics. Subsystems with overlapping states are also studied, e.g., in [12] , where a fully decentralized scheme is presented.
In this paper we propose a distributed algorithm based on the concept of Moving Horizon Estimation (MHE), which has been proposed for discrete-time linear [13] , [14] , nonlinear [15] - [18] and hybrid systems [19] . This approach has many advantages; first of all, the observer displays optimality properties, since a suitable minimization problem must be solved on-line at each time instant. Furthermore, we prove that, under weak observability conditions, convergence of the state estimate is guaranteed in a deterministic framework. Finally, constraints on the noise and on the state are taken into account, as it is common in receding horizon approaches in control and estimation, [20] .
The paper is structured as follows. In Section II we introduce the observed dynamical system, the structure of the sensor network, and we define a number of observability properties. In Section III we describe the distributed state estimation algorithm. In Section IV we investigate the convergence properties of the algorithm, and in Section V we discuss on how to select the design parameters in order to guarantee the applicability of the main results. In Section VI we present a simulation example, while Section VII reports some concluding remarks. For the sake of clarity, the proofs are reported in the Appendix.
Notation: and denote the identity matrix and the matrix of zero elements, respectively. Given a set , denotes its cardinality. The notation stands for , where is a symmetric positive-semidefinite matrix. The symbol denotes the Kronecker product, and is the -dimensional column vector whose entries are all equal to 1. The matrix is block-diagonal with blocks . Finally, we use the short-hand to denote a column vector with (not necessarily scalar) components.
II. SYSTEM AND SENSOR NETWORK
We assume that the observed process obeys to the linear dynamics (1) where is the state vector and the term represents a white noise with covariance equal to . We assume that the sets and are convex and contain the origin. The initial condition is a random variable with mean and covariance . The pair is stabilizable. Measurements on the state vector are performed by sensors, according to the sensing model (in general different from sensor to sensor) (2) where the term represents white noise with covariance equal to .
The communication network among sensors is described by the directed graph , where the nodes in represent the sensors and the edge in the set models that sensor can transmit information to sensor . We assume , . We denote with the set of -th order neighbors to node , i.e., . We will also use the shorthand and we denote as the number of nodes satisfying , for all . We introduce now the definition of isolated subgraph. If the graph is not strongly connected (i.e., it is reducible), one can partition into nonempty irreducible subgraphs , (see e.g. [21] ). If, for all , implies that we say that is isolated. Remark that if is strongly connected, it is also isolated.
We associate to the graph the stochastic matrix , with entries (3a) (3b) (3c) Any matrix with entries satisfying (3) is said to be compatible with . Given a graph , there are many degrees of freedom for the choice of , which will be exploited to guarantee the convergence of the state estimator described in the following and/or to reduce the uncertainty of the estimates. It is assumed that, at a generic time instant , sensor collects the measurements produced by itself and its neighboring sensors. Moreover, each sensor transmits and receives information once within a sampling interval. This means that measurements available to node are , with . Three types of quantities can be distinguished: local, regional, and collective. Specifically, a quantity is local (with respect to sensor ) when it is related to the node solely. A quantity is regional (with respect to sensor ) if it is related to the nodes in . Finally, a quantity is collective, if it is related to the whole network. For the sake of clarity, we use different notations for local, regional and collective variables. Namely, given a variable , represents its local version, is its regional counterpart, and the collective one. For instance, we refer to in (2) as local measurement. On the other hand, if , the regional measurement of node is given by (4) where , , and
. The dimension of vectors and , and the number of rows of matrix is . Furthermore, we denote by , the covariance matrix related to the regional noise on sensor , i.e., . According to the adopted terminology, three different observability notions can be introduced.
Definition 1: The system is locally observable by sensor (sensor is locally observable) if the pair is observable. The system is regionally observable by sensor (sensor is regionally observable) if the pair is observable. The system is collectively observable if the pair is observable, where . Notice that, for a given sensor , local observability implies regional observability, and regional observability of any sensor implies collective observability, while all opposite implications are false. We partition the set into the subsets , . Given a single sensor model (1), (2), the -th sensor regional observability matrix is , and , the collective projection matrices are and . Note that is empty when the system is regionally observable by sensor . In this case we assume that .
III. DISTRIBUTED ESTIMATION ALGORITHM
Our aim is to design, for a generic sensor , an algorithm for computing an estimate of the system state based on regional measurements and further pieces of information provided by sensors . The proposed solution relies on MHE, in view of its capability to handle state and noise constraints. More specifically, we propose a Distributed MHE (DMHE) scheme where each sensor solves a MHE problem.
A. The Local Minimization Problem
For a given estimation horizon , each node at time determines the estimates and of and , respectively, by solving the constrained minimization problem (MHE-i) (6) under the constraints
The local cost function is given by (8) We denote with and with the optimizers to (6) and with , the local state sequence stemming from and . Furthermore (9) denotes the weighted average state estimates produced by sensors . In (8), the function is the so called initial penalty, defined as follows: (10) where is the optimal cost defined in (6) and the positive-definite symmetric weighting matrix appearing in (10) plays the role of a covariance matrix whose choice will be discussed in details in the next paragraphs. The term is a constant in (10) and could be neglected when solving (6) . However, since it plays a major role in establishing the main convergence properties of DMHE, it is here maintained for clarity of presentation.
Note that, in view of the definition of in (3), depends only upon regional quantities and, since also the cost (8) and the constraints (7) depend only upon regional variables, the overall estimation scheme is decentralized. Finally, notice that embodies a consensus-on-estimates term, in the sense that it penalizes deviations of from . Consensus, besides increasing accuracy of the local estimates, is fundamental to guarantee convergence of the state estimates to the state of the observed system even if regional observability does not hold. In other words, it allows sensor to reconstruct components of the state that cannot be estimated by the -th regional model.
B. The Collective Minimization Problem
The local estimation problems (6)- (10) can be given a collective form more suitable for the following developments. To this end, let be the collective cost function given by (11) Define the collective vectors , , , the quantities , (12) and the collective initial penalty (13) where . Then, using the matrices , , the collective cost function can be rewritten as (14) Defining and , also the constraints (7) can be written in the following collective form:
It is important to note that solving the problem (16) is equivalent to solve the MHE-i problems (6), in the sense that is a solution to (6) if and only if is a solution to (16) , where . Let verify . We define the transit cost of a generic state , computed at instant as (17) As discussed in [20] , provides a measure of the likelihood that is equal to given the data , and the prior likelihood on . Specifically, the lower , the more likely the equality . The prior can be interpreted as an approximation of . The key condition involving these two terms, that will be fundamental for proving convergence of DMHE (see Appendix B), is that, for all (18) Equation (18) is similar to the assumption (C2) in [15] for centralized MHE. However, in (18) , the transit cost instead of the arrival cost appears. In fact is a smoothing term, since it takes into account data up to time , in order to enforce consensus (in [13] this approach is called smoothing update).
An explicit formula for a lower bound to (which coincides with for unconstrained estimation problems, see the proof of Lemma 1 in Appendix B) is given by a quadratic cost function, i.e. (19) for a suitable choice of . The computation of , and a procedure for updating the matrix in (13) satisfying (18) are given in the next section.
C. Update of the Weighting Matrices
As remarked in the previous section, the first step for updating matrices , is to compute in (19) , with the following diagonal structure: (20) where the update of is carried out by the sensor , based on regional pieces of information. For this reason, this step is denoted regional weights update. Specifically, the matrix , , is given by one iteration of the difference Riccati equation associated to a Kalman filter for the system where matrix is defined in (5 
and set the covariance of the estimate as (26) the resulting Riccati recursion is given by (27) Once the matrices have been computed, we perform a consensus weights update, in order to compute the matrices appearing in (10) , which must satisfy the fundamental inequality (18) . As stated in Lemma 1 in Appendix B, (18) is verified if fulfills the Linear Matrix Inequality (LMI) (28) The LMI (28) deserves a few comments. In order to make the initial penalty a good approximation of the transit cost , one would require the matrix to be "as close as possible" to . Therefore, in our case, one would make the matrix "as small as possible," subject to the constraint (28) . A way for achieving this is to solve the LMI problem (29) where has the block-diagonal structure (12) . Notice that (29) could be solved by each sensor since, similarly to the formula for updating covariances in Kalman filtering, the computation of does not depend upon the collected measurements. However, problem (29) has a centralized flavor. This limitation is severe since, for instance, the LMI (28) has size which implies that the computational burden for solving (29) scales with the number of sensors, hence hampering the application of DMHE to large networks. The next proposition provides a way to circumvent this problem.
Proposition 1: The matrices which satisfy,
also satisfy the LMI (28 
D. DMHE Algorithm
In the following we sketch the steps that have to be carried out, in practice, in order to apply the proposed DMHE algorithm.
• Initialization: at all nodes store the matrix and the estimate of , where is given. Recall that is the covariance matrix related to the initial condition
• if , the estimation horizon is reduced to and node performs the following steps -compute from according to (31), for all , -solve the problem MHE-i, with initial penalty
, at each time instant, every node , -computes from according to (26) , (27) and (31), -solves the problem MHE-i, with initial penalty
IV. CONVERGENCE PROPERTIES OF DMHE
The main purpose of this section is to extend the convergence results of [13] for centralized MHE to the proposed DMHE scheme. [13] , convergence is defined assuming that the model generating the data is noiseless, but the possible presence of noise is taken into account in the state estimation algorithm. Now, defining the collective vector and , the following result can be stated. Theorem 1: If: (i) matrices are computed according to (26) , (27) and (28), (ii) are bounded for all , and for all , (iii) and , then a) there exists an asymptotically vanishing sequence (i.e., ) such that the dynamics of the state estimation error provided by the DMHE scheme is given by (32) where ; b) if (iv) is Schur, then DMHE is convergent.
Proof: See Appendix B. In Section V we will provide a method to choose a matrix compatible with such that conditions (ii) and (iv) of Theorem 1 are satisfied.
We highlight that Condition (iv) does not require the asymptotic stability of system (1). Moreover, Theorem 1 does not hinge on observability properties. In fact, convergence of the estimation error can be achieved even if a weaker detectability property is satisfied, i.e. if matrix inherits only stable eigenvalues of . However, it is of interest to determine conditions guaranteeing that the matrix does not inherit any (non-zero) eigenvalue of . The reason is twofold. First, this is tantamount to requiring that the unobservable dynamics of all regional systems are affected by the communication network. Second, the study is a preliminary step towards the goal of choosing and, when possible, the network topology, in order to assign the eigenvalues of at will. Let and be the eigenvalues and the eigenvectors of , respectively, with . Then, the eigenvalues of are , each one with multiplicity . Moreover, denoting by , the canonical basis vectors of , the eigenspace related to is . In view of the previous discussion, we want to investigate the following property.
Property 1: If is a non-zero eigenvalue of , for all , and are not an eigenvalue/ eigenvector pair for .
Conditions guaranteeing that Property 1 holds are given in the following Theorem, which is illustrated in Fig. 1 .
Theorem 2: Consider a partition of into the irreducible subgraphs , . If for all the isolated strongly connected subgraphs it holds (33) then Property 1 is verified.
Proof: See Appendix C. In the case of strongly connected graphs we have the following result. Fig. 1 . Graph is decomposed into three connected subgraphs G , G and G . Notice that the node 2 of G is a neighbor to node 3 of G . Therefore, graph G is not isolated. Analogously, the subgraph G is not isolated, while the the subgraph G is isolated. Condition (33) states that collective observability is required for the subgraph G , i.e., the pair (A; C ) is observable, where C =
Corollary 1: If is strongly connected and the system is collectively observable, then Property 1 is verified.
Proof: See Appendix C. As a trivial case, assume that all sensors are regionally observable and arranged in a strongly connected graph . This yields and convergence of DMHE follows from Theorem 1. Moreover, Property 1 trivially holds.
V. SELECTION OF THE DESIGN PARAMETER K
The key assumption of Theorem 1 that the sequence is bounded is not a-priori guaranteed by formula (31). However, under weak assumptions, boundedness of can be enforced by properly choosing the entries , of . Interestingly, we will also prove that the proposed choice of results in assigning all the eigenvalues of equal to zero, that guarantees convergence of DMHE and Property 1. The graphG (right panel) is defined by selecting a subset of edges (black ones) of the original graph, according to step 2 of Algorithm 1. Below each graph we show the corresponding matrix K.
one neighbor. We denote with the set of edges selected in this way; 4) for all edges , choose , while for all edges , set . Algorithm 1 is illustrated in Fig. 2 . Given the availability of methods for computing paths with a computational complexity that scales polynomially with [22] , the overall algorithm is polynomial. Moreover, if is complete graph, Algorithm 1 provides a method for designing a not a-priori fixed communication network. Furthermore, Algorithm 1 implicitly provides a rule for connecting a new regionally observable/unobservable sensor to the network without spoiling the boundedness of the sequence . Finally, by selecting according to Algorithm 1, the following result holds.
Corollary 2: Under the assumption of Theorem 3, if is selected according to Algorithm 1, then has all the eigenvalues equal to zero.
Proof: See Appendix E. A final remark is due. Under the assumption of Theorem 3, the choice of a matrix is not unique and details on the available degrees of freedom in the definition of a suitable (see Remark 1 after the proof of Theorem 3) can be used to reduce the conservativeness imposed by Algorithm 1. In fact the generated matrix is lower triangular, up to a permutation of the node indexes. However, the same arguments of the proof of Theorem 3 can be used to show that boundedness of is guaranteed also by any stochastic matrix compatible with with: (i) the same diagonal elements of the matrix obtained with Algorithm 1; (ii) arbitrary (non a-priori zero) elements in the lower triangular part; (iii) sufficiently small (non a-priori zero) elements in the upper triangular part. Details on point (iii) are given in Remark 1 in Appendix D. This choice allows for a full exploitation of the communication links. In view of this, and the fact that connected components of the graph produced by Algorithm 1 can be linked through arcs, one expects to increase convergence rates of the estimates to a common value. Moreover, the presence of more links results in an increased reliability against communication faults. 
VI. EXAMPLE
We consider the fourth-order system (34) where . Notice that the eigenvalues of the matrix are 0.9264, 0.4517, and, since , the system is unstable. Let , be white noise with covariance . In the following we consider two cases A) , and (unconstrained input noise); B)
, and (constrained input noise). In both cases, we set , and in the DMHE algorithm.
The state of (34) is measured by sensors with sensing model if if where , . Sensors are connected according to the graph in Fig. 3 , where the matrix is also given. It is apparent that the information available, at each instant, to node 1 consists of the measurements of and (transmitted by sensor 4). Analogously, the information available to node 3 consists of (transmitted by sensor 2) and . It is easy to check that the system is regionally observable by sensors 1 and 3. On the other hand, at each time instant sensor 2 can only use two different measurements of (produced by sensors 1 and 2). Similarly, sensor 4 can only use two different measures of (produced by sensors 3 and 4). Therefore, the system is not regionally observable by sensors 2 and 4. In fact, , . The eigenvalues of the matrix are 0, 0.4632, 0.2258 and . Since is Schur, convergence of DMHE is guaranteed by Theorem 1. Moreover, since the graph is strongly connected and collective observability holds, Corollary 1 guarantees that also Property 1 holds.
In Fig. 4 (a) the estimation errors produced by all sensors in the case A are shown. It is worth noticing that the estimates produced by sensors 2 [respectively 4], relative to states , [respectively , ] display big errors for . In fact, these states cannot be observed by these sensors using regional measurements. Nonetheless, the estimation errors of all sensors asymptotically tend to the same values, thanks to the consensus action embodied in the DMHE scheme. The estimation errors for case B are depicted in Fig. 4(b) . Analogously to case A, convergence of DMHE can be noticed. Fig. 5 depicts the evolution of the eigenvalues of matrices over time. Note that these matrices are the same in the cases A and B. Indeed, the update procedure described in Section III-C does not depend on the estimates and can be run off-line. Further simulation experiments have been performed (results not shown for space limitations), in order to assess the effect of the variation of the horizon length on the estimation performances. As expected, the larger the horizon length, the more accurate the results. In fact, as increases, a larger set of data is taken into account in the optimization problem. However, the need of increasing for optimality reasons is conflicting with the need of reducing as much as possible the computational load.
VII. CONCLUSION
We proposed a distributed moving horizon estimation algorithm for constrained discrete-time linear systems. Under suit- able assumptions we proved convergence of the estimates to a common value. Many generalizations of the DMHE scheme can be considered. First, one can study how to further explore the degrees of freedom in the choice of the graph matrix in order to improve the rate of convergence of the state estimates provided by any sensor. Second, each sensor , beside knowing measurements of its neighbors in the time window , can also know some past measurements of sensors in ,
. A suitable way of using this piece of information would reduce or totally eliminate unobservability problems. Third, in practical applications it might be possible to perform multiple transmissions within a sampling time and one can study how to use this feature in order to weaken the observability requirements for the convergence of the method. These issues have partially been explored in [23] .
APPENDIX

A. Proof of Proposition 1
Proof: For all vectors , from (28) it holds that (35) Notice that the -th block of corresponds to so that, in view of (20) , the right hand side of (35) can be written as Using the triangle inequality we obtain which proves that matrices verifying (30) also verify (28).
B. Proof of Theorem 1
The proof of Theorem 1 uses classical results for MHE, [13] , [15] , [16] , [24] and additional results we provide next.
Lemma 1: If (28) is satisfied then, for , (18) is fulfilled. Proof of Lemma 1: Let . We define the "unconstrained" transit cost as that, differently from in (17), does not account for input and state constraints. Notice that (36) where the unconstrained transit cost associated to sensor is (37)
We first compute explicitly . Recalling (7) we can write where matrices and are defined in (21) and (5) 
where matrices and are defined in (22) and (23), respectively. Minimizing the partial cost in (38) with respect to gives with as in (26) . Therefore one has that the term in (38) is equal to (39) up to a constant term.
We denote with the minimum of with respect to vector , i.e.
We compute . The vector which solves the minimization problem (40) is (41) Replacing (41) into (38) and using (39) one obtains up to an additive constant term. The solution of the optimization problem (37) can be computed through a Kalman filter recursion with respect to the modified dynamical system (42) where has covariance equal to , the covariance of is , and in (26) is the uncertainty of the initial condition guess. In this way we can write the unconstrained transit cost as follows (see [20] ) (43) where minimizes the unconstrained problem, and is the optimal solution of the unconstrained minimization problem, and is computed as in (27) . Remark that the regionally unobservable subspaces of system (42) and system (1), (2) coincide.
From (43) and (36) one has that (44) where and .
W e also define in such a way that . Let us finally consider the case of constrained estimation. Following the rationale of the proof of Lemma 4 in [13] one has that, since lies in the feasibility region by assumption, one obtains (19) . Notice that the initial penalty term , computed as in (13) in , is (45) where the second equality holds because . Using Schur complement, the LMI (28) is equivalent to (46) and, being matrices and positive definite, (46) is equivalent to (47) From (19) and (45), (47) (14) , one has and in view of (18), . We can further iterate this procedure in order to prove (48).
Lemma 3: Assume that (a) , with , (b) such that , for all , for all , and (c) (49) Then the dynamics of the state estimation error provided by the DMHE scheme is given by (32).
Proof of Lemma 3:
In the noiseless case, for any sensor at any , the output signal is . Similarly to Lemma 4.3 in [24] (50)
The first term at the right hand side of (50) is (51) where is the "extended" regional observability matrix of rows defined by replacing with in (5). From (7), one has
The second term at the right hand side of (50) can be bounded as Note that, for (57) and that, in view of (49) is not isolated, is irreducible but not stochastic (specifically, the sum of the entries of at least a row is smaller than 1) and its Frobenius eigenvalue has absolute value smaller than 1. 1 Notice that the eigenvalues of are the eigenvalues of . So, the number of eigenvalues of equal to 1 equals the number of isolated graphs in the network.
Note that where is the "regional" observability Kalman decomposition of associated to sensor , that is Now we prove that is not an eigenvector of associated to a non-zero eigenvalue . In general, given a vector , with , one has that the eigenvector of can be written as . We obtain . . . . . . 1 This follows from the third Gerschgorin theorem [25] , dealing with irreducible matrices. Specifically, an eigenvalue of an irreducible matrix (in our case K ), which is on the boundary of a Gershgorin circle, is located on the boundary of all the Gershgorin circles. Since there is at least a row of K such that the sum of its entries is smaller than 1, 1 cannot be an eigenvalue of K , and hence all the eigenvalues of K are strictly inside the unit circle (from the first Gerschgorin theorem). Notice that, up to a permutation of the rows of , we have . Therefore (65) is equivalent to which is equivalent to (33) when the graph is strongly connected. This concludes the proof.
D. Proof of Theorem 3
To prove Theorem 3, a number of intermediate results are needed. First, we address the problem of the stability of Riccati equations with respect to perturbations. This problem has been scarcely explored in the literature, with the exception of [26] where stability is proved with respect to small perturbations. In the following, we explore the issue under the lead of Theorem 4.1 in [27] , and provide global stability results. The proof is concluded by applying Definition 3 with and . The proof of Theorem 3 can now be completed by applying Lemma 4 and the small gain result for interconnected systems reported in [29] .
Proof of Theorem 3: First we show, by applying (27) and (31), that it holds that (72)
From (26), one has . Then, by applying (27) and by optimality [27] and from (31) we obtain (72). Now, with reference to the -th sensor characterized by the pair , we define the following sequence of matrices :
with initial condition . From optimality we obtain that for all . Therefore, in order to prove boundedness of , it is sufficient to show that the sequence is bounded. This is the aim of the remainder of the proof. 2 Note that, Theorem 8 in [29] can be directly applied when the constant in (75) is replaced by a K function of the initial conditions. Furthermore, Theorem 8 deals with global stability rather than L -stability. However, a careful examination of the proof reveals that Theorem 8 holds with reference to L -stability when is constant, provided that the gain map (represented by matrix 9 in our context) is linear. We also highlight that, although Theorem 8 is for continuous-time systems, Proposition 15 in [29] guarantees that it holds for discrete-time systems as well.
is Schur. In (77) the symbol represents the element-wise matrix product.
To conclude the proof, we show that, under the assumptions of Theorem 3, it is possible to find a matrix , compatible with the graph topology, such that is Schur.
First, from the graph , we derive a subgraph , by selecting edges according to Algorithm 1.
By construction, the graph is a forest [30] , i.e. a graph composed by a number of mutually disjoint trees. Moreover, the root of each tree is a regionally observable node while all other nodes are regionally unobservable. It follows that each row of the matrix produced by Algorithm 1 has only one off-diagonal element that is different from zero. 3 Up to a permutation of the node indexes, is lower triangular (see, e.g. Fig. 2 ). It follows that the matrix defined in (77) is triangular, with zero diagonal entries and hence, for any choice of , , is Schur. This concludes the proof. Remark 1: The matrix generated by Algorithm 1 is lower triangular, up to a permutation of the node indexes. The same arguments of the above proof can be used to show, by continuity, that boundedness of is guaranteed by any stochastic matrix compatible with with: (i) the same diagonal elements of the matrix ; (ii) arbitrary elements in the lower triangular part; (iii) sufficiently small elements in the upper triangular part so as to guarantee the matrix defined in (77) is Schur.
E. Proof of Corollary 2
Proof: Recall that, from Algorithm 1, is lower triangular up to a permutation of the sensor indexes. Hence, is a block lower triangular matrix. Recalling that and are block diagonal matrices, is a block lower triangular matrix as well. Accordingly, the eigenvalues of correspond to the eigenvalues of the diagonal blocks of , denoted as , , and defined as . The Schureness of then follows from the Schureness of . 3 We also highlight that the matrix K produced by Algorithm 1 is compatible with the graph (V; E).
Finally, notice that the assumptions of Theorem 3 imply that, in all the isolated strongly connected subgraphs of , there is at least one observable node, and hence (33) holds. Therefore, by Theorem 2, Property 1 is verified. This concludes the proof.
