The number of small blocks in exchangeable random partitions by Schweinsberg, Jason
ar
X
iv
:0
91
1.
17
93
v2
  [
ma
th.
PR
]  
12
 Ju
l 2
01
0
The number of small blocks in exchangeable random partitions
by Jason Schweinsberg∗
University of California, San Diego
November 2, 2018
Abstract
Suppose Π is an exchangeable random partition of the positive integers and Πn is its re-
striction to {1, . . . , n}. Let Kn denote the number of blocks of Πn, and let Kn,r denote the
number of blocks of Πn containing r integers. We show that if 0 < α < 1 and Kn/(n
αℓ(n))
converges in probability to Γ(1−α), where ℓ is a slowly varying function, then Kn,r/(n
αℓ(n))
converges in probability to αΓ(r−α)/r!. This result was previously known when the conver-
gence of Kn/(n
αℓ(n)) holds almost surely, but the result under the hypothesis of convergence
in probability has significant implications for coalescent theory. We also show that a related
conjecture for the case when Kn grows only slightly slower than n fails to be true.
1 Introduction
We begin by recalling some basic facts about exchangeable random partitions. Suppose π is a
partition of the set N of positive integers. If σ is a permutation of N, then we can define a
partition σπ such that the integers σ(i) and σ(j) are in the same block of σπ if and only if i and
j are in the same block of π. A random partition Π if N is said to be exchangeable if σΠ and Π
have the same distribution for all permutations σ of N having the property that σ(j) = j for all
but finitely many j.
In 1978, Kingman [14] proved an analog of de Finetti’s Theorem that characterizes all possible
exchangeable random partitions. He showed that there is a one-to-one correspondence between
distributions of exchangeable random partitions and probability measures on the infinite simplex
∆ = {(xi)
∞
i=1 : x1 ≥ x2 ≥ · · · ≥ 0,
∑∞
i=1 xi ≤ 1}. Given a probability distribution µ on ∆,
the associated exchangeable random partition is constructed as follows. First, choose a random
sequence (Pj)
∞
j=1 with distribution µ. Then define random variables (ξk)
∞
k=1 that are conditionally
independent given (Pj)
∞
j=1 and satisfy P (ξk = i|(Pj)
∞
j=1) = Pi and P (ξk = −k|(Pj)
∞
j=1) = 1 −∑∞
j=1 Pj . Finally, define Π to be the random partition of N such that two integers i and j are in
the same block of Π if and only if ξi = ξj .
It follows from this construction and the Law of Large Numbers that if B is a block of an
exchangeable random partition Π, then the asymptotic frequency of the block, defined by
lim
n→∞
1
n
n∑
i=1
1{i∈B},
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exists almost surely. The nonzero asymptotic frequencies of the blocks of Π are the nonzero terms
of the sequence (Pj)
∞
j=1. Each integer is in a block having positive asymptotic frequency with
probability
∑∞
j=1 Pj and is in a singleton block with probability 1−
∑∞
j=1 Pj .
Given an exchangeable random partition Π of N, let Πn denote its restriction to {1, . . . , n}.
That is, Πn is the partition of {1, . . . , n} such that two integers i and j in {1, . . . , n} are in
the same block of Πn if and only if they are in the same block of Π. Let Kn be the number
of blocks of Πn, and let Kn,r be the number of blocks of Πn having size r. In this paper, we
show how asymptotic results for the random variables Kn,r as n →∞ can be deduced from the
asymptotic behavior of Kn. Such results have already been proved, and are summarized in [11],
for the case in which the asymptotic frequencies Pj are deterministic and sum to one. This is
the setting of the classical infinite occupancy problem, in which infinitely many balls are placed
independently into infinitely many boxes, with each ball going into the jth box with probability
Pj . Here we extend these results to the general case of random Pj and explore the applications
of this extension to coalescent theory and population genetics.
We note that in addition to the results below concerning the asymptotic behavior of Kn,r,
Central Limit Theorems have been established for the number of small blocks in exchangeable
random partitions under certain conditions. See [13] for some early work in this direction and [2]
for some recent extensions.
1.1 The power law case
We first consider the case in which the number of blocks Kn grows like n
α, where 0 < α < 1.
The proposition below is essentially due to Karlin [13]. More precisely, it follows from combining
Theorem 1 of [13] with a Tauberian theorem. The result also appears as Corollary 21 in the
recent survey [11]. Recall that a measurable function ℓ : (0,∞) → (0,∞) is said to be slowly
varying if for all c > 0, we have limy→∞ ℓ(cy)/ℓ(y) = 1.
Proposition 1. Let (pj)
∞
j=1 be a deterministic sequence such that p1 ≥ p2 ≥ · · · ≥ 0 and∑∞
j=1 pj = 1. For x > 0, let g(x) = max{j : pj ≥ x}. Let Π be an exchangeable random partition
of N whose asymptotic block frequencies are given by (pj)
∞
j=1 almost surely, and define Kn and
Kn,r as above. Suppose 0 < α < 1. Suppose ℓ : (0,∞) → (0,∞) is a slowly varying function. We
have
lim
x→0
xαg(x)
ℓ(1/x)
= 1 (1)
if and only if
lim
n→∞
Kn
nαℓ(n)
= Γ(1− α) a.s. (2)
These two statements imply that for all r ∈ N, we have
lim
n→∞
Kn,r
nαℓ(n)
=
αΓ(r − α)
r!
a.s. (3)
Our main theorem is an extension of Proposition 1 to general exchangeable random partitions.
It is an immediate consequence of Proposition 1 that even when the Pj may be random, the
condition (2) implies (3). The result below says that this implication remains valid even when
the convergence in (2) holds only in probability. As we will see shortly, this result has applications
in coalescent theory, where it can be much easier to establish convergence in probability for Kn
than almost sure convergence.
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Theorem 2. Suppose Π is an exchangeable random partition of N, and define Kn and Kn,r as
above. Suppose 0 < α < 1, and suppose ℓ : (0,∞) → (0,∞) is a slowly varying function. If
lim
n→∞
Kn
nαℓ(n)
= Γ(1− α) in probability (4)
then for all r ∈ N, we have
lim
n→∞
Kn,r
nαℓ(n)
=
αΓ(r − α)
r!
in probability.
We prove Theorem 2 in Section 2. It will follow from this proof (see Lemma 12 below) that
(4) implies that the limit (1) holds in probability. However, the converse implication is false.
Of course, it is clear that the converse can not hold for general exchangeable random partitions
because (1) can hold even when
∑∞
j=1 pj < 1, in which case Kn will be of order n rather than
of order nα. However, as the next example shows, even under the additional condition that∑∞
j=1 Pj = 1, it is possible for the limit (1) to hold in probability but for (4) to fail.
Example 3. There exists an exchangeable random partition Π of N whose asymptotic frequencies
satisfy
∑∞
j=1 Pj = 1 a.s. such that if G(x) = max{j : Pj ≥ x}, then
lim
x→0
xαG(x) = 1 in probability
but n−αKn does not converge in probability to Γ(1− α) as n→∞.
We describe the example in detail, and prove that it has the stated properties, in Section 3.
1.2 The case in which Kn is only slightly smaller than n
Proposition 1 and Theorem 2 give asymptotic results for Kn,r when Kn grows like n
α for 0 <
α < 1. The result below concerns the case when Kn grows just slightly slower than n. This
result can be obtained from results in [11] by combining Propositions 14 and 18 with Lemma 1,
Proposition 2, and the remarks before and after Proposition 2.
Proposition 4. Let (pj)
∞
j=1 be a deterministic sequence such that p1 ≥ p2 ≥ · · · ≥ 0 and∑∞
j=1 pj = 1. For x > 0, let g(x) = max{j : pj ≥ x}. Let Π be an exchangeable random partition
of N whose asymptotic block frequencies are given by (pj)
∞
j=1 almost surely, and define Kn and
Kn,r as above. Suppose ℓ : (0,∞) → (0,∞) is a slowly varying function, and for t > 0, let
ℓ1(t) =
∫∞
t ℓ(s)/s ds. Suppose that
lim
x→0
xg(x)
ℓ(1/x)
= 1. (5)
Then
lim
n→∞
Kn
nℓ1(n)
= lim
n→∞
Kn,1
nℓ1(n)
= 1 a.s. (6)
Also, for integers r ≥ 2,
lim
n→∞
Kn,r
nℓ(n)
=
1
r(r − 1)
a.s. (7)
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Our next result addresses a question that is left open by Proposition 4. Although (5) implies
(6) and (7), one can also ask whether there is a result parallel to Theorem 2 in which we obtain
asymptotic results for Kn,r just from the asymptotics of Kn. However, the example below, which
we describe in detail in Section 4, shows that the condition Kn/(nℓ1(n))→ 1 a.s. is not sufficient
to imply that the convergence in (7) holds, even in probability. Note that in the notation of
Proposition 4, if ℓ(t) = (log t)−2 for all t ≥ T > 1, then ℓ1(t) = (log t)
−1 for all t ≥ T .
Example 5. There exists an exchangeable random partition Π of N such that if Kn and Kn,r
are defined as above, then
lim
n→∞
(log n)Kn
n
= 1 a.s.,
but for all integers r ≥ 2, the quantity n−1(log n)2Kr,n does not converge to 1/[r(r − 1)] in
probability as n→∞.
1.3 Applications to coalescent theory and population genetics
At first glance, Theorem 2 may appear to be only a very minor technical improvement over
Proposition 1. However, Theorem 2 has significant implications for coalescent theory, where it
can be much easier to prove convergence in probability and establish (4) than to prove the almost
sure convergence needed to obtain (2).
Suppose we take a sample of size n from a population and follow the ancestral lines of the
sampled individuals backwards in time. The ancestral lines will coalesce until all of the sampled
individuals are traced back to a single common ancestor. This process can be modeled by a
stochastic process taking its values in the set of partitions of {1, . . . , n}. The standard coalescent
model is Kingman’s coalescent [15], in which it is assumed that only two lineages ever merge
at a time and each transition that involves the merging of two lineages happens at rate one.
This means that when there are b lineages, the amount of time before the next merger has an
exponential distribution with rate
(b
2
)
.
Within the last decade, there has been considerable interest in alternative models of coales-
cence, called coalescents with multiple mergers or Λ-coalescents, that allow many ancestral lines
to merge at once. Such processes were introduced by Pitman [17] and Sagitov [18]. If Λ is a
finite measure on [0, 1], then the Λ-coalescent is the coalescent process having the property that
whenever there are b lineages, each transition that involves k lineages merging into one happens
at rate
λb,k =
∫ 1
0
xk−2(1− x)b−k Λ(dx).
Multiple mergers of ancestral lines could arise in populations with large family sizes, as many
ancestral lines could be traced back to the individual that had a large number of offspring. They
could also arise as a result of natural selection because many ancestral lines could get traced back
to an individual that had a beneficial mutation which spread rapidly to a large fraction of the
population.
To model mutations, we put marks representing mutations at points of a rate θ Poisson process
along each branch of the coalescent tree. One can then define a random partition Πn of {1, . . . , n},
often called the allelic partition, by declaring i and j to be in the same block of Πn if and only
if the ith and jth sampled individuals inherit the same mutations. These partitions Πn can
be defined consistently as n increases simply by sampling more individuals, so by Kolmogorov’s
4
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Figure 1:
Figure 1: This figure shows the genealogy of five sampled individuals. The boxes represent muta-
tions. Individual 1 inherited no mutations, individual 2 inherited mutation C, individual 3 inherited
mutation A, and individuals 4 and 5 inherited mutations A and B. Therefore, the allelic partition is
Π5 = {{1}, {2}, {3}, {4, 5}}. We have K5 = 4. Also, K5,1 = 3, K5,2 = 1, and K5,3 = K5,4 = K5,5 = 0.
Extension Theorem, on some probability space there is an exchangeable random partition Π of
N such that Πn is the restriction to Π of {1, . . . , n}. When the underlying coalescent process is
Kingman’s coalescent, the distribution of Πn is given by the Ewens Sampling Formula [10]. The
probability that Πn has aj blocks of size j for j = 1, . . . , n is given by
n!
2θ(2θ + 1) . . . (2θ + n− 1)
n∏
j=1
(
2θ
j
)aj 1
aj!
.
When the underlying coalescent process is some other Λ-coalescent, there is no simple expression
for the distribution of Π. However, defining Kn and Kn,r from Πn as above, it was shown in [5, 6]
that if Λ is the Beta(α, 2 − α) distribution with 0 < α < 1, then
lim
n→∞
Kn
nα
=
θ(2− α)(1 − α)Γ(2 − α)
α
in probability. (8)
It was then shown in [6] that
lim
n→∞
Kn,r
nα
=
θ(2− α)(1 − α)2Γ(r − α)
r!
in probability. (9)
Note that α here corresponds to 2 − α in [5] and [6]. The proof of (9) in [6] is rather technical,
exploiting a connection between beta coalescents and the genealogy of continuous-state branching
processes. However, Theorem 2 makes it possible to deduce (9) immediately from (8). We also
note that the convergence in (8) was later shown in [4] to hold almost surely, allowing (9) to
be established via Proposition 1. On the other hand, if Λ is the uniform distribution on [0, 1],
corresponding to α = 1 above, it was shown in [3], building on work of [9], that
lim
n→∞
(log n)Kn
n
= θ in probability. (10)
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It was also shown in [3] that
lim
n→∞
(log n)2Kn,r
n
=
θ
k(k − 1)
in probability. (11)
However, Example 5 establishes that (10) does not imply (11). Indeed, the proof of (11) in [3]
involves a detailed analysis of a Markov chain on different time scales.
1.4 A model of a growing population
To illustrate another application of Theorem 2, we consider the following model of a population
that grows in size over time. Fix γ > 0 and a positive integer N . Assume that for each positive
integer k, there are ⌈Nk−γ⌉ individuals in generation −k. For simplicity, assume that the number
of individuals in generation zero is the same as the number of individuals in generation -1, so
there are N individuals in generations 0 and 1 but fewer in earlier generations. To give the model
a genealogical structure, we assume, as in the standard Wright-Fisher model, that each individual
chooses its parent uniformly at random from the individuals in the previous generation.
Now sample n individuals from the population at time zero, and follow their ancestral lines
backwards in time. We can represent the genealogy of these sampled individuals by a coalescent
process (ΨN,n(t), t ≥ 0) taking its values in the set of partitions of {1, . . . , n}, where two integers
i and j are in the same block of the partition ΨN,n(t) if and only if the ith and jth individuals
in the sample have the same ancestor at time −⌊N1/(1+γ)t⌋. It is easy to check that as N →∞,
these processes converge to a coalescent process (Ψn(t), t ≥ 0) having the property that at time
t, two lineages (that is, two blocks of the partition) are merging at rate tγ . To see this, note that
in generation N1/(1+γ)t, two individuals have the same ancestor with probability approximately
N−1(N1/(1+γ)t)γ , and multiplying this expression by the time-scaling factor N1/(1+γ) gives the
coalescence rate of tγ . Note that (Ψn(t), t ≥ 0) is a time-inhomogeneous Markov chain.
The process (Ψn(t), t ≥ 0) can be obtained as a time-change of Kingman’s coalescent. Indeed,
let (Θn(t), t ≥ 0) be Kingman’s coalescent started with n lineages. That is (Θn(t), t ≥ 0) is
a continuous-time, time-homogeneous Markov chain taking values in the set of partitions of
{1, . . . , n} such that Θn(0) = {{1}, {2}, . . . , {n}}, each transition that involves merging two
blocks of the partition happens at rate one, and no other transitions are possible. Then we can
define
Ψn(t) = Θn
(
tγ+1
γ + 1
)
. (12)
The time change makes Ψn a time-inhomogeneous Markov chain in which at time t, each pair of
blocks is merging at rate tγ .
We will now work with the coalescent process (Ψn(t), t ≥ 0) and, as before, put mutations
along each lineage at times of a rate θ Poisson process. Then define the partition Πn such that
i and j are in the same block of Πn if and only if the ith and jth sampled individuals inherit
the same mutations. The partitions Πn can be defined consistently as n varies, so there is an
exchangeable random partition Π of N such that Πn is the restriction of Π to {1, . . . , n}. Define
Kn and Kn,r as before. We obtain the following result.
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Theorem 6. Consider the time-inhomogeneous coalescent process with mutations described above.
Let α = γ/(1 + γ) ∈ (0, 1). We have
lim
n→∞
Kn
nα
=
θ21−α(1− α)απ
sin(πα)
in probability (13)
and for all r ∈ N,
lim
n→∞
Kn,r
nα
=
θ21−α(1− α)απ
sin(πα)
·
αΓ(r − α)
r!Γ(1− α)
in probability. (14)
Of course, in view of Theorem 2, equation (14) follows immediately from (13), so we need
only prove (13), which we do in Section 5.
Note that for both the beta coalescent and for the time-inhomogeneous coalescent described
above, we have
lim
n→∞
Kn,r
Kn
=
αΓ(r − α)
r!Γ(1− α)
in probability. (15)
The left-hand side of (15) is the fraction of blocks of the allelic partition having size r, and the
sequence of numbers Kn,r for 1 ≤ r ≤ n is often called the allele frequency spectrum. Thus, (15)
says that we get the same allele frequency spectrum for these two models, as we would with any
coalescent model having the property that Kn grows like n
α.
One of the central goals of population genetics is to use information about a sample from
a current population to obtain information about the history of the population. Distinguishing
among various factors that could cause the genealogy of the population to differ from Kingman’s
coalescent can be challenging. See, for example, [12] and [16] for a discussion of the issue of dis-
tinguishing the effects of natural selection from demographic factors such as changing population
size. Therefore, from the perspective of population genetics, Theorem 6 is perhaps disappointing.
Theorem 6 shows that the allele frequency spectrum that arises when the genealogy is given by
a beta coalescent, as could be the case for populations with large family sizes, could also arise
in a population whose size is increasing over time. Thus, one can not necessarily use the allele
frequency spectrum to distinguish populations with large family sizes from populations that are
increasing in size. In general, Proposition 1 and Theorem 2 suggest that the same allele frequency
spectrum may arise in a wide variety of models, and thus may explain part of the difficulty in
distinguishing among various factors that could cause the genealogy of a population to differ from
Kingman’s coalescent.
2 Proof of Theorem 2
Throughout this section, we assume that 0 < α < 1 and that Π is an exchangeable random
partition. We defineKn andKn,r as in Theorem 2. We assume that ℓ : (0,∞) → (0,∞) is a slowly
varying function and that (4) holds. We denote by P1 ≥ P2 ≥ . . . the asymptotic frequencies
of the blocks of Π. Note that (4) implies that
∑∞
j=1 Pj = 1 a.s. because lim infn→∞ n
−1Kn > 0
almost surely on the event that
∑∞
j=1 Pj < 1. For x > 0, define G(x) = max{j : Pj ≥ x}, which
is a random variable because the Pj are random.
At times in the proof of Theorem 2, it will be useful to use a technique called Poissonization.
Let (N(t), t ≥ 0) be a rate one Poisson process, so that N(t) has the Poisson distribution with
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mean t for all t. Define the random variable
Φ(t) = E[KN(t)|(Pj)
∞
j=1].
Likewise, for positive integers r, define
Φr(t) = E[KN(t),r |(Pj)
∞
j=1].
We have (see the proof of Proposition 17 in [11]),
Φ(t) = t
∫ ∞
0
e−txG(x) dx a.s. (16)
Also,
Φr(t) =
tr
r!
∞∑
j=1
P rj e
−tPj a.s. (17)
By conditioning on (Pj)
∞
j=1 and applying Lemma 1 and Proposition 2 of [11], we get
lim
n→∞
Kn
Φ(n)
= 1 a.s. (18)
Using the remarks following Proposition 2 of [11], we have for all positive integers r,
lim
n→∞
∑∞
s=rKn,s∑∞
s=r Φs(n)
= 1 a.s. (19)
Lemma 7 below, known as Potter’s Theorem, is Theorem 1.5.6(i) of [7] and gives some bounds
on slowly varying functions. Note that since Theorem 2 only concerns the values of ℓ(n) for n ∈ N,
we may and will assume, here and throughout this section, that ℓ is bounded away from zero and
infinity on (0, x] for any x > 0.
Lemma 7. Suppose ℓ : (0,∞) → (0,∞) is a slowly varying function. Let δ > 0. There exists a
positive number x0(δ) such that if x ≥ x0(δ) and λ ≥ 1, then
1
(1 + δ)λδ
≤
ℓ(λx)
ℓ(x)
≤ (1 + δ)λδ . (20)
Also, there exists a constant C > 0 such that ℓ(x) ≥ Cx−δ for all x ≥ x0(δ).
Lemma 8. We have
lim
t→∞
t1−α
ℓ(t)
∫ ∞
0
e−txG(x) dx = Γ(1− α) in probability.
Proof. We use Poissonization. Combining (4) and (18), we get
lim
n→∞
Φ(n)
nαℓ(n)
= Γ(1− α) in probability.
Since t 7→ Φ(t) is nondecreasing and ℓ is slowly varying, it follows from Lemma 7 that
lim
t→∞
Φ(t)
tαℓ(t)
= Γ(1− α) in probability.
The result now follows from (16).
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Lemma 9. We have
lim
t→∞
t1−α
ℓ(t)
∫ ∞
0
e−tx(G(x)− x−αℓ(1/x)) dx = 0 in probability.
Proof. In view of Lemma 8, it suffices to show that
lim
t→∞
t1−α
ℓ(t)
∫ ∞
0
e−txx−αℓ(1/x) dx = Γ(1− α). (21)
Choose δ such that δ+α < 1, and choose x0 so that (20) holds for x ≥ x0 and λ ≥ 1. Substituting
y = tx, we get
t1−α
ℓ(t)
∫ ∞
0
e−txx−αℓ(1/x) dx =
1
ℓ(t)
∫ ∞
0
e−yy−αℓ(t/y) dy
=
∫ ∞
0
e−yy−α
(
ℓ(t/y)
ℓ(t)
)
1{y≤t/x0} dy +
1
ℓ(t)
∫ ∞
t/x0
e−yy−αℓ(t/y) dy. (22)
By (20), we have ℓ(t/y)/ℓ(t) ≤ max{2y−δ , 2yδ} whenever t ≥ x0 and 0 < y ≤ t/x0. Also, since ℓ
is a slowly varying function, limt→∞ ℓ(t/y)/ℓ(t) = 1 for all y > 0. Therefore, by the Dominated
Convergence Theorem,
lim
t→∞
∫ ∞
0
e−yy−α
(
ℓ(t/y)
ℓ(t)
)
1{y≤t/x0} dy =
∫ ∞
0
e−yy−α dy = Γ(1− α). (23)
Recall from Lemma 7 that there is a constant C such that ℓ(t) ≥ Ct−δ for all t ≥ x0. By
assumption, there is a constant B such that ℓ(x) ≤ B for 0 < x ≤ x0. Therefore,
lim sup
t→∞
1
ℓ(t)
∫ ∞
t/x0
e−yy−αℓ(t/y) dy ≤ lim sup
t→∞
Btδ
C
(
t
x0
)−α
e−t/x0 = 0. (24)
Equation (21) follows from (22), (23), and (24).
Lemma 10. There exists a positive number C0 such that if C > C0, then
lim
x→0
P (G(x) > Cℓ(1/x)x−α) = 0.
Proof. Suppose G(x) ≥ Cℓ(1/x)x−α. Since x 7→ G(x) is nonincreasing,
t1−α
∫ ∞
0
e−tyG(y) dy ≥ t1−α
∫ x
0
e−tyCℓ(1/x)x−α dy = C(tx)−αℓ(1/x)(1 − e−tx).
Therefore, if t = 1/x, then
t1−α
ℓ(t)
∫ ∞
0
e−tyG(y) dy ≥ C(1− e−1).
By Lemma 8, the result follows with C0 = Γ(1− α)/(1 − e
−1).
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Lemma 11. There exists a positive number C such that if G¯(x) = G(x)1{G(x)>Cℓ(1/x)x−α}, then
lim
t→∞
t1−α
ℓ(t)
∫ ∞
0
e−txG¯(x) dx = 0 in probability.
Proof. Let ǫ > 0. Choose C1 > C0, where C0 is the constant from Lemma 10, and let C = 2
1+αC1.
Choose an integer M large enough that C12
−Mαe−2
M
< ǫ/2 and 2−M(1−α)Γ(1 − α)e < ǫ/4. For
t > 0, define the event
At = {G(2
kt−1) ≤ C1ℓ(2
−kt)(2kt−1)−α for k = −M,−M + 1, . . . ,M − 1,M}.
By Lemma 10, there exists T1 < ∞ such that if t > T1, then P (At) > 1 − ǫ/2. Because
G¯(x) ≤ G(x) ≤ G(2M t−1) for all x ≥ 2M t−1, on the event At we have
t1−α
ℓ(t)
∫ ∞
2M t−1
e−txG¯(x) dx ≤
t1−α
ℓ(t)
· C1ℓ(2
−M t)(2M t−1)−α
∫ ∞
2M t−1
e−tx dx
= C12
−Mαe−2
M
·
ℓ(2−M t)
ℓ(t)
<
ℓ(2−M t)
ℓ(t)
·
ǫ
2
. (25)
Because ℓ is slowly varying, ℓ(2−M t)/ℓ(t) → 1 as t →∞. Therefore, there exists a T2 such that
for t > T2, on At we have
t1−α
ℓ(t)
∫ ∞
2M t−1
e−txG¯(x) dx <
ǫ
2
. (26)
Also, on At, if 2
kt−1 ≤ x ≤ 2k+1t−1 for some integer k satisfying −M ≤ k ≤M − 1, then
G(x) ≤ G(2kt−1) ≤ C1ℓ(2
−kt)(2kt−1)−α ≤ C1ℓ(2
−kt)(x/2)−α = 2αC1ℓ(2
−kt)x−α.
By Lemma 7, there exists T3 <∞ such that if t > T3 and 2
kt−1 ≤ x ≤ 2k+1t−1 for some integer
k satisfying −M ≤ k ≤M − 1, then ℓ(2−kt)/ℓ(1/x) ≤ 2. Therefore, if At occurs and t > T3 then
G(x) ≤ 21+αC1ℓ(1/x)x
−α = Cℓ(1/x)x−α.
In this case, G¯(x) = 0 for 2−M t−1 ≤ x ≤ 2M t−1 and thus
t1−α
ℓ(t)
∫ 2M t−1
2−M t−1
e−txG¯(x) dx = 0. (27)
If 0 ≤ x ≤ 2−M t−1, then e−tx ≤ 1 ≤ e · e−2
M tx. Therefore,
t1−α
ℓ(t)
∫ 2−M t−1
0
e−txG¯(x) dx ≤
et1−α
ℓ(t)
∫ 2−M t−1
0
e−2
M txG¯(x) dx
≤
(
e2−M(1−α) ·
ℓ(2M t)
ℓ(t)
)
(2M t)1−α
ℓ(2M t)
∫ ∞
0
e−2
M txG(x) dx
≤
(
ǫ
4Γ(1− α)
·
ℓ(2M t)
ℓ(t)
)
(2M t)1−α
ℓ(2M t)
∫ ∞
0
e−2
M txG(x) dx. (28)
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By Lemma 8 with 2M t in place of t, the portion of the right-hand side of (28) after the parentheses
converges in probability to Γ(1 − α) as t → ∞. Also, because ℓ is slowly varying, we have
ℓ(2M t)/ℓ(t)→ 1 as t→∞. Therefore, there exists T4 such that if t > T4, then
P
(
t1−α
ℓ(t)
∫ 2−M t−1
0
e−txG¯(x) dx >
ǫ
2
)
<
ǫ
2
. (29)
It follows from (26), (27), and (29) that if t > max{T1, T2, T3, T4}, then
P
(
t1−α
ℓ(t)
∫ ∞
0
e−txG¯(x) dx > ǫ
)
< ǫ,
which implies the lemma.
Lemma 12. We have
lim
x→0
xαG(x)
ℓ(1/x)
= 1 in probability.
Proof. Choose C0 as in Lemma 10, and choose C > max{C0, 1} large enough that the conclusion
of Lemma 11 holds. For x ≥ 0, let
Y (x) = min{G(x), Cℓ(1/x)x−α} − x−αℓ(1/x).
In view of Lemma 10, it suffices to show that
lim
x→0
xαY (x)
ℓ(1/x)
= 0 in probability. (30)
Note that |Y (x)| ≤ Cx−αℓ(1/x) for all x ≥ 0. By Lemmas 9 and 11,
lim
t→∞
t1−α
ℓ(t)
∫ ∞
0
e−txY (x) dx = 0 in probability. (31)
We proceed by contradiction. Suppose (30) fails to hold. Then there exists 0 < ǫ < 1/2 and
a sequence of positive numbers (sn)
∞
n=1 converging to zero such that one of the following holds:
1. We have P (Y (sn) > ǫs
−α
n ℓ(1/sn)) > ǫ for all n.
2. We have P (Y (sn) < −ǫs
−α
n ℓ(1/sn)) > ǫ for all n.
Assume for now that we are in the first case, so P (Y (sn) > ǫs
−α
n ℓ(1/sn)) > ǫ for all n. If
Y (sn) > ǫs
−α
n ℓ(1/sn), then G(sn) > (1 + ǫ)s
−α
n ℓ(1/sn). In this case, if x < sn, we have
G(x) ≥ G(sn) > (1 + ǫ)s
−α
n ℓ(1/sn) = (1 + ǫ)
(
x
sn
)α ℓ(1/sn)
ℓ(1/x)
· x−αℓ(1/x).
Choose δ > 0 small enough that (1 + δ)−1(1 + ǫ)1−α−δ > 1. If sn/(1 + ǫ) < x < sn and if n is
large enough that 1/sn > x0(δ), then by Lemma 7,
1
(1 + δ)(1 + ǫ)δ
≤
ℓ(1/sn)
ℓ(1/x)
≤ (1 + δ)(1 + ǫ)δ.
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Therefore,
G(x) >
(1 + ǫ)1−α−δ
(1 + δ)
x−αℓ(1/x).
It follows that for sn/(1 + ǫ) < x < sn, we have
Y (x) >
(
(1 + ǫ)1−α−δ
(1 + δ)
− 1
)
x−αℓ(1/x)
≥
(
(1 + ǫ)1−α−δ
(1 + δ)
− 1
)
1
(1 + δ)(1 + ǫ)δ
s−αn ℓ(1/sn)
= ηs−αn ℓ(1/sn), (32)
where η > 0.
Let f : [0,∞) → R be the function such that f(x) = 0 if either x ≤ 1/(1 + ǫ) or x ≥ 1,
f((2 + ǫ)/(2 + 2ǫ)) = 1, and f is linear on the two intervals [1/(1 + ǫ), (2 + ǫ)/(2 + 2ǫ)] and
[(2 + ǫ)/(2 + 2ǫ), 1]. Note that
∫ 1
1/(1+ǫ)
f(x) dx =
1
2
(
1−
1
1 + ǫ
)
=
ǫ
2(1 + ǫ)
. (33)
Let A be the algebra of functions of the form ϕ(x) = a1e
−t1x+ · · ·+ame
−tmx for x ≥ 0, where m
is a nonnegative integer, a1, . . . , am ∈ R, and t1, . . . , tm ≥ 1. By the Stone-Weierstrass Theorem
(see, for example, Theorem D.23 on p. 346 of [8]), the set A is uniformly dense in the set
C0([0,∞)) of continuous functions from [0,∞) to R that vanish at infinity. Therefore, if we
choose ζ = ǫη/(16Γ(1 − α)C), then there is a function g ∈ A such that |g(x) − exf(x)| ≤ ζ for
all x ≥ 0. Letting h(x) = e−xg(x) for x ≥ 0, we have |h(x) − f(x)| ≤ ζe−x for all x ≥ 0. Write
g(x) = a1e
−t1x + · · · + ame
−tmx.
Choose θ = min{ǫ/2m, 21−αǫη/8(|a1|+· · ·+|am|)} > 0. By (31) we can choose n large enough
that 2/sn ≥ T , where for t ≥ T we have
P
(∣∣∣∣t
1−α
ℓ(t)
∫ ∞
0
e−txY (x) dx
∣∣∣∣ > θ
)
< θ.
It follows that with probability at least 1−mθ,
∣∣∣∣
∫ ∞
0
h(x/sn)Y (x) dx
∣∣∣∣ =
∣∣∣∣
m∑
i=1
ai
∫ ∞
0
e−(ti+1)x/snY (x) dx
∣∣∣∣
≤
m∑
i=1
|ai|
(
ti + 1
sn
)α−1
ℓ
(
ti + 1
sn
)
θ
≤
θ
21−α
s1−αn ℓ(1/sn)
m∑
i=1
|ai|
ℓ((ti + 1)/sn)
ℓ(1/sn)
. (34)
Also, using (21) with 1/sn in place of t, we have that for sufficiently large n,∣∣∣∣
∫ ∞
0
(
f(x/sn)− h(x/sn)
)
Y (x) dx
∣∣∣∣ ≤
∫ ∞
0
ζe−x/snCx−αℓ(1/x) dx
≤ 2CΓ(1− α)ζs1−αn ℓ(1/sn). (35)
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Since ℓ is slowly varying, it follows from (34) and (35) that with probability at least 1−mθ,
lim sup
n→∞
1
s1−αn ℓ(1/sn)
∣∣∣∣
∫ ∞
0
f(x/sn)Y (x) dx
∣∣∣∣ ≤ 2Γ(1− α)Cζ + θ(|a1|+ · · · + |am|)21−α ≤
ǫη
4
. (36)
However, (32) and (33) imply that for sufficiently large n, with probability at least ǫ,∫ ∞
0
f(x/sn)Y (x) dx =
∫ sn
sn/(1+ǫ)
f(x/sn)Y (x) dx
> ηs−αn ℓ(1/sn)
∫ sn
sn/(1+ǫ)
f(x/sn) dx
=
ǫη
2(1 + ǫ)
s1−αn ℓ(1/sn),
which contradicts (36) because mθ < ǫ.
It remains now to consider the second case. Assume that P (Y (sn) < −ǫs
−α
n ℓ(1/sn)) > ǫ for
all n. If Y (sn) < −ǫs
−α
n ℓ(1/sn), then G(sn) < (1− ǫ)s
−α
n ℓ(1/sn). In this case, if x > sn, then
G(x) ≤ G(sn) < (1− ǫ)s
−α
n ℓ(1/sn) = (1− ǫ)
(
x
sn
)α ℓ(1/sn)
ℓ(1/x)
· x−αℓ(1/x).
Choose δ > 0 small enough that (1 + δ)(1− ǫ)1−α−δ < 1. If sn < x < sn/(1− ǫ) and if n is large
enough that (1− ǫ)/sn > x0(δ), then by Lemma 7,
(1− ǫ)δ
1 + δ
≤
ℓ(1/sn)
ℓ(1/x)
≤
1 + δ
(1− ǫ)δ
.
Therefore,
G(x) < (1 + δ)(1 − ǫ)1−α−δx−αℓ(1/x).
It follows that for sn < x < sn/(1− ǫ), we have
Y (x) <
(
(1 + δ)(1 − ǫ)1−α−δ − 1
)
x−αℓ(1/x)
≤
(
(1 + δ)(1 − ǫ)1−α−δ − 1
)
(1 + δ)−1(1− ǫ)α+δs−αn ℓ(1/sn)
= −ηs−αn ℓ(1/sn), (37)
where η > 0.
This time, let f : [0,∞) → R be the function such that f(x) = 0 if x ≤ 1 or x ≥ 1/(1 − ǫ),
f((2 − ǫ)/(2 − 2ǫ)) = 1, and f is linear on [1, (2 − ǫ)/(2 − 2ǫ)] and [(2 − ǫ)/(2 − 2ǫ), 1/(1 − ǫ)].
We have ∫ 1/(1−ǫ)
1
f(x) dx =
1
2
(
1
1− ǫ
− 1
)
=
ǫ
2(1 − ǫ)
. (38)
Define g and θ as in the previous case. Then (34), (35), and (36) hold as before. However, (37)
and (38) imply that for sufficiently large n, with probability at least ǫ,∫ ∞
0
f(x/sn)Y (x) dx =
∫ sn/(1−ǫ)
sn
f(x/sn)Y (x) dx
< −ηs−αn ℓ(1/sn)
∫ sn/(1−ǫ)
sn
f(x/sn) dx
= −
ǫη
2(1− ǫ)
s1−αn ℓ(sn) (39)
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which again contradicts (36) because mθ < ǫ.
Proof of Theorem 2. Fix r ∈ N. It follows from (4) and (19) that given ǫ > 0, for sufficiently
large n we have
P
(∣∣∣∣
∞∑
s=r
Kn,s −
∞∑
s=r
Ψs(n)
∣∣∣∣ < ǫ2nαℓ(n)
)
> 1−
ǫ
2
(40)
and
P
(∣∣∣∣
∞∑
s=r+1
Kn,s −
∞∑
s=r+1
Ψs(n)
∣∣∣∣ < ǫ2nαℓ(n)
)
> 1−
ǫ
2
(41)
Subtracting (41) from (40) gives that
P
(∣∣∣∣ Kn,rnαℓ(n) −
Φr(n)
nαℓ(n)
∣∣∣∣ < ǫ
)
> 1− ǫ
for sufficiently large n, Therefore, it suffices to show that
lim
t→∞
Φr(t)
tαℓ(t)
=
αΓ(r − α)
r!
in probability. (42)
Let θ > 0 be arbitrary. Because
∑∞
r=1 αΓ(r−α)/r! = Γ(1−α), we can choose N large enough
that
N∑
r=1
αΓ(r − α)
r!
> Γ(1− α)−
θ
2
. (43)
Let η = min{θ/(N + 1), θ/(4Γ(1 − α))}. Note that we can choose a sufficiently large integer L,
then a sufficiently small positive number δ (much smaller than 1/L), then a sufficiently large
integer M (much larger than 1/δ), then a sufficiently small positive number ǫ (much smaller than
1/M) such that
(
L
L+ 2
)r(
(1− ǫ)2 −
4ǫM
α
)∫ δ(M+1)
δ(L+1)
e−yyr−α−1 dy > (1− η)Γ(r − α) (44)
for 1 ≤ r ≤ N . By Lemma 12, we can choose T1 > 0 sufficiently large that if t ≥ T1, then
P
(
(1− ǫ)x−αℓ(1/x) ≤ G(x) ≤ (1 + ǫ)x−αℓ(1/x) for x = Lδ/t, (L + 1)δ/t, . . . ,Mδ/t
)
> 1− η.
By Lemma 7, we can choose T2 > 0 sufficiently large that if t ≥ T2 and Lδ/t ≤ x ≤Mδ/t, then
1− ǫ ≤
ℓ(1/x)
ℓ(t)
≤ 1 + ǫ.
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If t ≥ max{T1, T2}, then with probability at least 1− η, we have, using (17),
Φr(t)
tαℓ(t)
=
tr−α
r!ℓ(t)
∞∑
j=1
P rj e
−tPj
≥
tr−α
r!ℓ(t)
M−1∑
k=L
(
kδ
t
)r
e−(k+1)δ
(
G(kδ/t) −G((k + 1)δ/t)
)
≥
t−αδr
r!ℓ(t)
M−1∑
k=L
kre−(k+1)δ
(
(1− ǫ)
(
kδ
t
)−α
ℓ
(
t
kδ
)
− (1 + ǫ)
(
(k + 1)δ
t
)−α
ℓ
(
t
(k + 1)δ
))
≥
δr−α
r!
M−1∑
k=L
kre−(k+1)δ
(
(1− ǫ)2
kα
−
(1 + ǫ)2
(k + 1)α
)
. (45)
For k ≤M − 1,
(1− ǫ)2
kα
−
(1 + ǫ)2
(k + 1)α
= (1− ǫ)2
(
1
kα
−
1
(k + 1)α
)
+
1
(k + 1)α
(
(1− ǫ)2 − (1 + ǫ)2
)
≥
α(1− ǫ)2
(k + 1)α+1
−
4ǫ
(k + 1)α
≥
α
(k + 1)α+1
(
(1− ǫ)2 −
4ǫM
α
)
.
Therefore, if 1 ≤ r ≤ N and t ≥ max{T1, T2}, then with probability at least 1− η,
Φr(t)
tαℓ(t)
≥
(
(1− ǫ)2 −
4ǫM
α
)
αδr−α
r!
M−1∑
k=L
kr
(k + 1)α+1
e−(k+1)δ .
If r ≥ 2 and k ≥ L then
kr
(k + 1)α+1
e−(k+1)δ ≥
(
L
L+ 2
)r
(k + 2)r−α−1e−(k+1)δ ≥
(
L
L+ 2
)r ∫ k+2
k+1
xr−α−1e−δx dx,
and if r = 1 and k ≥ L then
kr
(k + 1)α+1
e−(k+1)δ ≥
(
L
L+ 1
)r
(k + 1)r−α−1e−(k+1)δ ≥
(
L
L+ 2
)r ∫ k+2
k+1
xr−α−1e−δx dx.
Thus, if 1 ≤ r ≤ N and t ≥ max{T1, T2}, then with probability at least 1− η, we have
Φr(t)
tαℓ(t)
≥
(
L
L+ 2
)r(
(1− ǫ)2 −
4ǫM
α
)
αδr−α
r!
∫ M+1
L+1
xr−α−1e−δx dx
=
(
L
L+ 2
)r(
(1− ǫ)2 −
4ǫM
α
)
α
r!
∫ δ(M+1)
δ(L+1)
e−yyr−α−1 dy.
>
(1− η)αΓ(r − α)
r!
, (46)
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where the last inequality uses (44).
Since t 7→ Φ(t) is nondecreasing and ℓ is slowly varying, (4) and (18) imply that Φ(t)/(tαℓ(t))
converges in probability to Γ(1 − α) as t → ∞. Therefore, there exists T3 such that if t ≥ T3,
then
P
(
Φ(t)
tαℓ(t)
≤ (1 + η)Γ(1 − α)
)
> 1− η. (47)
Therefore, combining (46) and (47), if 1 ≤ r ≤ N and t ≥ max{T1, T2, T3}, then with probability
at least 1− (N + 1)η ≥ 1− θ,
Φr(t)
tαℓ(t)
≤
1
tαℓ(t)
(
Φ(t)−
N∑
s=1
s 6=r
Φs(t)
)
≤ (1 + η)Γ(1 − α)− (1− η)
N∑
s=1
s 6=r
αΓ(s − α)
s!
= Γ(1− α)−
N∑
s=1
s 6=r
αΓ(s− α)
s!
+ η
(
Γ(1− α) +
N∑
s=1
s 6=r
αΓ(s − α)
s!
)
≤
αΓ(r − α)
r!
+
θ
2
+ 2ηΓ(1 − α)
≤
αΓ(r − α)
r!
+ θ. (48)
using (43). The result (42) for r = 1, . . . , N now follows from (46) and (48). Since N can be
taken to be arbitrarily large, the result holds for all positive integers r.
3 Description of Example 3
We specify a random sequence P1 ≥ P2 ≥ . . . such that
∑∞
j=1 Pj = 1 a.s. in the following way:
1. Begin with any deterministic sequence q1 ≥ q2 ≥ . . . such that
∑∞
j=1 qj < 1/2 and such
that if g(x) = max{j : qj ≥ x}, then limx→0 x
αg(x) = 1.
2. Given a positive integer n1, we can define, for k ≥ 2, the integer nk = 2
22
nk−1
. Choose n1
large enough that
∑∞
k=1 n
α−1
k < 1/2.
3. Define a sequence of independent random variables (Rk)
∞
k=1 such that Rk has the uniform
distribution on {1, 2, . . . , nk} for all k. Then for all k ∈ N, add the number 1/(nk2
2Rk ) to
the sequence ⌊22
Rknαk ⌋ times.
4. Add the number
1−
∞∑
j=1
qj −
∞∑
k=1
1
nk22
Rk
⌊22
Rknαk ⌋
to the sequence to make the numbers sum to one.
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5. Order the numbers and relabel them P1 ≥ P2 ≥ . . . .
Using the method described in the introduction, define an exchangeable random partition Π
whose asymptotic block frequencies are almost surely given by this sequence (Pj)
∞
j=1. The next
two lemmas show that Π satisfies the conditions of Example 3.
Lemma 13. For the sequence (Pj)
∞
j=1 defined above, if we define G(x) = max{j : Pj ≥ x}, then
lim
x→0
xαG(x) = 1 in probability.
Proof. Let G′(x) denote the number of terms that were added to the sequence in step 3 of the
above construction that are greater than or equal to x. Because limx→0 x
αg(x) = 1 by step 1 of
the construction, it suffices to show that
lim
x→0
xαG′(x) = 0 in probability. (49)
Let ǫ > 0. Suppose 1/nk+1 ≤ x ≤ 1/nk. Because Rj ≤ nj, there can be at most 2
2nj nαj terms in
the sequence that equal 1/(nj2
2Rj ) for j = 1, . . . , k − 1. Therefore,
G′(x) ≤
k−1∑
j=1
22
nj
nαj + 2
2Rknαk1{1/(nk22
Rk )≥x}
. (50)
By the choice of nk, we have
k−1∑
j=1
22
nj
nαj ≤
ǫ
2
nαk ≤
ǫ
2
x−α
for sufficiently large k. The second term on the right-hand side of (50) will be at most (ǫ/2)x−α
unless we have both 1/(nk2
2Rk ) ≥ x and 22
Rknαk ≥ (ǫ/2)x
−α or, equivalently, unless
log2 log2
(
ǫ
2xαnαk
)
≤ Rk ≤ log2 log2
(
1
xnk
)
.
Because Rk has a uniform distribution on {1, . . . , nk}, the probability that Rk falls in this interval
is at most
1
nk
(
1 + log2 log2
(
1
xnk
)
− log2 log2
(
ǫ
2xαnαk
))
. (51)
Note that for all real numbers z > 1, we have
log2 log2 z − log2 log2 z
α = log2
(
log2 z
log2 z
α
)
= log2
(
1
α
)
.
By applying this result when z = 1/(xnk), we see that the probability in (51) tends to zero as
k →∞. It follows that limx→∞ P (G
′(x) > ǫx−α) = 0 for all ǫ > 0, and (49) follows.
Lemma 14. For the random partition Π defined above, if Πn denotes the restriction of Π to
{1, . . . , n} and Kn denotes the number of blocks of Πn, then there exists a constant C > 0 such
that
lim
k→∞
P
(
n−αk Knk ≥ Γ(1− α) + C
)
= 1.
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Proof. We use Poissonization. Let (N(t), t ≥ 0) be a rate one Poisson process, and let Φ(t) =
E[KN(t)|(Pj)
∞
j=1]. By (18), it suffices to show that there is a C > 0 such that
lim inf
k→∞
n−αk Φ(nk) ≥ Γ(1− α) + C a.s. (52)
For all k ∈ N, designate ⌊22
Rknαk ⌋ blocks of Π with asymptotic frequency 1/(nk2
2Rk ) as marked
blocks, while the other blocks of Π will be unmarked. If there are more than ⌊22
Rknαk ⌋ blocks with
asymptotic frequency 1/(nk2
2Rk ) because qj = 1/(nk2
2Rk ) for some j, then choose at random the
blocks to mark. Note that the marked blocks correspond to the terms Pk that were added in step
3 of the above construction. The unmarked blocks all have asymptotic frequency qj for some j,
except for the block added in step 4 of the construction. Let Φ′(t) be the expected number of
marked blocks of ΠN(t) conditional on (Pj)
∞
j=1, and let Φ
′′(t) be the expected number of unmarked
blocks of ΠN(t) conditional on (Pj)
∞
j=1. Note that Φ(t) = Φ
′(t) + Φ′′(t). By Proposition 1 and
(18), we have
lim
k→∞
n−αk Φ
′′(nk) = Γ(1− α) a.s. (53)
The number of integers in the set {1, . . . , N(nk)} that are in a block of Π with asymptotic
frequency 1/(nk2
2r) has a Poisson distribution with mean 2−2
r
. Therefore, on the event {Rk = r},
we have
Φ′(nk) ≥ ⌊2
2rnαk ⌋(1− e
−2−2
r
).
Since x−1(1− e−x) is bounded away from zero for all x ≤ 1/4, it follows that there is a constant
C > 0 such that n−αk Φ
′(nk) ≥ C a.s. for all k. This fact, combined with (53), implies (52).
4 Description of Example 5
We begin by specifying a deterministic sequence of numbers p1 ≥ p2 ≥ . . . such that
∑∞
j=1 pj = 1
as follows:
1. Begin with any sequence q1 ≥ q2 ≥ . . . such that if g(x) = max{j : qj ≥ x}, then
lim
x→0
x(log x)2g(x) = 1. (54)
It is not difficult to see that such sequences exist. One arises, for example, in [3].
2. Choose any integer j such that
∞∑
k=j+1
qk < 1−
∞∑
n=2
n−9/2.
Then remove the terms q1, . . . qj from the sequence.
3. For all n ≥ 2, add the number e−n
3
to the list ⌊n−9/2en
3
⌋ times.
4. Add the number
1−
∞∑
k=j+1
qk −
∞∑
n=2
e−n
3
⌊n−9/2en
3
⌋
to the sequence to make the numbers in the new sequence sum to one.
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5. Order the numbers and relabel them p1 ≥ p2 ≥ . . . .
Using the method described in the introduction, define an exchangeable random partition Π
whose asymptotic block frequencies are almost surely given by this sequence (pj)
∞
j=1. The next
two lemmas establish that Π satisfies the conditions of Example 5.
Lemma 15. For the random partition Π defined above, if Πn denotes the restriction of Π to
{1, . . . , n} and Kn denotes the number of blocks of Πn, then
lim
n→∞
(log n)Kn
n
= 1 a.s.
Proof. We again use Poissonization. Let (N(t), t ≥ 0) be a rate one Poisson process, and let
Φ(t) = E[KN(t)]. By (18), it suffices to show that
lim
t→∞
(log t)Φ(t)
t
= 1. (55)
For all n ≥ 2, designate ⌊n−9/2en
3
⌋ blocks of Π with asymptotic frequency e−n
3
as marked
blocks, while the others are unmarked blocks. If there are more than ⌊n−9/2en
3
⌋ blocks with
asymptotic frequency e−n
3
because qk = e
−n3 for some k, then choose at random the blocks to
mark. Note that the marked blocks correspond to the terms pk that were added in step 3 of
the construction above. The unmarked blocks all have asymptotic frequency qk for some k > j,
except for the one unmarked block that is added in step 4 of the construction. Let Φ′(t) be the
expected number of marked blocks of ΠN(t), and let Φ
′′(t) be the expected number of unmarked
blocks of ΠN(t). Note that Φ(t) = Φ
′(t)+Φ′′(t). In view of (54), we can apply Proposition 4 with
ℓ(t) = (log t)−2 for t > 1 in combination with (18) to get
lim
t→∞
(log t)Φ′′(t)
t
= 1. (56)
That q1, . . . , qj were deleted and one unmarked block was added does not affect this conclusion.
Now, choose t such that e(n−1)
3
< t ≤ en
3
. The number of marked blocks of Π with asymptotic
frequency at least e−(n−1)
3
is
n−1∑
k=1
⌊k−9/2ek
3
⌋ ≤ C1n
−9/2e(n−1)
3
≤ C1n
−9/2t,
where C1 is a positive constant that does not depend on n. This bound holds because the sum is
dominated by the largest term. If a block of Π has asymptotic frequency q, then the probability
that at least one of the first N(t) integers is in the block is 1−e−qt ≤ qt. Therefore, the expected
number of marked blocks of ΠN(t) with asymptotic frequency e
−n3 or smaller is at most
∞∑
k=n
(e−k
3
t) · k−9/2ek
3
= t
∞∑
k=n
k−9/2 ≤ C2n
−7/2t,
where C2 is another positive constant that does not depend on n. Therefore, Φ
′(t) ≤ C1n
−9/2t+
C2n
−7/2t. Since log t ≤ n3, it follows that
lim
t→∞
(log t)Φ′(t)
t
= 0. (57)
Now (55) follows from (57) and (56).
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Lemma 16. For the random partition Π defined above, if Πn denotes the restriction of Π to
{1, . . . , n} and Kn,r denotes the number of blocks of Πn of size r, then for r ≥ 2, the quantity
n−1(log n)2Kn,r does not converge to 1/[r(r − 1)] in probability as n→∞.
Proof. We consider the sequence (K⌊mn⌋,r)
∞
n=1, where mn = e
n3 for all n. Let (N(t), t ≥ 0) be a
rate one Poisson process. There are at least ⌊n−9/2en
3
⌋ blocks of Π with asymptotic frequency
e−n
3
. Order these blocks at random, and then let Ai,n be the event that the ith of these blocks con-
tains exactly r of the integers 1, . . . , N(mn). Because the number of the integers {1, . . . , N(nm)}
in one of these blocks has a Poisson distribution with mean 1, we have P (Ai,n) = e
−1/r! for all
i and n. Also, for any n, the events Ai,n for 1 ≤ i ≤ ⌊n
−9/2en
3
⌋ are independent. It follows that
for all n, the random variable KN(mn),r stochastically dominates a Binomial(⌊n
−9/2en
3
⌋, e−1/r!)
random variable. It now follows from standard large deviations estimates that
lim
n→∞
P
(
KN(mn),r ≥
2e−1
3r!
n−9/2en
3
)
= 1. (58)
Because N(mn) has the Poisson distribution with mean mn, we have Var(N(mn)) = mn and
therefore E[|N(mn)−mn|] ≤ m
1/2
n . Since |KN(mn),r−K⌊mn⌋,r| ≤ |N(mn)−⌊mn⌋|, it follows that
E[|KN(mn),r −K⌊mn⌋,r|] ≤ e
n3/2 + 1. Combining this result with Markov’s inequality gives
lim
n→∞
P
(
|KN(mn),r −K⌊mn⌋,r| >
e−1
3r!
n−9/2en
3
)
= 0. (59)
Combining (58) and (59) gives
lim
n→∞
P
(
K⌊mn⌋,r ≥
e−1
3r!
n−9/2en
3
)
= 1.
Since mn(logmn)
−2 = n−6en
3
, the result follows.
5 Proof of Theorem 6
We will assume that (Ψn(t), t ≥ 0) is obtained from Kingman’s coalescent (Θn(t), t ≥ 0) as in
(12). For any partition π of {1, . . . , n}, let |π| denote the number of blocks of π. For 1 ≤ k ≤ n,
let Tk = inf{t : |Θn(t)| = k}.
Lemma 17. For all ǫ > 0, there exists a positive constant C such that with probability at least
1− ǫ, we have ∣∣∣∣Tk −
(
2
k
−
2
n
)∣∣∣∣ ≤ Cn9/8
for all integers k such that n3/4 ≤ k ≤ n.
Proof. If 2 ≤ k ≤ n, then Tk−1− Tk has an exponential distribution with rate
(k
2
)
. Since Tn = 0,
it follows that
E[Tk] =
n∑
j=k+1
E[Tj−1 − Tj ] =
n∑
j=k+1
2
j(j − 1)
=
n∑
j=k+1
(
2
j − 1
−
2
j
)
=
2
k
−
2
n
.
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For 1 ≤ k ≤ n, let Yk = Tk − E[Tk]. Note that Yk−1 − Yk = Tk−1 − Tk − 2/[k(k − 1)], and these
increments are independent. Therefore,
Var(Yk) =
n∑
j=k+1
Var(Yj−1 − Yj) =
n∑
j=k+1
Var(Tj−1 − Tj) =
n∑
j=k+1
4
j2(j − 1)2
≤
C1
k3
for some positive constant C1. By Kolmogorov’s Maximal Inequality,
P
(
max
k≤j≤n
|Yj | >
C
k3/2
)
≤
k3
C2
·
C1
k3
=
C1
C2
,
which is less than ǫ if we take C sufficiently large. The result follows by taking k = ⌈n3/4⌉, in
which case C/k3/2 ≤ C/n9/8.
For 1 ≤ k ≤ n, let Uk = inf{t : |Ψn(t)| = k}. Define the function g : [0,∞) → [0,∞) by
g(t) = (1− α)−(1−α)t1−α, where α = γ/(1 + γ). It follows from (12) that for all t ≥ 0,
Ψn(g(t)) = Θn
(
g(t)γ+1
γ + 1
)
= Θn
(
t(1−α)(γ+1)
(1− α)(1−α)(γ+1)(γ + 1)
)
= Θn(t).
Therefore, Uk = g(Tk) for all k.
Let
Ln =
n∑
k=2
k(Uk−1 − Uk).
Note that Ln is the sum of the lengths of all branches in the coalescent tree because Uk−1 − Uk
is the amount of time for which there are exactly k lineages. Let m = ⌈n3/4⌉+ 1, and let
L′n =
n∑
k=m
k(Uk−1 − Uk),
which is the total length of all branches in the coalescent tree when the tree is truncated at the
point where the number of lineages reaches ⌈n3/4⌉.
Lemma 18. We have
lim
n→∞
L′n
nα
=
21−α(1− α)απ
sin(πα)
in probability.
Proof. Let ǫ > 0. By Lemma 17, there is a constant C such that with probability 1− ǫ, we have
2
k
−
2
n
−
C
n9/8
≤ Tk ≤
2
k
−
2
n
+
C
n9/8
whenever n3/4 ≤ k ≤ n. Note that Un = 0 and L
′
n is an increasing function of Uk for m − 1 ≤
k ≤ n− 1. Therefore, with probability at least 1− ǫ,
L′n =
n∑
k=m
k(g(Tk−1)− g(Tk))
≤
n∑
k=m
k
(
g
(
2
k − 1
−
2
n
+
C
n9/8
)
− g
(
2
k
−
2
n
+
C
n9/8
))
≤ ng
(
2
n− 1
−
2
n
+
C
n9/8
)
+
n−1∑
k=m
k
(
2
k − 1
−
2
k
)
g′
(
2
k
−
2
n
+
C
n9/8
)
, (60)
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where the last equality uses that g′(t) is a decreasing function of t because 0 < α < 1. The
first term on the right-hand side of (60) is O(n1−9(1−α)/8) and therefore is o(nα). Since g′(t) =
(1− α)αt−α, the second term on the right-hand side of (60) is equal to
n−1∑
k=m
2(1 − α)α
k − 1
(
2
k
−
2
n
+
C
n9/8
)−α
≤ 21−α(1− α)α
n−1∑
k=m
1
k − 1
(
1
k
−
1
n
)−α
. (61)
For all k such that m ≤ k ≤ n− 1,
1
k − 1
(
1
k
−
1
n
)−α
=
(
k + 1
k − 1
)
1
k + 1
(
1
k
−
1
n
)−α
≤
m+ 1
m− 1
∫ k+1
k
1
x
(
1
x
−
1
n
)−α
dx.
Therefore, the second term on the right-hand side of (60) is at most
21−α(1− α)α
(
m− 1
m+ 1
)∫ n
0
1
x
(
1
x
−
1
n
)−α
dx.
By making the substitution y = x/n, we get
∫ n
0
1
x
(
1
x
−
1
n
)−α
dx = nα
∫ 1
0
1
y
(
1
y
− 1
)−α
dy = nα
∫ 1
0
yα−1(1− y)−α dy
= nαΓ(α)Γ(1− α) =
πnα
sin(πα)
, (62)
where the last step uses Euler’s Reflection Formula (see, for example, p. 9 of [1]). Therefore,
there exists a sequence (an)
∞
n=1 tending to zero such that with probability at least 1− ǫ,
L′n
nα
≤
21−α(1− α)απ
sin(πα)
+ an. (63)
Likewise, for the lower bound, let M = max{k : 2/k − 2/n − C/n9/8 > 0}. Then with
probability at least 1− ǫ, we have
L′n =
n∑
k=m
k(g(Tk−1)− g(Tk))
≥
M∑
k=m
k
(
g
(
2
k − 1
−
2
n
−
C
n9/8
)
− g
(
2
k
−
2
n
−
C
n9/8
))
≥
M∑
k=m
k
(
2
k − 1
−
2
k
)
g′
(
2
k − 1
−
2
n
−
C
n9/8
)
≥
M∑
k=m
2
k − 1
(1− α)α
(
2
k − 1
−
2
n
)−α
= 21−α(1− α)α
M−1∑
m−1
1
k
(
1
k
−
1
n
)−α
.
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For all k such that m− 1 ≤ k ≤M − 1,
1
k
(
1
k
−
1
n
)−α
=
(
k − 1
k
)
1
k − 1
(
1
k
−
1
n
)−α
≥
m− 2
m− 1
∫ k
k−1
1
x
(
1
x
−
1
n
)−α
dx.
Since m/n → 0 and M/n → 1 as n → ∞, it now follows from (62) that there is a sequence
(bn)
∞
n=1 tending to zero such that with probability at least 1− ǫ,
L′n
nα
≥
21−α(1− α)απ
sin(πα)
− bn. (64)
The result now follows from (63) and (64).
Lemma 19. We have
lim
n→∞
Ln
nα
=
21−α(1− α)απ
sin(πα)
in probability.
Proof. By Lemma 18, it suffices to show that
lim
n→∞
Ln − L
′
n
nα
= 0 in probability. (65)
We have
Ln − L
′
n =
m−1∑
k=2
k(g(Tk−1)− g(Tk)) ≤
m−1∑
k=2
kg′(Tm−1)(Tk−1 − Tk).
Let A be the event that Tm−1 ≥ 2/(m − 1)− 2/n − C/n
9/8, which has probability at least 1− ǫ
by Lemma 17. There is a positive constant C2 such that g
′(Tm−1) ≤ C2n
3α/4 on A for all n.
Therefore,
E[Ln − L
′
n|A] ≤ C2n
3α/4
m−1∑
k=2
kE[Tk−1 − Tk] ≤ C2n
3α/4
m−1∑
k=2
2
k − 1
≤ C2n
3α/4(1 + log n).
Thus, by Markov’s Inequality,
P (Ln − L
′
n > ǫn
α) ≤ P (Ac) +
E[Ln − L
′
n|A]
ǫnα
≤ ǫ+
C2
ǫ
n−α/4(1 + log n),
which is less than 2ǫ for sufficiently large n. The result follows.
Recall that Ln is the sum of the lengths of all branches in the coalescent tree. Also, recall that
mutations occur along each branch of the coalescent tree at times of a Poisson process of rate
θ. Therefore, if we denote by Sn the number of mutations in the tree, then conditional on Ln,
the distribution of Sn is Poisson with mean θLn. Thus, Lemma 19 and Chebyshev’s Inequality
immediately yield the following result.
Corollary 20. We have
lim
n→∞
Sn
nα
=
θ21−α(1− α)απ
sin(πα)
in probability.
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Theorem 6 now follows from Corollary 20 and the next lemma.
Lemma 21.
lim
n→∞
Sn −Kn
nα
= 0 in probability.
Proof. Note that if the most recent mutation inherited by two sampled individuals is the same,
then all of the mutations inherited by these individuals must be the same. This is because
when we follow the two lineages backwards in time, they must coalesce before any mutations are
observed. Therefore, each block of the allelic partition Πn can be associated with a mutation that
is the most recent mutation inherited by the individuals in that block, with the possible exception
of one block corresponding to individuals with no mutations. It follows that Kn ≤ Sn + 1.
To get a bound in the other direction, note that the only mutations that are not associated
with a block of the allelic partition as above are the mutations that are not the most recent
mutation inherited by any individual. We denote the number of such mutations by Bn. Then
Kn ≥ Sn −Bn, so it suffices to show that Bn/n
α converges in probability to zero as n→∞.
Let Rn denote the number of mutations that occur when the number of lineages is ⌈n
3/4⌉ or
fewer. Enumerate the remaining mutations in decreasing order of time, so that the first mutation
is the most recent one, the second mutation is the second most recent, and so on. Let Rk,n denote
the number of mutations along the branch of the coalescent tree that we get by starting at the
kth mutation and following this lineage back until time
g
(
2
m− 1
−
2
n
+
C
n9/8
)
,
where C is the constant from Lemma 17. Choose C3 > θ2
1−α(1− α)απ/(sin(πα)). On the event
that Tm−1 ≤ 2/(m− 1)− 2/n + C/n
9/8, which has probability at least 1− ǫ by Lemma 17, and
on the event that Sn ≤ C3n
α, which has probability tending to one as n → ∞ by Corollary 20,
we have
Bn ≤ Rn +
⌊C3nα⌋∑
k=1
Rk,n. (66)
Conditional on Ln and L
′
n, the distribution of Rn is Poisson with mean θ(Ln−L
′
n). Therefore,
by (65), Rn/n
α converges to zero in probability as n→∞. Because mutations occur along each
lineage at rate θ, we have for all k ≤ ⌊C3n
α⌋,
E[Rk,n] ≤ θg
(
2
m− 1
−
2
n
+
C
n9/8
)
≤ C4n
−3(1−α)/4
for some positive constant C4. By summing over k and then applying Markov’s Inequality, we
get that
lim
n→∞
1
nα
⌊C3nα⌋∑
k=1
Rk,n = 0 in probability.
Since (66) holds with probability at least 1− 2ǫ for sufficiently large n, the result follows.
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