This paper aims at developing a real-time vessel detection and tracking system using surveillance cameras in harbours with the purpose to improve the current Vessel Tracking Systems (VTS) performance. To this end, we introduce a novel maritime dataset, containing 70,513 ships in 48,966 images, covering 10 camera viewpoints indicating real-life ship traffic situations. For detection, a Convolutional Neural Network (CNN) detector is trained, based on the Single Shot Detector (SSD) from literature. This detector is modified and enhanced to support the detection of extreme variations of ship sizes and aspect ratios. The modified SSD detector offers a high detection performance, which is based on explicitly exploiting the aspect-ratio characteristics of the dataset. The performance of the original SSD detector trained on generic object detection datasets (including ships) is significantly lower, showing the added value of a novel surveillance dataset for ships. Due to the robust performance of over 90% detection, the system is able to accurately detect all types of vessels. Hence, the system is considered a suitable complement to conventional radar detection, leading to a better operational picture for the harbour authorities.
INTRODUCTION
Maritime traffic management systems in harbours commonly use radar technology and Automatic Identification System (AIS) information to detect and follow moving vessels in a Vessel Tracking System (VTS). Video cameras are mainly used for visual verification by the traffic management operators and not for automatic detection and tracking of vessels.
Radar systems measure the reflections of actively transmitted radio waves while continuously scanning the area by rotating 360 degrees. Although radar technology provides accurate detection results, interference in the radar signal from clutter causes false detections. Especially in harbours, the environment contains other objects such as buildings, bridges, cranes, etc. In these areas, the operators often use the visual information of cameras to support the monitoring process and to verify radar detections. Each (large) ship actively broadcasts its location and identity using Automatic Identification System (AIS) messages. A simple radio receiver is required to observe all ships in a few kilometers range. However, data validity depends on the cooperation of the captain. Nontransmitting ships remain unseen by the AIS system. This work is part of the European Advancing Plug & Play Smart Surveillance (APPS) project 1 , which aims to enable smart surveillance made by multisensor systems (radar, visual, thermal, acoustic and physicochemical) . All information of these sensorsystems are fused to reduce or alleviate shortcomings of each individual sensor. We propose to use surveillance cameras for visual localization of ships to address those shortcomings of the AIS and radar systems.
Ship detection using surveillance cameras is attractive due to its low cost and the ease of installation and maintenance. Cameras are nowadays abundantly available in harbour areas to visually support traffic management operators. Detection of vessels in video images is a challenging task due to the high intra-class variance. Examples of intra-class variance are the type of the ship (e.g. cruise ships, sailing ships, cargo ships and speedboats) and the different viewpoints. Additionally, the highly dynamic water regions prevent the use of conventional background subtraction techniques. To develop a reliable imagebased ship detection and recognition system, a large and realistic database of ship images is required to support learning of various ship types and obtaining a high robustness that completes the supplementary role to the existing radar systems.
In this paper we propose a visual-based detection algorithm to be used in a VTS. We specifically focus on two aspects: the video-based vessel detection algorithm using Convolutional Neural Networks (CNN) and the creation of a large image dataset used to train this algorithm. We evaluate the performance of the detection system and provide insight in our dataset containing vessels in surveillance scenarios. This paper is divided as follows. Section 2 presents related work, Section 3 outlines the visual localization system with detection, tracking and global position conversion. Section 4 discusses the constitution of the dataset while Section 5 presents the experiments. Section 6 and 7 conclude the paper.
RELATED WORK
Vessel detection techniques can be categorized into background modelling and appearance-based methods. In background modelling, a background of the scene is learned over time and used to detect foreground objects (Arshad et al., 2010; Hu et al., 2011) . Morphological operations on the foreground objects are applied to remove waves around the vessel detections. Background modelling techniques only work for fixed camera viewpoints or need time to reinitialize the background model. Related to background modelling, context modelling (Bao et al., 2013) can be used to get a segmentation map consisting of water, vegetation and 'other objects'. Ships are detected by motion analysis of the 'other object' class which lie in the water region. Static ships are not detected because of the lack of motion.
Appearance-based methods try to model the vessels appearance. Wijnhoven et al. propose to use Histogram of Oriented Gradient (HOG) features to detect vessels with a sliding-window approach (Wijnhoven et al., 2010) . Because the aspect ratio of the detector is fixed, they detect the cabin region of the ship and fail to detect the full extend of the ship.
In the generic field of visual object detection, state-of-the-art performance is obtained by Convolutional Neural Networks (CNNs). These networks originate from image classification and have recently been extended to the localization task. Initially, a separate region proposal algorithm (Uijlings et al., 2013) finds regions of interest in the image and a subsequent CNN classifies these regions into object/background (Girshick et al., 2014) . This has evolved to a single CNN integrating region proposals, classification and bounding-box regression (Girshick, 2015) . Other object detection systems skip the region proposal step altogether and estimate bounding boxes directly from the input image. YOLO (Redmon et al., 2015) uses the topmost feature map to predict bounding boxes directly for for each cell in a fixed grid. The Single Shot MultiBox Detector (SSD) (Liu et al., 2016) extends this concept by using multiple default bounding boxes with various aspect ratios at different scaled versions of the topmost feature map. The SSD detector is more robust to large variations in object size.
Although the state-of-the-art object detection methods achieve high detection performance, a large and realistic training dataset is required to cover all ship variations and viewpoints. Note that various public datasets exist such as PASCAL VOC (Everingham et al., 2007; Everingham et al., 2012) , Microsoft COCO (Lin et al., 2014) and ImageNet (Russakovsky et al., 2015) , but they are not suitable for our task because of their limited dataset size and are unrealistic for surveillance.
We propose to use the state-of-the-art SSD (Liu et al., 2016) network because of the relatively low computational requirements and high accuracy. A suitable ship dataset for training is not available. Therefore, we introduce a novel dataset containing a broad variation of ship types, viewpoints and weather conditions, to support robust detection.
PROPOSED VISUAL LOCALIZATION SYSTEM
We propose to improve the localization accuracy of a Vessel Tracking System (VTS), using a vessel detection and tracking system based on surveillance cameras. Our system uses camera images as input and provides GPS coordinates of vessels to the VTS system. Localization is performed by subsequently performing object detection and tracking in image coordinates. The obtained vessel locations are then converted to GPS coordinates using camera calibration. The object detector and GPS conversion are discussed in more detail below.
Object Detection and Tracking
Vessel detection is carried out using the Single Shot Multibox Detector (SSD) (Liu et al., 2016) . This detector consists of a (pre-trained) CNN to extract image features and adds convolution layers which estimate bounding-box locations. More specifically, the added CNN layers predict a confidence and bounding box offsets to a set of default bounding boxes over various scales. These default boxes are called prior-boxes. We specifically adapt the configuration of the added layers for the application of vessel detection.
The input of the detector is the video stream provided by the surveillance camera. The original video stream has a resolution of 2048 × 1536 pixels and is downscaled to 512 × 512 pixels to match the detector input. Figure 1 shows complete network. The first part of the network consists of the VGG16 (Simonyan and Zisserman, 2014) network as proposed by Liu et al. and computes the image features. There are several CNN layers attached to this base network which estimate a confidence c ship and location offsets ∇(cx, cy, w, h). These offsets are measured with respect to the locations of the prior-boxes to form detections. Between each output layer, there are one or two convolutions that perform downscaling of the features such that objects can be localized at several scales. In total, there are 8 layers on which detections are predicted. The detections are merged using nonmaximum suppression to obtain the final detections.
The output layers that estimate the confidences and location offsets use a set of default boundingboxes called prior-boxes. For each position in an output layer, multiple prior-boxes with different aspect ratios a r = width/height are defined. We propose to use aspect ratios which best match the application of the involved ship detection. So we modified the set of aspect ratios compared to the original implementation to a r = {1, 2, 3, 5, 8}. Note that we do not use a r < 1, as vessels are not likely to appear vertically in the camera image. Figure 2 shows the employed set of prior boxes. In the network design ( Figure 1 ) the prior-box aspect ratios for each output layer are given.
Vessel detection by the SSD network is performed at 5 frames per second. To create trajectories over time, visual tracking is performed by feature point (Shi and Tomasi, 1994) tracking with optical flow. The detections provided by the detector also invoke (re-)initialization of the tracking algorithm. 
GPS Location by Calibration
The trajectory information provided by object detection and tracking is given in pixel locations. To aid for integration in a VTS, the locations are converted to GPS coordinates, requiring the camera to be calibrated. This camera calibration is performed based on the horizon line and the vertical vanishing point (Brouwers et al., 2016) . In our application, we have defined the horizon line and vertical vanishing point by manually annotating several parallel lines in the camera image. Then, the algorithm as proposed by Brouwers et al. computes the camera calibration. The obtained camera calibration can convert the pixel locations to a local real-world grid (defined with respect to the camera position). Finally, an annotated point correspondence between GPS coordinates and pixel locations is exploited to rotate and translate the local real-world grid to GPS coordinates.
PROPOSED DATASET GENERATION
The CNN network requires extensive training data to cover all the intra-class variations, e.g. various vessel types and viewpoints. To obtain sufficient training data, we recorded 73 days of video during a timespan of 6 months. Manual selection of vessel samples would be an enormous task. Therefore, we pre- Figure 3: Overview of the different camera viewpoints in the dataset with the number of vessels in each viewpoint.
sent an algorithm to automatically select frames containing ships from many hours of video to construct our dataset. Note that the choice of algorithm is not relevant for the final detection performance. We want to emphasize that the detection algorithm for dataset generation has insufficient accuracy for ship localization and can only be used to detect the presence of a ship. Therefore, ship localization is performed manually for dataset generation.
Video Frame Selection
The aim of our proposed algorithm is to efficiently find interesting samples of vessels in many hours of video. For simplicity, the recordings are split into separate viewpoints and the goal is to only detect if a vessel occurs in the current frame of the video. The algorithm downscales the original video input to 512 × 512 pixels and divides each frame in cells of 8 × 8 pixels. For each cell, we subtract the pixel values of the cell in the previous frame and compute the mean µ and variance σ 2 of the pixel values in the cell. We decide per cell if it contains an object, based on a threshold for the mean and variance. A low difference in mean implies that the cells are close in color intensity, and a high difference in mean indicates that the colors have significantly changed. Similarly, a low difference in variance indicates that the structure within the cell is similar, whereas a high difference in variance highlights that the cell contains a significant difference in texture activity compared to the previous cell. We have empirically determined that the thresholds are µ = 0.12 and σ 2 = 0.003 and that a vessel is in the video frame when there are more than 12 neighboring cells exceeding this threshold. In this case we store the frame for further annotation, with a minimum time-span of 5 seconds between the stored frames. Although our algorithm for selecting frames containing vessels is not perfect and also responds to (large) bow waves and reflections in the water, it provides us a small subset of frames containing objects in a fast and efficient way, in order to prepare a large dataset in limited time. The video frames obtained by the algorithm are manually post-processed to remove frames without vessels. In the resulting frames, we manually annotate ships by drawing a bounding box around the complete vessel. Ships pushing a barge, i.e. towboats, are annotated separately from the barge. When multiple barges are connected, we annotate each barge individually.
Dataset Statistics
Video was recorded from various camera viewpoints (angles). Therefore, all ships appear only once in each viewpoint dataset. Per viewpoint, multiple images of a ship are selected and annotated, such that there are examples of various orientations and backgrounds. Ships making the same route repetitively will occur more often. The final vessel dataset contains a total of 70,513 vessels in 48,966 images, collected from 10 different camera viewpoints. The viewpoint and number of samples per viewpoint are shown in Figure 3 . Example annotations from our dataset are depicted by the white bounding boxes in Figure 7 . The figure also shows difficult situations such as low light, very small ships and clutter from in-harbour structures. Figure 4 visualizes the width and height of all annotations in the dataset. It can be clearly seen that ships typically have a large aspect ratio (long objects). Many truncated annotations (green) occur, due to ships that are not fully visible in the camera view. The datasets contain some ships that are truncated at both sides of the image. For the selection of the prior-boxes in the SSD detector (see Section 3.1), we commence with selected values of aspect ratios and update the occurrences accordingly during training. The resulting priorboxes are depicted by yellow circles in Figure 4 and match well with the distribution of the ship annotations. Figure 4 : Visualization of size (width vs. height) of all annotations. Green data points denote truncated objects, while violet data points are vessels which are completely visible in camera image. The yellow dots show prior-box aspect ratios and sizes used in our SSD implementation.
EXPERIMENTAL RESULTS
The ship detection performance of the SSD detector has been experimentally validated. Cross-validation is performed over the camera viewpoints. The evaluation criteria are presented first, after which the details of the SSD detector are presented. Cross-validation is then used to obtain an objective evaluation of detection performance, followed by an in-depth discussion in terms of aspect ratio and size.
A. Training: In all experiments, the pre-trained model VGG16 (Simonyan and Zisserman, 2014) has been used, similar to the original SSD network (Liu et al., 2016) . The output layers are configured as described in Section 3.1 and are trained from scratch. The model is fine-tuned with an initial learning rate of 10 −5 , momentum 0.9, weight decay 0.0005, multistep learning policy [2k, 5k, 40k, 80k] and batch size 12 for 120k iterations. The other parameters are equal to the original SSD implementation. We train the detector using the proposed vessel dataset and add the VOC PASCAL 2007 set to gather hard-negatives.
B. Evaluation: This is carried out using the Average Precision (AP) metric as used in the PAS-CAL VOC challenge (Everingham et al., 2012) . This metric summarizes a recall-precision curve by the average interpolated precision value of the positive samples. Recall R(c) denotes the fraction of objects that are detected with a confidence value of at least c. An object is detected if the detected bounding box has a minimum Jaccard index of 0.5 with the groundtruth bounding box, otherwise a detection is considered incorrect. Precision is defined as the fraction of detections that are correct:
where N j is the number of ships in the ground-truth set and F(c) denotes the number of incorrect detections with a confidence value of at least c. Besides the AP metric, the average normalized precision (AP N ), as proposed by Hoiem et al. is used (Hoiem et al., 2012) . This normalized metric is required to ensure that subclasses with specific properties (aspect ratio and size) can be evaluated in a reproducible way, which handles cases that properties overlap or have arbitrary variations. For this, Hoiem et al. introduce a constant N j = N to compute the normalized precision P N (c). We choose N = #images for each dataset. The normalized precision P N (c) values of the positive samples are averaged to obtain the average normalized precision AP N .
Cross-validation on Viewpoints
In the first experiment, we perform a cross-validation on the 10 viewpoints to find more insight of the influence of scene context on the detection performance. Each detector excludes one viewpoint from the training set and uses that viewpoint for evaluation. Detector 1 is trained on all viewpoints except Viewpoint 1. Additionally, the performance of the original SSD network is also evaluated, but without the modifications on the aspect ratios. Hence, the original SSD networks are trained on two different datasets. First, the "SSD512 Trained" network is based on our proposed dataset. Second, the "SSD512 Original" network has been trained on the PASCAL VOC07+12 and the Microsoft COCO datasets from the original SSD paper. The trained detectors are evaluated on all viewpoints by measuring the average precision. Results of this evaluation are shown in Table 1 .
We can observe that the average precision is around 0.90 for most viewpoints in the crossvalidation (bold diagonal values in the table). The performance does not or only marginally decrease when the viewpoint is not used for training. We can conclude that the combination of images from all viewpoints is sufficient to train a good performing detector. However, there are some exceptions to this and we will discuss these in more detail. Viewpoints 2 and 4 show a lower detection performance, even for detectors that include these viewpoints in their training data (Columns 2 and 4). We will evaluate this further in Section 5.3. Viewpoint 8 shows a lower performance for Detector 8, meaning that Viewpoint 8 contains specific information not occurring in other viewpoints. A large bridge structure in the camera view causes missed and incorrect detections.
The original SSD network ("SSD512 Original") results in a low detection performance on the dataset. We conclude that the PASCAL VOC07+12 and Ship Detection in Harbour Surveillance based on Large-Scale Data and CNNs Table 1 : Cross-validation of the ship detectors (vertical) per viewpoint (horizontal) using the average precision. Each row shows the results of a detector, each column shows the results on that camera viewpoint. The "SSD512 Original" denotes the SSD512 detector trained on VOC07+12+COCO and "SSD512 Trained" is the original SSD configuration trained on our dataset. "SSD512 Proposed" is our configuration trained on our dataset. the COCO dataset statistics are not sufficient to train a good detector for typical surveillance applications. Furthermore, the original SSD512 network trained on our dataset ("SSD512 Trained") obtains only slightly lower performance than our modified configuration of the SSD network (VP 6, 8, 9) . It is therefore concluded that the proposed fine-tuning only yields a marginal improvement on the detection performance. Apparently both systems (with different prior-box configurations) are able to accurately localize ships.
Aspect Ratio and Size
In this section, the influence of aspect ratios and sizes is measured by evaluating the AP N . For both features, individual categories are defined. Bounding boxes are assigned to a size category, based on their percentile size (Hoiem et al., 2012) . The adopted size categories are: Extra Small (XS, bottom 10%), Small (S, next 20%), Medium (M, next 40%), Large (L, next 20%) and Extra Large (XL, last 10%). For the aspect ratio categories, we summarize all tall objects (T, a r < 1.0) in a single category, since very few tall objects occur in our dataset. For all other aspect ratios, we define the following categories based on the objects percentile aspect ratio: Medium (M, bottom 10%), Medium Wide (MW, next 20%), wide (W, next 40%), Extra Wide (XW, next 20%), Ultra Wide (XXW, last 10%).
The categories and corresponding bounding-box sizes and aspect ratios are shown in Table 2 . Note that the size difference between the XS and XL category is very high, so the detector performance is evaluated over a large scale range. Also note that the largest aspect ratio equals a ship of only 18.4 pixels in height, covering the entire input image width (512 pixels).
The AP N values for the size categories for each viewpoint are shown in Figure 5 . In all viewpoints, the detectors have a high performance on Medium to Extra Large ships. Extra Small ships are poorly detected. In Viewpoints 2 and 4, many small ships appear, which causes a low average precision (denoted by the dotted line in the figure) . The detection performance improves for Small ships. Evaluation on aspect ratios ( Figure 5 ) shows the detection performance on tall objects is poor, while the detection performances for Wide (W), Extra Wide (XW) and Ultra Wide (XXW) are good. Objects in the Tall and Medium aspect-ratio categories are typically clearly truncated and represent only the front or back sides of ships. Frontal and rear views of ships dominantly occur far away from the camera (in Viewpoints 2 and 4), leading to a low performance due to the small size of the ships. In several viewpoints, the XXW performance is lower, which is mainly caused by ships that are only partly visible in the camera view or even beyond the camera view on both sides.
Visual Inspection
The performance of Detectors 2 and 8 is further investigated by creating heat maps of the locations of missed ground-truth objects and incorrect detections. For each heat map, the number of bounding boxes per pixel location are counted and normalized. Note that the heat maps are scaled independently from each other, so there is no relation to the amount of objects. Figure 6 shows the heat maps created for Viewpoints 2 and 8. It can be observed that missed detections for Viewpoints 2 mainly occur at locations which appear at the scene background. This confirms our prior finding that very small ships are not detected. False detections mainly occur at land areas surrounded by water and around the bridge structure farther away in Viewpoint 2, this also holds for the similar Viewpoint 4.
The heat maps for Viewpoint 8 show that missed detections mainly occur when ships move under the bridge, where also incorrect detections occur. This points to localization errors (bridge structure) and changes of conditions (shadows). Ships are accurately detected when they are in open space. Figure 7 visualizes several detection examples and shows some typical cases of incorrect and missed detections. Localization errors mainly occur due low visibility of ship parts, for example, by strong shadows under the bridge. Other typical localization errors are single detections over a tow/tug boat and the connected barge. Sailing ships are sometimes not detected due to their high mast extending the body of the ship. The correct detections indicate that the detector can handle the large range of intra-class variation present in our dataset.
DISCUSSION
Although the original SSD network is not specifically designed for large aspect-ratio objects such as ships, the performance compared to our proposed SSD network obtains only marginally lower detection performance. This shows that the original configuration can also handle the high aspect ratios of vessels. Hence, it indicates that the SSD network is able to exploit all relevant information from the training dataset in contrast to manual fine-tuning.
False detections mostly occur due to localization errors and viewing distance and not to ship scales. One possible solution to detect small (distant) ships is to apply the SSD network at a higher resolution. A more elegant approach would be to incorporate the perspective of the scene in the network.
Our dataset contains many different ship types, but is limited in the number of viewpoints and scenes. Therefore, the dataset should be extended with more diversity in the scenes.
CONCLUSIONS
We have presented the application of the SSD object detector in the field of vessel surveillance and introduced a novel dataset containing 70,513 ships in 48,966 images, covering 10 camera viewpoints. Cross-validation over the viewpoints shows that the SSD detector obtains an average precision of over 90%, which results in accurate detection of ships. The system detects vessels over a large range of variations in aspect ratio and size. The trained network can detect various types of ships accurately, such as tow boats, sailing vessels and barges.
An in-depth evaluation of the influence of aspect ratio and size as specific features was performed. It was found that the detector can handle extreme variations in aspect ratio, while variations in size are well handled by the detector. However, very small ships are poorly detected. Other failure cases mainly originate from heavily truncated vessels at image bounda- ries, incorrect merging of multiple ships and the influence of surrounding infrastructure like bridges. The SSD detector trained on the proposed surveillance dataset significantly outperforms the detector trained on the PASCAL and COCO datasets. This shows that the dataset statistics for the commonly used generic object detection datasets are quite different from our real-life surveillance dataset, specifically dedicated to harbours and ships.
The obtained performance and robustness of the developed ship detector proves to be valuable for surveillance in harbour infrastructure, where radar is already used. The location of the detected vessels is complementing the positioning information of the radar system, leading to a higher accuracy of the Vessel Tracking System (VTS). Moreover, the use of a camera enables visual feedback on details of the ships and provides the operator with a visual cue about the considered vessels.
