Abstract. Second order necessary optimality condition for properly efficient solutions of a twice differentiable vector optimization problem is given. We obtain a nonsmooth version of the second order necessary optimality condition for properly efficient solutions of a nondifferentiable vector optimization problem. Furthermore, we prove a second order necessary optimality condition for weakly efficient solutions of a nondifferentiable vector optimization problem.
Introduction and preliminaries
Vector optimization problems are those where two or more objectives are to be minimized on some set of feasible solutions. In such problems we deal with conflicts amongst objectives. Thus such problems have important applications in economics, game theory and statistical decision theory (see [1] - [5] ). The objective functions in the problems may be differentiable (smooth) or nondifferentiable (nonsmooth). In most cases we can not find a feasible solution which is optimal in the sense that it minimizes all the objectives simultaneously. So, in vector optimization we should use concepts of solutions different from the just mentioned requirement of optimality. For vector optimization problems, there are three kinds of solutions, that is, properly efficient solution, efficient solution and weakly efficient solution (see [5, 6] ).
The concept of vector variational inequality was introduced by Giannessi [7] in 1980. Also, he [8] gave first order necessary optimality conditions, which are described by vector variational inequality, for efficient solutions or weakly efficient solutions of a differentiable convex vector optimization problem. Some authors have tried to improve Giannessi's idea on necessary optimality conditions (for example, see [9] - [12] ).
Recently, nonsmooth analysis for treating nondifferentiable scalar optimization problems and nondifferentiable vector optimization problems has been greatly developed. Using generalized directional derivatives, generalized subgradients, derivatives for multifunctions, normal cones and tangent cones appeared in nonsmooth analysis, many authors have improved necessary optimality conditions for optimization problems (see [11] - [23] and therein references). In particular, using tangent cones and generalized directional derivatives, Ward and Lee [11, 12] obtained first order necessary optimality conditions for properly efficient solutions or weakly efficient solutions of nondifferentiable vector optimization problems.
The purpose of this paper is that following proofs of first order necessary optimality theorems of Ward and Lee [11, 12] for nondifferentiable vector optimization problems, we obtain second order necessary optimality conditions for the problems. We give a second order necessary optimality condition for properly efficient solutions of a twice differentiable vector optimization problem, and then obtain a nonsmooth version of the second order necessary optimality condition for properly efficient solutions of a nondifferentiable vector optimization problem. Furthermore, we prove a second order necessary optimality condition for weakly efficient solutions of a nondifferentiable vector optimization. Our main results can be regarded as second order versions of recent ones in Ward and Lee [11, 12] .
Let S be a nonempty subset of R n and
Consider the following vector optimization problem (VP):
Solving (VP) means finding the efficient solutions which are defined as follows:
(2) y ∈ S is called a properly efficient solution of (VP) if y ∈ S is efficient for (VP) and if there exists M > 0 such that for each i = 1, . . . , p, we have
(3) y ∈ S is said to be a weakly efficient solution of (VP) if for any
The quantity
f j (x)−f j (y) may be interpreted as the marginal trade-off for the objective functions f i and f j between y and x. Geoffrion [24] defined the concept of the proper efficiency to eliminate the unbounded trade-off between the objective functions of (VP). Now we introduce the normal cone and the singular approximate subdifferential studied by Mordukhovich [17] .
Letx ∈ clS, where clS is the closure of the set S. The normal cone to S atx is defined by
The singular approximate subdifferential of f at x is defined by
where epif :
If S is a convex set, then N (S, x) is the usual normal cone. 
The contingent cone to the set S at x is the set
We can prove an expression of f
where
, where ∇f (x) is the gradient of f at x and ·, · denotes the inner product on R [22] ), where
Now we give second order tangent sets, which are found in [20, 21] ; Definition 1.4. Let S be a nonempty closed subset of R n , and let x ∈ S and v ∈ R n . (a) The second order contingent set is defined by
(b) The second order adjacent set is defined by
, but the converse inclusion may not be true.
Now we will define second order directional derivative with the second order adjacent set. Definition 1.5. Let f : R n → R be finite at x, and suppose that f
The following proposition can be found in [21] :
Second order necessary optimality conditions
Now we will give a second order necessary optimality conditions for properly efficient solutions of the vector optimization problem (VP) introduced in Section 1.
Proof. Following the approach used in the proof of Theorem 3.16 in [6] , we will prove this theorem. Letx ∈ S be a properly efficient solution of (VP). Let v ∈ K(S,x) be such that ∇f k (x), v = 0, k = 1, . . . , p. Suppose to the contrary that there exist i ∈ {1, . . . , p} and y ∈ K
y n ∈ S. By the twice differentiability of f i atx, we have
Then, we have
So, there exists a natural number N such that for all n N,
Thus we have
Sincex is an efficient solution of (VP), by choosing a subsequence of
} is constant for all n N. By the twice differentiability f j , j ∈Ĩ, atx, we have
for all n N and for all j ∈Ĩ.
Thus for all j ∈Ĩ,
which contradicts the proper efficiency ofx. Hence for each i ∈ {1, . . . , p},
Hence we obtain the conclusion of Theorem 2.1.
Remark 2.1. Since K 2 (S,x, 0) = K(S,x) and 0 ∈ K(S,x), letting v = 0, we can obtain from Theorem 2.1 that ifx ∈ S is a properly efficient solution of (VP), then for each i ∈ {1, . . . , p},
Remark 2.2. Suppose that the constraint set S of (VP) is closed and convex. Ifx ∈ S is a properly efficient solution of (VP), thenx ∈ S is a solution of the following vector variational inequality:
The vector variational inequality can be found in [8] .
We give an example illustrating Theorem 2.1.
Consider a vector optimization problem (VP):
Letx = (0, 0, 0). Thenx is a properly efficient solution of (VP) and K(S, (0, 0, 0)) = S. Then we have
Also, we have
Thus the conclusion of Theorem 2.1 holds.
The following example shows that Theorem 2.1 can not be extended to the efficient solution of (VP).
Thenx = (0, 0, 0) is an efficient solution of (VP), but not a properly efficient solution of (VP). Also,
Moreover we have
Hence we have
So, the conclusion of Theorem 2.1 does not hold.
We can easily obtain the following second order necessary optimality condition for weakly efficient solutions of (VP):
Nonsmooth versions of Theorems 2.1 and 2.2
In this section, using the arguments in the proofs of Ward and Lee [11, 12] , we obtain the nonsmooth versions of Theorems 2.1 and 2.2. 
Then we have
Using the above Theorem 3.1, we can obtain the nonsmooth version of Theorem 2.1 as follows. 
So, from assumption (3.1), x * 0
So, we have
Since (r [6, 25] ). So,x ∈ S is not a properly efficient solution of (VP).
that is,x + t n v + By Remarks 1.2 and 1.4, and Theorem 3.3, we can obtain the following first order necessary optimality theorem for a weakly efficient solution of (VP). 
