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Abstract. We describe a protocol for the average consensus problem on any fixed undirected graph whose convergence
time scales linearly in the total number nodes n. The protocol is completely distributed, with the exception of requiring all
nodes to know the same upper bound U on the total number of nodes which is correct within a constant multiplicative factor.
We next discuss applications of this protocol to problems in multi-agent control connected to the consensus problem. In
particular, we describe protocols for formation maintenance and leader-following with convergence times which also scale linearly
with the number of nodes.
Finally, we develop a distributed protocol for minimizing an average of (possibly nondifferentiable) convex functions
(1/n)
∑n
i=1 fi(θ), in the setting where only node i in an undirected, connected graph knows the function fi(θ). Under the
same assumption about all nodes knowing U , and additionally assuming that the subgradients of each fi(θ) have absolute
values upper bounded by some constant L known to the nodes, we show that after T iterations our protocol has error which is
O(L
√
n/T ).
1. Introduction. The main subject of this paper is the average consensus problem, a canonical problem
in multi-agent control: there are n agents, with each agent i = 1, . . . , n maintaining a value xi(t), updated
as a result of interactions with neighbors in some graph G, and the agents would like all xi(t) to approach
the initial average x = (1/n)
∑n
j=1 xj(1). There is much work on the consensus problem, both classical and
recent [22, 82, 21, 40], driven by a variety of applications in distributed computing and multi-agent control.
Research on consensus protocols is motivated by emerging applications of autonomous vehicles, UAVs,
sensors platforms, and multi-agent swarms in general. Protocols designed for such systems should be dis-
tributed, relying only on interactions among neighbors, and resilient to failures of links. The design of
protocols with these properties often relies on protocols for the consensus problem.
Indeed, as examples we mention recent work on coverage control [25], formation control [64, 65], dis-
tributed estimation [85, 86, 24, 19, 74], cooperative learning [36], and Kalman filtering [15, 77, 2], distributed
task assignment [20], and distributed optimization [82, 57]; these papers and others design distributed pro-
tocols either by a direct reduction to an appropriately defined consensus problem or by using consensus
protocols as a subroutine.
In this paper, our focus is on designing consensus protocols which converge to the initial average as fast
as possible. Specifically, we will be concerned with the number of updates until every xi(t) is within  of the
initial average x. We refer to this quantity as the convergence time of the consensus protocol. Note that
convergence time is a function of  and can also depend on other problem parameters as well, for example
the initial values xi(1), i = 1, . . . , n, the communication graph G, and the total number of nodes n. Our goal
is to design protocols with fast convergence times and to exploit them in some of the application areas which
rely on consensus, namely in distributed optimization, formation control, and leader-following.
1.1. Previous work on convergence time of average consensus. This question of understanding
the convergence time of consensus schemes has received considerable attention. A number of papers studied
the convergence speed of discrete-time (not necessarily average) consensus for a wide class of updates over
time-varying directed graphs; see [82, 40, 10, 9, 5, 13, 12, 30]. The worst-case bounds on convergence times
derived in these papers tended to scale exponentially in n; that is, the time until every node was within some
small  of x could grow exponentially in the total number of nodes.
The first convergence time which was always polynomial was obtained in [66], where a protocol was
proposed with time O
(
n3 log(n||x(1)− x||2/)
)
until every node was within  of the average x on any
connected undirected graph G. In fact, this cubic convergence time was shown for time-varying graph
sequences which satisfied a long-term connectivity condition. A better analysis of the same protocol in [57]
obtained an improved quadratic convergence time of O
(
n2 log(n||x(1)− x||2/)
)
in the same setting.
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2The above convergence times were obtained via consensus protocols where each node updated by setting
xi(t+ 1) to some convex combination of its own value xi(t) and the values xj(t) of its neighbors. A parallel
line of research considered using memory to speed up the convergence time of consensus schemes, specifically
by setting xi(t+1) to be a linear combination of xi(t), xi(t−1) and the values of the neighbors xj(t), xj(t−1).
Within the context of distributed computation, the first paper, to our knowledge, to make use of this insight
was [55] which applied it to design load-balancing protocols by a communicating network of processors in
the mid-90s. Within the context of consensus, the first paper to make use of this idea was [14] with later
literature in [45, 16, 46, 6, 67, 18, 39, 38, 28, 75] exploring methods of this type.
Unfortunately, much of the literature on the subject has update rules depending on the eigenvalues of the
graph and thus effectively requiring all the nodes to know the graph G. Furthermore, none of the consensus
protocols which used memory were able to rigorously improve on the worst-case quadratic convergence time
for consensus from [57] in the worst case.
On the other hand, moving away from simple schemes where nodes take linear combinations at each
step does allow one to speed up convergence time. For example, [87] demonstrated that if nodes store the
values they have received in the past and repeatedly compute ranks and kernels of matrices which could be
Ω(n)×Ω(n), then each node can compute the consensus value in linear time. Of course, a downside of such
schemes is that they are more computationally intensive than the earlier protocols for average consensus which
updated at each step by taking convex combinations. A related observation is that additional knowledge
about the graph on the part of many nodes can lead to fast convergence times in many cases, see e.g.,
[56, 31, 26].
On the other hand, linear and finite convergence times can be achieved in any undirected graph by
designating one node as the leader and sending all the values to the leader along a spanning tree; the
leader can then compute the answer and forward the result back along the same spanning tree. Note that
electing a leader and building a spanning tree with the leader as the root can be done in a randomized
distributed way in essentially as many iterations as the graph diameter with high probability; see [1] for
precise technical statements. Moreover, such schemes could be made quite light-weight if each node forwards
up only an average of the values in its subtree as well as the number of nodes on which this average is
based. We refer the reader to [69, 68] for schemes along these lines which additionally optimize the number
of messages exchanged in the network. However, schemes based on these ideas stop working altogether if the
communication graphs are arbitrarily time-varying. By contrast, consensus schemes relying on distributed
interactions with nearest neighbors, such as the ones we study in this paper, are more robust to unpredictable
graph changes.
1.2. Distributed optimization of an average of convex functions. We will devote a large fraction
of this paper to studying a generalization of the average consensus problem which is central within the field
of decentralized optimization: there are n nodes in an undirected, connected graph, with node i being the
only node which knows the convex function fi : R → R, and the nodes desire to collectively agree on a
minimizer of the average function f(θ) = (1/n)
∑n
i=1 fi(θ).
That is, we would like each node i to maintain a state variable θi(t), updated through interactions with
neighbors in some graph G and evaluations of gradients of its convex function fi(θ), such that all the θi(t)
asymptotically aproach the same minimizer of f(θ). Note that if we set fi(θ) = (θ− θi)2 for some collection
of numbers θ1, . . . , θn, the optimal solution of the decentralized optimization problem is simply the average
of the numbers θ1, . . . , θn. Thus this problem contains average consensus as a special case.
A number of problems can be cast within the framework of distributed optimization. For example, if
fi(θ) = |θ − θi|, then the optimal solution is the median of the numbers θ1, . . . , θn. For specific application
areas where this problem appears, we mention robust statistical inference [70], non-autonomous power control
[72], network resource allocation [7], distributed message routing [60], and spectrum access coordination [49].
The first rigorous analysis of this problem was given in [58] and the problem has received considerable
attention in recent years due its repeated appearance throughout distributed computing and multi-agent
control; we mention [58, 59, 52, 70, 72, 42, 41, 79, 81, 80, 84, 34, 35, 8, 51, 37, 76, 17], among many others.
Indeed, the amount of work on this problem is so vast that we do not attempt a general overview, and
3only discuss previous work on convergence times which is our main focus. For this problem, convergence time
is often defined to be the number of updates until the objective is within  of its value at the minimizer(s).
Focusing on algorithms which assume that, at every step, every node i can query the subgradient of the
function fi(·), and assuming only that the functions are convex, the protocol with the best known convergence
time was proposed in [71] (building on the previous paper [58]). Under the assumptions that (i) every node
begins with an initial condition within a ball of fixed size of some optimizer w∗ (ii) the subgradients of
all fi(θ) are at most L in absolute value, we have that optimizing the step-size bounds in [71] yields an
O(L2n4/2) time until the objective is within  of its optimal value. We also mention the follow-up paper
[23] which showed some improvements on the convergence rates of [71] for many specific graphs under the
stronger assumption that each node knows the spectral gap of the graph.
We note that better convergence rates are available under stronger assumptions. For example, under
the assumption that the functions fi(·) are strongly convex, a geometrically convergent algorithm was given
in [76]. Moreover, under the assumption that, at each step, every node i can compute a minimizer of fi(θ)
plus a quadratic function, further improved rates have been derived. For example, a distributed version of
the Alternating Direction Method of Multipliers (ADMM) relying on such updates was analyzed in [84] and
[34, 51]. The former paper showed O(1/) time until the objective is within an  of its optimal value under
only the assumption of convexity on the functions fi(·); the latter two papers showed geometric O(log 1/)
convergence under strong convexity. Finally, the recent preprint [53] studies how geometric convergence time
of the ADMM for strongly convex function depends on the network parameters and the condition numbers
of the underlying functions.
1.3. Our results and the structure of this paper. Under the assumption that the graph G is
undirected and connected, and under the further assumption that there is an upper bound U on the number
of nodes n which is within a constant multiplicative factor of n and known to all the nodes1, we provide a
protocol whose convergence time scales linearly with the number of nodes n.
This is an improvement over the previously best-known scaling, which was quadratic in n [57]; however,
note that our result here is established under a stronger assumption, namely the nodes knowing the upper
bound U .
This additional assumption is satisfied if, for example, the total number of agents is known. More
broadly, the availability of such a U only requires the nodes to know roughly the total number of nodes in
the system, and will be satisfied whenever reasonable bounds on network size are available. For example,
consider the scenario when the system starts with a fixed and known number of nodes n0 and where nodes
may drop out of the network due to faults. In such a setting, it would take over 80% of the nodes to
fail before n0 would cease to be a multiplicative-factor-of-five approximation to the total number of nodes.
Similar statements can be made in more complex scenarios, for example when nodes are allowed to both join
and leave the system.
Besides the result on average consensus, this paper has three other contributions. Most prominently,
we provide a new protocol for the problem of distributed optimization of an average of (possibly nondiffer-
entiable) scalar convex functions, and show that, under appropriate technical assumptions, its convergence
time is O(n/2). This convergence time follows as a consequence of our result on linear time average consen-
sus. Recalling our discussion in Section 1.2, the best previous comparable convergence time was O(n4/2).
However, once again our improved convergence time is established under a stronger assumption, namely the
nodes knowing the bound U .
Finally, we will aso discuss the problems of formation control from offset measurements and leader-
following, to be formally defined later within the body of the paper. For both of these problems, we will
show that protocols with linear convergence times can be given as a consequence of our result on linear time
consensus.
We now outline the remainder of this paper. Section 2 is dedicated to stating and proving our result on
linear time consensus as well as to a discussion of some of its variations. Section 3 is dedicated to the problem
1Specifically, to obtain linear convergence time we will need cn ≥ U ≥ n to hold, where c is some constant independent of
n.
4of decentralized optimization of an average of convex functions. Section 4 formally describes the problems of
formation control from offset measurements and leader-following and proposes protocols for these problems
with a linear convergence time. Section 5 contains some simulations and the conclusion of the paper may be
found in Section 6.
1.4. Notation. We will use the shorthand [n] to denote the set {1, . . . , n}. We use the standard
notation N(i) to denote the set of neighbors of node i in G; note that in contrast to some of the papers
on the subject, we will assume i /∈ N(i) for all i. The degree of node i is denoted by d(i). We follow the
convention of bolding vectors while scalars remain unbolded. Thus the i’th coordinate of a vector x ∈ Rn is
denoted by xi. We will also sometimes use [x]i to denote the same i’th coordinate, and similarly [A]i,j will
be used to denote the i, j’th entry of the matrix A. For a vector x, the notation [x]1:k denotes the vector in
Rk obtained by taking the first k coordinates of x. The symbol 1 stands for the all-ones vector.
2. Linear time consensus. The purpose of this section is to propose a new protocol for the average
consensus problem and to prove this protocol has convergence which is linear in the number of nodes in the
network. We start with a description of the protocol itself.
2.1. The protocol. Each node i in a fixed undirected graph G maintains the variables xi(t), yi(t)
initialized as yi(1) = xi(1) and updated as:
yi(t+ 1) = xi(t) +
1
2
∑
j∈N(i)
xj(t)− xi(t)
max(d(i), d(j))
xi(t+ 1) = yi(t+ 1) +
(
1− 2
9U + 1
)
(yi(t+ 1)− yi(t)) (2.1)
where N(i) is the set of neighbors of node i in G and d(i) is the degree of node i. As previously discussed,
U can be any number that satisfies U ≥ n, where n is the number of nodes.
Before discussing our results, let us briefly describe some intuition for this protocol. Observe that the
first line above is a form of the usual consensus update where yi(t + 1) is set to a convex combination of
xi(t) and xj(t) for neighbors j of i. Note, however, that nodes i and j place a weight on each other’s values
inversely proportional to the larger of their degrees. This is a variation on so-called Metropolis weights, first
introduced in [86]; informally speaking, placing smaller weights on neighbors with high degree tends to make
highly connected cliques of nodes less resistant to changing their values and speeds up convergence time.
The second line of the protocol performs an extrapolation step by setting xi(t + 1) to be a linear
combination of yi(t+1) and the previous value yi(t); speaking informally once again, this linear combination
has the effect of adding “momentum” by “pushing” xi(t + 1) in the direction of the difference of iterates
yi(t + 1) − yi(t). There is no intuitive explanation (as far as we know) for why the addition of such a
momentum term speeds up linear iterations, although non-intuitive proofs of speed-up due to the addition
of momentum terms are available in many contexts – see, for example, the references discussed in Section
1.1.
2.2. Convergence time. We now state our convergence time result.
Theorem 2.1. Suppose each node in an undirected connected graph G implements the update of Eq.
(2.1). If U ≥ n then we have
||y(t)− x1||22 ≤ 2
(
1− 1
9U
)t−1
||y(1)− x1||22.
Note that under the assumption that U is in fact within a constant multiplicative factor of n, this implies
a O (n ln (||y(1)− x1||2/)) convergence time until ||y(t)− x1||2 is below , which is the linear scaling of the
title of this paper. Note that since the infinity-norm of a vector is upper bounded by the two-norm, we have
that ||y(t)− x1||∞ is below  after this many iterations as well. In a sense, this convergence time is close to
5optimal, since a graph of n nodes may have diameter n− 1, implying that a consensus protocol which brings
all nodes close to the average in fewer than n− 1 steps is not possible.
2.3. Proof of linear convergence time. The remainder of this section is dedicated to proving The-
orem 2.1. We begin by introducing some additional notation.
Recall that there is a fixed, undirected connected graph G = ([n], E). We define the Metropolis matrix
M to be the unique stochastic matrix with off-diagonal entries
[M ]ij =
{
1
max(d(i),d(j)) if (i, j) ∈ E.
0 if (i, j) /∈ E.
Note that the above equation specifies all the off-diagonal entries of M , which uniquely define the diagonal
entries due to the requirement that M be stochastic. Furthermore, we define the lazy Metropolis matrix M ′
as
M ′ =
1
2
I +
1
2
M,
where I is the n × n identity matrix. Note that M ′ is stochastic, symmetric, and diagonally dominant.
By stochasticity, its largest eigenvalue is 1, and diagonal dominance implies that all of its eigenvalues are
nonnegative. We will use λ2(M
′) to denote the second-largest eigenvalue of M ′.
Finally, given a Markov chain with probability transition matrix P , the hitting time HP (i→ j) is defined
to be the expected number of steps until the chain reaches j starting from i. Naturally, HP (i → i) = 0 for
all i ∈ [n]. A vector is called stochastic if its entries are nonnegative and add up to 1. The total variation
distance between two stochastic vectors p, q of the same size is defined to be ||p − q||TV = (1/2)||p − q||1.
Given a Markov chain P with stationary distribution pi, the mixing time tmix(P, ) is defined to be the
smallest t such that for all stochastic vectors p0,
||pT0 P t − pi||TV ≤ 
With these definitions in place we now proceed to our first lemma, which states that the lazy Metropolis
chain has an eigenvalue gap which is at least quadratic in 1/n.
Lemma 2.2.
λ2(M
′) < 1− 1
71n2
Proof. Our starting point is the following result, proved in [62]:
max
i,j∈[n]
HM (i→ j) ≤ 6n2
Each step in the lazy Metropolis chain M ′ may be viewed as a step in M after a waiting time which is
geometrically distributed with parameter 1/2. It follows that all hitting times in M ′ are at most double the
hitting times in M and therefore
max
i,j∈[n]
HM ′(i→ j) ≤ 12n2
We next make use of the fact that for diagonally dominant reversible Markov chains the mixing time can
be bounded in terms of hitting time; more precisely, Eq. (10.23) in [48] says that for any reversible Markov
chain P with stationary distribution pi such that [P ]ii ≥ 1/2,
tmix
(
P,
1
4
)
≤ 2 max
j∈[n]
∑
i∈[n]
piiH(i→ j) + 1
6For reasons of convenience, we wish to instead upper bound tmix(P, 1/8). Following the proof in [48] yields
the inequality
tmix
(
P,
1
8
)
≤ 8 max
j∈[n]
∑
i∈[n]
piiH(i→ j) + 1
Since
∑n
i=1 pii = 1, this implies
tmix
(
P,
1
8
)
≤ 8 max
i,j∈[n]
H(i→ j) + 1
It therefore follows that the lazy Metropolis walk (which is clearly reversible, since M ′ is a symmetric matrix)
satisfies
tmix
(
M ′,
1
8
)
≤ 96n2 + 1 < 97n2
The strict inequality above follows immediately when n > 1 and holds automatically when n = 1. Finally,
the distance between λ2(M
′) and 1 can be upper bounded by the mixing time; indeed, Eq. (12.12) in [48]
implies
tmix
(
M ′,
1
8
)
≥
(
1
1− λ2(M ′) − 1
)
ln 4
which in turn implies
1
1− λ2(M ′) < 71n
2
which implies the statement of the current lemma.
We now shift gears and consider the family of matrices
B(λ) =
[
αλ −(α− 1)λ
1 0
]
where α = 2 − 2/(9U + 1). Note that since U ≥ n ≥ 1 we have that α ∈ (1, 2). Although this appears
unmotivated at first glance, the following lemma explains why these matrices are of interest to us.
Lemma 2.3. Let 1 = λ1, . . . , λn be the eigenvalues of M
′ and let Q be an orthogonal matrix whose i’th
column is an eigenvector corresponding to λi. Let us adopt the convention that y(0) = y(1) and consider
the change of coordinates z(t) = QTy(t). We have that[
zi(t+ 1)
zi(t)
]
= B(λi)
[
zi(t)
zi(t− 1)
]
Proof. Indeed,
y(t+ 1) = M ′x(t) = M ′
(
y(t) +
(
1− 2
9U + 1
)
(y(t)− y(t− 1)
)
= αM ′y(t)− (α− 1)M ′y(t− 1)
so that [
y(t+ 1)
y(t)
]
=
[
αM ′ −(α− 1)M ′
I 0
] [
y(t)
y(t− 1)
]
7It follows that [
z(t+ 1)
z(t)
]
=
[
QT 0
0 QT
] [
αM ′ −(α− 1)M ′
I 0
] [
Q 0
0 Q
] [
z(t)
z(t− 1)
]
Letting Λ = diag(λ1, . . . , λn), we may write this as[
z(t+ 1)
z(t)
]
=
[
αΛ −(α− 1)Λ
I 0
] [
z(t)
z(t− 1)
]
This is equivalent to the statement of this lemma.
In other words, this lemma shows that our update iteration of Eq. (2.1) can be viewed in terms of
multiplication by B(λi) once we switch coordinates from y(t) to z(t). The next lemma relates the distance
to the desired final limit x1 in the new coordinates.
Lemma 2.4.
||y(t)− x1||22 =
n∑
i=2
z2i (t)
Proof. Indeed, since U is orthogonal,
||y(t)− x1||22 = ||UTy(t)− UTx1||2 = ||z(t)−
√
nxe1||22
where the last equality follows from the fact that the first row of UT is (1/
√
n)1 and all other rows of UT
are orthogonal to 1. However, the first element of z(t) is (1/
√
n)1Ty(t) =
√
nx which immediately implies
the lemma.
The next lemma is the key point of the analysis: it shows that multiplication by B(λi) converges to
zero at a rate which is geometric with constant 1 − 1/(9U) for any eigenvalue λi of M ′. Our main result,
Theorem 2.1, will follow straightforwardly from this lemma.
Lemma 2.5. Suppose U ≥ n. If λi 6= 1 is an eigenvalue of M ′, r is some real number, and q(t) =
(B(λi))
t−1
[
r
r
]
. Then
q22(t) ≤ 2r2
(
1− 1
9U
)t−1
.
As we have already mentioned, once this lemma has been established the proof of Theorem 2.1 will
be immediate by putting together the results we have already obtained. Indeed, observe that Lemma 2.3
showed that after changing coordinates to z(t), our algorithm corresponds to multiplying zi(t) by B(λi);
and Lemma 2.4 showed that distance between y(t) and the final limit x1 is exactly
∑
i≥2 z
2
i (t). It remains
to bound the rate at which the process of repeated multiplication by B(λi) converges to zero and that is
precisely what Lemma 2.5 does.
It is possible to prove Lemma 2.5 by explicitly diagonalizing B(λ) as a function of λ, but this turns out
to be somewhat cumbersome. A shortcut is to rely on a classic result of Nesterov on accelerated gradient
descent, stated next.
Theorem 2.6 (Nesterov, [61]). Suppose f : Rn → R is a µ-strongly convex function, meaning that that
for all x,y ∈ Rn,
f(w) ≥ f(u) + f ′(u)T (w − u) + µ
2
||w − u||22 (2.2)
8Suppose further that f is differentiable everywhere and its gradient has Lipschitz constant L, i.e.,
||f ′(w)− f ′(u)||2 ≤ L||w − u||2
Then f has a unique global minimum; call it u∗. We then have that the update
w(t+ 1) = u(t)− 1
L
f ′(u(t))
u(t+ 1) = w(t+ 1) +
(
1− 2√
Q+ 1
)
(w(t+ 1)−w(t)) (2.3)
initialized at w(1) = u(1) with Q = L/µ has the associated convergence time bound
f(w(t))− f(u∗) ≤
(
1− 1√
Q
)t−1 (
f(w(1)) +
µ
2
||w(1)− u∗||22 − f(u∗)
)
The theorem is an amalgamation of several facts from Chapter 2.2 of [61] and is taken from [11]. We
can appeal to it to give a reasonably quick proof of Lemma 2.5.
Proof. [Proof of Lemma 2.5] We first write the iteration of multiplication by B(λ) in terms of accelerated
gradient descent. Indeed, consider the function g(x) = (1/2)x2 and let λ be any nonprincipal eigenvalue
of M ′. Observe that the derivative of g(x) is 1-Lipschitz and therefore, using the fact that λ ∈ [0, 1), we
obtain that the gradient of g(x) is L-Lipschitz for L = 11−λ . Furthermore, g(x) is 1-strongly convex, and is
consequently µ-strongly convex for any µ ∈ (0, 1]. Let us choose µ = 1/(81U2(1− λ)) which works since by
Lemma 2.2,
µ ≤ 71
81
n2
U2
≤ 1
and therefore g(x) is µ-strongly convex.
For these choices of L and µ, the parameter Q = L/µ equals
Q =
1
(1− λ)µ = 81U
2
and the accelerated gradient descent iteration on g(x) takes the form
w(t+ 1) = u(t)− 1
1/(1− λ)u(t)
u(t+ 1) =
(
2− 2√
Q+ 1
)
w(t+ 1)−
(
1− 2√
Q+ 1
)
w(t)
This may be rewritten as
w(t+ 1) = λu(t)
u(t+ 1) =
(
2− 2
9U + 1
)
w(t+ 1)−
(
1− 2
9U + 1
)
w(t)
Adopting the convention that w(0) = w(1), we can write
w(t+ 1) = λu(t) = λ
((
2− 2
9U + 1
)
w(t)−
(
1− 2
9U + 1
)
w(t− 1)
)
.
In matrix form, we have [
w(t+ 1)
w(t)
]
= B(λ)
[
w(t)
w(t− 1)
]
,
9so that [
w(t)
w(t− 1)
]
= (B(λ))t−1
[
w(1)
w(0)
]
.
Thus by Theorem 2.6, we have that
1
2
w2(t) ≤
(
1− 1
9U
)t−1(
1
2
w2(1) +
µ
2
w2(1)
)
which implies the statement of the lemma.
With these reults established, we now turn to proof of Theorem 2.1. As we have already mentioned, this
just involved putting the previous lemmas together.
Proof. [Proof of Theorem 2.1] Indeed,
||y(t)− x1||22 =
n∑
i=2
z2i (t) ≤ 2
(
1− 1
9U
)t−1 n∑
i=2
z2i (1) = 2
(
1− 1
9U
)t−1
||y(1)− x1||22
where the first line used Lemma 2.4 and second line used both Lemma 2.3 and Lemma 2.5. This proves the
theorem.
2.4. Two-dimensional grids and geometric random graphs. We now make the observation that
the convergence rate of Theorem 2.1 can be considerably improved for two classes of graphs which often
appear in practice, namely two-dimensional grids and geometric random graphs.
A 2D grid is the graph on n = k2 nodes where each node is associated with a coordinate (i, j) where
i and j are integers between 1 and k. Two nodes (i, j) and (i′, j′) and connected by an edge if and only if
|i− i′|+ |j − j′| = 1.
A geometric random graph G(n, r) is formed by placing n nodes at uniformly random positions in the
square [0, 1]2 and putting an edge between two nodes if and only if the Euclidean distance between them is
at most r. It is known that if the connectivity radius r satisfies r2 ≥ c(log n)/n for some (known) constant
c, then the geometric random graph will be connected with high probability2 [4].
Both grids and geometric random graphs are appealing models for distributed systems. Neither one
has any links that are “long range.” Whereas an Erdos-Renyi random graph will have much more favorable
connectivity properties, it is challenging to use it as a blueprint for, say, a layout of processors, since regardless
of where the nodes are placed there will be links between processors which are not geographically close. Grids
and geometric random graphs do not have this problem. Moreover, we further note that geometric random
graphs are a common model of wireless networks (see e.g., [43]).
In this section, we state and sketch the proof of a proposition which shows that a version of Eq. (2.1)
will have convergence time which scales essentially as the square root of the number of nodes in grids and
geometric random graphs. Intuitively, both of these graph classes have diameters which are substantially
less than n, and consequently an improvement of the worst-case convergence time is possible.
Proposition 2.7. Consider the update rule
yi(t+ 1) = xi(t) +
1
2
∑
j∈N(i)
xj(t)− xi(t)
max(d(i), d(j))
xi(t+ 1) = yi(t+ 1) + (1− γ) (yi(t+ 1)− yi(t)) (2.4)
and fix U ≥ n. There is a choice of γ = Θ
(
1√
U logU
)
such that if G is a grid on n nodes, then
||y(t)− x1||22 ≤ 2 (1− γ)t−1 ||y(1)− x1||22 (2.5)
2We follow the usual convention of saying that a statement about graphs with n nodes holds with high probability if the
probability of it holding approaches 1 as n→∞.
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Moreover, if G is a geometric random graph G(n, r) with r2 ≥ 8c lognn where c > 1, then with high probability
we have that Eq. (2.5) holds for all t ≥ 1.
Note that under the assumption that U is within a constant factor of n, the above proposition gives a
convergence time of O
(√
n log n ln (||y(1)− x1||2/)
)
until ||y(t)− x1||2 is at most .
Proof. [Proof sketch of Proposition 2.7] The proof parallels the proof of Theorem 2.1 and we only
sketch it here. The key point is that our starting point for the proof of Theorem 2.1 was the bound
HM (i, j) ≤ 6n2, proved in [62]; however, in both the grid and the geometric random graph the better bound
HM (i, j) ≤ O(n log n), is available. In the 2D grid, this can be obtained by putting together the arguments
of Propositions 9.16 and 10.6 of [48]. For the geometric random graph under the assumed lower bound on
r, this is true with high probability as a consequence of Theorem 1 of [4].
The rest of the argument simply reprises verbatim the proof of Theorem 2.1. Indeed, the argument of
Lemma 2.2 repeated verbatim now leads to the estimate λ2(M
′) ≤ 1−1/Ω(n log n). We then proceed as before
until reaching Lemma 2.5, when instead of taking µ = 1/((1− λ)81U2) we take µ = 1/((1− λ)Θ(U logU)).
This leads to a value of Q = L/µ = Θ(U logU) and consequently
√
Q = Θ
(√
U logU
)
. Application of
Nesterov’s Theorem 2.6 then proves the current proposition.
3. Linear Time Decentralized Optimization. In this section, we describe how we can use the the
convergence time result of Theorem 2.1 to design a linear time protocol for the decentralized optimization
problem
min
θ∈R
1
n
n∑
i=1
fi(θ),
in the setting when only node i in an undirected connected graph G knows the convex function fi(·). The
goal is for every node to maintain a variable, updated using a distributed algorithm, and these variables
should all converge to the same minimizer of the above optimization problem.
This problem goes by the name of distributed optimization or decentralized optimization, following [58]
which provided the first rigorous analysis of it. More sophisticated versions have been studied, for example
by introducing constraints at each node or couplings between nodes in the objective, but here we will restrict
our analysis to the version above.
3.1. The protocol. Each node i in the fixed, undirected graph G starts with initial state xi(1), and
besides maintaining the variable xi(t), it maintains two extra variables zi(t) and yi(t). Both zi(1) and yi(1)
are initialized to xi(1), and the variables are updated as
yi(t+ 1) = xi(t) +
1
2
∑
j∈N(i)
xj(t)− xi(t)
max(d(i), d(j))
− βgi(t)
zi(t+ 1) = yi(t)− βgi(t) (3.1)
xi(t+ 1) = yi(t+ 1) +
(
1− 2
9U + 1
)
(yi(t+ 1)− zi(t+ 1)) ,
where gi(t) is the subgradient of fi(θ) at θ = yi(t) and β is a step-size to be chosen later.
We briefly pause to describe the motivation behind this scheme. This method builds on the distributed
subgradient method
xi(t+ 1) =
∑
j∈N(i)
aij(t)xj(t)− αgi(t), (3.2)
where [aij(t)] is usually taken to be a doubly stochastic matrix and gi(t) a subgradient of the function fi(θ)
at the point θ = xi(t). The above method was first rigorously analyzed in [58]. Intuitively, every node
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takes a subgradient of its own function and these subgradients are then “mixed together” using the standard
consensus scheme of multiplication by the doubly stochastic matrices [aij(t)].
The method of Eq. (3.1) proceeds via the same intuition, only replacing the usual consensus scheme
with the linear-time consensus scheme from Section 2. Since the linear time consensus scheme keeps track
of two variables, which must be initalized to equal each other, each new subgradient has to enter the update
Eq. (3.1) twice, once in the update for yi(t+ 1) and once in the update for zi(t+ 1). As a result, the final
scheme has to maintain three variables, rather than the single variable of Eq. (3.2).
3.2. Convergence time. We begin by introducing some notation before stating our result on the
performance of this scheme. We will use W∗ to denote the set of global minima of f(θ). We will use the
standard hat-notation for a running average, e.g., ŷi(t) = (1/t)
∑t
k=1 yi(k). To measure the convergence
speed of our protocol, we introduce two measures of performance. One is the dispersion of a set of points,
intuitively measuring how far from each other the points are,
Disp(θ1, . . . , θn) =
1
n
n∑
i=1
|θi −median(θ1, . . . , θn)| .
The other is the “error” corresponding to the function f(θ) = (1/n)
∑n
i=1 fi(θ), namely
Err(θ1, . . . , θn) =
(
1
n
n∑
i=1
fi(θi)
)
− f(w∗),
where w∗ is any point in the optimal set W∗. Note that to define Err(θ1, . . . , θn) we need to assume that
the set of global minima W∗ is nonempty. For the remainder of this section, we will assume in this section
that x(t),y(t), z(t) are generated according to Eq. (3.1).
With these definitions in place, we have the following theorem on the convergence time of the method
of Eq. (3.1).
Theorem 3.1. Suppose that U ≥ n and U = Θ(n), that w∗ is a point in W∗, and that the absolute value
of all the subgradients of all fi(θ) is bounded by some constant L. If every node in an undirected connected
graph G implements the update of Eq. (3.1) with the step-size β = 1
L
√
UT
we then have
Disp(ŷ1(T ), . . . , ŷn(T )) = O
(√
n
T
( ||y(1)− x1||2√
T
+ 1
))
(3.3)
Err(ŷ1(T ), . . . , ŷn(T )) = O
(
L
√
n
T
( ||y(1)− x1||2√
T
+ 1 + (x− w∗)2
))
(3.4)
Note that the time it takes for the bounds of Theorem 3.1 to shrink below  scales as O(n/2) with n and
, which is an improvement of the previously best O(n4/2) scaling from [71]. However, as we remarked in
the introduction, Theorem 3.1 is for a fixed undirected interconnection graph, whereas the previous analyses
of the distributed subgradient method as in [58, 71] worked for time-varying undirected graphs satisfying
a long-term connectivity condition. Furthermore, Theorem 3.1 requires all nodes knowing the same upper
bound U which is within a constant factor of the total number of nodes in the system, which was not required
in [58, 71].
3.3. Proof of linear convergence time. The remainder of this section is dedicated to the proof of
Theorem 3.1. We briefly outline the underlying intuition. We imagine a fictitious centralized subgradient
method which has instant access to all the subgradients gi(t) obtained at time t and moves towards their
average with an appropriately chosen step-size; we show that (i) this subgradient method makes progress
towards an optimal solution, despite the fact that the subgradients gi(t) are all evaluated at different points
(ii) the values yi(t) maintained by each node are not too far from the state of this fictitious subgradient
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method. Putting (i) and (ii) together with the standard analysis of the subgradient method will imply that
the values yi(t) move towards an optimal solution. More specifically, the fictitious subgradient method is
described by Lemma 3.8 and the bounds needed in part (ii) are proved in Corollary 3.10.
We now start the formal proof of Theorem 3.1. We begin with some definitions. Our first definition and
lemma rewrites the update of Eq. (3.1) in a particularly convenient way.
Definition 3.2. Define
q(t) =
[
y(t)
z(t)
]
We will use the notation B to denote the matrix
B =
[
αM ′ −(α− 1)M ′
I 0
]
where α = 2− 2/(9U + 1); note that in the previous section this would have been denoted B(1). Finally, we
will use g(t) to denote the vector that stacks up the subgradients gi(t), i = 1, . . . , n.
Lemma 3.3. We have that
q(t+ 1) = Bq(t)− β
[
g(t)
g(t)
]
(3.5)
Proof. Indeed,
y(t+ 1) = M ′x(t)− βg(t) = M ′ (y(t) + (α− 1)(y(t)− z(t)))− βg(t)
= αM ′y(t)− (α− 1)M ′z(t)− βg(t)
while
z(t+ 1) = y(t)− βg(t).
Stacking up the last two equations proves the lemma.
Thus we see that Eq. (3.5) is a very compact way of summarizing our protocol. Inspecting this equation,
it is natural to suppose that analysis of the properties of multiplication by the matrix B will turn out to be
essential. Indeed, the following definitions and lemma in fact describes the action of multiplication by B on
a specific kind of vector in R2n.
Definition 3.4. We define U(γ) be the set of vectors w ∈ R2n of the form w =
[
w1
w2
]
such that
1Tw1 = 1
Tw2 = γ.
Definition 3.5. For simplicity of notation, we introduce the shorthand η = 1− 19U .
Lemma 3.6. B maps each U(γ) into itself and, for each t, the entries of the three vectors x(t),y(t), z(t)
have the same mean. Moreover, if u is a vector in R2n of the form u =
[
w
w
]
then assuming U ≥ n we
have ∣∣∣∣∣∣∣∣[Bku]1:n − 1Twn 1
∣∣∣∣∣∣∣∣2
2
≤ 2ηk
∣∣∣∣∣∣∣∣w − 1Twn 1
∣∣∣∣∣∣∣∣2
2
≤ 2ηk||w||22. (3.6)
Proof. To argue that B maps U(γ) into itself observe that
B
[
w1
w2
]
=
[
αM ′w1 − (α− 1)M ′w2
w1
]
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and the conclusion follows from the fact that 1TM ′ = 1T . To argue that the vectors x(t),y(t), z(t) have
the same mean observe that this is true at time t = 1 since we initialize y(1) = z(1) = x(1). For t > 1,
observe that Eq. (3.5) implies y(t), z(t) have the same mean due to the fact that B maps each U(γ) into
itself. Moreover, this further implies that x(t) has the same mean as y(t) by the third line of Eq. (3.1). This
concludes the proof that all x(t),y(t), z(t) have the same mean.
Finally, the first inequality of Eq. (3.6) follows from Theorem 2.1. Indeed, observe that if the vector
p(t) =
[
y(t)
y(t− 1)
]
is generated via Eq. (2.1) then p(t+ 1) = Bp(t). Recalling that Eq. (2.1) is preceeded
by the initialization y(0) = y(1), we may therefore view Theorem 2.1 as providing a bound on the squared
distance of (1Tw/n)1 for the vectors Bk
[
w
w
]
. The second inequality of Eq. (3.6) is trivial.
Our next definition introduces notation for the average entry of the vector x(t).
Definition 3.7. Recall that in the previous section, x referred to the average of the vector x(0), which
was also the same as the average of all the vectors x(t),y(t). However, now that x(t),y(t) are instead
generated from Eq. (3.1) their average will not be constant over time. Consequently, we define
x(t) =
1Tx(t)
n
By the previous lemma, x(t) is also the average of the entries of y(t). As before, we will use x to denote the
initial average x = x(1).
The following lemma, tracking how the average of the vector x(t) evolves with time, follows now by
inspection of Eq. (3.1).
Lemma 3.8. The quantity x(t) satisfies the following equation
x(t+ 1) = x(t)− β
∑n
i=1 gi(t)
n
(3.7)
With these preliminary observations out of the way, we now turn to the main part of the analysis. We
begin with a lemma which bounds how far the vector y(t) is from the span of the all-ones vector, i.e., bounds
which measure the “disagreement” among the yi(t).
Lemma 3.9. Suppose U ≥ n. Then,
||y(t)− x(t)1||2 ≤ β
t−1∑
j=1
√
2η(j−1)/2||g(t− j)||2
+√2η(t−1)/2||y(1)− x1||2
Proof. Let us introduce the notation ĝ(t) = −
[
g(t)
g(t)
]
and 1̂ =
[
1
1
]
. As a consequence of Eq. (3.5)
we then have
q(t) = βĝ(t− 1) + βBĝ(t− 2) + · · ·+ βBt−2ĝ(1) +Bt−1q(1)
and using the fact that B maps each U(γ) into itself as proved in Lemma 3.6, we have
x(t)1̂ = β
t−1∑
j=1
−1Tg(t− j)
n
1̂ + x(1)1̂
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Therefore
q(t)− x(t)1̂ = β
t−1∑
j=1
Bj−1
(
ĝ(t− j)− −1
Tg(t− j)
n
1̂
)
+Bt−1
(
q(1)− x(1)1̂
)
,
where we used that B1̂ = 1̂. By taking the first n entries of both sides of this equation and applying Lemma
3.6, we obtain the current lemma.
The next corollary makes the bounds of Lemma 3.9 more explicit by explicitly bounding some of the
sums appearing in the lemma.
Corollary 3.10. Suppose U ≥ n and suppose |gi(t)| ≤ L for all i = 1, . . . , n and t = 1, 2, . . .. We then
have that
||y(t)− x(t)1||1 ≤ 1
1−√η
√
2βLn+
√
2nη(t−1)/2||y(1)− x1||2 (3.8)
and
t∑
k=1
||y(k)− x(k)1||1 ≤ 1
1−√η β
√
2Lnt+
1
1−√η
√
2n||y(1)− x1||2 (3.9)
and
||ŷ(t)− x̂(t)1||1 ≤ 1
1−√η β
√
2Ln+
1
t
1
1−√η
√
2n||y(1)− x1||2 (3.10)
Proof. First, since, ||y(t)− x(t)1||1 ≤
√
n||y(t)− x(t)1||2, we have that
||y(t)− x(t)1||1 ≤
β√n t−1∑
j=1
√
2η(j−1)/2||g(t− j)||2
+√2nη(t−1)/2||y(1)− x1||2
Moreover, since each component of g(t − j) is at most L in absolute value by assumption, we have that
||g(t− j)||2 ≤ L
√
n. Therefore
||y(t)− x(t)1||1 ≤
βLn t−1∑
j=1
√
2η(j−1)/2
+√2nη(t−1)/2||y(1)− x1||2 (3.11)
Eq. (3.8) now follows from using the formula for a geometric sum. Now replacing t by k in Eq. (3.8) and
summing up k from 1 to t, we immediately obtain Eq. (3.9). Finally, using
||ŷ(t)− x̂(t)1||1 =
∣∣∣∣∣∣∣∣y(1) + · · ·+ y(t)t − x(1) + · · ·+ x(t)t 1
∣∣∣∣∣∣∣∣
1
≤ 1
t
t∑
k=1
||y(k)− x(k)1||1
we obtain Eq. (3.10).
The following lemma is a key point in our analysis: we bound the error of our protocol after T steps in
terms of the some standard terms appearing in the usual analysis of the subgradient method as well as the
“disagreement” among entries of the vectors y(t) and the averaged vector ŷ(T ).
Lemma 3.11. Suppose all the subgradients of all fi(·) are upper bounded by L in absolute value. Then,
for any w ∈ R, we have that(
1
n
n∑
i=1
fi(ŷi(T ))
)
− f(w) ≤ (x(1)− w)
2
2βT
+
βL2
2
+
2L
Tn
T∑
j=1
||x(j)1− y(j)||1 + L
n
||ŷ(T )− x̂(T )1||1
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Proof. Indeed, by Eq. (3.7) we have that
(x(t+ 1)− w)2 = (x(t)− w)2 + β
2
n2
(
n∑
i=1
gi(t)
)2
− 2β
n
(
n∑
i=1
gi(t)
)
(x(t)− w)
We also have that
gi(t)(x(t)− w) = gi(t)(yi(t)− w) + gi(t)(x(t)− yi(t))
≥ fi(yi(t))− fi(w)− L|x(t)− yi(t)|
= fi(x(t))− fi(w) + fi(yi(t))− fi(x(t))− L|x(t)− yi(t)|
≥ fi(x(t))− fi(w)− 2L|x(t)− yi(t)|
where the final inequality used that the subgradients of fi are bounded by L in absolute value.
Therefore,
(x(t+ 1)− w)2 ≤ (x(t)− w)2 + β
2
n2
n2L2 − 2β(f(x(t))− f(w)) + 4Lβ
n
n∑
i=1
|x(t)− yi(t)|
which implies
2β(f(x(t))− f(w)) ≤ (x(t)− w)2 − (x(t+ 1)− w)2 + β2L2 + 4Lβ
n
||x(t)1− y(t)||1
and summing up the left-hand side,
2β
T∑
j=1
f(x(j))− f(w) ≤ (x(1)− w)2 + β2L2T + 4Lβ
n
T∑
j=1
||x(j)1− y(j)||1
which in turn implies
1
T
T∑
j=1
f(x(j))− f(w) ≤ (x(1)− w)
2
2βT
+
βL2
2
+
2L
Tn
T∑
j=1
||x(j)1− y(j)||1
Thus
f(x̂(T ))− f(w) ≤ (x(1)− w)
2
2βT
+
βL2
2
+
2L
Tn
T∑
j=1
||x(j)1− y(j)||1. (3.12)
Now using once again the fact that the subgradients of each fi(θ) are upper bounded by L in absolute value,(
1
n
n∑
i=1
fi(ŷi(T ))
)
− f(w) = 1
n
(
n∑
i=1
fi(ŷi(T ))− fi(x̂(T ))
)
+
1
n
(
n∑
i=1
fi(x̂(T ))
)
− f(w)
≤ L
n
||ŷ(T )− x̂(T )1||1 + f(x̂(T ))− f(w)
Now putting together Eq. (3.12) and Eq. (3.13) proves the lemma.
With all the previous lemmas established, it now remains to put all the pieces together and complete the
analysis. Indeed Lemma 3.11, just established, bounds the error of our protocol in terms of the disagreements
among entries of the vector y(t), t = 1, . . . , T and ŷ(T ). These quantities, in turn, can be bounded using the
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previous Corollary 3.10. Putting these inequalities together and choosing correctly the step-size β will lead
to the proof of the theorem.
Proof. [Proof of Theorem 3.1] Indeed, plugging the bounds of Corollary 3.10 into Lemma 3.11 we obtain
(
1
n
n∑
i=1
fi(ŷi(T ))
)
− f(w) ≤ (x(1)− w)
2
2βT
+
βL2
2
+
2L
Tn
(
1
1−√ηβ
√
2LnT +
1
1−√η
√
2n||y(1)− x1||2
)
+
L
n
(
1
1−√ηβ
√
2Ln+
1
T
√
2n
1−√η ||y(1)− x1||2
)
We may simplify this as
(
1
n
n∑
i=1
fi(ŷi(T ))
)
− f(w) ≤ (x(1)− w)
2
2βT
+
βL2
2
+
2
√
2L2β
1−√η +
2
√
2L
T
√
n(1−√η) ||y(1)− x1||2
+
√
2L2β
1−√η +
L
√
2
T
√
n(1−√η) ||y(1)− x1||2
Now since
√
1− 19U ≤ 1 − 118U we have that the 1/(1 −
√
η) terms in the above equation may be upper
bounded as
1
1−√η =
1
1−√1− 1/(9U) ≤ 11− (1− 1/(18U)) = 18U
Furthermore, choose any w∗ ∈ W∗ and β = 1/(L√UT ) so that
βL2 =
L√
UT
,
βL2
1−√η ≤
18L
√
U√
T
, βT =
√
T
L
√
U
,
Plugging all this in we obtain(
1
n
n∑
i=1
fi(ŷi(T ))
)
− f(w∗) ≤ L
√
U(x(1)− w∗)2
2
√
T
+
L
2
√
T
√
U
+ 36
√
2L
√
U
T
+
36
√
2LU
T
√
n
||y(1)− x1||2
+
18
√
2L
√
U√
T
+
18
√
2LU√
nT
||y(1)− x1||2
This proves the first equation of Theorem 3.1. To prove the second equation of the theorem, let us plug in
the our bound for 1/(1−√η) into Eq. (3.10):
||ŷ(t)− x̂(t)1||1 ≤ 18Uβ
√
2Ln+
1
t
(
18U
√
2n||y(1)− x1||2
)
Now plugging in t = T, β = 1/(L
√
UT ) we obtain
||ŷ(T )− x̂(T )1||1 ≤ 18
√
2n
√
U√
T
+
18U
√
2n
T
||y(1)− x1||2
which implies
1
n
||ŷ(T )− x̂(T )1||1 ≤ 18
√
2
√
U√
T
+
18
√
2U√
nT
||y(1)− x1||2 (3.13)
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and now observing that the median of a set of points minimizes the sum of the l1 distances to those points,
this implies the second equation of the theorem.
Remark III.A: One might wish for a stronger bound on the error than our quantity Err(θ1, . . . , θn); for
example, one might wish to show that every node i holds some estimate θi which satisfies f(θi) − f(w∗) =
O(L
√
n/T ).
We remark here that is not hard to modify our protocol to satisfy this condition. Indeed, simply observe
that the quantity x̂(t) satisfies this bound; indeed, our proof proceeds by first bounding f(x̂(t))− f(w∗) and
(see Eq. (3.12)) and then arguing that this implies the bound on Err(ŷ1(T ), . . . , ŷn(T )) by a perturbation
argument. Since T̂ is the average of the values of ŷ1(T ), . . . , ŷn(T ), there is a natural two-step procedure the
nodes can implement: first they can use the protocol of Eq. (3.1) to compute ŷ1(T ), . . . , ŷn(T ), and then
they can average these values using Eq. (2.1).
In order for this to result in an O(L
√
n/T ) bound on the distance from optimality at each node, each
node needs to obtain an additive O(
√
n/T ) approximation to x̂(t). Since by Eq. (3.13) each node is at
most n1.5/T 1/2 from x̂(t) after the completion of the first stage of the above protocol, this means that the
averaging protocol of Eq. (2.1) needs to run for an O(n log n) steps during the second stage. Thus this
protocol achieves f(θi)− f(w∗) = O(L
√
n/T ) for estimates θi at each node after T +O(n log n) iterations.
Remark III.B: We note that there is an alternative and very simple approach to distributed optimization.
After initializing their states θi(1) at some identical initial state θi(1) = θ, the nodes pick an error tolerance
 and perform a multi-stage procedure: each node computes the subgradient gi(k) of fi(·) at the the point
θi(k); these subgradients are then averaged using an average consensus protocol until each node has the
averaged estimate gavei (k) which differs from the true average (1/n)
∑n
i=1 gi(i) by at most ; finally, each
node updates as θi(k + 1) = θi(k) − 1√kgavei (k). This two-stage procedure of computing subgradients and
approximately averaging them is then repeated for K iterations.
It is not too hard to see that this can be made to work; for example, as long as nodes know an upper
bound U on the total number of nodes, they can use the average consensus protocol of Eq. (2.1) to average
the subgradients and they can use Theorem 2.1 to decide the number of consensus iterations to perform until
all gavei (k) differ by at most  from the true average subgradient. Nevertheless, the scheme of Eq. (3.1) has
three distinct advantages relative to this two-stage approach.
First, the two-stage protocol is considerably less elegant than any approach which avoids the use of
inner/outer loops.
Secondly, the convergence rates obtained by the two-stage scheme are a logarithmic factor worse com-
pared to the convergence rates from Theorem 3.1. Indeed, observe that choosing  ≤ 1/K1.5 ensures that
all nodes are always within an 1/
√
K of each other. This, however, means that the nodes need to average
the subgradients for O(n log(L
√
nK1.5)) iterations using the average consensus protocol of Eq. (2.1), since
initially the vector that stacks up the subgradients has 2-norm at most L
√
n. A standard analysis of the
subgradient method with errors along the lines of Lemma 3.11 implies that an error O(L/
√
K) is achieved
at each node after O(Kn log(L
√
nK1.5)) iterations, which is worse than the bound of Theorem 3.1 by a
logarithmic factor. Unlike the protocol of Eq. (3.1), the protocol we have just sketched does not achieve the
optimal decay O(1/
√
T ) with the number of iterations T .
Finally, although we have not made a point of it here, the scheme we have described in this paper will
perform well when the underlying graph is well-connected, even if there is no knowledge of the graph. For
example, if the underlying graph is an expander with spectral gap bounded away from 1, we will have that
Err(·, ·, . . . , ·) will decay as O(1/√T ) with no dependence on n or U . By contrast, the two-stage procedure
will need to have an inner loop of size at least O(U log(1/)) to accurately average the subgradients (since
the nodes do not know the underlying graph is an expander), so that final convergence time will still scale
at least linearly in U .
3.4. Two-dimensional grids and geometric random graphs. We can utilize Corollary 2.7, proved
in the last section, to show that on two-dimensional grids and geometric random graphs, convergence time
is essentially proportional to square root of the number of nodes.
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Proposition 3.12. Consider the protocol
yi(t+ 1) = xi(t) +
1
2
∑
j∈N(i)
xj(t)− xi(t)
max(d(i), d(j))
− βgi(t)
zi(t+ 1) = yi(t)− βgi(t)
xi(t+ 1) = yi(t+ 1) + (1− γ) (yi(t+ 1)− zi(t+ 1))
with the initialization yi(1) = zi(1) = xi(1). Under the same assumptions as Theorem 3.1, there is a choice
of γ = Θ
(
1√
U logU
)
such that with step-size β = 1
L
√
T (U logU)1/4
we have that if G is a two-dimensional grid,
Disp(ŷ1(T ), . . . , ŷn(T )) = O
(
(n log n)1/4
T 1/2
(
||y(1)− x1||2
T 1/2
(
log n
n
)1/4
+ 1
))
Err(ŷ1(T ), . . . , ŷn(T )) = O
(
L
(n log n)1/4
T 1/2
(
||y(1)− x1||2
T 1/2
(
log n
n
)1/4
+ 1 + (x− w∗)2
))
.
If G is a geometric random graph with r2 ≥ 8c lognn where c > 1, then the same equations hold with high
probability.
The proof is almost identical to the proof of Theorem 3.1, but using the improved bound 1/(1−√η) =
O(
√
n log n) which follows from Corollary 2.7 for grids or geometric random graphs. We omit the details.
4. Formation maintenance and leader-following. In this section, we describe the application of
Theorem 2.1 to two closely related problems: formation maintenance from offset measurements and leader-
following. In the former, a collection of nodes must maintain a formation, provided that each node can
measure the positions of other nodes in its own coordinate system. The leader-following problem is similar
to the average consensus problem in that all nodes need to agree on the same value, but this value is not
the initial average but now the value held by a certain leader.
4.1. Formation maintenance from offset measurements. The setup we describe here closely par-
allels [65, 44, 73], which noted the connection between formation control from offsets and consensus. As in
the previous sections, there is a fixed connected graph G = (V,E), which we now assume to be bidirectional3.
We will associate with each edge (i, j) ∈ E a vector rij ∈ Rd known to both nodes i and j. A collection of
points p1, . . . ,pn in Rd are said to be “in formation” if for all (i, j) ∈ E we have that pj − pi = rij . In this
case, we will write p1, . . . ,pn ∈ F .
Intuitively, we may think of rij as the “offset” between nodes i and j; for a collection of points in
formation, the location pj in the coordinate system where pi is at the origin is exactly rij . Note that if
p1, . . . ,pn ∈ F then for any vector t ∈ Rd we will have p1 + t, . . . ,pn + t ∈ F . In other words, a translate
of any collection of points in formation is also in formation.
We will say that the formation defined by rij , (i, j) ∈ E is valid if there is at least one collection of points
p1, . . . ,pn in formation. It is easy to see that not every choice of rij corresponds to a valid formation: for
example, we must have that rij = −rji.
We now consider the problem of formation maintenance with offset measurements: a collection of nodes
with initial positions p1(0), . . . ,pn(0) would like to repeatedly update these positions so that p1(t), . . . ,pn(t)
approaches a collection of points which are in the formation. We will assume that each node i knows the
offsets pj(t)− pi(t) for all of its neighbors j at every time step t. However, we do not assume the existence
of any kind of global coordinate system common to all the nodes.
This is a considerably simplified model of real-world formation control in several respects. First, we are
assuming a first-order model wherein nodes can modify their positions directly; a more realistic model would
3Bidirectional graphs differ from undirected graphs as follows. An undirected graph G = (V,E) has edge set E composed
of unordered pairs; by contrast, a bidirectional graph has edge set E composed of ordered pairs but (i, j) ∈ E implies (j, i) ∈ E.
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closely model the dynamics of each agent. As the dynamics of different kinds of agents will be quite different
(see, for example, studies of the formation control problem for UAVs in [50], unicycles in [83, 54], and marine
craft [33]), here we stick with the simplest possible model. Secondly, we ignore a number of other relevant
considerations, such as collision avoidance, velocity alignment, connectivity maintenance, and so forth.
We note that the assumptions we make are different than the most common assumptions in formation
control, wherein one often assumes that agents are able to measure converge to formations defined through
distances (e.g., [27, 63]). In that setup, formations are defined not only up to translations but also up to
rotations. Our assumptions are closest to some of the problems considered in [73, 44, 3] which studied more
sophisticated variations of this setup.
Motivated by Theorem 2.1, we propose the following method. Each node initializes yi(1) = pi(1) and
updates as
yi(t+ 1) = pi(t) +
1
2
∑
j∈N(i)
pj(t)− pi(t)− rij
max(d(i), d(j))
(4.1)
pi(t+ 1) = yi(t+ 1) +
(
1− 2
9U + 1
)
(yi(t+ 1)− yi(t))
Note that this protocol may be implemented by each agent in a distributed way, with each agent i
needing to know only measurements pj(t)− pi(t) for all of its neighbors j ∈ N(i). Our performance bound
for this protocol is given in the following proposition and corollary.
Proposition 4.1. Suppose that G = (V,E) is a bidirectional, connected graph and the formation defined
by rij , (i, j) ∈ E is valid. Then given a collection of points p1, . . . ,pn not in the formation, there is a unique
collection of points p1, . . . ,pn such that:
• p1, . . . ,pn is in the formation.
•
1
n
n∑
i=1
pi =
1
n
n∑
i=1
pi
Corollary 4.2. Suppose that (i) G = (V,E) is a bidirectional connected graph (ii) the formation
defined by rij , (i, j) ∈ E is valid (iii) U ≥ n (iv) every node in an undirected connected graph implements
the update of Eq. (4.1). We then have that
n∑
i=1
||yi(t)− pi||22 ≤ 2
(
1− 1
9U
)t−1 n∑
i=1
||yi(1)− pi||22
Summarizing, the protocol of Eq. (4.1) drives all yi(t) to the point in the formation that has the same
center of mass as the initial collection of positions. Furthermore, the convergence is geometric with constant
1− 1/(9U). Under our assumption that U is within a constant factor of n, this gives the linear time bound
O
(
n ln
√∑n
i=1 ||yi(1)− pi(1)||22/
)
until all nodes are within a distance of  of their final destinations.
It remains the prove the above proposition and corollary.
Proof. [Proof of Proposition 4.1] The existence of such a p1, . . . ,pn may be established as follows. By
our assumption that the formation is valid, let q1, . . . ,qn be a collection of points in formation; setting
pi = qi +
1
n
n∑
j=1
(pj − qj)
it is immediate that we have obtained p1, . . . ,pn with the desired properties.
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The uniqueness of p1, . . . ,pn is an immediate consequence of the fact that two collections of points in
formation must be translates of each other. Indeed, if q1, . . . ,qn ∈ F and Pij is a path from i to j in G,
then
qj = qi +
∑
j∈Pij
rij
It follows that if z1, . . . , zn is another collection of points in the formation, then zj − qj = zi − qi for all
i, j = 1, . . . , n, i.e., z1, . . . , zn is a translate of q1, . . . ,qn.
Proof. [Proof of Corollary 4.2] Define
ui(t) = pi(t)− pi
wi(t) = yi(t)− pi
We can subtract the identity
pi = pi +
1
2
∑
j∈N(i)
pj − pi − rij
max(d(i), d(j))
from the first line of Eq. (4.1) to obtain
wi(t+ 1) = ui(t) +
1
2
∑
j∈N(i)
uj(t)− ui(t)
max(d(i), d(j))
(4.2)
Furthermore, subtracting pi from the second line of Eq. (4.1), we obtain
ui(t+ 1) = wi(t+ 1) +
(
1− 2
9U + 1
)
(wi(t+ 1)−wi(t)) (4.3)
Considering Eq. (4.2) and Eq. (4.3) together, we see that the vectors obtained by stacking up the i’th
components of ui(t),wi(t) satisfy Eq. (2.1). Furthermore,
1
n
n∑
i=1
wi(1) =
1
n
n∑
i=1
yi(1)− pi =
1
n
n∑
i=1
pi(1)− 1
n
n∑
i=1
pi = 0,
and therefore for each j = 1, . . . , d, the initial average of the j’th entries of the vectors wi(1) is 0. Conse-
quently, applying Theorem 2.1 we obtain that for all j = 1, . . . , d,
n∑
i=1
[wi(t)]
2
j ≤ 2
(
1− 1
9U
)t−1 n∑
i=1
[wi(1)]
2
j
From the definition of wi(t), we therefore have
n∑
i=1
([yi(t)]j − [pi]j)2 ≤ 2
(
1− 1
9U
)t−1 n∑
i=1
([yi(1)]j − [pi]j)2
Summing up over j = 1, . . . , d yields the statement of the corollary.
4.2. Leader-following. The motivation for studying leader-following comes from the problem of ve-
locity alignment: a single node keeps its velocity fixed to some v ∈ Rd, and all other nodes repeatedly update
their velocities based only on observations of neighbors’ velocities; the goal is for the velocity of each agent
to converge to the leader’s velocity v. A slightly more general setup, which we will describe here, involves a
nonempty subset of leaders S ⊂ {1, . . . , n} all of whom fix their velocities to the same v.
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The leader-following problems is naturally motivated by the problems of controlling multi-agent systems.
For example, it is desirable for a flock of autonomous vehicles to be controlled by a single (possibly human)
agent which steers one of the vehicles and expects the rest to automatically follow. A number of variations
of this problem have been considered, following its introduction in [40]; we refer the reader to [78, 32, 88]
for some more recent references.
Here our goal is to design a protocol for leader-following with linear convergence time based on Theorem
2.1. Specifically, we propose that, while each leader node keeps xi(t) = v, each non-leader node i initializes
yi(1) = xi(1) and updates as
yi(t+ 1) = xi(t) +
1
2
∑
j∈Ni(t)
xj(t)− xi(t)
max(d(i), d(j))
(4.4)
xi(t+ 1) = yi(t+ 1) +
(
1− 2
18U + 1
)
(yi(t+ 1)− yi(t))
Our performance bound for this protocol is given in the following corollary.
Corollary 4.3. Suppose (i) G is a connected, undirected graph (ii) each node i in a nonempty set S
sets xi(t) = v for all t (ii) each node not belonging to S updates using Eq. (4.4) (iv) U ≥ n. Then
n∑
i=1
||yi(t)− v||22 ≤ 2
(
1− 1
18U
)t−1 n∑
i=1
||yi(1)− v||22
Note that, as before, under the assumption that U is within a constant factor of n, this corollary gives
a linear O
(
n
(
ln
√∑n
i=1 ||yi(1)− v||22/
))
bound on the number of updates until each node is within a
distance of  of v.
Proof. [Proof of Corollary 4.3] Without loss of generality, let us make the following three assumptions.
First, let us relabel the nodes so that the first k nodes comprise all the non-leader nodes, i.e., S = {1, . . . , k}c.
Secondly, by observing that the Eq. (4.4) can be decoupled along the components of the vectors xi(t),yi(t),
we can without loss of generality assume these vectors belong to R1, i.e., they are numbers. Thus v will be
a number as well, and in the rest of this proof, x(t),y(t) will denote the vectors whose i’th components are
the numbers xi(t), yi(t). Finally, since adding the same constant to each entry of xi(1), yi(1), as well as to
v, adds the same constant to all xi(t), yi(t), we can assume without loss of generality that v = 0.
We now proceed to the proof itself, which is an application of a trick from [29] which we now sketch.
We will show that the dynamics of Eq. (4.4) are nothing more than the dynamics of Eq. (2.1) on a modified
undirected graph G′ which has at most twice as many vertices. The graph G′ can be obtained by splitting
each non-leader agent i ∈ Sc into two distinct nodes, one with the same initial value as i, and the other with
a negated initial value. Informally speaking, this will allow us to claim that all the leader agents perform
the consensus iterations of Eq. (2.1), which will keep their value at 0 by symmetry, rather than keeping their
value fixed at v = 0 by design. We can then apply Theorem 2.1 to bound the convergence times of the
dynamics of Eq. (2.1) on the new graph with extra states. This idea originates from [29] where it is used to
analyze consensus protocols with negative weights.
Formally, we construct a new undirected graph G′ = (V ′, E′) as follows. For each node i ∈ Sc (recall
that by assumption the set of leader agents S satisfies Sc = {1, . . . , k}) we create two nodes, iA, iB . Thus
V ′ = {1A, . . . , kA, 1B , . . . , kB , k+ 1, . . . , n}. Next, for every edge (i, j) ∈ E where both i, j ∈ Sc, we put two
edges (iA, jA), (iB , jB) into E′; and for every edge (i, j) ∈ E where one of i, j in S and the other is not - say
i ∈ S, j ∈ Sc - we put the two edges (i, jA), (i, jB) into E′.
Note that because G is connected by assumption, we have that G′ is connected; indeed, for any pair
of nodes i, j in G′, there exists a path from i to j by putting together two paths from their corresponding
nodes in G to an arbitrarily chosen leader node.
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Fig. 5.1. Convergence time as a function of the number of nodes for the average consensus protocol of Eq. (2.1).
Convergence time for the line graph is shown on the left and for the lollipop graph is shown on the right.
Finally, we set initial values x′i(1) = 0 for all leader nodes i ∈ S; and for non-leader nodes i ∈ Sc, we set
x′iA(1) = xi(1), x
′
iB (1) = −xi(1). As before, we initialize yi(1) = xi(1).
The following statement now follows immediately by induction: suppose we run Eq. (2.1) on the
undirected graph G′ with initial conditions x′(1),y′(1) and the upper bound 2U on the number of nodes and
obtain the vectors x′(t),y′(t); and further suppose we run Eq. (4.4) on the graph G with initial conditions
x(1),y(1) to obtain the vectors x(t),y(t); then for all i = 1, . . . , k and all iterations t, xi(t) = xiA(t) and
yi(t) = yiA(t).
Applying Theorem 2.1 we obtain that
||y′(t)||22 ≤ 2
(
1− 1
18U
)t−1
||y′(1)||22.
Noting that, for all t, ||y′(t)||22 = 2||y(t)||22, we have that this equation implies the current corollary.
5. Simulations: average consensus and distributed median computation. We now describe
several simulations designed to show the performance of our protocol on some particular graphs.
We begin with some simulations of our protocol for average consensus. In Figure 5.1, we simulate the
protocol of Eq. (2.1) on the line graph and the lollipop graph4. These graphs are natural examples within
the context of consensus protocols. The line graph represents a long string of nodes in tandem, while the
lollipop graph and its close variations have typically been used as examples of graphs on which consensus
performs poorly; see, for example, [47]. The initial vector was chosen to be x1(0) = 1, xi(0) = 0 in both
cases, and we assume that U = n, i.e., each node knows the total amount of nodes in the system. In both
cases, we plot the number of nodes on the x-axis and the first time ||x(t)− x1||∞ < 1/100 on the y-axis.
The plots show the protocol of Eq. (2.1) exhibiting a curious, somewhat uneven behavior on these
examples. Nevertheless, the linear bound of Theorem 2.1 appears to be consistent with the fairly quick
convergence to consensus shown in the figure.
We next consider the problem of median computation: each node in a network starts with a certain
value wi and the nodes would like to agree on a median of these values. This can be cast within the
decentralized optimization framework by observing that the median of numbers w1, . . . , wn is a solution of
4The lollipop graph is composed of a complete graph on n/2 nodes connected to a line of n/2 nodes.
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Fig. 5.2. Average deviation from the median as a function of the number of nodes using the decentralized optimization
protocol of Eq. (3.1) after T = 4n iterations. The line graph is shown on the left and and convergence time the lollipop graph
is shown on the right.
the minimization problem
arg min
θ
n∑
i=1
|θ − wi|
and therefore can be computed in a distributed way using the update of Eq. (3.1) with the convex functions
fi(θ) = |θ−wi|. One may take L = 1, since the subgradients of the absolute value function are bounded by
one in magnitude.
We implement the protocol of Eq. 3.1 on both the line graph and lollipop graph. In both cases, we
once again take U = n, i.e., we assume that every node knows the total number of nodes in the system. We
suppose each node o starts with xi(0) = wi. Moreover, for i = 1, . . . , n/2, we set wi to be the remainder
of i divided by 10, and wn/2+i = −wi. This choice of starting values is motivated by three considerations:
(i) our desire to have a simple answer (in this case, the median is always zero) (ii) the desire to have an
initial condition whose norm does not grow quickly with n (since our convergence times for decentralized
optimization scale with the initial condition as well and we want to focus on the effect of network size) (iii)
the obseervation that this choice creates a “bottleneck” - on the line graph, for example, numbering the
nodes from 1, . . . , n going from left to right, this results in the left half of the nodes having a positive initial
condition and the right half of the nodes having negative initial condition; it is interesting to observe whether
our protocol will be able to cope with such bottlenecks quickly.
Theorem 3.1 suggests good performance will be attained when the number of iterations T is linear in n.
Correspondingly, we set T = 4n. In Figure 5.2, we plot the number of nodes on the x-axis vs (1/n)||ŷ(T )||1
(which is the average deviation from a correct answer since 0 is a median) on the y-axis. As can be seen from
the figure, choosing a linear number of iterations T = 4n clearly suffices to compute the median of integers
in the range [−10, 10] with excellent accuracy.
6. Conclusion. We have presented a protocol for the average consensus problem on a fixed, undirected
graph with a linear convergence time in the number of nodes in the network. Furthermore, we have shown
one can use modifications of this protocol to obtain linear convergence times in decentralized optimization,
formation control, and leader-following. Given the copious literature on applications of consensus throughout
multi-agent control, we expect that our results may be used to derive linearly convergent protocols for many
other problems.
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The most natural open problem following this work is to extend the results of this paper to time-varying
graphs. The mobility inherent in most multi-agent systems means that communication graphs will vary,
often unpredictably so. As of writing, the best convergence time attainable on time-varying sequences of
undirected graphs is quadratic in the number of nodes [57]; for time-varying directed graphs, no convergence
time which is even polynomial in the number of nodes appears to be known.
REFERENCES
[1] Y. Afek, Y. Matias, “Elections in anonymous networks,” Information and Computation, vol. 113, no. 2, pp. 312-330, 1994.
[2] M. Alighanbari, J. P. How, “Unbiased Kalman consensus algorithm,” Journal of Aerospace Computing, Information, and
Communication, vol. 5, 2008.
[3] M. Arcak, “Passivity as a design tool for group coordination,” IEEE Transactions on Automatic Control, vol. 52, no. 8,
pp. 1380-1390, 2007.
[4] C. Avin, G. Ercal, “On the cover time and mixing time of random geometric graphs,” Theoretical Computer Science, vol.
380, pp. 2-22, 2007.
[5] D. Angeli, P.-A. Bliman, “Convergence speed of unsteady distributed consensus: decay estimate along the settling spanning-
trees,” SIAM Journal on Control and Optimization, vol. 48, no. 1, pp. 1-32, 2009.
[6] T. C. Aysal, B.N. Oreshkin, M.J. Coates, “Accelerated distributed average consensus via localized node state prediction,”
IEEE Transactions on Signal Processing, vol. 57, no. 4, pp. 1563-1576, 2009.
[7] A. Beck, A. Nedic, A. Ozdaglar, M. Teboulle, “An O(1/k) gradient method network resource allocation problems,” IEEE
Transactions on Control of Network Systems, vol. 1, no. 1, 2014.
[8] P. Bianchi, W. Hachem, F. Iutzeler, “A stochastic coordinate descent primal-dual algorithm and applications to large-scale
coposite optimization,” http://arxiv.org/abs/1407.0898
[9] P.-A. Bliman, A. Nedic, A. Ozdaglar, “Rate of convergence for consensus with delays,” Proceedings of the 47th IEEE
Conference on Decision and Control, 2008.
[10] V. Blondel, J. M. Hendrickx, A. Olshevsky, J. N. Tsitsiklis, “Convergence in multiagent coordination, consensus, and
flocking,” Proceedings of the IEEE Conference on Decision and Control, 2005.
[11] S. Bubeck, “Nesterov’s accelerated gradient descent for smooth and strongly convex optimization,” http://tinyurl.com/
orzvwus
[12] M. Cao, A. S. Morse, B. D. O. Anderson, “Reaching a consensus in a dynamically changing environment: convergence
rates, measurement delays, and asynchronous events,” SIAM Journal on Control and Optimization, vol. 47, no. 2, pp.
601-623, 2007.
[13] M. Cao, D. A. Spielman, A. S. Morse, “A lower bound on convergence of a distributed network consensus algorithm,”
Proceedings of the IEEE Conference on Decision and Control, 2005.
[14] M. Cao, D. A. Spielman, E. M. Yeh, “Accelerated gossip algorithms for distributed computation,” Proceedings of the
Allerton Conference on Control, Communication, and Computing, 2006.
[15] R. Carli, A. Chiuso, L. Schenato, S. Zampieri, “Distributed Kalman filtering based on consensus strategies,” IEEE Journal
on Selected Areas in Communications, vol. 26, no. 4, pp. 622-633, 2008.
[16] R. L. G. Cavalcante, B. Mulgrew, “Adaptive filter algorithms for accelerated discrete-time consensus,” IEEE Transactions
on Signal Processing, vol. 58, no. 3, pp. 1049-1058, 2010.
[17] A. Chen, A. Ozdaglar, “A fast distributed proximal-gradient method,” Proceedings of the Allerton Conference on Com-
munication, Control, and Computing, 2012.
[18] Y. Chen, R. Tron, A. Terzis, R. Vidal, “Accelerated corrective consensus: converge to the exact average at a faster rate,”
Proceedings of the American Control Conference, pp. 3417-3422, 2011.
[19] A. Chiuso, F. Fagnani, L. Schenato, S. Zampieri, “Gossip algorithms for simultaneous distributed estimation and classifi-
cation in sensor networks,” IEEE Journal of Selected Topics in Singal Processing, vol. 5, no. 4, pp. 691-706, 2011.
[20] H.-L. Choi, L. Brunet, J.P. How, “Consensus-based decentralized auctions for task assignment,” IEEE Transactions on
Robotics, vol. 25, pp. 912-926, 2009.
[21] G. Cybenko. “Dynamic load balancing for distributed memory multiprocessors,” Journal of Parallel and Distributed
Computing, vol. 7, no. 2, 1989, pp. 279 - 301.
[22] M. Degroot, “Reaching a consensus,” Journal of the American Statistical Association, vol. 69, no. 345, pp. 118-121, 1974.
[23] J. C. Duchi, A. Agarwal, M. J. Wainwright, “Dual averaging for distributed optimization: convergence analysis and network
scaling,” IEEE Transactions on Automatic Control, vol. 57, no. 3, pp. 592-606, 2011.
[24] F. Fagnani, S. Fosson. C. Ravazzi, “A distributed classification/estimation algorithm for sensor networks,” SIAM Journal
on Control and Optimization, vol. 52, no. 1, pp. 189-218, 2014.
[25] C. Gao, J. Cortes, F. Bullo, “Notes on averaging over acyclic digraphs and discrete coverage control,” Automatica, vol. 44,
pp. 2120-2127, 2008.
[26] J. C. Delvenne, R. Carli, S. Zampieri, “Optimal strategies in the average consensus problem,” Systems & Control Letters,
vol. 58, no. 10-11, pp. 759-765, 2009.
[27] T. Eren, P. Belhumeur, A. S. Morse, “Closing ranks in vehicle formations based on rigidity,” Proceedings of the IEEE
Conference on Decision and Control, 2002.
[28] E. Ghadimi, M. Johansson, I. Shames, “Accelerated gradient methods for networked optimization,” Proceedings of the
25
American Control Conference, pp. 1668-1673, 2011.
[29] J.M. Hendrickx, “A lifting approach to models of opinion dynamics with antagonisms,” Proceedings of the IEEE Conference
on Decision and Control, 2014.
[30] J. M. Hendrickx, V. D. Blondel, “Convergence of linear and non-linear versions of Vicsek’s model,” Proceedings of the
International Symposium on Mathematical Theory of Networks and Systems, 2006.
[31] J. M. Hendrickx, R. M. Jungers, A. Olshevsky, G. Vankerbeergen, “Graph diameter, eigenvalues, and minimum-time
consensus,” Automatica, vol. 50, no. 2, pp. 635-640, 2014.
[32] Y. Hong, G. Chen, L. Bushnell, “Distributed observer design for leader-following control of multi-agent networks,” Auto-
matica, vol. 44, no. 3, pp. 846-850, 2008.
[33] I. A. F. Ihle, R. Skjetne, T. I. Fossen, “Nonlinear formation control of marine craft with experimental results,” Proceedings
of the IEEE Conference on Decision and Control, 2004.
[34] F. Iutzeler, P. Bianchi, P. Ciblat, “Explicit convergence rate of a distributed alternating direction method of multipliers,”
IEEE Transactions on Automatic Control, vol. 61, no. 4, pp. 892-904, 2015.
[35] F. Iutzeler, P. Bianch, P. Ciblat, W . Hachem, “Asynchronous distributed optimization using a randomized alternating
direction method of multipliers,” Proceedings of the IEEE Conference on Decision and Control, 2013.
[36] A. Jadbabaie, P. Molavi, A. Sandroni, A. Tabhaz-Salehi, “Non-Bayesian social learning,” Games and Economic Behavior,
vol. 76, no. 1, pp. 210-225, 2012.
[37] B. Johansson, M. Rabi, M. Johansson, “A randomized incremental subgradient method for distributed optimization in
networked systems,” SIAM Journal on Optimization, vol. 20, no. 3, pp. 1157-1170, 2009.
[38] J. Liu, B. D. O. Anderson, M. Cao, A.S. Morse, “Analysis of accelerated gossip algorithms,” Automatica, vol. 49, no. 4,
pp. 873-883, 2013.
[39] J. Liu, A. S. Morse, “Accelerated linear iterations for distributed averaging,” Annual Reviews in Control, vol. 35, no. 2,
pp. 160-165, 2011.
[40] A. Jadbabaie, J. Lin, and A. S. Morse, “Coordination of groups of mobile autonomous agents using nearest neighbor rules,”
IEEE Transactions on Automatic Control, vol. 48, no. 3, pp. 988-1001, 2003.
[41] B. Johansson, M. Rabi, M. Johansson, “A simple peer-to-peer algorithm for distributed optimization in sensor networks,”
Proceedings of the IEEE Conference on Decision and Control, 2007.
[42] B. Johansson, On Distributed Optimization in Networked Systems, Ph.D. thesis, Royal Institute of Technology (KTH),
2008.
[43] H. Kenniche, V. Ravelomananana, “Random geometric graphs as model of wireless sensor networks,” Proceedings of the
Conference on Computer and Automation Engineering, 2010.
[44] L. Krick, “Application of graph rigidity in formation control of multi-robot networks,” M.S. thesis, University of Toronto,
2007.
[45] E. Kokiopoulou, P. Frossard, “Accelerating distributed consensus using extrapolation,” IEEE Signal Processing Letters,
vol. 14, no. 10, pp. 665-668, 2007.
[46] E. Kokiopoulou, P. Frossard, “Polynomial filtering for fast convergence in distributed consensus,” IEEE Transactions on
Signal Processing, vol. 57, no. 1, pp. 342-354, 2009.
[47] H. J. Landau, A. M. Odlyzko, “Bounds for eigenvalues of certain stochastic matrices,” Linear Algebra and Its Applications,
vol. 38, pp. 5-15, 1981.
[48] D. Levin, Y. Peres, E. Wilmer, Markov Chains and Mixing Times, American Mathematical Society, 2009.
[49] H. Li, Z. Han, “Competitive spectrum access in cognitive radio networks: graphical game and learning,” Proceedings of
the IEEE Wireless Communications and Networking Conference, 2010.
[50] N. H. M. Li, H. H. T. Liu, “Formation UAV flight control using virtual structure and motion synchronization,” Proceedings
of the American Control Conference, 2008.
[51] Q. Ling, W. Shi, G. Wui, A. Ribeiro, “DLM: Decentralized Linearized Alternating Direction Method of Multipliers,” IEEE
Transactions on Signal Processing, vol. 63, no. 15, pp. 4051-4064, 2015.
[52] I. Lobel, A. Ozdaglar, “Convergence analysis of distributed subgradient methods over random networks,” IEEE Transac-
tions on Automatic Control, vol. 56, no. 6, pp. 1291-1306, 2011.
[53] A. Makhdoumi, A. Ozdaglar, “Convergence rate of distributed ADMM over networks,” http://arxiv.org/abs/1601.00194
[54] J. A. Marshall, M. E. Broucke, B. A. Francis, “Pursuit formations of unicycles,” Automatica, vol. 42, no. 1, pp. 3-12, 2006.
[55] S. Muthukrishnan, B. Ghosh, and M. H. Schultz, “First- and second-order diffusive methods for rapid, coarse, distributed
load balancing,” Theory of Computing Systems, vol. 31, no. 4, pp. 331–354, 1998.
[56] A. Nedic, J. Liu, “Lyapunov approach to consensus problems,” http://arxiv.org/abs/1407.7585
[57] A. Nedic, A. Olshevsky, A. Ozdaglar, J.N. Tsitsiklis, “On distributed averaging algorithms and quantization effects,” IEEE
Transactions on Automatic Control, vol. 54, no. 11, pp. 2506-2517, 2009.
[58] A. Nedic, A. Ozdaglar, “Distributed subgradient methods for multi-agent optimization,” IEEE Transactions on Automatic
Control, vol. 54, no. 1, pp. 48-61, 2009.
[59] A. Nedic, A. Ozdaglar, P. A. Parrilo, “Constrained consensus and optimization in multi-agent networks,” IEEE Transac-
tions on Automatic Control, vol. 55, no. 4, pp. 922-938, 2010.
[60] G. Neglia and G. Reina and S. Alouf, “Distributed gradient optimization for epidemic routing: a preliminary evaluation,”
Proceedings of the IEEE Wireless Days, 2nd IFIP, 2009.
[61] Y. Nesterov, Introductory Lectures on Convex Optimization, Kluwer, 2004.
[62] Y. Nonaka, H. Ono, K. Sadakane, M. Yamashita, “The hitting and cover times of Metropolis walks,” Theoretical Computer
Science, vol. 411, no. 16-18, pp. 1889-1894, 2010.
26
[63] R. Olfati-Saber, R. M. Murray, “Graph rigidity and distributed formation stabilization of multi-vehicle systems,” Proceed-
ings of the IEEE Conference on Decision and Control, 2002.
[64] R. Olfati-Saber, J.A. Fax, R. M. Murray, “Consensus and cooperation in networked multi-agent systems,” Proceedings of
the IEEE, vol. 95, pp. 215-233, 2007.
[65] A. Olshevsky, Efficient information aggregation strategies for distributed control and signal processing, Ph.D. thesis,
Department of EECS, MIT, 2010.
[66] A. Olshevsky, J. N. Tsitsiklis, “Convergence speed in distributed consensus and averaging,” SIAM Journal on Control and
Optimization, vol. 48, no. 1, pp. 33-55, 2009.
[67] B. Oreshkin, M. Coates, and M. Rabbat, “Optimization and analysis of distributed averaging with short node memory,”
IEEE Transactions on Signal Processing, vol. 58, no. 7, pp. 3765-3776, 2010.
[68] F. Rossi, M. Pavone, “On the fundamental limitations of performance for distributed decision-making in robotic networks,”
Proceedings of the IEEE Conference on Decision and Control, 2014.
[69] F. Rossi, M. Pavone, “Distributed consensus with mixed time/communication bandwitdth performance metrics,” Proceed-
ings of the Allerton Conference on Communication, Control, and Computing, 2014.
[70] M. Rabbat and R.D. Nowak, “Distributed optimization in sensor networks,” Proceedings of the the International Sympo-
sium on Information Processing in Sensor Networks, 2004.
[71] S. S. Ram, A. Nedic, V. Veeravalli, “Distributed stochastic subgradient projection algorithms for convex optimization,”
Journal of Optimization Theory and Applications, vol. 147, no. 3, pp. 516-545, 2010.
[72] S.S. Ram and V.V. Veeravalli and A. Nedic, “Distributed non-autonomous power control through distributed convex
optimization,” Proceedings of INFOCOM ’09, the IEEE Conference on Computer Communications, 2009.
[73] W. Ren, “Cooperative control of vehicle formations,” IET Control Theory & Applications, vol. 1, no. 2, pp. 505-512, 2007.
[74] A. Ribeiro, I. Schizas, S. Roumeliotis, G. Giannakis, “Kalman Filtering in Wireless Sensor Networks,” IEEE Control
Systems Magazine, vol. 30, no. 2, pp. 66-86, 2010.
[75] A. Sarlette, “Adding a single memory per agent gives the fastest average consensus,” http://arxiv.org/abs/1412.0402
[76] W. Shi, Q. Ling, G. Wu, W. Yin, “EXTRA: an exact first-order algorithm for decentralized consensus optimization,”
SIAM Journal on Optimization, vol. 25, no. 2, p. 944-966, 2015.
[77] D. Spanos, R. Olfati-Saber, R. M. Murray, “Approximate distributed Kalman filtering in sensor networks with quantifiable
performance,” Proceedings of the International Symposium on Information Processing in Sensor Networks, 2005.
[78] Q. Song, J. Cao, W. Yu, “Second-order leader-following consensus of nonlinear multi-agent systems via pinning control,”
Systems & Control Letters, vol. 59, no. 9, pp. 553-562, 2010.
[79] K.I. Tsianos, S. Lawlor, and M.G. Rabbat, “Consensus-based distributed optimization: Practical issues and applications
in large-scale machine learning,” Proceedings of the Allerton Conference on Communication, Control, and Computing,
2012.
[80] K.I. Tsianos, S. Lawlor, and M.G. Rabbat, “Communication/computation tradeoffs in consensus-based distributed opti-
mization,” Proc. of NIPS ’12, Advances in Neural Information Processing Systems, 2012.
[81] K.I. Tsianos and M.G. Rabbat, “Distributed strongly convex optimization,” Proceedings of the Allerton Conference on
Communication, Control, and Computing, 2012.
[82] J. N. Tsitsiklis, D. P. Bertsekas, and M. Athans, “Distributed asynchronous deterministic and stochastic gradient opti-
mization algorithms,” IEEE Transactions on Automatic Control, vol. 31, pp. 803-812, 1986.
[83] T. H. A. van den Broek, N. van de Wouw, H. Nijmeijer, “Formation control of unicycle mobile robots: a virtual structure
approach,” Proceedings of the IEEE Conference on Decision and Control, 2009.
[84] E. Wei, A. Ozdaglar, “On the O(1/k) convergence of asynchronous distributed alternating direction method of multipliers,”
Proceedings of IEEE Global Conference on Signal and Information Processing, 2013
[85] L. Xiao, S. Boyd, S. Lall, “A scheme for robust distributed sensor fusion based on average consensus,” Proceedings of the
International Conference on Information Processing in Sensor Networks, 2005.
[86] L. Xiao, S. Boyd, S. Lall, “A space-time diffusion scheme for peer-to-peer least-squares estimation,” Proceedings of the
International Conference on Information Processing in Sensor Networks, Nashville, TN, 2006.
[87] Y. Yuan, G.-B. Stan, L. Shi, M. Barahona, J. Goncalves, “Decentralized minimum-time consensus,” Automatica, vol. 49,
no. 5, pp. 1227-1235, 2013.
[88] W. Zhu, D. Cheng, “Leader-following consensus of second-order agents with multiple time-varying delays,” Automatica,
vol. 46, no. 12, pp. 1994-1999, 2010.
