The elements, p ( i , j ) , of the detection probability matrix P E RM denote the probability of detecting an emission from pixel site j , j = 1 . . . N at detector pair i, i = 1, . . . M . In order to reduce the storage size of the P matrix, we factor it as follows:
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LORs per sinogram Number of sinograms Total LORs Max ring difference is described for high from the Siemens/CTI T scanner. To maximize e model depth dependent r efficiency, photon pair nd inter-crystal scatter. of axial rebinning and probability or system matrix. By symmetries and using a factored ated indexing schemes, we are able h the storage size and backward projections. using a Huber prior system matrix and method can achieve ast recovery ratios pared to both the thod based on the to explicitly model the axial rebinning and mashing procedures that are applied in the ECAT HR+ to reduce the data size. Second, we use a modified statistical model for the data, the shifted-Poisson model in [5] , that accounts for the presence of scatter in the data and for the increase in variance resulting from randoms subtraction. Using this same shifted-Poisson model we also develop a modified OSEM method [6] which can compensate for scatter and again models the effect of randoms subtraction on variance. To achieve further reductions in computation time, we have implemented the method using multi-threading techniques on a four processor server. 
A. Factorization of the Projection Matrix
The elements, p ( i , j ) , of the detection probability matrix P E RM denote the probability of detecting an emission from pixel site j , j = 1 . . . N at detector pair i, i = 1, . . . M . In order to reduce the storage size of the P matrix, we factor it as follows: p = Pdet.sensPdet.blzlrPattnPgeom (1) Pgeom is the geometric projection matrix with each element ( i , j ) equal to the probability that a photon pair produced in voxel j reaches the front faces of the detector pair i in the absence of attenuation and assuming perfect photon-pair colinearity. Our model incorporates a depth dependent geometric sensitivity that is calculated using the solid angle spanned by the voxel j at the faces of the detector pair i [4] . Although the full size of P g e o i n is extremely large, P g e o m is very sparse and has redundancies of which we can take advantage to reduce the storage size. By choosing the voxel size in the z direction to be an integer fraction of the ring distance, we have in-plane rotation symmetries, axial reflection symmetry, and parallel symmetry in Pgeom as described in [l, 2, 41. The non-zero elements of Pgeom are stored using automated voxel indexing in a ray-driven projector format. In this way, we were able to reduce the storage requirement of P to the sizes shown in Table 2 . Table 2 Stored size of rebinned system matrices for ECAT EXACT HR+ (excluding attenuation correction and detector normalization files). is the sinogram blurring matrix used to model photon pair non-colinearity, inter-crystal scatter and penetration [3] . In principle, a 3D sinogram blurring model should be used to model radial, angular and inter-sinogram blurring. In our current implementation, since the axial acceptance angle of the scanner is small (510.3' when the maximum ring difference is set to 22), we have assumed that these blurring effects can be confined to a single sinogram and use a 2D blurring model. Furthermore, by ignoring effects associated with the location of each detector within the 8 x 8 blocks [3] and assuming that the blurring kernels are identical for sinograms for all ring differences, we then only need to compute and store the blurring kernels for the projection rays of a single projection angle. While this model assumes separability of depth dependent and sinogram blurring factors, our studies of point source sinogram data using 2D EXACT HR+ [3] and 3D microPET data [4] indicate that this approximation provides an accurate model of the photon detection process. Pdet blur is generated by Monte Carlo simulation with statistical modeling of the detector properties [3] .
PGeom P B l u r
Pattn is a diagonal matrix containing the attenuation coefficients computed using reprojections of an attenuation image reconstructed from a 2D transmission scan using either FBP or a Bayesian method [7] . P d e t S e n S is again a diagonal matrix which contains the detector efficiencies. Let detector pair i consist of the kth and Ith detector, then the efficiency of detector pair i can be expressed as [SI
P d e t s e n , ( ;
where f k ,1 represents the radially varying geometric efficiencies due to the ring structure of the detectors; g k , l represents detector-pair geometric efficiencies due to non-equal detector surface areas within the block and other block effects;
Ek ,1 = f k * €1 is the product of the intrinsic detector efficiencies; and d k , l represents the non-uniform loss of counts due to dead-time [8] .
B. Axial rebinning and mashing
The EXACT HR+ scanner used in our study acquires 3D data using axial rebinning and in-plane mashing. These procedures are used to reduce the data to a more manageable size and are justified on the grounds that the raw data set is oversampled [9] . In contrast to FBP methods based on the line integral model, the statistically based approach allows us to explicitly model these data compression procedures in our geometric projection matrix, Pgeom. To do this, we first compute pgeom (i, j ) for all ring differences. We then add the pgeom (it j ) ' s to match the rebinning and mashing procedure.
Studies performed using phantom data showed that accurately modeling the effects of rebinning and mashing in the system matrix, rather than simply pruning the matrix to delete the rows which are rebinned into others, produces improvements in image contrast recovery.
IMAGE RECONSTRUCTION

A. The Statistical Model
To model the effect of randoms subtraction and the presence of scatter in the data, we use a shifted-Poisson likelihood model [5] . The statistical model that we use for the image is a 3D Gibbs prior with a Huber potential function identical to that used in [4] .
The image is reconstructed by maximizing the log posterior density function:
where Y are the projection data, p is the hyperparameter of the Gibbs prior, Y is the projection associated with image x, i.e. Y = P x , and T; and s; are the estimated means of the randoms and scattered events, respectively. The shifted Poisson model accounts for the increase in variance in the data due to randoms subtraction and the off-set in the mean due to the presence of scatter. This model requires estimates of the mean of the random and scattered events. Since the delayed counts that are used for randoms correction are not acquired separately in the EXACT HR+ scanner, we estimate the randoms mean from the total number of counts in the delayed-coincidence window. If we assume that the singles flux is uniform at all detectors, then variations in randoms are due solely to differences in the intrinsic detector efficiencies and dead-time. Using this assumption we compute P, as where ni f k , l * d k , l (4) Nd is the total numbes are the detector indic:s Note that we do not effects here since these pairs.
single-scatter simulation the implementation of by CTI.
B. Computing the
Using the factored the symmetries in gain substantial savings requirements. We noti: we must consider all Therefore we adopt a approach:
The scatter
where g(") is the gra ient vector of the log posterior density function at z = z ( n ) : C(") is the preconditioner: of events in the delayed window and IC, 1 that correspond to the detector pair i.
nclude geometric efficiencies and block effects apply only to true coincidence component, s i , is estimated using the technique described in [ 101. We use this scatter computation method supplied 'MAP Estimate system matrix approach and exploiting the geometric projection matrix, we in both storage and computational however that to fully realize this saving data and all voxels at each iteration. xeconditioned conjugate gradient (PCG)
The step size a(") is 
C. ModiJed Ordered
For comparative algorithm for the shifted likelihood function is given in (3). It can be shown that to maximize the posterior density. is less time consuming than forward this extra line search has little effect cost. where Sk is the kth subset of the projection data. Eq. (10) is repeated until all the subsets have been exhausted. In the following, one iteration refers to one cycle through all of the data subsets. Note that (10) becomes the standard OSEM method in [6] when r; and si are zero. We found that including ri in (10) provides some improvement in contrast recovery in the thorax phantom study when compared to the standard OSEM method. Only a subset of the data are used in each update step (10). Consequently, the 2D sinogram blurring matrix can not be used efficiently here. By assuming that the projection data vary slowly from one view to the the next, we approximate the detector response using a 1D radial-only blurring kernel. The 1D radial blurring factors were obtained by summing the 2D blurring matrix over all angles of view. In the studies presented below, the projection data were grouped into 9 subsets. Each subset consists of projection views separated by 11.25' degrees.
subsets EM Reconstruction
D. Computation Time
A multi-threaded version of the MAP reconstruction algorithm has been implemented on a Sun Ultra Enterprise 4000 server with four 168MHz processors. One full 3D iteration using all four processors for a body sized object takes about 7.5 minutes compared to 25 minutes for a single processor on the same system. Benchmark comparisons with the 300MHz Pentium I1 processor indicate that reconstruction times of 60mins are achievable for 20 iterations of the MAP method using a relatively low cost four processor Pentium-I1 system. It is difficult to partition the data for the OSEM algorithm to fully exploit symmetries in the geometric matrix so that one complete cycle through the data using OSEM takes approximately 1.5 times that for MAP. However, since the number of iterations required is usually lower, we expect the total reconstruction time for OSEM to be on the order of 50% or less of that for the MAP algorithm.
IV. RESULTS
Phantom studies were performed to compare performance of the 3D MAP algorithm with the 3D OSEM and 3DRP methods. All the data were acquired with the EXACT HR+ high resolution tomograph in standard 3D mode: maximum ring difference of 22, a span of 9, and a transaxial mash factor of 2. The 3DRP reconstruction code used was that supplied by CTI. Scatter correction in 3DRP was performed by subtracting the scatter sinogram fkom the projection data before reconstruction.
Each of the three methods tested uses one variable, collectively referred to below as the smoothing parameter, to effect a trade-off between resolution and background noise variance. In the MAP reconstructions, the hyperparameter p in (3) was varied to achieve different resolutions. In the OSEM method, smoothness was controlled using the number of iterations. For the 3DRP method, a Hann windowing filter with different cutoff frequencies was used in both axial and transaxial directions. In addition, we used a ramp filter with a cutoff equal to the Nyquist frequency to achieve the highest possible resolution.
A. Cylinder and Line Source Study
A 20cm diameter uniform cylinder and three axiallyoriented line sources were activated with 18F solution in the ratio of 1500 per unit volume. The diameter of the line sources was approximately 0. 5".
The emission data were collected for 5 minutes with a total of 6.4 million counts. The transmission data were collected 14 hours after the emission scan for a total of 60 minutes. The long duration transmission scan was performed to minimize artifacts and noise due to errors in the attenuation correction factors. All reconstruction methods used the same 3D attenuation coefficients computed from the 2D transmission and blank scans using the standard CTI software.
The emission image was reconstructed using the MAP, OSEM and 3DRP methods. Fig. 1 shows the reconstructed images and profiles of a transaxial slice at 4cm off center in the axial direction. Fig. 2(a) shows the contrast between the reconstructed line source and background vs. the standard deviation of the background; Fig. 2(b) shows the FWHM of the line source vs. the standard deviation of the background.
The MAP and OSEM reconstructions were computed using a voxel size of 2 . 3~2 . 3~4 . 8 5 "~. The 3DRP images were first reconstructed on a voxel size of 2 . 3~2 . 3~2 . 4 2 5 "~ and then the adjacent image planes were added together to match the MAP and OSEM images. Since the voxel size is far larger than the line source diameter, partial volume effects should be considered when interpreting these plots. The transaxial FWHMs were calculated as the diameter of a circle with area equal to the image area for which the transaxial point spread function exceeds half of its maximum value. The background standard deviations were estimated using the same transaxial slice as the spatial standard deviation of the reconstructions in a 15cm diameter circular region that excluded the line sources; these values were then normalized by the mean of the same background.
The results in Figs. 1 and 2 show that the statistical methods can achieve higher contrast recovery and smaller FWHM than the 3DRP method at matched noise levels. Although the FWHMs of MAP and OSEM are quite similar, the MAP method consistently produces better contrast which may translate to improved lesion detectability.
B. Thorax Phantom Study
A thorax phantom was used to study lesion detectability through computation of contrast recovery coefficients for OSEM, and (c) SDRP. The smoothing parameters for the three methods were chosen to achieve approximately matched contrast (G 3) for the line source at the center of the field of view using the curves in Fig. 2. differently sized "lesions". The phantom contains thorax wall, lung and heart compartments. The heart has three chambers: an inner cylinder, surrounded by concentric middle and outer chambers. The inner heart chamber was filled with water. The lungs were filled with a lung-equivalent foam. The thorax wall and the middle and outer heart chambers were activated with 18F in the ratio of approximately 1:3 per unit volume. Four differently sized lesions (0.2m1, 0.45m1, 1 .Oml, and 1.9ml) were activated with ammonia 13NH3 and put in the thorax wall chamber at different axial locations. The ratio between the intensity of the lesions and the thorax wall was 12: 1 at the time of scanning.
The total counts in the emission scan was 14 million which is similar to that for a clinical chest study. A 2D transmission scan was collected for 120 minutes. The 3D attenuation factors were computed using CTI software. The emission image was reconstructed using MAP and OSEM with voxel wall. The CRC is defined as:
The mean and variance of the background were calculated from 5 selected circular regions on the thorax wall. The average was taken over the center slice that contains the maximum value of the lesion and two adjacent slices for a total of 570 voxels. The results obtained from the thorax phantom study again show the power of the statistical methods in achieving higher contrast recovery at matched noise levels compared to the 3DRP method. The MAP method also outperforms OSEM in contrast recovery. Note that the CRCs of the 3DRP reconstructions are not affected by the sum of adjacent planes except for the 0.45ml lesion which appears to be located at the edge of two adjacent planes. The small improvements in contrast recovery for this case when using the smaller voxels is offset by an increase in background variance which is not reflected in Fig. 3 .
