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1 JOHDANTO 
 
Tässä esityksessä tarkastellaan aikasarjaprosessia koskevan tilastollisen päättelyn 
tekemistä silloin, kun prosessissa voidaan olettaa olevan dynaamisia rakenteita 
sekä ensimmäisessä että toisessa ehdollisessa momentissa. Tämänkaltainen tilanne 
syntyy usein rahoitusaikasarja-aineistoja analysoitaessa. Ehdolliset heteroskedas-
tisuusmallit ovat nousseet keskeisesti esille aikasarjaekonometriassa 1980-luvulta 
lähtien ja toisen ehdollisen momentin dynaaminen mallintamisen merkitys 
aikasarjan kokonaismallin valinnassa korostunut myös tätä kautta. Jos voidaan 
olettaa, että aikasarjaprosessissa on autokorrelaatiota odotusarvossa ja lisäksi  
ARCH-mallien kaltaisia dynaamisia rakenteita ehdollisessa varianssissa, niin 
tällöin prosessin oikeaa stokastista kokonaisrakennetta approksimoivan mallin 
valinta on monimutkaisempaa kuin aikaisemmin tyypillisissä tapauksissa, joissa 
pelkän autokorrelaatiomallin ajateltiin riittävän kuvaamaan prosessin ajallista 
rakennetta. Nykyään eräs tärkeimpiä mielenkiinnon kohteita mallinnettaessa 
aikasarjaprosesseja onkin odotusarvon ja varianssin mahdollinen riippuvuus 
toisistaan. Jos näiden kahden ehdollisen momentin välillä on systemaattista 
riippuvuutta, niin tällöin vain toista näistä kahdesta momentista koskevan 
spesifikaatiotestin tulokset saattavat antaa vääriä tuloksia, jos testisuureen arvoa 
laskettaessa ei tehdä ehdollistamista toisen momentin rakenteiden suhteen.  
 
Sekä ensimmäisen että toisen ehdollisen momentin sisältäessä säännöllisiä 
rakenteita, mallinvalintaa voidaan lähestyä ainakin kolmella eri tavalla. 
Ensimmäisessä vaihtoehdossa pyritään testaamaan kummankin momentin 
spesifikaatioita yhtä aikaa esimerkiksi pyrkimällä heti aluksi sovittamaan 
prosessiin mahdollisimman laaja AR-ARCH- malli, jota spesifikaatiotestien 
tuloksien perusteella pyritään tämän jälkeen supistamaan. Toisessa 
lähestymistavassa ensimmäisen momenttia koskeva testaaminen tapahtuu 
ehdollistettuna toisen momentin oletetun mallirakenteen suhteen ja päin vastoin 
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toista momenttia testatessa. Kolmannessa lähestymistavassa pyritään selvittämään 
ensin jompaa kumpaa momenttia – yleensä ehdollista odotusarvoa – kuvaava 
malli siten, että käytetyt testit ovat robusteja toisessa momentissa – yleensä 
ehdollisessa varianssissa – olevien rakenteiden suhteen. Tässä tukimuksessa yksi 
keskeinen teoreettinen mielenkiinnonkohde on viimeksi mainitun 
lähestymistavan mukaisessa mallinvalinnassa tarvittavat robustit testit. 
Ekonometrisessa mallintamisessa tarvitaan toisaalta usein myös robustisuutta 
normaalijakaumapoikkeamien suhteen. Luvussa kaksi esiteltävät testit ovat 
robusteja sekä heteroskedastisuuden että ei-normaalisuuden suhteen.  
 
Luvussa kaksi esitellään siis tilastollisten menetelmien teoriaa sellaisiin 
aikasarjaekonometrisiin tilanteisiin, joissa sekä ensimmäisessä että toisessa 
ehdollisessa momentissa on dynaamisia rakenteita. Luvun aluksi esitetään 
Bollerslevin ja Wooldridgen robustisen kvasiuskottavuusestimaattorin 
asymptoottinen jakaumatulos. Tämän jälkeen tarkastellaan Wooldridgen robustin 
regressiopohjaisen spesifikaatiotestin soveltamista ehdollisen odotusarvon ja 
ehdollisen varianssin mallien testaamisessa. Seuraavaksi käydään lävitse 
yksiulotteisten ARCH-mallien teoriaa. Luvun lopuksi esitellään joitain 
diagnostisia testejä ja sijoituskohteen ylituoton mallintamiseen liittyvää 
taloustieteellistä teoriaa. Luvussa kolme esitellään tulokset empiirisesta 
analyysistä, jossa sovelletaan luvun kaksi menetelmiä aikasarjaprosessin 
mallinvalintaan ja estimointiin. Luvussa neljä tehdään yhteenvetoa käsitellyistä 
asioista. 
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2 TEORIAA 
 
2.1 Robusti kvasiuskottavuusestimointimenetelmä  
 
Uskottavuusestimaattoria kutsutaan kvasiuskottavuusestimaattoriksi, kun sitä 
käytetään tietoisesti tilanteessa, jossa tavanomaisen uskottavuusestimointi-
menetelmän oletukset eivät ole voimassa. Bollerslev ja Wooldridge (1992) tutkivat 
normaalijakauman mukaisen kvasiuskottavuusestimaattorin käyttöä tilanteissa, 
joissa estimoidaan samanaikaisesti sekä ehdollisen odotusarvon että ehdollisen 
varianssin mallispesifikaatio.  
 
Seuraavaksi esitetään Bollerslevin ja Wooldridgen (1992) robustin 
kvasiuskottavuusestimaattorin asymptoottinen jakaumatulos. Oletetaan, että {(yt, 
zt): t = 1,2,…} on jono satunnaisvektoreita siten, että yt on selitettävä endogeeninen 
satunnaismuuttuja ja zt on L-ulotteinen vektori eksogeenisia satunnaismuuttujia. 
Olkoon edelleen mallin ennalta määräytyneiden satunnaismuuttujien joukko xt ≡ 
(zt, yt-1, zt-1 , …, y1, z1). Tavoitteena on analysoida malleja, joilla kuvataan vektorin 
yt ehdollista odotusarvoa ja ehdollista varianssia muuttujien xt suhteen 
ehdollistettuna. Muuttujista xt voidaan tarvittaessa poistaa muuttujat zt. Toisaalta 
valitsemalla xt ≡ zt saadaan poikkileikkausmalleja vastaava mallinnusasetelma. 
 
Oletetaan seuraavaksi että jollain äärellisulotteisella parametrivektorin1 arvolla 
θ0∈Θ ehdolliselle odotusarvofunktiolle {mt(xt,θ): θ∈Θ} ja ehdolliselle 
varianssifunktiolle {υt(xt,θ): θ∈Θ}  pätevät samanaikaisesti yhtälöt   
(2.1.1)   ),()(
0
θtttt xmxyE = , t = 1,2,… ja    
(2.1.2)     ),()var( 0θυ tttt xxy = , t = 1,2,….   
Parametriavaruus Θ on p-ulotteisen  reaaliavaruuden IRp osajoukko. Lisäksi 
vektorin xt arvot ja parametrivektorin θ funktioiden mt(xt,θ) ja υt(xt,θ) rakenteet 
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oletetaan tunnetuiksi. Vektorin yt ehdollisen jakauman ei yleisesti jatkossa oleteta 
olevan normaalinen.  
 
Vakiota lukuunottamatta havainnon t log-kvasiuskottavuusfunktion yhtälö on 
(2.1.3)  ),()),()(2/1()),(log()2/1();,( 12 θυθθυθ tttttttttt xxmyxxyl −−−−= .  
Käyttämällä yleistetylle residuaalifunktiolle merkintää 
(2.1.4)    ),(),,( θθε tttttt xmyxy −≡ ,  
saadaan yhtälölle (2.1.3) lyhyempi esitys 
(2.1.5)   ),(),,()2/1()),(log()2/1();,( 12 θυθεθυθ tttttttttt xxyxxyl −−−= . 
Parametrivektorin θ kvasiuskottavuusestimaattori Tθˆ  saadaan maksimoimalla 
kaikkien havaintojen kvasiuskottavuusfunktiota 
(2.1.6)    
=
=
T
t
tttttT xylxyl
1
, ),,(),( θθ  
parametrivektorin θ  suhteen.  
   
 
Seuraavaksi esitellään Wooldridgen normaalijakaumapoikkeamien suhteen 
robustin kvasiuskottavuusestimaattorin asymptoottinen jakauma. Tätä varten 
tarvitaan lauseke log-uskottavuusfunktion lt(yt,xt,θ) Hessen matriisin ehdolliselle 
odotusarvolle ja pistemäärävektorille. Olkoon Hessen matriisi 
kvasiuskottavuusfunktion toiset osittaisderivaatat sisältävä p×p-ulotteinen matriisi  
(2.1.7)    



∂
∂
∂
∂
≡∇∇≡ )(
'
)()( ' θθθ
θθ θθ tH .  
Lausekkeen (2.1.7) avulla voidaan määritellään niin sanottu ehdollinen 
informaatiomatriisi  
(2.1.8)    [ ]ttt xHEa )()( θθ −≡  . 
Olkoon (kvasi)pistemäärävektori  
                                                                                                                                                                                
1 Parametrivektori θ sisältää sekä ehdollisen odotusarvofunktion että ehdolisen varianssifunktion parametrit. 
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(2.1.9)    )()()( θ
θ
θθ θ  ∂
∂
=∇≡ts . 
Normaalijakauman tapauksessa pätee niin sanottu informaatiomatriisiekvivalenssi 
 (2.1.10)    [ ]ttt xsa )(var)( 00 θθ = . 
 
Jos vektorin yt ehdollinen jakauma ei ole normaalinen, niin tällöin 
informaatiomatriisiekvivalenssi ei yleensä päde. (Bollerslev et al. 1992, 148.) 
Kvasiuskottavuusestimaattorilla voidaan kuitenkin tehdä tilastollista päättelyä 
teoreeman 2.1 avulla, vaikka tutkittavan prosessin yt ehdollinen  jakauma ei 
noudatakaan normaalijakaumaa.  
 
Teoreema 2.1  
Oletetaan säännöllisyysoletukset, jotka on esitetty artikkelissa Bollerslev et al. 
(1992, 167), ovat voimassa ja lisäksi, että jollain parametrivektorin arvolla θ ∈  
int(Ω) yhtälöt (2.1.1) ja (2.1.2) pätevät. Tällöin kvasiuskottavuusestimaattorille Tθˆ  
pätee jakaumatulos 
(2.1.11)   [ ] ( ) ),0(ˆ 02/110010 pdTTTT INTABA →−−−− θθ , jossa 
(2.1.12)    [ ] [ ]
=
−
=−≡
T
t
tTT aETTHEA
1
0
1
0
0 )(/)( θθ   ja  
(2.1.13)    [ ]
=
−
=
− ∇∇=





≡
T
t
T
t
tT ETsTB
1
00
1
0
1
2/10 )'()()(var θθθ αα  . 
 
Määritellään lisäksi estimaattorit 
(2.1.14)   
=
−
≡
T
t
TtT aTA
1
1 )ˆ(ˆ θ  ja 
(2.1.15)    
=
− ∇∇≡
T
t
TTT TB
1
1 )ˆ()'ˆ(ˆ θθ αα . 
Teoreeman 2.1 säännöllisyysoletuksilla näille estimaattoreille pätevät 
konvergenssit  
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(2.1.16)    0ˆ 0
d
TT BB →−  ja 
(2.1.17)    0ˆ 0
d
TT AA →− . 
 
Teoreeman 2.1 perusteella kvasiuskottavuusestimaattori on asymptoottisesti 
normaalisesti jakautunut ja 111 ˆˆˆ −−− TTT ABAT  on sen rajajakauman 
kovarianssimatriisin robusti tarkentuva estimaattori. Matriisi 11 ˆˆˆ −− TTT ABA  on 
Whiten robustin kovarianssimatriisin tarkentuva estimaattori. Yhtälön (2.1.13) 
yhtäsuuruus seuraa siitä, että säännöllisyysoletuksien pätiessä ja ehdollisen 
odotusarvofunktion että ehdollisen varianssifunktion ollessa oikein spesifioitu, 
kvasipistemäärävektori st(θ) on oikealla parametrivektorinnarvolla θ0 
vektoriarvoinen martingaali-differenssijono. Jos informaatiomatriisi ekvivalenssi 
on voimassa, niin silloin uskottavuusestimaattorin Tθˆ  asymptoottinen 
kovarianssimatriisin tarkentuva estimaattori saadaan laskettua yksinkertaisemmin 
lausekkeilla 
(2.1.18)  TBTAa TTT /ˆ/ˆ)ˆvar(
11 −−
==θ . 
(Bollerslev et al. 1992, 147-149.) 
 
2.2 Mallispesifikaation robusti testaaminen  
 
Seuraavassa esitellään Wooldridgen (1990, 1991) robustien testien teoriaa. 
Ekonometrisessa mallintamisessa käytetään yleisesti apuregressioita spesifikaatio-
testien testisuureiden arvojen approksimatiiviseen laskemiseen. Näin tehdään 
etenkin laskettaessa Lagrangean-kerrointestien eli LM-testien testisuureiden 
arvoja. Näiden aproksimatiivisten testisuureiden arvojen pienotosominaisuudet 
ovat yleensä huonoja ja niiden asymptoottisen jakauman johtaminen edellyttää 
usein joidenkin lisäoletuksien voimassaoloa. Esimerkiksi useissa heteroskedasti-
suustesteissä joudutaan olettamaan nollahypoteesin voimassaolon lisäksi, että 
virhetermin neljäs momentti on äärellinen. Tavanomaiset spesifikaatiotestit on 
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myös yleensä konstruoitu normaalisesti jakautuneille otoksille ja ne eivät yleensä 
ole päteviä silloin, kun tutkittavan muuttujan ehdollinen jakauma ei noudata 
normaalijakaumaa.  
 
Tässä luvussa esitettävät jakaumaoletuksien suhteen robustit testit soveltuvat 
dynaamisten mallien ensimmäisten ja toisten ehdollisten momenttien  
spesifikaatiotestaukseen yleensä ilman apuoletuksien tekemistä. Näiden testien 
yleinen rakenne muistuttaa LM-testejä siinä mielessä, että testisuureiden arvon 
laskeminen edellyttää ainoastaan nollahypoteesin mukaisen rajoitetun mallin 
estimointia. Testisuureiden arvojen laskeminen tapahtuu tavanomaisien 
regressioestimointien avulla.  (Wooldridge 1990, 18-19.)  
 
2.2.1 Testin yleinen rakenne 
 
Oletetaan, että { } Ptt IRAAxm ⊂∈  ,:),( αα  on skalaarisen satunnaismuuttujan yt 
ehdollisen odotusarvon E(yt|xt) parametrinen malliperhe. K-ulotteinen 
satunnaismuutujavektori xt sisältää selittäjämuuttujat, joihin voi kuulua myös 
muuttujan yt omia viipeitä.  Oletetaan lisäksi, että testattava nollahypoteesi on  
(2.2.1)    ( ) ),(: 00 αtttt xmxyEH =  t = 1,2,…  jollain α0∈ A ⊂ IRp . 
Testauksen kohteena on jokin parametrivektoria koskeva rajoite siten, että 
vastahypoteesina on hypoteesi  
(2.2.2)    ( ) ),(: 01 βtttt xmxyEH =  t = 1,2,…,  
jossa M-ulotteinen parametrivektori β0 (M > K) on esitettävissä rajoitetun mallin 
oikean parametrin arvon α0 differentioituvana funktiona β0 = c(α0) siten, että c: A 
→ B ja α0 ∈ int(A).  Oletetaan edelleen, että on olemassa jono painofunktioita 
{ht(xt,γ): γ ∈ Γ ⊂ IRL} siten, että ht(xt,γ) > 0. Tämä painofunktio pyritään valitsemaan 
rakenteeltaan sellaiseksi, että se approksimoi mahdollisimman hyvin ehdollista 
varianssia V(yt|xt). Funktion ht(xt,γ) arvot voidaan myös estimoida. Tällöin  
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parametrin γ estimaattorin Tγˆ  oletetaan olevan −T tarkentuva eli  
( ) )1(ˆ 0 pTT OT =− γγ , kun { } Γ⊂0Tγ .  
 
Testinsuureen yleinen rakenne perustuu nollahypoteesia (2.1.1) vastaavan 
epälineaarisen mallin  
(2.2.2)    tttt xmy εα += ),(  
painotetun pienimmän neliösumman estimointimenetelmään, jossa parametri α arvo 
estimoidaan ratkaisemalla optimointitehtävä 
(2.2.3)    ( )
=
∈
−
T
t
TtttttA
xhxmy
1
2 )ˆ,(/),(min γα
α
. 
Tämän optimointitehtävän ensimmäisen kertaluvun ehtoyhtälö on 
(2.2.4)   ( ) 0
)ˆ(
),()',(
1
=
−∇
= Tt
ttt
T
t
tt h
xmyxm
γ
α
αα , jossa 
(2.2.5)     ( ) ( )( )





∂
∂
≡∇ α
α
αα ,, tttt xmxm . 
Muodostettaessa testisuureen lauseke gradienttivektori ),( αα tt xm∇  korvataan 
jollain sopivalla parametrivektorin α, ehdollistamismuuttujien xt funktiolla 
)ˆ,( Ttt x αλ , jolloin testisuureen lausekkeeksi saadaan 
(2.2.6)   ( )
=
−
T
t Tt
Tttt
Ttt h
xmyx
1 )ˆ(
)ˆ,()ˆ,(
γ
α
αλ . 
Indikaattorifunktio )ˆ,( Ttt x αλ  pyritään valitsemaan siten, että se mittaa 
kulloisessakin testaustilanteessa mielenkiinnon kohteena olevaa poikkeamaa 
nollahypoteesin mukaisesta mallista. Esimerkiksi autokorrelaatiotestissä 
indikaattorifunktio valitaan siten, että se sisältää virhetermin viipeitä, jolloin 
lausekkeen (2.2.6) mukainen lauseke mittaa residuaalien ja niiden viipeiden välistä 
lineaarista riippuvuutta. Jos lausekkeen (2.2.6) saama arvo poikkeaa nollasta, niin 
tällöin residuaaleihin tulkitaan jääneen indikaattorifunktion approksimoimaa 
systemaattista rakennetta.  
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Olkoon )ˆ,(ˆ Tttt xmm α≡ , ttt myu ˆˆ −≡ , )ˆ,(ˆ Tttt xhh γ≡  ja )ˆ,(ˆ Tttt x αλλ ≡ . Tällöin 
lausekkeen (2.2.6) mukaisen kovarianssin yhtäsuuruutta nollan kanssa testaavan 
tavanomaisen LM-testisuureen approksimatiivinen arvo saadaan apuregressiolla, 
jossa muuttujaa tt hu ˆ/ˆ  selitetään muuttujilla tt hm ˆ/ˆα∇ 2 ja tt hˆ/λˆ  , t = 1,2,…,T. 
Testisuureen arvoa aproksimoi lauseke TR2, jossa R2 on tavanomainen selitysaste 
kyseisestä apuregressiosta. Tälle lausekkeelle pätee nollahypoteesin voimassa 
ollessa asymptoottisesti jakaumatulos 22 ~ Q
a
TR χ , jossa Q ≡ M - K. Jotta tämä 
jakauma-aproksimaatio olisi voimassa, täytyy estimaattorin Tαˆ  olla 
asymptoottisesti ekvivalentti painotetun PNS-estimaattorin kanssa, ja lisäksi 
painofunktion estimaattorin thˆ  tulee olla ehdollisen varianssin V(yt|xt) tarkentuva 
estimaattori. (Wooldridge 1990, 32.)  
 
Seuraavassa kahdessa aliluvussa esitetään lausekkeeseen (2.2.6) perustuva robusti 
testi sekä ehdollisen odotusarvomallin että ehdollisen varianssimallin rajoitteiden 
testaamiseen. Näillä testisuureilla on useita mielenkiintoisia ominaisuuksia. Ne 
ovat robusteja aineiston normaalisuusoletuspoikkeamien suhteen. Toisaalta ne 
eivät menetä asymptoottista tehokkuutta myöskään ehdollisen normaalisuuden 
pätiessä, sillä tavanomaisten LM-testien oletuksien ollessa voimassa ne ja 
vastaavat robustit testit ovat asymptoottisesti ekvivalentteja. Testisuureiden arvon 
laskeminen edellyttää siis vain rajoitetun mallin estimointia ja ehdollisen 
odotusarvon ja ehdollisen varianssin mallilausekkeista tarvitaan vain ensimmäiset 
osittaisderivaatat. Myöskään parametrivektorin rajoitefunktion tarkemman 
rakenteen tai sen gradienttivektorin tuntemista ei edellytetä. Jos ehdollisen 
odotusarvofunktion ja ehdollisen varianssifunktion rakenteiden estimointi 
voidaan erottaa toisistaan, niin tällöin ehdollisen odotusarvofunktion esitettävä 
testi on joissain tapauksissa robusti myös ehdollisen varianssifunktion 
                                                           
2 Näiden residuaalien kanssa määritelmällisesti ortogonaalisten selittäjien on oltava mukana testisuureen  
oikean koon säilyttämiseksi (ks. MacKinnon 1992, 108).   
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väärinspesifioinnin suhteen. (Bollerslev et al. 1992,152-153.) Tämä testi soveltuu 
erityisen hyvin eksponentiaalisen malliperheen mukaisille malleilla, sillä niiden 
ehdollisen odotusarvomallin parametriestimaattorin asymptoottinen jakauma on 
joka tapauksessa riippumaton ehdollisen varianssifunktion parametriestimaat-
torin asymptoottisesta jakaumasta (Wooldridge 1990, 27). 
 
2.2.2 Ehdollisen odotusarvomallin robusti testi   
 
Tässä kappaleessa tarkastellaan ehdollista odotusarvomallia koskevan hypoteesin 
robustia testaamista silloin, kun tutkittavan muuttujan yt mallinnuksessa on 
käytetty samanaikaisen informaation lisäksi kaikki hetken t-1 informaatio, joka 
vaikuttaa hetken t arvoon.  
 
Olkoon testattava hypoteesi kuten kohdassa (2.2.1) eli     
(2.2.7)    ( ) ( )0t0 ,y  E: αttt xmxH = ; t = 1,2,… , jollain α0 ∈ A ⊂ IRp  
Satunnaisvektori xt sisältää kaikki relevantit selittäjät joukosta ψt-1 ≡ (zt, yt-1,zt-1,yt-
2,…, z1, y1), jossa zt-muuttujat ovat eksogeenisia muuttujia. Parametrivektorin α 
estimoinnin oletetaan tapahtuvan T -tarkentuvalla estimaattorilla. Esiteltävän 
testin käytöstä on suurin hyöty tilanteissa, joissa ehdollisen odotusarvomallin 
parametrit voidaan estimoida erikseen huomioimatta niiden mahdollisia 
riippuvuuksia ehdollisten varianssin parametrien kanssa. Tämä ei tarkoita sitä, 
että ensimmäisen ja toisen ehdollisen momentin välillä ei saisi olla riippuvuuksia, 
sillä kuten jo aiemmin todettin, esimerkiksi eksponentiaalisen malliperheen 
mukaisilla malleilla odotusarvomallin ja varianssimallin parametrien 
kvasiuskottavuusestimointi voidaan tehdä erikseen, vaikka vastaavien ehdollisten 
momenttien välillä olisikin riippuvuuksia.  
 
Testisuure perustuu yleisen testisuureen (2.2.6) mukaiseen lausekkeeseen  
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(2.2.8)    ( ) ( )[ ] ( )
=
−
−
=
−
−
≡
T
t
TtttTttTtt
T
t
ttt xyexhxTehT
1
11
1
11 ˆ,,ˆ,'ˆ,ˆˆ'ˆ αγαλλ , jossa 
(2.2.9)    ( ) ( )TtttTttt xmyxye αα ˆ,ˆ,, −= . 
Tavanomainen lausekkeeseen (2.2.8) perustuva LM-testisuure lasketaan siis 
apuregressiolla siten, että heteroskedastisuuskorjattuja residuaaleja ttt hee ˆ/ˆ~ ≡ , 
jossa siis )ˆ,(ˆ Tttt xhh γ≡ , selitetään heteroskedastisuuskorjatuilla 
pistemäärävektorin arvoilla ( ) tTtt hxmm ˆ/ˆ,~ ααα ∇≡∇  ja vastaavasti korjatuilla 
virheindikaattorin arvoilla tTttt hx ˆ/)ˆ,(ˆ
~
αλλ ≡ , t = 1,…T. Tällainen testisuure ei 
kuitenkaan ole robusti ehdollisen varianssin väärinspesifioinnin suhteen ja lisäksi 
testin asymptoottisen jakaumatuloksen voimassaolo edellyttää, että estimaattori 
Tαˆ  on asymptoottisesti ekvivalentti painotetun epälineaarisen pienimmän 
neliösumman estimaattorin kanssa. (Wooldridge 1991, 16.)  
 
Seuraavalla proseduurilla saadaan laskettua edellisen luvun LM-testisuuretta  
vastaava heteroskedastisuuden suhteen robusti ehdollisen odotusarvomallin 
spesifikaatiota testaava testisuure, jonka käyttöedellytyksenä on  
parametrivektorin α T -tarkentuva estimointi. 
 
 Proseduuri 2.1   
 i) Estimoidaan parametrit α ja γ T -tarkentuvilla estimaattoreilla, jolloin  
   nollahypoteesin pätiessä ( ) )1(ˆ 0 pT OT =−αα  ja ( ) )1(ˆ 0 pTT OT =− γγ , jossa  
Γ⊂0Tγ  on ei-stokastinen jono. Lasketaan lausekkeiden ),(ˆ γtt xhh = , 
)ˆ,(ˆ ααα ttt xmm ∇=∇ , )ˆ,(ˆ αtttt xmye −= , )ˆ,(ˆ Ttt x αλ  ja vastaavien modifioitujen 
lausekkeiden tt uhu ˆˆ~
2/1−
≡ , tt mhm ˆˆ~
2/1−
≡∇α  ja tt h λλ ˆˆ
~ 2/1−
≡  arvot. 
ii) Estimoidaan regressio, jossa lausekkeen tλ
~
 arvoja selitetään lausekkeen tm~α∇   arvoilla, 
talletetaan residuaalit tr~  ja lasketaan niiden avulla lausekkeiden tt re ~~  arvot. 
iii) Estimoidaan lopuksi regressio, jossa vakiota yksi selitetään lausekkeen tt re ~~ , arvoilla. 
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Nollahypoteesin pätiessä on voimassa jakaumatulos 22 ~ Q
a
u SSRTTR χ−= , jossa SSR 
on tavanomainen residuaalineliösumma kohdan kolme regressiosta. Kohdan kaksi 
regression seurauksena testisuure käyttäytyy asymptoottisesti ikään kuin se olisi 
estimoitu painotetulla pienimmän neliösumman menetelmällä. (Wooldridge 1991, 
16-17.)  
Heteroskedastisilla virhetermeillä testin optimaaliset ominaisuudet edellyttävät 
ehdollisen varianssifunktion jonkinlaista spesifiointia painofunktion ht avulla. Jos 
painofunktion tarkemmasta rakenteesta ei ole tietoa, se joudutaan korvaamaan 
jollain muulla funktiolla. Yleisesti sovellettavissa olevan vaihtoehto on vakio yksi, 
jolloin ht(xt, γ) = 1, t = 1,2,...,T (Wooldridge 1991, 32.)  
 
Robusti LM-testi ehdollisen odotusarvomallin rajoitteelle 
 
Olkoon ( )βµ ,tt x  ehdollisen odotusarvon rajoittamatton malli, jossa β on M –
ulotteinen parametrivektori (M > K). Oletetaan myös kuten aiemminkin, että oikea 
parametrivektorin arvo β0 on esitettävissä rajoitetun odotusarvomallin ( )α,tt xm  
oikean parametrin arvon α0 differentioituvana funktiona β0 = c(α0) siten, että c: A 
→ B ja α0 ∈ int(A). Testattavia rajoitteita on näin ollen Q ≡ M - K kappaletta. 
Ehdollisen odotusarvon mallifunktiolle pätee näillä oletuksilla yhtälö 
(2.2.10)      ))(,(),( αµα cxxm tttt ≡ .   
Robusti LM-testisuure saadaan valitsemalla väärinspesifioinnin indikaattoriksi 
(2.2.11)    ( ) ( ))(,, αµαλ β cxx tttt ∇≡ . 
Tällöin kuitenkin painotettu pistemäärävektori ja painotettu väärinspesifioinnin 
indikaattori, 
(2.2.12)    ttt hcm ˆ/)(ˆ~ αµ αβα ∇∇≡∇   
ja  
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(2.2.13)    ttt hˆ/ˆ
~ µλ β∇≡ , 
sisältävät samoja komponentteja (vektorissa tµβ ˆ∇ ) , jotka on poistettava 
indikaattorista ennen proseduurin 2.1 kohdassa ii) tapahtuvaa robustisoivaa 
regressiota. Tarkastellaan lähemmin esimerkkiä, jossa  testataan  
autoregressiivisen mallin  
(2.2.14)    tptptt yyy εααα ++++= −− ...110    
virhetermiprosessin εt asteen q autokorreloituneisuutta. Vastahypoteesin 
mukainen malli virhetermeille on siis 
(2.2.15)   tqtqtt ηεφεφε +++= −− ...11  ,  
jolloin nolla- ja vastahypoteesi voidaan esittä muodossa    
(2.2.16)    0 :  0 =iH φ ,  i = 1,2,…,q  ja  
(2.2.17)     0 :  0 ≠iH φ  jollain  i = 1,2,…,q. 
 
Tavanomaisen LM-testin mukainen väärän spesifikaation indikaattori on   
(2.2.18)     )ˆ,...,ˆ,,...,,1(ˆ 11 qttpttt yy −−−−=∇ εεµβ , jossa  
(2.2.19)    ptpttt yyy −− −−−−= αααε ˆˆˆˆ 110  . 
Ennen kohdan ii) regressiota tästä indikaattorista on poistettava (p+1) ensimmäistä 
komponenttia, jotka ovat myös regression selittäjien lausekkeessa tmˆα∇ . Tämän 
jälkeen indikaattoriksi tulee  
(2.2.20)    ( )'ˆ,...,ˆ,ˆˆ 21 qtttt −−−≡ εεελ .    
(Wooldridge 1991, 19-20). 
 
Jos painofunktion ht, t = 1,2,…, arvoja ei tunneta, niin ne voidaan, kuten jo 
aiemmin todettiin, korvata vakiolla yksi eli ht = 1 , t = 1,2,…,T . Testin voimaa 
voidaan toisaalta parantaa, jos painofunktion rakenne onnistutaan valitsemaan 
siten, että se aproksimoi ehdollisen varianssin V(yt|xt) rakennetta. Painofunktio 
ht(xt,α) voitaisiin myös sulauttaa indikaattorifunktioon λt(xt,α), mutta edellä 
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olevassa esityksessä se on tarkoituksella esitetty omana erillisenä funktiona. Näin 
on tehty siksi, että jos painofunktio onnistutaan spesifioidaan siten, että se 
aproksimoi ehdollista varianssia, niin tällöin saatava robusti testi on 
asymptoottisesti ekvivalentti tavanomaisen LM-testin kanssa (Wooldridge 1991, 
27-28).  
 
2.2.3 Ehdollista varianssimallin robusti testi 
 
Tässä luvussa tarkastellaan ehdollisen varianssin mallirakenteen robustia 
testaamista sen jälkeen, kun edellisen kohdan mukainen ehdollisen odotusarvon 
malli on todettu riittäväksi. Toisin sanoen tarkoitus on testata nollahypoteesia, 
(2.2.21)    ( ) ( ) 2,....,1    ,,xyV        
arvolla   ektorinparametriv jollain lisäksija  pätee   :'
0ttt
000
==
Γ∈
tx
HH
t γυ
γ
 
Ehdollinen odotusarvofunktio siis oletetaan oikeinspesifioiduksi, joten 
nollahypoteesi H0’ voidaan esittää myös muodossa 
(2.2.22)    ( )[ ] ( )0200 ,    :' γυ tttt xxeEH = , jossa 
(2.2.23)     ),( 0
0 αtttt xmye −≡  
on ehdollisen odotusarvomallin residuaalin lauseke oikealla parametrivektorin 
arvolla α0. Yhtälön (2.2.22) perusteella nollahypoteesin mukainen ehdollisen 
varianssimallin residuaali on  
(2.2.24)   )ˆ,()ˆ(ˆˆ 222 TttTttt xee γυαυ −≡− , jossa 
(2.2.25)    )ˆ,()ˆ( 22 TttTt xee αα ≡ . 
Nollahypoteesia H0’ testaava testisuure perustuu siten lausekkeeseen 
(2.2.23)    ( ) ( ) ( ) ( )[ ] 
= =
−−
−≡−
T
t
T
t
tttTtTttttt xexTeT
1 1
2121 ˆ,ˆ'ˆ,ˆˆ'ˆ γυαθλυλ   , 
jossa estimaattorit TT γα ˆja   ˆ  oletetaan tarkentuviksi oikeiden parametrivektorin  
arvojen α0 ja γ0 suhteen. Robusti testisuureen lauseke lasketaan tämän jälkeen 
analogisesti proseduurin 2.1 kanssa. Tehdään joitain lisämäärittelyjä. Olkoon 
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),( γυ tt x  nollahypoteesin mukainen rajoitettu malli, jossa γ ∈ Γ ⊂ IRL . Olkoon 
edelleen ),( δϕ tt x  yleisempi rajoittamaton malli, jossa δ ∈ ∆ ⊂ IRN siten, että N > L 
ja lisäksi Q = N – L. Testi on robusti jakaumaoletuspoikkeamien suhteen.  
Testisuureen arvo lasketaan samalla tavoin kuin robusti odotusarvotesti.  
  Proseduuri 2.2  
  i) Estimoidaan parametrivektorit α ja γ  estimaattoreilla, jotka ovat T   
  -tarkentuvia  nollahypoteesin H0’ pätiessä.Ja lasketaan arvot lausekkeille  
  ttttttt eem λυφυ α ˆja  ˆˆˆ ,ˆ ,ˆ ,ˆ 2 −≡∇  ja näiden avulla edelleen painokorjatut   
  arvot tttttttttt e υλλυυφφυυυ γ ˆ/ˆ~ja    1ˆ/ˆˆ/ˆ~  ,ˆ/ˆ~ 2 ≡−=≡∇≡∇ .     
  ii) Estimoidaan regressio, jossa indikaattorin tλ
~
 arvoja selitetään vektorin tυγ
~∇ ;  
   komponenttien arvoilla ja talletetaan Q kappaletta residuaaleja tir~ , i = 1,2,...Q.    
    iii) Estimoidaan lopuksi regressio, jossa ykkösten vektoria selitetään lausekkeiden  
  tit r~
~φ ; i = 1,…,Q  arvoilla.    
 
Hypoteesin '0H  pätiessä lauseke SSRTTRu −≡
2  noudattaa asymptoottisesti 
jakaumaa 2Qχ . SSR on tavanomainen residuaalineliösumma kolmannen vaiheen 
regressiosta. Ennen robustisoivaa regressiota (vaihe ii)) on selitettävästä 
indikaatorista aikaisempien testien tapaan poistettava selittäjänä käytetyn 
gradienttivektorin kanssa yhteiset komponentit. (Wooldridge 1991, 29.) 
  
Robusti LM-testi ehdollisen varianssimallin rajoitteelle 
 
Tavanomaisen LM-testin robusti versio saadaan valinnoilla, 
(2.2.24)    ( ) ( )δϕθλ δ ,, tttt xx ∇≡ , jossa )(γδ c=  ja  
(2.2.25)    ( ) ( ))(,, γϕγυ cxx tttt ≡ . 
Tällöin vastaavat painotetut lausekkeet ovat  
(2.2.26)     ))ˆ(,(/)ˆ,(ˆ/ˆ~ TttTttttt cxx γυθλυλλ ≡≡  ja   
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(2.2.27)    tTtttt C υϕυυυ δγγ ˆ/ˆˆˆ/ˆ~ ∇=∇≡∇ , jossa 
))ˆ((ˆ Ttt c γϕϕ δδ ∇=∇  ja )ˆ(ˆ TT cC γγ∇= . 
Indikaattorista tλˆ  on poistettava L ensimmäistä termiä ennen kohdan kaksi 
regressiota. ARCH(q)-mallin robusti LM-testi saadaan valitsemalla indikaattoriksi 
vektori 
(2.2.28)    ( )22 1 ˆ,...,ˆˆ~ qtttt ee −−== λλ . 
(Wooldridge 1991, 30-31.) 
 
2.3 ARCH-mallien teoriaa 
 
2.3.1 ARCH-mallien taustaa ja mallintamisperiaate 
 
Viimeisten parin vuosikymmenen aikana yksi suosituimmista tutkimuskohteista 
ekonometrian piirissä on ollut ehdollisen heteroskedastisuuden mallintaminen. 
Louis Bachelier kiinnitti huomiota tähän ilmiöön empiirisissä aineistoissa jo 
vuosisadan alussa (Mandelbrot 1967, 394). Mandelbrot tarkasteli erilaisten 
hintasarjojen jakaumia paljon myöhemmin 1960-luvulla ja havaitsi niissä 
säännöllisiä heteroskedastisuusrakenteita. Esimerkiksi puuvillan hintasarjoissa 
isot muutokset seurasivat isoja muutoksia ja pienet muutokset pieniä muutoksia, 
alkuperäisen hintasokin suunnasta riippumatta (Mandelbrot 1963, 418).  
Myöhemmässä artikkelissaan Mandelbrot totesi lisäksi optimistisesti, että 
 ”To refer to systematic changes is especially tempting.  Indeed, to explain the temporal changes of 
the statistical parameters of the the process of price variation would constitute  a worthwhile  first 
step towards the ultimate explanation of price variation itself.”   
(Mandelbrot 1967, 396). 
 
Vaikka Mandelbrotin kuvailemat empiiriset jakaumaominaisuudet olivat siis 
tiedossa jo paljon ennen vuotta 1982, niin ilmiön mallintamiseen käytettiin tätä 
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ennen lähinnä epäformaaleja menetelmiä. Vuonna 1982 julkaistiin Robert Englen 
artikkeli, jossa ensimmäisen kerran esitettiin ekonometrisia malleja näiden 
ominaisuuksien kuvaamiseen. (Bera et al. 1993, 306.) Engle esitteli artikkelissaan 
autoregressiivisen ehdollisen heteroskedastisuusmallin eli ARCH(q)-mallin 
(AutoRegressive Conditional Heteroskedasticity model). Tämän jälkeen on 
julkaistu valtava joukko artikkeleita, joissa on esitetty joko tämän mallin 
laajennuksia tai uusia samankaltaisia malleja.  
 
Suurimpia syitä ARCH-mallien3 suosioon on toisaalta se, että niiden kuvaamia 
ominaisuuksia esiintyy yleisesti rahoitusaineistoissa ja toisaalta se, että näiden 
mallien ominaisuudet eivät ole ristiriidassa talousteorioiden kanssa. Pelkässä 
ARCH-prosessissa ei oleteta olevan autokorrelaatiota ja toisaalta 
rahoitusmarkkinoiden oletetaan yleensä olevan tehokkaat, jolloin kaikki oleellinen 
informaatio (mukaan lukien prosessin oma historia) sisältyy hintaprosessin 
kulloisenkin ajanhetken arvoon. Seuraavan periodin hinnan ajatellaan siten olevan 
odotusarvomielessä riippumaton edellisen ajanhetken arvosta. Toisaalta 
varianssilla on rahoitusteoriassa keskeinen rooli riskin kuvaajana, joten ARCH-
malleilla pystytään mallintamaan ehdollista riskiä kuvaavan muuttujan 
riippuvuusrakenteita rikkomatta oletusta markkinoiden tehokkuudesta. 
Ehdollisen varianssin käyttäytymisen tunteminen on luonnollisesti tärkeää myös 
silloin, kun tarkastellaan ekonometristen mallien antamien ennnusteiden 
luotettavuutta.  
 
ARCH-malleja voidaan soveltaa sellaisenaan aikasarjaprosessin käyttäytymisen 
mallintamiseen, mutta yleisempää lienee ARCH(q)-mallin käyttö regressiomallin 
residuaaliprosessin mallispesifikaationa. Tällöin prosessia yt mallinnetaan 
lineaarisella regressiomallilla 
(2.3.1)    ttt xy εβ += ' , 
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jossa xt on K-ulotteinen vektori selittäviä muuttujia ja β on tuntematon K-
ulotteinen parametrivektori. Vektori xt voi sisältää myös prosessin yt viivästettyjä 
arvoja. ARCH-spesifikaation mahdollistamiseksi virheprosessille εt oletetaan 
ehdollinen jakauma  
(2.3.2)    ),0(~1 ttt hN−ψε ,  
jossa ehdollistaminen tapahtuu mallimuuttujien aikaisemman historian 
{ },..., 111 −−− = ttt xyψ  suhteen. (Bera et al.,1993, 309-310.) 
 
Keskeinen ominaisuus yhtälöiden (2.3.1) ja (2.3.2) mukaisen ARCH-
regressiomallin määrittelyssä on se, että siinä sallitaan virhetermiprosessin εt 
ehdollisen varianssin ht riippuvuus muuttujaprosessien aikaisemmasta historiasta. 
Toisaalta jatkossa esitetään stabiilisuusehtoja, joiden voimassa ollessa ARCH-
prosessin ehdoton varianssi pysyy vakioisena ajan kuluessa. Heteroskedastisuus 
on siis tällöin luonteeltaan ainoastaan ehdollista. Yksiulotteisten ARCH-mallien 
määrittelyt eroavat toisistaan ehdollisen varianssin ht rakenneyhtälön osalta.  
 
2.3.2 Yksiulotteisia ARCH-malleja 
 
Seuraavassa kuvataan tarkemmin muutaman yksiulotteisen ARCH-mallin teoriaa 
ja niiden tilastollisia ominaisuuksia. Englen ARCH(q)-mallin lisäksi esitellään 
yleistetty ARCH-malli (GARCH-malli) sekä siitä edelleen johdetut integroitu 
GARCH-malli (IGARCH-malli) ja eksponentiaalinen GARCH-malli (EGARCH-malli). 
 
ARCH(q)-malli 
 
Englen (1982) alkuperäisessä artikkelissa esitetään useita ehdollisen varianssin ht 
rakennetta kuvaavia yhtälöitä. Yleisesti näitä voidaan kuvata yhtälöllä 
                                                                                                                                                                                
3 Nimitystä ARCH–mallit käytetään tässä tekstissä myöhemmin yleisesti kuvaamaan kaikkia ARCH(q) –
mallista johdettuja malleja. 
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(2.3.3)    ( )αεεε ,,...,, 21 qtttt hh −−−= , 
joka luonnollisesti pitää sisällään hyvin erilaisia rakenteita. Regressiomallin 
virhetermin viipeiden lukumäärä sekä parametrivektorin α ja funktion h tarkempi 
rakenne jätetään tässä esityksessä antamatta (Engle 1982, 989). Tarkemmin 
esityksessä käsitellään kuitenkin ARCH-regressiomallia, jossa virhetermiprosessin 
ehdollinen varianssi riippuu lineaarisesti aikaisempien virhetermien neliöistä. 
Tämä virhetermiprosessin spesifikaatio on sittemmin tullut tunnetuksi ARCH(q)-
mallina. Siinä virheprosessin εt ehdollisen varianssin riippuvuusrakenteen 
määrittää yhtälö  
(2.3.4)    22 22
2
110 qtqttth −−− ++++= εαεαεαα  ,  
jossa siis   
(2.3.5)    ititit xy −−− −= 'βε  , i =1,2,…,q 
(Engle 1982, 994). Olettamalla, että α0 > 0 ja αi ≥ 0; i = 1,2,…q, taataan ehdollisen 
varianssin positiivisuus. Jos lisäksi mallin karakteristisen yhtälön  
(2.3.6)    01 221 =−−−−
q
q LLL ααα   
kaikki juuret ovat yksikköympyrän ulkopuolella, niin ARCH(q)-prosessi on 
kovarianssistationaarinen ja tällöin prosessin ehdottomalle varianssille saadaan 
lauseke    
(2.3.7)    

=
−
== q
j j
tt E
1
02
1
)()var(
α
α
εε . 
(Engle 1982, 993.) Virhetermit εt ovat autokorreloitumattomia, mutta eivät 
riippumattomia, sillä niiden välinen riippuvuus on nyt toisessa ehdollisessa 
keskusmomentissa (Bollerslev 1986, 310).  
   
 
Kuten yhtälöstä (2.3.4) voidaan nähdä, niin ARCH(q)-mallin avulla saadaan siis 
mallinnettua tilanne, jossa prosessissa tapahtuneen sokin vaikutus säilyy 
ehdollisessa varianssissa jonkin aikaa ja lakkaa vähitellen. Tähän ominaisuuteen 
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liittyy läheisesti myös ARCH-prosessien jakaumien ’paksuhäntäisyys’. Engle 
näyttää ARCH(1)-mallin osalta, että sen implikoima ehdollinen jakauma on 
huipukkaampi eli ’paksuhäntäisempi’ kuin normaalijakauma (Engle 1982, 992). 
 
Yleistetty ARCH-malli (GARCH-malli)  
 
Sopivan ARCH(q)-mallin löytäminen edellyttää usein varsin pitkän viiverakenteen 
(eli ison q arvon) käyttöä, mikä lisää riskiä saada negatiivisia varianssiestimaatteja.  
Engle kiinnitti tähän seikkaan huomiota jo alkuperäisen ARCH-artikkelinsa 
empiirisessä sovelluksessa. Parametrien ja niihin liittyvien rajoitteiden 
lukumäärän pienentämiseksi hän käyttää lineaarisesti pieneneviä painokertoimia 
virhetermien neliötermien 2 it−ε  kertoimina. (Engle 1982, 1002.) Englen käyttämä 
rakenne voidaan esittää yhtälöllä 
(2.3.8)    
=
−
+=
q
i
itit wh
1
2
10 εαα , jossa 
(2.3.9)    
)1(
2
1
)1(
+
−+
=
qq
iqwi .   
Painofunktion arvot wi pienenevät lineaarisesti ja summautuvat ykköseksi. (Bera 
et al. 1993, 312.) Estimoitavia parametreja on siis vain kaksi. Toisaalta yhtälöiden 
(2.3.8) ja (2.3.9) mukainen ehdollisen varianssin rakenne tekee kuitenkin 
ehdollisen varianssiprosessin dynamiikan varsin rajoittuneeksi. Bollerslev (1986) 
esitteli yleistetyn ARCH-mallin eli GARCH-mallin (Generalized ARCH model), joka 
mahdollistaa korkea-asteisen ARCH(q)-mallin korvaamisen vähemmän 
estimoitavia parametreja sisältävällä mallilla. GARCH(p,q)-mallin ehdollisella 
varianssilla on rakenneyhtälö   
(2.3.10)   ptptqtqtt hhh −−−− ++++++= ββεαεαα  1122 110 .    
Yhtälössä (2.3.10) ARCH(q)-mallin vastaavaan yhtälöön (2.3.4) on lisätty p 
kappaletta ehdollisen varianssin ht omia viivästettyjä arvoja. Ehdollisen varianssin 
positiivisuuden takaamiseksi Bollerslev esitti, että kaikkien yhtälön parametrien 
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olisi oltava ei-negatiivisiä siten, että α0 > 0, αi ≥ 0; i = 1,…,q ja βi ≥ 0; i = 1,…,p. 
(Bollerslev 1986, 309.)  
 
Käyttämällä ehdollisen odotusarvon ARMA-mallien esityksistä tuttuja 
viivepolynomeja  
(2.3.11)    qqLLLA αα += 1)(  ja 
(2.3.12)   pp LLLB ββ ++= 1)(  
ja olettamalla yhtälön 1-B(L) = 0 juurien olevan yksikköympyrän ulkopuolella 
voidaan yhtälöstä (2.3.10) muokata ääretönulotteisen ARCH(∞)-mallin mukainen 
ehdollisen varianssin rakenneyhtälö 
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Kertoimille δi saadaan lausekkeen   
(2.3.14)   1))(1)(()( −−= LBLALD  
sarjakehitelmästä yhtälöt  
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δβ   , kun i = q+1,…. 
Parametri n = min{ p , i-1}. Jos B(1) < 1, niin tällöin  δi- kertoimet lähestyvät nollaa 
i:n kasvaessa rajattomasti. Jos lisäksi D(1) < 1, niin tällöin GARCH(p,q)-prosessia 
voidaan aproksimoida mielivaltaisen tarkasti stationaarisella ARCH(q)-prosessilla 
valitsemalla q:n arvo tarpeeksi isoksi. (Bollerslev 1986, 309-310.) 
 
Esityksen (2.3.13) jälkimmäisen osan ja ARCH-mallin parametrien 
positiivisuusehtojen perusteella ehdollinen varianssi on positiivinen, jos *0α  > 0 ja 
δi  ≥  0 kaikilla i = 1,…,∞. Näin alkuperäisille parametreille saatavat 
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positiivisuusehdot ovat lievempiä kuin alkuperäisessä Bollerslevin (1986) 
artikkelissa olleet positiivisuusehdot. Myös empiirisissä tutkimuksissa on 
havaittu, että jotkut GARCH(p,q)-prosessin parametrit voivat olla negatiivisia, 
mutta ehdollinen varianssi saa silti ainoastaan positiivisia arvoja. Alkuperäisiä 
jyrkempiä positiivisyysehtoja ei siten pidä soveltaa kaikissa tapauksissa 
suoraviivaisesti estimointirajoitteina. (Nelson ja Cao, 1992, 230 ja 234.)      
 
GARCH(p,q)-prosessi on kovarianssistationaarinen, jos  
(2.3.16)   A(1) + B(1) < 1.  
Tällöin ehdottomalle varianssille saadaan yhtälö 
 (2.3.17)  
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(Bollerslev 1986, 310.)  
 
Määritellään prosessi υt yhtälöllä 
(2.3.18)   ttt h−=
2ευ ,  
jolloin ehdolliselle varianssille ht saadaan lauseke 
(2.3.19)    ttth υε −=
2 . 
Sijoittamalla tämä lauseke GARCH(p,q)-mallin ehdollisen varianssin 
rakenneyhtälöön (2.3.10) saadaan yhtälö 
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ja edelleen viivepolynomimerkintöjen avulla esitys 
(2.3.21)   ( ) ttt LLL υυβαεβα ++=−− )()()(1 02 . 
Tästä muodosta voidaan nähdä, että GARCH(p,q)-malli muistuttaa rakenteeltaan 
prosessin 2tε  autoregressiivisen liukuvan keskiarvon mallia eli ARMA(m,q)-mallia, 
jossa m = max{p,q}. Näin ollen GARCH(p,q)-mallin voidaan ajatella olevan 
samankaltainen laajennus ARCH(q)-prosessille kuin ehdollisen odotusarvon 
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ARMA(p,q)-malli on vastaavalle autoregressiiviselle AR(p)-mallille (Bollerslev 
1986, 308 ja 310).    
 
Integroitunut yleistetty ARCH-malli (IGARCH-malli) 
 
Aikasarjojen integroituneisuustarkastelut ovat noussut keskeiseen asemaan 
ehdollisen odotusarvon yhteisintegraatiota käsittelevän tutkimuksen myötä. 
Empiirisissä ARCH-mallien sovelluksissa on usein havaittu sopivimmaksi malliksi 
GARCH(1,1)-malli. Tämän mallin heikko kovarianssistationaarisuus edellyttää 
parametrien epäyhtälön 111 <+ βα  voimassa oloa. Useissa empiirisissä 
tarkasteluissa GARCH(1,1)-mallin parametriestimaattien summan on havaittu 
olevan noin yksi eli 1ˆˆ 11 ≈+ βα . Jos summa α1 + β1 todellisuudessa on yksi, niin 
silloin GARCH(1,1)-malli ei enää ole kovarianssistationaarinen. Tällaisen mallin 
mukaisen ehdollisen varianssin käyttäytymisessä on havaittavissa samankaltaisia 
ominaisuuksia kuin ehdollisen odotusarvon ARIMA-malleilla. Nimittäin tällainen 
ehdollisen varianssin prosessi ’muistaa’ virhetermiprosessin εt sokit sellaisenaan. 
Myös integroituneiden ARCH-mallien ehdollisen varianssin ennusteen varianssi 
kasvaa tarkasteltavan aikahorisontin pidetessä.   
 
Engle et al. (1986, 26) esitteli niin sanotun integroidun yleistetyn ARCH-mallin eli 
IGARCH-mallin (Integrated GARCH model), jossa ehdollisen varianssiyhtälön ht 
kerroinparametrit vakiota lukuunottamatta summautuvat ykköseen eli  
(2.3.22)    
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Englen ja Bollerslevin artikkelin määrittelyssä sallitaan useamman kertaluvun 
integroituneisuus, mutta tässä esityksessä tarkastellaan ainoastaan ensimmäisen 
kertaluvun integroituneisuutta. Yhtälön (2.3.21) mukaisen GARCH(p,q)-mallin 
esityksen kanssa analogisen IGARCH(p,q)-mallin rakenneyhtälö on  
(2.3.23)   tt LLL υβαεφ ))(1()1))((1( 02 ++=−− , 
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jossa polynomilla (1-φ(L)) ei ole yksikköjuuria (Andersen ja Bollerslev 1998, 9). 
 
Stationaarisen GARCH(p,q)-mallin varianssin ennuste lähestyy prosessin 
ehdotonta varianssia ennustettavan aikaperiodin pidetessä. Toisin sanoen  
(2.3.24)   2)( σ→+stt hE , kun s → ∞.  
Tässä Et(ht+s) on siis ehdollisen varianssin ht ennuste s aikavälin päähän ajanhetken 
t informaation perusteella tehtynä. (Engle ja Bollerslev 1986, 22.) IGARCH(1,1)-
mallia noudattavalla prosessilla ennustehetken informaatio vaikuttaa ehdollisen 
varianssin ennusteeseen riippumatta siitä, kuinka kauas tulevaisuuteen tarkastelu 
ulottuu.  Toisin sanoen 
(2.3.25)  1)( ++ = tstt hhE , kaikilla s = 2,3,… 
(Engle ja Bollerslev 1986, 27.) Tällaisen prosessin voidaan ajatella olevan 
eräänlainen ehdollisen varianssin satunnaiskulkuprosessi. Mikäli IGARCH(1,1)-
mallin ehdollisen varianssiyhtälössä vakio α0 on nollaa suurempi, niin mallin 
ehdollisen varianssin ennusteen käyttäytyminen muistuttaa ehdollisen 
odotusarvon satunnaiskulku + drift -prosessin mukaista käyttäytymistä. Tällöin 
ehdollisen varianssin ennusteelle saadaan IGARCH(1,1)-prosessin tapauksessa 
yhtälö 
(2.3.26)   10)( ++ += tstt hshE α . 
(Engle ja Bollerslev 1986, 28.) 
 
Ehdollisen varianssin integroituneisuutta ei voida suoraan rinnastaa ehdollisen 
odotusarvon lineaaristen mallien integroituneisuuteen myöskään siksi, että sekä 
GARCH(p,q)- että IGARCH(p,q)-mallit ovat epälineaarisia malleja. GARCH-mallin 
mukainen prosessi voi myös olla vahvasti stationaarinen (jakaumamielessä  
stationaarinen) olematta heikosti stationaarinen (kovarianssistationaarinen). Ensin 
mainittu vahva stationaarisuus edellyttää prosessin äärellisen pituisen (s < ∞) 
osaprosessin εt+1, εt+2, …,εt+s  tilastollisen yhteisjakauman olevan sama ajanhetken t 
muuttuessa kun taas heikko stationaarisuus edellyttää, että prosessin momentit 
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ovat äärellisiä ja vakioisia ajassa. Tietyillä parametrien arvoilla GARCH-mallin 
ehdoton varianssi ei ole äärellinen, mutta prosessin jakauma pysyy samana 
muutettaessa tarkasteltavan aikavälin sijaintia.   
 
GARCH(p,q)-mallit voidaan jakaa parametrien avulla kolmeen eri luokkaan sen 
mukaan esiintyykö niiden ennusteissa, itse prosessin kulussa vai molemmissa 
pitkämuistisuutta. Esimerkiksi GARCH(1,1)-mallilla nämä kolme aluetta ovat  
(i) Heikosti stationaarinen alue , jossa α + β  < 1 ja jossa sekä ennusteet että itse 
prosessi ovat lyhytmuistisia.  
(ii) Vahvasti, mutta ei heikosti, stationaarinen alue, jossa α + β  ≥ 1,  
[ ] 0)log( 2/1 <+ −tthE αηβ  (ηt on kuten yhtälössä (2.3.3)) ja jossa ennuste on 
pitkämuistinen, mutta itse prosessi lyhytmuistinen.      
(iii) Sekä vahvasti että heikosti epästationaarinen alue; jossa 
[ ] 0)log( 2/1 ≥+ −tthE αηβ  ja jossa sekä ennuste, että itse prosessi ovat 
pitkämuistisia.   
IGARCH(p,q)-malli sijaitsee alueiden (i) ja (ii) rajalla prosessin ollessa vahvasti 
stationaarinen ja paksuhäntäinen. (Gourieroux 1997, 99-100.)  
 
Eksponentiaalinen yleistetty ARCH- malli (EGARCH- malli) 
 
Sekä ARCH(q)- että GARCH(p,q)-mallissa prosessin ehdollisen varianssin 
käyttäytyminen on samankaltaista riippumatta siitä, onko sokki (εt) positiivinen  
vai negatiivinen. Nelson(1991) esitteli eksponentiaalisen yleistetyn ARCH-mallin eli 
EGARCH-mallin (Exponential GARCH model), jolla voidaan kuvata tilannetta, 
jossa sokin vaikutus ehdolliseen varianssiin on erisuuruinen riippuen siitä 
tapahtuuko sokki ylöspäin vai alaspäin. EGACH-mallin ehdollisen varianssin 
rakenneyhtälö perustuu yhtälöön  
(2.3.27)   
∞
=
−
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1
)()ln(
k
ktktt gh εβα , jossa  
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(2.3.28)    [ ]tttt Eg εεγθεε −+=)( . 
Sokin εt ollessa positiivinen (0 < εt < ∞), funktio g(εt) on lineaarinen termin εt 
suhteen kulmakertoimella θ + γ . Jos sokki on negatiivinen (-∞ < εt < 0), niin 
funktio g(εt) on lineaarinen termin εt suhteen kulmakertoimella θ - γ.  (Nelson 
1991, 350-351.) Alkuperäisessä esityksessään Nelson esittää yhtälössä (2.3.27) 
vakiotermin αt ajassa vaihtelevana, mutta yleensä mallia on sovellettu 
myöhemmin siten, että termi αt on korvattu vakiotermillä α*. Tätä periaatetta 
noudatetaan jatkossa myös tässä esityksessä. 
 
Analogisesti ARMA-mallin kanssa, EGARCH-mallin rakenneyhtälö (2.3.30) 
voidaan muuttaa vähemmän parametreja sisältäväksi, jos yhtälön  
ääretönulotteinen esitys korvataan yhtälöillä 
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(2.3.31)  )1/(* 10 pαααα −−= .  
Yhtälön (2.3.29) osamäärälausekkeen osoittajan ja jakajan lausekkeilla ei oleteta 
olevan yhteisiä juuria. Prosessi on vahvasti stationaarinen ja ergodinen, jos 
karakteristisen yhtälön 0)1( 1 =−−−
p
p LL αα   juuret ovat yksikköympyrän 
ulkopuolella. (Nelson 1991, 352.) 
 
2.3.3 ARCH-mallien estimointi 
 
Normaalinen uskottavuusestimointi 
 
Tässä luvussa käydään lävitse normaalijakaumaan perustuvan ARCH-mallin 
uskottavuusestimoinnin periaatteita. Uskottavuusestimointimenetelmän lisäksi 
ARCH-mallien estimoinnissa on käytetty muun muassa yleistettyä 
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momenttimenetelmää eli GMM-estimointimenetelmää sekä erilaisia semi- ja ei-
parametrisia estimointimenetelmiä, mutta niitä ei tarkastella tässä esityksessä.  
 
Vaikka ARCH-malleja sovelletaan usein aineistoon, joka ei ole normaalinen, niin 
siitä huolimatta yleisimmin käytetty estimointimenetelmä niiden estimoinnissa 
lienee normaalinen suurimman uskottavuuden menetelmä. Jos empiirinen 
jakauma on symmetrinen, niin tällöin parametrien estimaattien harhaisuus ei 
yleensä ole ongelma, mutta tilastollisen päättelyn pätevyys muodostuu 
kyseenalaiseksi, jos jakauma poikkeaa huomattavasti normaalijakaumasta. 
Uskottavuusestimoinnin tuloksia voidaan parantaa käyttämällä 
normaalijakauman sijaan paremmin aineistoon sopivaa jakaumaa.  
 
Yleinen ARCH-mallin log-uskottavuusfunktio voidaan määritellä 
satunnaismuuttujien εt ja ηt riippuvuusrelaation avulla. Tarkastellaan yhtälön 
(2.3.1) mukaisen regressiomallin residuaaliprosessin satunnaismuuttuja-
muunnosta 2/1ttt hηε = , jossa standardoidun heteroskedastisuuskorjatun prosessin 
ttt h/εη ≡  tiheysfunktio f(ηt) oletetaan tunnetuksi. Tällöin virhetermiprosessin εt 
≡ (yt - β’xt) tiheysfunktion g(εt) yhtälöksi saadaan      
(2.3.32)    g(εt) =
12/1
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−
−






⋅
t
tt
tt d
hdhf
η
η
ε   
    = 2/12/1 )( −− ttt hhf ε , jossa siis 
(2.3.33)    εt ≡ (yt - β’xt). 
Näin havaintojen log-uskottavuusfunktio yleisessä muodossa on 
(2.3.34)    ( ) ( )[ ]
=
−
−−=
T
t
tttt hhxyfl
1
2/1 log5.0)'(log)( βθ  . 
(Bollerslev et al. 1992,7.)  
 
Käytännössä estimointi tapahtuu siten, että uskottavuusyhtälöä (2.3.34) 
maksimoidaan sekä ehdollisen odotusarvomallin että ehdollisen varianssimallin 
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parametrivektorit sisältävän vektorin θ suhteen. Tämän optimointitehtävän 
ratkaisun löytäminen edellyttää ensimmäisen kertaluvun ehtojen  
(2.3.35)    0)( =
∂
∂
i
l
θ
θ , i = 1,2,…, s 
ratkaisemista (s on kaikkien estimoitavien parametrien lukumäärä). Jotta näiden 
optimiehtojen ratkaisuina saatavat estimaattorit olisivat yksikäsitteisiä ja niitä 
voitaisiin käyttää tilastolliseen päättelyyn, täytyy tehdä tiettyjä 
säännöllisyysoletuksia. Myös aikasarjaekonometrisissa asetelmissa pätevät 
säännöllisyysoletukset on esitetty esimerkiksi Godfreyn (1988) kirjassa (6-7). 
ARCH(q)-mallia lukuunottamatta muiden ARCH-mallien optimiehtolausekkeet 
(2.3.35) ratkaistaan yleensä numeerisesti. Säännöllisyysoletuksien voimassaolon 
tarkistaminen saattaa käytännössä olla hankalaa.  
 
Standardoidun N(0,1)-jakautuneen satunnaismuuttujan ηt tiheysfunktion yhtälö 
on  
(2.3.36)    [ ]22/1 5.0exp)2()( ttf ηπη −= − . 
Ottamalla huomioon yhtälön 2/1ttt hηε =  mukainen satunnaismuuttujamuunnos, 
saadaan prosessille εt tiheysfunktio 
(2.3.37)    ( ) ( ) 2/1122/1 5.0exp)2( −−− −= tttt hhf επε ,  
jossa siis 
(2.3.38)    ttt xy 'βε −= .  
Näin saadaan edelleen havaintojen log-uskottavuusfunktiolle lauseke  
(2.3.39)    [ ]
=
− ++−=
T
t
ttt hhl
1
12 )ln()2ln()2/1()( επθ . 
 
Kvasiuskottavuusestimoinnin toimivuus ARCH-mallien estimoinnissa  
 
ARCH(q)-mallin kvasiuskottavuusestimaattori on tarkentuva ehdollisen 
varianssin rakenneyhtälön parametrien estimoinnissa, jos kaksi ehdollista 
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momenttia ovat oikein spesifioituja ja neljäs momentti on äärellinen eli ∞<4tε  
(Weiss 1986, s 115). Neljännen momentin äärellisyyden edellyttämät  parametrien 
rajoite-ehdot saattavat kuitenkin olla isompiasteisilla ARCH(q)- ja GARCH(p,q)- 
malleilla käytännössä vaikeita perustella (Bera ja Higgins, 1993, 350). Samoin kuin 
siirryttäessä AR(p)-mallin estimoinnista ARMA(p,q)-mallin estimointiin, estimointi 
vaikeutuu myös huomattavasti siirryttäessä ARCH(q)-mallin estimoinnista 
GARCH(p,q)-mallin estimointiin. 
 
Monimutkaisempien ARCH-mallien estimointimenetelmien toimivuutta on 
yleisesti tutkittu hyvin vähän. Eniten tutkimustuloksia on GARCH(1,1)- ja 
IGARCH(1,1)-mallien estimoinnista. Simulointikokeiden perusteella näiden 
kummankin mallin uskottavuusestimaattori on asymptoottisesti normaali-
jakautunut. Näidenkin estimaattoreiden jakaumien on kuitenkin havaittu olevan 
vinoja pienissä otoksissa. (Lumsdaine 1995, 8.) Edelleen näiden mallien kvasius-
kottavuusestimaattoreiden on osoitettu olevan tietyillä säännöllisyysoletuksilla 
tarkentuvia ja asymptoottisesti normaalisesti jakautuneita (Lumsdaine 1996, 580). 
 
Eri estimointimenetelmien käytön vertailua  
 
Sekä kvasiuskottavuusestimaattori että erilaiset semiparametriset estimaattorit, 
joissa käytetään aproksimoitua ehdollista tiheysfunktiota ovat yleensä 
tehottomampia estimaattoreita kuin oikeaan jakaumaoletukseen perustuva 
uskottavuusestimaattori. Toisaalta semiparametriset estimaattorit ovat vinojen 
epäsymmetristen jakaumien tapauksissa tehokkaampia estimaattoreita kuin 
symmetriseen normaalijakaumaan perustuva kvasiuskottavuusestimaattori 
(Bollerslev et al. 1994, 2980). 
 
ARCH-mallien estimoinnissa oletetaan yleensä informaatiomatriisin lohko- 
diagonaalisuus, joka mahdollistaa ehdollisen odotusarvon ja ehdollisen varianssin 
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parametrien erillisen estimoinnin. Jos ehdollisen odotusarvon ja ehdollisen 
varianssin rakenteet ovat toisistaan riippuvia, niin erillinen estimointi johtaa 
harhaisiin estimointituloksiin. Erään tulkinnan mukaan ARCH-ominaisuuden 
kaltaista käyttäytymistä ehdolliseen varianssiin syntyy silloin, kun virheprosessin 
autoregressiivisen regressiomallin parametrit sisältävät satunnaiskomponentin. 
Tällöin odotusarvon ja varianssin rakenteet riippuvat toisistaan tehden niiden 
erillisen estimoinnin epäpäteväksi. (Ks. esimerkiksi Bera et al. 1992, 134.) Joidenkin 
ARCH-mallien rakenne sinällään tekee odotusarvo- ja varianssirakenteiden 
erillisen estimoinnin epäpäteväksi. Näin tapahtuu esimerkiksi EGARCH(p,q)-
mallin tapauksessa (Bollerslev et al. 1994, 2981). Toisaalta ehdollisen 
odotusarvomallin ja ehdollisen varianssimallien samanaikainen estimointi antaa 
yleensä tarkemmat estimaatit kuin näiden osien erillinen estimointi (Gourieroux 
1997, 43). 
 
2.3.4 Tavanomainen ARCH-LM-testi 
 
ARCH(q)-mallin mukaisen rakenteen olemassaoloa voidaan testata LM-testillä, 
jonka nollahypoteesin mukaan ARCH(q)-mallin ehdollisen varianssiyhtälön 
parametrit ovat nollia (α1 = α2 = … = αq = 0 yhtälössä (2.3.4)). Tämän testisuureen 
arvo voidaan laskea apuregressiolla, jossa regressiomallin estimoinnista saatavien 
virhetermien neliötä selitetään vakiolla ja virhetermien neliön viivästetyillä 
termeillä. Estimoidun apuregression selitysaste kertaa havaintojen lukumäärä 
(TR2) noudattaa nollahypoteesin voimassa ollessa asymptoottisesti χ2-jakaumaa. 
(Lee 1991, 269.) Tämän – kuten muidenkin apuregressioon perustuvien testien – 
pienotosominaisuudet saattavat poiketa huomattavasti käytettävästä testin 
asymptoottisesta jakaumasta. On olemassa useita tämän testin kanssa 
asymptoottisesti ekvivalenttia testiä. Yksi tällainen testi saadaan, kun lasketaan 
esimerkiksi Ljungin ja Boxin autokorrelaatiotesti virhetermiestimaattien neliölle 
2ˆtε . (Bollerslev et al. 1994, 2975.)   
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ARCH-mallin mukaisen rakenteen oikea estimointi on tärkeää, sillä väärin 
spesifioitu ehdollisen varianssin rakenne johtaa tietyissä tapauksissa ehdollisen 
odotusarvon uskottavuusestimoinnissa harhaisiin estimointituloksiin (Bera et al.  
1993, 356).  Myös odotusarvomalli on oltava oikein spesifioitu, kun testataan sen 
residuaalien ARCH-rakenteita. Jos osa selittäjistä puuttuu tai itse regressiofunktio 
onkin todellisuudessa epälineaarinen, niin tällöin residuaaleihin saattaa syntyä 
epälineaarisia rakenteita, jotka aiheuttavat ARCH-testin arvon muuttumisen 
merkitseväksi. Jotta kokonaismallin estimaatit olisivat oikeita, pitäisi saada 
mahdollisimman selkeä kokonaiskuva paitsi ehdollisen odotusarvon ja ehdollisen 
varianssin rakenteista niin myös näiden välisistä riippuvuuksista. Jotta tässä 
mielessä päästäisiin parempaan lopputulokseen, kannattaa ainakin vertailun 
vuoksi käyttää spesifikaatiotestauksessa myös luvun 2.2 mukaisia robusteja 
testejä.  
 
2.4 Tilastollisten ominaisuuksia diagnostisoivia testejä 
 
 
2.4.1 Jarque-Bera -normaalisuustesti 
 
Jarquen ja Beran (1980) esittelemä normaalisuustesti testaa normaalisuutta 
käyttämällä prosessin kolmannen keskusmomentin 33 )( yyE i −=µ  ja neljännen 
keskusmomentin 44 )( yyE i −=µ  estimaattoreita. Seuraavassa on Millsin (1993,143-
144) esityksen mukainen perustelu tälle testille. Edellä mainittujen 
keskusmomenttien avulla määritellään muuttujan empiiriselle jakaumalle 
vinousmitta m3 = µ3 / σ3 ja huipukkuusmitta m4 = µ4 / σ4 , joissa σ on muuttujan 
teoreettinen keskihajonta. Näiden mittojen estimaatit ovat 
(2.4.1)    
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Nollahypoteesina olevan normaalijakaumaoletuksen pätiessä estimaattoreille 
(2.4.1), i =3,4, pätevät asymptoottiset jakaumat 
(2.4.2)    )6,0(~ˆ 3 NmT
a
 
ja  
(2.4.3)    )24,0(~)3ˆ( 4 NmT
a
− . 
Edelleen nollahypoteesin pätiessä nämä esimaattorit ovat asymptoottisesti 
riippumattomia ja tällöin niiden painotetulle neliösummalle saadaan 
asymptoottinen jakauma 
(2.4.4)    22
2
4
2
3 ~)3ˆ(24
ˆ
6
χ
a
mTmTJB 



−+= . 
Suuret testisuureen JB arvot viittaavat ei-normaaliseen jakaumaan. Testattaessa 
residuaalien normaalisuutta estimaattoreiden (2.4.1) termit )( yyi −  korvataan 
residuaaliestimaateilla. 
 
2.4.2 Tavanomaisia yksikköjuuritestejä 
 
Yksikköjuuritesteillä testataan, onko aikasarjamuuttujan ehdollista odotusarvo-
rakennetta kuvaavassa autoregressiivisessä mallissa yksikköjuuri. Testituloksen  
viitatessa yksikköjuuren olemassaoloon tämä tulkitaan merkiksi aikasarjan 
epästationaarisuudesta. Tarkastellaan stokastisen prosessin yt autoregressiivista 
mallia viipeellä yksi, jota kuvaa yhtälö  
(2.4.5)    ttt yy εαα ++= −110 , t = 1,2,…, 
jossa virhetermiprosessin εt prosessin yt menneisyyden suhteen ehdollistetun 
odotusarvon oletetaan olevan nolla eli  
(2.4.6)    0),...,,( 021 =−− yyyE tttε . 
Tällöin virhetermiprosessi on martingaalidifferenssiprosessi (Wooldridge 2000, 579). 
Tämä oletuksen oletetaan pätevän kaikissa luvun 2.4.2 malleissa. Malli (2.4.5) on 
perustana tavanomaisissa yksikköjuuritesteissä. Jos vakioparametri α0 oikea arvo 
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on nolla ja parametrin α1 oikea arvo yksi, niin tällöin prosessi yt on  
epästationaarinen satunnaiskulkuprosessi 
(2.4.7)    ttt yy ε+= −1 . 
Jos taasparametrin α0 oikea arvo poikkeaa nollasta ja parametrin α1 oikea arvo on 
yksi, niin tällöin kyseessä on edelleen epästationaarinen satunnaiskulku + drift -
prosessi 
(2.4.8)    ttt yy εα ++= −10 , 
jossa vakiotermi α0 muodostaa prosessin realisaatioon aikatrendin. 
Tavanomaisessa Dickey-Fuller -yksikköjuuritestissä oletetaan vakiotermin α0 
olevan nolla ja testauksen kohteena on parametrin α1 yhtäsuuruus ykkösen 
kanssa. Tavanomaisilla yksikköjuuritesteillä nollahypoteesin H0: ’α1 = 1’ 
voimassaolo merkitsee, että prosessin rakennetta kuvaa epästationaarinen malli 
(2.4.7) ja vastahypoteesina on yleensä hypoteesi H1:’α1 < 1’. Käytännössä 
vastahypoteesina on kuitenkin hypoteesi  ’-1 < α1 < 1’, jonka pätiessä malli (2.4.5) 
on stationaarinen AR(1)-prosessi. Nollahypoteesiksi on valittu 
epästationaarisuutta merkitsevä yksittäinen parametrin arvo 1, eikä 
stationaarisuuden mukaista väliä (-1,1), koska tietyn yksittäisen parametrin arvoa 
mukaista hypoteesia on helpompi testata tavanomaisella tilastollisella päättelyllä 
kuin hypoteesia, jossa parametri voisi saada minkä tahansa arvon joltain tietyltä 
väliltä (Wooldridge 2000, 579.)  
 
Kerroinparametrin α1 testaamiseen ei päde tavanomainen normaalisen 
pienimmän neliösumman estimoinnin mukainen tilastollinen päättely, jos 
nollahypoteesi on voimassa. Yleensä yksikköjuuritestit suoritetaan epäsuorasti 
estimoimalla mallista (2.4.7) modifioimalla saatu malli  
(2.4.9)    ttt yy εθα ++=∆ −1 , 
jolloin nollahypoteesi on H0: ’θ  = 0’ vastahypoteesinaan hypoteesi H1: ’θ  < 0’. Jos 
parametrin θ arvo on nolla, niin myöskään tässä tapauksessa parametrin θ t-
testisuureelle ei päde tavanomainen jakauma. Dickey ja Fuller ovat määrittäneet 
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simuloimalla t-testisuureen jakauman nollahypoteesin ollessa voimassa. Tämä 
jakauma löytyy useimmista aikasarjaekonometrisista ohjelmistoista ja 
oppikirjoista.   
 
Tavanomaisen Dickey-Fuller -yksikköjuuritestin on havaittu toimivan huonosti, 
jos testattavassa prosessissa on selkeitä nollahypoteesin mukaisesta mallista 
poikkeavia rakenteita (esimerkiksi aikatrendi, kausivaihtelua tai rakenne-
muutoksia). Nämä rakenteet pitää siten ottaa huomioon yksikköjuuren 
testaamisen yhteydessä.  Ideana on tällöin estimoida malli, joka saadaan 
testimallista (2.4.9) ottamalla mukaan termit kuvaamaan näitä deterministisiä 
rakenteita. Näin päädytään modifioituun Dickey-Fuller -yksikköjuuritestiin, jossa 
vakion lisäksi testiyhtälöön voidaan ottaa mukaan aikatrendi, muita 
trendirakenteita sekä muuttujan ∆yt viipeitä, jotka puhdistavat mahdollisen 
muuttujan ∆yt autokorrelaation vaikutuksen testisuureen arvosta. Eri 
trendirakenteita sisältävien testien testisuureiden jakaumat eroavat toisistaan ja ne 
on taulukoitu erikseen. 
 
Phillips ja Perron (1988) esittivät, että jos voidaan olettaa, että yhtälö (2.4.9) on 
autokorrelaation ja heteroskedastisuuden suhteen väärin spesifioitu, niin yhtälön 
(2.4.9) modifioinnin sijaan tavanomaiselle Dickey-Fuller -testisuureelle (merk. τµ) 
voidaan tehdään korjaus ei-parametrisella estimoinnilla. Korjatulle testisuureelle 
johdettiin yhtälö  
(2.4.10)    
)2/1(
2
2
1
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(2.4.12)      
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1212 ˆˆ2ˆˆ ωστ . 
Yhtälössä (2.4.12) taˆ on residuaali regressiosta (2.4.9). Valitsemalla painoille ω 
rakenne  
(2.4.13)   { })1/(1 +−= ljjlω  
taataan yhtälön (2.4.12) varianssin positiivisuus. Parametrin l valinnalle on 
olemassa karkeita ohjeita (ks. esim. Schwert 1987). Asymptoottisesti Dickey-Fuller 
-testisuureilla τµ ja Phillips-Perron -testisuureella Z(τµ) on samat jakaumat, mutta 
Phillips-Perron -testisuureen pienjakaumaominaisuudet ovat huonommat. (Mills 
1993, 53-55.)   
 
2.4.3 Ehdollisen varianssimallin riittävyys 
 
Ehdollisen varianssirakenteen riittävyyttä voidaan tarkastella tutkimalla 
ehdollisen varianssin rakennemallin estimoinnin jälkeen saatavia 
heteroskedastisuuskorjattuja standardoituja residuaaleja  
(2.4.10)     ttt hˆ/ˆˆ
* εε = .  
Jos yhtälö ehdollisen varianssin yhtälö ht on oikein spesifioitu, niin tällöin  
(2.4.11)     
.
* ~ˆ
a
tε N(0,1). 
(Bera et al. 1993, s. 356.)    
 
2.5 Teoriaa sijoituskohteen ylituoton mallintamisesta 
 
Seuraavassa esitellään lyhyesti Engle et al (1986, 392-394) esittelemä tarkastelu 
arvopaperin ylituotosta suhteessa toisen arvopaperin tuottoon. Oletetaan, että 
talouden toimija sijoittaa varallisuutensa W kahteen sijoituskohteeseen. Toisen 
kohteen hinta on 1, sillä on rajaton saatavuus ja siitä saa riskittömän tuoton r. 
Riskillisen sijoituskohteen tuotto on satunnaismuuttuja ja se noudattaa 
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normaalijakaumaa odotusarvolla θ ja varianssilla φ. Varallisuus W mitataan 
riskittömän sijoituskohteen yksiköissä ja se siis allokoidaan näihin kahteen 
sijoituskohteeseen, jolloin pätee yhtälö 
(2.4.1)    W = ps + x , 
jossa x on riskittömien arvopaperien lukumäärä. Riskillisen arvopaperin ylituotto 
suhteessa riskittömän arvopaperin tuottoon saadaan yhtälöstä 
(2.4.2)     y = (q / p) – r . 
Huomioimalla arvopapereiden tuottojakaumat ylituoton odotusarvolle ja 
varianssille pätevät yhtälöt 
(2.4.3)    E(y) = µ = (θ / p) – r   ja   
(2.4.4)    var(y) = σ2 = φ / p2.  
Sijoittajan maksimoidessa salkun tuottoa kahden ensimmäisen jakaumamomentin 
tarkastelu riittää. Olettamalla sijoittajan suhtautuvan riskiin olevan vakioisesti 
absoluuttisesti riskiä karttavaa4 (CARA; Constant Absolute Risk Aversion), saadaan 
odotetulle hyödylle lauseke 
(2.4.5)   E(U)  = 2E(qs + rx) - bV(qs + rx). 
   = 2(θs + rx) – bs2φ 
   = 2θs + 2rx – bs2φ , 
jossa b on vakio (Engle et al. 1987,393). Maksimoimalla lauseketta (2.4.5) 
riskilliseen arvopaperiin sijoitetun määrän s suhteen saadaan ensimmäisen 
kertaluvun ehtoyhtälöksi 
(2.4.6)     2θ - 2bsφ = 0, 
josta saadaan edelleen ratkaisu 
(2.4.7)     s = θ / bφ .  
Tästä saadaan ylituoton odotusarvon µ ja varianssin σ2 lausekkeita (2.4.3) ja (2.4.4) 
käyttäen yhtälö 
                                                           
4 Tällöin Pratt-Arrow riskipreemiomitta on vakioinen varallisuuden suhteen, jolloin pätee yhtälö 
c
WU
WU
=−
)('
)(''
, jossa U(W) on talouden toimijan hyötyfunktio varallisuuden W suhteen ja c on vakio 
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(2.4.8)     sp = µ / bσ2.   
Jos oletetaan, että riskillisen arvopaperin tuoton varianssi φ vaihtelee ajassa, niin 
tällöin myös riskillisen arvopaperin hinnan  p, sekä sen ylituoton odotusarvon µ ja  
varianssin σ2 tasapainoarvot vaihtelevat ajassa.  
 
Toisaalta jos yhtälön (2.4.8) mukainen riskillisten arvopaperien osuus salkussa sp 
pysyy vakioisena, niin tällöin täytyy myös ylituoton ja sen varianssin suhteen  
µ/σ2 pysyä vakioisena (b on vakio). Oletetaan riskillisten arvopaperien osuus s ja 
riskitön tuotto r vakioisiksi. Markkinatasapainossa määrittyvälle hinnalle p, 
saadaan yhtälöstä (2.4.3) tällöin ratkaistua yhtälö 
(2.4.9)    
r
p
t +
=
µ
θ  . 
Sijoitetaan tämä lauseke tasapainoratkaisuun (2.4.8), jolloin saadaan yhtälö 
(2.4.10)   2
t
t
t br
s
σ
µ
µ
θ
=
+
 , 
joka voidaan edelleen esittää muodossa 
(2.4.11)    θσµµ 22 ttt bsr =+ .  
Yhtälöstä (2.4.11) saadaan markkinatasapainon mukaiseksi ylituotoksi 
(2.4.12)    ( ) 2/4 22 θσµ tt bsrr +±−= . 
Näin ollen ratkaisun (2.4.12) mukaan riskillisen arvopaperin ylituotto on oman 
varianssinsa 2tσ  suhteen kasvava funktio ja se saa arvon nolla silloin, kun 
ylituoton varianssi on nolla (Huom. Toinen kokonaan negatiivinen ratkaisu ei ole 
mielekäs.). Suurilla varianssin arvoilla odotusarvo on lähes vakioinen suhteessa 
ylituoton keskihajontaan. Lisäksi edellä esitetyilla oletuksilla ylituoton varianssin 
kasvaessa ylituoton odotusarvo ei nouse suhteessa yhtä paljoa. Erilaiset 
riskipreferenssit ja niitä vastaavat hyötyfunktiot voidaan tuoda malliin 
muuttamalla termin b rakennetta. Kiinteä b voidaan korvata funktiolla, jonka 
                                                                                                                                                                                
(Copeland et al. 1992, s.89). Riskiinsuhtautumisen ei siten oleteta muuttuvan varallisuuden määrän 
muuttuessa.  
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argumenttinä voi olla esimerkiksi ylituoton varianssi σ2. Toisaalta riskillisten 
arvopapereiden osuuden s voidaan olettaa vaihtelevan hinnan funktiona, jolloin 
sille voidaan esittää yhtälö 
(2.4.13)   ( )( )rfpfs +== µθ /)( .   
Näillä funktioilla voidaan siten konstruoida erilaisia ylituoton, ylituoton 
varianssin ja ylituoton keskihajonnan välisiä relaatioita (Engle et al. 1986, 392-394.) 
 
Oletetaan, että markkinat toimivat tehokkaasti, jolloin pidemmän sijoitusajan 
omaavan korkopaperin ja lyhyemmän sijoitusajan omaavan korkopaperin väliselle 
ylituotolle yt saadaan yhtälö 
(2.4.14)   ttty εµ +=  , 
jossa µt on ylituoton odotusarvo eli riskipreemio. Oletetaan edelleen, että 
ennustamattomalla virhetermillä on ehdollinen varianssifunktio prosessin 
historian Ψt-1 suhteen  
(2.4.15)   ( ) ttt hV =Ψ −1ε . 
Ehdollisen varianssin rakennefunktio ht voi olla esimerkiksi jonkin ARCH-mallin 
mukainen. Toisaalta riskillisen arvopaperin tuotto voi määrittyä yhtälön (2.4.12) 
mukaisesti yhtälöllä 
(2.4.16)    tt gδαθ += , 
jossa gt on ehdollisen varianssin neliöjuuri. Edelleen tuoton rakennetta voidaan 
selittää myös muilla muuttujilla xt, jolloin saadaan GARCH-regressiomallin 
mukainen ehdollinen jakauma 
(2.4.17)    ( )tttt hxNxy ,'~ β , 
jossa ehdollisella varianssilla on jonkin GARCH-mallin mukainen spesifikaatio.    
Artikkelissa Engle et al. (1986) tutkittiin kahden eri pituisen sijoitusajan omaavan 
obligaation tuottoeroa. 
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3 EMPIIRINEN ANALYYSI 
 
Tässä luvussa tarkasteltavien analyysien tärkein tavoite on testata luvussa kaksi 
esiteltyjä teoreettisia menetelmiä empiiriseen aineistoon. Näin ollen 
talousteoreettisen mallin testaaminen on pienemmässä roolissa kuin 
tilastotieteellinen analyysi. Aineiston ja muuttujien kuvauksen jälkeen esitetään 
analyysitulokset tutkittavan muuttujan tilastollisista ominaisuuksista. Tämän 
jälkeen siirryttään tarkastelemaan sekä ehdollisen odotusarvon että ehdollisen 
varianssin spesifikaation sisältävän kokonaismallin valintaa. Sen jälkeen kun 
ylituottomuuttujan ehdollisen odotusarvon ja ehdollisen varianssin stokastinen 
rakenne saadaan mallinnettua tyydyttävästi, tarkastellaan lopuksi vielä 
tuottoriskiä kuvaavan ehdollisen varianssin merkitystä ylituottomuuttujan 
ajallisen vaihtelun selittäjänä. Riskiä kuvaavina volatiliteettimuuttujina käytetään 
ehdollista varianssia th , ehdollisen varianssin logaritmia )log( th  ja ehdollista 
keskihajontaa th  . 
 
3.1 Aineiston kuvaus 
 
Alkuperäinen aineisto koostuu helibor- ja euribor-korkojen päivähavainnoista. 
Tavoitteena on mallintaa kolmen kuukauden markkinakoron ylituottoa suhteessa 
yhden kuukauden markkinakorkoon, joten analyysissä käytetty empiirinen 
aineisto saatiin poimimalla päivittäisistä havainnoista kunkin kuukauden 
viimeinen havainto edustamaan kyseisen kuukauden havaintoa. Näin saatiin 169 
kuukausihavaintoa aikaväliltä 5/1987-5/2001. Osassa tilastollisia tarkasteluja 
tehtiin muuttujamuunnoksia, jotka supistivat havaitojen määrää jonkin verran.  
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3.2 Tarkasteltavien muuttujien konstruointi 
 
Käyttäen samaa ylituottomuuttujan muodostamisperiaatetta kuin Engle et al. 
(1987) ja Hansen (1994) päädytään selitettävään muuttujaan 
(3.2.1)     )1(
)1)(1(
)1(
21
3
t
tt
t
t rrr
REHY +−
++
+
=
++
, 
jossa Rt on kolmen kuukauden markkinakorko ja rt yhden kuukauden 
markkinakorko. Korkoeromuuttujan roolia korkojen odotusarvohypoteesin 
toimivuuden indikaattorina selvitetään lyhyesti luvussa 3.4.2. Tämä muuttuja 
saadaan yksinkertaisesti edellä mainittujen kahden koron erotuksena 
(3.2.2)     ttt rRD −=31 . 
 
3.3 Ylituottomuuttujan tilastollisia ominaisuuksia 
Ylituottomuuttujan keskimääräinen arvo on lievästi positiivinen (0,4707), mikä on 
havaittavissa myös muuttujan ylituottomuuttujan aikasarjakuvasta (kuva 3.1). 
 
 
Kuva 3.1 Ylituottomuuttujan aikasarjan kuvaaja 
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 Ylituottomuuttuja on myös selvästi ei-normaalinen sekä huipukkuusluvun 
(16,655) että vinousluvun (2,472) arvojen poiketessa huomattavasti teoreettisen 
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normaalijakauman vastaavista luvuista (standardoidulla normaalijakaumalla 
vastaavat luvut ovat 3 ja 0). Näiden poikkeamien suuruus selittää Jarque-Bera -
normaalisuustestin suuren arvo.    
 
 
Taulukko 3.1  Ylituottomuuttujan jakaumatunnusluvut ja normaalisuustestisuureen arvo. 
Normaalisuustesti muuttujalle EHY 
Otoskoko 169: 1987 (5) - 2001 (5) 
Keskiarvo   0.470684 
Keskihajonta         1.897570 
Vinous          2.471523 
Ylihuipukkuus     16.654735 
Minimi               -5.585476 
Maksimi             14.155315 
Jarque-Bera –testisuure Chi^2(2)= 73.372 [0.0000] ** 
 
Ylituottomuuttujan arvojen histogrammista (kuva 3.2) ja kvantiili-kvantiili-
kuvaajasta (kuva 3.3) näkyy myös hyvin jakauman huipukkuus ja lievä vinous 
oikealle.  
 
Kuva 3.2 Ylituottomuuttujan histogrammi. 
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Kuva 3.3 Ylituottomuuttujan normaalijakauman mukainen kvantiili-kvantiili –kuvaaja. 
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Aikasarjan kuvaajasta (kuva 3.1) voidaan havaita myös, että vuosien 1988 ja 1993 
välillä ylituottosarja on käyttäytynyt epävakaasti ja sarjan varianssi on vaihdellut 
tarkasteltavalla periodilla huomattavasti. Taulukossa 3.2 on ylituottomuuttujan 
Phillips-Perron -yksikköjuuritestisuureiden arvot. Niiden perusteella selitettävä 
muuttuja on vakion ympärillä stationaarinen. 
 
Taulukko 3.2 Ylituottomuuttujan Phillips-Perron –yksikköjuuritesti. 
 
Phillips-Perron Unit Root Tests 
 
Type  Lags Rho  Pr < Rho Tau Pr < Tau 
       Zero Mean 0  -77.4038      <.0001  -7.08 <.0001 
                      1 -85.3267 <.0001  -7.33 <.0001 
       Single Mean    0     -82.0689       0.0013       -7.33   <.0001 
                 1     -90.6600       0.0013       -7.59   <.0001 
       Trend  0     -82.0894      0.0005       -7.31   <.0001 
                       1  -90.6849  0.0005       -7.57   <.0001 
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3.4 Toimintaperiaatteet mallinvalintaprosessissa  
 
3.4.1 Yleistä mallinvalintaperiaatteista 
 
Mallinvalintaprosessia voidaan perustella eri tavoin. Parhaassa mahdollisessa 
tapauksessa empiirisen mallin rakentamisen perustana on teoria, jonka avulla 
voidaan pyrkiä valitsemaan esimerkiksi malliin kuuluvia muuttujia, niiden 
muunnoksia ja mallin perusrakennetta (mallin lineaarisuus tai epälineaarisuus 
jne.). Tämän jälkeen mallin tarkemmassa spesifioinnissa voidaan ekonometrian ja 
tilastotieteen osaamista hyväksi käyttäen lähteä liikkeelle eri suunnista. 
Ensinnäkin lähtökohdaksi voidaan ottaa mahdollisimman yleinen malli, jota 
pyritään tämän jälkeen yksinkertaistamaan rajoitteita testaamalla (general to specific 
-lähestymistapa, top down -lähestymistapa). Toisessa vaihtoehdossa lähdetään 
liikkeelle yksinkertaisesta mallista, jota tämän jälkeen monimutkaistetaan 
ottamalla huomioon yksinkertaisen mallin puutteita ja taustalla olevaa teoriaa 
(bottom up -lähestymistapa). Kumpikaan lähestymistapa ei toisaalta välttämättä 
johda parhaaseen malliin.  
 
3.4.2 Tämän tutkimuksen talousteoreettisen taustan rooli mallinvalinnassa 
 
Engle et al. (1987) tutki kuuden kuukauden obligaatiokoron ylituottoa suhteessa 
kolmen kuukauden obligaation korkoon. Luvussa 2.5 esitetty teoria 
sijoituskohteen ylituotolle perustuu siihen, että tarkasteltavan riskillisen  
sijoituskohteen tuottoa verrataan riskittömän arvopaperin tuottoon. Engle et al. 
(1987) käyttivät riskittömänä arvopaperina kolmen kuukauden obligaatiokorkoa. 
Tässä tutkimuksessa riskittömän sijoituskohteen roolissa oli muu kuin riskitön 
arvopaperi, yhden kuukauden markkinakorko.  
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Talousteoreettista taustaa ajatellen kaksi seikkaa voidaan ottaa esille. Ensinnäkin 
kuten luvussa 2.5 talousteoreettisesti tarkastellen johdetaan, ylituoton 
odotusarvon ja keskihajonnan välillä voidaan ajatella olevan relaatio, jos ylituoton 
varianssi vaihtelee ajan kuluessa. Tällaisessa tapauksessa keskihajontamuuttujan 
jonkin muunnoksen pitäisi olla merkitsevä selittäjä ylituotolle. Tätä oletusta 
voidaan testata siten, että estimoidaan regressiomalli (2.3.1) ARCH-prosessin 
mukaisella virhespesifikaatiolla siten, että valitun ARCH-mallin mukaisen 
ehdollisen varianssin estimaatin jokin muunnos on regressiomallin selittäjä. 
Tämän selittäjän kerroinparametrin pitäisi olla tilastollisesti merkitsevä ja 
positiivinen, jos luvun 2.5 mukainen tarkastelu on pätee tarkasteltavassa 
aineistossa.    
 
Toiseksi jos tarkasteltavien kahden koron differenssi ajanhetkellä t selittää 
merkitsevästi ja positiivisesti ylituottomuuttujan arvoa samalla ajanhetkellä, niin 
tämä voidaan tulkita odotusarvohypoteesin toimimattomuudeksi korkojen 
aikarakenteen selittäjänä, sillä tällöin lyhyemmän koron odotusarvoja 
approksimoivat  toteutuneet tulevat arvot eivät kuvaa nykyistä pidempää korkoa. 
Lisäksi tällöin voidaan ajatella pidemmän koron olevan yliherkkä lyhyemmän 
koron käyttäytymisen suhteen (Engle et al. 1987, 401-402).  
 
3.4.3 Käytetyn mallinvalintaprosessin pääpiirteet 
 
Tässä analyysissä toimitaan – päätavoitteen motivoimana – siten, että 
yksinkertaisempaa mallispesifikaatiota pyritään vähitellen monimutkaistamaan. 
Ensin pyritään löytämään sopiva odotusarvomalli, minkä jälkeen spesifioidaan 
ehdollisen heteroskedastisuuden malli. Koska tarkastelun kohteena on 
rahoitusaikasarja, voidaan jo etukäteen olettaa toisaalta, että tarkasteltavan 
muuttujan tilastollinen jakauma on todennäköisesti ei-normaalinen ja toisaalta, 
että sarjan toisessa momentissa on mahdollisesti myös ehdollista 
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heteroskedastisuutta. Tämän takia aluksi tehtävissä odotusarvomallin testeissä on 
järkevää käyttää heteroskedastisuuden ja ei-normaalisuuden suhteen robusteja 
testejä. 
 
Muuttujan autokorreloituneisuus dominoi helposti sen käyttäytymistä. Siksi 
ensimmäisessä vaiheessa pyritään spesifioimaan tarkasteltavan muuttujan 
autokorrelaatiorakenne. Toisessa vaiheessa tutkitaan eksogeenisen muuttujan 
korkodifferenssin D31t selitysvoimaa. Odotusarvomallin ollessa tyydyttävä 
siirrytään tarkastelemaan ehdollisen varianssimallin spesifiointia. Myös tässä 
vaiheessa tarvittiin testeissä robustisuutta – nimittäin ei-normaalisuuden suhteen. 
Heteroskedastisuusmallin valinnan aluksi pyritään määrittelemään mahdollinen 
sopiva ARCH(q)-malli. Tämän spesifikaation osoittautuessa tarpeelliseksi, sen 
toimivuutta verrataan GARCH(1,1)- ja EGARCH(1,1)-spesifikaatioiden 
toimivuuteen . Lopuksi tutkitaan estimoidun varianssiestimaatin thˆ  erilaisten 
muunnoksien ( thˆ , )ˆlog( th  ja )ˆ( thsqrt ) selitysvoimaa odotusarvomallissa. 
 
Suurin osa analyyseistä tehtiin SAS-ohjelman (versio 8.2) PROC AUTOREG -
proseduurilla. Jonkin verran tilastollisia tunnuslukuja laskettiin PcGive-ohjelmalla 
(Versio 9.10). Samalla ohjelmalla piirrettiin myös joitain kuvia.  
 
3.5 Ehdollisen odotusarvomallin valinta 
 
Aluksi testataan siis ylituottomuuttujan autokorreloituneisuutta sekä 
tavanomaisella LM-testillä että robustilla LM-testillä. Tämän jälkeen käytetään 
edelleen robusteja testejä korkodifferenssimuuttujan ja sen viipeiden 
merkitsevyyden testaamiseen käyttäen nollahypoteesin mukaisena mallina 
autokorrelaatiotestien tulosten perusteella valittua autoregressiivistä mallia. 
Testien tuloksista esitetään sekä tavanomaiset että robustit testisuureen arvot.  
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3.5.1 Autokorrelaatiotestien tulokset 
 
Sekä tavanomaisen LM-testisuureen että Wooldridgen robustin LM-testisuureen 
arvot laskettiin approksimatiivisesti apuregression avulla. Taulukon 3.3 
testisuureiden arvojen perusteella nähdään, että tavanomaisten LM-
autokorrelaatiotestien mukaan autoregressiiviseksi malliksi tulisi valita AR(2)- 
malli. Wooldridgen robusti LM-testi sen sijaan viittaa suppeampaan AR(1)-
malliin. 
  
Taulukko 3.3 Ylituottomuuttujan autokorrelaatiotestit (Kriittinen arvo merkitystasolla 5 % on 3,841).  
    Tavanom. LM- Wooldridgen 
  Hypoteesit  testi (TR2) robusti testi (T-SSR) 
  Vakiomalli vs. AR(1) 45,597  9,424 
  AR(1) vs. AR(2)  11,919  2,555 
  AR(2) vs. AR(3)  0,068  0.044 
  AR(3) vs. AR(4)  0,270  0,123 
  AR(4) vs. AR(5)  0,218  0,115 
 
3.5.2 Korkodifferenssimuuttujan merkityksen testaaminen 
 
Seuraavaksi testataan onko korkomuuttuja ja/tai sen viivemuuttujat  
merkityksellisiä eksogeenisiä selittäjiä AR(1)-mallissa. Jälleen tavanomaiseen 
apuregressioon perustuvan LM-testin implikoima malli eroaa robustien testien 
suosittamasta mallista. Tavanomaisen LM-testin tuloksien perusteella malliin 
tulisi ottaa mukaan sekä samanhetkinen korkodifferenssimuuttujan arvo (D31t) 
että sen ensimmäinen viive (D31t-1).  Toisaalta robustin testin perusteella 
korkodifferenssimuuttuja ja sen viipeet eivät ole merkityksellisiä selittäjiä 
(taulukko 3.4). 
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Taulukko 3.4 Korkodifferenssimuuttujan merkitsevyystestit (Kriittinen arvo merkitystasolla 5 % on 
3.841).  
      Tavanomainen Wooldridgen 
  Hypoteesit   LM-testi (TR2) robusti LM-testi (T-SSR)  
  AR(1) vs. AR(1) + D31t  23,829  3,450 
  AR(1) + D31t vs.    
  AR(1)+ D31t + D31t-1   5,340  2,273 
  AR(1)+ D31t + D31t-1 vs.   
  AR(1)+ D31t + D31t-1 + D31t-2 2,231  1,057 
 
3.5.3 Alustava odotusarvomalli 
 
Lukujen 3.5.1 ja 3.5.2 robustien testituloksien perusteella valittiin alustavasti 
ehdolliselle odotusarvon malli, jossa ylituottomuuttujaa selitetään yhdellä omalla 
viipeellä. Tällöin ehdollisen odotusarvon alustavan mallin yhtälö on   
(3.5.1)   ttt EHYEHY εββ ++= −110 . 
 
3.6 Ehdollisen varianssimallin spesifiointi 
 
3.6.1 ARCH(q)-mallispesifikaation valinta  
 
Seuraavaksi testataan ARCH(q)-mallin tarpeellisuutta odotusarvomallin AR(1) 
virhetermiprosessin spesifikaationa. Tätä testataan tavanomaisella ARCH-LM-
testillä ja sen robustilla versiolla. Yhtälön (3.3) estimoinnin jälkeen konstruoidaan 
mallin virheprosessi, jonka arvot korotetaan neliöön. Tämän jälkeen testataan 
onko kyseisessä neliösarjassa autoregressiivistä autokorrelaatiorakennetta. 
Neliösarjan hetken t arvon oletetaan aproksimoivan ehdollista varianssia hetkellä 
t. Tätä approksimaatiota pyritään selittämään neliösarjan viipeillä. Jos tällaista 
selitysvoimaa on, niin tällöin virhetermiprosessissa voidaan olettaa olevan 
ARCH(q)-mallin mukaista rakennetta. 
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Kaikkien testien nollahypoteesina oli nolla viivettä (q = 0), joka viittaa vakioiseen 
ehdolliseen varianssiin, ja vastahypoteesina olevan ARCH(q)-mallin viiveen 
pituutta q lisättiin yksi kerrallaan. Taulukossa 3.5 on jälleen sekä tavanomaisten 
että robustien LM-testien tulokset. 
 
 Taulukko 3.5 Tasomallin residuaalien neliötermillä tehdyt ARCH-testit 
 Testattavat  Tavanom. LM- Robusti LM- Kriittinen 
hypoteesit  testisuure testisuure arvo 
 Vakio vs. ARCH(1) 39.194  2.128  3.841 
 Vakio vs. ARCH(2) 43.186  3.396  5.991 
 Vakio vs. ARCH(3) 43.940  5.547  7.815 
 Vakio vs. ARCH(4) 43.427  11.083  9.488 
 Vakio vs. ARCH(5) 43.493  14.683  11.070 
 Vakio vs. ARCH(6) 43.211  20.611  12.592 
 Vakio vs. ARCH(7) 43.558  20.501  14.067  
 
Robusti testisuureen arvo tulee merkitseväksi viipeestä neljä lähtien ja vakiintuu 
tämän jälkeen noin kahteenkymmeneen viipeellä kuusi (testisuureen arvo on 
20.060 vielä viipeellä 9). Näin ollen robustin testin tuloksien perusteella päädyttiin 
mallispesifikaatioon AR(1)-ARCH(6).  
 
3.6.2 Muiden ARCH-spesifikaatioiden kokeileminen 
 
ARCH(q)-mallin viipeiden lukumäärä (6) suhteessa havaintojen lukumäärään ei 
ole niin suuri, että sen takia pitäisi siirtyä GARCH(p,q)-spesifikaation käyttöön. 
Seuraavaksi kuitenkin estimoidaan vertailun vuoksi rahoitusmalleissa yleisten 
GARCH(1,1)- ja EGARCH(1,1)-spesifikaatioiden mukaiset mallit. Liitteessä 1 on 
esitetty AR(1)-ARCH(6)-, AR(1)-GARCH(1,1)- ja AR(1)-EGARCH(1,1)-mallien 
estimointitulokset. Parametriestimaattien t-testisuureen arvot perustuvat 
kovarianssimatriisin robustiin kvasisuskottavuusestimaattoriin. Sekä ARCH(6)- 
että GARCH(1,1)-mallilla parametriestimaattien summa tuli vapaassa 
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estimoinnissa yli ykkösen suuruiseksi, mikä tarkoittaa, että prosessin ehdoton 
varianssi ei ole äärellinen. Tällainen ARCH-prosessi ei ole kovarianssi- 
stationaarinen. Tästä syystä estimoinnissa on käytetty staitionaarisuusrajoitteita, 
joiden avulla parametriestimaatit pakotetaan summautumaan alle ykköseen. 
 
Standardoitujen residuaalien normaalisuustestin perusteella paras malli olisi 
AR(1)-ARCH(6). ARCH-mallin spesifikaatio ei näyttäisi vaikuttavan paljoakaan 
mallin AR(1)-osan parametriestimaatteihin. EGARCH(1,1)-spesifikaatiolla 
viivästetyn ylituottomuuttujan (EHYt) kerroinparametrin keskivirheen estimaatin 
arvo muodostuu kohtuuttoman pieneksi ja tätä kautta myös t-testisuureen arvo on 
epärealistisen  suuri (335,29). Vertailun vuoksi kaikki kolme ARCH- 
spesifikaatiota pidetään mukana jatkotarkastelussa.   
 
3.7 GARCH-M-spesifikaation merkitsevyyden testaaminen 
 
Seuraavaksi tarkastellaan In mean -laajennuksen tarpeellisuutta edellä 
tarkastelluissa kolmessa AR(1)-ARCH-spesifikaatiossa. Engle et al. (1987, 400) 
kuvasivat lopullisessa mallissa ajan kuluessa vaihtelevaa riskiä ehdollisen 
varianssiestimaatin logaritmilla )ˆlog( th . Niinpä ensin lisätään tämä muuttuja 
kaikkien kolmen eri ARCH-mallispesifikaation mukaisiin kokonaismalleihin 
odotusarvo-osan selittäjäksi, jolloin estimoitava mallin yhtälö on 
(3.7.1)    tttt hEHYEHY εδββ +++= − )log(110 , εt ~ N(0,ht), 
jossa ehdollisen varianssin ht rakenne on kulloisenkin ARCH-spesifikaation 
mukainen. Sopivin kolmesta ARCH-spesifikaatiosta valitaan toisaalta parametrien 
estimaattien, niiden merkitsevyyden ja estimoidun mallin standardoitujen 
residuaalien normaalisuustestin tuloksen perusteella. Intuitiivisesti olisi  
mielekästä olettaa, että parametrin δ estimaatti olisi positiivinen, sillä ehdollisen 
varianssin kuvaaman ylituoton riskin kasvamisen pitäisi kompensoitua isompana 
ylituottona.  
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Kaikkien kolmen mallispesifikaation antamat esimaatit parametrille δ ovat 
positiivisia (liite 2). AR(1)-ARCH(6)-M -mallin ja AR(1)-GARCH(1,1) -mallin  
estimaatit parametrille δ ovat kooltaan lähellä toisiaan (0,1981 ja 0,2386) ja 
tilastollisesti merkitseviä selittäjiä (t-testisuureen arvot ovat 2,56 ja 2,40). Toisaalta 
AR(1)-EGARCH(1,1)-mallissa esimaatti on pienempi (0,0324) ja tilastollisesti ei-
merkitsevä viiden prosentin merkitsevyystasolla (p = 0,0541). Normaalisuustestin 
perusteella ylivoimaisesti paras spesifikaatio on AR(1)-ARCH(6)-M -malli, jonka 
standardoitujen residuaalien  normaalisuustestin arvo on 1,467, jonka mukainen p-
luku on 0,4803. Ehdollisen varianssin logaritmin mukaan ottaminen 
odotusarvomalliin tekee residuaaleista siten Jarque-Bera -testillä tarkastellen 
normaalisia. Kannattaa huomata, että alkuperäisellä sarjalla vastaava testisuureen 
arvo oli 73,732, pelkällä AR(1)-ARCH(6) -mallilla yli 17,28 ja GARCH(1,1)-M ja 
EGARCH(1,1)-M -spesifikaatioilla noin 15,42 ja 13,92.    
 
Seuraavaksi estimoidaan AR(1)-ARCH(6)- malli vertailun vuoksi vaihtoehtoisilla 
ARCH-M -mallispesifikaatioilla, joissa in mean - selittäjinä ovat th  ja ht (liite 3). 
Myös näillä termeillä parametrin δ estimaatti on positiivinen, joskaan pelkällä 
ehdollisella varianssilla ht kerroinestimaatti ei ole tilastollisesti merkitsevä. Näiden 
termien mukaisten mallien residuaalien normaalisuustestin arvot ovat myös 
huonompia kuin ehdollisen varianssin logaritmiä käyttäen. Näin ollen 
sopivimmaksi malliksi ylituottomuuttujalle valittiin yhtälöiden (3.5)-(3.6) 
mukainen spesifikaatio AR(1)-ARCH(6)-M, jossa odotusarvomallissa on 
lisäselittäjänä ehdollisen varianssin logaritmi, 
(3.7.2)    tttt hEHYEHY εδββ +++= − )log(110 , εt~N(0,ht), jossa 
(3.7.3)     2 66
2
110 −− +++= ttth εαεαα  . 
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3.8 Valitun kokonaismallin estimointitulokset ja diagnostiikkaa 
 
Taulukossa 3.6 on esitetty mallin (3.7.2)-(3.7.3) estimointitulokset. 
 
Taulukko 3.6 Lopullisen AR(1)-ARCH-M -mallin esimointitulokset. 
Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,5846  3,05  0,0023 
 EHYL1  0,4481  4,30  <0,0001 
 ARCH(0) 0,0323  1,31  0,1903 
ARCH(1) 0,4180  3,95  <0,0001 
 ARCH(2) 0,0306  1,76  0,0778 
 ARCH(3) 0,0191  0,60  0,5506 
 ARCH(4) 0,0482  0,82  0,4118  
 ARCH(5) 0,2033  2,41  0,0162  
ARCH(6) 0,1620  1,86  0,0624 
 Log(ht)  0,1981  2,56  0,0106  
 Jarque-Bera 1,4668    0,4803 
Kuvassa 3.4 on esitetty ylituottomuuttuja ja ehdollisen varianssin estimaatti. 
Ehdollisen varianssin sovitteista on nähtävissä tarkastelujakson ensimmäisen 
puoliskon suuri vaihtelu verrattuna jakson jälkimmäiseen puoliskoon.  
 
Kuva 3.4 Ylituottomuuttujan arvo ja ehdollisen varianssin sovite mallista AR(1)-ARCH(6)-M.  
1 9 9 0 1 9 9 5 2 0 0 0
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Kuvasta 3.4 nähdään, että myös odotusarvo-osan käyttäytyminen on ollut varsin 
epävakaata aikavälillä 1989-1993.  Mallin residuaalien histogrammissa (kuva 3.5) 
on edelleen havaittavissa hieman huipukkuutta ja vinoutta, mutta kuva vahvistaa 
standardoitujen residuaalien selkeän normaalisuuden. 
 
Kuva 3.5 Mallin AR(1)-ARCH(6)-M standardoitujen residuaalien histogrammi ja 
normaalijakaumasovite. 
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Verrattuna pelkän AR(1)-mallispesifikaation estimointituloksiin, AR-osan 
parametriestimaattien muuttuvat ARCH(6)-M -spesifikaation estimointituloksissa 
melko paljon. Ensimmäisen viipeen kerroinparametriestimaatin pienenee arvosta 
0,5903 arvoon 0,4484.  
 
4 JOHTOPÄÄTÖKSIÄ 
 
1980-luvulla esiteltiin ekonometrisissa julkaisuissa suuri määrä erilaisia ehdollisen 
heteroskedastisuuden mallintamiseen tarkoitettuja estimointimenetelmiä. Kun 
stokastisen prosessissa sekä ensimmäinen että toinen ehdollinen momentti sisältää 
systemaattisia rakenteita, joudutaan tähän asiaan kiinnittämään erityistä 
huomiota, kun tehdään tilastollista päättelyä. Näiden momenttien mahdolliset 
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riippuvuudet saattavat saada aikaan vääriä päättelytuloksia, jos esimerkiksi 
tehdään jompaa kumpaa yksittäistä momenttia koskevia testejä ottamatta 
huomioon riippuvuuksia toiseen momenttiin. Yksi tapa lähestyä tällaista 
tilannetta on käyttää robusteja tilastollisia menetelmiä. Toisaalta robustilla 
päättelyllä on tärkeä rooli myös analyyseissä, joissa tutkittavan muuttujan 
tilastollinen jakauma poikkeaa normaalijakaumasta.  
 
Luvussa kaksi esitettiin robustia estimointia ja testausta sekä ehdollista 
heteroskedastisuutta kuvaavien ARCH-mallien teoriaa. ARCH-malleista esiteltiin 
tavallisimmat ARCH(q)-, GARCH(p,q)-, IGARCH(p,q)- ja EGARCH(p,q)-mallit. 
Lisäksi käsiteltiin jonkin verran näihin malleihin liittyvää estimointia ja testausta. 
 
Tutkimuksen empiirisessä osassa anaysoitiin kolmen kuukauden markkinakoron 
ylituottoa suhteessa yhden kuukauden markkinakorkoon. Ylituottosarjan 
ehdollisen odotusarvomallin ja ehdollisen varianssimallin perusrakenteita 
analysoitiin aluksi enemmän aikasarja-analyysin periaatteita käyttäen. Ensin 
testattiin autokorrelaatiorakennetta tarkemmin määrittelemättömän ehdollisen 
heteroskedastisuuden suhteen robustilla LM-testillä. Robustin testin perusteella  
AR(1)-malli riittää kuvaamaan ylituottomuuttujan autokorrelaaatiorakennetta, 
tavanomaisen LM-testin suosittaessa korkeampiasteisempaa AR(2)-mallia. Tämän 
jälkeen testattiin edelleen robusteilla testeillä korkodifferenssimuuttujan 
tarpeellisuutta AR(1)-mallin lisäselittäjänä. Robustin LM-testin tulokset erosivat 
jälleen tavanomaisesta LM-testistä. Robustin testin perusteella 
korkodifferenssimuuttuja ei ole merkitsevä selittäjä ylituotolle. Tämän jälkeen 
testattiin ei-normaalisuuden suhteen robustilla testillä ARCH(q)-mallin 
merkityksellisyyttä ehdollisen heteroskedastisuuden kuvaajana. Robustin testin 
perusteella ARCH(6)-malli kuvaa riittävän hyvin AR(1)-mallin residuaaleissa 
olevaa heteroskedastisuutta. Tämän jälkeen kokeiltiin vielä GARCH(1,1)- ja 
EGARCH(1,1)-spesifikaatioiden toimivuutta verrattuna ARCH(6)-malliin. 
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ARCH(6)-mallin standardoidut residuaalit ovat normaalisemmat kuin kahden 
muun ARCH-spesifikaation mukaiset standardoidut residuaalit. Lopuksi testattiin 
empiirisen osan varsinaista talousteoreettista mielenkiinnon kohdetta eli 
ehdollisen keskihajontamuuttujan estimaatin merkityksellisyyttä ylituoton 
selittäjänä AR(1)-ARCH(6) -mallissa. Logaritmoidun ehdollisen varianssin 
lisääminen AR(1)-mallin eksogeeniseksi selittäjäksi paransi mallien residuaalien 
normaalisuutta ja lisäksi sen kerroinparametriestimaatti oli odotetusti positiivinen 
ja tilastollisesti merkitsevä. Myös varianssiselittäjän mukaanoton jälkeen AR(1)-
ARCH(6)-spesifikaatio näytti toimivan selvästi parhaiten. Mallin standardisoidut 
residuaalit olivat – ainoana kaikista estimoiduista malleista  – Jarque-Bera- testin 
perusteella normaalijakautuneita. Muiden in mean -spesfikaatioiden käyttö ei enää 
parantanut mallia.  
 
Robustien testien ja robustin kvasiuskottavuusestimaattorin avulla saatiin  
spesifioitua tilastollisesti tyydyttävä aikasarjamalli kuvaamaan sekä 
ylituottomuuttujan ehdollista odotusarvoa että ehdollista varianssia. 
Korkodifferenssimuuttuja ei ollut robustien testien perusteella merkitsevä 
ylituottomuuttujan selittäjä, mutta AR(1)-ARCH(6)- mallilla estimoitu ehdollisen 
varianssin logaritmi näyttäisi olevan myös talousteoreettisesti mielekkäästi 
toimiva selittäjä. 
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LIITE 1 
AR(1)-ARCH -mallien estimointitulokset 
 
AR(1)-ARCH(6)-mallin estimointitulokset 
Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,1414  2,30  0,0215 
 EHYL1  0,5903  6,45  <0,0001 
 ARCH(0) 0,0509  1,97  0,0492 
ARCH(1) 0,3645  3,49  0,0005 
 ARCH(2) 0,0083  0,54  0,5864 
 ARCH(3) 0,0684  0,83  0,4045 
 ARCH(4) 0,1869  1,51  0,1311  
 ARCH(5) 0,0736  1,12  0,2642  
ARCH(6) 0,1986  2,07  0,0383 
 Jarque-Bera 17,281    0,0002 
    
 AR(1)-GARCH(1,1)-mallin estimointitulokset 
 Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,1456  2,71  0,0066    
 EHYL1  0,5792  6,46  <0,0001 
 ARCH(0) 0,0061  1,08  0,2801 
 ARCH(1) 0,2733  4,18  <0,0001 
 GARCH(1) 0,7116  10,18  <0,0001 
 Jarque-Bera 29,525    <0,0001 
 
 AR(1)-EGARCH(1,1)-mallin estimointitulokset 
 Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,0956  76,47  <0,0001     
 EHYL1  0,5017  335,29  <0,0001 
 EARCH(0) 0,0614  1,68  0,0924 
 EARCH(1) 0,6893  4,74  <0,0001 
 EGARCH(1) 0,9846  53,00  <0,0001 
 THETA  -0,4386  -2,26  0,0238 
Jarque-Bera 34,757    <0,0001 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
LIITE 2 
 
AR(1)-ARCH-M -mallien estimointitulokset 
AR(1)-ARCH-M -mallin estimointitulokset 
Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,5846  3,05  0,0023 
 EHYL1  0,4481  4,30  <0,0001 
 ARCH(0) 0,0323  1,31  0,1903 
ARCH(1) 0,4180  3,95  <0,0001 
 ARCH(2) 0,0306  1,76  0,0778 
 ARCH(3) 0,0191  0,60  0,5506 
 ARCH(4) 0,0482  0,82  0,4118  
 ARCH(5) 0,2033  2,41  0,0162  
ARCH(6) 0,1620  1,86  0,0624 
 Log(ht)  0,1981  2,56  0,0106  
 Jarque-Bera 1,4668    0,4803 
    
 AR(1)-GARCH(1,1)-M -mallin estimointitulokset 
 Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,5923  4,06  <0,0001    
 EHYL1  0,4029  5,20  <0,0001 
 ARCH(0) 0,0433  1,98  0,0473 
 ARCH(1) 0,5761  4,61  <0,0001 
 GARCH(1) 0,3846  3,11  <0,0019 
 Log(ht)  0,2386  2,40  0,0163  
 Jarque-Bera 15,4160    <0,0004 
 
 AR(1)-EGARCH(1,1)-M -mallin estimointitulokset 
Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,1931  76,47  0,0010     
 EHYL1  0,5510  335,29  <0,0001 
 EARCH(0) 0,0308  1,68  0,4915 
 EARCH(1) 0,8292  4,74  <0,0001 
 EGARCH(1) 0,9862  53,00  <0,0001 
 THETA  -0,2024  -2,26  0,0977 
 Log(ht)  0,0324  1,93  0,0541  
Jarque-Bera 13.9222    0,0009   
 
 
 
 
 
 
 
 
 
 
 
 
LIITE 3 
 
AR(1)-ARCH(6)-M –mallien estimointitulokset  
 
AR(1)-ARCH-log-M -mallin estimointitulokset 
 
Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,5846  3,05  0,0023 
 EHYL1  0,4481  4,30  <0,0001 
 ARCH(0) 0,0323  1,31  0,1903 
ARCH(1) 0,4180  3,95  <0,0001 
 ARCH(2) 0,0306  1,76  0,0778 
 ARCH(3) 0,0191  0,60  0,5506 
 ARCH(4) 0,0482  0,82  0,4118  
 ARCH(5) 0,2033  2,41  0,0162  
ARCH(6) 0,1620  1,86  0,0624 
 Log(ht)  0,1981  2,56  0,0106  
 
 Jarque-Bera 1,4668    0,4803 
 
 
AR(1)-ARCH-M -mallin estimointitulokset 
 
Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  0,1423  2,32  0,0202 
 EHYL1  0,4888  5,98  <0,0001 
 ARCH(0) 0,0514  1,52  0,1295 
ARCH(1) 0,4268  3,41  0,0006 
 ARCH(2) 0,0037  0,17  0,8670 
 ARCH(3) 0,0149  0,18  0,8596 
 ARCH(4) 0,1147  1,09  0,2766  
 ARCH(5) 0,1729  1,60  0,1103  
ARCH(6) 0,1550  1,46  0,1449 
 ht  0,0743  1,55  0,1208  
 
 Jarque-Bera 10,756    0,0046 
 
 
AR(1)-ARCH-sqrt-M -mallin estimointitulokset 
 
Muuttuja Estimaatti  t-testisuure p-arvo    
 Vakio  -0,0046  -0,09  0,9289 
 EHYL1  0,4735  5,62  <0,0001 
 ARCH(0) 0,0274  0,61  0,5450 
ARCH(1) 0,4470  4,61  <0,0001 
 ARCH(2) 0,0322  0,91  0,3619 
 ARCH(3) 0,0196  0,23  0,8219 
 ARCH(4) 0,0678  0,81  0,4180  
 ARCH(5) 0,2247  1,93  0,0534  
ARCH(6) 0,1156  1,26  0,2062 
 sqrt(ht)  0,4044  2,94  0,0033  
  
Jarque-Bera 4,8336    0,0892 
 
 
