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The paper should be treated as a continuation of Part II, which appeared 
in a previous issue of this journal. 
We have separated statements of theorems from their proofs in order to 
make the outlines of the theory clear to readers before they undertake a 
detailed reading of the paper. 
PROOF OF THEOREM I. The kernel of the transformation 
R(w) : F(x) --j [F(z) - F(w)]/(x - w) (43) 
in 2? consists of the constants which belong to 9, and no nonzero constants 
can belong to the space because of the hypothesis that lim yF(iy) exists. The 
transformation I?(w) therefore has a (partially defined) inverse. In studying 
this inverse, we will use the resolvent identity 
(a - 8) W) W) = w4 - W), (4) 
which is a general property of difference quotients. It implies that the trans- 
formation H = w + R(w)-l is independent of the choice of w. Since the 
identity for difference quotients (1) implies that .R(W) is the adjoint of R(w), 
H is a self-adjoint transformation. 
If  J is defined on 2 as in Theorem VI, the hypotheses imply that J is 
continuous and that F(w) = J(H - w)-lF when w is not real. Since H is 
self-adjoint and therefore has a real spectrum, the transformation F(z) + F(w) 
takes A? continuously into %7 when w is not real. The composed transforma- 
tion 
q(w) = - riJ(H - w)-l J* (45) 
is a bounded transformation of G? into %, and so is an operator in our termi- 
nology. It follows from this formula that 9;(z) is analytic for y  > 0, that 
Re I+) is nonnegative, and that (6) holds. Formula (3) follows from the 
definition of J, and (4) belongs to 9 because the space contains difference 
quotients. Formula (5) is proved by applying the identity for difference 
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quotients (1). Since p)(z) determines the kernel function of 9, it determines Y. 
(Kernel functions are discussed in a related context by Rovnyak [l].) 
PROOFOFLEMMA 1. For each vector c, Q(Z) c is a complex valued func- 
tion which is analytic for y  > 0, has a nonnegative real part, and satisfies 
limyQ(iy) c = 8 Emc. 
Such a function has a representation 
c&z) c = (ni)--1 I+” (t - x)-l dp(c, t), 
-rx 
(46) 
where ~(c, x) is a nondecreasing function of real x, 
and 
0 < p(c, x) < +nEmc, (47) 
1 
z 
~(c, X) = lim Re @(t + iy) cdt (48) 
-cc 
as y  L 0, whenever x is a point of continuity. (The proof presumes a general 
knowledge of analytic function theory involving functions having a non- 
negative real part in a half-plane. See for example, Nevanlinna and Nieminen 
[2] .) For uniqueness in this representation we choose ~(c, x) to be continuous 
on the right. Since 
for all vectors u and u,, there exists a nonnegative operator p(x) such that 
~(c, x) = CCL(X) c for every vector c. Since each ~(c, x) is a nondecreasing 
numerical function of x, p(x) is a nondecreasing, operator valued function 
of X. The inequality (9) holds because (47) holds for every vector c. The 
representation (7) is a consequence of (46). The constancy of p(x) in each 
interval of continuity for p)(x) is due to (48). 
PROOF OF THEOREM II. The representation (7) implies that 
[p)(z) + lqT(w)]/[?ri(W - z)] = n-2 j+w (t- z)-1 (t - W)-1 d/A(t) (49) 
--m 
when z and w are not real. It follows that if wi , .‘., w, are nonreal numbers and 
ifc,, ..., c, are corresponding vectors, then 
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This inequality is known as positive-definiteness in the general theory of 
kernel functions. (See Rovnyak [l].) It implies the existence of a Hilbert 
space 9, whose elements are vector valued functions F(x), defined for y  # 0, 
which has the expression on the left of (49) as its kernel function. This means 
that (4) belongs to 2 as a function of z for every vector c and every nonreal 
number w, and that (5) holds for every F(z) in 2. 
The continuity of elements of 2 is a consequence of (5) and the continuity 
of p(z). I f  F(z) is a finite sum of functions of the form (4), where w # LY, then 
[F(z) -F(a)]/(x -- a) is a finite sum of functions of the form (4). For such 
sums the identity (1) is a consequence of (5). But (1) implies that 
and such sums are dense in 2 because of (5). It follows that 
VW - F(4llb - 4 
belongs to 2? whenever F(z) belongs to 9, if 01 is not real, and that (1) holds. 
The function p)(z) c is obtained in B as a limit 
y(z) c = lim v&[~(z) + Cp(ih)] c/[+z. - i.s)] (50) 
as h---f + co, with convergence in the metric of 2. The Cauchy property 
of the limit on the right is verified from (5) and (6). Formula (3) follows 
from (50). The space is therefore the desired space 2(y). 
PROOF OF THEOREM III. The necessity is an immediate consequence of 
formula (45). The sufficiency will be deduced from the representation (7), 
which implies (49). By Lemma 1, p(x) is constant in (a, b). Let a < Re h < b, 
where h is not real. I f  F(z) is a finite sum of functions of the form (4), its 
norm may be expressed as a p integral because of (49). IfF(z) is a finite sum of 
functions of the form (4) where w # h, then [F(z) - F(h)]/@ - h) is a finite 
sum of functions of the form (4), and its norm may also be expressed as a p 
integral. A routine calculation of these integrals will show that 
II VW -WW(~ - h) II < IIF /Ibin (I h - a I , I h - b 0. 
Since such finite sums are dense in 2(v), the same inequality holds for every 
F(z) in Z(F), or equivalently, 
I/ (H - h)-i II < l/min (I h - a / , I h - 6 I). 
Because of the power series expansion, 
(H - z)-1 = (H - it-1 + (z - h) (H - h)-2 j$ (z - h)” (H - h)-“, 
0 
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which is valid in the operator norm when .a is close to h, the spectrum of H 
can contain no points in the disk 1 z - h ( < 11 (H - h)-l 11-l. It follows that 
the spectrum of H contains no points in the vertical strip a < x < b. 
PROOF OF THEOREM IV: The set Z0 is obviously a closed vector subspace 
of A? by the linearity and continuity of resolvent transformations. If  f  is in 
Z,, and if 1 w - W / > Ij T ~- T* 11, then (T - w)-lf = (T* - w)-‘f in 
X0 because 
(z - w) (T - z)-l(T - w)-‘f = (T - z)-‘f - (T - w)-‘f 
z (I’* - +‘f - (T* - w)-“f 
= (x - w) (T* - x)-l (T* - w)-‘f 
= (z - w) (T* - z)-’ (T - w)-‘f. 
Invariance of Xi under the resolvents of T and T* follows from the inva- 
riance of Z0 . The theorem now follows from the fact that every (f, g) in the 
graph of T is of the form f = f,, + fi and g = g, + g, , where (f,, , g,,) and 
( fi , g,) are in the graph of T, f0 and g, are in Z,, , and fi and g, are in %1 . 
PROOFOF THEOREM V: If  f and g are elements of X such that 
J(T - w)-'f = J(T - w)-‘g 
identically, then 
J * IJ(T - w)-‘(g -f) = 0. 
Since ]*I] extends T - T* by hypothesis, this condition implies that 
(I’ - T*) (T - w)p’(g -f) = 0 
and hence that 
(T - w)-l (g -f) = (T* - w)-l (g -f). 
The hypotheses now imply that g -f = 0, or in other words, that f = g. 
The space A?, may now be defined so as to make the correspondence f + F(z) 
isometric. Continuity is due to the continuous dependence of the resolvents 
(T - w)-l on w. 
If  F(z) = J( T - .x-If, then 
[F(z) - F(w)]/(z - w) = J( T - z)-’ (T - w)-‘f. 
The identity (10) is due to the choice of J so that 27r J * I J extends T - T*. 
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For the isometric nature of the correspondence f+F(x) implies that the 
right side of (10) is equal to 
(f, (T - B)F18) - w - a>-‘f, ‘49 + (a - PI <CT - wf, (T - P)-lg) 
= (T( T - a)-‘f, (T - ,8)-l g) - ((T - a)-“f, T( T - j?)-lg) 
= ((T - T*) (T - a)-‘f, (T - /?-lg) 
= 2n(J*IJ (T - a)-‘f, (T - /3)-l g) 
= 27&(p) IF(a). 
To complete the proof we have only to show that 
lim yF(iy) = lim yJ(T - e)-‘f = ;Jf 
for every f in 2. This is true because J is continuous and because 
lim y( T - iy)-l f = z$ This last limit, which is equivalent to 
lim T(T - iy)-lf = 0, 
is a consequence of the boundedness of T - T*. 
PROOF OF THEOREM VI: Let R(w) be defined by (43) in 2 when 
1 w - W 1 > h. The identity (44) is a general property of difference quotients. 
The transformation R(w) has kernel zero because the existence of limyF(iy) 
prevents the existence of nonzero constants in 2. As in the proof of Theo- 
rem I, T = w + R(w)-l does not depend on the choice of w, and 
R(w) = (T - w)-I. 
In terms of the adjoint J* of J, the identity (10) for difference quotients can 
be written 
2z-(J*IJ(T - a)-‘F, (T - &lG) 
= (F, (T - ,8-l G) - ((T - a)-‘F, G) 
+ (a -/?) ((T - a)-‘& (T -/‘3)-l G). 
When F(z) = G(z) and 01 = /3 = w, it becomes 
(1 F + (w - W) (T - w)-l F (I2 
= IIF /I2 + 237(ii -w) (J*IJ(T - w)-IF, (T - w)-‘F). 
Since J*IJ is bounded, we deduce the estimate 
1 w - 55 1 11 (T - w)-lF /I 
< IIF II + IIF + (w - c) P” - w)-lF II 
< 2 II F II + (277 II J*IJ W2 I w - c V2 II (T - w)--lF II, 
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or equivalently, 
[l - (2zT 11 ]*I/ l/)1/2 1 W - E l-l/2] Ij (T - zu)-1 11 < 2 I w - w 1-r IIF 11 . 
(51) 
This inequality gives a bound for (T - w)-r when 
/ w - 277 j > 2n I[ ]*I] Il. 
Define an operator valued function M(z) by 
M(w) = 1 - 2xJ(T - w)-’ J*I (52) 
whenever w is not in the spectrum of T. Analyticity of M(z) is a consequence 
of the analytic nature of resolvents. The definition of M(z) is such that 
M(z) c - c = - 27~ J*Ic (53) 
belongs to S as a function of z for every vector c, and hence so does 
[M(z) - M(w)] c&z - w) = - 27r(T - w)-l J*Ic 
when / w - C I > h. Application of the identity (10) for difference quotients 
yields 
<F(t), [M(t) - M(w)] c/p - w)) = 27raEqw) IF(E) (54) 
for every F(z) in 3. The identity 6?(w) I&f(C) = I follows from (54) with 
F(z) = M(z) a - a and from the symmetry of an inner product. Because 
of (51) and (52), I M(w) - 1 1 < 1 f  or w at large distances from the real 
axis. For such values of w, M(w) has an operator inverse. The identity (13) 
is easily deduced when the inverse exists. The general case of (13) follows 
by analytic continuation. Formula (54) implies (14). Formula (12) is a con- 
sequence of (53). 
Formula (15) is a consequence of (14) and the identity for difference quo- 
tients (10). The kernel of R(w)* therefore consists of functions of the form 
M(z) c, where c is a vector. Because of (51) and (52), lim M(iy) = 1 as 
y  -+ + co. The existence of lim yM(iy) c now implies that c = 0. In other 
words R(w)* has kernel zero. It follows that R(w) has a dense range and that T 
has a dense domain. An adjoint T* therefore exists. The identity for dif- 
ference quotients implies that the domain of T* contains the domain of 
T and that 2rrJ*IJ extends T - T*. That T and T* have the same domain 
can be verified by examining the ranges of (T - w)-l and (T* - w)-‘. It is 
also a consequence of the fact that (T - w)-1 and (T* - w)-1 are everywhere 
defined for j w - ZZ j > h. 
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PROOF OF THEOREM VII, THE SUFFICIENCY. From the representation (7) 
of y(z), we have 
I d.4 I < I z - f 1-l I m I, (55) 
so that M(z) is defined by (16) at least when 1 x - I 1 > / m /. Let &’ be the 
Hilbert space of vector valued functions F(z) defined so that (17) is an 
isometric transformation of Z(v) onto Z. The hypotheses of Theorem VI 
for A? are a consequence of the corresponding properties of Z(v). In particu- 
lar, the identity (10) in 2 follows from the identity (1) in Z(y). Since (12) 
is a consequence of (3), 2 is the required .X(M). The equivalence of H 
and 4 (7’ + T*) under (17) is a routine verification, which is omitted. 
PROOF OF THEOREM VII, THE NECESSITY. Because of (51) and (52),there 
exists a choice of h > 0 so large that / M(z) - 1 I < 1 for 1 z - f 1 > h. For 
such values of z, the operator inverse [I + M(z)]-l exists and is a continuous 
function of z. Let 8 be the Hilbert space of functions f(z), defined for 
I z - 2 j > h, such that (17) is an isometric correspondence of 9 onto 
Z(M). The hypotheses of Theorem I can now be verified from the corres- 
ponding properties of A“(M), except that the elements of 9 are defined only 
at a distance from the real axis. Still the proof of Theorem I is sufficient to 
show the existence of a self-adjoint transformation H in Z(F) such that (2) 
holds whenever it makes sense. If J is defined on 8 as in the statement of 
Theorem VI, the formula f(w) = J(H - w)-‘f can be used to extend 
everyf(z) in 9 so as to be defined for y i: 0. The extended functions satisfy 
the hypotheses of Theorem I because of the self-adjointness of H. The space 
9 of extended functions is now an Z’(q) by Theorem I. Comparison of (3) 
and (12) leads to the relation (16). 
PROOF OF THEOREM VIII. By formula (53), 
2nJ*1J : F(z) -+ [M(z) - l] i limyF(iy). 
The kernel of J*1J contains the kernel of J, which is the orthogonal comple- 
ment of the range of /*. By (53), the range of J* consists of functions of 
the form M(z) c - c for some vector c. Note that 
1) M(t) c - c 112 = <M(t) c - c, M(t) c - c) 
= 27~Elim (- z$) [M(iy) - l] c 
= - 4dI lim yq(iy) Ic 
= - 27rEImIc. 
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It follows that there exists an isometric transformation U, defined on the 
orthogonal complement of the kernel of J, such that 
u : M(z) c - c -+ (2?rm)l/Z Ic 
for every vector c. The range of U is the closure of the range of m1J2, which 
is the orthogonal complement of the kernel of m. 
If  F(z) = M(z) c - c, then 
277J*IJ : F(z) -+ [M(z) - l] mIc, 
U(2n ]*I]) F = - (2rm)lj2 ImIc 
= m1/21m1/2(27rm)1/2 Ic 
= ml~21m”i2(UF). 
The same formula is valid by continuity whenever F(z) is orthogonal to the 
kernel of J. The theorem follows from it. 
PROOF OF THEOREM IX. The dimension hypotheses imply the existence 
of a bounded transformation J of Z into %?, which is zero on the kernel 
of A, which takes the range of P+ into the kernel of I - i in such a way that 
r I If I2 = <Af,f> 
and which takes the range of P- into the kernel of I + i in such a way that 
n- I If I2 = - @f,f>. 
I f  J is so chosen, J* takes the kernel of I - i into the range of P+ , it takes 
the kernel of I + i into the range of P- , and id = aJ*IJ as required. If  
Z(M) is constructed from J as in Theorem V, then 
27~ J J*c = lim (- iy) [M(iy) - l] c 
= lim 2yv(iy) c = mc. 
Since m = 2n- JJ* takes the kernel of I + i into itself, and since it takes the 
kernel of I - i into itself, it commutes with I. 
PROOF OF THEOREM X. The necessity is an immediate consequence of 
formula (52). For the sufficiency, consider the corresponding space Y(v), 
as in Theorem VII. The elements of x(M) are defined by (17) at all nonreal 
points of the strip a < x < b. The proof of Theorem VII will show that the 
resolvents (T - w)-l, which are given by (1 I), are everywhere defined in 
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Z’(M) when w is a nonreal point of the strip. IfF(x) is in 2, the identity (10) 
for difference quotients implies that 
11 F + (w - ii) (T - w)-l F /I2 = II F /I2 + 27r(zZ - w) P(w) IF(w) 
Therefore we obtain 
I w - 55 / 11 (T - w)- 
Since F(z) is arbitrary, 
II (T - 4-l II < 2 
~11~112+2~1~-~11~(~)12 
< IIF II2 + 257 I w -W I I K(w, 4 I IIF /12. 
F II < IIF II + IIF + (w - 5) CT - 4-‘f II 
< 2 IIF II + I 27.4~ - Z) OJ, 4 F2 IIF II. 
w - w l-1 + ( 24w - iq-1 K(w, w) p/2. (56) 
The hypotheses imply that I K(w, w) I is a continuous function of w in the 
strip. Also a dense set of functions F(x) in Z(M) have the property that 
(T - w)-i F is continuous in the strip if suitably defined in the real part of 
the strip. Such functions F(z) would be the finite sums of functions K(or, zz) c, 
where I 01 - & I > I m I and c is in %?. If  F(z) and G(z) are such special func- 
tions, ((T - z)-r F, G) is an analytic function of x in the strip a < x < b, 
and because of (56), it satisfies the estimate 
1 ((T - z)-lF, G) I < [2 I z - P 1-l + I274 - 2)-l K(z, z) l1/2] II F II II G 11. 
The argument of [3, p. 1471 will now produce an estimate of the form 
I W - WF, G) I < Pt.4 /IF II II G II, 
where P(x) is a finite bound which depends continuously on z in the strip 
a < x < b. (The logarithm of the absolute value of an analytic function at the 
center of a circle does not exceed the mean of its values on the boundary of 
the circle.) Since F(z) and G(z) of this form are dense in Z(M), the estimate 
implies that II (T - 2))’ II < P(x), and the sufficiency follows. 
PROOF OF THEOREM XI, THE NECESSITY. Since (13) holds, &‘(a, w) has an 
operator inverse when 1 w - W I > I m(a) I. Let Z be the Hilbert space of 
vector valued functions F(z), defined for I z - 2 [ > 1 m(u) 1, such that 
F(z) --f M(a, x) F(z) is an isometric transformation of Z onto the orthogonal 
complement of Z(M(u)) in x(M(b)). The hypotheses of Theorem VI are 
easily verified, so that 2 must be some space Z(M(a, b)). Formula (12) in the 
spaces Z(M(u)), x(&Z(b)), and x(M(a, 6)) implies that 
(F(t), M(u, t) M(a, 6, t) c - M(u, t) c) = (F(t), M(b, t) c - M(a, t) c) 
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for every F(z) in %(&Z(b)) which is orthogonal to %(44(a)). Since 
M(b, z) c - M(a, a) c is orthogonal to #(M(a)) because of (12), 
M(a, z) M(u, b, z) c - M(u, x) c = M(b, x) c - Aqu, z) c, 
and (18) follows. 
PROOF OF THEOREM XI, THE SUFFICIENCY. LetZ be the set of functions 
of the form F(z) + M(a, a) G(z), where F(z) is in Z(M(u)) and G(z) is in 
Z(M(u, 6)). Since we assume that there is no nonzero element L(x) of 
Z(M(a,‘b)) such that M(u, z)L(z) belongs to %(&f(u)), F(z) and G(z) are 
uniquely determined by a knowledge of the combinationF(z) + M(a, x) G(z). 
We may therefore define an inner product in 2 so that 
IF(t) + M(QAG(G II2 = IIF(t) l12awa~~ + llG(t) I12.w~m~~ . 
With this definition 2 is a Hilbert space which contains Z(M(u)) isometric- 
ally, and G(z) -+ M(u, z) G(x) is an isometric transformation of Z(M(u, b)) 
onto the orthogonal complement of %(44(u)) in 2. The hypotheses of 
Theorem VI are easily verified for Z, which is equal isometrically to some 
space Z(M). By the proof of necessity, M(z) = &!(a, z) M(u, 6, z). There- 
fore, x(&Z(a)) is contained isometrically in Z(M(b)) = Z(M). 
PROOF OF THEOREM XII. As in the proof of sufficiency for Theorem XI, 
let .Z be the set of functions of the form F(z) + M(u, z) G(z), where F(z) is 
in x(M(u)) and G(z) is in Z(M(u, b)). Consider the Cartesian product 
Jvw4) x Jww4 @) as a Hilbert space containing isometric images of 
*(M(u)) and %(M(u, b)). Th ere is a natural linear transformation of the 
Cartesian product into Z, defined by (F(x), G(z)) -F(z) + M(a, z) G(z). 
The kernel of this transformation, which is the set of all pairs (F(z), G(z)) 
which represent zero, is clearly a closed subspace of the Cartesian product. 
Therefore any element of Y? has a unique representation of the form 
F(z) + M(a, a) G(z), where (F(z), G(z)) is orthogonal in the Cartesian 
product to all pairs which represent zero. Define an inner product in .% so as 
to make the correspondence (F(z), G(z)) *F(z) + M(u, z) G(z) isometric 
when (F(z), G(z)) is orthogonal to all pairs which represent zero. Then s 
is a Hilbert space which is easily verified to satisfy the hypotheses of Theo- 
rem VI. It is therefore some space Z(M). As in the proof of sufficiency for 
Theorem XI, we must have M(z) = M(b, z). The theorem follows. 
PROOF OF THEOREM XIII. Let 9 be the set of functionsl(z) in Z(M(u, b)) 
such that M(a, z)L(z) belongs to Z(M(u)). Define an inner product in 3 
so that (21) holds, with de(v) replaced by 3’. Then 9 is easily verified to be 
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a Hilbert space of vector valued functions which satisfies the hypotheses of 
Theorem I, except that the elements of Y are defined only in a set 
1 z - I j > 1 m(a, 6) I. As in the proof of necessity for Theorem VII, the 
elements of 2 can be continued analytically and the resulting space satisfies 
the hypotheses of Theorem I. The space is therefore an Z’(v). 
PROOF OF THEOREM XIV. Since the closure of Z(v) in Z’(M(b, d)) is 
closed under the taking of difference quotients, the existence of the space 
Z(M(b, c)) follows from Theorem VI. The existence of #(M(u)) follows 
similarly by showing that the orthogonal complement in %(&f(b)) of func- 
tions of the form M(b, z)L(z), where L(z) is in g”(v), is closed under the 
taking of difference quotients. The verification makes an obvious use of the 
identity (10) for difference quotients, and is omitted. 
The space %(M(a, b)) is obtained by Theorem XI. If L(z) is in Z(v), then 
M(b, z)L(z) = M(u, z) M(a, b, z)L(z) 
belongs to Z(M(b)) and is orthogonal to %(&f(a)). By Theorem XI, 
M(a, b, z)L(x) belongs to Z’(M(b)), and functions of the form &‘(a, b, z)L(z) 
are dense in &?(&‘(a, b)). 
The space Z(M(u, c)) exists by Theorem XII, and every element of this 
space is of the form F(z) + M(u, z) G(z), where F(z) is in Z(M(u, b)) and 
G(z) is in Z’(M(b, c)). Let us show that 
JW, 4 [Q) + M(a, b, 4 G(z)] = Wa, 4F(z) + M(b, 4 G(z) 
cannot belong to #(M(u)), unless it vanishes identically. If so, it would 
belong to 2(&f(6)), which contains *(M(u)) isometrically. Since M(u, z) F(z) 
belongs to Z(M(u)) by Theorem XI, M(b, ,z) G(z) belongs to Z(M(b)), 
where it is orthogonal to .#(M(u)) by the definition of this space. 
The function M(u, b, z) G(z) belongs to &‘(M(u, b)) by Theorem XI. So, 
F(z) + M(u, 6, z) G(z) belongs to Z(M(u, b)). Since 
Wa, 4 P’(4 + Wa, b, 4 WI 
belongs to ~(M(u)) by construction and since Z(M(u)) is contained isome- 
trically in *(M(b)), F(z) + M(u, b, z) G( x vanishes identically by Theo- ) 
ren XI. 
We have shown that there is no nonzero element L(z) of &‘(M(u, c)) such 
that M(u, z)L(z) belongs to Z(M(u)). The space x(&‘(u)) is contained 
isometrically in Z’(M(c)) by Theorem XI. 
Let us show that there is no nonzero element L(z) of &‘(M(c, d)) such that 
M(c, z)L(z) belongs to X(&~(C)). Since #(M(u)) is contained isometrically 
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in *(M(c)), we could then write M(c, x)L(x) =F(z) + M(a, z) G(z), 
where F(z) is in 2(44(a)) and G(z) is in #(M(a, c)). By Theorem XII, 
G(x) = U(z) + M(a, b, z) I’(s), where U(z) is in Z(M(a, b)) and V(z) is in 
Z(M(b, c)). Since *(M(a)) is contained isometrically in .%(A@)), 
F(z) + M(a, z) q.4 = Wb, 2) [Wb, c, 2) W) - w41 
belongs to *(M(b)). Since Z(M(b, c)) is contained isometrically in 
Z(M(b, d)), M(b, c, z)L(z) - V(z) is in Z(M(b, d)). The function 
M(b, c, 4-W) - V( z must now belong to Z(M(b, c)) by the definition of ) 
this space. Since V(z) belongs to Z(M(b, c)), M(b, c, z)L(z) belongs to 
&‘(&‘(7(b, c)). Since Z(M(b, c)) is contained isometrically in s(M(b, d)), L(z) 
vanishes identically by Theorem XI. The isometric inclusion of s(M(c)) in 
Z(M(d)) now follows by the same theorem. 
PROOF OF LEMMA 2. The sufficiency is a consequence of Theorem XII 
since each space Z(M(R - 1, k)) is one dimensional. The necessity proceeds 
by induction on the dimension Y of x(M) = Z(M(r)). When Y = 1 the 
identity (10) is applied to show that K(w, z) is of the form 
Iqzu, z) = 2742 - c+‘(W - I%-‘, 
where c is a vector such that CIC = 01 - 6. When r > 1, consider the trans- 
formation T defined by (11). Since T is densely defined in a finite dimensional 
space, it is everywhere defined. Choose an invariant subspace (for T) of 
dimension r - 1. By Theorem VI this subspace is a space %(M(r - 1)) in 
the metric of #(M(r)). By Theorem XI, we can now factor, 
flqr, x) = M(’ - 1, z) M(r - 1, r, z), 
where %(M(r - 1, r)) is one dimensional. By the one dimensional case of 
the theorem already considered, M(Y - 1, r, z) is of the form (27), where (28) 
holds. The required form of M(r, z) now follows from the induction hypo- 
thesis. 
PROOF OF LEMMA 3. Write g)(z) in the form (7), where (8) holds. Since 
p(z) = lim (ti)-l jb (t - ,z)-l +(t), 
a 
it is sufficient to construct the approximating sequence in the case that p(x) 
is constant in (- co, u) and in (b, co) for some large choice of a and b. Since 
(pi)-l j: (t - z)-l &(t) = lim z(7ri>-l (tk - z)-’ [P(&) - v(h-dl, 
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where the limit is taken over the partitions a = t, < t, < ... < t, = b of 
(a, b), it is sufficient to construct the approximating sequence in the case that 
p(x) has only a finite number of points of increase, say the points 
t, < t, < ... < t, . In this essential case (which is the only one for which 
we give an explicit proof), the representation (7) becomes 
q(z) = $(A)-’ (tk - z)-1 A,, 
1 
where each A, is a nonnegative operator, and m = (2/n) Cl A, . Since m is 
completely continuous, it is of the form m = C C,F~ , where (cJ is an ortho- 
gonal sequence of vectors, 1 clcfl / < 1 ck 1 for every K, and lim ck = 0. Let 
P, be the projection of V into the span of ci , ..., c, We will choose 
&.z) = P,v(z) P, , so that 
cp&) = 2 (ni)-l (tk - z)-’ I?,A,P, . 
1 
It is clear that v%(z) is analytic for y  > 0, has a nonnegative real part, and 
satisfies (6). A space %‘(vJ exists for every n. Since m is completely continu- 
ous, A, = lim PnA,Pn as n -+ co, and so g)(z) = lim vJ.z) when y  # 0. 
To complete the proof, we have only to show that each Z(y,J is finite dimen- 
sional. It has dimension at most rn since it has an orthogonal basis of the 
form (trc - z))l ui , where 12 = 1, ..., Y and each ui is an eigenvector of 
PnA,Pn . We omit the construction of the basis, which is made through the 
kernel function identity (5) for Z(vJ. 
PROOF OF LEMMA 4. Define the corresponding space Z(v) as in Theo- 
rem VII. Choose a sequence of finite dimensional spaces 9(~~), by Lemma 3, 
so that y(z) = lim am when z is not real and m, < m for every n. The 
corresponding spaces Z(MJ are finite dimensional by Theorem VII. Since 
I744 I < I mn l/l z - f I G I m l/I z - f I < 1 
when / z - ,Z / > j m /, it follows that M(z) = lim M,(z) for these values of z. 
PROOF OF LEMMA 5. Since m is completely continuous, it has a separable 
range. Let (e,) be an orthonormal sequence of vectors whose closed span 
contains the range of m. Let (xJ be an enumeration of the rationals, and ob- 
serve that 
lG44ejI <+nlml 
for all choices of the indices. The numbers &,(xk) ej form a bounded sequen- 
ce in n for each choice of the indices i, j, and k. The sequence therefore has a 
convergent subsequence. Since there are only a countable number of indexing 
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triples (i, j, A), there exists a grand subsequence which causes convergence 
for all possible choices of these indices. In order to avoid notational complica- 
tions, we will suppose at the start of the proof that this initial selection pro- 
cedure has been performed, so that lim @,(x,) ej exists as n- cc for all 
choices of i, j, and k. It then follows by linearity and continuity that 
lim &Jx) a exists as n - cc for all vectors a and b when x is rational. Since 
each ~Jx) is nondecreasing and since (29) holds, there exists a nondecreasing, 
operator valued function p(x), defined for all rational X, such that 
for all vectors a and b when x is rational. 
I f  x is irrational, define ~(x +) to be the unique operator such that 
&(x +) c = lim Q(t) c 
for every vector c, where the limit is taken through rational values of t as 
t L X. Define ~(x -) similarly except that the limit is taken as t 7 x. Define 
p(x) at irrational points to be the common value of ~(x +) and ~(x -) when 
these limits are equal. For such values of X, @(x) c = lim Z&X) c for every 
vector c, since each +,(t) c, is a monotonic function of t and convergence is 
known to take place for values of t arbitrarily near on the left and right. 
There can only be a countable set of x such that ~(x +) # ~(x -). For in 
this case, t?,+(x +) e, f  &p(x -) e, for some n, and a monotonic function 
can have only a countable number of discontinuities. Let (tk) be an enumera- 
tion of these points and repeat the argument at the start of the proof. There 
exists an increasing sequence s(l), s(2), s(3), .., of positive integers such that 
lim .+&t,) ei exists as n + co for all choices of indices i, j, and K. It follows 
that lim &&tk) a exists as n ---t co for every K and for all vectors u and b. 
Define I to be the unique operator such that &(tJ a = lim &S(n) (tJ a 
for all a and b. Then, p(x) is a nondecreasing, operator valued function of 
real x such that 0 < p(x) < i nm and &(x) a = lim 6psfn)(x) a for all vectors 
a and b. Since m is assumed to be completely continuous, it follows that 
p(x) = lim pscn)(X) for all real X. 
PROOF OF THEOREM XV. Construct the space s(v(c)) for H(M(c)) as in 
Theorem VII. By Lemma 4 there exists a sequence of finite dimensional 
spaces X(M,(c)) such that M(c, a) = lim M,(c, Z) when z is not real, and 
m,(c),< m(c) for every K. Let (ta) b e a sequence of numbers chosen so that 
for every k, and t = lim t, . By Lemma 2 there exist factorizations 
Mk(c, 2, = Mk(b, z> Mk(b, c, %), 
M,(b,4 = Mk(a, z)Mkfal b, z) (59) 
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such that #(n/l,(a)) is contained isometrically in %(M,(b)), Z(M,(b)) is 
contained isometrically in Z(M,(c)), &‘(&!,(a, b)) has dimension 0 or 1, and 
(60) 
Let =WP~(~>), %~)~(a, 41, ~(vk@N, and 6P(vk(b, c)) be the corresponding 
spaces as in Theorem VII. Represent each of these spaces in the form (7), and 
note that because of (59), 
mk(C) = mk(b) f mk(b, c>, mk(b) = mk(a) f mk(ay @. 
Since these operators are nonnegative, they are all dominated by m(c). By a 
repeated application of Lemma 5, we can choose an increasing sequence 
s(l), s(2), s(3), ..., of positive’integers such that 
Aa, 4 = lim ~~~~~~~~ 4, da, k4 = lim kckj(a, 6 -4 
CL@, 4 = lim ktkJ(h 4, & 6 x, = lim psCk)(b, c? %) 
exists as k ---f co for all real x. The limits are bounded, nondecreasing, operator 
valued functions of x. Substituted in (7), they represent functions ~(a, z), 
~(a, b, z), ~(b, z), and ~(b, c, z), for which corresponding spaces exist by 
Theorem II. It follows from (7) and the definition of the Stieltjes integral 
as a limit of sums, that 
da, z, = lim P)s(k)(a, ‘$ da, b,x) = lim 9~~(~)(a, 6,~) 
dk z, = lim %(kdbT z), dbT cy z) = lim %(k#, cj z, 
when z is not real. Let the spaces Z(M(a)), X(M(a, b)), #(M(b)), and 
Z(M(b, c)) be defined as in Theorem VII. As in the proof of Lemma 4, 
Mb, 4 = lim Wckj(a, 4, Ma, h 4 = lim Msck&4 b,4, 
M(b, a) = lim M,(,,(b, a), M(b, c, x) = lim M&b, c, z) 
when 1 z - z 1 > ( m j. Formulas (59) now imply (18) and (24), and (25) is a 
consequence of (60). Since each Z(Mk(a, b)) has dimension 0 or 1, each 
Mk(a, 6, a) is of the form 
Mk(a, 6, z) = 1 + mk(a, b)I/(z - ak), 
where the range of m,(a, b) has dimension 0 or 1. In the limit M(a, b, z) must 
be of the same form without subscripts. It follows that Z(M(a, b)) has 
dimension 0 or 1. 
PROOF OF THEOREM XVI. We include a proof only in the case that JP 
is a finite dimensional space, but the general case of the theorem can then be 
obtained by a routine approximation, such as we use later in the proof of 
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Theorem XVII. (The finite dimensional case is all that is used in the proof 
of Theorem XVII.) 
Apply the decomposition of Theorem IV. Iffis an element of z+? such that 
(T - w)-lf = (T* - w)-‘f whenever 1 w - W j > 1) T - T* 11, then f  
must be in the kernel of T and T* since a self-adjoint transformation having 
no nonzero spectrum is identically zero. With no loss of generality we can 
suppose that there is no nonzero element in the kernel of T and of T*. 
Now apply the representation theory of Theorem V with 1-= i and %Y a 
finite dimensional space whose dimension is the dimension of the range of 
T - T*. (The existence of the required transformation J is given by Theo- 
ren IX.) Because of Theorem V we can suppose that the space Z is a finite 
dimensional space Z(M) and that the resolvents of T are given by (1 I). A 
factorization of M(Z) is then given by Lemma 2. 
Since T has an imaginary spectrum, by hypothesis, the singularities of 
M(Z) lie on the imaginary axis (Theorem X). By Theorems III and VII, the 
spectrum of & (T + T*) is the set of singularities of y(z). Since the singulari- 
ties of M(Z) are imaginary, M(x) has the symmetry property M( - Z) = J?‘(Z). 
This implies that p(- Z) = - p)(z). Th e singularities of &s) are therefore 
symmetrically placed about the origin. In what follows we will restrict our 
discussion to the positive singularities of y(z). 
A positive number t is a singularity of P)(Z) if, and only if, 1 + M(t) has a 
nonzero kernel. The dimension of the kernel of the operator is then equal 
to the multiplicity of t as an eigenvalue of Q (T + T*). 
Because of (13), the operator M(Z) is unitary when z -= x is real. Since 
unitary operators can be diagonalized, we can write 
M(x) = exp [@(x)1 e,(x) e&x) + ... + exp [&(x)1 e,(x) e;(x), 
where e,(x), ..., e,(x) is an orthonormal basis in $7 and 0,(x), ..., f?,(x) are 
corresponding real numbers. Since M(x) is a continuous function of x > 0, 
we can choose each elc(x) and f&(x) so as to depend continuously on x. Since 
lim M(x) = 1 as x + + co (Lemma 2), we can choose each 8,(x) so that 
lim e,(x) = 0 as x ---f + co. The spectrum of the operator M(x) is the set of 
numbers exp [i&(x)], K = 1, ..., Y. The operator 1 + M(x) has a nonzero 
kernel if, and only if, some e,(x) is congruent to n modulo 27~. The number 
of K for which this is so is equal to the dimension of the kernel of 1 + M(x). 
The heart of the proof is in showing that each Q,(x) is a nonincreasing func- 
tion of x. (Compare with the phase function concept of [4].) We will obtain 
this fact from the operator inequality K(x, x) > 0, which is a consequence 
of the kernel function property (14). 
Now let us compute this operator. The definition of K(w, Z) is given 
explicitly when z # W. In the limit when z = w is real, it becomes 
K(x, x) = (27r-1 &r(x) ixqx). 
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Since A?(X) M(x) = 1, it follows that M(x) satisfies the differential equation 
iM’(x) = 27x(x, x) M(x). 
Now consider the operator valued function 
@” $ w4llP - w41, 
which is defined when eia is not in the spectrum of M(x). When the derivative 
of this function is taken with respect to X, it turns out to be nonnegative 
(because of the differential equation and the inequality K(x, z) > 0). The 
function is therefore nondecreas ing in each interval of continuity. Explicitly 
this means that 
cot [B,(x) - a] e1(x) Q(x) + ... + cot [e,(x) - a] e,(x) qx> 
is a nondecreasing function of x in each interval of continuity. It follows that 
the kth eigenvalue cot [e,(x) - ] oi is a nondecreasing function of x in each 
such interval. Since 01 is arbitrary, this completes the proof that each 0,(x) is a 
nonincreasing function of x. 
We will now use the determinant concept for an operator in the finite 
dimensional Hilbert space Q. If e1 , ..., e, is an orthonormal basis in $?, every 
operator A is of the form A = X A,,e,t& , where Aik = &Ae, . The deter- 
minant of the r x Y matrix (Aik) is a number which depends only on A and 
not on the choice of orthonormal basis in V. It is denoted by det A. Charac- 
teristic properties of determinants are 
det (AB) = (det A) (det B), det (A) = (det A)-. 
The determinant of a matrix is the product of its diagonal entries if the matrix 
has zeros below the main diagonal. As a result, det M(x) = exp [;Qc)], where 
qx) = e,(x) + ... + e,cx). 
We will now compute det M(X) from Lemma 2. Write M(x) as a finite 
product of factors of the form (27), where I = i and each 01~ = i/z, is imagi- 
nary. Since 
and 
det M(k - 1, K, x) = (x + &J/(x - i/z,), 
det M(x) = II (x + &J/(X - z7zk) 
ecx) = 2 2 arctan (/2,/x). 
Since the trace of m(k - 1, k) is 2hk because of (28), each /zk is positive. 
Since m = C m(k - 1, k), the trace of m is 2 C hk , which is equal 2 ‘c ] 6, I2 
by Theorem VIII. Since arctan x < x for x > 0, 
409 1212-Z 
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Apply this inequality with x = xk , where x1 3 xa > x5 > .. are the positive 
eigenvalues of Q (T + T*). Since 0(x,) >, T&, xk f (2/~r) 2 ( b, 12/k. The 
theorem follows. 
PROOF OF LEMMA 6. Let ek be the choice of an element of norm 1 in the 
range of Pk - Pkel . Then, e, , ‘.., e, is an orthonormal basis for %, and S 
and T have matrix representations, S = ZZ Si,e& and T = IX TiRei& , where 
Sik = 0 and Tik = 0 for i > k, because the range of P, is invariant under S 
and T by hypothesis. The diagonal elements of the matrices (S,J and ( Tik) 
are the spectra of S and T, and these are imaginary by hypothesis. The 
composed transformation ST has a matrix representation of the form 
I; A,e& , where Ai, = 0 for i > k and A,, = S,,T,, is real for every k. 
Therefore, spur (ST) = Z; A,, is real. Formula (37) follows on decomposing 
S and T into real and imaginary parts. 
PROOFOF LEMMA 7. A nonincreasing sequence of nonnegative numbers 
can always be written as a linear combination, having positive coefficients, 
of nonincreasing sequences of zeros and ones. For this reason it is sufficient 
to establish (38) in the special case that 
II %a /I2 = II 43 II2 and II cn II2 = II 4 II2 
are sequences of zeros and ones. But now there is an obvious proof in this 
case. Let r be the dimension of the range of A and let s be the dimension of 
the range of B. Since we can interchange A and B, if necessary, we can 
suppose that r,< s. Since 
spur (AB) = $ i;nBa, , 
1 
where a, , b, , and B all have norm 1, 
I spur WI I < r, 
which is (38) in this case. 
PROOF OF THEOREM XVII, FINITE DIMENSIONAL CASE. In this partofthe 
proof we suppose that Z is a finite dimensional space and we write T in the 
form (41), where Pk are projections into invariant subspaces, as in (36), 
such that Pk - Pkpl has one dimensional range for every k. The first term 
on the right of (41) is a self-adjoint transformation whose spectrum is the 
projection of the spectrum of T on the real axis. The second term is a trans- 
formation having imaginary spectrum. Because of this decomposition it is 
sufficient to restrict explicit proof to transformations having imaginary 
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spectrum. In this case we will prove the theorem by showing that 
Ib~(T-tT*)b/~(26/~)//61/2 (61) 
for every element b of Z. To see this consider the transformation 
s = 8 z (Pk + P,-,) ibJ(P, - P&J, 
which has imaginary spectrum and which has the range of P, as an invariant 
subspace for every K. By Lemma 6, 
6&(T+T*)b=-zsgnkFk+(S+S*)c,. 
But by Theorem XVI (in the finite dimensional case), 
i(S+S*)=Csgnka&, 
where (ak) is an orthogonal set in Z, indexed by the odd integers, 
II ak+2 II G II ak II for k > 0, II ak-2 II < II a, II for k < 0, 
and 
II ak /I2 G W4 II b 112/1 k I. 
The required estimate (61) now follows by Lemma 7. 
(The general case of Theorem XVII is proved after Theorem XVIII to 
avoid repetition of constructions. Only the finite dimensional case of Theo- 
rem XVII is used in the proof of Theorem XVIII.) 
PROOF OF LEMMA 8. The hypotheses imply that m is a completely con- 
tinuous operator of the form C bk& , where (bk) is an orthogonal set of vectors, 
1 b,,, 1 < I b, 1, and / b, 1 < I ak 1 for every k. The lemma follows as soon 
as we show that 
I b I2 G I ayfl I2 + ) 46 12/fila, + ... -t I ti$ 12/&ar (62) 
for every r, where b = b, . Since b6 < C a,& , 
Since 
(63) 
inequality (62) follows from (63). 
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PROOF OF THEOREM XVIII. The existence theorem is a well-known 
result if T is self-adjoint. By the decomposition of Theorem IV, we can 
therefore suppose that there is no nonzero element f  of % such that 
(T - w)-lf = (T* - w))lf whenever / w - E 1 > 11 T - T* I/. By Theo- 
rems V and IX we can suppose that T is the transformation given by (11) in a 
space ~&(&f(d)), where m(d) commutes with I. By Theorem VIII and the 
hypotheses on T - T*, m(c) = ZX a& , where (a,J is an orthogonal set of 
vectors indexed by the odd integers, j ak+2 j < / ak / for k > 0, / akp2 / < \ ak / 
fork<O,lak=isgnka,,and 
(64) 
As in the proof of Thereom XV, we can construct a sequence of finite 
dimensional spaces #(M,(d)) such that lim iM,(d, Z) = M(d, Z) when 
/ z - f  / > 1 m(d) 1 and m,(d) < m(d) f  or every n. By the proof of Lemma 2, 
there exists a space x(&&(b)) contained isometrically in 2(&&(d)) such that 
MJ6, x) is analytic in the half-plane x > h, and 
where M,(b, d, z) is analytic in the half-plane x < h. As in the proof of 
Theorem XV, these spaces may be chosen so that M(b, x) = lim M,(b, Z) 
and M(b, d, Z) = lim M,(b, d, z) exists for 1 z - f  j > I m(d) 1, Sf’(M(b)) 
and *(M(b, d)) exist, and (22) holds. The problem is to show that M(b, x) 
is analytic for x > h and that M(b, d, 2) is analytic for x < h. 
Consider the corresponding y(z) functions, defined by Theorem VII, and 
represent them in the form (7). By Theorems III and X and the finite dimen- 
sional case of Theorem XVII, each &b, x) is constant for x > h + 2S/7r and 
each ~~(b, d, x) is constant for x < h - 26/r. In the limit, p(b, x) must be 
constant for x > h + ~S/ZT and ~(b, d, x) must be constant for x < h - 26/7r. 
Hence ~(b, Z) and M(b, Z) are analytic in the half-planes x > h + 26/r, 
and cp(b, d, Z) and M(b, d, Z) are analytic in the half-plane x < h - 2S/rr. 
Actually we need analyticity of M(b, s) in the larger half-plane x > h. 
This is obtained by an obvious refinement of the above argument. Factor 
each M,(b, Z) into a finite number of factors, take the limit of the factors, and 
obtain M(b, Z) as a product of a finite number of functions analytic in half- 
planes x > h + 26,&r, where 6, > 0. Lemma 8 makes it possible to choose 
6, arbitrarily small. Analyticity of M(b, x) is therefore obtained for x > h. 
A similar argument will obtain analyticity of M(b, d, x) for x < h. 
Now apply Theorem XIV. Since P(F) is contained isometrically in 
Z(M(b, d)), every element of Y(v) is analytic for x < h. Since M(b, x)L(z) 
belongs to *(M(b)) whenever L(Z) is in 5?(v), L(Z) is analytic for 3c < h. 
It follows from the representation (7) that (Z - h) C&Z) is a constant. It fol- 
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lows from the kernel function identity (5) that (x - h)L(z) is a constant 
whenever L(z) is in 9(y). S ince -Y(v) is dense in %‘(M(b, c)), (a - h)F(z) 
is a constant whenever F(z) is in Z(M(b, c)). A similar argument will show 
that (a - h)F(.z) is a constant whenever F(z) is in Z(M(a, 6)). The only 
singularities of M(a, b, 2) and M(b, c, z) are therefore at h. So the function 
M(a, z) is analytic for x > h and the function M(a, d, x) is analytic for x < h. 
The function M(c, z) is analytic for x > h and the function M(c, d, z) is 
analytic for x < h. Either &(M(a)) or *(M(c)) can be chosen as the required 
invariant subspace. 
PROOF OF THEOREM XVII. (The theorem has already been proved for 
finite dimensional spaces. The proof illustrates a general technique for obtain- 
ing properties of transformations in larger spaces by approximation.) Explicit 
proof will be restricted to (B) since (C) has a similar proof and (A) is a 
consequence of(B) and (C). As in the proof of Theorem XVIII, the proof is 
reduced to the case of the transformation T given by (11) in a space ,%(M(c)), 
where m(c) = C a& , (uk) is an orthogonal set of vectors indexed by the odd 
integers,/a,+,1,6Iu,IforK>O,)u,_,I dIa,(forK<O,lu,=isgnKa,, 
and (64) holds. Since the spectrum of T is in the half-plane x < h by hypo- 
thesis, M(c, z) is analytic for x > ?z by Theorem X. By Theorem III we must 
show that ~(c, z) is analytic for x > h + 26/r. I f  ~(c, z) is represented as 
in Lemma 1, we must show that ~(c, x) is constant for x > h + 2S/7r. 
As in the proof of Theorem XV, choose a sequence of finite dimensional 
spaces 2(&&(c)) such that M(c, a) = lim M,(c, z) when I z - z j > 1 m(c) /, 
and nz,(c) < m(c) for every n. Let E be a fixed positive number. For each n, 
let &‘(MJu)) be a space contained isometrically in Z’(MJc)), such that 
Mn(u, 2) is analytic in the half-plane x > h + E and 
where M,(a, c, a) is analytic in the half-plane x < h + E. As in the proof of 
Theorem XV, we can choose these spaces so that M(u, x) = lim &&(a, z) 
and M(u, c, a) = lim &&(a, c, z) for 1 z - I I > / m(c) I, where *(M(u)) 
and Z(M(u, c)) exist, M(u, z) is analytic for x > h + E, M(u, c, a) is analytic 
for x < h + E, and M(c, x) = M(a, a) M(u, c, a). As in the proof of Theo- 
rem XVIII, the corresponding functions ~(a, a) and ~(a, c, x) can be repre- 
sented in the form (7), where ~(a, x) is constant for x > h + E + 26,‘~ and 
~(a, c, x) is constant for x < h + 6 - 2S/~r. The proof of the theorem 
depends on showing that M(u, c, z) is identically equal to one. By Theorem 
XII we know that M(u, c, z) is analytic in the complex plane, for M(c, z), and 
hence every element of %(M(c)) is analytic in the half-plane x > h by 
hypothesis. 
Since the estimates required for Liouville’s theorem are difficult to obtain 
170 DE BRANGES 
directly, we will factor M(a, c, Z) = M(a, b, Z) M(b, c, z), so that Z’(M(a, b)) 
and Z’(M(b, c)) exist. If k is a given real number, these factors can be chosen, 
as earlier in the proof, so that ~(a, b, x) is constant for x > k + 2S/77 and 
,u(b, c, x) is constant for x < k - 28/n. Since M(a, c, x) is entire, we can 
use Theorem XII to conclude that &‘(a, b, Z) is entire. The transformation T 
in WWa, b)), g iven by (1 l), is bounded because of Theorems III and VIII, 
and it has an empty spectrum by Theorem X. It is now a consequence of 
Liouville’s theorem that Z(M(u, b)) contains no nonzero element. Therefore, 
&‘(a, b, a) is identically equal to 1, and M(u, c, Z) = M(b, c, a). From this we 
deduce that ~(a, c, x) is constant for x < k - 2&/n. Since k is arbitrary, 
~(a, c, x) is a constant, ~(a, c, a) vanishes identically, and M(u, c, a) is 
identically one. Therefore, M(c, Z) = &‘(a, a) and ~(c, x) is constant for 
x > h + c + 2&k. Since E is arbitrary, ~(c, x) is constant for x > h + 261~. 
The theorem now follows from Theorems III and VII. 
PROOF OF THEOREM XIX. We will prove the theorem by showing that 
every element f of &(a) is orthogonal to every element g in the orthogonal 
complement of A(b). T o see this consider the function 
J+) = ((T - Vf, g>, (65) 
which is analytic for x > h(u) since the spectrum of the restriction of T to 
&(a) is contained in the half-plane x < h(u). The function L(x) is analytic 
outside of the strip 1 z - 2 1 < jl T - T* 11 because the spectrum of T is 
contained in the strip. Since 
L(z) = (f, (T* - i?)-lg) (66) 
and since the spectrum of the restriction of T* to the orthogonal complement 
of d(b) is contained in the half-plane x > h(b), the function L(x) is analytic 
for x < h(b). Since h(u) < h(b), L( z is analytic in the complex plane. By ) 
Theorem XVII the self-adjoint part of the restriction of T to .&(a) has its 
spectrum in the half-plane x < h(u) + 2S/~r. It follows from this and the 
Schwarz inequality, applied to (65), that 
I L(x + ti) I G Lx - W) - w7-1 llf II Ilg II (67) 
when x > h(u) + 26/p. A similar argument, applied to (66), yields 
l~~~+iy~I~~~~~~--~/~--l-lllfllIlgII (68) 
where x < h(b) - 2611~. Since T - T* is bounded, 
l~~~+~~~I~~y-~ll~--*I/1-~IlfIIl/gIl (69) 
when 1 z - f I > jl T - T* 11. It follows thatL(z) is bounded in the complex 
plane. By Liouville’s theorem, L(Z) is a constant. Applying (69) at the far end 
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of the imaginary axis, we find that L(Z) vanishes identically. The theorem 
now follows since 
(f,g) =lim(-z$)((T-$)-lf,g) =lim(-$)L(iy) 
as y -+ + GO. We are again using the fact, used in the proof of Theorem V, 
that lim y(T - iy)-If = if, which is a consequence of the boundedness of 
T- T*. 
PROOF OF COROLLARY. The largest closed subspace which cleaves the 
spectrum of T at h is the intersection of the closed subspaces which cleave 
the spectrum at points x, where x > h. Similarly for the smallest closed 
subspace. 
PROOF OF THEOREM XX. Let TO be the restriction of T to the intersection 
%a of the spaces which cleave the spectrum of T. Then x0 is invariant under 
the resolvents of T, T,, is a densely defined transformation in %a , the adjoint 
T,,* of T,, in ZO has the same domain as T,, , and To - To* is of Macaev 
class. By this construction no finite points are in the spectrum of To . By 
Theorem XVII no finite points are in the spectrum of & (T,, + To*), which is a 
self-adjoint transformation in %,, . By the theory of self-adjoint transforma- 
tions, Z’,, contains no nonzero element. A similar argument will show that 
there is no nonzero element orthogonal to the union of the subspaces which 
cleave the spectrum of T. Density of the union follows. 
PROOF OF COROLLARY. We will show that f belongs to the largest subspace 
which cleaves the spectrum of T at h by showing that f is orthogonal to every 
element g of 2 which belongs to a subspace which cleaves the spectrum of T 
at a point h(a) > h. By the theorem it is sufficient to make the verification 
when g belongs to a subspace d(b) which cleaves the spectrum of T at a 
point h(b), where h(b) > h(a). A s in the proof of Theorem XIX, it is sufficient 
to show that the function L(z) defined by (65) vanishes identically. This is 
true because it is an entire function which satisfies the estimates (67), (68) and 
(69). 
PROOF OF THEOREM XXI. Explicit proof will be restricted to the case 
(Y. = irr. (The general case can be obtained from this one by iteration.) 
Consider the everywhere defined and bounded transformation 
Since 
S = $(T + T-l). 
s-s* =iT*-yT*T- l)- +(T*T-I)T-1, 
S - S* is of Macaev class. (The composition of a bounded transformation 
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and a transformation of Macaev class is a transformation of Macaev class. 
The sum of two transformations of Macaev class is of Macaev class. See 
Schatten [5].) Let AZ? be the set of elementsf of Z’ such that (S - x)-If has 
a continuous extension to the half-plane x < 0. By the corollary to Theo- 
rem XX, ~4’ is closed, and if g is orthogonal to 4, then (S* - a)-rg has a 
continuous extension to the half-plane x > 0. If  we now substitute 
z = g(w + w-l), we obtain 
and hence 
s -x = &(T - w) (1 - w-IT-1) 
(T - w)-’ = 8 (1 - z&T-l) (S - a)-1. 
Therefore A? is the set of those elements f  of 2 such that (T - w)-’ f has a 
continuous extension to the half-plane Re w < 0. If  g is orthogonal to A, 
(T* - w)-lg has a continuous extension to the half-plane Re w > 0. It 
follows from this description that AY is invariant under T and T-l and has the 
required properties. 
PROOF OF THEOREM XXII. (Some general acquaintance with entire func- 
tions, as they are discussed in [6], is helpful in reading the proof.) Let 
$5 >p, 3P, 2 ... be the sequence of nonnegative eigenvalues of A, and 
let ql > qz 3 q3 > ... be the sequence of nonnegative eigenvalues of - A, 
counted according to multiplicity. Define a positive function W(x) of integral x 
so that W(0) = 1 and 
W(ny = (1 + ply (1 + p&l ... (1 + PP 
WC- fij2 = (1 - 41) (1 - $2) ... (1 - $8) 
for n > 0. This is possible because we assume that I] d // < 1, so that the 
positive eigenvalues of - d are all less than 1. Let Z( IV) be the Hilbert 
space of complex valued functions F(x) of integral x such that 
Since lV(x)/W(x - 1) and W(x)/IV(x + 1) are bounded functions of x, the 
transformation 5’ : F(x) + F(GY - 1) is everywhere defined and bounded in 
s(W), and it has an everywhere defined and bounded inverse. Since the 
eigenvalues of 
s*s - 1 : F(x) +F(x) [ W(x)2 W(x + 1)-a - l] 
are the same of those of A, and since our hypotheses imply that the multiplici- 
ties coincide, the transformations are unitarily equivalent. With no loss of 
generality we can suppose that 2 is equal to Z(W) and that A coincides 
with S*S - 1. We will show that S = T has the required properties. 
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Since we assume that A is not of Macaev class, at least one of the sums 
diverges. In terms of W(X), this means that at least one of the sums 
2 n-‘w(n)z W(n + 1)-Z - 11, 2 n-‘[ 1 - W( - ?Z)” W( 1 - ?$“I 
1 1 
diverges. Since log (1 + X) - x for small X, at least one of the sums 
&log IV(n) - log W(n + l)], 
1 
2 n-i[log W(1 - n) - log W(n)] 
diverges. Since 
lim / n 1-l log W(n) = 0 
as / n 1 + co and since W(x) is monotonic separately for positive and for 
negative x, we can sum by parts to obtain the divergence of at least one of the 
expressions 
2 n-y?2 + 1)-i log W(n), 2 n-l@ + 1)--i log W(1 - n). 
1 1 
It follows that 
2 (1 + .2)-i log w(n) = - co. (70) 
-02 
Since T*T - 1 is completely continuous, and since T has an everywhere 
defined and bounded inverse, the spectrum of T is the unit circle 1 x 1 = 1 
with isolated exceptions. Exceptions must be eigenvalues of T, and there are 
none in this case because no exponentials belong to 2(W). 
Now consider a closed subspace A? of 2 which is invariant under T and 
T-l. The spectrum of the restriction of T to ~2 is contained in the spectrum 
of T, and so is a closed subspace of the unit circle 1 z I = 1. We will prove the 
theorem by showing that ~2‘ contains no nonzero element if the spectrum of 
the restricted transformation is not the full circle I z 1 = 1. 
If  it is not, there is some sector, 01 < 0 < p, which contains no point of the 
spectrum of the restricted transformation. If  F(x) belongs to A! and if G(x) 
is any element of X(W), then ((T - z)-l F, G) is defined and analytic in the 
region formed by the unit disk I z I < 1, the sector 01 < 0 < /3, and the region 
I x 1 > 1. We use this fact in the case that G(x) = 1 when x = 0, and 0 
otherwise. 
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When 1 z 1 < 1, the expansion 
implies that 
((T - z)-IF, G) 










((T - z)-‘F, G) = - c x-l-V(n). 
0 
We will now use the fact that the analytic functions so described are analytic 
continuations of each other through the arc a < 0 < 8. 
Let z = reie where Y < 1 and consider the expression 
= r--leie(( T - r-lei”)-l F, G) - reio(( T - yei”)-IF, G), 
which has limit zero as I 7 I, (Y < 0 < ,3. Since we assume thatF(x) belongs 
to 3’(W) where W(X) < 1, CT: 1 F(n) I2 < co. The L2-Fourier transform 
f” QI e-ineF(n) therefore exists for almost all 0, and 
-cc 
e-lneF(n) = !iz +s rln le-i”sF(n), 
-a3 
with convergence in the metric of L2(0, 27r). It follows that Zzz e-i”eF(n) 
vanishes a.e. for CY. < fl < /3. To prove the theorem we must show that each 
of the coefficients of this Fourier series vanishes. We do this by a theorem of 
Levinson as it is stated in [7]. 
The theorem states that an absolutely convergent Fourier transform which 
vanishes in an interval must vanish identically if it is the transform of a 
measure which decreases too rapidly at infinity. In the case of an absolutely 
convergent Fourier series, C a,e-i”e, which vanishes in an interval, the series 
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must vanish identically if the coefficients decrease too rapidly at infinity. The 
condition of too rapid decrease is that 
where 0 < IV(n) < 1 for every n, IV(n)/IV(n - 1) and W(n)/W(n + 1) are 
bounded functions of n, and (70) holds. This statement of the theorem is not 
immediately applicable because it is in terms of absolute, rather than mean 
square, convergence of the Fourier series. 
The difficulty is easily overcome if F(0) = 0. In this case, 
1: $e-inCF(n) dt = 2 ecine( - in)-‘F(n) - z (- in)-‘F(n) 
03 nio nio 
is an absolutely convergent Fourier series which vanishes for LY < 0 < 8, 
and the hypotheses of Levinson’s theorem are satisfied (by the Schwarz 
inequality). It follows that F(x) vanishes identically in this case. (We suppose 
that the origin belongs to (a, b). Otherwise, another starting point should be 
chosen for the integration.) 
We have now shown that A? contains no nonzero element which vanishes 
at the origin. The dimension of & is therefore at most 1. Since .M is invariant 
under T, a nonzero element of JH is an eigenfunction of T. Since T has no 
eigenfunctions in Z( IV), A? contains no nonzero element. 
PROOF OF THEOREM XXIII. Define a transformation H by Hf = Tf - Sf 
whenever f is in the domain of T. Then His a densely defined transformation 
in P, and 
(Hf, g> - (f, Hg) = <Tf>,) - (f, Tg) - <Sf,,g> + (f, Sg> 
= W - T*)f, g> - ((S - S*)f, g> 
=o 
whenever f and g are in the domain of H. The adjoint H* of H therefore 
extends H. On the other hand, if f is in the domain of H* and if g is in the 
domain of T, 
<W* + S*)>f,g> = <f, (H + S)g) = <f, Tg). 
Since g is arbitrary, f is in the domain of T* and T*f = (H* + S*) f. Since 
the domain of T* is assumed to be the same as the domain of T, f is in the 
domain of T, which is the domain of H. The transformation H* is therefore 
not a proper extension of H, and H is a self-adjoint transformation. 
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We will now show that the range of every projection P(a) is invariant under 
the resolvents of H. To see this observe that the range of P(a) is, in a technical 
sense, invariant under the action of the unbounded transformation T itself 
(not just its resolvents). That is, iffis in the range of P(a) and in the domain 
of T, then Tf is in the range of P(a). This follows from the formula 
Tf = lim (- ;Y) T( T - z$-‘f 
as y  -+ + co, which is a consequence of the boundedness of T - T*. (An 
equivalent formula has already been used in the proof of Theorem V.) Since 
the range of P(u) is invariant under the action of the everywhere defined 
transformation S(a), the range of P(a) is invariant under the action of the 
partially defined transformation H, in the same technical sense. That is, 
iffis in the range of P(u) and in the domain of H, then Hf is in the range of 
P(u). The restriction of H to the range of P(u) is therefore a symmetric 
transformation in the range of P(u). The argument at the start of the proof 
will now show that the restricted transformation is actually a self-adjoint 
transformation in the subspace. The spectrum of the restricted transforma- 
tion is therefore real. It follows that the range of P(u) is invariant under the 
resolvents of H. 
We will now show that the range of P(u) cleaves the spectrum of H at h(u) 
for every regular number a. The restriction Hab of H to the range of 
P(b) - P(u) is a self-adjoint transformation in the range of P(b) - P(u) if 
a < b. By hypothesis the range of P(u) cleaves the spectrum of T at h(u) 
and the range of P(b) cleaves the spectrum of T at h(b). The restriction 
Tab of [P(b) - P(u)] T to the range of P(b) - P(u) is therefore a transfor- 
mation in the range of P(b) - P(u) which has its spectrum in the vertical 
strip h(u) < x < h(b). The restriction S,, of [P(b) ~ P(u)] S to the range of 
P(b) - P(u) is a transformation in the range of P(b) - P(u) which has 
imaginary spectrum, and Hab = Tab - Sab . I f  
then the spectrum of Hab is contained in the interval [h(u) - S,, , h(6) + S,,]. 
Since S is assumed to be completely continuous and since it is assumed that 
P(c -) = P(c +) for every regular number c, lim S,, = 0 as a 7 c and 
b L c. Because of condition (C) for a spectral resolution T, the spectrum 
of Ha8 is the single point h(u) = h(b) if (a, b) is a gap. On the other hand the 
spectrum of Ha, is the union of the spectrum of Ha,, and the spectrum of 
Hbc if a < 6 < c are regular points. An obvious argument will now show 
that the spectrum of Hab is contained in the interval [h(a) - E, h(b) + E] 
for every positive E. The spectrum of Hab is therefore contained in the interval 
[h(a), h(b)]. Since these points are arbitrary, the range of P(u) cleaves the 
spectrum of H at h(u) for every regular number a. 
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We will now show that H coincides with the selfadjoint transformation 
J“” h(t) d&‘(t). (W e ta e I as known that the integral does represent a well- k ‘t 
dezned self-adjoint transformation. The proof proceeds by a straightforward 
use of the definitions of the terms involved.) We will do this by showing that 
the transformations have identical resolvents. That is, we will show that 
(H - w)-’ = i+m (h(t) - w)-l dP(t) 
-co 
when w is not real. We will do this by showing that 
W - w)-‘f,f> = jlrn (W) - w)-’ d I I J’(t)f II2 
-cc 
for every f in 2. 
(71) 
Let f be held fixed and consider 
~44 = (7n’)-l (W - Wf,f>, 
which is defined and analytic separately in the half-planes y > 0 and y < 0, 
Re g)(x + 9) = (y/n) II (H - x - iy)-l f /I2 
is nonnegative for y > 0, and 
limyv(iy) = n-l II f II2 
as y + + 00. By Lemma 1, g)(x) has the integral representation (7) for some 
bounded, nondecreasing function p(x) such that p(- co) = 0 and 
p( + co) = 11 f )12. As in the proof of Lemma 1, this function is given expli- 
citly by 
s 
’ p(x) = lim Req(t +iy)dt 
-cc 
Y x = lim - 
( 1s 7r 
--m /I (H - t - +)-‘f Ii2 dt 
at all points of continuity. Note in particular that 
Y x lim - 
( Li IT --33 IIW - t - Wfll” dt < llf II20 
If a is any regular point, we can write 
~(4 = (4-1W - +'Wf, Wf> 
+ (+-l <(H - 4-l [1 - P(a>lf, [1 - Wlf), 
178 DE BRANGES 
where the first term is analytic in the half-plane x > h(a) and the second 
term is analytic in the half-plane x < h(a), since P(a) cleaves the spectrum 
of H at h(a). Therefore, 
Re q~(x + i) = (y/n) II (H - x - iy)-l f’(4f II* 






11 (H - t - iy)-l [l - P(u)]fl/* dt = 0 
-m 
where x < h(u), 
p(x) = lim (c) jz /I (H - t - $>-’ Wfl12 dt < II p(4fl12 -cc 
for these values of x. Since 
OD (1 (H - t - ;r)-’ P(u)fl12 dt = 0 
when x > h(u), 
p(+ co) - p(x) = lim (4) jm /I (H - t - iy)-l [l - p(~)]fll~ dt 
< II [l - Pcu;Ijl!2 = Ilfll” - II Wfl12* 
Since p(+ m) = Ilf )12, we obtain 
for every regular number a. Note that h( x is a nondecreasing function and ) 
that the spectrum of T is contained in [h( - cc), h( + co)]. I f  h(u -) < h(a +) 
for any number a, the vertical strip h(u -) < x < h(a +) contains no point of 
the spectrum of T. The function p(x) is therefore constant in (- 03, h( - OO)), 
in (h( + co), + co), and in any such interval @(a -), h(u +)). We can therefore 
write the representation (7) in the equivalent form 
p)(z) = (m-)-f j+e (h(t) - x)-l d&(t)). 
--m 
Formula (71) now follows from (72). 
PROOF OF THEOREM XXIV. The Hilbert space breaks up into two parts 
by Theorem IV. In one T is self-adjoint, and the integral representation of a 
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self-adjoint transformation can be put in the required form because %’ is 
assumed separable. With no loss of generality, we can suppose that this 
self-adjoint part is absent. That is, we can suppose that there is no nonzero 
element f of Z such that (T - w)-rf = (T* - w)-l f whenever 
1 w - W / > I( T - T* 11. 
By Theorems V and IX, we can suppose, without loss of generality, that Z 
is equal isometrically to some space Z(M) and that m commutes with I. By 
Theorem VIII and the hypotheses on T - T*, m = 2 ckfk, where (cJ is an 
orthogonal set of vectors, K = 1, 2, 3, ..., such that lim / ck j = 0. Let 
(p,J be a sequence of positive numbers such that C p, / ck I2 = 6 < co. 
Each projection P(a) will be constructed as the projection onto some 
space Z(M(a)) which is contained isometrically in Z(M). The parameter a 
will be chosen so that 
Since m(a) < m in this case, a < 6. The spaces will be constructed so as to be 
totally ordered. If #(M(a)) is contained in *(M(b)), then m(u) < m(b) and 
Equality holds only when 
where 
M(b, z) = M(a, z) M(a, b, !a) 
as in Theorem XI. Since m(a, b) < m(b) < m, the closed span of the vectors 
(clc) contains the range of m(a, b), and we can conclude that m(a, b) = 0. 
In this case &?(a, b, a) = 1 identically as a result of Lemma 1 and Theorem 
VII. The inclusion of %(44(a)) in Z(M(b)) must then be proper if a < b. 
We will now decide on a choice of subspaces. We start with the given 
invariant subspaces, which are totally ordered, by hypothesis. The remaining 
subspaces are obtained by Zorn’s lemma. Choose a maximal, totally ordered 
family of subspaces Z(M(t)), which are contained isometrically in Z(M) 
and which are comparable with the given subspaces. We will now show that 
the regular points for this family form a closed set. 
Let t = lim t, , where (tn) is a decreasing sequence of regular points. Then 
the intersection of the spaces x(M(t,)) is a space Z(M(s)) in our family by 
Theorem VI and the maximal choice of the family. Since %(M(s)) is con- 
tained in %(k?(t,)) for every II, s < ta , and hence in the limit, s < t. It is a 
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consequence of formula (12) (see also the proof of Theorem VIII) that 
&z(s) c = lim cm(&) c for every vector c, and hence that s = lim tn. 
Therefore, t = s is a regular point. 
A similar argument will show that the limit of an increasing sequence of 
regular points is regular. The regular points are therefore a closed set. 
I f  t is any regular point, there will exist some number h such that a < t < b, 
where a and b are regular points, and &‘(M(a)) is the closure of the union of 
the given subspaces contained in Z’(M(t)), and %(&f(b)) is the intersection 
of the given invariant subspaces which contain X’(M(t)). Since we are given 
invariant subspaces which cleave the spectrum at any point, *(M(a)) and 
.%(M(b)) cleave the spectrum of T at the same point. Therefore, Z(M(t)) 
cleaves the spectrum of T at that point. 
For each regular number a, 0 < a < 6, let h(a) be a real number such that 
.%(&‘(a)) cleaves the spectrum of Tat h(a). Such numbers need not be unique, 
but if they are not, the possible choices form a closed interval. We will always 
choose the left end point of the interval. Then h(a) < h(b) whenever a < b. 
Now let us study the nature of the gaps in the regular points. There are 
of course the trivial gaps (- 00, 0) and (6, m). Any other gap (a, b) must be 
finite. Since we know the existence of subspaces which cleave the spectrum 
at any point, we must have /Z(CZ +) = h(b -). (Else we could construct an 
intermediate space in contradiction of the maximal choice of the family.) 
By Theorem XI, there exists a space Z(M(a, b)) such that 
ilqb, z) = M(a, z) M(u, 6,z). 
Since 3(&f(u)) and %‘(M(b)) 1 c eave the spectrum at the same point, the 
singularities of M(a, b, .z) lie on the vertical line x = h(b +) = h(u -). We 
will now show that the space s(M(u, b)) is one dimensional. 
Argue by contradiction, supposing that it is not. By Theorem XV, the 
function M(a, b, x) has a proper factorization. As in the proof of Theorem 
XVIII, the factors can be chosen so as to correspond to an isometric inclusion 
of the spaces. There exist spaces %‘(&?(a, t)) and Yf(M(t, 6)) such that 
x(M(u, t)) is contained properly in Z(M(u, b)) as a nonzero subspace, 
and 
&-(a, 6, z) = M(u, t, x) M(t, 6, z). 
By Theorem XII there exists a space 2(&f(t)) corresponding to 
M(t, ,z) = M(u, z) M(u, t, Jz). 
Since %(M(u)) is contained isometrically in Z(M(b)), there is (by Theorem 
XI) no nonzero element L(z) of x(M(u, b)) such that M(a, z)L(z) belongs 
to *(M(u)). Since Z(M(a, t)) is contained in #(M(a, b)), there is no non- 
zero element L(z) of &‘(M(u, t)) such that M(a, z) L(z) belongs to Z(M(u)). 
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By Theorem XI, Z(M(a)) is contained isometrically in %(44(t)). A similar 
argument will show that 2(&‘(t)) . is contained isometrically in Z(M(b)). 
Since M(a, t, z) and M(t, b, z) are not identically one, M(t, z) is not equal 
to M(a, z) or M(b, 2). The existence of such an intermediate space contra- 
dicts the maximal choice of the family of subspaces. We must therefore grant 
that .Z(M(a, b)) is one dimensional. 
Define P(u) to be the projection of 2’(M) into .P(M(u)), when a is regular. 
We will show that these projections are a resolution of the identity. An 
arbitrary intersection of the spaces .Z’(M(t)) is a space in the family by the 
maximal choice of the family. For the same reason the closure of the union 
of spaces in the family is a space in the family. We know that the regular 
points are a closed set and the only finite gaps (a, b) correspond to projec- 
tions P(b) - P(u) of one dimensional range. The projections P(u) are there- 
fore a maximal, totally ordered family of projections in the Hilbert space. 
It follows that they are an acceptable resolution of the identity. 
We will now show that these projections are a spectral resolution of T. By 
construction the range of P(u) is invariant under the resolvents of T for every 
regular number a, and it cleaves the spectrum of T at h(u), where h(u) is a 
nondecreasing function of a which is continuous on the left. This function 
has so far been defined only for regular points. Extend it so as to remain 
continuous on the left and be constant in every gap. 
It only remains to verify condition (C) in the definition of a spectral resolu- 
tion. This is satisfied because the range of P(b) - P(a) is one dimensional 
whenever (a, 6) is a gap. 
PROOF of THEOREM XXV. The proof will be in two parts. In the first part 
we will show the existence of a completely continuous transformation S, 
having imaginary spectrum, such that S - S* = 2iA and the range of P(u) 
is invariant under S for every regular number a. In the second part we will 
show that the transformation can be obtained as the limit of a sum. 
To show the existence of S we will use characteristic operator functions. 
For this we assume the existence of a bounded transformation J of 2’ into ‘27 
such that iA = rrJ*IJ. Such a transformation J exists by Theorem IX if the 
coefficient space %? and the operator I are suitably chosen. As in the proof 
of Theorem IX, we choose J so that JJ* commutes withI. For definiteness in 
the proof we will suppose that the regular points for the given resolution of 
the identity are contained in the interval [0, I], that the end points of the 
interval are regular, and that P(u) = 0, P(1) = 1. Obvious changes must 
be made for other parametrizations. 
Corresponding to every partition 
ol:O=t*<t,<...<t,=l 
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of the interval [0, I] in regular points, we consider the transformation 
This transformation has imaginary spectrum. The range of P(tk) is an inva- 
riant subspace of T for every K, and ,Y, - &“r* = 2iA. The characteristic 
operator function M,(z) of this transformation is defined by formula (52) 
. 1 with 7 = S, By Theorem X the singularities of M,(z) lie on the imaginary 
axis. By the proof of Theorem VIII, the operator m, is independent of cy. 
The operator commutes with I and the restriction of m,Z to the orthogonal 
complement of its kernel is unitarily equivalent to the restriction of 
2iA -= 2rJ*ZJ to the orthogonal complement of its kernel. 
Consider the corresponding space Y(y,?) defined by Theorem VIII. Let 
Hy := ;~ (S, + s,,*) = i C sgn (h - .i) [Rtj) - p(tj-I)] A[P(t,) - p(tlc 111, 
where sgn (K -- .i) = 1 if k > j, 0 if k my j, and -. 1 if k < j. By the proof of 
Theorem VII, the function p?,(z) is given by formula (45) with H = Ha . The 
problem now is to pass to a limit as the essential mesh of 01 goes to zero. 
This does not seem to be easy to do by a direct argument. (More work 
needs to be done on explicit estimates of such sums and the corresponding 
operator functions.) Instead we will use a compactness argument which is 
applicable for sequences of self-adjoint transformations in a separable space. 
Since the smallest closed subspace which contains the range of A and is 
invariant under the projections P(a) is separable, the required separability 
is present in an essential portion of the space, outside of which all the trans- 
formations considered (and their adjoints) vanish identically. There will 
exist some sequence s of partitions, whose essential mesh goes to zero, such 
that each partition is a refinement of the previous one, and such that 
lim, ((Hz - zu-‘f, gj 
exists for allf and g in fl and all nonreal numbers w. (We will not include an 
explicit construction of the sequence. This is done by choosing an orthonormal 
basis in the essential portion of the space. It is sufficient to prove the existence 
of the limit when f  and g are elements of the basis. For each fixed f  and g, 
the analytic functions are uniformly bounded on any bounded set at a positive 
distance from the real axis. A subsequence is easily obtained for any fixed f  and 
g. A subsequence which works for all f and g is obtainable by a diagonal 
selection procedure.) Let H be the self-adjoint transformation in 3? such that 
((H ~- w)-‘f, g> = lim, <(Ha - WI-‘.A g> 
for all f and g in Z. 
(73) 
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We now use the hypothesis that d is of Macaev class. By Macaev’s estimate, 
Theorem XVII, there is a number 6 > 0, determined by the eigenvalues of A, 
such that each transformation H, has its spectrum in the interval 
[ - 26/n-, 2s/4. 
It follows that each function ((H1 -- ~)-‘f, g) is analytic in the comple- 
ment of this real interval, and that the convergence in (73) takes place uni- 
formly on any subset of the plane which is at a positive distance from the 
interval. (Use the representation (7) again in the special case f  :~ g.) The 
function ((H ~ w)-if, g) therefore has an analytic continuation in the 
complement of the interval. It follows that H is an everywhere defined and 
bounded transformation, whose spectrum lies in the interval, and that 
(Hf, g) = lim, <Elr, f, g) for allfandg in Z. We will show that S = Ii -; iA 
has the required properties. 
By our construction, (Sf, g> = lim, (A’, f, g) for allf and g in 2. There- 
fore if t is a number which occurs in some partition cy in the sequence s, 
the range of P(t) is invariant under S, for partitions OL of arbitrarily small 
mesh. It follows that the range of E’(t) is invariant under S. Since the limit 
of invariant projections is an invariant projection, and since every regular 
number is a limit of special numbers (because the essential mesh goes to 
zero), the range of P(t) is invariant under S for every regular number t. 
We will now show that the spectrum of S is imaginary. Define the charac- 
teristic operator function of S by formula (52) with 7’ == S. Then the 
corresponding function T(Z) is given by formula (45). Because of this formula, 
&F(Z) a = lim,s 6&z) a for all vectors a and b when z is not real. Since 
m, = m is completely continuous, we can conclude that F(Z) = lim, P)CL(Z) 
in the operator norm. (We are again referring to the integral representation (7) 
of these functions.) Therefore, M(z) = lim, A&(Z) when / z - 5 / > 2 I/ rl 11. 
Since the singularities of each ~~(2) are in the interval [- 2S/n, 28/n], the 
singularities of A&(Z) are in the vertical strip - 2Sj7r < N < 2S/n, and 
M(z) = lim, A&(Z) outside of the strip. An obvious refinement of the same 
argument will now show that the singularities of M(z) are imaginary and that 
convergence takes place in the complement of the imaginary axis. 
This is given by considering any fixed partition 
01 : 0 = t, < t, < ‘.. < t, = I 
in the sequence s. There will be partitions /3 in the sequence s of arbitrarily 
small essential mesh such that the projections P(tJ will correspond to inva- 
riant subspaces for T, . For such /L? there will be a corresponding 
factorization 
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of the characteristic operator function. Similarly, 
M(z) = M(O, 1, x, = M(t,, b, z, M(tl, & , z, ‘*- M(tk-l, tk, z>, 
where 
M(&-, , ti , a) = lim MB(ti-l, ti , 2) 
when / z - 2 1 > 2 // d 11. The functions MB(ti--l , fi , Z) remain uniformly 
bounded in any set at a positive distance from the vertical strip 
- 26,/57 < x < 2SJ77, where ai is a number constructed from the eigenvalues 
of m(tipl , ti) I. The singularities of the limit function M(tiwl , ti , Z) are 
therefore contained in this strip. The singularities of the product M(z) are 
contained in the union of these strips. Because of Lemma 8, the maximum of 
the numbers 6, can be made arbitrarily small by choosing the essential mesh 
of OL small. The singularities of M(z) are therefore on the imaginary axis. 
We will now show that S is completely continuous. Since A is completely 
continuous, we need only show that H is completely continuous. Since H 
is self-adjoint this is the assertion that its nonzero spectrum consists of isolated 
points, each of which is an eigenvalue of finite multiplicity. So we must show 
that the nonzero singularities of F(Z) are isolated points which are simple poles 
at which the residue is an operator of finite dimensional range. (We say that 
an isolated singularity t is a simple pole if (Z - t) ~(2) is continuous at t. 
The value at t is then the residue.) To see this we use formula (16) in the 
equivalent form 
q(z) = [I + A@?)]-1 [l - M(z)] i1. 
Since 1 - n/l(z) has completely continuous values, the function 1 + M(Z) 
has invertible values (in the operator sense) except when it has a nonzero 
kernel. The kernel is nonzero only at isolated points and *at these points it is 
finite dimensional. These points are the nonzero singularities of q(z), and 
these singularities are simple poles whose residue is an operator whose range 
has the same dimension as the kernel of I + M(z). Complete continuity of H 
and hence S follows. (More generally, any transformation T, having imaginary 
spectrum, is completely continuous if T - T* is completely continuous. The 
theorem is mentioned by Gohberg and Krein [S] for transformations having 
no nonzero spectrum, and seems to have been known earlier. We have 
given the obvious proof which results from the LivSic theory. The theorem 
was rediscovered by Schwartz [9], who gives a different proof.) 
The transformation S we have now obtained satisfies the hypotheses of the 
uniqueness theorem, Theorem XXIII. The transformation therefore does not 
depend on the choice of sequence s, and we can conclude that 
(Sf, g> = lim <sd g> 
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for allf and g in A“, where the limit is now taken over all partitions in regular 
points as the essential mesh goes to zero. That S = lim S, in the operator 
norm follows either from the Hahn-Banach theorem or from the following 
explicit argument of Brodskii [IO]. 
If cd : t, < t, < ... < t, is a partition of [0, I] in regular points, write 
s, = zi VW + Wk-,)I ts - s*) P(h) - ~(4c-J 
= 2 [P(4) - m-l)1 (S - s*) FYbc) - Wk-dl j-:?.Y 
where 
+ 8 2 mc) - fYL,)l (S - s*) vY4J - maI, 
s = 2 [P(Q - P(t,-I)] S[P(t,) - P(t,-,)I. 
Since the range of P(t& is invariant under the action of S, 
FYGJ - Vfk-,)I W(4) - p(Ll)l = 0 
when j < k, and hence also 
[P($) - P(t,-I)] S*[P(t,) - P(t,-I)] = 0. 
It follows that 
s - s, = t z [p(b) - qL,)l (8 + s*) [fy4c) - P(L)]. 
This sum remains unchanged if we drop those terms which corresponds to 
gaps (t,-, , tk), because 
Cmc) - p(4-d w(h) - P(L-111 
is then an imaginary multiple of P(tk) - P(t&. The remaining expression 
goes to zero as the essential mesh goes to zero because S + S* is completely 
continuous. 
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