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Abstract. We define job interviews as a domain of interaction that can
be modelled automatically in a serious game for job interview skills train-
ing. We present four types of studies: (1) field-based human-to-human
job interviews, (2) field-based computer-mediated human-to-human in-
terviews, (3) lab-based wizard of oz studies, (4) field-based human-to-
agent studies. Together, these highlight pertinent questions for the user
modelling field as it expands its scope to applications for social inclu-
sion. The results of the studies show that the interviewees suppress their
emotional behaviours and although our system recognises automatically
a subset of those behaviours, the modelling of complex mental states in
real-world contexts poses a challenge for the state-of-the-art user mod-
elling technologies. This calls for the need to re-examine both the ap-
proach to the implementation of the models and/or of their usage for
the target contexts.
1 Introduction
As a domain of interaction, job interviews rely crucially on the participants’ mu-
tual modelling of each other’s behaviours and mental states. The ultimate goal
of a job interview is for the interviewer to ascertain the fit of the candidate to
a particular job and, ideally, for the candidate to assess a given company as a
possible workplace [1]. Job interviews are often a game of bluff, where personas
are adopted by the interactants and where it is normal, even expected, that
the display of participants’ real emotions may be suppressed [2]. This presents
substantial challenges for real-time user modelling: the subtle nature of the be-
haviours manifested by the interviewees in such contexts makes them difficult
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to detect as well as to interpret in terms of more complex mental states. The
interpretation of the observable behaviours in terms of the mental states, such as
stress, boredom or hesitation is important as those states may be indicative of a
person’s ability to cope with the demands of a given job. The primary challenge,
as we see it, is in obtaining a reliable measure of the users’ affective states during
interactions that could inform the design of our model and/or against which the
model could be evaluated. This challenge is well known in the field [3, 4].
In this paper we present four studies, which have iteratively informed the
implementation of the user modelling tools in the TARDIS project.6 TARDIS
implements a serious game for job interview skills coaching for young unemployed
people, aged 18-25. The game is motivated by a growing need for technology-
enhanced approaches to helping young people gain skills needed to secure jobs,
both because of the marked youth unemployment and the expense associated
with traditional methods, such as mock job interviews enactments.
The TARDIS user modelling tools, as well as the serious game more gener-
ally, have been described in [5] and [6]. Presently, we discuss some key issues,
highlighted through the studies, that relate to finding a balance between the
need to detect and interpret target users’ subtle behaviours in ecologically valid
contexts and the still limited capabilities of the state-of-the-art social cues detec-
tion technologies. Our work demonstrates that striving for ecological validity of
our models, while highly desirable, further exacerbates the challenges of finding
reliable measures of the phenomena of interest.
2 Related work
Nonverbal behaviours are key in job interviews. For example, [7] found a relation-
ship between audio-visual cues of the candidates and the interview outcomes. [8]
studied how the success of simulated job interviews can be predicted from con-
versational engagement, vocal mirroring, speech activity, and prosodic emphasis.
Other researchers have focused on the relationship between interviewers’ decision
making and the perceived personality of the candidate (measured along the dom-
inance, equivalence and submissiveness dimensions) and the related behaviours
[9]. [10] found a negative correlation between the interviewees’ performance (in-
terview scores) and trait anxiety, while [11] found a link between high state
anxiety and information acquisition and retention, suggesting that anxiety may
interfere with the applicant’s acquisition and processing of the information pre-
sented to them by the recruiters and thus, with their performance. This implies
that anxiety regulation is fundamental to candidates’ performance in interviews.
Less is known about interviewee’s other mental states that may be relevant
to achieving success in an interview. Crucially, most of the substantial evidence
that links the specific social cues with candidates’ traits or states has been
conducted in the laboratory settings with university students. While this research
is of practical importance to us, a key difference between it and the context of
6 http://www.tardis-project.eu
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TARDIS is that we aim to define the characteristics of a population which is at
risk of marginalisation, with our technology being designed for use in real-world
contexts of youth organisations across Europe. TARDIS’ focus, therefore, leads
to a need to (a) verify and define further the states and social cues that are
pertinent to the contexts of its intended use and (b) identify, implement and
test the social cue detection tools that are affordable, robust and least intrusive.
Using signal processing techniques to detect behavioural patterns is not a
new idea, e.g. [12]. However, to date, most research focused on a reduced num-
ber of modalities to infer user states, such as speech [13] or facial expressions [14].
Relatively little attention has been paid to gestures or postures [15, 16]. Further-
more, most work on signal processing is intended for oﬄine analysis, rather than
real-time interactive applications. For example, in Batrinca et al.’s [17] system
for practicing public speaking, behaviour analysis happens post-hoc and oﬄine,
with their system not being able to react to the user’s behaviour in real-time.
There are, of course, exceptions, one of which is the MACH job interview
simulation system [18], which is able to detect a limited number of social cues
in real time, including smiles, audio features and speech. In contrast, our system
recognises a much broader range of social cues, including bodily cues, such as
expressivity features, gestures and postures, physiological features and eye gaze,
although it does not engage in speech recognition [5].
In the remainder of this paper we present the four studies aimed to define job
interviews as a domain of interaction, specifically focusing on the evaluation of
social cues and mental states for use during interactions in real-world contexts.
3 Manual annotations of mock interviews by experts
To identify the social cues and hidden mental states displayed by youngsters
during mock job interviews, we conducted a study with ten youngsters and
five practitioners at a youth association in France. The study’s procedure in-
volved one-on-one mock job interviews, all of which were video recorded, followed
by semi-structured interviews with youngsters and practitioners, and post-hoc
video walkthroughs with practitioners. The semi-structured interviews focused
on identifying the youngsters’ strengths and weaknesses during each mock in-
terview. The walkthroughs served to identify the social cues observed by the
practitioners and the hidden mental states that could be linked to those cues.
The walkthroughs were facilitated by the Elan annotation tool (Fig. 1, left),
which allows simultaneous replay of videos and their annotations. During the
walkthroughs, the practitioners were asked to stop the videos anytime they ob-
served a critical incident. Critical incident was defined as a specific behaviour
on the part of the interviewee, e.g. smile, or a set of behaviours, e.g. persistent
smiling and gaze averting, that the practitioner thought crucial, in a positive
or negative way, to the job interview and its outcome. This procedure allowed
for the key behaviours in the given interactions to be identified within exact
time frames and to be annotated additionally with the practitioners comments
– these were used in further video data analysis by independent annotators.
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Three interactions were annotated by the practitioners for social cues with
additional comments linking them to specific hidden mental states. This re-
sulted in nineteen individual social cues, as shown on the x-axis of Fig. 1, right.
One annotator coded the videos for social cues, using practitioners’ walkthrough
annotations as exemplars. A second independent annotator verified those anno-
tations, ensuring that all observable behaviours of interest were captured. The
inter-rater agreement analysis was not conducted at this point, however the two
annotators met to agree the thresholds for annotating social cues including long
silence (established as ≥ 3 seconds) and short answer to questions requiring
elaboration (established as simple yes/no answer), as annotating these cues pre-
sented the most difficulty for the annotators. The videos were then re-annotated
using these thresholds. However, full agreement could not be achieved with re-
spect to the instances of clear/low voice. These presented significant problems
primarily due to the low quality of the recordings which were taken in a mini-
mally controlled environment of a real youth association, with the normal daily
business of the association taking place at the same time, the outside noise often
interfering with the recordings. Gaze saccades were also extremely difficult to
establish through the video analysis: given that the recorded interactions were
face-to-face between two humans, achieving an ideal angle of the camera to cap-
ture as fine grained detail as the youngsters’ eye-gaze shifts proved virtually
impossible. While this means that some social cues were hard to identify with
confidence through the videos alone, given that TARDIS is intended for use in
real youth associations, the need for a careful selection of the social cue sensors
along with their set up in real-world contexts was clearly highlighted.
Fig. 1. Human-to-human mock interview with social cues manually annotated (left)
and percentages of frequencies of social cues across participants (right)
Eight complex mental states have been identified during walkthroughs, in-
cluding: (i) stressed, (ii) embarrassed, (iii) hesitant, (iv) ill-at-ease, (v) bored,
(vi) focused, (vii) relieved and (viii) relaxed. These mental states have been as-
sociated by the practitioners with specific social cues in the videos annotated.
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For example, observable behaviours such as looking away, laughter and hand-to-
mouth, have been associated with youngsters’ embarrassment, whereas restless
hands – with stress. The mental states annotations, along with the practition-
ers’ comments provided the basis for further manual annotations of the videos.
Two independent annotators coded the video data for the eight mental states.
Unfortunately, with Cohen’s Kappa below 0.2, the inter-rater agreement was
significantly below the level necessary to provide a reliable measure of young-
sters’ affects that could (a) be generalisable to other youngsters and (b) could
serve as a reliable measure against which to evaluate the TARDIS user model
directly [3]. Amongst the eight states identified, the greatest source of difficulties
amongst the annotators related to the difference between embarrassed and ill-
at-ease, which one annotator found virtually impossible to distinguish. On the
other hand, stress seemed so ubiquitous that it became at times difficult for the
annotators to differentiate it from the other states.
The difficulties in finding a good agreement between mental states annota-
tions are not altogether surprising given that other researchers have reported
similar set-backs when trying to establish some ground truth for eliciting emo-
tion recognition models [3]. One typical culprit is the use of labels which are a
liability owing to the imprecision of language, with the meaning of a label being
typically constrained by context and linguistic repertoire of the labeller [4] - in
our case the practitioners. The fact that several practitioners came up with the
same labels for the youngsters mental states may be an artefact of their working
and training together, which may have resulted in their labelling habits being
aligned. Another potential reason for the imprecision of labels may be the fact
that they have been provided in French and then translated into English, leaving
further scope for linguistic imprecision.
However, the most compelling explanation seems to lie in the great variability
in the behaviours manifested by the youngsters (in Fig.1(right), many standard
deviations of frequency and duration of the social cues identified are higher
than the mean occurrences of those cues), which makes any standardisation of
the mental states labelling very difficult. Furthermore, the individual differences
between the youngsters’ behaviours may represent persistent behavioural traits
rather than being dependent on the context of the interaction. For example,
one youngster looked away from the interviewer over 250 times in one interview,
compared to another two who have only done so 60-100 times, and two others
who have never been observed to look away. Similarly, all youngsters seem to lip
bite to some extent (10-15 times each), but one youngster did it 80 times in the
course of a 20 minute interaction. This suggests that although the practitioners
were able to name some of the youngsters’ mental states, they did it relative
to their individual behavioural habits. The individual differences between the
youngsters also suggest that the nineteen social cues may not help us to uniquely
identify the specific mental sates without recourse to some qualifying information
such as the interviewer’s questions, some of which, e.g. questions related to the
candidate’s weaknesses, may be generally more difficult than other.
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A further data analysis (based on one coder’s annotations of mental states)
seems to confirm the weak discriminative power of the cues identified. Specifi-
cally, given that social cues can occur either in isolation or in combination with
other cues, we decomposed the social cue data into all groups (defined as any
overlap between 2 or more social cues) that occurred across all participants. We
then assigned probabilities to each grouping of cues to represent the likelihood
that it implies an emotional state. This was done by measuring the duration of
each social cue grouping (CG), and the duration of its intersection Dt with the
presence of an emotional state (ES), using the following simple formula:
P (ES|CG) = Dt(CG)
Dt(ES)
(1)
Despite there being many groups of cues that were found uniquely or very
strongly to imply the presence of a single emotional state, there were many
groupings that co-occurred rarely with an emotional state. For example, the
combination of leaning forward while looking away was found to lead to a high
probability of stress (P = 0.83), based on its total occurrence across all anno-
tations of 7.6 seconds and its total co-occurrence with the stressed state of 6.3
seconds. However, leaning back and speaking clearly was found to imply boredom
with a probability of only P = 0.01. Apart from a large number of individual
cues (groupings) that correlate weakly with many mental states, many of the
groupings occurred only once across all participants, raising a question of the
extent to which many of the correspondences are generalisable to other partic-
ipants and suggesting the need to reduce the number of cues and possibly the
mental states modelled to only the key ones. However, the selection of the cues
whose detection should be abandoned needs to be done in tandem with the in-
vestigations of what social cues are feasible to detect automatically in the job
interview contexts.
4 Computer-mediated Interaction
To ascertain the feasibility of detecting the different social cues during interac-
tion, we conducted a further study with six youngsters and two practitioners in
the UK. The study’s procedure mirrored that of the study described in Section
3. However, in order to facilitate the use of the automatic detection tools as well
as an approximation of the future human-agent interaction, the mock interviews
were mediated through a video link, headphones and microphones. The young-
ster and the practitioner were situated in opposite corners of the same room,
back to back (Fig. 4). This arrangement together with the isolating earphones
allowed the participants to see and hear each other only through the media link.
In addition, a Microsoft Kinect depth sensor was positioned over the monitor
facing the youngster. This allowed us to record the participants’ audio, video and
skeleton tracking data. As well as informing the social cue detection framework
in TARDIS, this set-up allowed us to assess the ease and the credibility of a job
interview experience delivered via a computer screen and microphone.
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Fig. 2. Computer-mediated interview
The recording of the user’s social signals was handled by TARDIS’s social cue
recognition [19] component which uses the Social Signal Interpretation frame-
work [20]. The system enabled playback of the recorded data and thus, the
testing of the behaviour recognisers in an online context even after the studies.
Upon analysis of the data, we observed clear indications of (a) what social
cues we can feasibly detect during interactions between youngsters and TARDIS
and (b) which of these social cues may be the most robust and informative.
To this end, we refined the list of the 19 social cues identified in the previous
study: vocal social cues such as clear/ low voice proved to be difficult to recog-
nise due to the heterogeneity of the speakers and the physical environments in
which the studies took place. Both of these cues rely on audio intensity analysis
[17] – a speaker and hardware dependent feature that is highly susceptible to
noise (e.g. coughs or voice clearing). Here, cues involving pitch variation, proved
more robust. Gesticulation, restlessness and sudden movements, while correctly
recognised by our automatic recognisers real-time and online, had to be joined
together due to insufficient accuracy in skeleton tracking. We encountered no
issues for turn taking cues such as interrupting, short answers or long silences,
as these mainly relied on the user’s voice activity compared to the practitioner’s.
While recent advances in the domain of signal processing show that automatic
recognition of laughter is feasible, this is usually the case for highly expressive
forms of laughter [21]. In contrast, our analysis revealed subtle types of laughter,
which proved not to be distinctive enough. Similarly, lip biting, rocking and
saccades also turned out to be too subtle for our sensing equipment. To perceive
these social cues, we would require more accurate sensors, such as an eye tracker
or body worn motion tracking devices (see Section 5), which, apart from being
quite expensive, may be too intrusive for some users in our target population.
Data processing also revealed that the recognition of gestures and postures
(lean front, lean back, hand to face and look away) and smiles was possible using
the FUBI [22] and SHORE [23] frameworks respectively. Finally, some social
cues (hands on/under table) had to be eliminated due to the table-less setting of
the study, chosen to ensure correct skeleton tracking using the Microsoft Kinect.
5 Wizard of Oz experiment
The WOZ experiment aimed to (1) identify a combination of sensors that can
enhance the recognition of youngsters’ behaviours during simulated interviews to
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enable inferences about the users’ internal states, and (2) ascertain any impact of
specific types of interview question, i.e. those that might be considered difficult
or aggressive, on participant’s nonverbal behaviours.
The study involved three participants, who were seated on an armless chair
in front of a 40” display with a Microsoft Kinect depth camera situated on
top. They wore a headset, eye tracking glasses, a motion tracking glove and
SC/BVP sensors on their fingers (Fig.3(a)). From the user’s point of view, s/he
interacted with a virtual recruiter (VR), which was, in fact, controlled by a
human interviewer seated in another room (Fig.3(b)).
All sensors performed flawlessly during the interaction and the recorded data
gave us a large amount of information regarding the participants’ non-verbal be-
haviours. In particular, the skin conductance values showed the impact of the
interview questions on the user, with the questions, e.g. ’What are your weak-
nesses?’ or harsh statements, e.g. ’I don’t think you are right for this job’ corre-
lating with higher SC values (Fig.4(b)). This suggests a possible relationship be-
tween certain types of interview questions and the candidate’s emotional states,
even though the interviewer posing these questions was a synthetic character.
Fig. 3. Participant wearing the study apparatus (a) and images showing a user’s point
of view (b) including gaze information (green point) captured using the eye tracking
glasses.
Fig. 4. Skin conductance data of one user. Highlighted areas represent user’s SC re-
sponse to various utterances. The blue dotted lines mark the peaks of each highlighted
area.
The gaze cues clearly mark the regions of interest during the interaction. All
users focused heavily on the face, in particular the mouth area of the virtual
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agent, followed by its torso and then, by its hands. The gaze only dropped to
the hands when the agent performed a gesture as illustrated in Fig.3(b).
The study also revealed that even with the more challenging scenario, the
users still performed very little in terms of physical movements. While this may
have also been an effect of the sensing devices worn by the users, the observation
is in line with the previous studies reported in this paper.
Additionally, even though the eye tracking data yielded some interesting
trends, the eye tracking glasses’ high intrusion level combined with their in-
compatibility with prescription glasses make them ill-fitted for large scale field
studies. Given this, we decided to limit the number of sensors for future studies
to the following three least intrusive sensors: depth camera, microphone and SC
sensor.
6 Self-reports during human-agent interaction
Building on the results of the WOZ experiment, we piloted the use of a pop-up
questionnaire with seven French youngsters. The pop-up questionnaire aimed
to elicit self-reports from the youngsters about their anxiety levels during their
interaction with the TARDIS VR. The youngsters were asked to score their
anxiety level on a 1 (not at all anxious) to 5 (extremely anxious) scale. A similar
approach has been adopted in [3] to obtain emotional self-reports during the
interaction with a tutoring system.
In total 124 scores were obtained against thirty interviewer questions. The
questions were asked by two types of VR: (i) an understanding VR, which had
a gentle manner and (ii) a demanding VR, which was more aggressive. The 124
scores were grouped according to those two conditions, resulting in 70 scores
for the ”demanding” and 54 for the ”understanding” questions. Owing possi-
bly to the small sample, the statistical analysis did not reveal any significant
effects either with respect to the differences in the anxiety means between the
two conditions (t-test: t(122) = 0.71, one tail p = 0.23), or between anxiety
vs. questions asked under the three categories: (i) skills needed for the job, (ii)
knowledge about the job, and (iii) salary level (ANOVA comparison: F = 0.11,
p = 0.89). Nevertheless, the results shown in Fig.5(left) suggest a possible trend
towards youngsters exhibiting trait anxiety, which would be in line with some of
the studies reported in Section 2. The results, shown in Fig.5(right) also seem
to suggest that some types of interviewer’s questions may lead to greater anxi-
ety than others: for example ”Elaboration Jobskills Understanding” that groups
questions about the skills needed for the job in the ”understanding” mode, and
”Welcome Understanding”, that groups questions for welcoming the participant
in the ”understanding” mode show higher anxiety than all the other questions
analysed. Unfortunately, the small data sample and the high standard deviations
for the several questions, prevent us from drawing definitive conclusions, which
means that the results reported can only serve as the basis for further hypothesis
generation.
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Fig. 5. Self-assessed anxiety means and standard deviations per participant (left) and
self-assessed anxiety means and standard deviations per question(right)
7 Conclusion
In this paper we presented four formative studies which define job interviews
as a domain of interaction. Each study contributed knowledge needed for the
implementation of the TARDIS’ real-time user model in this domain: (1) what
social cues and mental states are relevant, (2) what is feasible to detect with
non-intrusive technology, (3) what aspects of the interaction cause (detectable)
nonverbal behaviours in users, and (4) how to evaluate anxiety.
Although, the studies presented do not offer definitive answers, they do
demonstrate the magnitude of the challenge of building adaptive complex sys-
tems for real-world use, which, as TARDIS, are based on user modelling, while
also having some grounding in the real world. One lesson learnt is that the use of
non-intrusive sensors, coupled with the field conditions, and the peculiar nature
of this interaction domain where emotional displays seem to be suppressed, lead
to a reduced set of detectable cues. To address this requires a careful balancing
of what is relevant to model with what is feasible to detect. Our studies suggest
that focusing on key social cues, such as voice that can be reliably detected
through the sensing technologies, coupled with a reduced focus on state anxiety
may be the way forward in this domain. The studies also point to a need for
TARDIS to allow for an online initial training phase during which individual
users’ baseline of social cues can be established to allow for a tailored parame-
ter adjustment based on the frequency of a given users’ cues. This points to a
continuous model, instead of a category-based one, in which users’ behaviours
are compared to their typical baseline and where peak behaviours that are likely
indicators of corresponding peak internal reactions are identified. A complimen-
tary approach, currently piloted in TARDIS and whose use is motivated directly
by the studies reported, involves open user modelling, where the models gener-
ated online are displayed to the users who can accept or correct them according
to their self-perception. This allows to both validate TARDIS’ user models and
to foster self-awareness in the youngsters - a pre-requisite job interview skill. Our
next studies will assess youngsters’ performance in human-human interviews be-
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fore and after using TARDIS, in a bid to evaluate our modelling tools indirectly
within TARDIS.
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