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Light with a chemical potential and no mass is shown to possess a general phase-transition curve
to Bose-Einstein condensation. This limiting density and temperature range is found by the diverg-
ing in-medium potential range of effective interaction. The inverse expansion series of the effective
interaction from Bethe-Salpeter equation is employed exceeding the ladder approximation. While
usually the absorption and emission with Dye molecules is considered, here it is proposed that
squeezing can create also such a mean interaction leading to a chemical potential. The equivalence
of squeezed light with a complex Bogoliubov transformation of interacting Bose system with finite
lifetime is established with the help of which an effective gap is deduced where the squeezing pa-
rameter is related to an equivalent gap by |∆(ω)| = ~ω/(coth 2|z(ω)| − 1). This gap phase creates
a finite condensate in agreement with the general limiting density and temperature range. In this
sense it is shown that squeezing induces the same effect on light as an interaction leading to possible
condensation. The phase diagram for condensation is presented due to squeezing and the appearance
of two gaps is discussed.
PACS numbers:
I. INTRODUCTION
Despite being a figure of jokes in short stories, the stor-
ing of light in boxes has become reality. Infinite fluctu-
ations in numbers of photons prevent such capturing of
light. This impossibility has been recently circumvented
by sufficient high absorption and emission rates which
provides thermal equilibrium and renders the chemical
potential finite. This is achieved by photonic bandgapped
materials whose Bragg structures were predicted to trap,
store, and release light [1, 2] or to show pairing in non-
linear polar crystals [3]. The Bose-Einstein condensation
of light now can be used to down-convert the frequency
of light [4].
Polaritons as hybrid states between excitons and po-
larons show trapped light condensation [5–8] and the con-
densation of excitons is measured in potential traps [9].
Possible transitions to an electron-hole liquid formation
are discussed in [10]. The Bose-Einstein condensation of
excitons in bilayer quantum Hall structures [11] is only
stable at a small ratio of a quantum well distance to the
magnetic length [12]. The effect of quantum confinement
on excitons is investigated in quantum dots of indirect-
gap materials [13]. In single heterostructures the size
quantization is absent and e-h interaction with their im-
ages can cause exciton localization near the contacting
medium surface creating of presurface excitons [14]. Gi-
ant permanent dipole moments of excitons are found in
semiconductor nanostructures [15] and dipolaritons with
electric dipole moment in tunnel-coupled quantum wells
have been investigated in [16].
These results of equilibrium phase transitions should
be taken with care, however. There are more effects one
might think about. In two-dimensional systems the con-
densation by interactions between excitons as a system
of islands in an exciton gas can explain the condensed
phase in quantum wells and periodical fragmentation
measured in luminescence without the requirement of
Bose-Einstein condensation [17]. Also out-of-equilibrium
Bogoliubov modes have been observed [11] and no ther-
modynamic equilibrium phase transition has been found
though features from a Bose-Einstein condensation are
verified. Instead, polariton lasing has been reported [18]
at room temperature in an organic single-crystal micro-
cavity and thermalization of polaritons and condensation
has been seen also in polymers [19]. This shows that the
range of lasing and of Bose-Einstein condensation is most
probably a nonequilibrium balance. For a comprehensive
overviews of polariton condensates at room temperature
and the regime of polariton lasing [20] see [21–23].
Let us return to the Bose-Einstein condensation of light
which has been observed finally in a two-dimensional
photon gas confined in a box with dye molecules [24]
where the chemical potential was freely adjustable [25,
26]. The confining potential by the cavity mirror pro-
vides an effective photon mass [27] such that the anal-
ogy with the ideal Bose gas is suggestive. Also fur-
ther observed properties underline this interpretation. A
cusp-like singularity in the specific heat was reported by
calorimetric measurements in [28]. The in situ observa-
tion of the crossover from laser-driven dissipative system
to a thermalized gas was seen in [29]. A coherent cou-
pling between a laser-driven optomechanical membrane
and a Bose-Einstein condensate has been achieved as well
[30, 31] which shows strong squeezing in the mechanical
mode [31]. The optical cavity has been used to demon-
strate variable potentials leading to a small critical pho-
ton number of N0 = 68 for condensation [32] which phys-
ical principles are discussed in [33].
Though Bose-Einstein condensation of light has been
seen due to the effective indirect interaction of light
with the Dye molecules, superfluidity is not yet observed
though the Bogoliubov excitation spectrum has been cal-
culated and the conditions for superfluidity has been
2investigated [34]. A possible superfluid-Mott-insulator
transition of a two-dimensional photon gas in the pres-
ence of a periodic potential has been suggested in [35].
The propagation of quantum light and its thermalization
towards condensation has been investigated in [36] to ob-
tain spontaneous macroscopic optical coherence.
Here the same caution is necessary given that it is a
highly nonequilibrium process. Since the pump power
for condensation depends on the pump beam geometry
and the cavity cutoff wavelength, it suggests that energy-
dependent thermalization and loss mechanisms are im-
portant [37]. Moreover, a decondensation under nonequi-
librium conditions has been reported in [38] which re-
minds that the seemingly equilibration due to sufficient
emission and absorption of light is a delicate balance lead-
ing to lasing or condensation [39]. Phase diffusion of a
Bose-Einstein condensate of photons has been considered
[40] where a corresponding interference experiment was
proposed. The finite-lifetime effects on first-order corre-
lation functions of dissipative Bose-Einstein condensates
are important in this respect [41] and the interactions
on condensate-number fluctuations are treated in [42].
A mixed gas of photons and photon pairs has been re-
ported finally in [43]. We will see finite lifetime effects in
our model.
Naturally these experimental progress has triggered an
enormous theoretical activity. We want only briefly men-
tion some lines of ideas. Spatial and temporal coherence
of condensed microcavity polaritons have been calculated
in terms of the Boltzmann equation [44]. Disorder can
increase here the light-matter coupling [45]. Condensa-
tion of Bosons interacting only with incoherent phonons
and spontaneous amplification of quantum coherence are
theoretically reviewed in [46]. With a two-level model
of gaseous medium the effective mass due to light trap-
ping has been employed to examine the influence of intra-
cavity medium on the parameters of light condensation
[47] and for a one-dimensional condensate in a micro-
tube [48]. Generalized superstatistics by the maximum
entropy principle was applied to fluctuations of the pho-
ton Bose-Einstein condensate in a dye microcavity [49].
The linewidth of a single-mode polariton condensate was
calculated by a quantum jump approach in the wave-
function Monte Carlo method [50].
All these approaches rely on the capturing of light in
a microcavity creating an effective mass and a chemical
potential. In principle only an effective interaction of
photons with the surrounding, like Dye molecules, is suf-
ficient to produce an effective chemical potential and to
show consequently Bose-Einstein condensation. Here we
will follow this path and consider light with no effective
mass and therefore linear dispersion and will show that
a finite chemical potential can be realized by a proper
squeezing of light. An equivalence of squeezing and com-
plex Bogoliubov transformation will be presented analo-
gously to the squeezing Bogoliubov automorphisms [51–
53]. With the complex Bogoliubov transformation we in-
troduce an additional degree of freedom as a phase while
in [54] the Bogoliubov transformation was generalized by
adding a term. With the help of such a transformation
we will find that the squeezed light can be considered
as a Bose gas of finite lifetime with a gapped spectrum
as it would follow from interaction correlations. In this
sense we show that squeezing behaves in the same way as
making the light interacting. Therefore the paper con-
sists of two parts, first to show that light exhibits possible
Bose-Einstein condensation if it is interacting and second,
to show that squeezing realizes the necessary interaction
correlations.
Our approach is motivated by the observation that the
condensate mode is squeezed [55] where the squeezing pa-
rameter scales with the system size to have no thermo-
dynamic effect. By variational calculation of the ground
state wave function, the pair state has been found to be a
multimode squeezed vacuum state [56]. Nonlinear effects
of atomic collisions are found being similar to degenerate
parametric amplifies and have been used to manipulate
the condensate mode and to produce squeezed states [57].
Here in this paper we will employ squeezing to create such
a condensed state.
The outline of the paper is as follows. In the next chap-
ter we present a general borderline of a possible phase
transition of light with an ad-hoc assumed effective chem-
ical potential but no effective mass. It will be found that
an interaction created by any coupling to the environ-
ment leads unavoidable to a phase transition to Bose-
Einstein condensates. We will employ the inverse series
expansion of the effective range by the Bethe-Salpeter
equation. In this way the ladder approximation of the T -
matrix is exceeded. In chapter III we present the equiva-
lence of squeezed light and a complex Bogoliubov trans-
formation which allows to consider squeezed light as an
interacting gas of Bosons with finite lifetime. The theo-
retical forms of occupation numbers are found to be ex-
actly the ones resulting from the multiple-scattering cor-
rected T -matrix which is shortly remembered in chapter
IV. This allows to identify an effective gap in chapter V
where a model of the frequency dependencies of squeezing
and gap parameters is introduced. The resulting phase
diagram is presented in chapter VI. Finally we summarize
and conclude in chapter VII. In the appendix we briefly
sketch the multiple-scattering T -matrix approach which
allows to describe interacting systems in both phases, in
and out of the condensate, on the same footing.
II. PHASE DIAGRAM OF INTERACTING
PHOTONS
Let us start with the assumption that there is a mech-
anism which creates a selfenergy Σ0 = Tσ > 0, e.g. by a
meanfield due to Dye molecules or as we will see in the
next chapter by squeezing. We consider this as interact-
ing light with the linear dispersion ε = pc + Σ0 where
the pole part of the selfenergy Σ0 can be interpreted as
effective negative chemical potential, µ∗ = −Σ0. Any
3mechanism leading to a selfenergy creates such an ef-
fective chemical potential which renders the number of
photons finite
n =
∫
d3p
(2π~)3
1
e
pc−µ∗
T − 1
=
T 3
π2~3c3
P3
(
e−σ
)
. (1)
Here and in the following we use the polylog function
Pn(z) =
∑∞
k=1 z
k/kn. Like in the normal non-interacting
Bose gas the critical temperature is reached when the
Bose pole is approached for µ∗ ∼ −σ → 0, i.e.
Tc1 = π
2/3ξ
−1/3
3 ~cn
1/3 (2)
where ξ3 = P3(1). This critical temperature changes due
to higher-order approximations of the interaction corre-
lations [58, 58–63]. Bose-Einstein condensation for a gen-
eral dispersion ε = csp
s are discussed in [64] where it has
been found that the critical temperature exists only for
dimensions larger than s. We consider linear dispersion
such that a critical temperature in three dimensions is
possible.
A general note might be in order. Bose condensation
appears when the chemical potential reaches the bottom
of dispersion and any extra particle has to enter the con-
densate. Here we can assume that the bottom of linear
dispersion is at zero. Therefore a zero chemical potential
is not equivalent to an undetermined photon number it-
self. A fixed photon number in and out of condensate is
present if we have a mechanism which creates a chemical
potential at all, such that the relation between density
and chemical potential (1) exists. This will be shown by
interactions and in the second part by squeezing. Let us
start with interacting light and the Hamiltonian
H =
∑
p
ǫpa
+
p ap +
1
2
∑
kpq
V k−p
2
, k−p
2
+qa
+
k+qa
+
p−qapak (3)
with Bosonic creation aˆ+ and annihilation aˆ operators,
linear dispersion ǫp = cp, and assuming a separable in-
teraction Vpp′ = λgpgp′ with e.g. a Yamaguchi [65] form
factor gp = 1/(p
2 + β2). For other form factors see [66].
We will derive the medium-dependent scattering range
from solving the Bethe-Salpeter equation which diverges
near the phase transition. This method has been used
before in [62, 67] such that we might present it here only
briefly.
The Bethe-Salpeter equation for the many-body T -
matrix with a center-of-the-mass momentum K, and in-
coming and outgoing difference momenta p and p′ of the
two particles, respectively, can be solved
Tpp′(K,ω, µ)=Vpp′+
∫
d3q
(2π~)3
Vpq
1+fK
2
+q+fK
2
−q
ω−ǫK
2
+q−ǫK
2
−q+i0
Tq,p′
=
λgpgp′
1− λJ(K,ω, µ) (4)
with the Bose distribution fp and
J(K,ω, µ) =
∫
d3q
(2π~)3
g2q
1 + fK
2
+q + fK
2
−q
ω − ǫK
2
+q − ǫK
2
−q + i0
. (5)
The in-medium scattering phase shift is given by the on-
shell T -matrix at K = 0
tanφ =
ImT
ReT
∣∣∣∣
ω=cp
=
−πp2g2p(1 + 2fp)λ
4π2~3c− λ
∞∫
0
dq
q2g2q
p−q (1 + 2fq)
=
ap
~
+
r2p2
2~2
+ o(p3) (6)
which expansion shows that the scattering length a = 0
vanishes for the linear dispersion εp = cp here and the
in-medium scattering range r reads
r2 =
−2π~2g20(1 + 2f0)
4π2~3c
λ +
∞∫
0
dqqg2q(1 + 2fq)
. (7)
We can observe [67] that the interaction is behaved such
that the denominator vanishes itself when approaching
the phase transition which means
1 + 2f0
r2
∼ 0 for σ → 0. (8)
The medium-free expression r0 appears if we set fp = 0
in (7) which we consider as the experimental given value.
Therefore we express the coupling constant λ in terms of
this variable λ(r0) with the help of (7) and accordingly
eliminate λ in (4). In such a way the T -matrix becomes
renormalized without explicit cut-off which corresponds
to a running coupling constant. Near the phase transition
the in-medium scattering range r2 will diverge and we
can use the ratio to the medium-free scattering range as
a measure of such phase transition(
r
r0
)2
=
1 + 2f0
1− r20π~2
∞∫
0
q
g2q
g2
0
fq
. (9)
In the following it is sufficient to consider the limit of con-
tact potential β → ∞ which renders gq/g0 → 1. Please
note that due to the running coupling constant we are
introducing a modified contact potential allowing also a
repulsive behaviour which is impossible for pure contact
potentials [68].
Using the density n we can define the dimensionless
in-medium order parameter y = n1/3r. With the help
of (9) we then express the medium-free y0 = n
1/3r0 in
terms of the medium one as
y20 =
y2
coth σ2 − π1/3g′(σ)y2
→ − 1
π1/3g′(σ)
(10)
for y → ∞ when approaching µ∗ = −Tσ → 0 where the
Bose function diverges. While y0 is free of any Bose func-
tion f0, the medium-dependent y = n
1/3r of (7) diverges
at this limit. Since the term cothσ/2 = 1 + 2f0 diverges
slower than y2 according to (8) we see that the limit
in (10) corresponds indeed to µ∗ → 0 and therefore de-
scribes the curve of phase transition. Furthermore g′(σ)
4is the derivative of g(σ) = 3P
1/3
3 (e
−σ) with σ = −µ∗/T
and P ′3(e
−σ) = −P2(e−σ) from (1). The σ is the cou-
pling of the order parameter to an external bath due to
the selfenergy σ = Σ0/T .
Next, we can express the ratio of the temperature to
the medium-free critical one (2) according to (1)
x =
Tc
Tc1
=
g(0)
g(σ)
(11)
and obtain how the critical temperature of phase tran-
sition changes with the coupling σ. In principle, from
(10) and (11) we can now create a simple parametric
plot {x(σ), y0(σ)} to see how the critical temperature
is changing in terms of the order parameter y0 = nr
3
0
which is the density times scattering range r0. Systems
with spontaneous symmetry breaking show bifurcations
in order parameters even for vanishing external pertur-
bation. The simple elimination of σ in x and in y0 does
not provide such symmetry breaking since we expand di-
rectly with respect to the perturbation σ. This situation
is changed completely if we work with the inverted se-
ries y0(σ) → σ(y0) since then a vanishing perturbation
σ does allow multiple solutions of the order parameter
y0(x) which we search for as signal of phase transition.
This method is known as inversion method and described
thoroughly in [69].
FIG. 1: The critical density times interaction range versus
critical temperature for 2d-14th order in the expansion σ(y0)
(right side from below to above). The simple parametric plot
{x(σ), y0(σ)} is shown as continuously increasing thin black
line to the upper right. Below Tc1 and nc1 the linear depen-
dence (2 holds. The scaling is (15).
In figure 1 we plot this expansion together with the
simple parametric plot {x(σ), y0(σ)}. While this plot
shows a continuous increase of y0 with x = Tc/Tc1 the
inverse expansion approximates this curve up to the 9th
order from the right. Starting with the 10th-order ex-
pansion the curve begins to bend to the left converging
visibly around the 14th order. Therefore we see the ap-
pearance of exactly the above described symmetry break-
ing by a back-bending of the curve and the observation
that one critical temperature is realized by two different
densities. Remarkably the critical temperature increases
first with increasing density y0 = n
1/3r0 according to (2)
and decreases above the maximum of x = Tc/Tc1 = 1.45
at
nmaxr
1/3
0 ≈ 0.9445 (12)
to vanish at the upper critical density of photons of
nc2 r
1/3
0 ≈ 1.1539. (13)
Below the temperatures Tc1 given by (2) and below the
density
nc1r
1/3
0 =
√
6ξ
1/3
3
π7/6
= 0.685029 (14)
the usual linear dependence (1) is present. As typical
energy and temperature scale it is used further-on
ǫc =
~c
r0
= 2.300K kB
mm
r0
= 0.1973 eV
µm
r0
(15)
with the Boltzmann constant kB . This means an effec-
tive range r0 in orders of 10th of micrometer would lead
to room temperatures. The second expression in (15)
provides the energy scales we are dealing with.
III. SQUEEZED LIGHT AND COMPLEX
BOGOLIUBOV TRANSFORMATION
Now we will investigate a possibility to create Bose
condensation of light without the recourse to Bose sys-
tems with finite chemical potential. This will turn out
to be squeezed light which we will demonstrate to create
effects like originating by interactions. In this sense we
will realize the necessary interaction correlations of the
foregoing chapter by squeezing. Squeezing is realized by
the two-particle squeezing operator
Sˆ = e
z
2
(aˆ+)2− z¯
2
(aˆ)2 (16)
with the complex squeezing parameter
z = |z|eiφ. (17)
The coherent light can be considered as produced by an
analogous one-particle displacement operator which leads
just to a shift in the densities [70] and which therefore
we do not need here explicitly.
Employing the commutator relation
Sˆaˆ+ =
[
a+ cosh(|z|)− aˆ z|z| sinh(|z|)
]
S+, (18)
5the mean density of squeezed light reads [70]
ng(p) = TrSˆ
+ρSˆaˆ+aˆ = Trρ[aˆ+aˆ cosh2 |z|+ aˆaˆ2 sinh2 |z|]
= fp cosh
2(|z|) + (1 + fp) sinh2(|z|) (19)
with the Bose distribution fp = Traˆ
+
p aˆp. Analogously we
find the anomalous density
n−=TrSˆ
+ρSˆaˆaˆ =− z|z| sinh(|z|) cosh(|z|)(1+2fp). (20)
Now we observe that the occupation numbers (19) and
(20) of this squeezed light have exactly the form which
appears when we perform a complex Bogoliubov trans-
formation
aˆ = uαˆ− vβˆ+
bˆ = uβˆ − vαˆ+ (21)
of the Hamiltonian
Hˆ = ǫ0(aˆ
+aˆ+ bˆ+bˆ) + ǫ1(aˆ
+bˆ++aˆbˆ)
= [ǫ0(|u|2+|v|2)− 2ǫ1 cos[φu+φv)|u||v|](αˆ+αˆ+βˆ+βˆ)
(22)
with bˆk = aˆ−k. Then one introduces the new Bosonic
operators αˆ and βˆ which have the mean value of the
quasiparticle distribution
fb = Trρˆαˆ
+αˆ = Trρˆβˆ+βˆ = Trρˆαˆ+βˆ = Trρˆβˆ+αˆ (23)
and one obtains as mean density distributions
ng(p) = u
2fp + v
2(1 + fp)
n−(p) = −uv(1 + 2fp). (24)
Comparing with (19) and (20) allows to identify the mod-
ulus and phase
|u| = cosh(|z|), |v| = sinh(|z|), φ = φu + φv. (25)
The complex u and v can model a complex dispersion of
the energy ǫ0 = ǫ0r + iǫ0i as well as a complex interac-
tion ǫ1 = ǫ1r + iǫ1i. Examples are the dispersion in the
presence of thermo-optic photon interactions, see figure
4 of [34], or the damping due to saturation of molecular
excited states [33]. Also the lifetime effects considered in
[41] can be thought to be parameterized this way.
In other words the squeezing is shown to lead to the
same occupations as a Bogoliubov transformation of the
complex-valued Hamiltonian (22) concerning exclusively
the occupation. This does not mean that any realization
of squeezed light is actually evolving under the Hamilto-
nian (22). Only concerning the occupation (19) and (20)
of any squeezed light we have shown that the effective
Hamiltonian (22) is equivalent to such realization. Some
specific experimental recipes might be implementing this
Hamiltonian directly.
In terms of the squeezing parameter (17) we find the
identities
ǫ0i = −1
2
sin (2φ)
sinh2 (2|z|)
cosh (2|z|) ǫ0r
ǫ1r = cos (φ)tanh
2 (2|z|)ǫ0r
ǫ1i = − sin (φ)sinh2 (2|z|)ǫ0r (26)
uniquely determined by the demand that the quasiparti-
cle dispersion (22) should be real. Indeed, we obtain after
the Bogoliubov transformation (21) the Hamiltonian (22)
in diagonal form
Hˆ = E(αˆ+αˆ+ βˆ+βˆ) (27)
with alternatively
E =
√
(ǫ0r + iǫ0i)2 − (ǫ1r + iǫ1i)2
= ǫ0(|u|2 + |v|2)− 2ǫ1 cos[φu + φv)|u||v|
= ǫ0r
[
cosh (2|z|)− cos2 (φ) sinh
2 (2|z|)
cosh (2|z|)
]
= ǫ0r
[
sin2 (φ) cosh (2|z|) + cos
2 (φ)
cosh (2|z|)
]
> 0 (28)
which implies ǫ1iǫ1r = ǫ0iǫ0r. We have shown therefore
that the squeezing induces densities which result usu-
ally from interacting Hamiltonians of the form (22). We
might consider the Hamiltonian (22) as a representation
of some specific experimental recipe to produce squeezed
light in cavities, e.g. by continuously driving a nonlinear
crystal in a lossy cavity.
Please note that similar Bogoliubov operators have
been used to solve a two-photon quantum Rabi model
exactly leading to extended squeezed states [71]. The Bo-
goliubov theory was also used to create a spin-squeezed
entangled state [72]. The conditions on the parameters
to guarantee unitarity for relativistic charged particles
are worked out in [73].
In order to establish the link to the standard treatment
of gapped phases within the theory of interacting Bose
gases we rewrite (25) to identify the ’gap’ form
∆(ω)√
(~ω + |∆(ω)|)2 − |∆(ω)|2 = e
iφ sinh 2z(ω)
~ω + |∆(ω)|√
(~ω + |∆(ω)|)2 − |∆(ω)|2 = cosh 2z(ω) (29)
which means we have introduced the gap
|∆(ω)| = ~ω
coth 2|z(ω)| − 1 . (30)
This is an exact rewriting but establishes a new link of
a squeezing parameter to the equivalent description by a
gap phase. The density distribution (24) becomes with
the help of (25)
ng(ω) =
1
2
[
ǫ(ω)
E(ω)
(
1+2fE(ω)
)− 1] (31)
6with the quasiparticle energy
E(ω) =
√
ε(ω)2 − |∆(ω)|2 (32)
and the free energy
ε(ω) = ~ω − µ∗. (33)
Here we denoted the effective chemical potential µ∗ =
µ − Σ0 with some selfenergy Σ0 at zero frequency. The
original chemical potential µ might be zero as in free
light. The critical line is given by µ∗ = −∆ and ∆0 6= 0
due to squeezing.
A condensate appears if a macroscopic number of pho-
tons is in the ground state N0 = ng(0). Eq. (31) for
T ≪ E(0) leads then to an equation for the chemical
potential
µ2 − 2Σ0µ+Σ20 −∆20 = o(N−10 ). (34)
For macroscopic number of photons in the condensate
N0 → ∞, this provides just the Hugenholtz-Pines theo-
rem [74]
µ∗ = µ− Σ0 = −∆0. (35)
IV. MULTIPLE-SCATTERING CORRECTED
T -MATRIX APPROACH
We have established that squeezing leads to the same
correlations as it would follow from a Bogoliubov trans-
formation of a complex-valued Hamiltonian leading to a
gap structure. Therefore we can now use the theoret-
ical description of correlated Bose gases exhibiting gap
and condensed phases. This is accomplished by the sum-
mation of ladder diagrams leading to the many-body T -
matrix.
Bose-Einstein condensation and the density distribu-
tion (31) for the appearance of a gap do not follow
from the symmetric T -matrix (4). It has been recog-
nised quite early that in order to obtain the gap equa-
tion for pairing one needs one selfconsistent and one non-
selfconsistent propagator for the intermediate state in the
Bethe-Salpeter equation of the T -matrix [75, 76]. Later
it was used as an ad-hoc approximation seemingly vio-
lating the symmetry of equations and consequently vi-
olating conservation laws [77, 78]. This has remained
puzzling until it became clear that nonphysical repeated
collisions with the same state in the symmetric T -matrix
are the reason. When these repeated collisions are re-
moved from the T -matrix, the correct gap equation ap-
pears and the condensate can be described without asym-
metrical ad-hoc assumptions about selfconsistency [79].
It is a consequence of the hierarchical dependencies of
correlations [80]. This scheme of multiple-scattering cor-
rected T -matrix has been successfully applied to describe
the critical behaviour in and outside a condensate in su-
perconductivity [81] and in Bose-Einstein condensation
[82, 83].
The wrong multiple scattering events are visible only in
a singular channel, i.e. the condensate, where the occu-
pation becomes macroscopic, since otherwise the weight
of a single channel is vanishing in the thermodynamic
limit. We subtract this singular channel from the propa-
gator in order to avoid multiple scattering
G\i = G−G\iΣiG. (36)
Now we consider a general T -matrix which represents the
regular selfenergy as Σ = Σtot − Σi =
∑
j 6=i TjG¯ where
the channel T -matrix Tj as two-particle function is closed
by an backward propagator G¯. In the singular channel
we subtract the repeated interaction within this channel
and close with the subtracted propagator Σi = TiG¯\i. The
Dyson equation takes then the form [84]
G−1 = G−10 − Σtot = G−10 − Σ− Σi = G−10 − Σ− TiG¯\i
= G−10 − Σ− Ti
(
G¯−10 − Σ¯
)−1
. (37)
Since the free propagator is G−10 = ω − ǫk or G¯−10 =
−ω − ǫ−k and the T -matrix in the singular channel is
Ti(k) = ∆k∆¯−k, the retarded propagator (37) reads
G =
~ω + ǫ−k +Σ−k
(~ω + ǫ−k + Σ¯k)(~ω − ǫk − Σk)−∆2k
=
1
2
(
1+
ε
E
) 1
~ω−µ∗−E+
1
2
(
1− ε
E
) 1
~ω−µ∗+E
(38)
which gives just the distribution (31) with (32) and (33).
This scheme can be written for Fermi or Bose systems,
for details see [85].
The condensation appears at poles of the multiple-
scattering-corrected T -matrix at µ∗ = −∆ and ~ω = 2∆
according to the Thouless criterion [86]. We use the
separable potential of chapter II and the running cou-
pling constant renormalization λ(r0) as discussed after
(7). This inverse T -matrix reads then for gp → 1
2πǫcr
3
0
T (−∆, 2∆) =
1
2π
∞∫
0
dΩΩ2
[
coth E2T
E
− 1
Ω
]
− 1 (39)
which is convergent.
An important observation is that for the normal phase
(5) with ω 6= 0 the renormalized T -matrix vanishes for
formfactors gp → 1, which means contact interaction,
since the frequency integral in the denominator diverges.
Only for µ = −∆ = −ω/2 → 0 a finite value results
which is the same limit as appearing from (39). This
divergence of the denominator in the normal phase is
typical for linear dispersion ~ω = cp since the density of
states is ∼ ω2. For quadratic dispersion ~ω ∼ p2 the den-
sity of states is ∼ ω3/2 and the integration would become
finite leading to the discussion of bound and scattering
states as in the original paper of Yamaguchi form factors
[65] or other formfactors [66]. We observe here that for
interacting light the normal T → 0 vanishes due to the
7FIG. 2: The frequency dependence of the squeezing parameter
(17) with scaling (15).
FIG. 3: The frequency dependence of the equivalent gap (30)
with ∆0 = ∆(0) with scaling (15).
diverging denominator which means the effective interac-
tion is vanishing in the normal state in agreement with
the observation that standard light has no fixed chemical
potential and the number fluctuations are infinite. Only
in the squeezed state we can associate a gap and a finite
T -matrix which describes the condensate.
In the following it will be convenient to determine
the density of condensed particles by the ground state
T -matrix and the gap. The inverse one-particle prop-
agator at zero energy is G−1(0) = µ − Σ0 = µ∗ and
in multiple-scattering corrected T -matrix approximation
(39) we have as well G−1(0) = n0T0 with the condensate
density n0, see (A11) in the appendix. We can there-
fore deduce from the Hugenholtz-Pines theorem (35) the
relation [82]
∆0 = Σ0 − µ = −n0T0 (40)
where T0 = T (−∆, 2∆)) is the ground-state T -matrix of
(39).
V. MODEL OF FREQUENCY-DEPENDENT
SQUEEZING
Now we are going to present a model for the actual
gap and squeezing parameter. This will be crucially
based on its form of frequency dependence which real-
ization we can suggest here only theoretically. A scheme
to generate frequency-tunable squeezed light has been
proposed in [87]. Since its first experimental realiza-
tion [88] one can found more than 170 citations to re-
alize quantum frequency conversion. Other experimen-
tal techniques use laser-driven quantum dot regimes to
create phonon-induced squeezing [89]. Such a way high-
efficiency squeezed light has been generated between 10
Hz and 100 kHz [90]. An acoustic phonon bath coupled
to a quantum dot effectively forms a tunable quantum
squeezed reservoir [91]. For a recent review of methods
see citations therein. Squeezed light can be created even
from micromechanical resonators [92]. The interaction of
wavelength-controlled squeezed photon field with atomic
polarization has been investigated in [93]. A frequency-
tunable source of squeezed light was employed for spec-
troscopic measurements of atomic cesium [94]. For a
review of application of squeezed light in atomic spec-
troscopy see [95]. A theoretical prediction to engineer
matter interactions using squeezed vacuum can be found
in [96].
We limit the necessary frequency dependence of the
squeezing parameter z(ω) to render the momentum sum-
mation
∑
q =
∫∞
0
dωω2ng(ω)/2π
2c3 finite. For large
frequencies we have for (24) with (25) just ng(ω) ∼
2 sinh2 z(ω) and we therefore have to demand that z(ω)
falls off faster than
sinh z(ω) ∼ ω−3/2, ω →∞. (41)
For the gap (30) itself we want to demand that ∆(0) =
∆0 6= 0 which translates from (30) into
z(ω) ∼ ln ∆0
~ω
, ω → 0. (42)
For exploratory reasons we choose a model for the
frequency-dependence in the form
sinh z(ω) =
√
∆0 + 8~ω −
√
8~ω
(~ω/ǫc)2 + 1)
4
√
8~ω (∆0 + 8~ω)
(43)
seen in figure 2 which guarantees the expansions (41)
and (42). It turns out that the actual form of any chosen
model obeying (41) and (42) does not influence the final
phase diagram visibly such that it is sufficient to demon-
strate it here with the model choice (43). This leads to a
frequency dependence of the gap as seen in figure 3 and
the expansion of the gap
∆(ω) =
{
∆0 + o(ω
1/2)
∆0ǫc
8(~ω)2 + o(ω
−3)
. (44)
The resulting quasiparticle energy (32) is plotted in
figure 4. One sees that the actual frequency behaviour
is dependent on the complex phase. It can lead to large
and smaller values than the free dispersion E = ~ω.
We can interpret the complex parts of (26) as the life-
time of the state, ǫ0i = ~/τ , and the lifetime of the in-
teraction, ǫ1i = ~/τint. The quasiparticle and interaction
8FIG. 4: The quasiparticle energy (32) for different phases of
the squeezing parameter (17) with scaling (15).
FIG. 5: Above: The ratio of quasiparticle energy (solid line)
according to (28) and its inverse lifetime ǫ0i = ~/τ (dashed)
according to (26) to the frequency versus frequency which is
the free quasiparticle energy for various phases. The scale is
(15). Below: The interaction energy and its inverse lifetime
according to (26).
energy and their inverse lifetimes are plotted in figure 5.
The squeezing (interaction) suppresses the free quasipar-
ticle dispersion ǫ0r = ~ω for low phases φ but enhances it
at larger ones. For frequencies above the crossing point
of the quasiparticle energy and inverse lifetime the lat-
ter becomes so short that we can consider the system
as over-damped. We see that the curves are strongly de-
pendent on the phase φ of the squeezing parameter which
determines the anomalous density (24). The correspond-
ing real and imaginary (life time) parts of the interaction
energy is seen as well. The low-frequency behaviour is
now different from the quasiparticle behaviour and can
be understood by the expansions of (26)
E =
{ √
~ω∆0
2 sin
2 φ+ o(ω3/2)
~ω − cos 2φ128ω2(1+(~ω/ǫc)2)2∆20 + o(∆30)
ǫ0i =
{ √
~ω∆0
8 sin 2φ+ o(ω)
sin 2φ
128~ω(1+(~ω/ǫc)2)2
∆20 + o(∆
3
0)
ǫ1r =
{
~ω cosφ+ o(ω2)
cosφ
8(1+(~ω/ǫc)2)
∆0 + o(∆
2
0)
ǫ0i =
{ √
~ω∆0
2 sinφ+ o(ω
3/2)
sinφ
8(1+(~ω/ǫc)2)
∆0 + o(∆
2
0)
. (45)
It shows that the quasiparticle energy starts to deviate
from the free dispersion quadratically in the gap and
the inverse lifetime appears quadratically with the gap.
In contrast, the interaction energy and inverse lifetime
starts linearly with the gap. In summary, the squeezing
is shown to lead to the same occupations as a complex-
valued Hamiltonian which provides lifetime effects. As
one can see from (26) the lifetime is proportional to
1/ sinφ with the phase of the squeezing parameter and
can therefore be tuned.
FIG. 6: The region where the total density and the condensate
density are nonzero vs. gap and temperature and scaling (15).
VI. RESULTS ON PHASE DIAGRAM
Now we calculate explicitly the condensate density
from (40) with the help of (39) and the total density
n = ng + n0 = ng − ∆0T0 (46)
9where the correlated density (31) is calculated as
ng =
1
2π2c3
∞∫
0
dωω2ng(ω) (47)
with µ∗ = −∆. We will use conveniently the parameter
∆0 to create parametric plots.
FIG. 7: The gap versus condensate density for different tem-
peratures in units of (15).
FIG. 8: The gap versus total density for different tempera-
tures in units of (15).
The results where the condensate density becomes
larger zero is seen in figure 6 which determines the crit-
ical density of Bose condensation as function of the gap
parameter ∆0. This condensate density n0 as well as the
total density n should be larger zero, of course, which
excludes the white area as parameter range. The critical
temperature for n0 = 0 reaches a finite value Tc1 for van-
ishing gap. This could suggest that we do have a finite
condensate density with vanishing gap. But a closer look
at figure 7 reveals that below Tc1 the gap starts at zero
condensate density and is proportional to the condensate
density. In fact for small ∆0 we have the expansion at
low temperatures
n0r
3
0 =
∆0
2πǫc
(
1− π
12ǫ2c
T 2 + o(T 3)
)
+ o(∆20). (48)
Therefore we can state that for temperatures T < Tc1
we have a positive gap and a condensate density pro-
portional to the gap. From figure 8 we see that in this
temperature regime the total density must be larger than
the critical one which we call condensate border line.
FIG. 9: The gap parameter versus temperature for various
densities. The thick dashed line gives the gap where the min-
imal density appears, see figure 8. Above the density nc1 two
gaps appear for one temperature and or densities. The thin
dashed line gives the limiting curve above which we have a
finite condensate density according to figure 6.
For higher temperatures Tc1 < T < Tc2 we see that
the gap parameter becomes twofold as a function of the
condensate density in figures 7 and as function of the
total density in figure 8. Considering the total density
in figure 8, the gap starts at a minimal density. This
means that for densities above this minimum two gaps are
present. Above a critical temperature Tc2 this minimum
would be at negative n0 and we have a missing range in
the gap.
The temperature dependence of the gap is plotted in
figure 9 for various densities. The thick broken line gives
the value of the gap versus temperature where the mini-
mal density appears according to figure 8. The thin line
gives the range above which we only have a positive con-
densate density n0 according to figure 7. This shows that
in the range Tc1 < T < Tc2 we have two gaps, however
only the larger one leads to a positive condensate density.
This behaviour is summarized in the phase diagram of
figure 10. The shaded area indicates the range where we
have a finite condensate density. for temperatures below
Tc1 this agrees with the range of a finite gap. For the
temperature range between Tc1 and Tc2 the minimum of
figure 8 leads to an area of two gaps above the limiting
curve. In this region we do have only a finite conden-
sate density above the borderline. Above Tc2 finally the
two gaps appear already at zero density but the finite
condensate density we have again above the borderline.
Additionally we plot the general critical curve of fig-
ure 1 in chapter II as thick line in figure 10. It starts
exactly at (Tc1, nc1) but shows a bending over and van-
ishes at nc2 corresponding to Tc2. The latter observa-
tion is nontrivial. We have obtained this curve as in-
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verse series expansion of the T -matrix in chapter II which
yields higher-order approximation of correlations than
the T -matrix itself [69]. On the other hand we had as-
sumed there just any interaction and have shown that
this line appears as universal phase border. Concluding
we can consider the possible range of Bose condensation
of squeezed light as the area limited by the densities nc1
and nc2 as well as temperatures below the limiting curve.
FIG. 10: The phase diagram in the density versus tempera-
ture plot in units of (15). The region where the gap is nonzero
(shaded) includes the region where the condensate density is
nonzero (dark gray) which lies above the straight borderline.
The curve between the two right dots are the minima of the
density with respect to the gap of figure 8. In this range the
straight line slightly above the borderline would be the line
of zero gap in figure 8. For temperatures higher than Tc1 two
gaps appear. The critical curve from figure 1 is given by the
thick line for comparison. It starts exactly at {Tc1, nc1} and
is observed to end at {0, nc2}.
VII. SUMMARY
We have investigate the general phase diagram for the
Bose-Einstein condensation of interacting light with an
assumed effective chemical potential. By employing the
divergence of the in-medium scattering range, the general
critical line is found by the inversion expansion method.
The curves show a back-bending in that two different
critical densities appear at one critical temperature with
an upper critical density and a maximal critical temper-
ature. The assumed chemical potential can be gener-
ated e.g. by the interactions with the surrounding Dye
molecules. As new proposal here such interacting light
might be realized by a proper squeezing. To this end
an equivalence of squeezing with a complex Bogoliubov
transformation is found with the help of which an effec-
tive gap is derived. The squeezed light is found to be rep-
resented by an interacting and gapped Bose gas leading
to a finite chemical potential and finite lifetime of the ex-
citation. The resulting phase diagram in the density and
temperature shows regions with one and with two gaps
and a region of finite condensate density. It is found to
be consistent with the general phase diagram above. The
Bogoliubov transformation establishes an equivalence be-
tween squeezing and a complex-valued Hamiltonian with
respect to the occupation numbers. For a non-zero phase
of squeezing this leads to finite life-times of the states.
Concluding we interpret the proposed possibility of Bose-
Einstein condensation of light by squeezing as being ac-
companied by finite lifetimes which can be tuned by the
phase of the squeezing parameter such that the effect
might be stable enough to be observed. So far the present
investigation is a purely theoretical suggestion and prob-
ably far from experimental realization.
Appendix A: Multiple-scattering corrected T-matrix
in the condensate phase
The Bethe-Salpeter equation for the retarded two-
particle T-matrix (4) can be solved for separable interac-
tion V12 = λg1g2
TR12 = V12 +
∑
34
V13GR34TR32
=
λg1g2
1− λ∑
34
g3GR34g4
.
TRK,p =
λg2p
1− λ ∫ d3q(2π~)3 g2qGRK,q (A1)
where we give the dependence on center-of mass momen-
tum K and difference momentum p in the last line. The
two-particle propagator in time
GR12(t, t′) = −iΘ(t− t′)
[G>12(t− t′)− GR12(t− t′)] (A2)
is Fourier transformed into frequency and we take ac-
cording to chapter IV one quasiparticle propagator,
G
≷
1 =
(
1 + fǫ1
fǫ1
)
2πδ(~ω − ǫ1), (A3)
and one subtracted propagator, see (38),
G
≷
\2 =
(
1 + fE2
fE2
)(
1 +
ǫ2
E2
)
πδ(~ω2 − E2)
−
(
fE2
1 + fE2
)(
1− ǫ2
E2
)
πδ(~ω2 + E2) (A4)
into account with the free energy (33) and quasiparticle
energy (32). The result reads
GR12(ω) =
1+fǫ1+fE2
~ω−E2−ǫ1
(
1
2
+
ǫ2
2E2
)
+
fǫ1−fE2
~ω+E2−ǫ1
(
1
2
− ǫ2
2E2
)
.
(A5)
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For zero center-of-mass momenta K = 0 one has ǫ1 =
ǫ(K2 + p) = ǫ2 = ǫ(
K
2 − p) and for ω = 0 one obtains the
usual pairing expression
GR12(0) = −
1 + 2fE2
E2
. (A6)
This leads with the replacement of λ = λ(r0) accord-
ing to the discussion after (7) to the calT -matrix in the
condensate phase
T (−∆0, 2∆0) = 2πǫcr
3
0
∞∫
0
dΩ
2πΩ
2
(
coth E
2T
E/ǫc
− 1Ω
)
− 1
(A7)
where Ω = cq/ǫc.
The zero of the denominator (A1) provides the deter-
mination of the gap phase. Since we expect a condensate
density at zero momentum, we have to split this density
off the occupation (A3)
G
≷
1 = G
≷
12normal + n0(2π~)
3δ(p1)2πδ(~ω − ǫ1). (A8)
In the condensate regime, ǫ1 = −µ∗, this provides in the
two-particle propagator (A8) the explicit term
GR12(ω) = GR12normal(ω) + n0(2π~)3δ(p)
1
µ∗
. (A9)
Therefore the pole condition of (A1) reads
1− λn0g
2
0
µ∗
− λ
∫
q 6=0
d3q
(2π~)3
g2qGRK,q = 0 (A10)
or rewritten
µ∗ =
λg20n0
1− λ ∫
q 6=0
d3q
(2π~)3 g
2
qGRK,q
= T0n0. (A11)
This relation together with the Hugenholtz-Pines relation
(35) will serve to determine n0(∆).
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