stimating patient preferences over various health states is an important problem in health care decision modeling. Direct approaches, which involve asking patients various abstract questions, have significant drawbacks. We propose a new approach that infers patient preferences based on observed decisions via inverse optimization techniques. We illustrate our methods on the timing of a living-donor liver transplant.
Motivation
Quantitative models of patient-oriented decision making require values that map a variety of health outcomes to + . If the patient seeks to maximize life expectancy, then these values are simply the expected survival time associated with each health outcome. However, patients do not value every living outcome equally; "perfect health" is preferred to paralysis. The most common approach to capturing these preferences is to assign a value to each health state, known as "quality-adjusted survival" or "quality-adjusted life years" (QALYs) (Gold et al. 1997) . A year in "perfect health" is worth one QALY, whereas death is given the value of zero QALYs.
It can be shown that the QALY measure does not necessarily correspond to a von NeumannMorgenstern utility function (Torrance and Feeny 1989, Weinstein and Fineberg 1980) . However, Garber and Phelps (1997) claim that QALYs well approximate utility functions. Culyer (1989) argues that the QALY measure is closer to true patient preferences than von Neumann-Morgenstern utilities and is more useful in practice. For further details on the relationship between QALYs and von Neumann-Morgenstern utility functions, see Drummond et al. (2005) .
Researchers have devoted enormous effort to assess the values patients place on health states (Gold et al. 1997) . The most theoretically appealing and widely applied method for these purposes is the standard gamble (von Neumann and Morgenstern 1947, Torrance 1976) . The standard gamble ascertains the probability p at which the patient is indifferent between staying in her current health state (e.g., severe fatigue and jaundice induced by hepatitis C) for the remainder of her life, and a lottery where she moves into "perfect health" with probability p and death with probability 1 − p; the value associated with each year spent in her current state is then set equal to p years of perfect health. Another method is the time trade-off (Rosser and Kind 1978, Torrance et al. 1972) . Under this method, the patient is asked to determine the amount of time spent in perfect health 358 INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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that is equivalent to a prespecified amount of time in her current health state. The time trade-off method values the current health state as the ratio between the time spent in perfect health and that spent in the current health state. These techniques have attracted criticism because the methods often produce inconsistent values when patients are reassessed, and, not surprisingly, different techniques often produce different values. A summary of the drawbacks and potential biases of direct preference assessment techniques is found in Gold et al. (1997) , Arnold et al. (2009) , and recent behavioral economics research (cf. Camerer et al. 2004 and references therein) .
Faced with a similar assessment problem in the context of utility theory, Samuelson (1938 Samuelson ( , 1948 proposed that utility functions be estimated through revealed preferences. Rather than eliciting utility functions from consumers directly, Samuelson (1938 Samuelson ( , 1948 suggested that inferences about utility functions may be made from consumer choices. For instance, when Bundles A and B of goods are affordable, a consumer who purchases Bundle A indicates that her utility of A is at least as much as her utility of B. As such, the consumer has revealed her preference of Bundle A over B. In this manner, some of the decision maker's ordinal preferences may be observed.
We propose a similar approach to estimating patient preferences over health states based on a patient's observed behavior. We assume that a riskneutral patient (or a physician acting on behalf of the patient) makes decisions that maximize her expected QALYs under health state valuations that are known only to herself. The assumption that a risk-neutral patient maximizes expected QALYs is common in the health state valuations assessment literature (Gold et al. 1997 ) and has been theoretically justified (Bleichrodt et al. 1997 ). The goal is to find a set of health state valuations such that the patient's observed behavior is optimal. Of course, if there exists a set of health state valuations under which the observed behavior is optimal, there are infinitely many such sets (for example, the observed behavior will be optimal under any positive scalar multiple of these valuations). To mitigate this complication, we use non-quality-adjusted expected survival as a base set of patient health state valuations.
By considering restricted perturbations of these base valuations as a function of observed patient behavior, we arrive at a refined estimate of patient preferences. Such an approach can be categorized in the mathematical framework of inverse optimization. We caution that revealed preference approaches also appear to be subject to framing effects (Vrecko et al. 2009 ), which may limit the efficacy of our approach.
There are pragmatic reasons for our approach. Attempts to directly determine patient preferences are typically limited to no more than a few medical centers, and as few as several dozen patients. Using our approach, patient preferences can be assessed from deidentified data; the patient need not know that her preferences are being assessed. As such, our method can be applied to national data sets to estimate aggregate patient preferences. However, we caution that our method does not apply if limited or no data are available. In such a case, traditional methods of assessing patient preferences are the only option.
We illustrate our proposed inverse optimization technique on the optimal timing of living-donor liver transplantation. Applying the technique in this domain may support future research on how individual patients would react to changes in the national liver allocation system. Answering this question requires a model of the allocation system in which patients make accept/reject decisions when organs are offered to them, and therefore requires the specification of patients' health preferences. Recent work (Alagoz et al. 2004 (Alagoz et al. , 2007a Sandikci et al. 2008) has analyzed this sequential decision-making problem; however, because quality-adjusted data do not exist, the valuations were not quality adjusted. Using the proposed revealed preference approach, we can more accurately parameterize the health state valuations of individual accept/reject decision models that consider patient health, organ quality, and waiting list rank.
The remainder of the paper is organized as follows. In §2, we formalize our inverse optimization approach for a generic Markov decision process (MDP). We describe a specific MDP application concerning living-donor liver transplantation and present a numerical example in §3. We conclude in §4. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Inverse Markov Decision Processes
An inverse optimization problem adjusts the parameters of a given optimization problem so that a particular feasible solution becomes an optimal solution. More specifically, consider an optimization problem P and a vector c. Given a feasible solution, x, and a nonnegative weight vector, w, an inverse optimization approach seeks to perturb the vector c to another vector d such that the solution x becomes an optimal solution to P with respect to the vector d and the weighted L p norm w d − c p is minimized. Consistent with the existing literature, a vector for which the solution x is optimal is called inverse feasible.
Inverse optimization has been widely applied in various areas, such as portfolio optimization (Carr and Lovejoy 2000) , transportation networks (Burton and Toint 1992, Dial 1999) , and geophysical sciences (Tarantola 1987 and references therein). Ahuja and Orlin (2001) studied inverse problems under the weighted L 1 and L norms. Using duality, they established relationships between the optimization problem, P, and the inverse problem when P was a shortest-path, assignment, minimum cost flow, or minimum cut problem. A detailed survey of inverse combinatorial optimization problems is in Heuberger (2004) .
In the context of an MDP, given a stationary deterministic policy , the inverse optimization objective is to perturb the reward vector c to a new reward vector d such that the policy is optimal and d − c p is minimized. Consider a discounted, infinite-horizon MDP with (finite) state space S. For every state s ∈ S, let the (finite) set of feasible actions be A s . Furthermore, for each state-action pair, let c s a represent the corresponding immediate expected reward, c s a ≤ M < . A transition from state s to state j when action a ∈ A s is chosen occurs with probability p j s a . Given these assumptions and a discount factor 0 ≤ < 1, it can be shown that there exists an optimal Markovian, deterministic, stationary policy (Bellman 1957) . Note, however, that many medical decision-making problems include an absorbing state (reachable from all other states) that represents death, in which case discounting is not necessary, i.e., = 1 is possible. Let v s be the total expected discounted reward under such a policy when the system begins in state s, and similarly let v be the optimal value vector, which can be obtained by solving the optimality equations
For finite state and action models, (1) can be recast as a linear program (D'Epenoux 1963). Let ∈ S + be such that i ≥ 0 and i i > 0. If we require i i = 1, we may interpret as an initial probability distribution over S (Puterman 1994) . Then the linear program formulation of (1) is given by
Given a feasible stationary deterministic policy for the MDP defined by (1), we seek to perturb the reward vector c to a new set of rewards d s a such that the weighted L 1 norm, s a w s a d s a − c s a , is minimized and is optimal for the MDP defined by (1) when the vector c is replaced by the vector d. Specification of the weights, w ∈ S × A + , is problem specific and depends on the state definition (see, for example, §3.2). The new reward vector d determined through this approach is said to be inverse feasible with respect to .
By complementary slackness, is the optimal solution for the MDP defined by (1) if and only if it is feasible and
In other words, if is optimal for the MDP defined by (1), then the inequality constraints corresponding to the state-action pairs specified by are satisfied as equalities. Hence we define the "inverse MDP" as Additional information, including rights and permission policies, is available at http://journals.informs.org/.
where the set D in (4d) is a (possibly polyhedral) set that represents additional requirements on the form of the rewards, e.g., monotonicity. By minimizing the weighted norm of the distance from a vector c, the inverse optimization problem finds the inversefeasible vector d that is "closest" to c among all inverse-feasible vectors. Therefore, care must be given to the choice of both c and w. Our approach makes the following assumptions:
Assumption 1. The patient is a risk-neutral decision maker who maximizes total expected discounted reward.
Assumption 2. The discount rate, , is known for each patient. These assumptions ensure that the patient's decision process is well modeled by the MDP framework. If the patient's MDP model is flawed because one of these assumptions is not adequately met, then the changes made to the rewards through the inverse optimization procedure may be due to these other deficiencies rather than simply the misspecification of the rewards, and hence not reflect the true rewards.
We recognize that these assumptions may not always hold in practice. Relaxing Assumption 1 would require modeling the inverse of a risk-sensitive MDP (Howard and Matheson 1972 , Jaquette 1976 , Porteus 1975 ) and considering alternative optimality criteria. Relaxing Assumption 2 would introduce nonlinearities into the mathematical program given by (4) becoming a nonlinear program. Furthermore, adding additional parameters to be inferred (such as a patient's risk sensitivity or discount rate) would require additional terms in the objective function.
Overcoming Assumptions 3 and 4 appears to be more difficult, particularly if our proposed inverse MDP approach is applied to deidentified patients.
Numerical Example: Living-Donor Liver Transplantation
We describe a living-donor liver transplantation application that we use to illustrate the concepts described in § §1 and 2. The problem is to determine when, as a function of health, a patient should consent to a living-donor transplant. Alagoz et al. (2004) studied this optimal stopping problem by formulating a discrete-time, infinite-horizon, discounted MDP model. Assuming that the patient is not entertaining deceased-donor organ offers, the state space S is comprised of a set of health states, 1 2 H, and the absorbing death state, H + 1. Two actions, wait (W ) and transplant (T ), are available at each decision epoch, and the objective is to maximize the total expected discounted life days of the patient. The decision epochs are defined as days. Let p s s be the probability that the patient will be in health state s at time t + 1 given that she is in health state s at time t and the transplant does not occur. Let c s T be the total expected discounted posttransplant life days of the patient when the patient receives the transplant in health state s, and c s W be the expected immediate reward accrued in the current period when the patient chooses to wait in health state s. An optimal solution to this problem is obtained by solving the following optimality equations:
and v H + 1 = 0, where v s is the maximum total expected discounted reward a patient in health state s can attain. For this problem, the linear program given by (2a)-(2c) takes the following form:
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Thus, given a policy , the inverse MDP formulation of the living-donor liver transplantation problem is given by
The set D in constraint (4d) is given by (7f) and (7g), which ensure that as the patient's health deteriorates both the posttransplant life expectancy as well as the reward associated with waiting an additional day decrease, and that the expected reward gained while waiting one day does not exceed one day.
Estimation of Parameters and Implemented Policies
We model patient health using Model for End-stage Liver Disease (MELD) scores. MELD scores map three laboratory values to an integer between 6 (healthiest) and 40 (sickest). Because of data scarcity, we aggregate consecutive MELD scores into groups of two. The transition probabilities and posttransplant rewards are derived using two data sets, one provided by the United Network for Organ Sharing and the other by the Thomas E. Starzl Transplantation Institute at the University of Pittsburgh Medical Center. The former includes 28,717 adult end-stage liver disease patients and the latter 3,009 patients. Decision epochs correspond to days; hence, the non-quality-adjusted immediate expected rewards c s W , which we refer to as the data-driven "wait" rewards, are set equal to 1 for all s. The health state transitions are modeled by the empiric disease-specific method of Alagoz et al. (2005) . The posttransplant rewards c s T , which we refer to as the data-driven "transplant" rewards, are calculated using the Cox proportional hazard model of Roberts et al. (2004) . We refer to the optimal policy for the Alagoz et al. (2004) model under these rewards as the "suggested" policy.
We assume that the policy used by the patient was a control-limit policy with the threshold equal to the MELD score of the patient at the time of transplantation; that is, we assume that the patient's MELD score prior to transplantation was below this threshold, and transplantation was initiated the first time the MELD score met or exceeded the threshold. This assumption is mild given that MELD scores rarely jump by more than one from day to day and control-limit policies are almost always optimal in practice (Alagoz et al. 2004 ).
Numerical Results
Consider a 48-year old male patient with hepatitis C. According to the solution to (5), the optimal controllimit is MELD score 26. Suppose the implemented control-limit of this patient is MELD score 14; that is, the patient opts for transplantation earlier than the MDP model (5) suggests. Table 1 includes the data-driven rewards, the suggested policy obtained by solving (5), the implemented policy, the weights used in the inverse MDP objective function, and the policy-driven rewards obtained by solving the inverse MDP. Table 2 includes the value of waiting and transplanting in each state under the data-driven and policy-driven rewards, as well as their difference.
In the example presented, we use an annual discount rate of 0.97. Furthermore, for each state-action pair we set the corresponding weight, w s a , equal to the reciprocal of the discounted expected number of times that that state-action pair would be realized under the suggested policy, starting from the healthiest MELD score. If w s a is viewed as a "penalty" per unit change in c s a (i.e., per unit of d s a − c s a ) that is incurred every time that state-action INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. pair is realized, then setting the weights in this manner equates the total expected discounted penalty associated with each state-action pair and the magnitude of the change in the corresponding c s a value. Consider, for example, the suggested policy reported in Table 1 . The empty w s a entries correspond to state-action pairs that never occur under the suggested policy starting from the healthiest MELD score. Clearly, these state-action pairs include the suboptimal combinations, i.e., transplant (wait) actions for MELD scores below (at or above) 25. Additionally, because of the highly diagonal nature of the MELD score transition matrix, when starting from the healthiest MELD score it is impossible to reach MELD scores above 31 without first visiting a MELD score between 26 and 31. As a result, although it is optimal to transplant in MELD scores above 31, these stateaction pairs will never occur when implementing this policy starting from the healthiest MELD score. For all of these "impossible" state-action pairs, we set w s a equal to an arbitrarily large value. The remaining weights are such that 1 0 003506
· 1 536 + 1 11 36 · 1 491
which, as expected, is the total expected discounted reward starting from the healthiest MELD score under the suggested policy as reported in the second column of Table 2 . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
As seen in Table 1 , the revised transplant rewards, d s T , are identical to the data-driven rewards. However, the revised wait rewards, d s W , exhibit a stepwise nonincreasing structure. This structure can be interpreted as a reflection of quality of life preferences across MELD scores and/or a preference to end the optimal stopping problem sooner rather than later; that is, the patient places less value on days spent in sicker states and/or places less value on days spent living with uncertainty as to when the transplant will occur. Also noteworthy is the fact that the arbitrarily large weights need not be very large to produce the same result; indeed, any value greater than approximately 0.15 for these weights produces the same vector d.
An instance for a "late transplanter," i.e., a patient who opts for transplantation later than the MDP model (5) suggested, can be structured similarly. Intuition suggests that "late transplanters" value waiting (transplanting) more (less) than is reflected by the data-driven rewards.
Conclusion and Future Research
Estimating patient preferences is an important problem, but traditional techniques suffer from various drawbacks, namely, the fact that it is difficult to obtain large samples, patients may find questionnaires hard to follow, and patients may provide logically inconsistent responses. We propose a new, indirect method for inferring patient preferences based on their observed policies. We formulate this problem as an inverse MDP and use linear programming to solve it. We illustrate our techniques on the problem of timing a living-donor liver transplant as a proof of concept. More realistic models that include deceased-donor liver transplantation as an alternative to the livingdonor liver (Alagoz et al. 2007a, b) could also be considered with proper modifications to the inverse MDP model.
Future work could include this method's application to different clinical decisions and the use of the inferred patient preferences in societal decision models. Such a model could, for example, examine the effect of patients using the inferred patient preferences under a different liver allocation system. We also leave for future work the relaxation of the assumptions described in §2. Although relaxing Assumptions 1 and 2 appears to be possible through more difficult optimization models, Assumptions 3 and 4 may be necessary for our approach, particularly with deidentified data.
