ABSTRACT In general, as the amount of training data is increased, a deep learning model gains a higher training accuracy. To assign labels to training data for use in supervised learning, human resources are required, which incur temporal and economic costs. Therefore, if a sufficient amount of training data cannot be constructed owing to existing cost constraints, it becomes necessary to select the training data that can maximize the accuracy of the deep learning model with only a limited amount of training data. However, although conventional studies on such training data selections take into consideration the training data labeling cost, the selection cost required in the training data selection process is not taken into consideration, which is a problem. Therefore, with the consideration of the selection cost constraint in addition to the data labeling cost constraint, we introduce a training data selection problem and propose novel algorithms to solve it. The advantage of the proposed algorithms is that they can be applied to any network model or data model of deep learning. The performance was verified through experiments using various network models and data.
I. INTRODUCTION
The advancement of big data and computing hardware that are able to extend a prior knowledge boundary and a practical time limit has led the development of deep learning. When the accuracy of a deep learning model is observed from the perspective of training data, the deep learning model generally gains a higher training accuracy as the amount of training data is increased. The machine learning, which includes deep learning, is usually divided into supervised learning and unsupervised learning. The former is based on labeled data, i.e., the data that humans have assigned correct answers to, while the latter pursues a given goal using the data where any correct answers were not assigned. In many use cases, supervised learning is more applicable than unsupervised learning. In order to assign labels to the training data for use in supervised learning, human resources must be used, which incur temporal and economic costs. In other words, the costs required for constructing the training data and for training a deep learning model with them increase in proportion to the size of the training data along with a positive effect, i.e., as the size of the training data increases, the training accuracy of the deep learning model improves.
However, if the construction of a sufficient amount of training data cannot be accomplished owing to cost constraints, the training of the deep learning model would be performed with only a limited amount of training data. Here, the accuracy of the deep learning model is specifically affected by not only the amount of training data but also the quality of composition. In other words, even with the same amount of training data, a dataset consisting of data of good composition will exhibit a higher accuracy of deep learning training. Therefore, the limitation of the training data construction cost results in a constraint, i.e., a limited amount of training data, and, under this constraint, it is necessary to carefully select candidate data that can maximize the accuracy of the deep learning model.
In this paper, we drill down this data selection problem with cost constraints. Specifically, we study the case in which, given a large unlabeled data pool and cost constraints, candidate data to be labeled need to be carefully selected from the data pool in order to increase the accuracy of a deep learning model as much as possible under the cost constraints. Most previous work to solve this problem were based on active learning [1] - [16] . In the active learning process, as shown in Figure 1 , the tendency of each data object in the unlabeled data pool is derived by a prior model (i.e., a prebuilt machine learning classifier to acquire the tendencies of unlabeled data), and by establishing a data selection strategy based on the tendencies, candidate data objects are selected and queried to human annotators. Then a posterior model is newly trained by merging the existing training data used for the generation of the prior model and the data objects additionally selected to be labeled. Subsequently, by regarding the newly trained posterior model as a prior model in the next iteration, this process is repeated until the target number of labeled data objects are constructed. Here, the more the number of iterations, the higher the temporal cost of the processes. The dominant factor of the temporal cost is that, in every iteration, the prior model is required to be retrained with the accumulative labeled data (i.e., the union of the existing training data used for the generation of the prior model and the data additionally selected to be labeled). We call the dominant cost in the active learning process the selection cost. Assuming that the training cost with the size τ of all the training data selected finally is O(τ ), the selection cost is even up to O(τ 2 ). However, in conventional studies, only the labeling cost (i.e., the cost caused by human resources' annotating) has been considered but the selection cost has not been ever. If the size τ of the data is large, the burden of the selection cost becomes very large, thus canceling out the profit from the labeling cost reduction. An example of selection cost increase according to the iterative process is as follows. Therefore, in order to resolve such an issue of increasing cost of data selection, we introduce a training data selection problem under the cost constraints strengthened by combining the selection cost constraint and the labeling cost constraint. Specifically, the labeling cost constraint is defined based on the total number of training data to be labeled and the selection cost constraint is based on the accumulated number of data learned in the active learning process. Under the cost constraints, we propose novel training data selection algorithms to maximize the accuracy of the deep learning model. The key ideas of the proposed algorithms are, first, an iteration method to make the data selection process keep within the cost constraints and, second, novel methods to control the distribution of tendencies of training data regardless of that of tendencies in data pool. For various network and data models, we verify the performance of the proposed algorithms in comparison with not only the baseline method, random sampling, but also the conventional state-of-the-art training data selection methods [8] , [9] . The accuracies of deep learning models which are trained with the data selected by the proposed algorithms are consistently best as compared to the conventional state-of-the-art methods. Moreover, it is confirmed that the proposed methods can be applied to any network model or data model of deep learning.
In summary, our contributions are as follows:
• While, in conventional studies, only the constraint of labeling cost is considered, we introduce a new training data selection problem under the cost constraints strengthened by considering the selection cost as well as the labeling cost.
• We propose novel training data selection algorithms under the cost constraints, which select the best training data in comparison with the conventional state-of-the-art methods.
• The proposed methods can be applied to any deep learning network model or data model, as holding on to VOLUME 6, 2018 their good performance regardless of the network or data models. The rest of the paper is organized as follows. In Section II, related work is presented, and in Section III, the preliminaries as well as the problem definition are explained. After describing the algorithms proposed in this paper in detail in Section IV, various experimental results are thoroughly analyzed in Section V, and the conclusion is given in Section VI.
II. RELATED WORK
Active learning refers to a machine learning that not only passively receives training data but also actively selects training data to improve the learning accuracy. In general, the process of active learning derives tendency information of unlabeled data using a prior model, and then, based on the tendency information, selects data objects to be labeled. After labeling the selected data objects, a posterior model is trained by combining newly labeled data objects with the existing training data used for the generation of the prior model. Subsequently, by considering the posterior model as a prior model in the next iteration, this process is repeated until the total target amount of labeling data objects are selected.
The uncertainty-based sampling method is one of most common methods of active learning, where the uncertainty is the objective function to measure the tendency of a data object. The uncertainty-based sampling methods select a data object that has the greatest uncertainty factor (i.e., the least certainty factor) given the prior model, and many studies have been performed with various definitions of the certainty factor. Considering a prior model as a probabilistic classifier, in [3] and [4] , active learning methods were proposed for selecting the data object having the greatest entropy which was calculated with all the probabilities of the prior model, and, in [3] and [17] , only the greatest probability of the prior model was considered in each data object and then the data object whose probability is less than those of the other data objects was selected. In [10] , a method of calculating the difference between the greatest and second-greatest probabilities of the prior model was used, and a data object was selected, with which this difference was the least. In the case of the uncertainty-based sampling method in the support vector machine (SVM) which is a representative case of nonprobabilistic classifiers, a method of selecting a data object was proposed by determining that a data object had the least certainty factor when it was the nearest one from a hyperplane, which is a decision boundary of the SVM [11] .
Another typical method of active learning is query-bycommittee. In this method, the degree of disagreement for the opinions of multiple prior models (committee) was compared and a data object was selected, with which the opinions most disagree [7] , [12] . For the method of quantifying the disagreement, it is common to use the Kullback-Leibler (KL) divergence or calculate the entropy by using the proportion of votes received from the committee.
Also, there were studies in which, after deriving the tendency information of the unlabeled data through a prior model, multiple data objects are selected together in a batch unit instead of selecting only a single data object [13] , [14] , [18] - [26] . In [13] , a method was proposed to select as many data objects as the batch size, whereby the mutual information between the labeled and unlabeled data becomes maximized, and in [14] , as many data objects as the batch size were selected, which resulted in the greatest reduction in the Fisher information.
The latest active learning methods, core-set method [9] and margin-based method [8] , were applied to convolutional neural network (CNN) models used for image classification. For the core-set method, the use of the k-cover technique was proposed, in which as many data objects as the batch size were selected such that each unlabeled data object can be covered by a labeled data object with the least radius. The margin-based method involved the application of the DeepFool [27] technique, which is an adversarial attack that induces misjudgment of the classifier in CNN. In other words, based on a method of changing the classification result of a data object by combining noise with the data object, data objects requiring the least size of noise were selected as many as the batch size in every iteration.
III. PRELIMINARIES
In this section, a formal definition is provided for the training data selection problem whereby the best training accuracy can be expected in terms of limited cost constraints, which will be solved in this paper. Furthermore, the concepts and notations for the rest of paper are presented.
A. PROBLEM DEFINITION
The objective of this paper is to select the training data that can provide the best accuracy of a deep learning model under the constraint of a limited training data construction cost. Here, the training data construction cost includes all the labeling and selection costs. The labeling cost refers to the cost for labeling correct answers to the training data using human resources, and this cost is assumed to be proportional to the number of data objects, τ α , labeled in the training data selection process (i.e., the labeling cost is C α τ α , where C α is the proportional constant between τ α and the labeling cost). The selection cost is the accumulated cost owing to repeatedly training the prior model in the data selection process, and this cost is assumed to be proportional to the accumulated number of data objects, τ β , that are trained by the prior model in the data selection process (i.e., the selection cost is C β τ β , where C β is the proportional constant between τ β and the selection cost). Then the formal problem definition is as follows:
Problem 1: Given an unlabeled data set D U , a deep learning model M and the constraints of the labeling cost C α τ α and the selection cost C β τ β , construct the labeled training dataset D L to achieve the best accuracy of the model M while using the labeling and selection costs less than or equal to the constraints.
In the rest of this paper, we suppose that C α = C β = 1 without loss of generality.
B. UNCERTAINTY MEASURES
As the tendency information for the selection of the training data, a probability vector of each data object given a prior model is defined as shown in Equation 1 .
where π is the prior model, d is a data object, and V (π, d) represents the probability vector of d according to the prior model π . Here, the dimension m of the probability vector indicates the total number of cases of the prior model π , and v i (π, d) shows the probability of the i th case of the data object d according to the prior model π . Therefore, the sum of values of all the dimensions of the probability vector becomes 1 (i.e.,
. The representative uncertainty measures are maximum confidence, minimum margin and entropy-based uncertainties. Their formal definitions based on such a probability vector are as follows:
In the maximum confidence uncertainty, as shown in Equation 2, only the greatest probability in the probability vector is considered to measure the uncertainty of a data object. The intuition is that, since the label of a test data object is determined by the greatest probability in the probability vector, the less the greatest probability of a data object is, the greater the uncertainty of the data object is.
2) MINIMUM MARGIN UNCERTAINTY
In the minimum margin uncertainty, the probabilities' difference between the first and second opinions of the prior model is taken into consideration. It is assumed that if the difference is small, the decision of the prior model is uncertain. The formal definition is given in Equation 3.
where 1 max and 2 max indicate the greatest probability and the second-greatest probability in the probability vector, respectively.
3) ENTROPY-BASED UNCERTAINTY
In the entropy-based uncertainty, it is assumed that the uncertainty can be represented by how much the opinions of the prior model diverges. The degree of divergence can be measured by the entropy as given in Equation 4 .
C. ACTIVE-LEARNING-BASED DATA SELECTION ALGORITHM
Let us explain the uncertainty-based sampling method, which is the most common one among the various methods of active learning, in detail. The uncertainty-based sampling method refers to a method of selecting a data object that has the least certainty factor, i.e., the greatest uncertainty, first. The definitions of commonly and frequently used uncertainty were described in Section III-B.
The following is a pseudo code of typical active learning.
while |D L | ≤ τ do
end while 6 :
The input parameters are the unlabeled data set D U , initial labeled data set D L , the number of data objects τ to be labeled, and the number of data objects k to be selected in each iteration. Here, it is classified as a single selection if k is 1 and a batch selection if k is greater than 1. In every iteration, a prior model π is trained by using D L ; based on π , k new data objects are selected and labeled. This process is repeated, and when labeling is completed for τ data objects, the final D L is returned.
Active learning is categorized into various methods according to which rule is used to select k new data objects in the GetLabeledData procedure. The recent methods exhibiting most competitive accuracies are the core-set method [9] and margin-based method [8] . The core-set method presented a problem of minimizing the sum of the generalization error, training error, and core-set loss of a CNN model, and the k-center problem was solved to minimize the core-set loss, which is the most dominant factor of the sum. In the k-center problem, the center of an unlabeled data object is defined as the closest labeled data object of the unlabeled data object, and the distance between the data object and its center is called the radius of the data object. Then, data objects are selected to minimize the longest radius of the data objects as many as given batch size in every iteration. In the marginbased method [8] , the DeepFool [27] technique was applied, which is an adversarial attack that induces misjudgment of a CNN classifier. In other words, based on a method of changing the classification result of a data object by combining noise with the data object, the batch-size number of data objects requiring small noise are selected. The margin-based method simulates a method of selecting data objects close to a hyperplane of SVM when applying active learning to the SVM. In other words, the size of noise required to change the classification result of a data object is considered as the distance from the data object to a hyperplane.
However, in the batch selection, the batch sizes used in most recent studies were limited to a small number. For example, in the studies of [8] and [9] , the batch size used was usually a small value of 10 data. This is because, if a larger number of unlabeled data objects are newly added at VOLUME 6, 2018 the same time to training data set, the confidence of the prior model tends to become worse rapidly [15] .
IV. ALGORITHMS
Let us present the main ideas of this work in detail. First, we will introduce an iteration method to make the data selection process keep within the cost constraints and, next, propose novel methods to control the distribution of tendencies of training data regardless of that of tendencies in data pool.
A. GEOMETRIC ITERATION
As the conventional previous work does not take into consideration the selection cost, there is a problem that the selection cost can be increased unpractically through excessive repetition of the selection process. In order to resolve this problem, we propose a novel iteration method for selecting data to be labeled while limiting the labeling cost and the selection cost to at most given constraint thresholds τ α and τ β respectively. The pseudo code for the iteration method called GeometricIteration is as follows:
end while 8: return D L 9: end In the input parameters, D U is the unlabeled dataset, τ α and τ β are the labeling and selection cost constraint thresholds, and k indicates the number of data objects to be selected for constructing the first training data. r is the ratio of τ α to τ β (Line 1), and D L is the labeled dataset (Line 2), which becomes the final return value of this procedure (Line 8).
Comparing with Algorithm 1, GeometricIteration does not require the initial D L as an input parameter. Since the cost consumed in constructing the first training data for the prior model should be considered in the context of the labeling cost, the step to construct the first training data is placed inside GeometricIteration (Line 3). When no prior model is given yet (i.e., the prior model is null), GetLabeledData randomly selects data objects to be labeled (Line 3). Otherwise, GetLabeledData selects and labels given number of data objects based on the prior model π (Line 6). A more detailed explanation about the implementation of GetLabeledData will be provided later.
In order to complete the training data selection, the iteration is repeated until the labeling cost is consumed up to the threshold τ α (Line 4). In every iteration, the prior model π is trained in MakeModel which proceeds with a usual training of given deep learning model with the labeled training data D L (Line 5), and D L becomes enlarged up to (1 + r) times by selecting and labeling new data objects as many as r · |D L | (Line 6).
Supposing 0 < k ≤ τ α , the following theorem shows that GeometricIteration consumes at most τ α of the labeling cost and at most τ β of the selection cost.
Theorem 1: Given an unlabeled dataset D U , a labeling cost constraint threshold τ α , a selection cost constraint threshold τ β and the initial number of training data k (0 < k ≤ τ α ), GeometricIteration consumes at most τ α of the labeling cost and at most τ β of the selection cost.
Proof: We will prove the theorem by considering two cases: the cast of 0 < k ≤ τ α /(1 + r) and the case of
First, let us consider the case of 0 < k ≤ τ α /(1 + r), where the iteration (i.e., Line 5 and 6) is performed at least once. We will denote the total number of iterations as n, the first training data after Line 3 as D L0 , and D L after i-th iteration as D Li . Then, the total number of data labeled in GetLabeledData is as follows:
Since |D Li | = (1 + r) · |D Li−1 | and |D L0 | = k, the explicit formula of |D Li | is given as follows:
Applying Equation 6 to Equation 5, we get the following formula,
At the last iteration, i.e., n-th iteration, the condition of while statement in Line 4 must be passed by the following inequality,
By applying Equation 6 to Equation 8, we derive the following inequality,
Therefore, we can conclude that the total labeling cost consumed in GeometricIteration is at most τ α . Next, the total number of data trained in MakeModel is
Applying Equation 6 to Equation 10, we get the following formula,
Since k · (1 + r) n ≤ τ α as shown in Equation 9 , we can derive the following inequality from Equation 11. (Recall that r = τ α /τ β )
Thus, we can conclude that the total selection cost consumed in GeometricIteration is at most τ β . Second, let us consider the other case of τ α /(1 + r) < k ≤ τ α . In this case, the iteration (i.e., Line 5 and 6) cannot be performed, since τ α < (1 + r) · k. Thus the selection cost raised in MakeModel is nothing, and the labeling cost is just k consumed in Line 3, which is at most τ α by the condition of this case.
Finally we showed that GeometricIteration consumes at most τ α of the labeling cost and at most τ β of the selection cost. 
B. SELECTION ALGORITHMS
Let us explain the implementation of GetLabeledData in detail. GeometricIteration makes our algorithms keep within the cost constraints, and GetLabeledData contributes to improve the accuracy of given deep learning model by providing training data as good as possible.
As shown in Algorithm 3, GetLabeledData is divided into two processes; the process of selecting the candidate data objects for labeling (SelectCandidates, SelectRandomly) and the process of labeling the selected data objects (LabelingCandidates). In this paper, we deal with only the process of selecting candidate data objects to be labeled, when given a prior model π (SelectCandidates). The random selection process in the case of the prior model π being null (SelectRandomly) and the labeling process for the selected data objects (LabelingCandidates) are not included in the scope of this study as they are considered to be compliant with a common method.
else 5 :
end if 7 :
return C L 9: end
1) TOP-K-BASED SELECTION ALGORITHM
As a most basic method, given a prior model, an algorithm of selecting the data objects having k greatest uncertainties can be used. The intuition of this algorithm, called top-k-based selection algorithm, is from the uncertainty-based sampling. The assumption of the uncertainty-based sampling is that the best data object to be trained is the object having the greatest uncertainty. The pseudo code for the algorithm is as follows:
return C U 4: end In the top-k based selection algorithm, k data objects are selected from D u , which have greatest uncertainties based on the prior model π . As for the specific implementation of GetTopK , given a definition of the uncertainty measure (i.e., one of U max , U margin or U entropy ), most uncertain k data objects are selected by using a typical selection algorithm having a linear time complexity.
In this study, the based line algorithm to determine the relative accuracy of a given data selection algorithm is the random selection which requires neither any prior model nor any special strategy. We will simply say that a data selection algorithm is accurate if a given deep learning model trained by data selected by the data selection algorithm has a relatively better accuracy than that by the random selection. Otherwise, we will say that the data selection algorithm is inaccurate.
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As shown in Section V later, the top-k based selection algorithm is accurate when having a sufficient amount of labeling cost budget. However, it is experimentally confirmed that the top-k based selection algorithm has a problem in improving the accuracy when the labeling cost budget is very low.
2) PROBABILITY-DENSITY-FUNCTION-BASED SELECTION ALGORITHM
The ideal goal of SelectCandidates is to make a data selection algorithm very accurate at any amount of cost budget. In order to develop the idea of making a better SelectCandidates procedure, we observed the characteristics of all the data objects in the pool. In Figure 2 , an example of the uncertainty distribution of unlabeled data is represented by using a histogram. If a prior model is trained enough, the confidence of the prior model is high for most unlabeled data and the distribution is very skewed. The uncertainty distribution of data selected by the random sampling would follow most likely the distribution of population, and the distribution by the top-k-based selection is the least-most certainty range of the distribution of population. In other words, the distribution by the top-k-based selection as well as the random sampling closely depends on the distribution of population. The intuition of a new algorithm is to make the uncertainty distribution of the labeled data (i.e. D L ) invariant regardless of the distribution of population (i.e. D U ). Specifically, the goal of probability-density-function-based (PDF-based) selection is to make the uncertainty distribution of data objects in D L approach a given PDF. To this end, the uncertainty of a data object is used as the probability variable of the PDF, and the uncertainty distribution of the labeled training data histogram H L is divided into b equi-width bins, and the i th bin's frequency value h i is calculated as follows.
When a PDF function f (x) is given and the ideal target frequency value of the histogram H L is denoted as h * i , it is calculated as follows.
Let us describe the process of PDF-based selection in detail. First, among the bins of histogram H L , a bin where a new data object will be added is selected first. In the process of selecting a bin, a bin is selected with a probability proportional to the difference of h * i and h i values such that the h i value for every i can approach the h * i value. Here, the probability p(x) that the x th bin will be selected is shown in Equation 15 where c is a small constant to prevent the selection probability of a certain bin from becoming 0.
Second, from D U , one of the data objects having an uncertainty belonging to the uncertainty range of the selected bin is randomly selected. Supposing that the i th bin was selected in the previous step, a data object is selected randomly from the set
Third, in the histogram H L , the frequency value h i and the target frequency value h * i are updated, since a new data object is added. This process is repeated until the desired number of objects are selected. The pseudo code of the PDF-based selection is as follows.
Algorithm 5 SelectCandidates
while |C U | < k do Finally, when k data objects are all selected, they are returned as C U . In the PDF-based selection, various types of PDF can be used, and in this paper, we verified the performance of the PDF-based selection by using most basic PDFs, uniform distribution and normal distribution as shown in Section V. Intuitively, in the uniform distribution, it is assumed that all degrees of uncertainties are evenly required to train a deep learning model, and in the normal distribution, it is supposed that near-average uncertainties are required more. 
Example 3: Examples of histograms used in the PDFbased selection algorithm are given in Figure 3. The first histogram is based on a uniform distribution and the second one is based on a normal distribution. In each histogram, the bar in blue color in each bin represents h i value and the

V. EXPERIMENTAL RESULTS
We verified the performance of the proposed algorithms with respect to the training data selection problem under the newly defined constraints through comparisons with the latest conventional related studies. Furthermore, by performing experiments using various data and deep learning models, it was confirmed that the proposed algorithm showed an excellent performance regardless of the data and deep learning model used.
A. ENVIRONMENT
The data used in the experiments are as follows.
• Fashion-MNIST: Fashion-MNIST is an image data set of 10 classes. It consists of 60,000 training data and 10,000 test data. Each data object is a gray image of 28×28 size.
• CIFAR-10: CIFAR-10 is an image data set of 10 classes. Each data object is a 3-channel color image of 32×32 size. The training data set consists of 50,000 data, and the test data set consists of 10,000 data.
• IMDB: IMDB is a text data set. Each data object is a movie review text labeled as positive or negative. It consists of 25,000 training data and 25,000 test data. The three datasets used in experiments have mutually different characteristics such as gray-scale images, color images, and text data. Therefore, an appropriate deep learning model was composed for each dataset as shown below.
• A CNN was used for the deep learning neural network (DNN) model for the Fashion-MNIST dataset, and the detailed structure is shown in Table 2 . Here, for the hyper-parameter, batch size = 64 and epoch = 30, and He's initialization was used for the weight initialization, adam (learning rate = 0.001) was used for the optimizer.
• VGG-16 [28] was used for the DNN model with respect to the CIFAR-10 dataset. As for the hyper-parameter, Kernel regularizer = l2, batch size = 64, epoch = 50, and weight decay = 0.0005, and adam (learning rate = 0.001) was used for the optimizer. The specific network structure is shown in Table 3 .
• A LSTM was used for the DNN model for the IMDB dataset. As shown in Table 4 , the model's hyper-parameters were Epoch = 15, batch size = 32, and drop out = 0.2, and max feature = 20, 000, adam (learning rate = 0.001) was used for the optimizer. The algorithms compared in the experiments are as follows.
• Random Sampling: the baseline algorithm that randomly selects given number of data objects.
• Core-set: an algorithm of the core-set method proposed in [9] . However, according to the newly strengthened constraint problem proposed in this paper, GeometricIteration was used for the batch-size.
• Adversarial: an algorithm of the margin-based method proposed in [8] . However, according to the newly strengthened constraint problem proposed in this paper, GeometricIteration was used for the batch-size.
• MIDAS-TopK: an algorithm composed with this paper's GeometricIteration and the top-K-based selection. Entropy was used for the uncertainty measure, and the number of bins in a histogram was 20.
• MIDAS-Uniform: an algorithm composed with this paper's GeometricIteration and the PDF-based selection. Entropy was used for the uncertainty measure, the number of bins in a histogram was 20, and the uniform distribution function was used for the PDF.
• MIDAS-Normal: an algorithm composed with this paper's GeometricIteration and PDF-based selection.
Entropy was used for the uncertainty measure, the number of bins in a histogram was 20, and the normal distribution function was used for the PDF. The machine used in the experiments consisted of two CPUs of Xeon E5 2.1GHz, four GPUs of GeForce GTX 1080 Ti, and 64GB memory. The operating system was Ubuntu 14.04, and the deep learning models were implemented in Tensorflow ver. 1.2.1. For the related work, the implementations were based on the source codes provided in the discriminative active learning repository, https://github.com/dsgissin/DiscriminativeActiveLearning.
B. PERFORMANCE
In the performance evaluation, the accuracy of each algorithm was measured with respect to various datasets and deep learning models. Through the thorough experiments, it was confirmed that the proposed algorithms are most accurate in comparison with not only the baseline method but also the conventional state-of-the-art methods in the training data selection problem under the cost constraints strengthened in this work.
1) ACCURACY COMPARISON WITH VARIOUS ALGORITHMS
In Figure 4 , we present the results of the comparison of the accuracies of various algorithms when τ α and τ β of GeometricIteration are set as the target number of training data τ from 1,000 to 10,000 with respect to the Fashion-MNIST dataset and the CNN model. The value of k is given as τ /2. As the total Fashion-MNIST dataset consists of 60,000 training data, the proportion in the total training data corresponds to 1.7% − 16.7%. Here, in comparison with the baseline algorithm, i.e., random sampling, the algorithms proposed in this paper, i.e., MIDAS-Uniform, MIDASNormal, and MIDAS-TopK continuously showed relatively high accuracies. In the case of Adversarial, higher accuracies were obtained as compared to the random sampling in the [1,000, 5,000] range, which is the range of small datasets. However, in the subsequent range [6, 000, 10 ,000], similar performances were observed as compared with the random sampling. In the case of Core-set, lower accuracies were observed as compared to the random sampling in the entire range. This shows that as conventional related work does not consider the selection cost, a high accuracy is observed because a large selection cost is used when a very small batchsize is applied; however, when the batch-size is increased by considering the selection cost, the accuracy declines. Overall, MIDAS-Uniform and MIDAS-Normal were most accurate in all the ranges.
2) ACCURACY COMPARISON BY USING VARIOUS k VALUES
In Figures 5, 6 and 7, we show the results of the comparison of the accuracies of the algorithms when k are τ/4, τ/8, and τ/16, respectively, for GeometricIteration. We set τ α and τ β as the number of target training data τ from 1,000 to 10,000. Here, in comparison with the baseline algorithm, random sampling, it was confirmed that the algorithms proposed in this paper, MIDAS-Uniform and MIDAS-Normal have continuously high accuracies. MIDAS-TopK showed lower accuracies than the random sampling in the [1,000, 3,000] range, which is the range of small datasets, but subsequently, showed that the accuracy increased rapidly in the subsequent ranges as compared to the random sampling. In the case of Adversarial, the accuracy was improved than when k was τ/2. Thus, it showed high accuracies as compared to the random sampling in the overall ranges. In the case of Core-set, lower accuracies were observed over the entire ranges as compared to the random sampling, and particularly, as the value of k decreased, the accuracy over the entire range decreased. Overall, as in the previous experiment, MIDAS-Uniform and MIDAS-Normal were most accurate in all the ranges. Here, when k = τ/2, τ/4, τ/8, and τ/16, the accuracies of τ = 10, 000 of MIDAS-Uniform, which showed the highest accuracy, were 90.85%, 91.04%, 91.16%, and 91.09%, respectively. This shows that although the accuracy of the training model tends to improve as k decreases, it does not improve infinitely, and after a certain level, it converges. However, when the highest accuracy 91.16% was compared with 91.8% which was the accuracy when the same CNN model was trained using all the 60,000 data, a similar accuracy could be achieved by MIDAS-Uniform while using only 17% of the training data.
3) ACCURACY COMPARISON BY USING ASYMMETRIC CONSTRAINTS
In GeometricIteration, τ β can have a value different from τ α . In this experiment, the accuracy was tested for the case of asymmetrically giving the values of τ α and τ β . Figure 8 shows the experiment result obtained when r = 3, k = τ α /4, and Figure 9 shows the experiment result obtained when r = 1/3, k = 3 · τ α /4. For the data and network model, the Fashion-MNIST dataset and the CNN model were used, respectively.
In the experiment result of the asymmetric constraints of r = 3, MIDAS-Uniform and MIDAS-Normal were most accurate, showing not much difference from the result of the symmetric constraints case, and Core-set exhibited the least VOLUME 6, 2018 accuracy. However, in the case of MIDAS-TopK, a decreasing trend of accuracy was observed in the [1,000, 3,000] range whereby only a small number of training data are trained. In the case of the r = 3 asymmetric constraints, the number of training data for the initial prior models became much smaller in order to comply with the constraints of the problem, and as a result, the accuracy of the prior model was significantly affected.
In the experiment of the r = 1/3 asymmetric constraints, for the initial prior model, the number of training data randomly sampled to comply with the constraints of the problem is relatively increased. Therefore, the accuracy of every algorithm approached the accuracy of random sampling. However, it was confirmed that MIDAS-Uniform and MIDAS-Normal are still relatively most accurate.
4) EXECUTION TIME COMPARISON WITH VARIOUS ALGORITHMS
In Figure 10 , the execution times of the SelectCandidates procedure in various algorithms are given, when τ α and τ β of GeometricIteration are set as the target number of training data τ from 1,000 to 10,000, and the value of k is given as τ /2. The dataset and network model are the Fashion-MNIST dataset and the CNN model, respectively. Since all the algorithms compared in the experiments share GeometricIteration, the differences among them are only their SelectCandidates procedures, and thus we compared the execution times of the SelectCandidates procedures in various algorithms.
For the entire range of τ , MIDAS-Uniform was faster than Adversarial consistently. The execution times of MIDASUniform and Adversarial were not affected much by increasing τ values, but that of Core-set was linear to the value of τ . It is because Core-set adopted a clustering algorithm which has a linear time complexity with respect to the number of clusters. Taken together, MIDAS-Uniform showed the best performance with respect to the execution time of selecting training data under the cost constraints.
5) ACCURACY COMPARISON BY USING VARIOUS NETWORK AND DATA MODELS
In Figures 11 and 12 , we present the results of the comparison of the accuracies of the proposed algorithms by using the combination of the CIFAR-10 dataset and VGG-16 model and the combination of the IMDB dataset and LSTM model, respectively. For each combination, the accuracies were measured with τ = τ α = τ β values from 1,000 to 10,000 when k is τ/2 in GeometricIteration.
For the CIFAR-10 dataset and VGG-16 model, as compared to the random sampling, which was the baseline algorithm, the proposed algorithm MIDAS-Uniform had the highest accuracy overall. Particularly, when the random sampling selected 10,000 training data, the accuracy was 65.88% but when the MIDAS-Uniform selected 10,000 training data, the accuracy was 72.00%, which was higher. MIDAS-Normal and MIDAS-TopK were more accurate than the random sampling overall, but sometimes, a lower accuracy was obtained. For the IMDB dataset and LSTM model, the random sampling also was compared with MIDAS-Uniform, MIDASNormal, and MIDAS-TopK. Here, as compared to the random sampling, the proposed algorithm, MIDAS-Uniform continuously exhibited the highest accuracy overall. Particularly, when the random sampling selected 10,000 training data, the accuracy was 78.17% but MIDAS-Uniform exhibited a higher accuracy of 78.41% even when 6,000 training data were selected. In other words, a higher accuracy could be obtained with only 60% of the training data. MIDAS-Normal and MIDAS-TopK were more accurate than the random sampling overall, but in the τ range of a very small number of training data (i.e., τ = 1000), a lower accuracy was obtained by MIDAS-TopK.
6) ACCURACY COMPARISON WITH DIFFERENT DEFINITIONS OF CONSTRAINTS
In all the previous experiments, the proposed algorithms, especially MIDAS-Uniform, consistently showed the best performance including execution time as well as accuracy for the training data selection problem under the cost constraints strengthened in this work. Next, we went further to compare the accuracy of the proposed algorithm under the cost constraints defined in this work with the accuracy of the latest related work under the cost constraint defined in their work. In [8] and [9] , the selection cost was not considered but only the labeling cost was, while the selection cost as well as the labeling cost is considered in our work.
In Table 5 , the accuracies of Core-set and Adversarial in both definitions were given. When considering only the labeling cost with the batch-size of 100 and τ of 10,000, the accuracy of Core-set was improved significantly compared to the accuracy under the constraints defined in this work. It means that Core-set requires a significant selection cost to improve the accuracy. In the case of Adversarial, the accuracy was improved very slightly. However, the accuracy of MIDASUniform under the constraints proposed in our work is still the best one. It is a significant result because, in this case, the selection cost consumed under the constraint defined in [8] and [9] was more than 100 times than the selection cost used under the constraints proposed in our work. 
VI. CONCLUSION
In this paper, we presented a solution for the selection problem of training data that can maximize the accuracy of a deep learning model under the constraints of limited cost. In particular, this study introduced a training data selection problem with the constraint of the training data selection cost, which is not considered in conventional studies, added to the constraint of training data labeling cost; and proposed novel algorithms to solve this problem. The advantage of the algorithms proposed in this paper is that they can be applied regardless of the deep learning model type and data type. Furthermore, through experiments comprising the use of various network models and data, it was verified that our proposed methods selected the training data that can achieve a higher accuracy as compared to the conventional state-ofthe-art methods of selecting training data. In many cases, it is difficult to afford the time and economic costs at an actual industrial site for acquiring a sufficient amount of training data. Therefore, it is expected that the algorithms proposed in this paper will be effectively applied at such an industrial site.
