We introduce and study online versions of weighted matching problems in metric spaces. We present a simple 2k ? 1 competitive algorithm for online minimum weighted bipartite matching where 2k is the number of nodes. We show that this competitiveness is optimal. For online maximum matching, we prove that the greedy algorithm achieves an optimal competitive factor of 3. In contrast, we prove that the greedy algorithm performs exponentially poorly for online minimum matching.
Introduction
The assignment problem, nding a bipartite matching of minimum weight, is one of the archetypical problems in algorithmic graph theory and in combinatorial optimization 2, 10]. We introduce a natural online version of this problem, which we call online min-matching. Let G be a complete bipartite graph with one bipartition designated as the server vertices, and the other bipartition designated as the request vertices. Each bipartition has cardinality k. The weights on the edges are revealed online at k di erent time intervals. During the ith time interval, the weights of all the edges incident on the ith request vertex are divulged, and one unmatched server vertex must be selected to be matched with this request vertex. The goal of the online algorithm is to minimize the weight of the matching being produced. Since this is an online problem, we adopt the paradigm of competitive analysis 12]. That is, we want to minimize the worst-case ratio of the weight of the online matching to the weight of the minimum weight perfect matching. An online algorithm is -competitive, or alternatively, has a competitive factor of , if this ratio is at most for all possible instances. We use the terms weight, cost and distance interchangeably throughout the paper.
Many applications of weighted matching given in introductory texts on combinatorial optimization have online versions that seem just as natural as their o ine counterparts. As an example of this consider the following re station problem. The server vertices represent k re stations and the request vertices represent k res. Each re station can handle exactly one re. The weight on an edge (s i ; r j ) is the distance, or equivalently time if we assume that time is proportional to distance, between re station s i and the location of re r j . The goal in the problem is to match the re stations with the res so as to minimize the average response time. The optimal solution is given by the minimum weight perfect matching between the re stations and the res. However, as we all know, life is not so convenient that all res break out simultaneously. If re stations must be assigned to res as they break out, then this problem is essentially our online version of the assignment problem.
As in the re station problem, it is common for the weights to represent distances in some metric space. So we assume that the weights are positive and satisfy the triangle inequality. It is relatively easy to see that if this assumption is not made, then there can be no algorithm for this problem with a competitive factor independent of the edge weights. Notice that the re station problem and our online version of the assignment problem are not exactly equivalent. In the re station problem the online algorithm has the apparent bene t of knowing the metric space and the location of the re stations a priori. However, as we shall see, this additional knowledge will not provide any bene t in the worst case analysis. We should also point out that the triangle inequality implies that it never pays to have one re station preempt another already assigned re station. So no loss of generality occurs by not allowing preemption. Note that while r i and r j (s i and s j ), with i 6 = j, may represent the same point in the metric space, we consider them as separate vertices in the bipartite graph.
In section 2, we present the following results for online min-matching. We exhibit a metric space in which no online algorithm for min-matching can have a competitive factor less than 2k ? 1. We show that the competitiveness achievable by the online algorithm is quite dependent on the underlying metric space. For some metric spaces there are algorithms for online min-matching that are arbitrarily close to 1-competitive on these metric spaces.
We present a (2k ? 1)-competitive algorithm Permutation for online minmatching. Hence, Permutation is strongly competitive. That is, it gives the minimum possible competitive factor. Furthermore, Permutation does not need a priori knowledge of the metric space. Permutation has two other nice features, its competitiveness degrades slowly as the number of requests grows, and it can easily be extended to give a strongly competitive algorithm for the case where more than one request vertex is revealed at once.
In section 3, we consider the online version of the maximum weight bipartite matching problem 2, 10]. We call this problem online max-matching. Once again we must assume that the weights are nonnegative and satisfy the triangle inequality. We show that the greedy algorithm Farthest Neighbor, which services a request with the farthest available server, is 3-competitive. That is, Farthest Neighbor produces a matching of size at least 1=3 of the o ine maximum weight matching. We also prove that there is no online algorithm that achieves a competitive factor less than 3. Perhaps, this is not surprising since such behavior has been shown for the o ine greedy algorithm that chooses the largest available edge as the next matched edge. The o ine greedy algorithm for maximum matching produces a matching of weight at least half the maximum matching 1].
For o ine min-matching, Reingold and Tarjan 11] have shown that a greedy algorithm, which chooses the smallest available edge, produces a matching of weight at most a linear factor larger than the minimum matching. (Their actual result is stronger and shows that the factor is (k 0:58496 ).) We have already shown that a linear factor is the best possible for online min-matching. One might hope that, as in the maximum matching case, the performance of online greedy algorithm Nearest Neighbor is comparable to its o ine counterpart. Unfortunately, this is not the case. We show, in section 2, that Nearest Neighbor is only (2 k ? 1)-competitive for online min-matching, an exponential blowup from the optimal value.
Online min-matching is similar to the recently much investigated k-server problem, introduced by Manasse, McGeoch and Sleator 9] . The di erence is that in the k-server problem a server handles a request instantaneously, and is available to handle the next request. This di erence makes the underlying combinatorics of the two problem quite disparate. A recent survey of results for the k-server problem can be found in 3]. Our investigation into online weighted matching complements the study by Karp, Vazirani, and Vazirani 7] on online unweighted maximum cardinality matching.
Online Min-Matching
We begin with some basic de nitions. We use R to denote the set of requested points, with r i being the ith requested point, and R i denoting the set fr 1 ; . . .; r i g. We use analogous notation S, and s i for set of server points, and the ith server, respectively. We use d(s i ; r j ) to represent the weight of an edge (s i ; r j ). When we refer to online min-matching on a particular metric space M, we assume that the online algorithm knows a priori that the metric space is M. In addition, the online algorithm knows the initial con guration of the servers before the rst request is revealed. An algorithm A for online min-matching on M is -competitive if for every possible initial con guration of the servers in M, and for every possible request sequence, the cost incurred by A is at most times the minimum weight perfect matching.
Lower Bounds
Theorem 2.1 For every k, there is a nite metric space M with the property that the competitive factor of every algorithm for online min-matching on M is at least 2k ? 1. Proof: Let A be any on-line algorithm. Let M be a star, that is a tree with k leaves and k + 1 vertices. Let all edge weights be one. The distance between any two points is the length of the shortest path. Thus the distance between two distinct leaves is 2, and the distance between a leaf and the unique nonleaf, called the root, is 1. Assume we start with one server at each leaf. The rst request appears on the root. The ith request, 2 i k, appears on the vertex formerly occupied by the server that A used to handle the (i ? 1)st request. The cost to A is 1 + 2 + 2 + . . . + 2 = 2k ? 1. The minimum matching matches the root with the one unqueried leaf for a total cost of 1.
Theorem 2.1 shows that one can not achieve a sublinear competitive factor for a general metric space. However, it is possible to achieve arbitrarily low competitive factors for some xed metric spaces. Theorem 2.2 For all n > k, and for all > 0, there is a metric space M of n points such that there is a (1 + )-competitive algorithm for online min-matching on M.
Proof: We construct a metric space M with n points. Let (n) be a monotonically increasing function of n. Let m 1 = 1, and inductively dene m i = n (n) P i?1 j=1 m j , i n. Let the points of M be the subset fm 1 ; m 2 ; . . . ; m n g of the real line, with distances measured along the real line. Consider the following algorithm A for online min-matching on M. If the request is at a point occupied by an available server, then this server handles this request. Otherwise, A services each request with the leftmost unmatched/available server. (Notice that the leftmost available server may be to the right of the request point.)
We now prove by induction on number of servers k (< n) that the cost to A is at most (1 + 1=( (n))) times the cost of the optimal o ine matching. Observe that the metric space is independent of k. This clearly holds when k = 1. If A receives a request at a point that currently has an unmatched server, then we are done by induction. Now assume otherwise, and let (m a?1 ; m a ) be the rightmost interval crossed by a server to serve the requests. We immediately infer that the points m a+1 ; . . . ; m n are not requested and that initially servers do not reside on these points. We also can deduce that exactly one of the following two cases arise: 
The Algorithm Permutation
We begin with some de nitions and lemmas concerning optimal o ine matchings. A partial matching of the subset R i is a perfect matching of R i with a subset of S. Let M i be the set of edges that form a minimal weight partial matching on R i with a minimal number of edges in M i ? M i?1 . We de ne M 0 to be empty. If more than one partial mapping satis es this minimality condition, we may select one in an arbitrary, but xed manner, and call it the minimum weight partial matching. Where no ambiguity will result, we also use M i to denote the weight of this minimal matching. Let S i be the subset of S consisting of the vertices incident to an edge in M i . The exclusive-or, E 1 E 2 , of two subsets of the edge set of a graph contains those edges that are in exactly one of E 1 and E 2 . An alternating path (cycle) in E 1 E 2 is a simple path (cycle) with edges alternately in E 1 and E 2 . An alternating path/cycle is balanced if the aggregate weight of the edges from one set equals the aggregate weight of the edges from the other set. Proof: Let H be the graph formed by taking the exclusive-or of the partial matchings M i and M i?1 . Vertex r i has degree 1, each other r j has degree 0 or 2. Each vertex in S has degree 0, 1, or 2. We can conclude from this that H consists of alternating paths and cycles. We now prove that the de nitions of M i?1 and M i imply that H consists of exactly one alternating path P that has r i as an endpoint. Assume that H contains another alternating path, or cycle, P 0 6 = P. If We are now ready to describe the algorithm Permutation. Let P i denote the partial matching constructed by Permutation after the rst i requests. Permutation gets its name because it maintains the following invariant:
For all i, the vertices in S incident to an edge in M i are exactly the vertices in S that are incident to an edge in P i . If a request is on a location occupied by an unused server, then Permutation matches that server to the request. Otherwise, Permutation responds to the (i+1)st request by computing M i+1 and servicing r i+1 with the unique vertex s in S that is in M i+1 ? M i . If some of the k requests arrive simultaneously we can modify Permutation to obtain a better competitive factor. More precisely, if the requests come in t groups we obtain a (2t ? 1)-competitive algorithm, which is optimal. This algorithm is based on the following lemma, whose proof is similar to the proof of lemma 2. 
Analysis of Nearest Neighbor
We now analyze the competitiveness of the greedy algorithm, Nearest Neighbor. Nearest Neighbor chooses the closest available server to handle the current request, breaking ties arbitrarily. We show that Nearest Neighbor is (2 k ? 1)-competitive and that this bound is tight. Theorem 2.5 Nearest Neighbor achieves a competitive factor of 2 k ? 1. Proof: Let N i be the partial matching constructed by Nearest Neighbor after i vertices have been revealed. We continue the convention of also using N i to refer to the weight of the ith partial mapping constructed by Nearest Neighbor. We can assume, without loss of generality, that by renumbering the vertices that Nearest Neighbor services r i with s i . We prove inductively that N i (2 i ?1)M i . For i = 1, M i = N i and the result follows. Now assume that the result holds for i ? 1 and we verify it holds for i. Assume that r i is matched with s j in M i .
If the weight of the edge selected by Nearest Neighbor to service r i is at most the weight of the edge incident to r i in M i then we are done. Otherwise, it must be the case that s j is incident on an edge in N i?1 . Let H be the exclusive-or of N i?1 and M i . There is a unique maximal alternating path P starting from r i and ending at a vertex s l not incident to any edge in N i? 
Maximum Weighted Matching
In this section we show that the greedy algorithm, Farthest Neighbor, which chooses the farthest available server to handle the current request, is 3-competitive, and that this bound is tight. We prove that Farthest Neighbor is optimal by showing that there is no algorithm that achieves a competitive factor strictly less than 3 for every metric space. 
Conclusion and Open Problems
This paper reports on preliminary results from our ongoing investigation into online matching problems. This area is lled with many interesting open problems. We conclude by presenting several of these problems. One common variant of weighted matching is bottleneck matching 10]. In bottleneck matching, the cost of a matching is the weight of the largest edge and the goal is to nd the matching with minimum bottleneck weight. The goal is still to minimize the ratio of the bottleneck weight of the online matching to the weight of the minimum bottleneck matching. The combinatorics of online bottleneck matching seem to be somewhat di erent from those of regular bipartite matching. Preliminary results for this problem have been reported by Idury and Scha er 5].
One might also consider online transportation problems 2, 10]. A transportation is generalization of the assignment problem in that each server vertex is allowed to handle an arbitrary, but xed, number of requests. For example, in the transportation version of the re station problem each re station may have several re crews, and each re crew can handle one re. The goal would be to determine the competitive factor as a function of the number of re stations instead of the number of servers.
Randomization has been shown to be very helpful in designing online algorithms. However, harnessing the full power of randomization is often not easy. It would be interesting to study randomized algorithms for online min-matching.
The conference version of this paper 6] contains some results comparing the optimal competitive factor for the k-server problem to the optimal competitive factor for online min-matching. In between these two extreme problems lie a range of server problems in which the time required to service a request is between zero and in nity. This spectrum of problems seems worthy of further investigation.
