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Abstract
A consistent (off-shell) canonical classical and quantum dynamics in the framework of
special relativity was formulated by Stueckelberg in 1941, and generalized to many- body
theory by Horwitz and Piron in 1973 (SHP). In this paper, this theory is embedded into
the framework of general relativity (GR), here denoted by SHPGR. The canonical Poisson
brackets of the SHP theory remain valid (invariant under local coordinate transformations)
on the manifold of GR, and provide the basis for formulating a canonical quantum theory.
A scalar product is defined for constructing the Hilbert space and a Hermitian momentum
operator defined. The Fourier transform is defined, connecting momentum and coordinate
representations. The potential which may occur in the SHP theory emerges as a spacetime
scalar mass distribution in GR, and electromagnetism corresponds to a gauge field on
the quantum mechanical SHPGR Hilbert space in both the single particle and many-
body theory. A diffeomorphism covariant form of Newton’s law is found as an immediate
consequence of the canonical formulation of SHPGR. We compute the classical evolution
of the off shell mass on the orbit of a particle and the force on a particle and its energy at
the Schwarzschild horizon. The propagator for evolution of the one body quantum state
is studied and a scattering theory on the manifold is worked out.
Keywords Relativistic dynamics, General relativity, Quantum theory on curved space,
dynamics at the Schwarzschild horizon, scattering theory in general relativity, U(1) gauge,
many-body theory in general relativity.
Classification PACS 03.30.+p, 03.65.-w, 04.20 Cr, 04.60 Ds, 04.90.+e
Running Title: Embedding of SHP Theory into General Relativity
Introduction
The relativistic canonical Hamiltonian dynamics of Stueckelberg, Horwitz and Piron
(SHP)[1] with scalar potential and gauge field interactions for single and many body the-
ory can, by local coordinate transformation, be embedded into the framework of general
relativity (GR). Some of the results of this embedding are studied in this paper.
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The theory was originally formulated for a single particle by Stueckelberg in 1941
[2][3][4]. Stueckelberg envisaged the motion of a particle along a world line in spacetime
that can curve and turn to flow backward in time, resulting in the phenomenon of pair
annihilation in classical dynamics. The world line was then described by an invariant
monotonic parameter τ . The theory was generalized by Horwitz and Piron in 1973 [5] (see
also [1][6][7])to be applicable to many body systems by assuming that the parameter τ
is universal (as for Newtonian time [8][9]), enabling them to solve the two body problem
classically, and later, a quantum solution was found by Arshanksy and Horwitz [10][11][12],
both for bound states and scattering theory.
Performing a coordinate transformation to general coordinates, along with the corre-
sponding transformation of the momenta (the cotangent space of the original Minkowski
manifold), we obtain, in this paper, the SHP theory in a curved space of general coordi-
nates and momenta with a canonical Hamilton-Lagrange (symplectic) structure. We shall
refer to this generalization as SHPGR. We study here the classical dynamics of a particle
in the neighborhood of the Schwarzschild radius and obtain the force on a particle and its
energy in this neighborhood.
The invariance of the Poisson bracket under local coordinate transformations pro-
vides a basis for the canonical quantization of the theory, for which the evolution under
τ is determined by the covariant form of the Stueckelberg-Schro¨dinger equation (see also
[13][14][15]). The one particle propagator is worked out, and a scattering theory developed
(see also [16][17][18] for a discussion of scattering theory in the framework of general rel-
ativity where scattering theory is used to reach GR). The formulation is also generalized
here to a U(1) Abelian gauge theory (electromagnetism on the manifold), but can be ex-
tended to the non-Abelian case. This provides a fundamental derivation of the framework
assumed by Horwitz, Gershon and Schiffer [19][20] in their discussion* of the Bekenstein-
Sanders fields [21] introduced into the TeVeS theory of Bekenstein and Milgrom [22][23][24],
a geometrical way of obtaining the MOND theory introduced by Milgrom [25][26][27] to
explain the rotation curves of galaxies. The potential term, entering into the structure of
the scalar factor introduced by Bekenstein and Milgrom [22][23][24], as pointed out in [19],
may provide a representation of “dark energy” as well as a phenomenological description
of stars or galaxies in collision.
Birrell and Davies [28] have discussed fields on curved spacetime, and considerable
progress has been made, as discussed by Poisson [29], in the formulation of Hamiltonian
dynamics of such dynamical fields using Lagrangian functionals associated with the cur-
vature of spacetime. The approach used in this paper is fundamentally different in that it
studies a canonical dynamics (both Hamiltonian and Lagrangian) of particles on a curved
spacetime.
This method is applied also to the many body case, for which the SHP Hamiltonian
is a sum of terms quadratic in four momentum with a many body potential term. Each
particle is assumed locally to move in a flat Minkowski space, the tangent space of the
general manifold of motions at that point; these local motions can then be mapped at
each point xµ by coordinate transformation into the curvilinear coordinates reflecting the
* A non-Abelian gauge was discussed there, and then an Abelian limit was taken, leaving
a term that could cancel caustic singularities.
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curvature induced by the Einstein equations.
Throughout most of our development, we assume a τ independent background grav-
itational field; the local coordinate transformations from the flat Minkowski space to the
curved space are taken to be independent of τ , consistently with an energy momentum
tensor that is τ independent. In a more dynamical setting, when the energy momentum
tensor depends on τ , the spacetime evolves nontrivially; the transformations from the lo-
cal Minkowski coordinates to the curved space coordinates then depend on τ . We discuss
this situtation in an Appendix; many of the results for the τ independent case remain
(such as the Poisson bracket relations), but some relations, such as the orbit equations,
are modified.
1. Single particle in external potential
We write the SHP Hamiltonian [1] as
K =
1
2M
ηµνπµπν + V (ξ) (1.1)
where ηµν is the flat Minkowski metric (− + ++) and πµ, ξµ are the spacetime canoni-
cal momenta and coordinates in the local tangent space, following Einstein’s use of the
equivalence principle.
The existence of a potential term (which may be a Lorentz scalar), representing non-
gravitational forces, implies that the “free fall” condition is replaced by a local dynamics
carried along by the free falling system (an additional force acting on the particle within
the “elevator” according to the coordinates in the tangent space).
The canonical equations are
ξ˙µ =
∂K
∂πµ
π˙µ = − ∂K
∂ξµ
= − ∂V
∂ξµ
, (1.2)
where the dot here indicates d
dτ
, with τ the invariant universal “world time”. Since then
ξ˙µ =
1
M
ηµνπν ,
or πν = ηνµMξ˙
µ,
(1.3)
the Hamiltonian can then be written as
K =
M
2
ηµν ξ˙
µξ˙ν + V (ξ). (1.4)
It is important to note that, as clear from (1.3), that ξ˙0 = dt
dτ
has a sign opposite
to π0 which lies in the cotangent space of the manifold, as we shall see in the Poisson
bracket relations below. The energy of the particle for a normal timelike particle should
be positive (negative energy would correspond to an antiparticle [2][3][4][5][6][7]). The
physical momenta and energy therefore correspond to the mapping
πµ = ηµνπµ, (1.5)
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back to the tangent space. Thus, equivalently, from (1.2), ξ˙µ = (1/M)πµ. This simple
observation will be important in the discussion below of dynamics of a particle in the
framework of general relativity, for which the metric tensor is non-trivial, which we will
discuss below.
We now transform the local coordinates (contravariantly) according to the diffeomor-
phism
dξµ =
∂ξµ
∂xλ
dxλ (1.6)
to attach small changes in ξ to corresponding small changes in the coordinates x on the
curved space, so that
ξ˙µ =
∂ξµ
∂xλ
x˙λ. (1.7)
The Hamiltonian then becomes
K =
M
2
gµν x˙
µx˙ν + V (x), (1.8)
where V (x) is the potential at the point ξ corresponding to the point x (actually the
function V (ξ) could be labelled Vx(ξ), a function of ξ in a small neighborhood of the point
x), and
gµν = ηλσ
∂ξλ
∂xµ
∂ξσ
∂xν
(1.9)
Since V has significance as the source of a force in the local frame only through its deriva-
tives, we can make this pointwise correspondence with a globally defined scalar function
V (x).* We shall assume in most of the work of this paper that the geometric structure does
not depend on τ , and is concerned with the study of the covariant dynamical evolution of
a system in a background gravitational field. We study the case of a τ dependent metric
in the Appendix.
The corresponding Lagrangian is then
L =
M
2
gµν x˙
µx˙ν − V (x), (1.10)
In the locally flat coordinates in the neighborhood of xµ, the symplectic structure
of Hamiltonian mechanics ( e.g. da Silva [30] ) implies that the momentum ** πµ, ly-
ing in the cotangent space of the manifold {ξµ}, transforms covariantly under the local
transformation (1.5), i.e., as does ∂
∂ξµ
, so that we may define
pµ =
∂ξλ
∂xµ
πλ. (1.11)
* Since V (x) has dimension of mass, one can think of this function as a scalar mass
field, reflecting forces acting in the local tangent space at each point. It may play the role
of “dark energy” [19][20]. If V = 0, our discussion reduces to that of the usual general
relativity, but with a well-defined canonical momentum variable.
** We shall call the quantity πµ in the cotangent space a canonical momentum, although
it must be understood that its map back to the tangent space πµ corresponds to the actual
physically measureable momentum.
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This definition is consistent with the transformation properties of the momentum defined
by the Lagrangian (1.10):
pµ =
∂L(x, x˙)
∂x˙µ
, (1.12)
yielding
pµ = Mgµν x˙
ν . (1.13)
We shall return to this point below, but continue here to study the effect of general
coordinate transformations on the canonical variables ξµ and πµ.
The second factor in the definition (1.9) of gµν in (1.13) acts on x˙
ν ; with (1.7) we then
have (as in (1.11))
pµ =Mηλσ
∂ξλ
∂xµ
ξ˙σ
=
∂ξλ
∂xµ
πλ.
(1.14)
As we have remarked above for the locally flat space in (1.5), the physical energy and
momenta are given, according to the mapping,
pµ = gµνpν =Mx˙
ν (1.15)
back to the tangent space of the manifold, which also follows directly from the local
coordinate transformation of (1.3) and (1.5).
It is therefore evident from (1.15) that
p˙µ =Mx¨µ. (1.16)
We see that p˙µ, which should be interpreted as the force acting on the particle, is
proportional to the acceleration along the orbit of motion (a covariant derivative plus a
gradient of the potential), described by the geodesic type relation we discuss below. This
Newtonian type relation in the general manifold reduces in the limit of a flat Minkowski
space to the corresponding SHP dynamics, and in the nonrelativistic limit, to the classical
Newton law. We remark that this result does not require taking a post Newtonian limit,
the usual method of obtaining Newton’s law from GR.
We now discuss the geodesic equation obtained by studying the condition
ξ¨µ = − 1
M
π˙µ = − 1
M
ηµν
∂V (ξ)
∂ξν
. (1.17)
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To do this, we compute *
ξ¨µ =
d
dτ
(∂ξµ
∂xλ
x˙λ
)
=
∂2ξµ
∂xλ∂xγ
x˙γ x˙λ
+
∂ξµ
∂xλ
x¨λ
= − 1
M
ηµν
∂xλ
∂ξν
∂V (x)
∂xλ
(1.18)
for V (x) = V (x(τ)), so that, after multiplying by ∂x
σ
∂ξµ
and summing over µ, we obtain
x¨σ = −∂x
σ
∂ξµ
∂2ξµ
∂xλ∂xγ
x˙γ x˙λ
− 1
M
ηµν
∂xλ
∂ξν
∂xσ
∂ξµ
∂V (x)
∂xλ
. (1.19)
Finally, with (1.9) and the usual definition of the connection
Γσλγ =
∂xσ
∂ξµ
∂2ξµ
∂xλ∂xγ
(1.20)
we obtain the modified geodesic type equation
x¨σ = −Γσλγ x˙γ x˙λ − 1
M
gσλ
∂V (x)
∂xλ
, (1.21)
from which we see that the derivative of the potential V (ξ) is mapped, under this coordi-
nate transformation into a force resulting in a modification of the acceleration along the
geodesic-like curves, i.e., (1.16) now reads
p˙µ =Mx¨ν = −MΓσλγ x˙γ x˙λ − gσλ∂V (x)
∂xλ
(1.22)
The procedure that we have carried out here provides a canonical dynamical structure
for the motions in the curvilinear coordinates. We now remark that the Poisson bracket
remains valid for the coordinates {x, p}. In the local coordinates {ξ, π}, the τ derivative
of a function F (ξ, π) is
dF (ξ, π)
dτ
=
∂F (ξ, π)
∂ξµ
ξ˙µ +
∂F (ξ, π)
∂πν
π˙µ
=
∂F (ξ, π)
∂ξµ
∂K
∂πµ
− ∂F (ξ, π)
∂πµ
∂K
∂ξν
≡ [F,K]PB(ξ, π).
(1.23)
* Here we assume ξµ locally a function of x(τ) only. If the spacetime evolves (τ depen-
dent energy momentum tensor), then it is an explicit function of τ as well, i.e., ξ(x(τ), τ).
We show in the Appendix how ∂ξ(x(τ),τ)
∂τ
is related to
∂gµν(x(τ),τ)
∂τ
. We also recall here that,
in the embedding, V (x) is assumed to be a world scalar function [20][21].
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If we replace in this formula
∂
∂ξµ
=
∂xλ
∂ξµ
∂
∂xλ
∂
∂πµ
=
∂ξµ
∂xλ
∂
∂pλ
,
(1.24)
we immediately (as assured by the invariance of the Poisson bracket under local coordinate
transformations) obtain
dF (ξ, π)
dτ
=
∂F
∂xµ
∂K
∂pµ
− ∂F
∂pµ
∂K
∂xν
≡ [F,K]PB(x, p) (1.25)
In this definition of Poisson bracket we have, as for the ξµ, πν relation,
[xµ, pν ]PB(x, p) = δ
µ
ν . (1.26)
The Poisson bracket of xµ with the (physical energy-momentum) tangent space variable
pµ has then the tensor form
[xµ, pν ]PB(x, p) = g
µν . (1.27)
In the flat space limit, this relation reduces to the SHP bracket,
[ξµ, πν]PB(ξ, π) = η
µν . (1.28)
Continuing our analysis with pµ (we drop the (x, p) label on the Poisson bracket
henceforth),
[pµ, F (x)]PB = − ∂F
∂xµ
, (1.29)
so that pµ acts infinitesimally as the generator of translation along the coordinate curves
and
[xµ, F (p)]PB =
∂F (p)
∂pµ
, (1.30)
so that xµ is the generator of translations in pµ. In the classical case, if F (p) is a general
function of pµ, we can write at some point x,
[xµ, F (p)]PB = g
µν(x)
∂F (p)
∂pν
, (1.31)
but in the quantized form, the factor gµν(x) cannot be factored out from polynomials, so,
as for Dirac’s quantization procedure [31][32][33], some care is required.
This structure clearly provides a phase space which could serve as the basis for statis-
tical mechanics (which we leave to a later publication), and lends itself to the construction
of a canonical quantum theory on the curved spacetime, as we discuss below.
We now turn to a discussion of the dynamics introduced into the curved space by the
procedure outlined above. Although pµ is not the physical energy momentum as we have
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emphasized above, pµ has a simpler Poisson bracket relation with x
µ, and this variable
and its dynamical evolution will useful in further development of the theory.
We start by developing the relation between p˙µ and the geodesic equations for x
µ,
and show that the result agrees with the direct Hamilonian calculation. Although the
result has been discussed above, the alternative approach below has intrinsic geometrical
interest.
Recall from (1.13) that
pµ =Mgµλx˙
λ,
so that
p˙µ =M
(∂gµλ
∂xγ
x˙γ x˙λ + gµσx¨
σ
)
. (1.32)
Since, by Eq.(1.21),
x¨σ = −Γσλγ x˙γ x˙λ − 1
M
gσλ
∂V (x)
∂xλ
,
Eq. (1.32)) becomes
p˙µ = −∂V (x)
∂xµ
+M
(∂gµλ
∂xγ
x˙γ x˙λ − gµσΓσλγ x˙γ x˙λ
)
. (1.33)
We now use the relation
Γσλγ =
1
2
gση
(∂gηλ
∂xγ
+
∂gηγ
∂xλ
− ∂gλγ
∂xη
)
(1.34)
to obtain
p˙µ = −∂V (x)
∂xµ
+M
(∂gµλ
∂xγ
x˙γ x˙λ − 1
2
(∂gµλ
∂xγ
+
∂gµγ
∂xλ
− ∂gλγ
∂xµ
)
x˙γ x˙λ
)
. (1.35)
The first term in the brackets with coefficient M , symmetrized under multiplication by
x˙γ x˙λ, cancels the first two terms of the contribution from the connection form with the
result*
p˙µ = −∂V (x)
∂xµ
+
M
2
∂gλγ
∂xµ
x˙γ x˙λ. (1.36)
We now calculate directly the τ derivative of the relation pµ = gµνpν . Using the
identity
gσγ
∂gµγ
∂xλ
gµβ = −∂gγβ
∂xλ
, (1.37)
we find, after a straightforward calculation,
p˙µ = −gµν ∂V (x)
∂xν
−MΓµγλx˙γ x˙λ,=Mx¨µ, (1.38)
* The 3D form of the second term plays an important role in the study of (3D) Hamil-
tonian stability analysis in the work of Horwitz, Ben Zion, Lewkowicz and Levitan [34],
where it is called the “reduced connection” form.
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a force directly associated with the acceleration along the orbit, reflecting both the effect
induced from the local potential function along with the acceleration induced by the ge-
ometry. Since the derivative of the metric diverges in the neighborhood of the black hole
solution, Eqs. (1.36) and (1.38) provide a direct interpretation of the geometrical configu-
ration as resulting in a very large force on the particle at the black hole horizon as would
be seen in coordinates of this type.**
We may also write (1.36) in terms of the full connection form by noting that with
(1.9),
∂gλγ
∂xµ
= ηαβ
( ∂2ξα
∂xλ∂xµ
∂ξβ
∂xγ
+
∂ξα
∂xλ
∂2ξβ
∂xγ∂xµ
)
. (1.39)
Multiplying by x˙γ x˙λ, the two terms combine to give a factor of two. We then return to
the original definition of Γ in (1.20) in the form
∂2ξα
∂xλ∂xµ
=
∂ξα
∂xσ
Γσλµ, (1.40)
so we can write
∂gλγ
∂xµ
x˙γ x˙λ = 2ηαβ
∂ξα
∂xσ
∂ξβ
∂xγ
Γσλµx˙
γ x˙λ
= 2gσγΓ
σ
λµx˙
γ x˙λ.
(1.41)
We therefore have
p˙µ = −∂V (x)
∂xµ
+MgσγΓ
σ
λµx˙
γ x˙λ. (1.42)
We now return to the Hamiltonian (1.8) and carry out the calculation directly. Since
x˙µ is, in general, a function of xµ, we write the Hamiltonian (using (1.13)) in terms of the
momenta, assured by the canonical structure to be independent variables,
K =
1
2M
gαβpαpβ + V (x). (1.43)
Then,
p˙µ = − 1
2M
∂gαβ
∂xµ
pαpβ − ∂V (x)
∂xµ
. (1.44)
Returning to the form with x˙ again, we have, with pα =Mgαλx˙
λ,
p˙µ =
M
2
∂gαβ
∂xµ
gαλgβγx˙
γ x˙λ − ∂V (x)
∂xµ
. (1.45)
** We emphasize here that the coodinates for description of the system are observed
quantities in the observer’s laboratory, as for t and x in SR. Therefore the force is an effect
seen by the observer, and would emerge, for example, in electromagnetic interaction as
in (7.6), and as pressure in statistical mechanics (which wll be discussed in a succeeding
publication). Coordinate covariance corresponds to observations in different experimental
arrangements, for which the underlying physical laws should emerge in an equivalent form.
We do not study here Kruskal type coordinates [35] which do not display a singularity at
the horizon, but also leave this topic for a future publication.
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Using, however, the identity (1.38), we recover the form obtained in (1.37). In Section 3,
we apply these results to study the dynamics of a particle near the Schwarzschild horizon
[36], but first discuss the stability of the off-shell mass in the following.
2. Off Shell Mass Evolution
In this section, we consider the variation of the measured mass of a particle as it moves
along along its orbit in the manifold.
In Eq. (1.1), the potential term V (ξ) generates a force through the Hamilton equa-
tions. The mass of the particle that is actually measured in the laboratory is defined
by
m2 = −ηµνπµπν (2.1)
Its τ derivative is
dm2
dτ
= −2ηµνπµπ˙ν
= +Mξ˙ν
∂V (ξ)
∂ξ
.
(2.2)
The derivative of the potential function therefore induces a change in the particle mass
due to interaction. This change in the effective mass of a particle in interaction could, for
example, account phenomenologically for the transition to stability of the neutron in the
nucleus. This was one of the motivations for constructing the SHP theory [1][5][6][7]).
It follows directly from (2.2) and the local coordinate transformation that the same
result is true on the manifold of SHPGR. To see how this follows within the framework of
SHPGR, we start with the transformation of (2.1) to the curved spacetime. With (1.13)
we obtain
m2 = −gλσpλpσ ≡ −gλσpλpσ. (2.3)
From (1.36) and (1.13) we see that
dm2
dτ
= −∂g
λσ
∂xγ
x˙γpλpσ − 2gλσp˙λpσ
= −∂g
λσ
∂xγ
1
M
gγµpµpλpσ − 2gλσpσ[− ∂V
∂xλ
+
M
2
∂gσκ
∂xλ
1
M
gσαpαg
κβpβ ].
(2.4)
Finally, again using the formula
∂gσκ
∂xλ
gσαgκβ = −∂g
αβ
∂xλ
, (2.5)
we see that the first and last terms cancel and we are left with the SHPGR form of (2.2),
i.e.,
dm2
dτ
= 2gλσpσ
∂V
∂xλ
(2.6)
or, in terms of velocity along the orbit,
dm2
dτ
= 2Mx˙λ
∂V
∂xλ
, (2.7)
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so that
dm
dτ
=
M
m
x˙λ
∂V
∂xλ
. (2.8)
For far off shell particles, for m small, so that M/m is large, a small potential gradient
can have a large effect on the mass variation (recall that this potential may represent the
“dark energy” distribution, and may occur implicitly in the MOND formulas[19][20]). In
the absence of a non-constant potential term, the off-shell mass would be striclty conserved
along the orbit.
3. Dynamics of a Particle Near the Schwarzschild Horizon
It is well-known from the geodesic equation, in standard GR, that a particle near
the Schwarzschild radius undergoes a very large acceleration, which can be thought of as
due to a large force. With the formula (1.38) we can compute directly the force, as the
τ derivative of the momentum in the radial direction and, by computing x˙0, the redshift.
We shall also compute the particle energy (E = p0) in this region. In this study, we take
V = 0; it may in this sense be considered as a property of the SHPGR phase space in GR.
The equations of motion in this case take on the usual geodesic form.*
We consider the symmetric case of the Schwarzschild solution [36] for which only the
r, t (µ = 1, 0) components are relevant. Let us call x˙µ = vµ, so that the geodesic equation
for the 0 component becomes
dv0
dτ
= −Γ0λσvλvσ
= −1
2
g00
{∂gσ0
∂xλ
+
∂gλ0
∂xσ
− ∂gσλ
∂x0
}
vλvσ.
(3.1)
Taking into account that for the (diagonal) Schwarzschild metric
g00 = −
(
1− 2MSG
r
)
= − 1
g11
, (3.2)
where MS is the black hole mass, we obtain
dv0
dτ
= −g00 ∂g00
∂x1
v1v0. (3.3)
Since ∂g00
∂x1
v1 = dg00
dτ
, we can write this result as
dv0
dτ
= −g00 dg00
dτ
v0
or, since ( g00 = 1
g00
)
d
dτ
(g00v
0) = 0
* The large geodesic acceleration of GR is, by (1.38), interpreted here directly in terms
of a force.
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we have that (Dirac [37])
g00v
0 = k = constant in τ. (3.4)
Since for the Schwarzschild metric [37], the Hamilonian has the form
K =
1
2M
(g00p0
2 + g11p1
2), (3.5)
one obtains
dt
dτ
= v0 =
∂K
∂p0
=
1
M
g00p0 (3.6)
or
g00v
0 =
p0
M
= k. (3.7)
Since g00 < 0, and v
0 > 0, it follows that k < 0. From (3.6), we see that then
v0 =
dt
dτ
= −(1− 2MsG
r
)−1
k > 0. (3.8)
Although the kinematic phase space (pµ is in the cotangent bundle of the manifold) is
the set {xµ, pµ}, we recognize, as pointed out above, that it is p0 that has the interpretation
of the energy of the particle and pi, i = 1, 2, 3 have the interpretation of physical momenta
(note from (3.7) that p0 is a constant of the motion and is negative).
The energy of the particle is then
E = p0 = g00p0 = g
00Mk > 0. (3.9)
It also follows from (3.8) that in a finite increment of τ , the corresponding increment of
t at the horizon undergoes an infinite redshift (as is generally obtained from the structure
of the metric)*.
Moreover, at r → ∞,we see that k = −v0∞. It follows from the Hamilton equations
that, since g00 → −1 at r →∞,
v0∞ =
∂K
∂p0
|∞ = g
00p0
M
|∞ = E∞
M
(3.10)
Therefore,
E =
( 1
1− 2MsG
r
)
E∞ (3.11)
* The usual argument leads to an infinite redshift relative to the proper time interval,
defined by ds2 = −gµνdxµdxν . This quantity is, however, dynamical, as discussed in [1],
and does not necessarily reflect the invariant evolution of the system as recorded in terms
of an ideal universal laboratory clock (τ). The redshift we obtain here (explicitly in (3.16))
is computed in terms of this absolute time, a universal time measured (ideally) in the rest
frame of any inertial laboratory.
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Solving for r for a given E, we have
r(E) =
2MsG
1 + E∞
E
. (3.12)
Although p0 (the generator of translations in t = x
0) is constant in τ , the energy of the
particle E = p0 grows rapidly towards the surface of the black hole. Particle production
at high energies (E >> E∞) could therefore be induced close to the horizon, as assumed
by Hawking[38].
We now turn to calculate the force on the particle close to the horizon. It is of interest
(and useful) to first calculate the rate of change of the cotangent space variable p˙1, more
singular than the physical p˙1.
From the general relation (1.36), in the radial direction, for V = 0 or constant,
p˙1 =
M
2
∂gλγ
∂x1
x˙γ x˙λ
=
M
2
{∂g00
∂x1
(x˙0)2 +
∂g11
∂x1
(x˙1)2}.
(3.13)
We first evaluate (v1)
2. From (2.3), in the Schwarzschild metric, we have
m2
M2
=
1
g00
((v1)2 − g002(v0)2), (3.14)
so that
(v1)2 = g00
m2
M2
+ (g00v
0)2. (3.15)
From (3.8) ( x˙0 ≡ v0) and the result k = −v0∞, we obtain
v0 =
v0∞
(1− 2MsG
r
)
. (3.16)
Then using the explicit forms (3.2) for the metric, we obtain
p˙1 = −MMsG
r2
{ 2(v0∞)2(
1− 2MsG
r
)2 − 1(1− 2MsG
r
) m2
M2
}
. (3.17)
For r = 2MsG+ ǫ, for ǫ << 2MsG,
1− 2MsG
r
∼= ǫ
2MsG
, (3.18)
and finite m
2
M2
,
p˙1 ∼= −2MMsG
ǫ2
(v0∞)
2. (3.19)
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Since classically p˙1 (and therefore p1) grows rapidly, one might expect that the quan-
tum mechanical dispersion in p1 also becomes large, and therefore that (by the uncertainty
relation) the particle becomes highly localized in the neighborhood of the horizon (see also
[39]).
On the other hand, for r →∞, it follows from (3.17) that
p˙1 ∼= −MMsG
r2
{2(v0∞)2 − m
2
M2
}. (3.20)
Since (v0∞) =
E∞
M
, (3.20 can be written as
p˙1 ∼= −MMsG
r2
{(v0∞)2 + E∞
2 −m2
M2
}. (3.21)
For the free motion at ∞, we have by definition,E∞2 −m2 = (p∞)2 ≥ 0, and small, and
(v0∞)
2 ∼= 1, we see that p˙1 is close to the Newtonian force.
We now study the behavior of the physically observable momentum at the horizon.
Since p1 = g11p1, we can relate p˙
1 to our previous result for p˙1,
p˙1 =
dg11
dτ
p1 + g
11p˙1. (3.22)
For g11 = (g11)
−1, and r˙ ≡ x˙1 ≡ v1, we find directly that*
p˙1 = −2MsG
r2
1(
1− 2MsG
r
)2 v1p1 + 1(1− 2MsG
r
) p˙1. (3.23)
Since v1p1 =M(v1)2, we see that
p˙1 = −2MsG
r2
1(
1− 2MsG
r
)3 (v1)2 + 1(1− 2MsG
r
) p˙1 (3.24)
Substituting the result for p˙1 and using (3.15) for (v
1)2, we obtain
p˙1 = −4MMsG
r2
1(
1− 2MsG
r
)3 (v0∞)2 + 3MMsGr2
1(
1− 2MsG
r
)2 m
2
M2
(3.25)
For r →∞, one finds
p˙1 = −4MMsG
r2
(v0∞)
2 +
3MMsG
r2
m2
M2
.p˙1 (3.26)
* This calculation is, of course, equivalent to using (1.16), but is of interest in itself,
showing the relation between p˙1 and p˙
1.
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Furthermore, for (v0∞)
2 = (E∞
M
)2 = p∞
2+m2
M2
, we obtain
p˙1 = −MMsG
r2
(m2
M2
)− 4MMsG
r2
p∞
2
M2
. (3.27)
As for p˙1, this result contains small differences from the standard Newtonian force.
For r → 2MsG+ ǫ, the general result (3.25) yields
p˙1 ≈ −8M(MsG)
2
ǫ3
(v0∞)
2 + 3
m2MsG
Mǫ2
, (3.28)
a stronger divergence at the horizon than in p˙1. *
We now turn to a discussion of the many body problem.
4. The many body system with interaction potential
The many body Hamiltonian of the SHP theory is
K = ΣNi=1
1
2Mi
ηµνπµiπνi + V (ξ1, ξ2, . . . ξN ), (4.1)
where the potential V (ξ1, ξ2, . . . ξN ) is a function of the locally flat coordinates in the
neighborhood of each of the particles at {xi}. Although this function is Lorentz scalar,
Poincare´ invariance is, in general, inapplicable (even in the two-body case), unless all of
the particles are in a sufficiently small neighborhood to be able to neglect the effects of
curvature.
The Hamilton equations are (in the tangent space in the neighborhood of each particle
at the point xi)
ξ˙µi =
∂K
∂πµi
π˙µi = − ∂K
∂ξµi
= − ∂V
∂ξµi
, (4.2)
We then have
ξ˙µi =
1
Mi
ηµνπνi,
or πνi = ηνµMiξ˙
µ
i ,
(4.3)
Following the procedure we used for the one-body case above, we may substitute this
expression into the Hamiltonian to obtain
K = ΣNi=1
Mi
2
ηµν ξ˙
µ
i ξ˙
ν
i + V (ξ1, ξ2, . . . ξN ), (4.4)
* D. Momeni [40] has recently applied this theory to obtain exact solutions for the
covariant classical and quantum oscillator (the quantized theory is treated here in Section
5) in the neighborhood of the black hole horizon.
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At the location xµi of the i
th particle, since in this neighborhood, ξµi is a function locally
of xµi, we can then make a local coordinate transformation
dξσi =
∂ξσi
∂xµi
dxµi. (4.5)
Defining
gµν(xi) = ησλ
∂ξσi
∂xµi
∂ξλi
∂xνi
, (4.6)
one obtains the Hamiltonian in terms of the four-velocities; changing notation for the
arguments of the potential,*
K = ΣNi=1
Mi
2
gµν(xi)x˙
µ
i x˙
ν
i + V (x1, x2, . . . xN ), (4.7)
with corresponding Lagrangian
L = ΣNi=1
Mi
2
gµν(xi)x˙
µ
i x˙
ν
i − V (x1, x2, . . . xN ). (4.8)
As for the one body case, we can find the equations for the geodesic motion of the
particles as follows. Since (1.6) is valid for each of the particle coordinates,
ξ˙µi =
∂ξµi
∂xλ i
x˙λi , (4.9)
from which we similarly obtain
ξ¨µi =
d
dτ
(∂ξµi
∂xλi
x˙λi
)
=
∂2ξµi
∂xλi∂xγi
x˙γi x˙
λ
i
+
∂ξµi
∂xλi
x¨λi
= − 1
Mi
ηµν
∂xλi
∂ξνi
∂V (x1, x2, . . . xN )
∂xλi
.
(4.10)
The many body geodesic curves are therefore described by
x¨σi = −
∂xσi
∂ξµi
∂2ξµi
∂xλi∂xγi
x˙γi x˙
λ
i
− 1
Mi
ηµν
∂xλi
∂ξνi
∂xσi
∂ξµi
∂V (x1, x2, . . . xN )
∂xλi
. (4.11)
* We assume that (general covariance) V (x1, x2, . . . xN ) is a scalar function under local
diffeomorphisms of any of the variables.
16
We can consider the Jacobian for the local mapping (4.5) as a field, a mapping defined
over all {xµ}, in (4.5) evaluated at the point xµi where the ith particle is found.
We then define a local connection form in the neighborhood of the point xi as
Γσλγ(xi) =
∂xσi
∂ξµi
∂2ξµi
∂xλi∂xγi
(4.12)
also, since it is a property of the manifold, as a field evaluated at the point xµi, so that
the geodesic equations can be written as
x¨σi = −Γσλγ(xi)x˙γi x˙λi −
1
Mi
gσλ(xi)
∂V (x1, x2, . . . xN )
∂xλi
. (4.13)
The connection form in this case then also satisfies (1.20) at each point xi. Since this
connection form coincides with Einstein’s, the same method can be used to construct a
Ricci tensor; the resulting Einstein equations will therefore have the same form, although
there will necessarily be differences in the structure of the energy momentum tensor.* The
empty space solution [36] is applicable in this framework as well, providing an interesting
example for application [39](see also [40]), and the homogeneous case of Robertson, Fried-
man and Walker[41][42][43][44][45][46][47] would have a similar form to the well-known
solution. Applications of this type will be investigated in succeeding papers.
Following the same procedure as for (1.24), with general functions
F (x1, x2, . . . xN , p1, p2, . . . pN ) with variables ξ1, ξ2, . . . ξN , π1, π2, . . . πN in the cotangent
bundle assigned to the points x1, x2, . . . xN , p1, p2, . . . pN in the general phase space for the
N -body system, the Poisson bracket is defined by
dF (ξ1, ξ2, . . . ξN , π1, π2, . . . πN )
dτ
= Σi
(∂F ({ξ, π})
∂ξµi
ξ˙µi +
∂F ({ξ, π})
∂πνi
π˙µi
)
= Σi
(∂F ({ξ, π})
∂ξµi
∂K
∂πµi
− ∂F ({ξ, π})
∂πµi
∂K
∂ξµi
)
≡ [F,K]PB({ξ, π}).
(4.14)
The local transformations on the differentials cancel as for the one particle case (at each
point xi), so the Poisson bracket remains in the same form on the 8N dimensional phase
space {xi, pi} phase space. We therefore have
dF (x1, x2, . . . xN , p1, p2, . . . pN )
dτ
= Σi
∂F ({x, p})
∂xµi
∂K
∂pµi
− ∂F ({x, p})
∂pµi
∂K
∂xµi
≡ [F,K]PB({x, p}).
(4.15)
* Note that even in the absence of a potential function, the solutions for gµν(x) would
reflect the many body structure of the energy momentum tensor through the Einstein
equations.
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In general, for two functions A({x, p}) and B({x, p}), the many body Poisson bracket is
then
[A,B]PB = Σi
(∂A({x, p})
∂xµi
∂B({x, p})
∂pµi
− ∂A({x, p})
∂pµi
∂B({x, p})
∂xµi
)
. (4.16)
Since the variables x1, x2, . . . xN , p1, p2, . . . pN are to be considered as kinematically inde-
pendent, we obtain the canonical bracket
[xi
µ, pjν ]PB = δijδ
µ
ν (4.17)
We now turn to the equations of motion for pµi. At the point xi
µ, as we have argued
above,
pµi =
∂ξλi
∂xiµ
(xi)πλi. (4.18))
It therefore follows, in the same way that we obtained (1.33), that
p˙µi = −∂V (x1, x2, . . . xN , p1)
∂xµi
+Migσγ(xi)Γ
σ
λµ(xi)x˙
γ
i x˙
λ
i
= −∂V (x1, x2, . . . xN , p1)
∂xµi
+
Mi
2
(
gσγ(xi)Γ
σ
λµ(xi) + gσλ(xi)Γ
σ
γµ(xi)
)
x˙γi x˙
λ
i .
(4.19)
As for the one body case, this result also follows from the Lagrangian (2.8).
The time rate of change of the canonical momentum is coupled, as for the geodesic
motions of the xi, to the other N − 1 particles through the potential function (and the
energy momentum tensor).
5. Quantum Theory on the Curved Space
The Poisson bracket formulas (1.25) and (1.26) can be considered as a basis for defining
a quantum theory with canonical commutation relations
[xµ, pν ] = ih¯δ
µ
ν , (5.1)
so that*
[pµ, F (x)] = −ih¯ ∂F
∂xµ
, (5.2)
and
[xµ, F (p)] = ih¯
∂F (p)
∂pµ
. (5.3)
The transcription of the Stueckelberg-Schro¨dinger equation for a wave function ψτ (x) can
be taken to be (see also Schwinger and DeWitt [48][49][50][51])
i
∂
∂τ
ψτ (x) = Kψτ (x), (5.4)
* As remarked above, (5.1) also implies that [xµ, pν ] = ih¯gµν(x), but application to
polynomials in pµ would introduce factors of gµν(x) and would require some care [31][32].
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where the operator valued Hamiltonian can be taken to be the Hermitian form, on a Hilbert
space defined with scalar product (with invariant measure; we write g = −det{gµν}),
(ψ, χ) =
∫
d4x
√
gψ∗τ (x)χτ (x). (5.5)
To construct a Hermitian Hamiltonian, we first study the properties of the canonical
momentum in coordinate representation. Clearly, in coordinate representation, −i ∂
∂xµ
is
not Hermitian due to the presence of the factor
√
g in the integrand of the scalar product.
The problem is somewhat analogous to that of Newton and Wigner [52] in their treatment
of the Klein Gordon equation in momentum space. It is easily seen that the operator
pµ = −i ∂
∂xµ
− i
2
1√
g(x)
∂
∂xµ
√
g(x) (5.6)
is essentially self-adjoint in the scalar product (5.5), satisfying as well the commutation
relations (5.1).*
Since pµ is Hermitian in the scalar product (5.6), we can write the Hermitian Hamil-
tonian as
K =
1
2M
pµg
µνpν + V (x), (5.7)
consistent with the local coordinate transformation of (1.1).
The normalization condition over the manifold {x} is not a trivial transcription of
the Euclidean condition on the SHP quantum theory [1]. If we think of the integral (5.5)
as constructed from integrating over coordinate components, a large excursion along a
coordinate of the curved space may bring one, perhaps many times, to a nearby (Euclidean)
neighborhood of some point. The integration (5.5) must be considered as a total volume
sum with invariant measure on the whole space, consistent with the notion of Lesbesgue
measure and the idea that the norm is the sum of probability measures on every subset
contained. The procedure for carrying out such integrals would, of course, depend on the
geometrical structure of the manifold.
This construction can be carried over to the many body case directly, i.e, with the
operator properties of the coordinates and momenta
[xµi, pνi] = ih¯δ
i
jδ
µ
ν , (5.8)
and therefore
[pµi, F ({x})] = −ih¯ ∂F ({x})
∂xµi
, (5.9)
and
[xµi, F ({p)}] = ih¯∂F ({p})
∂pµi
. (5.10)
* The physically observable momentum can be defined, as in (1.15), as 1
2
{gµν , pν}, with
commutation relations similar of the form (1.27).
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The scalar product is then (the flat space Lorentz invariant d4x goes over to the local
diffeomorphism invariant d4x
√
g)
(ψ, χ) =
∫
Πi
{
d4(xi)
√
g(xi)
}
ψ∗τ (x1, x2, . . . xN )χτ (x1, x2, . . . xN ). (5.11)
In this scalar product, the Hamiltonian (with (5.6) for each pµi at x
µ
i)
K = Σi
1
2Mi
pµig
µν(xi)pνi + V (x1, x2, . . . xN ) (5.12)
is essentially self-adjoint.
6. Fourier Transform, Potential Scattering Theory and the Propagator
In the context of quantum field theory and gravitons, Bjerrum-Bohr et al [16] have
discussed scattering theory to arrive at aspects of classical general relativity, providing
interesting motivation for a scattering theory in general relativity. In this section, we
develop a potential scattering theory in the framework of the quantum theory we have
described in the previous section. In case the potential V is zero (or constant), we also
discuss how the “free” particle propagator is affected by the curvature of the manifold.
To deal with this problem, we discuss first the formulation of the Fourier transform
f(x)→ f˜(p) for a scalar function f(x) (we shall use xµ and the canonically conjugate pµ
in this discussion). Let us define (g ≡ − det gµν)
f˜(p) =
∫
d4x
√
g(x)eipµx
µ
f(x). (6.1)
The inverse is given by
∫
e−ipµx
µ
f˜(p)d4p =
∫
d4pe−ipµ(x
µ−x′
µ)f(x′)
√
g(x′)d4x′
= (2π)4f(x)
√
g(x)
(6.2)
so that*
f(x) =
1
(2π)4
√
g(x)
∫
e−ipµx
µ
f˜(p)d4p. (6.3)
One sees immediately that under diffeomorphisms, for which with the scalar property
f(x) = f ′(x′) , f˜(p)→ f˜ ′(p) . The Fourier transform of f ′(x′) we define as
f˜ ′(p) =
∫
d4x′
√
g(x′)eipµx
′µ
f ′(x′), (6.4)
* A simple but nontrivial proof of this result will be given elsewhere.
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By change of integration variables, we have
f˜ ′(p) =
∫
d4x
√
g(x)eipµx
µ
f ′(x), (6.5)
In Dirac notation,
f(x) =< x|f >, (6.6)
and we write as well
f˜(p) =< p|f > . (6.7)
For
< x|p > = 1
(2π)4
√
g(x)
e−ipµx
µ
< p|x > =
√
g(x)eipµx
µ
,
(6.8)
we have, e.g., the usual action of transformation functions
∫
< x|p >< p|f > d4p =< x|f >, (6.9)
where we have used∫
< x|p >< p|x′ > d4p = 1
(2π)4
√
g(x)
∫
d4pe−ipµx
µ
eipµx
′µ√
g(x′)
= δ4(x− x′).
(6.10)
Note that the the tranformation functions < x|p > and < p|x > are not simple complex
conjugates of each other, but require nontrivial factors of
√
g(x) and its inverse to satisfy
the necessary transformation laws on the manifold. Conversely, (the factors
√
g(x) and its
inverse cancel) ∫
< p′|x >< x|p > d4x = δ4(p′ − p). (6.11)
The formulation we have given above is explicitly covariant, and will be used in the
sequel to discuss the scattering theory. However, to demonstrate the role of the momentum
operator as the generator of translations, we study an alternative representation.
The presence of
√
g(x) in the integrations over d4x is analogous to the Newton-Wigner
discussion [52] in momentum space, where d3p/p0 is the Lorentz invariant measure for
the Klein-Gordon scalar product; in our case, we are concerned with local diffeomorphism
invarance. We consider, in analogy to the Newton-Wigner construction, the transformation
from elements of the original Hilbert space, say ψ(x), to a new representation, which we
shall call the Newton-Wigner representation,
ψNW (x) = (g(x))
1
4ψ(x). (6.12)
In this representation, the norm
∫
d4x|ψNW (x)|2 =
∫
d4x
√
g(x)|ψ(x)|2 (6.13)
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is conserved, implying equivalence.
A locally defined operator O acting on ψ(x) as
Oψ(x) = O(g(x))− 14ψ′(x) (6.14)
implies that operators O should be replaced by
O′ = (g(x)) 14O(g(x))− 14 (6.15)
Applying this transformation (a scalar analog, as in [52], to the Foldy-Wouthuysen trans-
formation [53])to the canonical momentum operator, one finds
(g(x))
1
4
(−i ∂
∂xµ
− i
2
1√
g(x)
∂
∂xµ
√
g(x)
)
(g(x))−
1
4 = −i ∂
∂xµ
, (6.16)
providing a simple representation of the generator of translations. As for the Newton-
Wigner construction in momentum space, where explicit Lorentz covariance would be
obscured, this transformation obscures the local diffeomorphism covariance of the theory.
The property of translation for the operator pµ can be clearly demonstrated in the
Newton-Wigner representation (6.12). We now have
ψ˜(p) ≡< p|ψNW > =
∫
d4x
√
g(x)eipµx
µ
(g(x))−
1
4ψNW (x)
=
∫
d4xeipµx
µ
(g(x))
1
4ψNW (x).
(6.17)
The inverse is then
ψNW (x) ≡< x|ψNW >= 1
(2π)4(g(x))
1
4
∫
d4pe−pµx
µ
ψ˜(p). (6.18)
We then identify
< p|x >NW= g(x) 14 eipµx
µ
(6.19)
and
< x|p >NW= 1
(2π)4g(x)
1
4
e−ipµx
µ
(6.20)
As for the covariant form discussed above, we have
∫
< p′|x >NW< x|p >NW d4x = δ4(p− p′), (6.21)
and ∫
< x|p >NW< p|x′ >NW d4p = δ4(x− x′). (6.22)
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Using these transformation functions to bring the operator pλ defined in (5.6) to
momentum representation, one obtains, for (pλ)op the expression (5.6), with (6.16),∫
d4x < p|x >NW (pλ)op < x|p′ >NW = 1
(2π)4
∫
d4xg(x)
1
4 (pλ)op
1
g(x)
1
4
eipµ−p
′
µx
µ
=
1
(2π)4
∫
d4x
(−i ∂
∂xλ
)
ei(pµ−p
′
µ)x
µ
= pλδ
4(p− p′),
.
(6.23)
so that in the Newton-Wigner representation, the operator (5.6) becomes translation (along
the coordinate curves).
In the following, we maintain the explicitly covariant form of the theory.
We may now formulate the potential scattering problem in interaction picture. Let
us write for (4.7)
K = K0 + V (6.24)
where, for example, for the two body problem*, V = V (x1, x2) (a scalar function for diffeo-
morphisms at x1 and x2 for all x1 and x2) and (for the self-ajoint pµ in x representation)
K0 =
1
2M1
pµ
1gµν(x1)pν
1 +
1
2M2
pµ
2gµν(x2)pν
2. (6.25)
In the scattering of large masses, the metric gµν may depend on τ . In an adiabatic
sense, we shall assume here that there is no explicit τ dependence in the metric.
If we then write for the two body wave function
ψτ (x1, x2) = e
−iK0τχτ (x1, x2), (6.26)
the Stueckelberg-Schro¨dinger equation for χτ becomes, as for the usual interaction picture,
i
∂χτ (x1, x2)
∂τ
= V (x1, x2, τ)χτ (x1, x2), (6.27)
where
V (x1, x2, τ) = e
iK0τV (x1, x2)e
−iK0τ . (6.28)
At τ → −∞, we shall assume that the wave function moves out of the region of spacetime
where the two body potential is effective**, so that we have a relation that can be studied,
as in usual scattering theory, by iteration:
χτ (x1, x2) = χ−∞(x1, x2)− i
∫ τ
−∞
dτ ′V (x1, x2, τ
′)χτ ′(x1, x2). (6.29))
* The result here can be immediately extended to the N -body problem.
** In a model in which the potential term V represents “dark energy”[19][20], modulated
by the proximity of, in this case, two massive systems, this limit would correspond to a
configuration in which the mutual influence of the two systems becomes negligible and
each is in an environment where the dark energy is distributed, as V1 ⊕ V2, for example,
in accordance with the requirements of MOND[20][21][22][23][24][25][26][27].
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It then follows that χτ (x1, x2) can be expressed as a τ ordered product
χτ (x1, x2) =
(
e
∫
τ
−∞
−iV (τ ′)dτ ′)
+
χ−∞(x1, x2). (6.30)
Now, recall the usual scattering condition. Defining U(τ) = e−iKτ and U0(τ) = e
−iK0τ ,
we assume that for a state ψ that evolves to ψτ by U(τ) = e
−iKτ that there is an in state
for which
‖U(τ)ψ − U0(τ)ψin‖ → 0 τ → −∞ (6.31)
and
‖U(τ)ψ − U0(τ)ψout‖ → 0 τ → +∞, (6.32)
which, for sufficiently dense ψin and ψout define the wave operators Ω+ and Ω− respectively
as
ψ = U †(τ)U(0)ψout → Ω−ψout τ → +∞
= U †(τ)U(0)ψout → Ω+ψin τ → −∞.
(6.33)
A sufficient condition for the existence of this limit for, e.g., Ω+, is that ‖V U0ψin‖
vanishes sufficiently rapidly (there are weaker conditions that may apply) so that it is
integrable from −∞ to zero in τ . This conditon must be investigated for any particular
model, but we shall assume here that it is satisfied.
It follows that
Ω−ψout = Ω+ψin, (6.34)
and then, by unitarity,
ψout = Ω−
†Ω+ψin ≡ Sψin, (6.35)
defining the S-matrix.
Now, for
χτ = U0(τ)
†ψτ = U0(τ)
†U(τ)ψ, (6.36)
we see that
χ−∞ = Ω+
†ψ
χ+∞ = Ω−
†ψ,
(6.37)
so that
ψ = Ω+χ−∞ = Ω−χ+∞, (6.38)
or
χ+∞ = Sχ−∞. (6.39)
Therefore (6.30) provides, for τ →∞, a formula for the S matrix, as in standard scattering
theory.
We now study the first few terms of the iteration of (6.29). Consider
χτ (x1, x2) = χin − i
∫ τ
−∞
dτ ′V (τ ′)χin(x1, x2)
+ (−i)2
∫ τ
−∞
dτ ′
∫ τ ′
−∞
dτ ′′V (τ ′)V (τ ′′)χin(x1, x2)
+ (−i)3
∫ τ
−∞
dτ ′
∫ τ ′
−∞
dτ ′′
∫ τ ′′
−∞
dτ ′′′V (τ ′)V (τ ′′)V (τ ′′′)χin(x1, x2) + · · ·
(6.40)
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Inserting intermediate states corresponding to the spectrum of p, we see that we have
terms of the type
< p1p2|V (τ)|p1′p2′ > =< p1p2|eiK0τV e−iK0τ |p1′p2′ >
=
∫
dp1
′′dp2
′′dp1
′′′dp2
′′′ < p1p2|eiK0τ |p1′′p2′′ >
× < p1′′p2′′|V |p1′′′p2′′′ >< p1′′′p2′′′|e−iK0τ |p1′p2′ > .
(6.41)
Introducing the x representation in intermediate states (through the < x|p > transforma-
tion functions) is not useful here since V is not necessarily Poincare´ invariant. Moreover,
K0 is not diagonalized in the p representation, so that the τ integrations cannot be carried
out leading to Feynman propagators in the usual way [54][55][56]. However, we proceed as
follows.
The two terms of K0,
K0 = K01 +K02 =
1
2M1
p1µg
µν(x1)p1ν +
1
2M2
p2µg
µν(x2)p2ν (6.42)
commute, and therefore
< p1p2|eiK0τ |p1′p2′ >=< p1|eiK01τ |p1′ >< p2|eiK02τ |p2′ > (6.43)
Let us consider the matrix element of K01 in momentum eigenstates
< p1|K01|p1′ > =
∫
d4x1
√
g(x1)
1
2M1
p1µp1µ
′ < p1|x1 > gµν(x1) < x1|p1′ >
=
1
2M1
p1µp1µ
′
∫
d4x1
√
g(x1)e
ip1κx1
κ
gµν(x1)
1
(2π)4
√
g(x1)
e−ip1
′σx1σ
=
1
2M1
p1µp1µ
′g˜µν(p1 − p1′),
,
(6.44)
where g˜µν(p) is the Fourier transform of gµν(x).
In coordinate representation, each of the K0i is a (essentially self-adjoint) Laplace
Beltrami operator (see, for example, S. Helgason[57]) and has, in general, continuous spec-
trum in (−∞,∞). Since the twoK0i commute, the operatorK0 defined in (6.42) is a direct
sum on the product Hilbert space. Suppose its generalized eigenfunctions are {|λ1, λ2 >},
so that
K0|λ1, λ2 >= (λ1 + λ2)|λ1, λ2 > . (6.45)
In the following, we call
|λ1λ2 >≡ |λ(2) > . (6.46)
We now return to (6.40) and introduce the complete set {|λ(2) >} as intermediate
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states:
< p1p2|χτ > =< p1p2|χin > −i
∫ τ
−∞
dτ ′ < p1p2|V (τ ′)χin >
+ (−i)2
∫ τ
−∞
dτ ′
∫ τ ′
−∞
dτ ′′
∫
dλ(2) < p1p2|V (τ ′)|λ(2) >< λ(2)|V (τ ′′)χin >
+ (−i)3
∫ τ
−∞
dτ ′
∫ τ ′
−∞
dτ ′′
∫ τ ′′
−∞
dτ ′′′
∫
dλ(2)dλ(2)
′
< p1p2|V (τ ′)|λ(2) >
< λ(2)|V (τ ′′)|λ(2)′ >< λ(2)′ |V (τ ′′′)χin > + · · ·
(6.47))
Let us consider the third order term. Inserting the transformation function < p1p2|λ(2)′′ >
for the first factor to make explicit the matrix element < λ(2)
′′ |V (τ ′)|λ(2) > and in the last
factor < λ(2)
′′′ |p1′p2′ > to obtain the matrix element of V (τ ′′′) in the λ(2) representation,
for which
< λ(2)
′′ |V (τ ′)|λ(2) >= ei(λ1′′+λ2′′−λ1−λ2)τ ′ < λ(2)′′ |V |λ(2) >, (6.48)
we may carry out the τ integrations to obtain
(−1)3
∫
dλ(2)dλ(2)
′
dλ(2)
′′
dλ(2)
′′′
d4p1
′d4p2
′ < p1p2|λ(2) >
< λ(2)|V |λ(2)′ >< λ(2)′ |V |λ(2)′′ >< λ(2)′′ |V |λ(2)′′′ >
(λ1 + λ2 − λ1′′′ − λ2′′′ − iǫ)(λ1′ + λ2′ − λ1′′′ − λ2′′′ − iǫ)(λ1′′ + λ2′′ − λ1′′′ − λ2′′′ − iǫ)
× < λ(2)′′′ |p1′p2′ >< p1′p2′|χin > .
(6.49)
We have inserted a factor eǫτ for convergence as τ → −∞ in the last factor. This procedure
is based in the flat space limit on ‖V e−iK0τψ‖ vanishing as τ → −∞; if our asymptotic
condition is in flat space, the potential term would have the same features as in the SHP
theory [1], for which this condition can hold. The τ integrations, starting from the last,
carry over a factor of e−iǫτ to each successive integration, providing the −iǫ terms in
the denominators, as in the usual scattering theory. The same general structure, with
alternating signs, obtains to every order.
The structure of the intermediate propagators is similar to the usual (two-body) Feyn-
man free propagators, but the evaluation of the vertices < λ(2)|V |λ(2)′ > involves the
transformation functions < λ(2)|x1, x2 >, known from solutions for the Laplace-Beltrami
spectral problem. The λ’s play the same role here as the energy eigenvalues (continu-
ous spectrum) for the unperturbed Hamiltonian in the nonrelativistic scattering theory,
but in this case they correspond to the spectrum of the Laplace-Beltrami operators that
constitute the Hamiltonian for evolution on the manifold.
It is interesting to compare this result with the emergence of the propagator from
the Green’s function for a single particle (or, in a simple generalization, to many particle)
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propagation. To see this, let us compute the evolution of a “free” one body state (here K0
has just one term of (6.42))
ψ0τ (p) =
∫
d4p′ < p|e−iK0τ |p′ > ψ00(p′) (6.50)
The Laplace transform on (0,∞) for Im s > 0 is then
ψ˜0s = i
∫
d4p′ < p| 1
s−K0 |p
′ > ψ00(p
′), (6.51)
defining the “free” one particle propagator as*
G(s) =
1
s−K0 . (6.52)
For an almost flat space where (ηµν = diag(−,+,+,+))
gµν(x) = ηµν + hµν(x), (6.53)
the bilinear perturbation term corresponds to a Laplace-Beltrami type mass operator in
addition to the value of pµpµ = −m2, i.e.,
G(s) ∼= 1
s− pµpµ
2M
− 1
2M
pµhµν(x)pν
(6.54)
We now turn to discuss the introduction of electromagnetism, for a single particle and
for many particle systems.
7. Electromagnetism
As C.N. Yang [58] wrote, electromagnetism can be thought of as a U(1) fiber bundle.
The electromagnetic potential vector field emerges as a section on the fiber bundle in
the gauge transformations of the quantum theory. To illustrate this idea, consider what
happens to Eq. (5.4) if we consider, instead of the function ψτ (x), the function ψ
′
τ (x) =
eiΛ(x,τ)ψτ (x) resulting from a unitary transformation e
iΛ(x,τ) defined locally (for Λ(x, τ) a
scalar function) on the Hilbert space at each value of τ . Since pµ acts like a derivative on
xµ, it differentiates Λ(x, τ), just as for the corresponding computation in the flat Minkowski
space. As for the flat space case, we must add a gauge compensation term so that
(pµ − a′µ(x, τ))eiΛ(x,τ)ψτ (x) = eiΛ(x,τ)(pµ − aµ(x, τ))ψτ(x), (7.1)
* In the {λ} representation, for free evolution, this formula would provide the same
denominator as occurs in (6.49).
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i.e., assuring that (pµ − aµ(x, τ))ψτ(x) is an element of the Hilbert space, transformed
locally at every point in the same way, and therefore undergoes the same unitary transfor-
mation as ψτ (x). Carrying out the derivative implied by the action of pµ (as in (5.6)), we
find the condition that
a′µ(x, τ) = aµ(x, τ) +
∂Λ(x, τ)
∂xµ
, (7.2)
the usual form of a gauge transformation. From the scalar nature of the wave function, we
have implicitly assumed Einstein’s property of general covariance for the fields aµ(x, τ).
Unless we restrict ourselves to the so-called “Hamilton gauge” (with Λ independent
of τ), the form of (7.4) implies the existence of a fifth field [1][59][60] a5(x, τ), for which
we must have
{
i
∂
∂τ
+ a′5(x, τ)
}
ψ′τ (x) = e
iΛ(x,τ)
{
i
∂
∂τ
+ a5(x, τ)
}
ψτ (x) (7.3)
By the same argument, we then have
a′5(x, τ) = a5(x, τ) +
∂
∂τ
Λ(x, τ). (7.4)
The Stueckelberg-Schro¨dinger equation then becomes
i
∂
∂τ
ψτ (x) =
{ 1
2M
(pµ − aµ(x, τ))gµν(pν − aν(x, τ))− a5(x, τ)(x)
}
ψτ (x), (7.5)
where the scalar field of the potential model is now replaced by the generally τ dependent
a5(x, τ).
In the usual way, we can define in the flat tangent space, a gauge invariant field
strength[1][59][60]
f˜αβ(ξ, τ) = ∂αaβ(ξ, τ)− ∂βaα(ξ, τ), (7.6)
where α, β = (0, 1, 2, 3, 5), which satifies the equation
∂αf˜αβ(ξ, τ) = jβ(ξ, τ). (7.7)
The first four components of the current have the form of a Jackson type construction
[61] before integration over τ , and the fifth component is the density ρ(ξ, τ) ∝ ψ∗τ (ξ)ψτ(ξ)
in the SHP theory (see [1] for details).
It is easy to see that a coordinate transformation leads to the rule of replacement of
derivatives by covariant derivatives so that in the curved space
fµν(x, τ) = aµ;ν − aν;µ = ∂ξ
σ
∂xν
∂ξλ
∂xµ
f˜λσ
fµ5 = ∂µa5 − ∂5aµ,
(7.8)
since a5 is a Lorentz scalar.
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For the fourth and fifth components, we have
f ;µµν(x, τ) + ∂
5f5ν(x, τ) = jν(x, τ);
fµ5
;µ(x, τ) = j5(x, τ) = ρ(x, τ),
(7.9)
where the last is analogous to the non-relativistic ∇ · E = ρ. Clearly, the covariant
divergence of jν(x, τ) vanishes.
We now study the structure of the corresponding current. To do this, we write an
action for which the variation with respect to ψ∗τ (x) yields the Stueckelberg-Schro¨dinger
equation (7.5),
S =
∫
dτd4x
√
g
{
iψ∗τ (x)
∂
∂τ
ψτ (x)− iψτ (x) ∂
∂τ
ψ∗τ (x) + a5(x, τ)ψ
∗
τ (x)ψτ (x)
− {ψ∗τ (x){ 12M (pµ − aµ(x, τ))gµν(pν − aν(x, τ))− a5(x, τ)
}
ψτ (x)
(7.10)
where fµν(x, τ) = gµλgνσfλσ(x, τ). We add to the action a purely electromagnetic part
Sem = +
1
4
√
g
(
fµνfµν + f
µ5fµ5
)
, (7.11)
where (since a5 is scalar its covariant derivative is an ordinary derivative)
fµ5 = ∂µa5 − ∂τaµ (7.12)
and a5 = g5αaα depending on the metric for the embedding of O(4, 1) or O(3, 2) chosen
for the 5D manifold. As for the nonrelativistic theory on 3D, where the gauge fields make
accessible the (3, 1) manifold of Minkowski space, the gauge fields of the (3 + 1)D theory
make accessible the embedding of the (4, 1) or (3, 2) manifold. As we shall see, however,
in our discussion of the many body problem, the assumption of universality in τ does not
admit such a higher symmetry.
In 1995, Land, Shnerb and Horwitz [60] studied the consequences of assuming covari-
ant commutation relations between xµ and x˙ν on a manifold using a theorem of Hojman
and Sheply [62] extending and generalizing the work of Tanimura [63]. Their results, in-
cluding the development of the 5D theory, agree in the one particle sector with what we
have presented here.
To fully treat such a development with the methods we have used here, one would
have to start with a one degree higher dimensional Stueckelberg equation; its gauge fields
would open the possibility of a 6D manifold as a result of gauge invariance. We shall, how-
ever, truncate this sequence here at the level of 4D, retaining τ as the universal invariant
parameter of evolution.
We now obtain the current by variation of aµ in the action. Integrating by parts in
the kinetic term (for the self-adjoint pµ = −i ∂∂xµ − i2 1√g(x)
∂
∂xµ
√
g(x)), we have
Skin = − 1
2M
∫
dτd4x
√
g(x)((pµ − aµ)ψ)∗gµν(pν − aν)ψ
= +
1
2M
∫
dτd4x
√
g(x)((pµ + aµ)ψ
∗)gµν(pν − aν)ψ,
(7.13)
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so that
δSkin
δaµ
=
√
g(x)
2M
(
ψ∗gµν(pν − aν)ψ − ((pν + aν)ψ∗)gµνψ
)
. (7.14)
Here, ψ∗ψ(x, τ) is the probability to find the particle (event) in the invariant volume
element
√
gd4x, so that ψ∗ψ(x, τ) must go over to 1√
g(x)
δ4(x − x′) in the classical limit
(see Weinberg [37]). Therefore, we must define the current as*
jµ(x, τ) =
1√
g(x)
1
2M
(
ψ∗gµν(pν − aν)ψ − ((pν + aν)ψ∗)gµνψ
)
, (7.15)
in agreement in form with the corresponding known nonrelativistic formula (g → 1 in the
nonrelativistic limit, so the extra term in pµ vanishes). Note further that the integral of the
current over a hypersurface with the invariant measure d4x
√
g has well-defined physical
meaning.
We now study the variation of the action with respect to a5. The variation of the full
action (both Sm and Sem) with respect to a5 then yields the field equation
fµ5
;µ(x, τ) ≡ 1√
g(x)
ρ(x, τ) = ψτ
∗ψτ (x, τ), (7.16)
in analogy to the standard Maxwell equation ∇ ·E = ρ.
Furthermore, the variation with respect to aµ, with the definition of the current (7.15),
yields the covariant field equations (as one would conclude from the application of general
covariance [64]) The variation of aµ in (7.10), (7.11) leads to
fµν
;µ(x, τ) = jν(x, τ), (7.17)
or, equivalently,
∂µ(
√
gfµν) = jν (7.18)
The Lorentz force (see also [59]) follows by directly transcribing the flat space formula
(for charge unity),
Fµ = fµν
dxν
dτ
(7.19)
8 The Many Body Problem for Electromagnetism
In the following, we generalize this structure to the many body problem.
* Note that if we follow the method of Jackson[61], defining the macroscopic current
Jµ(x) =
1√
g(x)
∫
dτ x˙µδ4(x− x(τ)),
then ∂µ
√
g(x)Jµ) = 0.
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The many-body wave function can be written as the span of the direct product of wave
functions associated with isomorphic one particle Hilbert spaces (which also may be used
in the construction of the Fock space on the manifold). The norm and orthogonality follow
from the properties of the one particle spaces as above (with the rule that corresponding
elements of the sequences are contracted by scalar product). We may therefore write
ψτ (x1, x2, . . . xN ) = Σaα1,α2...αNφα1,τ (x1)φα2,τ (x2) · · ·φαN ,τ (xN ). (8.1)
We now argue that a local unitary transformation of the form eiΛ(x,τ) should act, with the
same function Λ(x, τ) in each of the factor spaces.* This construction provides a convenient
mechanism for the gauge transformations of the Bose-Einstein or Fermi-Dirac Fock spaces
(and, in general, for linear combinations). Furthermore, as we shall see below, it enables
us to define a field aµ(x, τ). We therefore define the gauge transformation ψ → ψ′ as
ψ′τ (x1, x2, . . . xN ) = Σaα1,α2...αN e
i(Λ(x1,τ)+Λ(x2,τ)+···Λ(xN ,τ))
× φα1,τ (x1)φα2,τ (x2) · · · , φαN ,τ (xN )
= ei(Λ(x1,τ)+Λ(x2,τ)+···Λ(xN ,τ))ψτ (x1, x2, . . . , xN )
(8.2)
The remaining argument is the same as for the one body case. At each point xi of
the wave function associated with the ith factor, we have
(−i ∂
∂xiµ
− a′µ(xi, τ)
)
ψ′τ (x1, x2, . . . xN ) = e
i(Λ(x1,τ)+Λ(x2,τ)+···Λ(xN ,τ))
(−i ∂
∂xiµ
− aµ(xi, τ)
)
ψτ (x1, x2, . . . xN ),
(8.3)
so that
a′µ(xi, τ) = aµ(xi, τ) +
∂Λ(xi, τ)
∂xiµ
, (8.4)
It therefore follows that this procedure leads to a local covariant field for the electromag-
netic potential vector.
If we call the compensation function for the τ evolution a5(x1, x2, . . . xN , τ) and
Λ(x1, x2, . . . xN , τ) = Λ(x1, τ) + Λ(x2, τ) + · · ·Λ(xN , τ) (8.5)
then it follows that
a′5(x1, x2, . . . xN , τ) = a5(x1, x2, . . . xN , τ) +
∂
∂τ
Λ(x1, x2, . . . xN , τ). (8.6)
The fifth gauge function is clearly here not a property of the individual particles, and
in this sense it appears not to correspond to a local field on the individual particles (it is
a local field, however, on the configuration space (x1, x2, . . . xN )).
* One can think of this procedure as the action of an operator
(
eiΛ
)N
=
(
eiΛN
)
acting
on the N particle state.
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The field strengths associated with the fifth field form a set
f iµ5(x1, x2, . . . xN ) = ∂µia5(x1, x2, . . . xN )− ∂τaµ(xi). (8.7)
Under gauge transformation,
∂µi(a5(x1, x2, . . . xN , τ) +
∂
∂τ
Λ(x1, x2, . . . xN , τ))− ∂τ (aµ(xi, τ) + ∂
∂xiµ
Λ(xiτ))
= ∂µia5(x1, x2, . . . xN , τ)− ∂τaµ(xi, τ),
(8.8)
since the derivative ∂
∂xiµ
selects the term in the sum that cancels ∂
∂xiµ
Λ(xiτ).
To be able to write the elements of this set in a uniform way in the arguments, we
define a field on x1, x2, . . . xN for each τ such that the projection
aiµ(x1, x2, . . . xN , τ) = aµ(xi, τ). (8.9)
We can then write
f iµ5(x1, x2, . . . xN ) = ∂µia5(x1, x2, . . . xN )− ∂τaiµ(x1, x2, . . . xN ). (8.10)
We now discuss the electromagnetic current and field equations for the N body case.
We write the action for an N particle system in the presence of electromagnetism as
S =
∫
dτΠid
4xi
√
g(xi)
{
iψ∗τ (x1, x2, . . . xN )
∂
∂τ
ψτ (x1, x2, . . . xN )− iψτ (x1, x2, . . . xN ) ∂
∂τ
ψ∗τ (x1, x2, . . . xN )
+ a5(x1, x2, . . . xN , τ)ψ
∗
τ (x1, x2, . . . xN )ψτ (x1, x2, . . . xN )
− ψ∗τ (x1, x2, . . . xN )Σi
{
(pµ − aµ(xi, τ))gµν(xi)(pν − aν(xi, τ))
− a5(x1, x2, . . . xN , τ)
}
ψτ (x1, x2, . . . xN )
}
(8.11)
As for the one-particle case, we add an electromagnetic part
Sem = +
∫
dτΣi
∫
d4xi
1
4
√
g
(
fµν(xi, τ)fµν(xi, τ)
}
+ f iµ5(x1, x2, . . . xN )f
iµ5(x1, x2, . . . xN )
)
.
(8.12)
The variation with respect to a5 (taking into account the factor g
µν in raising the index)
yields the equation of motion
fµ5
;µ(x1, x2, . . . xN , τ) = ψτ
∗(x1, x2, . . . xN )ψτ (x1, x2, . . . xN )
= Πig(xi)
− 1
2 ρ(x1, x2, . . . xN , τ)
, (8.13)
the density on the full space (x1, x2, . . . xN ) at each τ .
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Finally, the variation with respect to aµ(xi, τ) of the interaction term, since fµν(x, τ)
is a one particle quantity, the field equations
fµν
;ν(xi, τ) = jµ(xi, τ), (8.14)
where (the variation in aµ(xi, τ) fixes τ but not the coordinates except for xi)
jµ(xi, τ) = Πj 6=id
4xj
√
g(xj)
1
2Mi
√
g(xi)
(
ψτ
∗(x1, x2, . . . xN )g
µν(xi)(pνi − iaν(xi))ψτ (x1, x2, . . . xN )
− ((pνi + aν(xi))ψτ ∗(x1, x2, . . . xN ))gµν(xi)ψτ (x1, x2, . . . xN )
)
.
(8.15)
The local one-particle field equations are then
fµν
;µ(xi, τ) = jν(xi, τ) (8.16)
or, as in the one-particle case,
∂µi(
√
g(xi)f
µν(xi, τ)) =
√
g(xi)j
ν(xi, τ). (8.17)
The Lorentz force acting on a particle in this many body framework is then
Fµ(xi, τ) = f
µ
ν(xi, τ)
dxi
ν
dτ
, (8.18)
providing a basis, for example, for writing Vlasov equations in general relativistic statistical
mechanics.
9. Summary and Outlook
We have shown that the SHP theory can be embedded by local coordinate transfor-
mations into the framework of general relativity. The Minkowski spacetime coordinates of
the SHP theory are considered to lie in the tangent space of a manifold with metric and
connection form derived from the coordinate transformations on the equations of motion
for particles moving on the locally flat Minkowski spacetime, parametrized by a universal
monotonic world time τ . The four momentum is well-defined on the manifold, and a for-
mula for its τ derivative, which may be understood as a “force”, is obtained, displaying
the effect of the potential as well as the curvature (through the connection form). The
canonical momentum vector pµ in the cotangent space has simple canonical Poisson brack-
ets with the coordinates xµ, but we show that it is the mapping pµ = gµν(x)pν back to the
tangent space which corresponds to the measured energy and momentum, and compute
the energy and momentum of a particle near the Schwarzschild radius (horizon) of a black
hole.
For the many body system, each particle, at the points {xiµ}, is assumed to move
locally on a flat Minkowski space, which is then transformed by local coordinate transfor-
mation to the manifold of GR with coordinates xi
µ. Since particles with (flat Minkowski)
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coordinates ξ1, ξ2 . . . ξN lie in different local tangent spaces at the points x1, x2 . . . xN of
the curvilinear coordinatization of GR, Poincare´ invariance of the potential function is not
applicable.
Since the Poisson bracket of the SHP theory is unchanged in form under local dif-
feomorphisms, it forms the basis of a quantum theory in which the momentum operator
generates infinitesimal translations along the local coordinates. However, the operator
−i ∂
∂xµ
is not Hermitian on a Hilbert space of functions ψτ (x), square integrable over the
invariant measure d4x
√
g(x). It was necessary to define the Hermitian momentum opera-
tor pµ = −i ∂∂xµ − i2 ∂∂xµ
√
g(x), in analogy to the operator defined by Newton and Wigner
[52] in momentum space. We showed, in the discussion of Fourier transforms, that this
operator generates infinitesimal translations.
We then developed the basic scattering theory in this quantum mechanical framework.
The interaction picture expansion for a potential model is worked out, similar to the
Feynman type expansions, but with more complicated vertices due to the curvature of
space time. We also showed that the propagator for “free” evolution (Green’s function)
has a Laplace-Beltrami operator in the denominator which, for small curvature, reduces
to the flat space SHP Hamiltonian with the addition of an effective mass shift due to the
curvature.
This Hilbert space provides a basis for a local U(1) gauge, for which the compensation
fields (sections on the bundle) correspond to classical 5D electromagnetic fields [59][60].
We obtain field equations for the electromagnetic fields and associated currents from an
action (τ integrated Lagrangian).
The many body quantum theory is treated by constructing a tensor product space
and the associated electromagnetic theory is developed assuming that each factor in the
tensor product carries the same gauge transformations. This enables us to define a gauge
compensation field aµ(x) for the four components which can be evaluated on each particle,
but due to the universality of τ , the fifth component must depend on the coordinates of
all of the particles as a locally defined function on the full configuration space, similar to
the function V (x1, x2, . . . xN ) of the potenial model.
The work of this paper is primarily restricted to describing a relativistic dynamics in
a τ independent gravitational field, i.e., the metric is assumed independent of τ . Since the
connection has the same structure as in GR, one can write Einstein’s equations in the same
form (e.g.[64]). Therefore, in this case,the energy momentum tensor, determining gµν(x),
should be independent of τ . To achieve this, one may use partially integrated currents,
taking into account correlations [65], or the zero modes extracted from full integration
yielding 4D conserved currents [1][59][60]. In the more general case, where the structure of
spacetime is dynamical (for example, star formation, collision between stars or black holes,
or for unstable stars such as supernova) the energy momentum tensor would depend on
τ . We show in the Appendix how, in such cases, the corresponding explicit dependence of
the local transformations from the Minkowski space coordinates to the curved coordinates
can be expressed in terms of such a τ dependent metric tensor.
The classical results of this paper provide an eight dimensional phase space for general
relativity, just as the SHP theory provides for special relativity, and therefore a general
relativistic statistical mechanics can be formulated. The assumptions necessary to con-
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struct Gibbs ensembles [66][67] in this context must be carefully examined; we leave this
subject for a future publication.
The many body problem, generalizing the work of Horwitz and Arshansky [68], can
be formulated in this framework. The many body Hilbert space can be used to construct
a Fock space as the basis for a quantum field theory.
We finally remark that the results of the work of this paper provide a basis for the
vector field approach of Bekenstein and Sanders[21] and the associated discussion of non-
abelian gauge fields given by Horwitz, Gershon and Schiffer [19]; it will therefore be of
interest to follow the development of the U(1) gauge theory given here with a study of
non-Abelian gauge theories (see [60]).
Appendix
We study here the effect of a τ evolving spacetime, a situation which would occur if
the energy momentum tensor depends on τ .
Generally, at a point xλ, the velocity of a particle is x˙λ, just a motion on the coor-
dinates {x}. If the spacetime is changing, we think of the tangent space as reflecting this
change. Therefore, the local coordinatization ξ changes as the world coordinates evolve.
At each τ , it is still true that
dξµ =
∂ξµ
∂xλ
dxλ, (A.1)
but ∂ξ
µ
∂xλ
changes as the particle moves and as the spacetime evolves. We can write
∂ξµ
∂xλ
=
∂ξµ
∂xλ
(x(τ), τ) (A.2)
so that
d
dτ
∂ξµ
∂xλ
=
∂2ξµ
∂xλ∂xσ
((x(τ), τ)x˙σ +
∂
∂τ
∂ξµ
∂xλ
(x(τ), τ), (A.3)
where the second term is due to the change in orientation of the ξµ coordinates in τ .
The canonical structure postulated in (1.1) and (1.2), and the definition of gµν remain
the same but, as a function of ∂ξ
µ
∂xλ
(x, τ), it now becomes a function of τ . We therefore
have
K =
M
2
gµν(x(τ), τ)x˙
µx˙ν + V (x). (A.4)
We now calculate from (A.1) the total τ derivative
ξ¨µ =
d
dτ
(∂ξµ
∂xλ
x˙λ
)
=
∂2ξµ
∂xλ∂xγ
x˙γ x˙λ
+
∂
∂τ
∂ξµ
∂xλ
x˙λ +
∂ξµ
∂xλ
x¨λ
= − 1
M
ηµν
∂xλ
∂ξν
∂V (x)
∂xλ
,
(A.5)
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where the last equality, as before, follows from the canonical structure of the tangent space.
Muliplying by ∂x
σ
∂ξµ
, and solving for x¨σ, we find a geodesic type equation as before but with
an additional (velocity dependent) term
x¨σ = −Γσλγ x˙γ x˙λ − 1
M
gσλ
∂V (x)
∂xλ
− ∂x
σ
∂ξµ
∂
∂τ
( ∂ξµ
∂xλ
)
x˙λ. (A.6))
We now show that ∂
∂τ
(
∂ξµ
∂xλ
)
can be expressed in terms of ∂
∂τ
gµν(x(τ), τ), which then
carries the information, from the Einstein equations, about the evolution of the spacetime.
From the definition (1.9) we compute
∂gµν
∂τ
(x(τ), τ) = ησγ
[ ∂
∂τ
( ∂ξσ
∂xµ
)∂ξγ
∂xν
+
∂ξγ
∂xµ
∂
∂τ
(∂ξσ
∂xν
)]
,
(A.7)
where we have used the σ, γ symmetry of ησγ in the second term.
Now, define
∂
∂τ
(∂ξµ
∂xλ
) ≡ tµλ. (A.8)
Then we can write (A.7) as
∂gµν
∂τ
(x(τ), τ) = ησγ
[
tσµ
∂ξγ
∂xν
+ tσν
∂ξγ
∂xµ
]
= ησγ
(
δµ
λ ∂ξ
γ
∂xν
+ δν
λ ∂ξ
γ
∂xµ
)
tσλ
≡Mµνλσtσλ.
(A.9)
This equation can be inverted with the matrix Nλ
σµν satisfying
Nλ′
σ′µνMµν
λ
σ
= δλ′
λδσ
σ′ . (A.10)
It is a possible exceptional case that Nλ
σµν could be singular; this would correspond to a
singular development of the transformation function ∂ξ
σ
∂xν
in τ , which we do not treat here.
Multiplying (A.9) by Nλ′
σ′µν , we obtain
Nλ′
σ′µν ∂gµν
∂τ
(x(τ), τ) = tσ
′
λ′ =
∂
∂τ
(∂ξσ′
∂xλ′
)
. (A.11)
The solution that we have found, as well as many of the relations we have used in our study,
involve the transformation functions ∂ξ
γ
∂xµ
; as pointed out by Weinberg [64], these functions
enter quadratically in gµν , and are therefore determined up to Lorentz transformation, at
any given τ , by gµν .
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