We present a fully trainable solution for binarization of degraded document images using extremely randomized trees. Unlike previous attempts that often use simple features, our method encodes all heuristics about whether or not a pixel is foreground text into a high-dimensional feature vector and learns a more complicated decision function. We introduce two novel features, the Logarithm Intensity Percentile (LIP) and the Relative Darkness Index (RDI), and combine them with low level features, and reformulated features from existing binarization methods. Experimental results show that using small sample size (about 1.5% of all available training data), we can achieve a binarization performance comparable to manually-tuned, state-of-the-art methods. Additionally, the trained document binarization classifier shows good generalization capabilities on out-of-domain data.
INTRODUCTION
Document image binarization is a fundamental step in most document analysis works, which aims to convert a color or grayscale document image to a monotonic image, where all text pixels of interest are marked in black with a white background [1, 2] . Given a document image D of size W ×H such that D = {D i,j } i∈ [1,W ] ,j∈ [1,H] , image binarization assigns each pixel D i,j a binary class label B i,j according to a decision function f binarize (·) in a meaningful way, as shown in Eq. (1)
A successful document binarization process discards irrelevant and noisy information while preserving meaningful information in the binary image B={B i,j }. Document image binarization is a subjective and illposed problem [3] , and it involves many challenges, such as (1) handling document degradations, (e.g. faded text), (2) dealing with uneven illumination, and (3) differentiating bleed-through text from real text. Classic solutions often seek heuristic thresholds in simple feature spaces, which could be grouped into global thresholding and local thresholding methods [4] . For example, Otsu's method [5] binarizes a pixel D i,j by comparing its pixel intensity I i,j to an optimal global threshold G th derived from the intensity histogram, as shown in (2) f Otsu 
In contrast, Niblack's method [6] uses the decision function
where k niblack is a negative parameter, and μ R i,j and σ R i,j denote the mean and standard deviation of pixel intensities within a region R of size w× h, respectively. Although heuristic solutions are efficient, since they require a constant number of operations per pixel, and work fairly well on many wellconditioned document images, simple features and decision functions are insufficient for handling difficult cases. Lu et al. [7] proposes a local thresholding approach that mainly relies on background estimation and stroke estimation. Su et al. [8] finds that Otsu's thresholding helps attain more discriminative power in a local contrast feature space. Sauvola et al. [9] improves upon [6] by adding a parameter to allow a non-linear decision plane.
Unsupervised learning has been frequently used for document binarization. In [10] , a document image is first clustered into three classes, foreground, background and uncertain, and pixels in the uncertain class are later classified into either the foreground or background class according to their distances from these two classes. In [11] , an image is first transformed into a Laplacian feature space, and a global energy function is constructed to ensure that resulting binary labels are optimal in the sense of a predefined Markov random field. In [12] , an unsupervised ensemble of expert frameworks is used to combine multiple binarization candidates. Although these methods do not require training, some rely on theoretical models or heuristics for which the underlying assumptions are not always correct. In this paper we pose image binarization as a classification problem that is addressed using supervised learning methods.
FEATURE EXTRACTION
Our goal is to develop a trainable binarization method. Specifically, we want to learn a decision function f (·) that maps a n-d feature vector X i,j =[X (1) i,j , · · · , X (n) i,j ] T extracted around a pixel D i,j to a binary space {0, 1} such that
We start by describing various features used to build the binarization classifier.
Existing Features
Since a number of simple tasks can be accomplished just by applying Otsu's method, we thus include a pixel intensity I i,j and its deviation from the Otsu's threshold as features, as shown in Equations (5) and (6).
In addition, we also use local statistics calculated at difference scales as shown in Equations (7) and (8)
where we make the size w=h=ks of local window R be associated with scales k ∈ [1, 2, 4, 8] , and estimate stroke width s using Su's method [8] . We also use contrast and Laplacian features [8, 11] as shown in Equations (9) and (10), respectively.
Exponential Truncated Niblack Index
In order to use Niblack's decision function in our formulation, we first rearrange terms in Equation (3) according to f niblack = 0, as shown in Equation (11),
and then compute the Exponential Truncated Niblack Index (ETNI) feature, as shown in Equation (12) . Figure 1 compares an image in the original form and its corresponding ETNI feature space. 
Logistic Truncated Sauvola Index
Similarly, we rearrange the terms in Sauvola's decision function according to its key parameter k Sauvola as follows.
Since k Sauvola (i, j|R) could be (−∞, ∞), we normalize this index by using the logistic function shown in Equation (14), and call it the Logistic Truncated Sauvola Index (LTSI),
LTSI thus reflects the Sauvola decision plane. A sample result of the LTSI feature is shown in Figure 2 . 
Logarithm Intensity Percentile Features
Intuitively, the darkness of a pixel is related to whether it is a text pixel. Given a region S, the percentile of the pixel's intensity can be computed as
where 1 (0,∞) (t) denotes the indicator function whose value is 1 when t ∈ [0,∞) and 0 otherwise, and · denotes the cardinality function. This percentile is a type of rank feature, and thus is invariant to any monotonic transform on the original intensity space. To have a higher resolution for lower percentiles, we use the logarithm, as shown in Equation (16), and call it Logarithm Intensity Percentile (LIP) feature. Here Th perc is a cutoff threshold ( =.01 in this paper).
With respect to S, we make parallelogram S cover multiple rows, columns, diagonals, and inverse diagonals. The number of rows, columns, diagonals and inverse diagonals in S is made to be k times the estimated stroke width s. Finally, we also compute the LIP features with respect to the entire image and the maximum percentile among all previously extracted LIP features. Figure 3 shows the original document with its corresponding features in the LIP spaces. As one can see, the LIP space is indeed more discriminative. 
Relative Darkness Index Features
Local ternary patterns (LTP) [13] have been successfully used in face recognition. LTP relies on the comparison of a center pixel's intensity with each pixel in a set of neighbors {N 1 , · · · , N k } that are on a radius r circle, and the lth code in a length-k code string is defined as
where r l and c l denote the relative coordinates of a neighbor N l with respect to a center pixel, and tol is a preset tolerance. However, the number of possible LTP codes is often huge to effectively encode. Though one may reduce this number by considering all shift-equivalent codes as one, or separating a ternary code into two binary codes, we find that the simple frequency count of each code in a code string has already revealed many intrinsic properties of pixels, and we call them the Relative Darkness Index (RDI) features. Precisely, given the code C and neighbors on a radius r circle, the RDI feature is defined as (18) . As one can see from Figure4(c-e), most of the nearly homogeneous background parts are of high code-0 indices, pixels close to strong edges are dominated by code+1 indices, and foreground text pixels have high response on code-1 indices. To further enhance RDI's discriminative power, we compute the ratios of one code to the sum of itself and another code as well (see Fig.4(f-h) ).
Other Features
We also extract features from the global image statistics, including the mean and standard deviation of the entire image intensities, the mean and standard deviation of the percentile image, the 32 bins of normalized histogram for image intensities, and the 32 bins of a normalized logarithmed histogram.
TRAINING AND TESTING SETTINGS
In our experiments, we use the widely adopted Document Image Binarization Contest (DIBCO) from 2009 to 2014 [1, 2, [14] [15] [16] [17] for training and testing. DIBCO has 76 images. We adopt a leave-one-out strategy where we first pick a DIBCO image set of a particular year as our testing set, and use all DIBCO image sets in other years as our training set.
Sampling Strategy
DIBCO has over 80 million pixels, which requires more than 256GB of memory. Furthermore, foreground and background classes are often imbalanced. Therefore, we first artificially classify all pixels in an image into 16 subclasses, each of which is represented by a 4-bit string, where each bit indicates whether or not this pixel should be treated as a pixel in Otsu's foreground, in Niblack's foreground, within s pixels away from reference image edges, and in a reference annotated foreground. For example, Figure 5 illustrates the samples we extracted that balanced both foreground and background sub-classes. Used features, their dimensionality and normalization methods are summarized in Table 1 . Here, we use Su's method [8] to get stroke width s. Scale indicates the side of local square region R. 
Training and Testing Strategies
In following experiments, we perform two rounds of training. We first extract 9,600 samples (subclass balanced) from each training image and train a simple classifier, such as Gaussian Naive Bayes. We use this classifier to decode all training images, and extract additional 9,600 erroneous samples (subclass balanced) from each image, and use all extracted samples to train a more complicated ensemble classifier, such as ExtraTrees [18] , which is a variant of random forest [19] . Note that in total we extract 19,200 samples per image, which only account for roughly about 1.5% of all samples. Classifier parameters are obtained from a 10-folded cross-validation using all samples. A final classifier is trained by using all extracted samples and validated parameters. Figure 6 shows the feature importance of each feature type in terms of the overall contribution and the averaged dimensional contribution with respect to each feature type. RDI, global intensity histogram and LIP are the three most useful feature categories in terms of overall contributions, and Su, LTSI and RDI are the three best features in terms of dimensional contributions. During testing, we use the final classifier to predict the class label for all pixels in a testing image. Depending on the size of an image, the decoding time varies between 5s to 30s. Table 2 lists performance of our proposed method over the DIBCO 2012 [15] , 2013 [16] , and 2014 [17] datasets using standard metrics F1-score, peak signal-to-noise ratio (PSNR), and distance reciprocal distortion (DRD) (Detailed metric definitions can be found in [1, 2, [14] [15] [16] [17] ). As we can see, our performance is comparable to the top five methods. We also notice that our binarization classifier's performance is very stable among all three datasets, especially since it always keeps a DRD score below 3 pixels. A classic method may outperform our approach, but these methods rely on carefully selected heuristic parameters. However, our approach learns all parameters from data.
EVALUATION RESULTS

Performance on DIBCO Datasets
Learning Curve
As we mentioned previously, only about 1.5% of all available training samples are used in our experiments. We inves- Table 3 . As in many pattern recognition problems, the improvement of binarization performance becomes smaller as the number of training samples increases. Although images in DIBCO datasets already covers a wide range of variations, there are clearly more variations and combinations of variations that are not included in DIBCO training data. Figure 7 shows the performance of the proposed method on out of domain images. 
CONCLUSION
We introduced a document binarization method using supervised learning. Unlike previous efforts, this method is fully trainable. Our experimental results showed that one can learn a reasonably well binarization decision function from even a very small number of training samples. Such learned decision function not only works well for in-domain data, but can also apply to out-of-domain data. In future work, we will explore several aspects such as discriminative features (e.g., image moments and connected component attributes), feature selection, and classifier adaptation on the fly.
