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Abstract 
This thesis discusses the development of time resolved fluorescence imaging techniques and 
their use in the study of cellular signalling pathways, in particular the ability to perform 
multiplexed imaging of a number of pathways in live cells. These techniques are applied to 
investigate chemotaxis, the ability of cells to migrate directionally in response to a 
chemoattractant gradient, which requires precise spatiotemporal coordination of signalling 
events. 
Fluorescence lifetime imaging (FLIM) is widely applied to obtain quantitative information from 
fluorescence signals, particularly using Förster Resonant Energy Transfer (FRET) biosensors to 
map protein-protein interactions in live cells. The development of a software tool for the global 
analysis of large FLIM datasets is presented which allows simultaneous analysis of hundreds of 
FLIM images in minutes and the use of complex models, for example a four-exponential model 
of an ECFP FRET system, with relatively low photon-count data.  
Live cell imaging with optimised FRET biosensors is used to investigate the role of 
Phospholipase C epsilon (PLCε) in fibroblast chemotaxis. It is demonstrated that PLCε-null 
fibroblasts show a compromised chemotactic response to platelet derived growth factor and 
spatial defects in Rac1 activation and phosphoinositide signalling. 
The ability to image multiple functional reporters simultaneously in a single cell is desirable 
when investigating complex signalling networks with significant cross-talk such as chemotaxis. 
A number of approaches for multiplexed measurements are investigated, in particular using 
homo-FRET between two spectrally identical fluorophores, which presents a promising 
approach to reduce the spectral bandwidth compared to conventional hetero-FRET biosensors. 
The optimisation and automation of a to perform multiplexed time-resolved fluorescence 
anisotropy imaging of homo-FRET biosensors is discussed. The development and multiplexed 
imaging of homo-FRET reporters for phosphoinositide signalling using a polarisation resolved 
confocal time correlated single photon counting (TCSPC) microscope is presented. Potential 
approaches for multiplexed imaging three functional reporters are discussed. 
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Chapter 0 Thesis Overview 
This thesis discusses the development of time resolved fluorescence imaging techniques and 
their use in the study of cellular signalling pathways, including the ability to perform 
multiplexed imaging of a number of pathways in live cells. These techniques are applied to 
investigate chemotaxis, the ability of cells to migrate directionally in response to a 
chemoattractant gradient, which requires precise spatiotemporal coordination of signalling 
events. 
Chapter 1 provides an overview of the principles of fluorescence microscopy and fluorescence 
techniques that enable biologists to study the localisation and activation of proteins signalling 
processes in cells. In particular the quantitative imaging of genetically encoded biosensors based 
on Förster resonant energy transfer (FRET) using time-resolved microscopy techniques such as 
fluorescence lifetime imaging (FLIM) are discussed.  
Chapters 2 and 3 are concerned with the analysis of time resolved fluorescence microscopy data. 
At its core, this problem involves determining the parameters of an exponential decay process. 
Chapter 2 provides an overview of principles of exponential analysis and a summary of a 
number of methods that have been used to analyse data of this form. 
Chapter 3 presents the development of a novel software tool for global analysis of large 
fluorescence lifetime imaging datasets. The package, FLIMfit, allows simultaneous analysis of 
hundreds of FLIM images in minutes and the use of complex models, for example a four-
exponential model of a ECFP FRET system, with relatively photon-constrained data.  
Chapter 4 and 5 are concerned with the application of fluorescence imaging techniques to 
studying cell signalling processes involved in chemotaxis, the ability of cells to move 
directionally in response to a chemical stimulus. In particular, the role of Phospholipase C-
epsilon in chemotaxis is investigated.  
Chapter 4 summarises of the molecular mechanisms enabling chemotaxis and their regulation 
with a particular focus on the role of the Phospholipase C epsilon (PLCε). The use of FRET 
biosensors for imaging signalling pathways in chemotaxis is discussed including development of 
two improved FRET biosensors intended to aid the study of PLCε in chemotaxis. The first 
biosensor developed reports on Rac1 activation, based on the Hahn lab FLAIR sensor. The 
second reports on Ins(3,4,5)P3 accumulation, based on the LIBRA sensor. The donor fluorescent 
protein in these sensors is replaced with mTurquoise, which is shown to be more suitable for 
time resolved imaging.  
  2
In Chapter 5 live cell imaging with optimised FRET biosensors is used to investigate the role of 
Phospholipase C epsilon (PLCε) in fibroblast chemotaxis. It is demonstrated that PLCε-null 
fibroblasts show a compromised chemotactic response to platelet derived growth factor (PDGF) 
and spatial defects in Rac1 activation and phosphoinositide signalling. 
The ability to image multiple functional reporters simultaneously in a single cell is desirable 
when investigating complex signalling networks with significant cross-talk, such as chemotaxis. 
Chapter 6 is concerned with the use of polarisation resolved imaging of homo-FRET biosensors 
as an approach to realise multiplexed imaging of several FRET biosensors in a single cell. Homo-
FRET biosensors using two spectrally identical fluorescent proteins have a significantly reduced 
spectral bandwidth compared to hetero-FRET biosensors and it is shown that, in principle, three 
homo-FRET biosensors could be multiplexed in a single cell. A novel homo-FRET biosensor for 
phosphoinositide signalling based on the Akt-PH domain is developed and validated. 
Multiplexing of this probe with a conventional hetero-FRET sensor is demonstrated. The 
development of a cyan homo-FRET biosensor for Rac1 activation is presented and paths towards 
multiplexed imaging of three functional reporters are discussed.  
Chapter 7 provides a summary of the work presented in this thesis and a number of potential 
avenues of future research.  
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Chapter 1 Introduction to fluorescence microscopy 
and FRET 
Over the past three decades, fluorescence microscopy has become an indispensable tool in 
modern biology. The selectivity of the fluorescence allows visualisation of specific objects of 
interest providing unrivalled contrast in the densely packed cellular environment. The 
development of Förster resonant energy transfer based biosensors has enabled functional 
imaging of signalling molecules to be imaged in live cells.  
These techniques have had a particularly significant impact in the study of cell signalling 
pathways whose fast spatial and temporal dynamics make them a challenging subject for study 
using traditional biochemical approaches that rely on the analysis of the average behaviour of 
cell populations. 
This chapter will discuss the principles of fluorescence and review common fluorophores used in 
biological applications. An overview of the Förster resonant energy transfer and its application 
to functional imaging will be presented. Finally techniques for fluorescence microscopy used to 
image fluorescence and FRET will be discussed, in particular time resolved fluorescence 
measurements. The structure of this chapter is as follows 
1.1 Principles and properties of fluorescence ......................................................................... 4 
1.2 Fluorophores in biology ...................................................................................................... 8 
1.3 Förster Resonant Energy Transfer ................................................................................... 11 
1.4 Homo-FRET and fluorescence anisotropy imaging ...................................................... 26 
1.5 Fluorescence microscopy .................................................................................................. 31 
1.6 Fluorescence lifetime imaging .......................................................................................... 33 
1.7 Conclusions ......................................................................................................................... 44 
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1.1 Principles and properties of fluorescence 
1.1.1 Principles of fluorescence  
Fluorescence is the emission of light from a molecule within nanoseconds of the absorption of a 
photon. Typically the wavelength of the emitted light is longer than the absorbed light, a 
property known as the Stokes shift after the scientist George Stokes who first described the effect 
[1]. The Stokes shift means that a spectral filter can be used to block the excitation light so 
fluorescent objects may be selectively imaged. 
The wavelengths at which a molecule absorbs and emits light depends on its outer electrons 
orbital energy levels. When a molecule absorbs light, an electron is transferred to a higher energy 
orbital or excited state. The molecule can return to the ground state by a combination of vibrational 
relaxation, where energy is transferred into vibrational modes of the molecule, or by 
fluorescence emission. 
Molecules that absorb and re-emit photons through fluorescence are known as fluorophores. 
While nearly all molecules will fluorescence at some wavelength, fluorophores that exhibit 
fluorescence in the visible or near-visible spectrum tend to exhibit an aromatic structure with a 
significant degree of electron delocalisation, such as those illustrated in Figure 1.1. This 
delocalisation produces an energy gap between the ground and excited states that allows 
excitation by relatively low energy visible wavelength photons [2]. 
1.1.2 Jablonksi diagrams 
The processes involved in the absorption and emission of light by a molecule can be illustrated 
using a Jablonski diagram, as shown in Figure 1.2A. Fluorescence processes typically involve 
singlet and, less frequently, triplet electron states. In singlet states electrons exist in pairs with 
opposite spin states and so have zero total angular momentum. Triplet states occur when the 
electron in the excited state has the same spin as the unpaired electron remaining in the ground 
state. The ground state and first excited singlet states are labelled 푆 and 푆 respectively while 
the first triplet state is labelled 푇. Transitions in which the total spin changes such as transitions 
 
Figure 1.1 Chemical structure of fluorophores Fluorescein and Rhodamine 6G  
Chemical structure of A) Fluorescein and B) Rhodamine 6G, two small molecule fluorescent dyes. 
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between singlet and triplet states are classically ‘forbidden’ and so occur with low probability. 
Each of these states is further subdivided into several closely spaced energy levels corresponding 
to different vibrational states of the molecule [3].  
1.1.3 Excitation spectrum and the extinction coefficient 
In general, only the lowest vibrational ground state of 푆 will be populated at room temperature. 
Excitation from the ground state to an excited electronic state can occur by absorption of a 
photon with energy corresponding to that of the band gap between the two states. The energy 
gained by the molecule 훥퐸 is related to the frequency 휈 and wavelength 휆 of the photon by   
훥퐸 = ℎ휈 = ℎ푐휆 , 1.1 
where 푐 is the speed of light and ℎ is Plank’s constant. The distinct but closely spaced vibrational 
energy levels of the excited state lead to a broadening of the spectrum of wavelengths that are 
able to excite a transition between the two states, known as the excitation spectrum. Since a 
minimum amount of energy is required to transition to the lowest energy level in 푆 the 
excitation spectrum cuts off considerably more sharply at longer wavelengths than it does at 
shorter wavelengths [3]. The excitation spectrum of Fluorescein, a small fluorescent molecule, is 
shown in Figure 1.2B.  
  
 
Figure 1.2 Jablonski diagram illustrating fluorescence and phosphorescence  
A) Jablonski diagram illustrating the processes involved in absorption and fluorescence by a 
fluorophore. The ground state, 푆, first excited singlet state 푆 and the first triplet state 푇 are shown. B) 
Absorption and emission spectra of Fluorescein illustrating stokes shift. Spectra obtained from the 
PhotochemCAD database [364]. 
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The molar extinction coefficient of a fluorophore, 휀(휆) describes how strongly the it absorbs light. 
The extinction coefficient is defined in terms of the Beer-Lambert relation  
퐼(퐿) = 퐼푒−휀(휆)퐿퐶 1.2 
that describes the intensity of a beam of light of intensity 퐼 and wavelength 휆 after passing 
through a uniform fluorophore solution of length 퐿 with molar concentration 퐶 [2]. Dyes with a 
high extinction coefficient absorb more efficiently.  
1.1.4 Emission spectrum 
Following excitation, the molecule will rapidly relax to the lowest vibrational energy level of the 
first excited state through a process known as thermal relaxation and the excess energy is 
transferred to surrounding solvent molecules when the fluorophore is in solution. This process is 
approximately four orders of magnitude faster than fluorescence and so is typically complete 
before fluorescence occurs. The molecule can relax from the lowest vibrational state of 푆 to the 
ground state by emission of a photon [3].  
Since energy has been lost to thermal relaxation, the emitted photon will typically have lower 
energy and so a longer wavelength than the absorbed photon, leading to the Stokes shift 
between the absorption and emission spectrum. The distribution of the vibrational energy levels 
of the ground and first excited state are typically similar since the transition between electron 
orbitals does not significantly affect the nuclear geometry. This leads to a symmetry in the 
excitation and emission transitions and so a mirror symmetry between the absorption and 
emission spectra [3].  
1.1.5 Intersystem crossing, photobleaching and phototoxicity 
Molecules in the excited state can also undergo spin conversion and transfer to the triplet state 푇. This process is known as intersystem crossing and is classically forbidden so proceeds at a 
lower rate than fluorescence. Photon emission when an electron returns from a triplet state to the 
ground state is known as phosphorescence and typically occurs on the order of milliseconds to 
seconds. While in the triplet state, the absorption spectrum fluorophore is unable to absorb 
another photon at the and so will appear dark for the duration of the triplet state lifetime. This 
effect is one of a number of processes that contribute to processes referred to as blinking or 
reversible photobleaching in the literature [4,5].  
Irreversible photobleaching occurs when a molecule in an excited state undergoes an irreversible 
reaction into a non-fluorescent species. Molecules in the triplet excited state are more likely to 
undergo such a reaction due to the extended triplet state lifetime. It is thought that a significant 
proportion of irreversible photobleaching events are due to interaction of fluorophore in an 
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excited state with molecular oxygen which has a ground triplet state. This interaction is thought 
to generate reactive oxidative species (ROS) which can damage cellular components and lead to 
an increase in phototoxicity [6]. 
1.1.6 Quantum yield and fluorescence lifetime 
The quantum yield, 푄, of a fluorophore describes  the fraction of absorbed photons that 
subsequently lead to a emitted photon and depends on the relative rates of radiative, i.e. 
fluorescent and non-radiative decay pathways. The quantum yield can be defined as 
푄 = 훤훤 + 푘푛푟, 1.3 
where 훤  is the radiative decay rate and 푘푛푟 is the non-radiative decay rate, the rate at which the 
excited state decays by a non-radiative mechanism [2]. A closely related property is the lifetime, 휏, of the fluorophore, which is the reciprocal of the rate at which the excited state decays to the 
ground state, i.e. the rate at which the fluorescence intensity drops after instantaneous excitation. 
The lifetime is given by 
휏 = 1훤 + 푘푛푟. 1.4 
The quantum yield and lifetime can exhibit significant environmental sensitivity. The radiative 
decay rate 훤  depends on the refractive index of the medium and the physical properties of the 
fluorophore. The radiative decay rate is often pH sensitive since the (de)protonation of the 
fluorophore will change the excited state energy levels. The sensitivity at a particular pH is 
characterised by the acid dissociation constant, pKa, the pH at which half of the fluorophore are 
deprotonated. Fluorophores with a pKa well above or below the pH of the environment will be 
insensitive to small changes in the pH. While pH sensitivity is typically undesirable in a 
fluorophore, fluorophores with pKa in the physiological range have been successfully employed 
as pH sensors [7,8]. 
The non-radiative decay rate represents a number of different decay mechanisms including 
vibrational relaxation and quenching. It has been shown that, in some cases, fluorophores that 
exhibit higher structural flexibility are quenched more efficiently, reducing their quantum yield 
and lifetime [9]. It is possible that these conformational modes of the fluorophore will be 
environmentally sensitive, for example if the fluorophore is bound to a protein, leading to 
changes in the quantum yield and lifetime.  
Collisional quenching occurs when a fluorophore in an excited state interacts with another non-
fluorescent molecule, typically an electron-deficient molecule, leading to the loss of the excited 
state electron. This introduces another potentially environmentally sensitive decay pathway [9].  
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1.2 Fluorophores in biology 
A wide range of naturally present endogenous fluorophores and artificially introduced exogenous 
fluorophores can be used to gain an insight into cellular processes. This section will present a 
brief overview of these fluorophores and their uses.  
1.2.1.1. Endogenous fluorophores  
A number of common biological molecules are naturally fluorescent, for example NADH, 
collagen and tryptophan. The fluorescence from these molecules is often of significant interest 
and has been used to, for example, provide insight into tissue structure and metabolic state [10]. 
1.2.1.2. Fluorescent dyes 
More commonly exogenous fluorophores are introduced to a sample to label molecules or 
structures of interest. A wide variety of fluorescent markers have been developed that target 
specific biological macromolecules. For example 4',6-diamidino-2-phenylindole (DAPI) is used as 
a double stranded DNA marker. DAPI is a highly quenched fluorescent molecule that binds 
strongly to the minor grove of A-T rich double stranded DNA. This interaction stabilises the 
molecule into a planar, highly fluorescent conformation [11]. In another example, 1,6-diphenyl-
1,3,5-hexatriene (DPH) is used as a fluorescence marker of cell membranes. DPH is a small 
hydrophobic molecule whose fluorescence is highly quenched by interactions with water. It 
intercalates into cellular plasma membranes and becomes highly fluorescent [12]. 
A range of small molecule dye calcium indicators have been developed based on calcium 
chelators such as EGTA or BAPTA. These probes show a change in their fluorescent properties 
when bound to calcium. Some, such as Indo-1 and Fura-2 [13], exhibit a significant change in 
their absorption spectrum upon calcium binding, allowing spectral ratiometric measurements of 
calcium concentration. Others, such as Fluo-3 and Fluo-4 [14,15], exhibit change in their 
fluorescence quantum yield of 40 − 100 times upon binding. A comprehensive practical guide to 
the use of fluorescent calcium indicators is presented by Nuccitelli [16]. 
  
  9
1.2.1.3. Fluorescent proteins 
One of the major milestones in the application of fluorescent imaging to cell biology of was the 
discovery of a class of autofluorescent proteins that could be expressed in a wide range of 
biological systems. The first of these to be widely studied was Green Fluorescent Protein (GFP). 
GFP is a 27kDa protein consisting of a fluorescent core of three amino acids, Ser-Thy-Gly, 
surrounded by a barrel of β-sheets, as illustrated in Figure 1.3. The spontaneous formation of the 
GFP chromophore follows a three step process; the main chain becomes cyclised, a water 
molecule is lost and oxidation with molecular oxygen occurs. The mechanism by which this 
process occurs has been the subject of considerable study [17,18]. The spontaneous formation 
only occurs within the context of the beta barrel which forces the constituent amino acids into a 
precise formation [19] and plays a key role in determining the proteins fluorescent properties 
[20]. 
Green Fluorescent Protein (GFP) was first reported in a footnote by Shimomura et al. [21] 
alongside their discovery of the chemiluminescent protein aequorin from the jellyfish Aequorea 
victoria. Three decades later Prasher et al. [22] cloned and sequenced GFP. It was soon realised 
that it could be used as a marker for protein expression in a range of cell systems [23,24] since 
GFP folds spontaneously without assistance from enzymes specific to Aequorea victoria. 
A key advantage of FPs as protein markers is that they can be directly attached to a protein by 
inserting the FP coding sequence into the gene coding for the protein and the combined fusion 
protein can be expressed in cells using conventional transfection techniques. The fusion protein 
may then be imaged in live cells without the addition of further reagents.  
  
 
Figure 1.3 Structure of the Green Fluorescent Protein 
A) Crystal structure of EGFP, a mutated version of wild-type GFP, showing each beta barrel strand 
with a different colour and the chemical structure of the mature chromophore. B) Chemical structure of 
the EGFP chromophore with its constituent amino acids labelled. Figure shows Protein Data Bank 
entry 2Y0G [365] visualised using PyMol [308]. 
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A great number of fluorescent protein fusion constructs have been created with a variety of 
proteins where the addition of the FP does not appear to interfere with the protein function. 
Fluorescent proteins are quite large, with a beta barrel radius of 2.4 nm and length of 4.2 nm [25]. 
Therefore care must be taken to place them at the appropriate terminus of the protein where it is 
least likely to interfere with protein binding. The plasmid vectors used to express fluorescent 
fusion constructs typically use viral constitutive promoters derived from, for example, 
cytomegalovirus (CMV) or Simian vacuolating virus 40 (SV40) [26]. The use of these promoters 
often results in expression of the protein of interest at levels significantly higher than 
endogenous protein. These high levels of protein are usually required to enable detection above 
background the background cellular autofluorescence. Snapp has presented a review of the 
methods and challenges in creating fusion constructs [27].  
There has been a concerted effort to engineer variants of GFP which offer improved performance 
in diverse applications. Mutants that mature at 37°C [28], offer higher quantum yields, that 
abolished the tendency of GFP to dimerise at high concentrations [29] and mature more quickly 
have been developed [30]. A particularly widely used mutant is enhanced GFP (EGFP) that 
matures faster, exhibits a 100-fold increase in brightness and reduced photobleaching compared 
to wild-type GFP [31].  
A number of mutants with shifted excitation and emission spectra have been developed, 
enabling simultaneous measurements of several fluorescent proteins. Colour mutants have been 
developed, notably including blue (EBFP), cyan (ECFP) and yellow (EYFP) versions [17,32,33]. 
 
Figure 1.4 Absorption and emission spectra of common fluorescent proteins 
A) Absorption and B) emission spectra for a number of common fluorescent proteins  
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Efforts to develop red shifted mutants of GFP have not yielded FPs with comparable brightness 
and photostability to the cyan and yellow variants [32,34]. Genetically distinct red fluorescent 
proteins from other species have, however, been discovered, for example DsRed from the coral 
Discosoma striata [35] and eqFP578, derived from the sea anemone Entacmaea quadricolor [36]. 
Optimised versions of these proteins covering fluorescing orange to infra-red have been 
developed [37]. These proteins are discussed further in Chapter 6.   
The absorption and emission spectra of a number of common fluorescent proteins are shown in 
Figure 1.4. 
1.3 Förster Resonant Energy Transfer 
Förster Resonant Energy Transfer (FRET) is a mechanism by which energy may be transferred 
from a donor fluorophore in an excited state to an acceptor molecule in the ground state through 
dipole-dipole coupling, as illustrated in Figure 1.5A. FRET was first proposed by Theodore 
Förster in a 1946 paper [38] recently translated into English [39]. An excellent review by Clegg 
explores the historical context and development of the theories underlying energy transfer [40]. 
It is possible to exploit FRET to create fluorescent biosensors, which provide functional readouts 
for a range of cellular processes such as protein activation or signalling molecule concentration in 
live cells. 
This section will discuss the principles underlying FRET, in particular the key parameters which 
affect biosensor performance. An overview of common biosensor designs and their potential 
biological applications will be presented. Finally different approaches that have been employed 
to optimise the sensitivity of genetically encoded biosensors will be discussed.  
1.3.1 FRET principles 
The rate of transfer of energy due to FRET from a donor molecule to an acceptor, 푘퐹, is given by 
[41] 
 푘퐹 = 1휏퐷 #푅푟 %&, 1.5 
where 휏퐷 is the characteristic lifetime of the donor excited state in the absence of FRET, given by 휏퐷 = (푘푟 + 푘푛푟)−, 푟 is the separation between the donor and acceptor molecules and 푅 is the 
Forster radius, defined as the separation at which FRET activity accounts for half of the decays 
from the excited state, given by [2] 
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 푅& = 푄퐷휅( 9000 ln(10)128휋/푁퐴푛2 퐽  퐽 = 4푞푑(휆)휖푎(휆)휆2푑휆  1.6 
where 푄퐷 is the fluorescence quantum yield of the donor molecule, 푛 the refractive index of the 
medium and 푁퐴 Avogadro’s number. 휅( is the dipole orientation factor which gives a measure of 
the relative orientation of the donor and acceptor molecules dipole moments. The overlap 
integral, 퐽 , gives a measure of the overlap between the donor and acceptor spectra, illustrated in 
Figure 1.5B, 푞푑(휆) is the normalised donor emission intensity as a function of wavelength and 휖푎(휆) the extinction coefficient of the acceptor as a function of wavelength. 
From these equations it can be seen that a number of conditions must be satisfied for efficient 
FRET to occur 
(1) The emission spectra of the donor fluorophore must overlap with the absorption spectra 
of the acceptor molecule, which need not be fluorescent.  
(2) The dipoles of the donor and acceptor must not be aligned perpendicular to one another 
as in this configuration there is no short-range coupling between the electromagnetic 
fields of the dipoles.  
(3) The donor and acceptor must be separated by no more than ~2푅 as there is an inverse 
sixth order dependence on the rate of energy transfer with distance. The FRET efficiency, 퐸, is the quantum yield of the transfer, i.e. the ratio of the decay rate of the donor 
molecule excited state due to FRET to the total decay rate of the excited state. Using 
Equation1.5, the FRET efficiency can be written in terms of 푅 as 
 퐸 = 푘퐹휏퐷− + 푘퐹 = 푅
&푅& + 푟& 1.7 
Figure 1.5 Illustration of FRET principles 
A) Jablonski diagram showing FRET between two fluorophores B) The emission spectrum of a 
typical donor fluorescent protein, ECFP, and absorption spectrum of a typical acceptor, EYFP. The 
overlap integral 퐽  is marked in grey. 
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It is the short range nature of the interaction that makes FRET a powerful tool for studying 
protein‒protein interactions. Figure 1.6 illustrates the dependence of FRET efficiency with 
distance. The efficiency is most sensitive to changes in distance in the vicinity of 푟~푅,  
For typical fluorophores used in FRET experiments, 푅 is of the order of 5 nm [42], so substantial 
FRET activity will only occur when two tagged proteins are within ∼10 nm. This enables FRET to 
report colocalisation far more accurately than traditional optical experiments, which are limited 
by diffraction to resolutions of ∼250 nm. The FRET efficiency is most sensitive to separation in 
the range 0.7푅 < 푟 < 1.4푅 with the efficiency varying between 10% and 90% over this range. 
Therefore the biosensors that effect changes in fluorophore separation in this range will exhibit 
the greatest sensitivity. 
  
 
Figure 1.6 Dependence on the energy transfer efficiency on distance 
Plot of the transfer efficiency 퐸, given by Equation 1.7, as a function of distance. For this plot, the 
Förster distance 푅 = 5 nm. 
 
Figure 1.7 FRET distances for pairs of common fluorescent proteins  
FRET distance 푅 calculated based on published excitation and emission spectra, extinction 
coefficients and quantum yields.  
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1.3.2 Impact of the orientation factor κ2 and FRET distance estimation 
The orientation factor 휅 is given by [43] 
 휅( = #풅> ⋅ 풂> − 3B풅> ⋅ 풓̂E(풂> ⋅ 풓̂)%( 
= (sin휃퐷 sin휃퐴 cos휑 − 2 cos휃퐷 cos휃퐴)(   1.8 
where 풅> and 풂> are unit vectors representing the donor and acceptor dipoles respectively, 풓 is the 
vectorial distance between the donor to the acceptor, 휃퐷 and 휃퐴 are the angles between 풅> and 풓 
and 풂> and 풓 respectively and 휑 is the angle between the planes perpendicular to 풓 and containing 풅> and 풂> respectively. The orientation factor can be expressed somewhat more intuitively in terms 
of the angle 휔 between the vector describing the electric field produced by the donor dipole at 
the acceptor, 풆̂퐷 and the acceptor, 
 휅( = cos(휔 B1 + 3 cos( 휃퐷E. 1.9 
These vectors and angles are illustrated in Figure 1.8. The transfer is most efficient when 풅>, 풂> and 풓 are all parallel and 휅( = 4. When 풆̂퐷 and 풂> are perpendicular no transfer occurs and 휅( = 0. It is 
interesting to note that there are many more orientations where 휅( is zero than when 휅( reaches 
its maximum value. This is illustrated in Figure 1.9 illustrating a number of significant 
configurations and the probability distribution of probability distribution of 휅( for an isotropic 
distribution of donors and acceptors. van der Meer et al. [44] recently presented a comprehensive 
study of the effect of different 휅 distributions. This distribution of 휅( is very broad, with a mean 
value of 휅( = 2 3N  but a modal value 휅( = 0.  
The effect of this distribution depends on the relative values of the rotational correlation time of 
the donor and acceptor, i.e. the rate at which they rotate, and the rate of energy transfer. If the 
 
Figure 1.8 Illustration of angles used to calculate orientation factor in FRET 
The donor and acceptor dipoles 푑 ̂ and 푎̂ are illustrated with the vector between them 푟̂. A) The 
planes containing  푑 ̂ and 푟̂ (D-R) and 푎̂ and 푟̂ (A-R) are shown. B) The unit vector showing the 
direction of the electric field of the dipole 푒̂퐷 and the plane containing 푒̂퐷 and 푎̂ are shown. 
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rotation of the molecules is significantly faster than the rate of transfer, i.e. the dynamic averaging 
regime, the dipole orientation is quickly randomised and so a single apparent transfer efficiency 
will be observed with a value of 휅( = 2 3N  [45]. If the donor-acceptor orientation is not isotropic, 
for example if the pair is somehow constrained, the average value of 휅( will be different but a 
single transfer efficiency will be observed [44]. 
 
 
The situation in the opposing limit where the rotation of the fluorophores is slow compared to 
the rate of energy transfer is the static averaging regime and requires more careful consideration. 
In this case the value of 휅( is effectively fixed for a particular donor-acceptor pair and so a 
distribution of FRET efficiencies will be observed corresponding to the distribution of 휅(, even if 
the distance between the fluorophores is fixed [44].  
  
Figure 1.9 Distribution of κ2 for an isotropic donor-acceptor distribution 
A) Cartoon illustrating the dependence of the dipole orientation factor 휅( on the relative 
orientation of the two dipoles characterised by the angles, θ and ω (see Equation. 1.8). The red 
arrow depicts the position and orientation of the donor emission dipole. The black arrows depict 
several possible positions and orientations of an acceptor dipoles. The red lines show the local 
electric field created by the donor emission dipole. (B) Monte Carlo simulation of the 휅( 
probability distribution assuming that θ and ω are randomly, isotropically, distributed. The mode 
of this distribution is 0 and the average is 2/3. Based on a figure in [366]. 
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1.3.3 FRET biosensors 
A wide range of FRET-based biosensors have been developed to image the expression and 
activity of different molecules within the cell by attaching genetically expressed FPs to 
biomolecules in such a way that their separation distance is modified in response to a specific 
event [42,49]. The first example of such a sensor demonstrated was the Cameleon probe [50], a 
calcium sensitive biosensor which sandwiches the calcium sensitive calmodulin domain and the 
M13 calmodulin binding peptide between ECFP and EYFP. When the calmodulin domains binds 
to calcium, the calmodulin and M13 peptide bind, reducing the distance between the two 
fluorescent proteins and so increasing the level of FRET between them. 
The majority of these probes can be divided into three categories, illustrated in Figure 1.10. The 
first and most straightforward type of FRET biosensor are intermolecular probes which can be 
used to monitor interactions between two proteins [51]. The two proteins are labelled with a 
donor and acceptor fluorophore respectively; FRET occurs when they bind, bringing the 
fluorophores together, as illustrated in Figure 1.10A. For example an intermolecular biosensor 
for Rac1 consisting of two components, full length Rac1 tagged with CyPet, a cyan fluorescent 
Figure 1.10 Cartoon illustrating different common biosensor designs 
A) An intermolecular probe; a FRET signal is generated when the separately labelled protein and 
protein receptor bind, bringing the fluorophores together. B) An intramolecular probe containing a 
protein and protein receptor; a FRET signal is generated when the receptor is activated and binds 
to the protein. C) An intramolecular probe containing a ligand-binding receptor which undergoes 
a conformational change upon binding to bring the fluorophores together. 
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protein, and a fragment of p21 activated kinase (PAK) tagged with YPet, a yellow fluorescent 
protein, was developed by the Hahn lab [52]. The PAK domain binds specifically to the active 
form of Rac1 and so an increase in FRET is observed when Rac1 is activated in cells transfected 
with both constructs. 
By comparison, intramolecular probes contain both donor and acceptor in a single molecule [51]. 
The first type of intramolecular probes are also used for monitoring the activation of a protein by 
its binding to a substrate. Typically the donor and acceptor fluorophores are linked by a protein 
and a binding domain specific to the activated protein, illustrated in Figure 1.10B. When the 
protein is activated it will bind the domain, bringing the fluorophores closer together and 
increasing the FRET activity. For example, the Raichu-Rac1 probe contains Rac1 and a fragment 
of the Rac1 binding partner Pak1 domain sandwiched between two fluorophores [53]. 
The second common type of intramolecular probe can be used to monitor the presence and 
spatial distribution of a molecule throughout the cell. The probe contains a receptor for the 
molecule which undergoes a change in conformation upon binding linked between two 
fluorophores as illustrated in Figure 1.3C. When the ligand bind the molecule, the distance 
between the donor and acceptor, so the FRET activity, changes. 
The most widely used example of this type of sensor are the calcium sensitive biosensors such as 
Troponin-L15 [54] which sandwiches the calcium binding domain troponin C between ECFP and 
EYFP. Troponin-C undergoes a significant conformational change upon binding calcium, leading 
to an increase in the amount of FRET between ECFP and EYFP. Another example LIBRA [55], 
used later in this study, changes conformation upon binding the soluble second messenger 
Ins(3,4,5)P3 resulting in a reduction in FRET.  
There are advantages and disadvantages to each type of sensor that must be considered in the 
context of the specific application.  
Dynamic range. Since intermolecular sensors are not co-localised when inactive they can offer a 
significantly larger dynamic range than intramolecular sensors where the difference in FRET 
efficiency between the active and inactive conformations may be relatively small. A greater 
dynamic range may mean that the same change in binding can be detected using fewer photons, 
allowing faster acquisition or imaging at lower light doses [56].  
Sensitivity. The strength of the interaction between the protein and its substrate, quantified by 
the dissociation constant 푘퐷, may limit the sensitivity of the sensor. If the 푘퐷 is too low the 
number of biosensor molecules undergoing FRET may be too small to detect; if the 푘퐷 is too high 
the fraction undergoing FRET may saturate to quickly. Intramolecular biosensors are thought to 
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increase the effective 푘퐷 of the interaction by artificially co-localising the protein and its 
substrate, increasing the probability that they will interact [57].  
Cell-to-cell variability. In an intermolecular biosensor the two constructs are generally 
expressed using two separate plasmids. Using conventional transient transfection techniques it is 
not possible to control exactly the number of copies of each plasmid transferred to a given cell 
and so the stoichiometry of the donors and acceptors is unknown. For longitudinal studies of 
single cells this is not necessarily a problem as the relative expression level will remain relatively 
constant during the experiment. However for screens across large numbers of cells the variation 
in stoichiometry can increase the variance on the average measured level of FRET compared to 
an intermolecular biosensor where the stoichiometry is fixed [58]. 
Ease of creation and modification. Intermolecular biosensors are typically easier to create and 
modify than intramolecular sensors. In intramolecular sensors the exact length and composition 
of the linkers between the different domains can have a significant impact performance of the 
sensor and so typically require extensive optimisation, as discussed later in §1.3.6. Additionally it 
is often easier to replace the fluorophores in an intermolecular biosensor since the two plasmids 
can be modified independently and potentially in parallel.  
1.3.4 Choice of fluorophores for FRET 
As discussed in §1.2.1.3 there are a wide range of FPs available. There are a number of 
requirements that any FP must satisfy to perform effectively in a FRET probe:  
Expression and dimerisation. It must express efficiently in the target system and must not 
oligomerise to form dimers which may interfere with the target protein activity. A number of 
FPs, particular early ‘versions’ are found that do not fully mature so a number of different 
species with different spectra properties are expressed [59,60].  
Excitation and emission spectra. The wavelengths of the FPs must be chosen that the donor 
emission spectrum and acceptor absorption spectrum have sufficient overlap for efficient FRET, 
while for ratiometric experiments the overlap of emission spectra should be minimised to reduce 
bleedthrough. In fact, the latter requirement may be more significant; since the factor of 휆2 in the 
overlap integral 퐽  shown in Equation 1.6 means that spectral overlap at longer wavelengths 
contributes more significantly than overlap at shorter wavelengths. This effect can be seen in the 
Förster distances between ECFP and EYFP and ECFP and mCherry. Although visually the 
overlap for ECFP-YFP appears to be significantly higher than that of ECFP-mCherry the Förster 
distances are fairly similar: 4.83 and 4.64 nm.  
  19
Brightness. The FPs must be bright enough to provide reliably detectable contrast against 
background autofluorescence. Brighter FPs are desirable for a number of reasons; they allow 
faster imaging speeds as lower integration times are required, lower illumination levels that will 
reduce photodamage and lower expression levels that may reduce the potential for (over-
expressed) proteins to interfere with the biological system of interest. 
Photostability. The FPs must be sufficiently photostable over the duration of the experiment so 
that the fluorescence remains detectable. Photobleaching, if uncompensated, can introduce 
significant artefacts in intensity based measurement methods as the reduction in intensity due to 
photobleaching may have a similar signature to a FRET signal [61].  
Environmental Sensitivity. The FPs should not exhibit photosensitivity to environmental 
variables such as pH.  
1.3.5 Alternatives to fluorescent proteins in biosensors 
Although fluorescent proteins have proved invaluable in FRET experiments there are some 
limitations associated with their use: the large size of the β-barrel limits the closest approach of 
the fluorescent cores of two FPs to around 4 nm [58], limiting the maximum achievable FRET 
efficiency. Since FPs are generally attached to the N- or C-terminus of the protein of interest to 
minimise potential interference with protein folding, there is a possibility that two proteins 
labelled with FPs may bind in such a way that the FPs are still separated by a distance 
significantly greater than 푅. These issues have stimulated research into alternative, smaller 
fluorophores. 
Biarsenical-tetracysteine systems, illustrated in Figure 1.11B have been proposed as potential 
alternative fluorophores for protein labelling [62,63]. A non-fluorescent, membrane permeable 
biarsenical dye is introduced to the cell and the protein of interest is genetically tagged with a 
small tetracysteine peptide chain motif containing two spaced cysteines, usually CCPGCC. The 
two arsenic atoms bind covalently to the two cysteines, stabilising the dye which then becomes 
strongly fluorescent. The result is that proteins tagged with the motif are specifically labelled 
with a bright, photostable small molecule dye. There are a number of different dyes, FlAsH, 
CHoXAsH and ReAsH, with different peak emission wavelengths. The dyes are significantly 
smaller than fluorescent proteins and so should interfere less strongly with the functionality of 
the protein. Unfortunately the tagging is not completely specific as tetracysteine sequences 
occasionally occur naturally in proteins; this results in a higher level of background fluorescence 
compared to fluorescent protein fusion constructs due to non-specific labelling. 
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In an alternative approach, ‘self-labeling’ enzymes have been developed that covalently bind a 
specific ligand. The first such approach, known as SNAP tags was based on the O6-alkylguanine-
DNA alkytransferase (AGT) enzyme that binds a synthetic fluorescent membrane permeable O6-
alkylguanine substrate [64]. Similar, orthogonal tags, known as CLIP [65] tags have been 
developed, enabling co-labelling at two distinct sites. The SNAP tag enzyme is approximately 
the same size as a FP and so similar concerns about steric hindrance must be taken into 
consideration. The substrate, however is non-fluorescent until bound by the SNAP tag and is 
bound highly specifically to the SNAP tag, significantly reducing problems caused by non-
specific background compared to biarsenical-tetracysteine systems. SNAP tags have been 
successfully employed in a number of FRET studies [66].  
Quantum dots (QD), illustrated in Figure 1.11C, are nanoscale semiconductor crystals whose 
excisions (electron–hole pairs) are bound in three dimensions. This property means that QDs act 
as efficient fluorophores. Excitions created by absorbing a photon are localised and so will 
recombine, emitting a photon [67]. QDs have many properties which make them amenable for 
use in FRET probes. They have a broad absorption spectrum but narrow emission peak which 
can be tuned by changing the size of the QD. This means that several different tags with different 
emission wavelengths can be excited using a single wavelength. They also provide superior 
photostability and quantum efficient compared to FPs [68]. 
Since QDs are normally made from cadmium-selenium compounds they are highly toxic and 
must be coated with a polymer film before they are introduced to the cell. These polymer coats 
 
Figure 1.11 Size of EGFP, FlAsH and a Quantum dot to scale 
A) Crystal structure of EGFP (as shown in Figure 1.3), B) molecular structure of FlAsH to scale and 
enlarged (grey), C) Cartoon of a functionalised quantum dot which exhibits green fluorescence. 
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can then be functionalised by conjugating targeting molecules which will bind to the molecule of 
interest. This approach, however, produces rather large fluorophores and provides only modest 
specificity; these issues have limited the use of QDs in FRET experiments to date. 
While these approaches show considerable promise, the experimental complexities of these 
systems mean that to date, the vast majority of FRET sensors used in vivo use genetically 
expressed FPs.  
1.3.6 Optimising FRET biosensors 
One of the main problems with many of the biosensors developed to date is a limited dynamic 
range, i.e. the difference between the minimum and maximum FRET signal [67]. A high dynamic 
range is required to produce reliable detection, particularly in high throughput experiments 
where only a limited number of emitted photons can be collected per cell. It has been shown that 
small changes in the structure of genetically expressed FRET biosensors can have a significant 
impact on the dynamic range of the FRET response [68]. In this section different strategies that 
have been employed for optimising the response of FRET biosensors are reviewed, in 
particularly for intra-molecular sensors that typically have a more limited dynamic range. 
It is clear that minimising the donor-acceptor distance in the active state is crucial for maximising 
the FRET efficiency of a biosensor and this is confirmed by a number of studies [69,70]. Therefore 
a common approach to increasing dynamic range in intramolecular biosensors is to vary the 
length of the flexible linkers between the fluorophores and even to remove unnecessary amino 
acids from the termini of the FPs [71]. However truncating the flexible linker can also reduce the 
rotational freedom of the fluorophores, leading to a reduction in FRET efficiency if they are 
unfavourably oriented. The optimum linker length, in general, will also depend on a number of 
other factors that can be difficult to predict, for example the tertiary structure of the sensor. 
The location of the fluorophore can be optimised to increase the dynamic range of the signal. 
Generally the fluorophores are placed at the N- or C-terminus of the protein of interest to 
minimise the potential interference with the function of the protein. However for a large protein 
this may mean that the FPs are still separated widely even when the proteins are bound. 
Experiments have shown that in some cases it is possible to insert a FP inside the protein near to 
the ligand binding site without significantly affecting the protein functionality [68], significantly 
increasing the change in FRET occurring upon binding. It may also alter the steric constraints 
upon the FPs and therefore their rotational freedom leading to a change in FRET efficiency. 
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The optimisation of fluorophore position and linker length is usually conducted on a trial and 
error basis. Recently, however, attempts have been made to develop a rational approach to probe 
design based on computational modelling of conformational changes [72–74]. These approaches 
have been enabled by the increasing availability of protein structural information from X-ray 
scattering and nuclear magnetic resonance experiments. Some notable success have been 
reported in predicting qualitative changes in FRET for different probe designs, for example 
Figure 1.12 shows several simulated conformations of two candidate biosensors YMLCKpC-CaM 
and YCKKpC-CaM. The simulated conformations indicate that the YMLCKpC-CaM and 
YCKKpC-CaM should produce 45% and -26% changes in FRET efficiency upon binding 
respectively. Experiments showed that they in fact exhibited 47% and -19% changes, in good 
qualitative agreement with the simulations. This approach may enable the development of more 
sensitive biosensors; the recently developed Eevee FRET backbone [75] is an excellent example of 
the increase in FRET efficiency possible through a combination of combinatorial screening and 
rational sensor development 
 
Figure 1.12 Computational modelling of conformations of the YCKKpC-CaM biosensor 
Superposition of multiple conformations of two candidate Ca2+ probes, reproduced from [74] with 
permission. YCMLCKpC-CaM biosensor A) before and B) after binding Ca2+. C), D) YCKKpC-
CaM biosensor before and after binding Ca2+. Several conformations are superimposed with CaM 
(orange), EYFP (yellow), ECFP (cyan), and CaM-binding peptide (red). The YCKKpC-CaM 
biosensor has a larger average change in fluorophore separation upon binding, suggesting that the 
change in FRET will be larger. 
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Other approaches which have been shown to increase the dynamic range of FRET biosensors 
include using two acceptors to maximise the FRET transfer efficiency [76] and the use FRET pairs 
where the donor and acceptor have a moderate affinity so that the Förster distance is reduced 
further when the donor and acceptor are brought together by the biosensor [77]. 
1.3.7 Measuring FRET activity 
The previous sections explored how biosensors can be used to report molecular events with a 
change in FRET activity. FRET leads to a number of changes in the properties of the emitted 
fluorescence which may be used to measure the activity of a biosensor.  
1.3.7.1. Donor quenching 
FRET provides an alternative decay pathway for donor molecules in the excited state leading to a 
reduction in the number of donor excited state radiative decays and therefore donor fluorescent 
emission. In some well controlled cases the level of FRET can be determined simply by 
measuring a reduction in the donor fluorescence in the presence of the acceptor relative the 
donor alone, for example in solution phase measurements. This is approach is, of course, only 
applicable when the concentration of the fluorophores is constant and uniform. 
One of the most commonly method of obtaining images of the donor in the presence and 
effective absence of the acceptor is to use acceptor photobleaching [78]. In acceptor photobleaching 
experiments donor intensity images are captured in the presence of an acceptor population. The 
acceptors are then selectively degraded by photobleaching with a high intensity excitation at a 
wavelength where the acceptor is efficiently excited and the donor excitation is negligible. A 
second donor may then be recorded of the donor in the absence of the acceptor. This provides a 
straightforward method to detect the presence of FRET, however since photobleaching can take 
several minutes this technique is generally only suitable for fixed samples and, of course, due to 
its destructive nature, is not suitable for time-lapse imaging. The high excitation intensities 
required for efficient photobleaching can also cause undesirable effects; Valentin et al. reported 
the conversion of EYFP into a spectrally ECFP-like species after excitation with laser intensities 
typically used for photobleaching [79] that would lead to an erroneously high measurement of 
FRET activity in an acceptor photobleaching experiment. 
An alternative approach to obtaining donor fluorescence images in the presence and absence of 
FRET is to use an optically switchable fluorophore, for example Nitrobenzospiropyran 
(NitroBIPS), as an acceptor [80]. NitroBIPS can be rapidly and reversibly switched between an 
absorbing merocyanine (MC) state and a non-absorbing sprio (SC) state by photo-stimulation: 
the extinction coefficient at 500–600 nm changes from 51,000 M−1cm−1 in the MC state to almost 
zero in the SC state. By modulating the acceptors between these states FRET activity can be 
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effectively switched on and off. Since the process is reversible this technique may be used to 
make time-resolved FRET measurements, for example for live cell imaging. 
1.3.7.2. Sensitised emission 
FRET activity also leads to sensitised emission from the acceptor. One of the most widely approach 
to measuring FRET activity is to measure the ratio of acceptor to donor fluorescence using 
suitable emission filters as illustrated in Figure 1.13A, known as spectral ratiometric 
measurements [49]. This approach is a highly photon efficient approach as a significant fraction 
of the emitted fluorescence is collected and can be used to determine the FRET efficiency; 
methods that collect only the donor fluorescence measure a much smaller fraction of the total 
emitted light when the FRET activity is significant.  
The utility of this method for quantitative FRET measurement is, however, limited by a number 
of factors. The ratio of acceptor to donor fluorescence also depends on the relative spectra of the 
fluorophores and filters used, the stoichiometry of the donor and acceptor constructs and 
spectral bleed-through from the donor fluorophores into the channels nominally associated with 
the acceptor (and visa versa) [81]. Several methods [82] have been proposed to correct for spectral 
bleed-through—which is generally significant for fluorescent proteins—using auxiliary 
measurements of cells expressing donor only and acceptor only constructs.  
The dependence on stoichiometry means that the acceptor to donor ratio cannot be directly 
compared between cells where the expression level of the donor and acceptor may vary, for 
example when using an intermolecular biosensor. It is possible to account of the stoichiometry 
using ‘three cube’ measurements, where an additional image of the directly excited acceptor is 
recorded [83], although this complicates the experimental setup as an additional excitation 
source is required and the images must be acquired sequentially. This process also adds another 
source of noise to the measurement. 
In many cases it is desirable to determine the fraction of donor-acceptor pairs undergoing FRET 
and the FRET efficiency 퐸 to distinguish between a situation where a small fraction of pairs 
undergo FRET with a high efficiency and a situation where the majority of the pairs undergo 
FRET with a lower efficiency. Using spectral ratiometric methods this is possible using auxiliary 
measurement of several directly linked donor-acceptor constructs to determine these parameters 
[82,84]. 
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1.3.7.3. Fluorescence lifetime  
Since FRET provides an additional pathway by which donor excited states can decay, it reduces 
the lifetime of the donor excited state, which may be measured by monitoring the rate at which 
the fluorescence decays after stimulation as illustrated in Figure 1.13B. This change in lifetime 
can be related to the FRET efficiency; the lifetime of a donor molecule in the presence of FRET 
activity, 휏퐹 is defined by 휏퐹− = 휏퐷− + 푘푓[2], where 휏퐷 is the lifetime of the donor in the absence of 
FRET, so using Equation 1.7 
 휏퐹 = 휏퐷(1 − 퐸). 1.10 
This approach offers a number of advantages; since only the donor fluorescence is measured, no 
correction for bleed through is required and auxiliary experiments are not required to obtain 
quantitative information about the FRET activity. The fluorescence lifetime can be related more 
directly to FRET parameters since it does not depend on factors such as the detector gain [85]. 
Since the donor-only and interacting biosensor populations will have difference lifetimes, it is 
possible to fit a bi-exponential decay to the fluorescence decay to directly determine the FRET 
efficiency and the fraction of donor-acceptor pairs undergoing FRET. This will be discussed in 
more detail in Chapter 2 and 3. 
1.3.7.4. Anisotropy 
The polarisation of light emitted during direct excitation of fluorescence will tend to be 
conserved if the rotational correlation time, 휃, is longer than the fluorescence lifetime. Since 
FRET occurs between two molecules with, in general, a random orientation with respect to one 
another, the polarisation of sensitised emitted following a FRET interaction will not be correlated 
Figure 1.13 Cartoon of change in signal with FRET using a ratiometric and FLIM readout 
A) Cartoon of emission spectra of FRET pair with a low (blue line) and high (red line) transfer 
efficiency. B) Cartoon of fluorescence decay profile of donor in the presence of low (blue line) and 
high FRET (red line) activity. 
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with that of the excitation source. This loss of polarisation can be measured to detect the presence 
of molecules undergoing FRET.  
A simple approach exploiting this effect is acceptor anisotropy imaging, where the anisotropy of 
the sensitised acceptor emission is used as readout of FRET [86,87]. This approach makes a virtue 
of the significant bleed-through from the donor into the acceptor emission channel; in the 
absence of FRET only polarised donor bleed-through is present in the acceptor emission channel 
and so the anisotropy is high. In the presence of FRET, the depolarised acceptor emission 
reduces the measured anisotropy. 
A unique advantage of anisotropy imaging is that it is able to detect homo-FRET ‒ that is FRET 
occurring between two identical fluorophores ‒ as no spectral or distinction between donor and 
acceptor fluorescence is required. Homo-FRET and its detection using fluorescence anisotropy 
imaging will be discussed further in the following section.  
1.4 Homo-FRET and fluorescence anisotropy imaging  
1.4.1 Homo-FRET 
FRET is most commonly considered in the context of two spectrally distinct fluorophores, known 
as hetero-FRET. However FRET can also occur between two identical fluorophores, a processes 
referred to as homo-FRET. This process occurs because there is often spectral overlap between the 
excitation and emission spectrum of a fluorophore, particularly when the Stokes shift is small. 
The homo-FRET transfer efficiency for some fluorescent proteins is comparable to common 
hetero-FRET pairs, as seen in the diagonal of Figure 1.7. For example EYFP homo-FRET has a 
FRET efficiency of 5.07 nm. Since the donor and acceptor are identical there is no change in the 
spectral properties of lifetime of the fluorescence emission and the presence of FRET can only be 
detected by the reduction in the anisotropy of the emitted light.  
Homo-FRET is commonly used to detect oligomerisation of a protein [45–47] and may be able to 
increase the spectral efficiency of a biosensor by using the same fluorophore as a donor and 
acceptor. In this section the principles of fluorescence anisotropy and its application to detection 
of homo-FRET will be discussed.   
1.4.2 Fluorescence anisotropy 
The interaction of light with matter is inherently vectorial and it is often informative to consider 
the polarisation as well as the intensity of the fluorescence. When excited with linearly polarised 
light, the fluorescence from many samples will also be polarised. The degree to which the light is 
polarised is known as its anisotropy and can provide information about the orientation and 
rotational degrees of freedom of molecules and, potentially, the presence of FRET. This section 
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will consider the definition of anisotropy, common sources of depolarisation and how they can 
be exploited to gain information about the environment of the fluorophore. 
1.4.2.1. Definition of anisotropy and limiting values  
If a sample is excited with polarised light and the intensity of emission polarised parallel, 퐼∥, and 
perpendicular, 퐼⊥ to the excitation measured then the anisotropy 푟 is defined  
푟 = 퐼∥ − 퐼⊥퐼푇 = 퐼∥ − 퐼⊥퐼∥ + 2퐼⊥ , 1.11 
where 퐼푇 = 퐼∥ + 2퐼⊥ is the total fluorescence intensity [2]. The factor of 2 for the 퐼⊥ arises from the 
symmetry in the plane perpendicular to the axis of the excitation polarisation; the total emission 
is given by 퐼푇 = 퐼푥 + 퐼푦 + 퐼푧. If the excitation is polarised in the 푧-axis then 퐼∥ = 퐼푧 and by symmetry 퐼⊥ = 퐼푥 = 퐼푦 . In principle, the value of 푟 can therefore lie between 푟 = −0.5, corresponding to 
emission rotated 90° with respect to the excitation light and 푟 = 1, corresponding to emission 
parallel to the excitation light.  
For a population of isotropically oriented fluorophores, however the maximum value of the 
anisotropy is lower due to an effect known as photoselection. Fluorophores whose dipoles are 
oriented along the excitation axis will have a high probability of excitation while those with 
dipoles in the plane perpendicular to the excitation axis will not be excited at all [125].  
Consider a fluorophore oriented at an angle 휃 from the 푧 axis and 휙 from the 푦 axis, as illustrated 
in Figure 1.14, whose excitation and emission dipoles are collinear. The intensity of the electric 
field is proportional to the square of the field strength and so the intensity of the emission 
parallel and perpendicular to the excitation polarisation are given by 
퐼∥(휃,휙) ∝ cos( 휃, 1.12 퐼⊥(휃,휙) ∝ sin( 휃 sin( 휙 . 1.13 
Fluorophores will be excited equally well regardless of their angle to the 푦-axis 휙, so the average 
value of sin(휙 over the fluorophore population 〈sin( 휙〉 = ∫ sin( 휙 푑휙(휋 = 1 2N  . Therefore using 
Equation 1.11 the anisotropy of the population is given by 
푟 = 〈퐼∥〉 − 〈퐼⊥〉〈퐼∥〉 + 2〈퐼⊥〉 = 〈cos
( 휃〉 − 12 〈sin( 휃〉〈cos( 휃〉 + 〈sin( 휃〉 = 3〈cos( 휃〉 − 12  , 1.14 
using the identity cos( 휃 + sin( 휃 = 1 [125]. The efficiency with which the fluorophores are is 
excited 푝(휃) ∝ cos( 휃 so the average value of 〈cos( 휃〉 over the fluophore population is given by  
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〈cos( 휃〉 = ∫푝(휃) ⋅ cos( 휃 푑Ω∫푝(휃)푑Ω = ∫ cos
2 휃 sin휃 푑휃휋(∫ cos( 휃 sin휃 푑휃휋( =
35 1.15 
Substituting Equation 1.15 into Equation 1.14 gives the maximum value of the anisotropy for an 
isotropically oriented population, 푟 = 2 5N = 0.4. It should be noted that this calculation only 
applies for single photon excitation, for two-photon excitation the excitation efficiency is 
proportional to cos2 휃.  
1.4.2.2. Sources of depolarisation 
There are a number of different potential sources of depolarisation. There is often an angle 
between the excitation and emission dipoles of a fluorophore. This angle, 훼, is in general fixed 
for a given fluorophore and will lead to a time-independent depolarisation, including the effects 
of photoselection, of 
푟 = 25 ^3 cos( 훼 − 12 _, 1.16 
using an calculation analogous to that used in Equation 1.14 [2]. 
One of the most significant sources of depolarisation is rotation of the molecule after excitation 
as illustrated in Figure 1.15. The rotation of a molecule between the absorption and emission of a 
photon will introduce a time-dependent depolarisation.  
 
Figure 1.14 Electric field components of a dipole under polarised excitation 
The components of the electric field of a dipole (red line) parallel and perpendicular to the 
excitation light (green dotted lines). The electric field of the excitation light is shown in blue. 
Adapted from [2]. 
  29
푟 = 푟 exp #− 푡휃% . 1.17 
The rotational correlation time 휃 is defined as the time for a given orientation to rotate through 
an angle cos(B1 푒N E. For a spherical molecule the rotational correlation time is  
휃 = 휇푉푅푇, 1.18 
where 휇 is the viscosity of the solution, 푉  the effective volume of the molecule, 푇  the 
temperature in kelvin and 푅 is the molar gas constant. Molecules with an ellipsoid or more 
complex shape will exhibit a multi-exponential decay profile. The rotational correlation time for 
small molecule dyes such as Fluorescein or Rhodamine is typically on the order of 100—200 ps 
while the average rotational correlation time for GFP is around 36 ns and appears to be well fit 
by a single exponential decay [126]. The rotation of these molecules over the lifetime of the 
fluorescence is illustrated in Figure 1.15. This property has been exploited measure viscosity 
[127,128], membrane order [129,130] and DNA binding [131,132]. 
 
Figure 1.15 Rotational depolarisation in fluorescent proteins and small molecule dyes 
After excitation with vertically polarised light molecules with a vertical dipole moment are 
preferentially excited. The orientation of preferentially excited molecules of (A) a fluorescent 
protein and (B) a small molecule dye are shown left) ~100 ps, middle) 3 ns and right) 8 ns after 
excitation.  
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1.4.3 Depolarisation due to FRET 
FRET can introduce significant depolarisation. Typically there is no significant correlation 
between the donor and acceptor dipoles and so when FRET occurs the emission becomes 
depolarised [133] due to the distribution of angle between the emission dipole of the excited 
fluorophores and the absorption dipole of the acceptor. After a single FRET step the anisotropy 
is reduced to 4% of the initial value for an isotropic distribution of dipoles [134]. The rate of 
depolarisation depends on the FRET transfer rate and so introduces an additional anisotropy 
correlation time which is typically much shorter than the rotational correlation time of 
fluorescent proteins.  
1.4.4 Measurement of fluorescence anisotropy 
In polarisation resolved imaging the sample is typically excited with linearly polarised light and 
the emitted light is measured using an analyser polarised at an angle 휓 with respect to the 
excitation polarisation. In general, measurements are taken with the analyser set parallel and 
perpendicular to the excitation light. Measurements may be made sequentially using an analyser 
mounted on a rotation stage or in parallel using a polarising beamsplitter and two detectors [2]. 
Using Equation 1.11 the emission parallel and perpendicular to the excitation polarisation will be 
given by 
퐼∥(푡) = 퐼푡(푡)3 B1 + 2푟(푡)E, 퐼⊥(푡) = 퐼푡(푡)3 B1 − 푟(푡)E. 
1.19 
The steady state anisotropy, i.e. the anisotropy measured when the sample is excited with 
continuous wave excitation can be calculated by averaging over the intensity decay. If the 
intensity and anisotropy decays follow mono-exponential profiles with lifetime 휏 and anisotropy 
correlation time 휃, the steady state anisotropy is given by  
푟 = ∫ 퐼푡(푡)푟(푡)푑푡∞∫ 퐼푡(푡)푑푡∞  
= ∫ 푟 exp #−푡 h1휏 + 1휃i% 푑푡∞ ∫ exp #− 푡휏% 푑푡∞ =
푟1 + 휏휃, 
1.20 
known as the Perrin Equation [135]. To experimentally determine the form of the decay, time 
resolved measurements may be made as described in §1.6. Fitting the polarisation resolved 
decay is discussed further in Chapter 6 with particular focus on providing a quantitative readout 
of homo-FRET parameters. 
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1.5 Fluorescence microscopy 
The first fluorescence microscope was developed by Otto Heimstaedt and Heinrich Lehmann 
between 1911 and 1913 and used to study the autofluorescence of bacteria, plant and intimal 
tissue [88]. In 1914 Stanislav Von Provazek used fluorescence microscopy to study the binding of 
exogenous dyes in fixed and living cells [89]. In the following century the fluorescence 
microscope has become an essential tool for the modern biologist. This section will provide an 
overview of common fluorescence microscopy techniques used in biological applications. 
1.5.1 Epi-fluorescence microscopy 
The essential task of a fluorescence microscope is to excite a sample with light around the peak of 
the fluorophore excitation spectrum and collect fluorescence emitted at a longer wavelength. The 
emitted fluorescence is typically orders of magnitude dimmer than the excitation light.  
The invention of the dichroic mirror by Dutch scientist Johan Sebastiaan Ploem in 1967 [89], a 
specially coated mirror placed at 45° in the beam path which reflect the short wavelength 
excitation light but is nearly transparent to the longer wavelength emitted fluorescence, enabled 
the development of the commonly used epi-fluorescence microscope. The epi-fluorescence 
microscope, illustrated in Figure 1.16 uses the same objective lens to excite fluorescence and 
collect the emitted light. 
 
Figure 1.16 Schematic of an epi-fluorescence microscope 
Light path of an epi-fluorescence microscope showing illumination of a sample with a broadband 
light source filtered using an excitation filter using a dichroic mirror and imaging of the emitted 
fluorescence onto a camera using an emission filter. 
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An incoherent light source with a wavelength that matches the spectrum of the fluorophore of 
interest is focussed into the back focal plane of the microscope, providing even illumination at 
the sample. The resultant fluorescence, with a longer wavelength due to the fluorophore Stokes 
shift, is separated using a dichroic beamsplitter and imaged onto a camera, typically a charge-
coupled device (CCD). Typically an additional emission filter is used to suppress any residual 
excitation light or unwanted fluorescence [90].  
1.5.2 Optical sectioning 
In the wide-field approach the entire depth of the specimen is illuminated, irrespective of the 
focal plane. Fluorescence excited from outside of the focal plane will also be collected and this 
“out-of-focus” signal can significantly degrade the image contrast [90]. A number of techniques 
have been developed to realise optical sectioning, i.e. to constrain the depths from which 
fluorescence is collected in a thick sample. 
The most commonly used approach to achieve optical sectioning is confocal microscopy[91]. In a 
confocal microscope, the excitation light is typically provided by a laser and is focussed to a 
single point in the sample plane. Fluorescence is then collected through a pinhole that is 
positioned confocally with the excitation spot in the sample plane and then relayed onto a point 
 
Figure 1.17 Schematic of confocal detection and a Nipkow spinning disk system 
A) Schematic of a confocal microscope. The green line shows emission from the focal plane which 
passes through the pinhole. The red lines show emission from below (solid line) and above 
(dashed line) the focal plane which are blocked by the pinhole. B) Schematic of a Nipkow spinning 
disk showing generation of an array of confocal beams.  
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detector such as a photomultiplier tube (PMT). The pinhole rejects out-of-focus light, thereby 
providing axial resolution. An image is typically built up by scanning the excitation point across 
the sample. This process is illustrated in Figure 1.17A. Confocal microscopy was first invented by 
Minsky in 1961 but remained a curiosity until the invention of the laser and its benefits in a 
biological context were highlighted by White et al. in the 1980’s [92]. Since then the use of 
confocal microscopy has become a mainstay of biological imaging. The conventional confocal 
microscope has a number of disadvantages for live cell imaging however. The rejection of out of 
focus light means that only a small fraction of the total emission is recorded and since only a 
small region is excited at any one time the high peak powers are required. These factors combine 
to yield increased photobleaching and photodamage and relatively long acquisition times [91].  
High speed optical sectioning can be achieved using Nipkow disk microscopy. Rather than using 
a single pinhole, an array of pinholes on a spinning disk are used to split the illumination light 
into a large number of beams forming diffraction limited spots which scan over the sample, as 
illustrated in Figure 1.17B. The initial design and first use of the Nipkow disk microscope was 
presented by Egger and Petráň [93,94]. The fluorescence is then imaged onto a CCD array 
through the same pinholes. In a modern design, in order to increase the efficiency with which the 
available excitation power is utilised, an array of microlenses are used to focus the light onto 
each pinhole [95]. Egner et al. have presented a study of the sectioning strength of the Nipkow 
disk microscope [96]. 
1.6 Fluorescence lifetime imaging 
The excited state lifetime of a fluorophore can often provide considerable insight into its local 
environment and a number of techniques enable the measurement of this parameter. The lifetime 
can be measured using fluorescence lifetime imaging (FLIM). Methods for FLIM divided into 
two main categories, frequency domain and time domain depending on the how the 
measurements are recorded. In this section both methods will be briefly reviewed with particular 
focus on experimental techniques for time domain measurements commonly used in the context 
of microscopy. 
1.6.1 Frequency domain FLIM 
Using the frequency-domain approach [97,98], the sample is illuminated with a excitation source 
modulated at a frequency source. The fluorescent response will be modulated at the same 
frequency but, due to the delay between absorption and emission by the fluorophore, there will 
be a phase and magnitude offset in the modulation of the emitted fluorescence with respect to 
the excitation beam. The ratio of the AC to DC components of the excitation and emitted light are 
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퐴/푎 and 퐵/푏 respectively. for a single exponential decay, the lifetime 휏 may be determined using 
the ratio of these modulation depths using 
 푚휔 = 퐵 ⋅ 푎퐴 ⋅ 푏 = 1√1 + 휔(휏( , 1.21 
where 휔 is the excitation modulation frequency. The value of the lifetime determined using this 
method is known as the modulation lifetime. Alternatively, the lifetime may be determined by the 
relative phase 휑휔 shift between the two excitation and emission light according to  
 tan휑휔 = 휔휏 1.22 
For a mono-exponential decay, these two measurements of the lifetime are equivalent; 
differences between them can indicate a more complex decay profile. To determine the 
components of a multi-exponential decay, measurements at several modulation frequencies are 
required. Frequency domain FLIM has predominantly been used in wide field systems, however 
optically sectioned FD FLIM devices have been demonstrated using confocal microscopy [99]. 
1.6.2 Time domain FLIM 
In time-domain FLIM experiments the sample is illuminated with a short pulse of light and the 
change in fluoresce intensity is measured with time as illustrated in Figure 1.18B. The decay time 휏 can then in principle be calculated from the gradient of a plot of log intensity against time, or 
more commonly by fitting the measured curve to an exponential function [85].  
In the context of fluorescence microscopy, the two most widely used time domain measurement 
techniques are time correlated single photon counting (TCSPC) where the arrival times of individual 
Figure 1.18 Illustration of frequency domain and time domain fluorescence lifetime imaging 
A) Illustration of frequency domain lifetime measurements. The sample is excited by a modulated 
source (blue) and the phase and amplitude of the emission is recorded. B) Illustration of time 
domain fluorescent lifetime measurements. The sample is excited with a pulse of light and the 
decay profile is directly sampled.  
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photons are measured to construct an arrival time histogram, and time gated detection, where a 
detector is rapidly gated on or off to measure different parts of the fluorescence decay. These two 
techniques will be discussed in more detail below, but are far from the only approaches that may 
be employed to measure fluorescence lifetimes.  
In time-binned detection (also referred to as time-gated detection in the literature), incident 
photons are detected with a photomultiplier tube and discriminator. The detected events are fed 
into a number of fast gated counters which are enabled in turn after each excitation pulse [100]. 
While this approach is photon efficient, it offers a relatively limited time resolution and is 
generally only implemented in point scanning approaches, although time-binned scientific 
complementary metal–oxide–semiconductor (sCMOS) cameras are under active development 
[101,102]. 
Streak cameras operate by spatially deflecting the incident fluorescence across a camera with time 
[103]. They use a photocathode to convert the incident photons into a stream of electrons whose 
path is deflected by a swept voltage. The photons are then recorded using a phosphor screen and 
a camera. The time resolution of streak cameras, determined only by the rate at which the 
voltage is swept, can be very high, with resolutions of 180 fs reported [104]. Using a diffraction 
grating, the remaining spatial dimension can be used to spectrally resolve the measurements. 
Though more common in spectroscopic applications, this this approach has been applied to 
fluorescence lifetime imaging [105]. 
Less widely used in microscopy in a biological context, pump-probe and upconversion methods can 
provide extremely high time resolution, limited only by the temporal width of the excitation 
laser. Pump-probe measurements employ two consecutive laser pulses, a high power pump 
pulse, which excites a significant proportion of the sample, followed by a probe pulse whose 
relative timing is controlled by a delay stage. The magnitude of the reflection or transmission of 
the probe pulse is measured, reporting on the decay of the excitation produced by the pump 
pulse . In the upconversion method, the fluorescence emission is directed through a crystal with 
a non-linear response which is ‘gated’ using a separate femtosecond pulse. When the gating 
pulse in active an upconverted signal at the sum of the frequencies of the emission and gating 
pulse is generated, proportional to the intensity of the fluorescence emission [106]. This relatively 
weak signal can be generated using lock-in detection. Both these approaches provide excellent 
resolution at the expense of relatively complex experimental setups.  
1.6.2.1. Time correlated single photon counting 
TCSPC is a point detection technique in which a single spot in the sample is illuminated with a 
high repetition rate pulsed laser and individual fluorescent photons are counted and time-
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correlated with the excitation pulse using a time-to-amplitude converter (TAC) [107]. The TAC is 
triggered by a ‘start’ pulse which initiates the charging of a capacitor. The voltage across the 
capacitor will increase linearly with time until a ‘stop’ pulse is received when the voltage is read 
out using an analogue-to-digital converter (ADC). The start pulse is triggered by the excitation 
pulse and the stop pulse by the detection of a photon, usually using a photo-multiplier tube 
(PMT). By repeating this process many times a histogram of the measured decay times can be 
built up from which the decay parameters may be extracted. This process is illustrated 
schematically in Figure 1.19. In fact the majority of modern TCSPC system operate in a ‘reverse 
start-stop’ mode where the TAC start is triggered by the arrival of a photon and the stop by the 
next laser pulse to reduce the amount of dead time incurred when the system resets the TAC 
[108].  
While TCSPC is able to provide detection of photon arrivals at or close to the shot noise limit, the 
rate at which photons is received is limited by classical pulse pile-up to 1 per ∼100 excitation 
pulses [109]. Since most current TCSPC hardware is limited to receiving a single photon, if more 
than one photon is generated per excitation pulse on the first photon will be detected, biasing the 
results towards shorter decay times. Some modern detector systems use multiple detectors to 
enable counting of multiple photons per excitation pulse and so detection rates up to around 80 
MHz [110]. 
1.6.2.2. Time gated detection 
An alternative to TCSPC is gated detection [111,112]. In this approach a gated optical intensifier 
(GOI) is placed in front of the camera to only open the detection ‘shutter’ at a specific time range 
with respect to the excitation pulse. The sample is illuminated multiple times and images 
captured with different time gates to allow the decay profile to be sampled. The GOI consists of 
an ultrafast gated microchannel plate photomultiplier (MCP) [113,114]. The microchannel plate 
Figure 1.19 Illustration of operation of TCSPC FLIM detection 
A) Schematic of TCSPC system operating in reverse start stop mode. B) Accumulated histogram 
for a 1ns decay with 10, 100 and 1000 counts with true form of decay shown in light green and the 
instrument response function in light blue. 
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provides spatial resolution, allowing widefield rather than only point scanning time resolved 
imaging.  
Since widefield gated imaging does not require beam scanning it can be significantly faster than 
TCSPC since the entire field of view is imaged simultaneously and there is effectively no limit on 
the maximum photon rate imposed by the imaging system. This makes it a more suitable 
strategy for live cell imaging where often long integration times are not possible [115]. There are 
a number of drawbacks to this approach. The first is a reduction in photon efficiency; while 
TCSPC systems record nearly every photon emitted, gated systems only record photons which 
arrive within the current gate. This can be mitigated to some extent by the use of wider gates 
where the majority of the fluorescence from the sample is collected in the first gate. Since the 
gates are recorded sequentially significant artefacts may be introduced if the sample changes 
during the acquisition, for example due to cell movement or photobleaching. Finally an 
increased level of noise is introduced by the gated optical intensifier and camera compared to 
TCSPC detection for a given number of detected photons. The statistical properties of the noise 
will be discussed in more detail below.  
1.6.3 Operation of gated optical intensifiers 
A gated optical intensifier uses an intensifying image tube that can be rapidly gated to produce 
time resolved images. The intensifier consists of three main components as illustrated in Figure 
1.20. Low intensity light is imaged onto a photocathode, stimulating the production of electrons 
by the photoelectric effect. A microchannel plate, a regular array of 10 μm channels each acting 
as an electron multiplier with an electric potential across it, then amplifies the electron signals. 
The amplified electron signals are projected onto a phosphor screen generating an amplified 
image with a resolution defined by the MCP channel spacing and the spread of electrons at the 
photocathode and phosphor [113].  
The voltage across the MCP, the gain voltage, determines the degree of electron amplification 
and is kept constant throughout an acquisition. The photocathode is maintained at a small 
positive voltage relative to the MCP, preventing the transfer of electrons to keep the system in an 
‘off’ state and a negative voltage pulse is applied to the photocathode, accelerating electrons 
towards the MCP to switch the system ‘on’. The magnitude of this negative gating pulse is 
known as the clamp voltage. The GOI can be operated in a pulsed mode whereby the gating is 
triggered with a continuous train of pulses with a repetition rate up to 100 MHz [115]. 
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It has been noted that the negative ‘gating’ potential applied to the photocathode takes a finite 
amount of time to propagate across the face of the photocathode leading to an effect known as 
irising where the central region of the photocathode enters the active state approximately 150 ps 
before the outer edge [116,117]. This leads to a spatial variation in the gate profile that should be 
considered when analysing data collected with gated optical intensifiers. While most GOIs are 
designed to minimise this spatial variation in delay, relaxing this requirement can allow more 
flexible designs. For instance, Kentech have recently manufactured a ‘single edge’ GOI that is 
able to produce significantly wider gates, up to 6 ns, compared to the more typical maximum 
width of 1 ns, at the expense of an increased degree of irising. This effect is discussed in greater 
detail in Chapter 3. 
1.6.3.1. Multichannel plate operation 
The individual microchannels in an MCP may be considered as individual continuous resistive 
strip dynodes, as illustrated in Figure 1.20. A voltage applied to the microchannel produces an 
axially oriented electric field in the channel. A primary electron striking the channel produces a 
number of secondary electrons. The secondary electrons are ejected into the channel and travel 
along a parabolic path until they collide with the channel again, producing another round of 
 
Figure 1.20 Schematic of a gated optical intensifier  
A) Schematic of GOI structure showing conversion of an incident photon into a photoelectron by 
the photocathode, amplification of the photoelectron in the microchannel plate and conversion of 
the secondary electrons into photons by the phosphor screen. A) Closer view of electron 
amplification in a single channel of the MCP. 
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secondary electrons. This process is repeated until the electrons reach the end of the channel. The 
total gain of the MCP, 퐺, may be approximated by the relationship 
퐺 = 훿 ⋅ 훿푚−, 1.23 
where 훿 is the effective gain for input photoelectrons, and 훿 is the effective gain per stage for the 
subsequent multiplication processes and 푚 the average number of amplification stages [118,119]. 
Typically the gain for the first stage will be different to that of subsequent stages since the 
electrons incident on the MCP will have a different energy to the secondary electrons produced 
during the amplification process. 
For relatively low electron energies the gains have been shown empirically to be well modelled 
by [119] 
훿 = #푉푧푉푐%푘, 1.24 
훿 = ^푉푝푘 + 푉푧푉푐 _
푘, 1.25 
where 푉푐 is the cross-over potential, a property of the MCP channel material, 푒푉푝푘 is the input 
energy of photoelectrons and 푘 is a constant determining the curvature of the gain with 
increasing voltage.  
1.6.3.2. GOI statistical properties 
Ideally the GOI would perform as a noise free photon multiplier with gain 퐺. If the input 
photons had a Poissonian distribution with mean 푁  and variance 휎푁( = 푁 , the mean number of 
output photons would be 퐺푁  with variance 휎푖푑푒푎푙( = 퐺(푁. In practice, of course, the GOI does not 
perform ideally. In this section the significant contributions to the statistical properties of GOIs 
will be considered. 
Contributions from the photocathode. The photon flux on the photocathode may be assumed to 
follow a Poisson distribution with mean nv푝. It is commonly assumed that the photoemission of 
the cathode is characterised by the wavelength dependent quantum efficiency 휂(휆). This means 
that subject to an input of 푁  photons the emission of photoelectrons follows a binominal 
distribution with mean nv푒 = 휂푁 and variance 휎푒( = 푁(1 − 휂)휂.  
By considering their statistical generating functions [120] it may be shown that the mean and 
variance of the serial combination of two statistical devices 퐴 followed by 퐵 with means nv퐴, nv퐵 
and variances 휎퐴( , 휎퐵(  are given by 
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 nv퐴퐵 = nv퐴 ⋅ nv퐵, 1.26 휎퐴퐵( = nv퐵( ⋅ 휎퐴( + nv퐴 ⋅ 휎퐵( . 1.27 
Note that there is an asymmetry in these equations which reflects the fact that noise introduced 
earlier in a multiplication chain contributes more strongly to the overall noise properties. Using 
these identities it may be shown that the mean of the photoelectron distribution of a 
photocathode subject to a Poisson photon flux is nv푝푒 = 휂N with variance 휎푝푒( = 휂푁, i.e. the 
photoelectron distribution follows Poisson statistics with mean reduced by the quantum 
efficiency. The quantum efficiency of the photocathode used in the intensifiers in this work peak 
at around 10% [121]. 
Contributions from the microchannel plate and phosphor. The distribution of secondary 
electrons at each amplification stage in the electron cascade, i.e. each production of secondary 
electrons as a results of the interaction of the electrons will the channel walls, depends on the 
properties of the microchannel material and appears to be characterised well by the Pólya 
distribution [17,20]  
푃(푛, 푏) = 훿푛푛! (1 + 푏훿)−푛− 푏⁄ |1+ 푗푏,
푛−
푗=  1.28 
which tends to the Poisson and exponential distributions in its limits 푏 → 0 and 푏 → 1 
 
Figure 1.21 Illustration of the Pólya distribution 
Illustration of the probability distribution function of the Pólya distribution shown in Equation 
1.28 for 훿 = 5 with different values of 푏. In the limit 푏  0 the distribution tends towards the 
Poisson distribution and in the limit 푏  1 it tends towards the exponential distribution.  
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respectively. The Pólya distribution at different values of 푏 is illustrated in Figure 1.21.  
The mean and variance of the Pólya distribution are given by  nv = 훿, 1.29 휎( = 푏훿( + 훿. 1.30 
It is thought the non-Poissonian behaviour is due to surface imperfections. The value of 푏 is 
significant; if the distribution of secondary electrons is Poisson then no additional noise is 
introduced above those due to counting statistics. From Equation 1.30 it is clear that as 푏 → 1 and 
the distribution becomes exponential, the variance will increase significantly.  
The secondary electrons excite cathodoluminescence in the phosphor screen [122]. Depending on 
the energy and the type of phosphor between 20 and 200 photons will be generated per electron. 
It is thought that the photon statistics from phosphor luminescence will display exponential 
statistics [123,124]. Experimental studies of a number of phosphor materials have experimentally 
confirmed this hypothesis [125]. If the gain on the phosphor is 훿푝 the variance will be 휎푝( = 훿푝(. 
Combining the effects of the MCP and the phosphor the total mean gain, given by Equation 1.23 
is 퐺 = 훿훿푚−훿푝. Using Equations 1.26 and 1.27, the variance of the gain is given by [120] 
휎퐺( = 훿훿푚−훿푝( 휎(훿( + 휎
(훿훿( +⋯+ 휎(훿훿푚 + 휎푝(훿훿푚−훿푝( 
= 퐺( ⎣⎢⎢⎢⎢⎢⎢⎡푏훿( + 훿훿( +푏훿
( + 훿훿훿푖+
푚−
푖= +
훿푝(훿훿푚−훿푝(⎦⎥⎥⎥⎥⎥⎥
⎤ 
= 퐺(훿 h(푏훿 + 1) + (푏훿 + 1) #1 − 훿−푚1 − 훿− − 1% + 1훿푚−i. 
1.31 
When the amplification on the MCP is high then 훿−(푚−) ≪ 1 then it is reasonable to approximate 
the variance of the gain as 
휎퐺( ≈ G ( h1 + 푏훿 훿(훿 − 1) + 푏i. 1.32 
Combing with the input photoelectron stream, the mean number of output secondary electrons 
is given by nv푀퐶푃 = G ⋅ 휂nv푝 and the variance is given by 
 
휎푀퐶푃( = 퐺( ⋅ 휂푁 + 휂푁 ⋅ 휎퐺(  = 휂N ⋅ 퐺( ⋅ (1 + 푏) h1 + 1훿 훿(훿 − 1)i. 1.33 
The variance for a noise free multiplicative system would be 휎푁퐹( = 휂nv푝퐺(. The excess noise 
introduced by the MCP is  
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퐸푀퐶푃 = (1 + 푏) h1 + 1훿 훿(훿 − 1)i. 1.34 
This highlights a number of important points. The excess noise drops as the gain on the MCP 
increases, as observed by McGinty et al. [114]. It is the initial gain stages that contribute most to 
the excess noise introduced by the MCP; the noise introduced by the phosphor is negligible.  
1.6.3.3. Optimised acquisition setting for GOI operation with a CCD 
The GOI is coupled onto a digital camera, typically a charge-coupled device (CCD). The CCD 
consists of an array of light sensitive elements. Electrons are generated in each element when 
photons are absorbed and these electrons are accumulated during the collection time. At the end 
of the collection time the number of accumulated electrons in each element is readout out and 
converted into a digital number (DN) by the camera electronics. Each element can store only a 
limited number of electrons before it saturates. The CCD will convert photons to digital numbers 
with a wavelength dependent quantum efficiency. There will also be losses in the optical system 
that couples the GOI to the CCD. For the purposes of this discussion, these two factors will be 
combined into a single factor 푞. The conversion factor (gain) between input photons on the CCD 
and digital counts will be neglected as it does not contribute significantly to the noise properties.  
The CCD will introduce a two additional sources of noise, dark noise and readout noise. Dark noise 
arises from thermally generated electrons in the CCD silicon which are generated at a constant 
rate which depends on the temperature. Typically cooled CCDs are used in which the CCD are 
cooled to −25°C to −80°C. In practice at these temperatures the dark noise is negligibly small for 
all but the longest integration times. Readout noise 휎퐶퐶퐷 is introduced in the analogue to digital 
converter which converts the accumulated electrons in each pixel into a digital number. Janesick 
provides a comprehensive overview of CCD technology and performance [126].  
Using the same consideration as the photocathode, the total mean and variance of the GOI-CCD 
system are given by 
nv퐷푁 = 푞 ⋅ 퐺휂푁, 1.35 
and, using Equation 1.27, 
휎퐷푁( = 푛푞( ⋅ 휎푀퐶푃( + 푛푀퐶푃 ⋅ 휎푄( + 휎퐶퐶퐷(  = 푞( ⋅ 휎푀퐶푃( + 푛푀퐶푃 ⋅ (1 − 푞)푞 + 휎퐶퐶퐷(  = 푞( ⋅ G (퐸푀퐶푃 ⋅ 휂푁 + G휂푁 ⋅ (1 − 푞)푞 + 휎퐶퐶퐷(  = 푞퐺휂푁[(퐺퐸푀퐶푃 − 1)푞 + 1] + 휎퐶퐶퐷( . 
1.36 
The relative noise is then given by 
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휎퐷푁푛v퐷푁 = ⎷⃓⃓
⃓⃓(퐺퐸푀퐶푃 − 1)퐺휂푁Excessnoise
+ 1푞퐺휂푁
Shotnoise
+ ^ 휎퐶퐶퐷푞퐺휂푁_(
CCD readoutnoise
 
1.37 
and so for moderately high gains, 
휎퐷푁푛v퐷푁 ≈ 1√휂푁√퐸푀퐶푃 + 1푞퐺 + ^휎퐶퐶퐷푞퐺 _
( 1휂푁 . 1.38 
The GOI converts input photons into hundreds or thousands of output photons depending on 
the gain voltages and the phosphor type. From Equation 1.34 it is clear that the excess noise 
introduced by the MCP is minimised when the gain is maximised. However as discussed by 
McGinty et al. [114] at high gains the dynamic range of the measurement is reduced since the 
CCD will saturate with a relatively small number of input photons on the GOI. At the highest 
gain setting used by the authors only 55 photons could be recorded before saturating a 12 bit 
CCD camera.  
To recover the dynamic range two approaches could be taken. In the first a number of shorter 
acquisitions could be made and the results accumulated. This approach has two disadvantages; 
the total readout noise will be accumulated between frames and, depending on the system 
implementation, a dead time may be introduced between frames which reduces the overall 
efficiency of the system. For short camera integration times this can become significant. The 
second approach is to artificially reduce the coupling efficiency 푞 between the GOI and CCD 
using, for example, a neutral density filter. Equation 1.37 shows that as long as 푞퐺 ≫ 1, i.e. the 
number of camera digital counts per photocathode photoelectron is greater than unity, there will 
be no significant impact on the signal to noise of the measurement. 
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1.7 Conclusions 
This chapter has discussed how fluorescence microscopy and Förster resonant energy transfer 
based biosensors can be used to provide an insight into the spatial and temporal dynamics of 
cellular signalling processes. 
A brief overview of the principles of fluorescence was presented with a discussion of the 
properties of fluorescence that may be exploited to provide contrast in a biological context. The 
practical utility of fluorescence imaging critically depends on the choice of fluorophore. An 
overview of endogenous and exogenous fluorophores was given, with a particular focus on 
fluorescent proteins, which provide an as yet unparalleled flexibility and specificity in labelling 
proteins for live cell imaging. 
The principles of Förster resonant energy transfer were outlined and the development, 
optimisation and use of FRET biosensors to image cellular processes was discussed. A number of 
approaches for measuring FRET activity were outlined with a particular emphases on time-
resolved approaches, which will be explored and developed further in this work. Finally the 
principles of fluorescence anisotropy imaging were discussed, including how anisotropy 
imaging may be used to read out homo-FRET between spectrally identical proteins, as discussed 
further in Chapter 6. 
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Chapter 2 Fitting fluorescence lifetime data 
In the previous chapter fluorescence lifetime imaging was introduced as a method for gaining 
insight into fluorescence processes. The analysis of FLIM data to extract quantitative decay 
parameters is a critical part of this process. In this chapter the fundamental limits on the analysis 
of exponential decays will be considered. An overview of a number of methods employed for the 
analysis of exponential decays will be presented with a focus on those that are widely employed 
in the analysis of fluorescence lifetime decay data. The utility of global analysis for the fitting of 
large datasets will be presented alongside the state of the art in algorithms for global analysis. 
The structure of this chapter is as follows 
2.1 Analysis of exponential decays ........................................................................................ 46 
2.2 Non-iterative methods for exponential analysis ............................................................ 48 
2.3 Non-linear least squares fitting ........................................................................................ 52 
2.4 Statistical fitting .................................................................................................................. 57 
2.5 Global analysis of fluorescence data ................................................................................ 59 
2.6 Summary ............................................................................................................................. 64 
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2.1 Analysis of exponential decays 
A broad range of physical phenomena from radioactive decays to pharmacological metabolisms 
are characterised by first order differential equations whose solutions take the form of 
exponential decays. It is of no surprise then that the task of determining the rate constants and 
contributions that characterise such decays is one that recurs across many branches of the natural 
sciences.  
2.1.1 Fundamental limits on exponential analysis 
It is instructive to consider the limits of the precision that can be achieved in exponential 
analysis. In principle, given a decay transient 푦(푡) the inverse Laplace transform can be used to 
analytically determine the arbitrary continuous distribution of exponentials 푓(휏), presented here 
in terms of decay constants 휏, present in the transient 
 푓(휏) = 12휋푖4 푦(푡) exp #푡휏% 푑푡푐+푖∞푐−푖∞ . 2.1 
Unfortunately, the exponential family are not orthogonal functions on the real axis [138]. This 
means that the measured decay cannot be readily decomposed into its constituent parts in the 
manner of a Fourier transform; hence the integration along the complex plane in Equation 2.1. 
Since, of course, only the real component of the decay can be measured experimentally the 
inverse problem 
 푦(푡) = 4 푓(휏) exp #− 푡휏% 푑휏 ∞  2.2 
must be solved instead. Equation 2.2 is somewhat notoriously ill-posed in the sense that a 
solution in the strict sense may not exist, solutions might not be unique and may not depend 
continuously on the data [138,139]. The existence of multiple solutions is readily demonstrated 
by considering the Fourier transform of Equation 2.2 as shown by Bertero et al. [140] and a 
number of studies have demonstrated practical examples of the ambiguity between very 
different solutions [141,142]. In light of these ambiguities it is important to limit the solution by 
imposing constraints on the problem based on prior knowledge of the system under 
investigation. For example it is often possible to limit the solution to a small number of 
exponentials 푛휏 so that the decay takes the form 
 퐷(푡) = 푎푖 exp #− 푡휏푖% .
푛휏
푖=  2.3 
For a given set of data and model it is possible to determine the lower bound on the variance of 
the model parameters using the Rao-Cramér theorem [143] which applies regardless of the 
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method of analysis and so can be used to evaluate the performance of a given method. This 
approach has been applied to determine the variance limits of parameters derived from the 
analysis of TCSPC data [144]. For a single exponential decay with lifetime 휏 measured in 푘 time 
bins over a time period 푇  the expected standard deviation of the lifetime is  
휎휏 = 휏√푁 ⋅ 푘푟 (1 − exp(−푟))(  ^exp(푟 푘⁄ )[1 − exp(−푟)][exp(푟 푘⁄ ) − 1]( − 푘
(exp(푟) − 1  _−
(
퐹
, 2.4 
where 푁  is the total number of measured photons and 푟 = 푇/휏. The factor marked 퐹 tends 
quickly to 1 for 푇 휏N ≳ 4 and 푘 ≳ 8. In this limit it can be seen that the fractional error of the 
lifetime is given by 푁/(. Similar analyses have been performed for the time gated case for a 
number of gating strategies [114,145]. The dependence on 푁  is the same as the time gated case, 
however the factor 퐹 depends strongly on the choice of gates and the lifetime.  
2.1.2 The instrument response function  
In general the system used to measure the exponential decay will have a non-negligible impact 
on the recorded profile [85]. For example the excitation pulse will have a finite temporal width 
and there will be some temporal noise or ‘jitter’ introduced by the measurement that will lead to 
a broadening of the measurement. The instrument response function (IRF), 푔(푡), is the temporal 
response of the system to a delta function input and can be measured, for example, by using a 
reflective sample which of course yields an instantaneous response. If the true sample response 
is 푦(푡) then the measured decay will be given by the convolution of 푦(푡) with the IRF so 푦̃(푡) = 푦(푡) ∗ 푔(푡). 2.5 
The effect of the IRF is illustrated in Figure 2.1. The shape of the measured decay will be 
significantly altered in the region where the IRF is non-zero, highlighted in grey. Either the effect 
 
Figure 2.1 Illustration of the effect of the instrument response function 
Noise free simulation of a measured exponential decay with a typical instrument response 
function. A) Mono-exponential decay with lifetime 2 .0 ns. B) dashed grey line, simulated instrument 
response function with a Gaussian profile with width 0.2 ns; black line, measured 2.0 ns decay on an 
instrument with this decay profile; grey area, region of the decay where the IRF has a significant 
influence on the shape of the decay. 
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of the IRF must be accounted when analysing the data or this region must be excluded from the 
analysis. The former option is preferable since the region affected by the IRF often contains a 
significant fraction of the total signal. 
2.2  Non-iterative methods for exponential analysis 
A comprehensive review of exponential analysis techniques was presented by Istratov and 
Vyvenko [146]. This section will consider methods of exponential analysis that do not require 
iterative fitting to a model and so can be rapidly computed. 
2.2.1 Rapid lifetime determination 
When lifetimes are measured using a time gated system with a limited number of time gates it is 
common to use algebraic methods to determine the lifetime. For a mono-exponential decay the 
lifetime may be determined using two measurements assuming there is no uniform background 
present in the decay according to the divisor method [147] 
 휏 = 푡( − 푡ln(푦) − ln(푦() , 2.6 
where 푦푗 = 푦B푡푗E, the intensity of a measurement at time 푡푗. This approach may be extended to an 
arbitrary numbers of measurements 푁  in a method commonly referred to as rapid lifetime 
determination (RLD) according to [148] 
 휏 = −푁 ∑ 푡푖(푖 + (∑ 푡푖푖 )(푁 ∑ 푡푖 ln 푦푖푖 − (∑ 푡푖푖 )(∑ ln푦푖푖 ) . 2.7 
This approach has been extended to the analysis of bi-exponential decays for particular gate 
widths and spacing [149]. This method has the advantage that it is extremely easy to compute 
but is only applicable when the instrument response function of the system has a significant 
impact on the shape of the decay.  
2.2.2 Method of moments 
The method of moments is a common statistical tool for estimating distribution parameters using 
the sample moments. This technique has been widely applied to the analysis of exponential 
decays for example by Isenberg and Dyson [150]. Like RLD, the method of moments is 
computationally trivial and has the advantage that it may be adapted to account for the system 
IRF, although it is only applicable to the case where the decay is sampled with uniform 
contiguous bin or gate widths, limiting its application to TCSPC data.  
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The time-weighted moments of the measured decay, 휇푘, and of the IRF, 푚푘, are given by 
 휇푘 = 4 푡푘푦(푡)푑푡∞ , 2.8 
 푚푘 = 4 푡푘푔(푡)푑푡∞ . 2.9 
The moments may be related to the lifetimes 휏푖 and corresponding contributions 퐴푖 of a multi-
exponential decay by defining 퐺푠  
 퐺푠 = 퐴푖휏푖푠.푛휏푖=  2.10 
It may then be shown [150] that the moments are related to 퐺푠 according to 
 휇푘 = 푘! 퐺푠푚푘+−푠(푘 + 1 − 푠)!
푘+
푠=  . 2.11 
Equations 2.10 and 2.11 represent a system of equations which may be solved to determine the 
lifetimes and contributions. The method of moments has been successfully applied to mono-
exponential decays where 
 휏 = 휇휇 − 푚푚 = ∫ 푡
푘푦(푡)푑푡∞∫ 푦(푡)푑푡∞ −
∫ 푡푘푦(푡)푑푡∞∫ 푦(푡)푑푡∞  . 2.12 
Isenberg and Dyson demonstrated that the method may be extended to multi-exponential 
decays, and this has recently been applied to the analysis of FLIM-FRET data [151].  
2.2.3 Laguerre expansion 
An alternative approach is to approximate the decay by a series of orthogonal functions. This 
approach has notably been employed for the study tissue autofluorescence by the Marcu lab 
[152] using the Laguerre polynomials 푏푗훼(푛). A Laguerre expansion may be written 
 푓(푡푛) = 푐푗푏푗훼(푛),퐾−푗=  2.13 
 푏푗훼(푛) = 훼푛−푗( √1 − 훼(−1)푘B푛푘E #푗푘% 훼푗−푘(1 − 훼)푘
푗
푘= , 2.14 
where 푐푗 are unknown Laguerre expansion coefficients (LEC). The convolution of Equation 2.13 
with an IRF may be efficiently calculated using a recursive relation. For a given number of 
polynomials and a set value 훼, the expansion coefficients may be determined using a linear least 
squares fitting algorithm. It has been demonstrated that three to five Laguerre polynomials are 
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sufficient to represent a broad range of biologically relevant fluorescence decays [152]. If 
required, a mean lifetime can be extracted by determining the average decay rate of the 
calculated expansion 푓(푡푛). The main advantage of this approach is that it provides an 
alternative, easily calculated basis to the exponential functions. Since the exponential functions 
do not form an orthogonal basis, attempting to represent a complex decay with a small number 
of exponentials is often not helpful since small changes in the decay profile can lead to large 
changes in the lifetime and amplitude parameters and therefore adding extra decay components 
will significantly affect the amplitudes of the other components. By comparison the Laguerre 
polynomials are orthogonal and consequently decomposition into this basis is more stable in the 
sense that adding additional polynomials into the expansion should not dramatically change the 
relative coefficients of the others. This, in principle, makes the LECs more easily interpreted and 
comparable. It should be noted however that, unlike the parameters of a multi-exponential decay 
the LECs do not have a corresponding physical interpretation and so are primarily useful for the 
analysis of, for example, tissue data where there is often no a priori data model and the fitted 
parameters are to be used for inter-dataset comparison rather than physical interpretation.  
2.2.4 Phasor analysis 
Phasor analysis is an increasing popular approach to the analysis of exponential decays, 
particularly for FLIM data [153,154]. In phasor analysis a decay 푦(푡) is projected onto the 
orthonormal basis formed by the sine and cosine of the frequency corresponding to the laser 
repetition rate. The 퐺 and 푆 coordinates of the decay are given by 
 퐺(휔) = ∫ 푦(푡) cos(휔푡) 푑푡∞ ∫ 푦(푡) 푑푡∞ ,      푆(휔) =
∫ 푦(푡) sin(휔푡) 푑푡∞ ∫ 푦(푡) 푑푡∞   2.15 
A 2D (퐺, 푆) histogram of an image may be plotted, as illustrated in Figure 2.2. If the decay is a 
single exponential, the coordinates of the phasor will be 
 퐺(휔) = 11 + (휔휏)( ,      푆(휔) = 휔휏1 + (휔휏)( . 2.16 
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The phase and modulation lifetimes can be calculated according to  
휏휑 = 1휔 푆(휔)퐺(휔) , 2.17 
휏푚 = 1휔√ 1퐺(휔)( + 푆(휔)( − 1. 2.18 
Comparing Equation 2.16 to that of a circle it may be shown that all the (퐺, 푆) coordinates for any 
single exponential decay will lie on a semicircle known as the universal circle, shown in Figure 
2.2; short lifetimes will fall near the bottom right corner while longer lifetime near the bottom left 
corner. Mixtures of two fluorescence lifetimes will fall on the cord joining the two lifetimes as 
illustrated in the inset of Figure 2.2A, although the position along the cord is not linear in the 
fractional contribution of the species 
The strength of this approach comes from its relative simplicity; the data may be visualised in a 
relatively intuitive manner and different regions in the phasor map related back to pixel regions 
in the image. This is illustrated in Figure 2.2B showing simulated distributions of decays with 
different lifetimes on the phasor map.  
In principle, it is possible to fit a line through the phasor cloud to extract parameters for bi-
exponential decays [155,156]. Caution must be taken with such approaches, however, as the 
variance of 퐺 and 푆 are not equal and vary across the phasor map. This effect can been observed 
 
Figure 2.2 Illustration of phasor map principle 
A) Phasor map showing the universal circle (thick black line) and the position of a number of 
different lifetimes. The inset figure shows the position of a bi-exponential decay with varying 
components of a 2 ns and 4 ns decay. B) Monte-Carton simulation of the probability distributions of 
positions of the phasor circle for mono-exponential decays with lifetimes of 0.75, 1.5 and 2.5 ns 
subject to Poisson noise such that 휎휏휏 = 0.1.  
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in the different shapes of the phasor distributions for the lifetimes shown in Figure 2.2B. 
The phasor approach can be directly applied to data acquired in the frequency domain, to data 
acquired using TCSPC and also to periodically sampled time-gated data [157]. It has yet to be 
extended to the more photon efficient time-gating strategies employing non-periodically 
sampled data or overlapping time gates [114,149]. 
2.3 Non-linear least squares fitting  
Perhaps the most widely used approach to exponential analysis has been iterative model fitting 
[146]. A model for the data is defined and a metric for the ‘goodness’ of the fit between the 
model and the measured data is defined. An iterative optimisation algorithm is then used to 
determine the model parameters that produce the best fit. Perhaps the most common metric used 
is the weighted least squares residual where the weighted residual between the measured decay 푦푖 and the model 퐼푖(휶) that depends on the parameter vector 휶 of length 푛훼. The weighted 
residual, 휒(, may be written as 
휒((휶) = B푦푖 − 퐼푖(휶)E(휎푖(푖 . 2.19 
where 휎푖 is an estimate of the error on the measurement 푦푖. This approach is known as non-linear 
least squares (NLLS). An advantage of the NLLS approach is that any model may be used, for 
example the effect of the IRF may be incorporated into the model by convolution with a 
measured decay.  
This section will describe the Levenberg-Marquardt (LM) algorithm, one of the most widely used 
algorithms in NLLS fitting, in some detail and potential choices for the weighting function 휎푖.  
2.3.1 Levenberg-Marquart algorithm 
The Levenberg-Marquardt algorithm aims to find a set of parameters 휶∗ that give a minimum of 
the nonlinear least squares problem 
 푅(휶) = 12푓푖(휶)(푖 = 12 ­풇 (휶)­, 2.20 
where 풇 (휶) is a, potentially weighted, residual vector between a set of data and a putative model 
such as that shown in Equation 2.19 with respect to the model parameters 휶. The LM algorithm 
is an iterative approach which may be considered a blend of the gradient decent and Gauss-
Newton approaches and is outlined below using the trust-region formulation presented by Moré 
[158].  
Given an initial parameter vector 휶, at each iteration a step 풑 is required such that 
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 푅(풑) = 12 ­풇 (휶 + 풑)­ 2.21 
is minimised. In general this is a non-linear problem, but may be made more tractable by 
linearising 푅(풑) around 휶, yielding the linear least squares problem 
 푟(풑) = 12 ­풇 (휶) + 푱(휶)풑)­, 2.22 
where 푱(휶) = 훁풇 (휶) is the Jacobian matrix of 풇 (휶), i.e. 퐽푖,푗(풙) = 휕푓푗(푥)휕훼푖 . Solving Equation 2.22 directly 
gives the steepest decent method where the update step 풑 is determined entirely by the local 
gradient. Equation 2.22 is, of course, only valid in a certain region around 풙, the size of which 
depends on how well 풇 (풙) is approximated by a quadratic function [158]. This region is known as 
the trust region and so a constrained linear least squares problem may be defined where the step 
size 푝 is required to lie within the trust region 
 minµ­풇 (휶) + 푱(휶)풑)­:   ­푫풑­ < ∆¹, 2.23 
where ∆ defines the size of the trust region. 푫 is a diagonal matrix which accounts for the 
parameter scaling since the magnitude of 푱(풙) may be different for the different parameters. It 
may be shown that the solution to Equation 2.23 is given by 풑∗ where ­풑∗­ ≤ ∆ and there is a 
scalar 휆 which satisfies 
 B푱푇(휶)푱(휶) + 휆푫푇푫E풑∗ = −푱푇(풙)풇 (풙), 2.24 
 휆 ⋅ B∆ − ­푫풑∗­E = 0. 2.25 
Equation 2.24 yields a solution of the linear least squares problem described by Equation 2.22 
and Equation 2.25 imposes the condition that if ­푫풑∗­ < ∆ then 휆 = 0, otherwise if ­푫풑∗­ = ∆ then 휆 > 0. This ensures that the step does not extend beyond the region thought to be valid. The 
quantity 푱푇(휶)푱(휶) + 휆푫푇푫 is known as the stabilised Hessian matrix. A local minimum of 
Equation 2.21 can then be found by iterating Algorithm 2.1 until 휶푘 converges upon the 
minimum value 휶∗. 
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Algorithm 2.1 Levenberg-Marquart update step, adapted from [158]  
The 푘 subscript on a quantity refers to the value of that quantity after the kth iteration of the 
algorithm 
2.3.2 Considerations for robust and efficient convergence 
While all LM implementations follow the basic structure of Algorithm 2.1, specific 
implementation details can make a significant difference to the convergence properties of the 
algorithm. This section will describe a number of important aspects of the algorithm. 
2.3.2.1. Calculation of update step  
At each iteration, the update step 풑 which gives the next candidate set of parameters is calculated 
by solving Equation 2.24. There are two different approaches that may be used; Equation 2.24 
may be solved for 풑푘∗  directly by calculating 푱푘푇(휶)푱푘(휶) + 휆푫푘푇푫푘 and 푱푘푇(휶)풇푘(휶) and solving the 
linear system using matrix decomposition by, for example LU factorisation or Cholesky 
decomposition [159]. Alternatively, it may noted that Equation 2.24 represents the normal 
equations for the linear least squares problem [160] 
 ⎝⎜⎜⎜⎜⎜⎛ 푱풌휆푘(푫풌⎠⎟⎟⎟⎟
⎟⎞ 풑풌 = −#풇풌ퟎ %, 2.26 
which may be solved by QR factorisation. Although the Cholesky decomposition approach is 
faster it is significantly more prone to numerical errors, particularly when the fitted parameters 
are correlated. In addition the direct calculation 푱푘푇(휶)푱푘(휶) can, through the accumulation of 
rounding errors, produce a singular matrix and so lead to large errors in 풑풌∗  even when the 
Jacobian is not singular. Since many of the models used in exponential analysis have highly 
correlated parameters [161] and for large FLIM datasets the Jacobian may have many thousands 
of rows, the QR method is preferable.  
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The solution of the constrained problem defined by Equations 2.24 and 2.25 may be solved 
iteratively as described by Hebden [162]. Briefly, the process has two steps; the QR factorisation 
of the Jacobian is calculated to find an orthogonal matrix 푸 and upper triangular matrix 푹 such 
that 푱푘 = 푸푹. Equation 2.26 may then be solved by decomposition iteratively for 휆푘, calculating 
the complete QR factorisation of the matrix on the right of Equation 2.26 by updating the 
decomposition of 푱푘 with the final 푛 rows 휆푘ÆÇ푫풌 using Givens rotations. For a sufficiently large 푚 ≫ 푛, the computation cost of this problem is almost entirely dominated by the initial QR 
factorisation of the Jacobian. 
2.3.2.2. Choice of damping matrix 푫풌  
The choice of the parameter damping matrix 푫풌 which determines the size of the trust region, i.e. 
the area where it is expected that a step in the direction of the gradient is valid, has a significant 
impact on the numerical stability of the algorithm. The extent of the region where a linear 
approximation to 풇 (휶푘) is valid depends strongly on the magnitude of the Jacobian and so on the 
relative scales of the fitted parameters. Moré compared a number of choices for 푫풌 and 
demonstrated that choosing 푫풌 = diag(푑(푘),⋯ , 푑푛(푘)) where 
 푑푖() = ­∇푖풇 (휶)­ 2.27 
 푑푖(푘) = max푑푖(푘), ­∇푖풇 (휶)­ 2.28 
and ∇푖 indicates the partial derivative with respect to the 푖th variable produced the most reliable 
convergence over a range of problems [158]. This means that the scale of the largest yet observed 
Jacobian column is used for each variable. This choice preserves scale-invariance while ensuring 
sensitivity to parameters is maintained in ‘plateau’ regions where the rate of change of the 
objective function becomes small.  
2.3.2.3. Choice of weighting function 
A critical factor in non-linear fitting is the choice of data weighting. For Poisson distributed data 
the variance 휎푖( is equal to the expected value of the data 푦푖. It is well known that two common 
weighting approaches, Neymann weighting, 휎푖( = min(푦푖, 1) and Pearson weighting, 휎푖( = 퐼푖(훼), where 퐼푖(휶) is the model function, give biased estimators of the true function parameters [163].  
Kim and Seok [164] recently presented a systematic investigation of the statistical properties of 
several common estimator functions. They estimated the bias and variance of the estimators by 
linearising the gradient of the objective function around the true parameter values; the gradient 
should of course be zero at the minimum point. As previously observed they showed that 
Neymann and Pearson weighting yield relatively efficient but biased estimators. They noted that 
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equal weighting, 휎푖( = 1, gives an estimator that is unbiased but with higher variance on the 
parameter estimate. The analysis of Kim and Seok shows that the bias introduced by Neymann 
weighting is due to the special case where it is assumed that 휎푖( = 1 if 푦푖 = 0 to avoid dividing by 
zero; if there are no data points with zero counts this bias is not introduced. Pearson weighting 
introduces a bias because the data points are weighted by the magnitude of the model; it is 
therefore possible to reduce the residual value to a certain extent by increasing the model value 
even if this produces a worse fit.  
An alternative metric to Neymann weighting, 휒훾( , has been proposed [165] 
휒훾( = B푦푖 +min (푦푖, 1) − 퐼푖(휶)E(푦푖 + 1푖 , 2.29 
which effectively sidesteps the zero time bin special case and has been shown numerically to 
give an unbiased, although not optimal estimator. The standard deviation and bias for Neymann 
and the 훾 modified weighting approach for simulated TCSPC data with a lifetime of 2 ns is 
shown in Figure 2.3. 
A modification to Pearson weighting has been proposed which virtually eliminates bias by 
fitting using the model function of the previous iteration in the fit as a weight for the next 
iteration. The first iteration is calculated using equal weighting. This process eliminates the bias 
in Person weighting by removing the potential to reduce the 휒( by increasing 퐼푖 rather than by 
reducing the difference between the data and the model [163]. 
  
 
Figure 2.3 Analysis of standard deviation and bias for a number of different fitting approaches 
Sets of TCSPC data of a mono-exponential decay with a lifetime of 2 ns were simulated with 
different total numbers of integrated counts. 255 repeats of each decay were simulated. The data 
was fitted using NLLS with green, Neymann weighting, red, % modified weighting and blue, 
maximum likelihood estimation. The A) standard deviation of the fitted lifetimes and B) bias 
versus the true lifetime are shown. The dashed line in A) shows the theoretical minimum standard 
deviation achievable, given by Equation 2.4. 
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2.4 Statistical fitting 
As discussed in §2.3.2.3 it is difficult to obtain an unbiased least squares estimator for Poisson 
distributed data when the count numbers are low and the distribution is poorly approximated 
by a Gaussian. At low photon counts no least squares estimators are efficient in the sense that 
they yield a higher parameter variance for a given level of noise that theoretically expected as 
shown by Figure 2.3. 
 In this section two statistical approaches to generating efficient estimators, Maximum likelihood 
estimation and Bayesian analysis, are discussed.  
2.4.1 Maximum likelihood 
Maximum likelihood estimation (MLE) is a more general approach to estimating the parameters 
of a statistical model given a set of data explicitly accounting for the probability distribution of 
the generating process. MLE aims to maximise the likelihood of a set of parameters 휶 given the 
observed data 풟 , ℒ (휶|풟 ). The likelihood of the parameters given the data is proportional to the 
probability of the data given the parameters 푃(풟 |휶) [166]. It is more common to work with logℒ (휶|풟 ), since the probabilities, and so likelihoods, combine multiplicatively and so 
numerical errors can accumulate quickly while log likelihoods are additive and numerical errors 
accumulate at a slower rate as more likelihoods are combined. 
If a Poisson-distributed sample has a population mean of 휇 events, the probability of measuring 푛 events is given by 
  푃(푛) = 푒−휇휇푛푛! . 2.30 
The log likelihood of a set of 푁 measurements {푛푖} with population means {휇푖(휶)} is  
 logℒB휶|{푛푖}푁E = log#푒−휇푖휇푖(휶)푛푖푛푖! %
푁
푖=  
= (푛푖 − 휇푖(휶)) 푁푖= +푛푖 log #휇푖(휶)푛푖 % ,
푁
푖=푛푖≠
 
2.31 
where Sterling’s approximation log 푛! ≈ 푛 log푛 − 푛 has been employed and the conditional 
evaluation of the second summation accounts for the special case log 0! = 0. Note that the 
accuracy of this approximation will not affect the maximisation of logℒ (휶|풟 ) since the 
measurements 푛푖 do not depend on the estimated parameter vector 풂. Instead of maximising logℒ (휶|풟 ) it is conventional to minimise 2퐼∗ = −2 logℒ (휶|풟 ) which reduces to the data-
weighted least squares 휒( when the measurements 푛푖 follow a Gaussian distribution. The optimal 
parameters 풂∗ may be determined by iterative minimisation of 2퐼 ∗. 
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MLE may be shown to give an unbiased and efficient and estimator in the information 
theoretical sense [164]. The Cramér–Rao bound gives a lower limit on the variance of an 
unbiased estimator for a given set of data; an efficient estimator is one whose variance achieves 
this lower bound. A number of studies have noted that gives substantially improved 
performance over weighted least squares in analysis of FLIM decay data for data with low 
photon counts [167]. This is demonstrated in Figure 2.3 that shows the standard deviation and 
bias of simulated TCSPC FLIM data fitted using MLE. 
2.4.2 Bayesian analysis 
For some parameter estimation problems it is common to use a Bayesian framework where the 
prior probability distribution of the parameters 푃(휶), accounting for a priori knowledge is 
explicitly taken into account. According to Bayes’ theorem [166] the posterior probability of the 
parameters given the data 푃(휶|풟) is given by 
 푃(휶|풟) = 푃(풟 |휶)푃(휶)푃(풟 ) , 2.32 
where 푃(풟 |휶) is the likelihood maximised in MLE. The marginal likelihood 푃(풟 ) can be found 
by integrating the likelihood over the possible parameter space, 푃(풟 ) = ∫푃(풟 |휶′)푃(휶′) 푑휶′. 
When the marginal likelihood cannot be calculated analytically Bayesian analysis can be 
extremely computationally intensive since the probability distribution must be evaluated over 
the entire probability space.  
There are two major classes of problems where considering the likelihood alone is insufficient 
and MLE can fail; in high dimensionality fitting problems such as clustering [166] ‘over fitting’ 
can occur where highly specific models fit part of the data perfectly and the likelihood can 
quickly become arbitrarily large. In other cases, for example estimating the standard deviation of 
data which follows a Gaussian distribution, the MLE estimator is biased [166]. In these cases 
incorporation of prior information using Bayesian analysis, even an ‘uninformative’ uniform 
prior, can prevent these problems by marginalising over the entire probability space.  
Rowley et al. [168] applied Bayesian analysis to mono-exponential analysis of TCSPC FLIM 
lifetime data with an unknown offset and a Gaussian IRF profile. They include the effects of 
incomplete decays from previous excitation pulses and account fully for the finite width of the 
TCSPC bins. The authors used a downhill simplex optimisation method to find the approximate 
location of the peak of the posterior probability distribution and then numerically evaluated the 
posterior over a range to determine the peak and width of the distribution. By design, this 
approach gives a good estimation of the confidence limits of the parameter estimates and does 
not suffer from potential convergence failures since the data is not being directly fitted; however 
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this approach is reported to be extremely slow. The authors compare the Bayesian approach to 
more conventional non-linear least squares and MLE fitting approaches and demonstrate a 
notable improvement in lifetime precision over their NLLS and MLE implementations. However 
the fitted model with the alternative estimators did not account for the effects of incomplete 
decays and the data before and during the IRF peak was discarded for analysis with these 
methods. It is therefore difficult to assess whether the improvement in lifetime precision was due 
to the Bayesian estimator or the improved model. Since it may be shown that MLE estimators for 
lifetime parameters are unbiased and efficient [164] and there are no discontinuities in the 
likelihood over the parameter space, it is not clear that Bayesian analysis should provide a 
fundamental improvement over a well implemented MLE estimator. 
2.5 Global analysis of fluorescence data 
In many situations it is desirable to fit a relatively complex model, for example applying a bi-
exponential model to extract quantitative information about population fractions and FRET 
efficiencies of a fluorescent biosensor. However as discussed in §2.1.1, there are fundamental 
limits which impose fairly stringent requirements on the total signal level required to adequately 
constrain such models, regardless of the analysis method employed. Unfortunately, in common 
imaging situations it is often not possible to acquire sufficient numbers of photons to meet these 
requirements. In some cases it is possible to better constrain the analysis by considering several 
decays simultaneously if some parameters are shared between the decays. In particular it is often 
reasonable to assume that some parameters, while unknown, are invariant across an image or 
sets of images. Such a situation may arise, for example, when using a FRET biosensor such as the 
Cameleon calcium sensor [169] that can be assumed to be in an ‘open’ (low FRET) or ‘closed’ 
(high FRET) conformation, depending on whether it is bound to a calcium ion. Similarly, a 
donor-labelled protein can be considered to be either bound or unbound to its acceptor-labelled 
ligand. This approach is known as global analysis. 
2.5.1 Motivation for global analysis 
Beecham [170] laid out the motivation for global analysis of biochemical data. Global analysis 
provides two advantages. The first is that the increased number of photons that helps to reduce 
the uncertainty on the parameters. However, since to first order the uncertainty scales as 푁− (N , 
after a certain point extra signal produces diminishing returns. A more significant advantage is 
provided by heterogeneity in the distribution of lifetimes between different decays under 
consideration. Different fractional contributions of lifetimes will constrain the lifetimes in 
different ways; if some pixels have a large fractional contribution of one component those decays 
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will impose a stronger constraint on that component than an equivalent intensity decay with a 
more even mix of the different components.  
This effect is illustrated in Figure 2.4, following an example provided by Beecham [170]. A bi-
exponential decay with lifetime components 휏 = 2 ns and 휏( = 4 ns with fractional contributions 훽 = 0.75 and 훽 = 0.25 respectively was simulated. The decay had 20,000 photon counts in total. 
The decay was fitted to a bi-exponential decay using NLLS, and Figure 2.4A shows the 휒( 
surface, i.e. the goodness of the fit, as function of the two lifetime components; at each point on 
the plot the values of the fractional contributions was chosen to minimise the 휒(. The white line 
indicates the surface at which the 휒( becomes significantly larger than the minimum value (푝 =0.05), so all points lying within the surface are not statistically distinguishable. The characteristic 
‘banana’ shape of the 휒( surface is a result of the co-variance between the lifetimes and the 
contributions – a reduction, for example, in 휏 can often be compensated for by a reduction in 훽 
and an increase in 휏(, yielding a small overall change in the shape of the decay since the 
exponential family are not orthogonal. Figure 2.4D shows minimum value of the 휒( as a function 
Figure 2.4 Comparison of 2 surface for single pixel fitting, global binning and global analysis 
A,B,C) False colour image of &' surface for a TCSPC bi-exponential fit with different 
lifetimes ($ and (' with 256 bins to A) for a single decay with ) = 20,000 photons with 
($ = 2 ns, (' = 4 ns and ,$ = 0.75. B) The previous decay binned together with another 
with ,$ = 0.75, C) a global fit to the two decays. At each point the optimal fractional 
contributions of the lifetimes were determined. The white line marks the contour where 
&' = &0', the value of &' that is statistically different to the minimum &'. D,E,F) 
Minimum &' over ($ for the fits in A,B,C respectively.  Based on a figure from [170]. 
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of 휏; it is clear that there are a large number of potential values for the two lifetimes that, 
statistically speaking, fit the data equally well.  
Another decay was then simulated with the same lifetimes and peak photon count as before but 
different fractional contributions 훽 = 0.25 and 훽( = 0.75. Figure 2.4B and C illustrate two 
different ways of using this new information. In Figure 2.4B the two decays were combined to 
give a single decay with twice as many counts, a processes often referred to as global binning. It is 
clear that there is no significant increase in the precision with which the lifetimes can be 
determined. By contrast, in Figure 2.4C the two decays were fitted globally, i.e. all parameters for 
the two decays were fitted simultaneously and the lifetimes for the two decays were linked. In 
this case the values of the lifetimes are determined with much greater precision.  
2.5.2 State of the art in global analysis 
The global approach poses a significant computational challenge for conventional non-linear 
solvers whose computational complexity typically scales as 풪 B푛훼ÔE where 푛훼 is the number of 
non-linear parameters. A typical FLIM image will contain ~10/ pixels and so 푛훼~4 × 10/ free 
parameters for a bi-exponential decay. A number of studies have addressed this challenge in 
different ways. 
2.5.2.1. Global binning and truncated Newton approaches 
Verveer et al. [171] first applied global analysis to FLIM data in the frequency-domain, using two 
approaches. In the first approach, termed lifetime invariant fitting or global binning, the decay 
profile data are integrated across the image to give a single decay profile comprising of all the 
detected photons that can be fitted to a complex decay model. The lifetime components 
produced by this fit are then fixed across the image and the contributions of the two components 
are then determined by fitting on a pixel-wise basis. As discussed earlier this approach provides 
additional signal but does not provide the additional constraint on the lifetimes provided by 
potential heterogeneity in the fractional contributions of the lifetimes in the decays. In the second 
approach, the lifetimes and contributions in all pixels are fitted simultaneously, allowing the 
spatial variation of contributions across the image to be exploited. The authors employed a 
truncated Newton solver [172] that uses an approximation of the Jacobian to enable the direct 
solution of the non-linear problem. Using this approach a typical FLIM image with ~10/ pixels 
could be fitted globally. As expected, they demonstrated using simulated data that the global 
fitting approach outperformed the global binning approach in terms of parameter accuracy, 
particularly when resolving two closely spaced lifetimes. Although the use of a truncated solver 
makes the evaluation more tractable it does not change the inherent scaling of the problem. 
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Pelet et al. [173] further compared these two approaches using simulated and experimental 
TCSPC data and found that global binning failed to converge to the correct lifetime values for 
experimental data more often that the global fitting approach. They additionally demonstrated 
an intensity image segmentation based approach to determining initial guesses for the unknown 
parameters that could improve the time required for global analysis of a 64 × 64 pixel TCSPC 
image from three hours to twelve minutes using MATLAB large scale optimisation routines.  
2.5.2.2. Exploiting sparsity in the Hessian matrix 
Barber et al. [174] noted that when the number of pixels is much larger than the number of 
lifetime components the computational burden is dominated by solving Equation 2.24 to 
determine the parameter update as described in §2.3.2.1. This step has a computational 
complexity of 풪 B푛훼ÔE, where 푛훼 is the number of fitted parameters due to the factorisation or 
inversion of the stabilised Hessian, 푱푇푱 + 휆푫푇푫. The authors noted that for the multi-exponential 
global analysis problem 푱푇푱  is in fact quite sparse. The (푖, 푗)th element of 푱푇푱  is given by 
B푱푇푱E푖,푗 =  1휎푘 휕푓푚,푘휕훼푖 휕푓푚,푘휕훼푗푘푚 , 2.33 
where 푓푚,푘 is the measured decay at the 푘th time point and 푚th pixel and 푖, 푗 both index the non-
linear parameters. The 훼푖 are the fitted parameters {휏푖}, µ 훽푖¹. In this case the lifetimes, 휏푖 are 
invariant across the image and the contributions from each decay lifetime, 훽푖, vary from pixel to 
pixel. The model decay at one pixel is then, of course, independent of the value of the lifetime 
contribution of the other pixels. Therefore if 훼푖 corresponds to a contribution 훽푖 at pixel 푝 then 휕푓푚,푘휕훼푖  will be zero for all 푚 ≠ 푝. Consequently all entries of 푱푇푱  where 훼푖 and 훼푗 correspond to 
contributions at different pixels will be zero. If the first non-linear variables are the lifetimes, the 
Hessian will take a doubly bordered block-diagonal form as illustrated below; the non-zero 
entries blocks of size 푛휏 × 푛휏 are shown in black and 휷푚 indicates the entries corresponding to the 
contribution at the 푚th pixel.  
푱푇푱 =
     흉    휷  휷( 휷푛푝푥
⎝⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎜⎜⎛∎ ∎ ∎ ⋯ ∎∎ ∎ ∙ ∙ ∙∎ ∙ ∎ ∙ ∙⋮ ∙ ∙ ⋱ ∙∎ ∙ ∙ ∙ ∎⎠⎟⎟⎟⎟
⎟⎟⎟⎟⎟⎟⎟⎞
흉휷휷(⋮휷푛푝푥
   2.34 
The authors used an identity scaling matrix 푫 = 푰  and noted that the inverse of 푱푇푱 + 휆푰  maybe 
be efficiently computed directly by exploiting the block structure of the matrix [175]. The authors 
then adapt a line-search implementation of the LM algorithm with direct control of the 
Marquardt parameter 휆 rather than the trust region ∆ and solve Equations 2.24 using  
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B푱푇푱 + 휆푰E−. With this adaptation the computational complexity of the global analysis problem 
becomes 풪 B푛휏ÔE rather than 풪 B푛훼ÔE and importantly scales linearly with the number of pixels. In 
fact, this approach is faster than fitting a similar model to each pixel individually since the model 
function only needs to be evaluated once per iteration for the entire dataset rather than once for 
each iteration of every decay. The authors later demonstrated that this approach can scale to 
global analysis across several datasets [176]. 
There are however a number of drawbacks to this approach; the adaptation of the LM algorithm 
is specific to this double exponential model and would require more effort to adapt to more 
complex models. A number of compromises are made to the LM algorithms that may affect 
convergence. The use of direct matrix inversion is less stable than QR factorisation and may 
result in less accurate update steps. Refinements such as parameter scaling that, as discussed in 
§2.3.2, can be critically important for correct convergence are not implemented.  
2.5.2.3. Exploiting the separable structure of the model 
The dimensionality of the global analysis problem may be reduced by taking into account the 
special structure of the data model. The multi-exponential model, like a number of other 
important models, has a separable structure that means it can be expressed as the linear sum of a 
number of non-linear functions. In this case the non-linear functions are the exponential decays 
and the linear parameters are the contributions of each decay as illustrated for the case of a bi-
exponential decay, 
퐷(푡) = 퐴 exp #− 푡휏%푛표푛−푙푖푛푒푎푟
+ 퐴( exp #− 푡휏(%푛표푛−푙푖푛푒푎푟
 .  
2.35 
Golub et al. [177] proposed that for models of this type, the NLLS fitting problem could be 
expressed in terms of only the non-linear parameters that determine the decay functions - in this 
example 휏 and 휏(, since for a given set of lifetimes, the optimal linear parameters can be 
determined by linear least squares. This technique is known as variable projection (VP) and has 
been employed in a wide range of parameter estimation problems in the physical sciences [178]. 
This approach reduces the dimensionality of the parameter space and also produces a better 
conditioned problem that has improved convergence properties. Golub and LeVeque [179] 
extended variable projection to the case where there are multiple datasets whose non-linear 
components are invariant; this of course describes exactly the global analysis problem. This 
approach reduces the global analysis problem to one in terms of the lifetimes alone, again 
eliminating the cubic dependence of the computational complexity on the number of pixels. The 
implementation of the VP by Golub and LeVeque [180] in the Fortran code VARP2 reduces the 
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computational complexity as expected; however it performs variable projection across all 
datasets simultaneously, leading to memory requirements that scale as 풪 B푛푝푥( E. As noted by 
Verveer [171], this precludes its use for all but the smallest global analysis problem. 
Mullen et al. [181] noted that the variable projection may be performed equally efficiently across 
each dataset separately in a process they referred to as partitioned variable projection. In this 
case the memory requirements scale as 풪 B푛푝푥E, making the solution of realistic global analysis 
problems tractable. They implemented the partitioned VP algorithm in a R package called TIMP, 
using numerical derivatives to approximate the Jacobian. TIMP has been applied to the global 
analysis of FLIM data [182,183], although to date only on datasets of size ~128 × 128 pixels.  
In the following chapter a new package for global analysis of FLIM data will be developed 
extending the variable projection approach used by Mullen et al. to use analytical derivatives and 
allowing the analysis of very large (~10& − 10ß pixels) datasets.  
2.6 Summary 
This chapter has presented an overview of the common methods used for exponential analysis. 
A number of non-iterative methods such as rapid lifetime determination, the method of 
moments and phasor analysis were described. These methods are fast and are commonly used 
when a live update or fast overview of large datasets are required, but are limited to specific 
models or data types. Non-linear model fitting approaches to exponential analysis, including 
non-linear least squares and maximum likelihood fitting, are described. These approaches are 
more flexible in the sense that more complex models may be used, for example including the 
effect of an instrument response function. The statistical properties of a NLLS and maximum 
likelihood fitting were compared.  
In lifetime imaging data there is generally not a sufficient number of photon counts to fit more 
complex models. The ability of global analysis to reduce the uncertainty of parameters in more 
complex models by combining data from several decays was described. A number of previous 
approaches to global analysis were described. 
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Chapter 3 Development of a flexible global analysis 
based analysis package for FLIM data 
This chapter presents the development of a novel FLIM analysis package, FLIMfit, designed for 
the quantitative global analysis of large FLIM datasets. A separable nonlinear least square fitting 
algorithm based on the variable projection technique of Golub and Pereyra [178] is developed, 
extending the approach employed by TIMP [182] to use analytical derivatives, considered 
important for ensuring convergence [184]. A focus is placed on accounting for artefacts 
commonly encountered in TCSPC and time gated FLIM to ensure that systematic errors are 
eliminated. The variable projection approach is modified to allow the use of a model function 
which varies across the dataset, enabling the analysis of FLIM data from instruments which 
demonstrate a spatial variation in the their temporal response function. 
Recent developments in high-content and high-throughput FLIM microscopy platforms have 
enabled the capture of datasets with hundreds or thousands of time-resolved images in a single 
acquisition session [185–188] using gated optical intensifiers. These systems hold considerable 
potential to provide insight into biological systems, enabling for example quantifying signalling 
behaviour against screens of drug or siRNA libraries. Such datasets can easily exceed several 
gigabytes in size and it is highly desirable that the processing and analysis of the data is practical 
on conventional workstations and does not become a bottleneck for such assays. The software 
presented here addresses aims to address this increasingly important need. 
Crucially, in order to allow the scaling of this approach to the global analysis of large datasets, 
the code is carefully optimised from data-loading to display and processing of results to 
minimise memory usage and implemented using multithreaded parallel algorithms to enable 
effective scaling on multicore processors. The use of the software for the routine analysis of large 
multiwell plate or time-lapse FLIM datasets on a standard PC workstation is demonstrated. For 
example, a 394 image multiwell time-gated FLIM dataset with five time gates, with each image 
containing 672 × 512 pixels, required 32 seconds and 2 GB of RAM to analyse globally.  
The new global analysis framework allows flexibility to easily extend decay analysis to more 
complex models that would be unrealistic to fit on a pixel-by-pixel basis for the majority of time 
resolved imaging data. Two models are implemented to demonstrate this flexibility.  
For the common case of a FRET system with a bi-exponential donor, for example ECFP [189,190], 
paired with a mono-exponential acceptor such as EYFP [82], the resulting complex decay can be 
approximated by four exponential decay components: two associated with the different donor 
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conformations alone and two associated with these conformations undergoing FRET. A 
constrained model to fit such data, where the FRET efficiencies of the two donor conformational 
states are linked via their relative quantum yields and the relative contributions of the two states 
are assumed to be in dynamic equilibrium, is demonstrated. The model is applied to fit 
multiwell plate time-gated FLIM FRET (ECFP/EYFP) data from an assay of the aggregation of 
HIV Gag protein into virus like particles in HeLa cells. 
The global fitting algorithm may also be applied to quantitative readouts of time-lapse live cell 
imaging experiments where fitting to complex decay models with modest numbers of detected 
photons is required. This is discussed further in Chapter 6. 
FLIMfit is available as an open source package through the Open Microscopy Environment at 
http://www.flimfit.org.  
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3.1 Acknowledgements 
Many of the datasets used in this chapter to illustrate the performance of the analysis software 
were kindly provided by other member of the group. These datasets are summarised in Table 3.1 
below, including the original publication where appropriate. 
Section Description Experimenter Ref 
§3.8.2 GOI gate shape measurements Douglas Kelly  
§3.9.2 Quenched Rhodamine dye titration Douglas Kelly  
§3.10.3 COS-7 cells expressing GFP on plastic substrate Anca Martineau  
§3.11.1 Rhodamine B, 6G mixture multiwell plate  Sunil Kumar [187] 
§3.13.3 HeLa cell Gag aggregation assay Dominic Alibhai  [188] 
Table 3.1 Sources of datasets used in this chapter 
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3.2 Fluorescence data model 
This section will describe the model used to describe a single exponential decay, accounting for 
the instrument response function and contributions from incomplete decays. This function will 
form the basis of more complex models described later. This model is then generalised to a 
multi-exponential decay with contributions from a number of fluorescent species with different 
lifetimes. 
3.2.1 Fluorescence decay model 
Consider the case of a single population of fluorophores with a mono-exponential lifetime 휏 
excited by a train of pulses with period 푇  and measured using a system whose instrument 
response function (IRF) may be described by a function 푔퐼 (푡). Using the identity for a geometric 
series, the model fluorescence signal 퐷푃(휏, 푡) arising from the train of all previous pulses, 
excluding the current one may be expressed as 
 퐷푃(휏, 푡) = exp #−[푡 + 푛푇]휏 %
∞
푛= = exp #− 푡휏% ⎣⎢⎢⎢⎢⎢
⎢⎡ 1expB푇 휏N E − 1⎦⎥⎥⎥⎥⎥⎥
⎤, 3.1 
and so the total model decay 퐷(휏, 푡) , including previous pulses, may be expressed as 
 퐷(휏, 푡) = [퐻(푡) + 푓퐼 (휏)] ⋅ exp #− 푡휏%    for − 푇 < 푡 < 푇, 3.2 
 푓퐼 (휏) = 1exp #푇휏% − 1, 3.3 
where 퐻(푡) is the Heavyside step function. This expression is equivalent to that derived by 
Rowley et al. [168]. If a direct measurement of the IRF is available, the measured decay 퐷â can be 
expressed as the convolution of the model and the IRF 
  퐷â(휏, 푡) = 푔퐼 (푡) ∗ 퐷(휏, 푡). 3.4 
A tilde will be used to indicate that a decay model has been convolved with the IRF.  
3.2.2 Implementation of convolution with an instrument response function 
Two different approaches may be taken to accounting for the instrument response function of 
the measurement system. The first is to model the IRF as an analytical function and then 
convolve the model with the IRF analytically [168]; this approach is effective with modern single 
photon detectors whose responses are well modelled by a Gaussian profile [191]. Unfortunately 
many detection systems exhibit more complex profiles; in particular gated optical intensifiers 
used in time gated imaging show a complex profile that cannot be readily modelled. For these 
systems the profile must be measured experimentally using a sample with an instantaneous 
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temporal response, for example a scattering or reflective sample. §3.8 discusses practical 
considerations for the acquisition of instrument response functions further.  
There are a number of potential approaches to the numerical convolution of the IRF with the 
model. The simplest case is to neglect the variation in both the model and the IRF over the 
spacing between IRF time points, 훥푡, and so approximate the convolution integral by a simple 
summation. This approach is reasonable as long as the change in both the IRF and the model is 
small over 훥푡, i.e. 훥푡 ≪ 휏. For some significant cases this approximation is not valid. For example 
the LaVision Biotech FLIM system uses 75 gates over a 12.5 ns period resulting in a bin width of 
166 ns. A significant amount of older widefield data acquired in our laboratory uses 100 ns IRF 
spacing. In tissue, for example, lifetimes shorter than 200 ps are not uncommon and so in some 
important practical cases this condition is not met. This approach can be improved by using 
trapezium integration over the integral rather than summation. However this approach does not 
make full use of the available information as the model is interpolated between the bins even 
though an analytical expression is available. In this section the IRF itself will be approximated 
using the trapezium rule and the convolution with the model function will be performed 
analytically. This makes the full use of the model information with a 풪 (1) increase in 
computational complexity.  
Using Equation 3.2, the convolved fluorescence decay model is given by 
퐷â(푡) = 4 푔(푡 − 푡′) ⋅ 퐷(푡) 푑푡′∞−∞  = 4 푔(푡′) ⋅ exp #−(푡 − 푡′)휏 %  푑푡′ + 1exp #푇휏% − 14 푔(푡′) ⋅ exp #
−(푡 − 푡′)휏 %  푑푡′.푇푡  3.5 
For convenience the convolution integral 퐶(푡, 휏) may be defined 
퐶(푡, 휏) = 4 푔(푡′) ⋅ exp #−(푡 − 푡′)휏 %  푑푡′푡  3.6 
and so the convolved fluorescence decay may be written 
퐷â(푡) = exp #− 푡휏% [퐶(푡, 휏) + 푓퐼 (휏) ⋅ 퐶(푇, 휏)]. 3.7 
The IRF may be approximated to first order using the trapezium rule such that 
푔(푡) ≈ 푔푖 + (푔푖+ − 푔푖) ⋅ 푡 − 푖 ⋅ 훥푡훥푡 , ⎩⎪⎪⎪⎨⎪⎪
⎪⎧ 푖 = ç 푡훥푡è푔푖 = 푔(푖 ⋅ 훥푡). 3.8 
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The convolution integral may then be expressed 
퐶(푡, 휏) = 4 h푔푖 + (푔푖+ − 푔푖) ⋅ 푡 − 푖 ⋅ 훥푡훥푡 i ⋅ exp #푡′휏% 푑푡′(푖+)⋅훥푡푖⋅훥푡 ,    푛 = 푡훥푡
푛−
푖=  
= 휏(훥푡 h푔푖 #exp #훥푡휏 % − 1 − 훥푡휏 % + 푔푖+ #exp #훥푡휏 % #훥푡휏 − 1% + 1%i exp #푖훥푡휏 %
푛−
푖=  
3.9 
Equation 3.9 is valid if 푡 is a multiple of 훥푡, i.e. the time points at which the model is measured 
are a subset of the points at which the IRF is measured. This condition is met in virtually all data 
but if it is not the IRF must be interpolated such that it is satisfied. If 휌 = exp B훥푡휏 E and 
퐺푚 = 푔푖휌푖푚푖=  3.10 
then the convolution integral may be written 
퐶(푡, 휏) = 휏(훥푡 푔 #휌 − 1 − 훥푡휏 % + (1 − 휌)(휌 퐺푛− + 푔푛 #훥푡휏 − 1 + 휌−% 휌푛  ,    푛 = 푡훥푡. 3.11 
Since the IRF should be zero at the extremes if it has been sampled appropriately it is reasonable 
to neglect the 푔 contribution. So the convolution integral for the 푛th time gate is 
퐶(푡푛, 휏) = 휏(훥푡 (1 − 휌)(휌퐴(휏)
퐺푛− + 휏(훥푡 #훥푡휏 − 1 + 휌−%퐵(휏)
 푔푛휌푛. 3.12 
Writing the function in these terms allows the convolution to be calculated using only one 
exponential evaluation since the series 휌푛 can be calculated by successive multiplication during 
the calculation of 퐺푛 and stored. This is significant as a single exponential call takes around ~200 
CPU cycles, compared to ~4 for a multiplication. When fitting on a pixel-wise basis evaluation of 
the convolution was measured to take approximately 40% of the total computation time. The 
values of 퐴(휏) and 퐵(휏) can be precomputed for a given lifetime.  
Note that when 훥푡 ≪ 휏, 휌 ≈ 1 − 훥푡휏  the conventional trapezium integration result neglecting the 
change in decay over the IRF bin width, is obtained: 
lim훥푡휏 →퐶(푡푛, 휏) = 훥푡 ⎣⎢⎢⎢⎢
⎢⎢⎡푔푖 ⋅ 휌푖푛−푖= + 12 푔푛 ⋅ 휌푛 + 풪 #훥푡휏 %⎦⎥⎥⎥⎥⎥
⎥⎤. 3.13 
Comparing Equations 3.12 and 3.13 it may be seen that this approach is no more computationally 
intensive than the conventional trapezium integration method while maximising the use of the 
model information available. 
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It should be noted that the convolution process is identical for TCSPC and time gated systems. In 
TCSPC systems the photons are digitally binned into a histograms with finite widths; it is 
tempting to include this effect in the model, however since the IRF is recorded in the same way 
the effects of the binning will be accounted for when convolving with the measured IRF. 
3.2.3 Model for fluorescence decay using a reference measurement 
In some cases it is not practical or possible to directly measure the IRF. In this case a 
measurement of a mono-exponential reference dye with lifetime 휏푅, denoted 푔푅(푡), may be used 
in place of an IRF using the delta-function convolution method [192]. In this case, the convolved 
model decay may be expressed as 
 퐷â푅(휏, 푡) = 푔푅(푡) ∗ h훿(푡) + # 1휏푅 − 1휏%퐷(휏, 푡)i = 푔푅(푡) + # 1휏푅 − 1휏%퐷â(휏, 푡). 
3.14 
3.2.4 Extension to a multi-exponential decay 
As discussed in Chapter 2, it is common to fit a multi-exponential model consisting of a number 
of different lifetime components. Using the commutivity of convolution, the model measured 
intensity decay 퐼  ̃from a mixed population of 푛휏 fluorophores with lifetimes 휏푖 whose amplitudes 
are given by 푎푖 may be expressed as 
 퐼 (̃푡) = 푎푖 ⋅ 퐷â(휏푖, 푡)푛휏푖= . 3.15 
The initial fractional contributions of each component 훽푖 can then be calculated using 
 훽푖 = 푎푖∑ 푎푗푛휏푗= , 3.16 
and the initial intensity 퐼 is given by  
 퐼 = 푎푗푛휏푗= . 3.17 
Expressing the model in this form allows the use of the separable global analysis approach 
described later in this chapter. 
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3.2.5 Model derivatives 
As discussed in §2.3.2 the use of analytical derivatives can be critical to obtaining stable 
parameter convergence iterative algorithms. In this section the derivatives of the model function 
with respect to the fitted parameters are described.  
3.2.5.1. Derivatives with respect to 흉 
Using Equation 3.7, the derivative of the single exponential function with respect to 휏 is 
퐷â′(휏, 푡) = 휕퐷â(휏, 푡)휕휏  
= exp #− 푡휏% ⎣⎢⎢⎢⎢⎢
⎡휕퐶(푡)휕휏 + 푓퐼  휕퐶(푇)휕휏 + 휕푓퐼휕휏 퐶(푇) + 푡휏( [퐶(푡) + 푓퐼 ⋅ 퐶(푇)]⎦⎥⎥⎥⎥⎥
⎤, 3.18 
where the notation for the 휏 dependence of 퐶 has been neglected for clarity. The convolution 
derivative 퐶′(푡) may be defined 
퐶′(푡푛) = 휕퐶(푡푛)휕휏 + 푡휏(퐶(푡푛) 
= #퐴푡푛휏( + 휕퐴휕휏%푔푖휌푖
푛−
푖= − 퐴휏(푖훥푖 ⋅ 푔푖휌푖
푛−
푖= + #휕퐵휕휏 + 퐵푡푛휏( − 퐵푛훥푡휏( % 푔푛 휌푛. 
3.19 
Computing the derivatives of 퐴 and 퐵 from Equation 3.12 it can be shown that 
1퐴휕퐴휕휏 = 1휏 2 − 훥푡휏 휌 − 1휌 + 1 , 3.20 
퐵′ = 휕퐵휕휏 = 1 + 휌− + 2 휏훥푖 B휌− − 1E. 3.21 
If  
퐺푛푇 = 푡푖 ⋅ 푔푖휌푖푛−푖= , 3.22 
then the convolution derivative may be written 
퐶′(푡푛) = 퐴휏( h#푡 + 휏 h2 − 훥푡휏 휌−휌+i%퐺푛 − 퐺푛푇i + 퐵′푔푛 휌푛. 3.23 
The derivative of the incomplete decay factor, 푓퐼 , is given by 
푓퐼′ = 휕푓푖휕휏 = 푇 exp #
푇휏%휏( #exp #푇휏% − 1%( . 3.24 
Combining Equation 3.18 and 3.19 the single exponential model derivative 퐷â′(휏, 푡) may then be 
written 
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퐷â′(휏, 푡푛) = exp #− 푡휏% [퐶′(푡) + 푓퐼 ⋅ 퐶′(푇) + 푓퐼′ ⋅ 퐶(푇)]. 3.25 
The derivative of the reference reconvolution model with respect to 휏 is 
 휕퐷â푅(휏, 푡)휕휏 = 1휏(퐷â(휏, 푡) − 1휏퐷â′(휏,푡). 3.26 
3.2.5.2. Derivatives with respect to 흉푹 
In some cases it is desirable to fit the reference lifetime, for example when the reference is short 
and so a tail fit to determine the reference lifetime is not possible. The derivative of the reference 
reconvolution model function with respect to 휏푅 is  
 휕퐷â푅(휏, 푡)휕휏푅 = − 1휏푅( 퐷â(휏, 푡). 3.27 
3.2.6 Instrument and background light  
In addition to light from the sample, the signal may be corrupted by unwanted background 
light. This background generally takes one of three forms 
(1) a time-independent background, e.g. from room light or detector dark noise, that may be 
accounted for by a constant offset Z 
(2) scattered light from the excitation source that is not fully blocked by the emission filter, 
which may be accounted for by including a contribution S that is proportional to the IRF 
(3) background fluorescence, e.g. from instrument or fibre-optic cable autofluorescence when 
using UV excitation, that may be accounted for by measuring the time-dependent background 
fluorescence, 푏(푡, 휓) in the absence of a sample which may be modulated by intensity 푉   
The model including these stray light contributions may then be written 
 푀(푡) = 퐼(푡) + 푆 ⋅ 푔(푡) + 푉 ⋅ 푏(푡) + 푍. 3.28 
푆, 푉  and 푍 may be included as either local or global parameters depending on whether they are 
expected to vary from pixel to pixel or to be invariant across the image. These parameters may be 
fitted but where possible should be measured using data acquired from the instrument with 
control samples in the absence of the fluorescent objects of interest, e.g. imaging buffer only.  
If required, the time dependent background function 푏(푡) may vary spatially across the image to 
account, for example, for illumination shading which will modulate the background 
fluorescence. This is discussed further in §3.9. 
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3.3  Global analysis using partitioned variable projection 
The previous section described a multi-exponential model for fluorescence lifetime data. This 
section will describe how such a model can be efficiently fitted across a large number of decays 
using partitioned variable projection (VP) [178] using analytical derivatives when the instrument 
response function may vary across the dataset. This allows the analysis of data where the model 
function varies across the dataset, for example if there is a temporal delay in the instrument 
response function across the dataset.  
3.3.1 Variable projection with variable basis functions 
The FLIM data model shown described by Equations 3.15 and 3.28 may be expressed as the 
linear sum of a number of nonlinear functions. As discussed in §2.5.2.3, for global analysis the 
nonlinear functions are assumed to be constant across the data set and so the total intensity may 
be written as 
 푰 (푠) = 횽(푠)(휶)풂(푠), 3.29 
where 푰 (푠) is a vector containing the model decay at the 푠th pixel, 휶 is a vector of nonlinear 
parameters that are constant across the dataset, Φ (s)(α) is a matrix whose columns contain the 
nonlinear functions included in the model at the 푠th pixel, which may vary due to the spatially 
varying IRF, and 풂(푠) is a vector of linear parameters at the 푠th pixel. The nonlinear functions will 
vary depending on the fitting problem specified and may include the exponential decay 
functions or background components. For example, in the case of a FLIM data set with a bi-
exponential decay where the IRF varies across the image and a scattered excitation light 
component, the nonlinear matrix becomes 
 Φ (s)(α) = ⎣⎢⎢⎢⎢⎢⎢⎢⎢
⎡퐷â(푠)(휏, 푡) 퐷â(푠)(휏(, 푡) 푔(푠)(푡)⋮ ⋮ ⋮퐷â(푠)(휏, 푡푛) 퐷â(푠)(휏(, 푡푛) 푔(푠)(푡푛)⎦⎥⎥⎥⎥⎥
⎥⎥⎥⎤, 3.30 
while the linear components are 
 
 풂(푠) = ⎣⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎡퐴(푠)퐴((푠)푆(푠) ⎦⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎤
. 3.31 
Having expressed the model in a generalised form, the weighted residual between the model 
and data to be minimised may be written as 
 푟(휶, 풂) = ⎝⎜⎜⎜⎜⎜⎜⎜
⎛푦푖(푠) −∑ Φ푖,푗(푠)(휶)푎푗(푠)푛푙푗=휎푖(푠) ⎠⎟⎟⎟⎟⎟
⎟⎟⎞(푛푚
푖=
푛푝푥
푠=  3.32 
  75
where 푦푖(푠) is the decay measured for the 푠th pixel at the 푖th measurement point, 휎푖(푠) is the estimated 
error on the 푖th measurement and Φ푖,푗(푠)(휶) refers to the 푖th row in the 푗th column of Φ (s)(α). 123 refers 
to the number of pixels, 14 the number of linear parameters and 15 the number of measurements 
(e.g. time gates) at each pixel The approach used to estimate 휎푖(푠) to weight the residual function is 
discussed below. 
Equation 3.32 may be written in matrix form 
 푟(휶, 풂) = ­풚v(푠) −휱(푠)(휶)풂(푠)­(푛푝푥푠= , 3.33 
where 푦̅(푠) is a column vector of the data measured for the 푠th pixel weighted by the estimated 
error and 휱(s)(α) is the decay matrix weighted by the estimated error. Note that it is possible to 
express the residual as the sum of independent calculations for each pixel since the linear 
parameters for a given pixel are determined exclusively by the data for that pixel. For notational 
clarity the bar denoting weighted variables and explicit dependence on 휶 will be neglected in the 
following discussion, which applies equally to weighted or unweighted data and decay matrices. 
For a given set of nonlinear parameters, the magnitude of the residual vector is minimised when 
 풂(푠) = 휱(푠)− 풚(푠) 3.34 
where 휱(푠)− is the symmetric generalized inverse of 휱(푠). Therefore the linear variables may be 
eliminated entirely from the residual after [178] by writing 
 푟(휶) = ­B푰 −휱(푠)휱(푠)−E풚(푠)­(푛푝푥푠= = ò푷휱(푠)풚(푠)ò
(푛푝푥
푠= = ò풓((푠)ò
푛푝푥
푠=  3.35 
where the projection of the model matrix 푷휱(푠) = 푰 −휱(푠)휱(푠)−and the projected residual 풓((푠) =푷휱(푠)풚(푠). The projection of the model 푷휱(푠), which transforms the data into the projected residuals 
that may be expressed purely in terms of the non-linear parameters, will be used later in the 
calculation of the model derivatives.  
The projected residual 풓((푠) can be calculated using the QR matrix decomposition of 휱(푠) as 
described by Golub [193]. Neglecting the pixel notation, if 휱 can be decomposed such that  
 휱 = 푸B푹0 E, 3.36 
where 푸 is an orthogonal matrix and 푹 is upper triangular matrix of size 푛푙 × 푛푙 then the 
symmetric inverse of 휱 may be written 
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 휱− = #푹−0 %푸푇 . 3.37 
 The projector 푷휱 may then be written 
 푷휱 = 푰 − 푸B푹0 E #푹−0 %푸푇  = 푰 − 푸#푰푛푙0 %푸푇  = 푸# 0푰푛푚−푛푙%푸푇 . 
3.38 
If 푸푇  is partitioned such that 
 푸푇 = #푸푇푸(푇% {푛푙{푛푚 − 푛푙 3.39 
then  
 푷휱 = 푸푸(푇  3.40 
and the projected residual may then be written  
 ‖풓(‖ = ­푷휱풚­ = ­푸푸(푇풚­ = ­푸(푇풚­ 3.41 
using the fact that the determinant of 푸, an orthogonal matrix, is unity [193]. This analysis yields 
an objective function that can be expressed purely in terms of the nonlinear parameters and so 
have reduced our minimisation parameter space considerably. If the model function is invariant 
across the image then the 푸(푇  need only be computed once, otherwise the model function must 
be decomposed for each pixel.  
3.3.2 Calculation of Jacobian  
To ensure stable convergence of the minimisation function it is desirable to calculate analytical 
derivatives for the projected residual in terms of the nonlinear functions. Golub [177] showed 
that the 푗th column of the Jacobian of 푷휱풚 is given by  
 푱푗(푷휱풚) = − ⎣⎢⎢⎢⎢⎢⎡^푷휱 흏휱흏훼푗 휱−_ + ^푷휱 흏휱흏훼푗 휱−_
푻 ⎦⎥⎥⎥⎥⎥⎤ 풚 3.42 
Kaufman [194] proposed that an approximation to 푱   
 푱푗̂(푷휱풚) = − ^푷휱 흏휱흏훼푗 휱−_ 풚 3.43 
i.e. neglecting the final term in Equation 3.42, will have negligible impact on the convergence rate 
while reducing the cost per iteration by ~25%. Rhue and Wedin [195] demonstrated that using 
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Equation 3.42 or Equation 3.43 gives similar convergence properties for a range representative 
problems. 
Using Equation 3.34 and 3.40, 푱̂(푷휱풚) can be calculated using  
 푱푗̂ (푷휱풚) = −푸푸(푇 흏휱흏훼푗 풂 3.44 
and so 푱̂(풓() is given by 
 푱푗̂ (푷휱풚) = −푸(푇 흏휱흏훼푗 풂 3.45 
Therefore the Jacobian for the model function, in terms of the non-linear parameters only, may 
be calculated on a decay-by-decay basis. Using the projected residual and Jacobian the global 
analysis problem may be solved for the non-linear parameters using a standard non-linear least 
squares algorithm.  
3.3.3 Calculation of linear parameters 
When the optimal non-linear parameters have been calculated the optimal linear parameters 
may be determined by solving  
 B푹0 E 풂 = 푸푇풚 3.46 
 푹풂 = 푸푇풚 3.47 
This calculation can be performed efficiently using back-projection with the calculated 푹 and 푸푇  matrices [193]. 
3.4 Choice of weighting function 
In §2.3.2.3 the significance of the choice of weighting function for NLLS was discussed. This 
section discusses the choice of weighting function for the global analysis problem. 
When the model function is invariant across all pixels the approximation 휎푖( = ÷푦푖ø푠, where ÷푦푖ø푠 is 
the 푖th measured value averaged over all pixels is used. This approach allows the same weighted 
model function to be used for each pixel and so significantly reduces the computation burden 
compared to weighting each pixel independently.  
This is effectively an extension of the Neymann weighting approach discussed in §2.3.2.3. It was 
noted that Neymann weighting fails dramatically when zeroes are present in the data, producing 
a biased parameter estimate, since an arbitrary value must be used for the estimate of the 
variance. For most global analysis problems there are sufficient data points that the average 
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value of each measurement is greater than zero. When this condition is not satisfied, the 휒훾(  
weighting approach disused in §2.3.2.3 is used which effectively eliminates this bias. 
It is possible to analytically demonstrate that this weighting technique produces an unbiased 
estimator even if the decay in different pixels varies significantly. Consider first the expected 
value of the derivative of the objective function with respect to the non-linear parameters 훂 at the 
true non-linear and linear parameter values, denoted (휶>, 풂>). For clarity the model function 퐼푖(푠)(휶>, 풂>) = ∑ Φ푖,푗(휶>)푎̂푗(푠)푗  is used. 
 −퐸 휕푟(휶>, 풂>)휕훼푗  = −퐸 ⎣⎢⎢⎢⎢⎢⎢⎢⎢
⎡ 휕휕훼푗B푦푖
(푠) − 퐼푖(푠)(휶>, 풂>)E(휎푖(푠,푖 ⎦⎥⎥⎥⎥⎥
⎥⎥⎥⎤
= 퐸 ⎣⎢⎢⎢⎢⎢⎢⎢⎢
⎡2∑ B푦푖(푠) − 퐼푖(푠)(휶>, 풂>)E푠1 푛푝푥ú ∑ 푦푖(푠′)푠′
휕퐼푖(푠)(휶>, 풂>)휕훼푗푖 ⎦⎥⎥⎥⎥⎥⎥
⎥⎥⎤
= 2푛푝푥⎝⎜⎜⎜⎜⎜⎛1 − 퐸 ⎣⎢⎢⎢⎢⎢⎡∑ 퐼푖(푠)(휶>, 풂>)푠∑ 푦푖(푠′)푠′ ⎦⎥⎥⎥⎥
⎥⎤⎠⎟⎟⎟⎟⎟⎞휕퐼푖(푠)(휶>, 풂>)휕훼푗푖= 2푛푝푥⎝⎜⎜⎜⎜⎜⎜⎛1 − ∑ 퐼푖(푠)푠 (휶>, 풂>)∑ 퐸푦푖(푠′)푠′ ⎠⎟⎟⎟⎟⎟
⎟⎞ 휕퐼푖(푠)(휶>, 풂>)휕훼푗푖 = 0.
 3.48 
In the last equality the fact that at the true function minimum, 퐼푖(푠)(훼>, 푎̂) ≜ 퐸푦푖(푠) by definition was 
used. Since the expected value of the derivative of the objective function with respect to the non-
linear parameters is zero, this choice of estimators will yield an unbiased estimator of the non-
linear parameters. 
 The expected value of the derivative with respect to the linear parameters at a given pixel 푠∗ will 
depend only on the data points for that pixel, since 
∂퐼ý(þ)(휶>,풂>)∂(þ∗) = 0 for 푠 ≠ 푠∗. 
 −퐸 ⎣⎢⎢⎢⎢⎢⎢⎢
⎡휕푟(휶>, 풂>)휕푎푗(푠∗) ⎦⎥⎥⎥⎥⎥
⎥⎥⎤ = −퐸 ⎣⎢⎢⎢⎢⎢⎢⎢⎢
⎡ 휕휕푎푗(푠∗)
B푦푖(푠) − 퐼푖(푠)(휶>, 풂>)E(휎푖(푠,푖 ⎦⎥⎥⎥⎥⎥
⎥⎥⎥⎤
= 퐸 ⎣⎢⎢⎢⎢⎢⎢⎢
⎡2푛푝푥 푦푖(푠∗) − 퐼푖(푠∗)(휶>, 풂>)푦푖(푠∗) +∑ 푦푖(푠′)푠′≠푠∗ 휕퐼푖
(푠)(휶>, 풂>)휕푎푗(푠∗)푖 ⎦⎥⎥⎥⎥⎥
⎥⎥⎤ .  3.49 
For a global fitting problem with a moderate number of pixels 푦푖(푠∗) ≪ ∑ 푦푖(푠′)푠′≠푠∗  and so the 
dependence of the average decay, and therefore the weighting, on any given data point is 
negligible. Using this approximation,  
 −퐸 ⎣⎢⎢⎢⎢⎢⎢⎢
⎡휕푟(훼>, 푎̂)휕푎푗(푠∗) ⎦⎥⎥⎥⎥⎥
⎥⎥⎤ ≈ 2푛푝푥 1∑ 푦푖(푠′)푠′≠푠∗ #퐸푦푖(푠∗) − 퐼푖(푠∗)(훼>, 푎̂)% 휕퐼푖
(푠)(훼>, 푎̂)휕푎푗(푠∗)푖 = 0. 3.50 
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Therefore average weighting yields an unbiased estimator of the true parameters even if there is 
a range of disparate lifetime components present across the image.  
3.5 Multithreaded implementation of the VP algorithm 
The VP algorithm described in the previous section has been implemented in C++ using elements 
of the variable projection code VARP2 written in Fortran by LeVeque [179]. In §2.3.2 the 
importance of the details of the LM algorithm implementation were highlighted. It was found 
that the LM implementation of VARP2, which does not account for the model scaling and used a 
line-search algorithm with direct control of the Marquardt parameter 휆 rather than the trust 
region ∆, failed to converge for a number of different models. In particular, parameter 
evaporation, where one of more of the parameters goes to zero or infinity and the algorithm 
stalls at a local saddle point, frequently occurred. 
Since different parameters have different scales, for example typical decay and rotational 
correlation times are 휏,휃 ~ 10( − 102, while the fractional contributions (where fitted globally) 
and offsets 훽, 푍 ~ 10, it is critical that the scaling is accounted for correctly. Therefore a C++ 
conversion of the proven LM routine from the Minpack library [158,196,197] was used. This uses 
the more stable trust-region approach and uses adaptive parameter scaling as described in §2.3.1. 
The computationally intensive sections of the fitting algorithms are implemented in multi-
threaded C++ to exploit the increasing prevalence of multi-core CPUs as discussed below. 
3.5.1 Variable projection 
The computation time of the fitting process is dominated by the variable projection that 
calculates the residuals at each iteration and the calculation and the factorisation of the Jacobian. 
The computation of the model functions does not have a significant impact, as it is only 
calculated once per iteration for the entire dataset, rather than for each pixel. The variable 
projection is calculated in parallel with each thread computing the projection for independent 
pixels. Since, for even a modest global problem there are many more pixels than threads, this 
approach will scale well to any realistic number of CPU cores in a shared memory architecture.  
3.5.2 Efficient factorisation of the Jacobian matrix 
As described in §2.3.1 the QR factorisation of the model function Jacobian matrix must be 
computed at each iteration of the LM algorithm to compute the next update step. The Jacobian 
takes a ‘tall and skinny’ form with 푛훼 columns and 푛푝푥 × 푛푔 rows. In this section an efficient 
parallel algorithm for computing the QR factorisation of such matrices will be considered. 
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The solution of the linear least squares problem of the form 
 푨풙 = 풃 3.51 
for 풙 may be found by calculating the QR factorisation of 푨 into an orthogonal matrix 푸 and a 
upper-triangular matrix 푹 such that  
 푨 = 푸푹 = 푸B푹0 E, 3.52 
where 푹 is a 푛 × 푛 matrix. Equation 3.51 may then be written  
 푹풙 = 푸푇풃. 3.53 
and easily solved using back substitution. Note that only the first 푛 columns of 푸푻풃 are required 
to solve Equation 3.53. Householder transformations and Givens rotations are two of the most 
commonly used approaches for calculating QR factorisations. These will be briefly discussed 
below and a hybrid algorithm combing both methods described. 
3.5.2.1. Householder transformations 
A Householder transformation [198] is an orthogonal matrix  
 푷 = 푰 − 2풗푇풗풗풗푇  3.54 
that transforms a vector 풛 such that 푷풛 = ‖풛‖풆 where 풆 is a unit vector with zeros in all but the 
first row. The matrix 푨 = 푨 may be transformed into the upper triangular matrix 푹 by applying 푛 successive Householder transformations 푨푖 = 푯푖푨푖− 
 푯푖 = h푰푖− 푷푖i, 3.55 
where 푷푖 zeros the sub-diagonal elements of the 푖th column of 푨푖 and 푰푖 is the identity matrix of 
size 푖. 푸 is then given by 푯⋯푯푛−푯푛 and, since 6 is Hermitian, 푸푇 = 푯푛푯푛−⋯푯. In general 
rather than storing the full 푚×푚 푸 matrix only the (푚 × 푛 non-zero elements of the 풗 vector for 
each transformation are stored.  
This method is the fastest approach for calculating QR factorisations, requiring around  2푛(B푚 − 푛ÔE multiplications. However it can be very memory intensive as, since it operates on 
columns of the Jacobian, it requires storing the entire Jacobian matrix before computation.  
3.5.2.2. Givens Rotations 
A Givens rotation is a rotation in the plane defined by two axes [199]. Givens rotations can be 
used to zero a particular element of a vector, affecting only one other element . Consider a matrix 
of the form 
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푮푖 = ⎣⎢⎢⎢⎢⎢⎢⎢⎢⎢
⎢⎡푰푖− 푐푖 −푠푖푰푛−푖−푠푖 푐푖 ⎦⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎤. 3.56 
If 풚 = 푮푖풙 then 푦푖+ will be zero if  
푐푖 = 푥푖
√푥푖( + 푥푖+( ,     푠푖 =
−푥푖+
√푥푖( + 푥푖+( , 3.57 
where 푥푖 and 푦푖 are the 푖th elements of the vectors 풙 and 풚. This property can be used to calculate 
the QR factorisation of a matrix on a row-by-row basis. Given an initially zero upper triangular 
matrix 푹, the QR factorisation  
푸푗푹푗 = h푹푗−푨푗 i, 3.58 
where 푨푗 is the 푗th row from the matrix 푨, 푹푗, can be computed using with 푛 successive Givens 
rotations 푮푖 designed using Equations 3.56 and 3.57 to zero the 푖th column of 푨푗 in Equation 3.58 
with the diagonal element on the 푖th column in 푹푗−. Note that if applied in this order none of the 
rotations will modify any existing zero elements in 푹푗− and 푸푗푇  is given by 푮푛푮푛−⋯푮. This 
process may then be repeated for each row to calculate the full QR factorisation of 푨. The first 푛 
elements of the 푸푇풃 vector can be efficiently calculated in parallel with 푹 by applying each 
rotation in turn to the vector 품푗−   
품푗 = 푮푛푮푛−⋯푮 h품푗−푏푗 i, 3.59 
where 품 is an empty column vector of size 푛 and 푸푇풃 = 품푚. 
Calculating QR factorisations using Givens transformations is at least twice as computationally 
expensive as the Householder method, requiring around 2푛(B푚 − 푛ÔE multiplications and 푛푚 
square root operations. Since the factorisation proceeds on a row by row basis, and for global 
analysis problems typically 푚 ≫ 푛, this approach potentially significantly reduces the total 
memory required as there is no need to store the entire Jacobian matrix.  
3.5.2.3. Parallel hybrid Householder-Givens 
It would be desirable to combine the speed of the Householder algorithm with the memory 
efficiency of Givens factorisation. In this section a parallel implementation of the QR factorisation 
is described which retains the 푛푝푥 independent memory scaling of the Givens approach. The 
pixels are divided equally between threads. Each thread calculates the QR decomposition of the 
rows of the Jacobian in blocks of 푏 rows by Householder reflection, combining the resultant 
matrices in turn using Givens rotations. The rows of the Jacobian are computed on demand, 
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eliminating the requirement to store the whole Jacobian before factorisation. Once the Jacobian 
rows for all pixels have been factorised, the resultant matrices from each thread are merged in 
turn. The block size should be large enough that the work combining the 푛 × 푛 matrices using 
Givens rotations is small compared to the initial Householder reflections of 푏 × 푛 matrices but 
small enough such that the memory requirement for the Householder reflections is not 
prohibitive. The block size 푏 is determined heuristically as follows 
푏 = 푛푔 × ⎩⎪⎪⎪⎨⎪⎪⎪
⎧ 1024 푛푝푥 > 1024 × 푛푡ℎ푟푒푎푑푛푝푥푛푡ℎ푟푒푎푑 otherwise . 3.60 
No significant improvement in performance was observed for larger block sizes and the memory 
required for Jacobian storage is typically tens of kilobytes.  
To compare the performance of the different algorithms, random matrices with four columns (i.e. 
four non-linear parameters) and different numbers of rows were factorised with the three 
algorithms and the hybrid algorithm was evaluated using two and four threads. The results are 
shown in Figure 3.1. As expected, the Householder method performs approximately twice as fast 
as the Givens rotations. For problems with fewer than ~102 rows – equivalent to a TCSPC dataset 
with 256 time gates and 40 pixels – the communication overhead of the hybrid algorithm 
outweighs the gains made by using multiple cores and using the Householder method directly is 
faster. For larger problems the hybrid method performs significantly faster than either method, 
and the performance increase appears to scale well with the number of additional cores. At first 
glance it appears strange that the hybrid method with 푛 cores provides greater than an 푛 times 
speedup compared to the Householder method, for example with two threads the hybrid 
 
Figure 3.1 Comparison of Jacobian factorisation algorithms 
Computation time in milliseconds for the factorisation of a matrix with four columns and 
increasing numbers of rows using Givens rotations, Householder transformations and the hybrid 
algorithm with two (Hy 2) or four threads (Hy 4) on A) logarithmic and B) linear scale. C) 
Multiplicative speed increase relative to Givens rotations for the different techniques for a matrix 
with 108 rows.  
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algorithm is five times faster than the Householder method. This is because the hybrid method is 
significantly more cache efficient; because each thread only works on a small subset of the data 
at any time the working subset can be held entirely in processor cache, which is significantly 
faster than RAM, while for a large problem the Householder method will constantly page data in 
and out of the cache as it needs to modify data in every row at each state of the algorithm.  
3.5.3 Calculation of parameter statistics  
After the fit, the linear parameters are calculated by back-substitution in parallel for each pixel 
and the mean, standard deviation, median, and interquartile range are calculated for each fitted 
region. These statistics are calculated across each image in parallel. Results are only stored for 
thresholded pixels, i.e. complete images are constructed for display on demand. 
3.5.4 Data loading and memory management 
The initial loading of data from disk is performed by a single thread loading consecutive images 
into a circular buffer while a number of worker threads operating in parallel apply the user 
selected thresholds to calculate image masks and the number of pixels within each region. This 
part of the algorithm is limited by the data transfer rate from disk and would benefit from use of 
a solid state drive and/or disk array. The images are stored in virtual memory for the next stage 
of the processing; if there is enough memory they will be retained in main memory, otherwise 
they will be reloaded as required. The data is then transformed, first by applying any smoothing 
and background subtraction specified and then by applying the image masks calculated earlier. 
The portions of the data within the image masks are then copied into main memory. Storing only 
the portions of the images included by the threshold in memory provides a significant reduction 
in required memory when analysing images of sparsely seeded cells, since a large fraction of the 
image is dark. This transformation is calculated in parallel with worker threads transforming 
images independently. 
3.5.5 Use of 64 bit memory space 
The program is compiled for both 32- and 64-bit platforms. The 64-bit version is able to overcome 
the 2 GB per-application memory limit imposed by 32-bit Windows and can use the full memory 
capacity available in modern workstations. All fitting reported in this work was performed using 
an Intel Core i7 870 quad-core processor clocked at 2.93 GHz with 8 GB of main memory.  
3.5.6 Memory Requirements 
The dominant memory requirements of the conventional LM algorithm can be described in 
terms of 푛푝푥, the number of pixels in the fit, 푛푔 the number of time gates or bins, 푝, the number of 
non-zero derivatives of the non-linear functions and 푛푙, the number of linear parameters. The 
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dominant contributions to the memory requirements are the data itself (푛푝푥 × 푛푔), stored as single 
precision float point, the transformed residuals (푛푝푥 × 푛푔), the Jacobian (푛푝푥 × 푛푔 × 푝), and the 
results of the fit (푛푝푥 × 푛푙) stored as double precision due to their use in intermediate 
calculations.. For a bi-exponential model, 푝 = 2 while for a polarisation resolved model, 
discussed in Chapter 6, with a bi-exponential donor, 푝 = 8. Table 3.2 shows the relative storage 
requirements for 푝 = 2 and 푝 = 8. 
Typically, LM algorithms use Householder reflections [198] to factorise the Jacobian to determine 
the step direction, which requires storing the entire Jacobian. The use of the hybrid Householder-
Givens algorithm for Jacobian factorisation eliminates the requirement to store the complete 
Jacobian. This significantly reduces the memory requirements compared to the standard 
Householder algorithm described in §3.5.2.1 since, as illustrated by Table 3.2, the Jacobian 
 Size Precision %, 풑 = ퟐ %, 풑 = ퟖ 
Data 푛푝푥 × 푛푔 Single 13.9 5.2 
Transformed residuals 푛푝푥 × 푛푔 Double 27.8 10.5 
Jacobian (Householder) 푛푝푥 × 푛푔 × 푝 Double 56.6 84.2 
Fit Results 푛푝푥 × 푛푙 Single 2.8 <0.1 
Table 3.2 Scaling of dominant contributions to memory requirements 
Dominant contributions to memory requirements for assuming number of gates 푛푔 = 256, number 
of linear parameters 푛푙 = 2. Storage requirements which do not scale with the number of pixels 푛푝푥 
are generally negligible The requirement to store the Jacobian is eliminated by the use of the 
hybrid Householder-Givens algorithm. 
 
Figure 3.2 Memory requirements for global fits with different parameters 
Memory requirements for a global fit against number of images for (blue) a five 672 × 512 frame 
time gated FLIM dataset, (red) a 256 × 256 × 256 TCSPC dataset and (green) a 128 × 128 × 256 two 
channel polarisation resolved dataset, discussed further in Chapter 6. Numbers exclude the 
memory required for the MATLAB runtime engine (300 MB). 
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accounts for up to 85% of the memory required for complex models. Additionally, it nearly 
eliminates the dependence of the memory utilisation on the model complexity, leaving only the 
additional storage required for the results of the fit. The total memory requirements for a number 
of common configurations as a function of number of images are shown in Figure 3.2.  
It is can be seen that global analysis on over 500 time gated FLIM images can be performed using 
a typical modern workstations with 8 GB of memory. This assumes that all of the pixels in each 
image are included in the fit. Since only thresholded pixels are loaded into memory during 
processing and many FLIM datasets are sparse, significantly larger datasets may be processed in 
reality. 
3.6 Implementation considerations 
In this section a number of implementation details are considered which have a significant 
impact on the performance of the fitting process. 
3.6.1 Generating initial parameter estimates 
To generate initial estimates of the nonlinear parameters to be determined, all the decay profiles 
in the global data set are binned and the mean lifetime ⟨τ⟩ is estimated. For multi-exponential fits 
the initial estimates for the lifetime components are linearly spaced between 0.5⟨τ⟩ and 1.5⟨τ⟩, 
with the smallest and largest lifetimes set equal to those values. These parameters were found to 
give good convergence over a wide range of lifetimes. When calculating the mean lifetime, data 
before the peak of the IRF is discarded and the time points are shifted such that the time is zero 
at the peak of the IRF.  
3.6.1.1. Calculating mean lifetime with TCSPC data 
For TCSPC data, the mean lifetime of the decay, 휏, can be estimated using the mean photon 
arrival time as discussed in §2.2.2. The mean arrival time ⟨푡⟩ over the acquisition window 푇  of a 
mono-exponential decay with lifetime 휏 is given by 
 
⟨푡⟩ = ∫푇t ⋅ expB− t τ⁄ Edt∫푇expB− t τ⁄ Edt = τ −
푇expB푇 τN E − 1. 3.61 
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The mean arrival time can be easily calculated from the TCSPC data using  
 〈푡〉 = ∑ 퐼푖푡푖푖∑ 퐼푖푖 , 3.62 
where 푡푖 and 퐼푖 the time and number of counts of the 푖th gate respectively. 〈푡〉 is a reasonable 
approximation of the lifetime when 휏 ≪ 푇. However as shown in Figure 3.3, the difference 
between 〈푡〉 and 휏 becomes significant for 휏 ≳ 0.1 푇. Unfortunately there is no analytical solution 
for Equation 3.61. Following the methodology of Isenberg and Dyson [150] a direct iterative 
update rule can be used to obtain an estimate of 휏 
 휏푖+ = 〈푡〉  + 푇expB푇 휏푖N E − 1 3.63 
where 휏 = 〈푡〉. Figure 3.3 shows the convergence of the direct iterative approach for different 
values of the mean lifetime. This method converges fairly slowly, requiring around 100 iterations 
to converge to within 1%. An alternative approach is to use the Newton-Raphson method to find 
the root of Equation 3.61. The update step for the Newton-Raphson method is given by  
 휏푖+ = 휏푖 − 퐹(휏푖)#휕퐹(휏푖)휕휏 %, 3.64 
where 퐹(휏) is Equation 3.61. Defining 훾 = 휏/푇, the update step becomes 
 γ+ = γ − γ − γ + [exp(1 γ⁄ ) − 1]−exp(1 γ⁄ )γ−([exp(1 γ⁄ ) − 1]−( − 1, 3.65 
Figure 3.3 Iterative solution for the mean lifetime using the mean arrival time 
Difference between the true mean lifetime and the estimated mean lifetime after a number of 
corrections using A) direct iterative update rule and B) Newton Raphson update rule 
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where 훾 = 〈푡〉/푇 . As shown in Figure 3.3, three iterations of Equation 3.65 are sufficient to give a 
bias of less than 1% in the estimated mean arrival time for all values of ⟨τ⟩ < 푇 , yielding a 
reliable initial estimate of the lifetimes.  
3.6.1.2. Calculating mean lifetime with time gated data 
For time-gated data, the linearised least squares determination method [200] is used to determine 
the mean lifetime, given by 
 〈휏〉 = − 푁 ∑ 푡푖(푖 − (∑ 푡푖푖 )(푁 ∑ 푡푖 ln 퐼푖푖 − (∑ 푡푖푖 )(∑ ln 퐼푖푖 ), 3.66 
where 푁  is the number of gates, and 푡푖 and 퐼푖 the time and intensity of the 푖th gate respectively.  
3.6.2 Estimating confidence intervals on globally fitted parameters 
To calculate confidence intervals for the globally fitting parameters full support plane analysis 
[2,201,202] is used. Briefly, for each fitted parameter an optimisation is performed to determine 
the amount by which the parameter must change to produce a statistically significant change in 
the χ(. At each step, the new parameter value is held constant while the other parameters are 
refitted. This process is repeated to find the upper and lower confidence limits on all parameters. 
The TOMS algorithm 748 for root finding [203], implemented in the Boost C++ library, is used to 
find the required parameter value. The statistically significant change required, χ̃(, can be 
determined using an F test [202], 
  휒̃(휒̃( = 1 + 1푣퐹(푣, 푝), 3.67 
where 푣 is the number of free parameters in the fit, 푝 is the required confidence interval, and 퐹(푣, 푝) is the F statistic for the required values of 푣 and 푝. Where applicable, 푝 = 0.05 is used to 
estimate the 95% confidence limits on the parameters in this work and the larger of the lower 
and upper confidence intervals is presented. It should be noted that the confidence intervals 
represent the confidence based on statistical uncertainty and will not account for any biases due 
to, for example, model inaccuracies.  
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3.7 Graphical User Interface 
For convenience, a graphical user interface (GUI) in MATLAB (Mathworks, MA, USA) was 
implemented that allows the user to load data from multiple sources, to easily modify the fitting 
parameters and data pre-processing settings, to apply segmentation and to generate summary 
statistics and false colour maps of the fitted parameters.  
3.7.1 Data loading and pre-processing 
Figure 3.4A shows the GUI with a multiwell plate dataset loaded. Individual files or multiple 
datasets may be loaded simultaneously. There is also the option to allow ‘lazy loading’ so the 
data can be quickly opened without loading the entire dataset into memory; images are 
transparently loaded from disk as the user browses the dataset. 
At this stage a static or time varying background image can be loaded and the data pre-
processing can be selected, for example applying smoothing, setting thresholds based on the 
integrated intensity and camera saturation limits. Alternatively a constant or zero background 
can be subtracted from the data. Data parameters such as the laser repetition rate may be 
specified.  
An IRF may be loaded and pre-processed, including background subtraction and temporal 
trimming. For TCSPC data, the background can be automatically determined by fitting the IRF 
profile to a Gaussian with a constant offset. 
Metadata is associated with each FLIM image as a structure which is used during processing and 
display of the results. The metadata may have arbitrary names and numeric or textual values. 
Metadata is extracted from the filenames, for example, if a filename contain the string 
‘construct=ECFP-Gag 3uM T=5’, the metadata fields ‘construct’, ‘uM’ and ‘T’ will be 
created with values ‘ECFP-Gag’, 3 and 5. If the fields are empty in other files they will be 
assigned a null value. For a multiwell plate dataset, metadata may also be loaded from an Excel 
spreadsheet where each sheet contains the values of a metadata parameter for each image.  
The user may quickly browse the dataset, viewing integrated intensity images. If required 
images may be manually deselected and then will not be fitted or processed. This is useful when 
images have been captured automatically and some images may contain only cell debris or 
indications that the autofocus may have failed. 
3.7.2 Image segmentation 
Figure 3.4B shows the segmentation manager. A number of different algorithms may be applied 
to automatically define regions of interest from integrated intensity images or regions of interest 
may be manually defined. Alternatively regions of interest may be loaded from files that have 
  89
been previously created with an external program such as CellProfiler [204]. Membrane 
segmentation may be applied to select only a region of a given thickness around the edge of the 
cell. Filtering can be applied to reject regions that do not fulfil certain criteria such as size or 
shape to exclude non-cell fluorescent objects or average intensity to exclude cells which are too 
dim. In addition, ‘Acceptor’ images showing the acceptor fluorescence intensity for FRET 
datasets may be loaded. If required, background subtraction and automatic image registration 
with the donor images may be performed. Regions may then be filtered according to the acceptor 
intensity to reject cells that have been transfected with the donor but not acceptor.  
3.7.3 Model selection 
The user may specify a model as described previously in the chapter. Parameters may be fitted 
or fixed to a particular value and, where relevant, it may be specified whether the parameters 
should be fitted on a pixel-wise or global basis, for example stray light components. The scope of 
the fit may be selected; the data may be fitted on a pixel-by-pixel basis where a separate fit is 
performed for each pixel, globally across each image or globally across the entire dataset. 
3.7.4 Results processing and display 
Once a fit has been performed, the fitted model and residuals may be viewed for any pixel or 
group of pixels by manual selection of a point of interest on the integrated intensity images. 
Individual fitted decays may be exported as data traces or images. 
Galleries of fitted parameter images may be generated, filtered by metadata parameters to 
display, for example, all the images for a specific well or particular concentration. An example 
gallery is shown in Figure 3.4C. If required, intensity merged images may be displayed where 
the brightness of the colour map is modulated by the integrated intensity of the data. The 
galleries may be exported in their entirety or alternatively individual images for each parameter 
for every image may be exported. Both the raw floating point values and a colour-mapped image 
are exported.  
Statistics for each fitted parameter are generated for each region of interest during computation. 
These may be viewed directly as a table and exported to a spreadsheet. For every region the 
mean, median, standard deviation, confidence interval at a specified interval, and 1st and 99th 
percentiles for each parameter are generated. These may then be pooled across images, wells or 
by particular metadata parameters to generate plots or well plate-maps of parameters as shown 
in Figure 3.4E and F. Errors are propagated appropriately depending on how the data is pooled. 
Plots may be shown with error bars corresponding to standard deviations or specified 
confidence intervals. All plotted or image results may be saved to file or exported directly to 
PowerPoint.  
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Figure 3.4 Screenshots of FLIMfit user interface 
Screenshots showing A) data loading and browsing B) the segmentation manager C) display of a 
gallery of fitted results D) browsing fitted parameter statistics E) generated plate map showing 
parameter statistics on a well-by-well basis F) automatically generated box-plot of a fitted 
parameter against metadata value. 
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3.8 Practical considerations for IRF acquisition and processing 
In §3.2.2 the use of a measured instrument response function when fitting was discussed when 
fitting a fluorescence decay model. In this section some practical aspects of acquiring and 
processing instrument response functions will be considered.  
In a widefield imaging mode acquiring an IRF from a scattering sample is often not possible as 
reflections from inside the microscope or, more commonly, spinning disk unit introduce 
significant artefacts. The response of the GOI may be measured independently using a diffuser 
wheel as described by McGinty [116], but in this case the absolute delay information is lost as the 
path length will be substantially different. In addition this measurement requires disassembling 
the system and so cannot be performed on a routine basis.  
3.8.1 Reference dye measurements 
In many cases a satisfactory reference IRF measurement may be made using a short lifetime dye. 
However in some cases the use of reference measurements, presents a number of practical 
challenges.  
3.8.1.1. Determining the reference lifetime 
A dye with very short lifetime is desirable in principle due to accumulation of numerical errors 
in the reference reconvolution method when the reference lifetime is longer than the sample 
lifetime [192]. When the lifetime of the reference dye is of the order of hundreds of picoseconds 
the lifetime of the reference can be accurately determined by performing a tail fit, avoiding the 
influence of the system response. When, however, the reference lifetime is of the order of tens of 
picoseconds, it is not trivial to determine the correct lifetime as the decay cannot be reliably 
separated from the GOI gate closing time. Accurately determining the reference lifetime is 
critical for obtaining accurate lifetime estimates, particularly in the multi-exponential case. In this 
case it is best to acquire two mono-exponential reference measurements, one with a short lifetime 
and the other with a longer lifetime. The longer lifetime dye may then be fitted using the shorter 
dye as a reference and treating the reference lifetime as an unknown parameter.  
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3.8.1.2. Low reference quantum yield 
The quantum yield of a short lifetime dye will intrinsically be relatively low. This seems to be 
particularly acute for reference dyes suitable for use in the UV or ECFP excitation range, such as 
DASPI. The low quantum yield can require extremely long integration times in widefield 
configuration where relatively low numerical aperture objectives are used; total integration times 
for DASPI with a 0.6 NA objective can routinely exceed 30 minutes [188]. In addition the low 
brightness means that any background fluorescence will become more significant and care must 
be taken to subtract it correctly.  
3.8.1.3. Contributions from a longer lifetime component 
Some reference dyes, DASPI in particular, show a significant contribution of a longer 
fluorescence decay. Figure 3.5 shows a typical DASPI IRF reference measurement recorded using 
a gated optical intensifier showing a contribution from a longer lifetime component. This will 
affect the accuracy of the reference reconvolution as the DFCM assumes a mono-exponential 
reference decay. It should be noted that diluting DASPI and Erythrosine B directly in water 
rather than a serial dilution of ethanol or methanol and then water appears to reduce the 
contribution of the long component of the reference decay.  
  
 
Figure 3.5 DASPI IRF reference measurement, shown on a log scale 
Decay from a DASPI IRF reference measurement showing contribution of a long decay time. 
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3.8.2  ‘Library’ IRF measurements 
The issues raised above mean that in many cases the use of reference reconvolution has the 
potential to introduce uncertainty and day-to-day variability into fitted lifetime parameters. The 
instrument response function provides information about the total delay between the excitation 
pulse and recorded fluorescence response and the temporal profile of the system response, 
which is effectively that of the GOI. In principle it may be possible to record a ‘library’ of GOI 
gate profiles. A bright mono-exponential reference dye, of any lifetime, could then be used to 
determine the absolute delay by fitting the reference data using the library IRF treating the 
absolute delay as a variable parameter.  
The practicality of this approach will depend on the parameter space the library would need to 
cover. The gate shape will clearly depend on the gate width chosen. In principle it could also 
depend on the wavelength of the incident light, which will slightly affect the energy of the 
photoelectrons produced by the GOI photocathode, and the MCP gain setting. To test whether 
the gate shape varies significantly with incident wavelength gate shape measurements were 
taken using a Kentech HRI as described previously discussed [116]. Figure 3.6 shows the gate 
shape for a Kentech HRI over a range of incident wavelengths and gain settings. It is clear that 
the gate shape does not depend significantly on either parameter.  
  
 
Figure 3.6 Variation in GOI gate shape with wavelength and MCP gain 
Gate shape for a Kentech single MCP GOI with a 1000 ps gate at A) different incident wavelengths 
at a gain of 800 V and B) different MCP gain voltages for 488 nm light.  
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3.9 Correcting for a spatially varying temporal response 
In some situations it may not be possible to design a FLIM system that has a uniform instrument 
response function across the field of view. Earlier in the chapter a method for variable projection 
with basis functions that vary across the image was developed. In this section the acquisition of 
spatially varying IRF is discussed and the utility of a spatially varying IRF is evaluated in the 
context of a gated optical intensifier. This approach has also been used in an endoscopic FLIM 
application to compensate for temporal dispersion when using a multimode fibre to deliver 
excitation light [205]. 
3.9.1 Acquiring spatially varying instrument response functions 
If the FLIM system has a spatially non-uniform IRF, a spatially varying IRF can be acquired 
using a scatter or dye solution as with a normal acquisition and the response in each pixel can be 
used independently. It is, however, important that the IRF is acquired with high signal-to-noise 
as any noise in the IRF will be convolved into the model, potentially introducing artefacts. It is 
often not practical to image for long enough to produce sufficiently low noise reference decays in 
each pixel. This problem is particularly acute when using short lifetime reference dyes with 
concomitant low quantum yields. Figure 3.7 shows a single reference decay from a typical 20 μM 
DASPI IRF recorded using the single edge HRI. This decay was recorded with a 3.5 second 
integration time per gate with 130 gates at 50 ps spacing, leading to a total integration time of 
eight minutes. The signal to noise levels on this decay are orders of magnitude lower than would 
be required for convolution with the model function.  
Fortunately in many cases the spatial variation in the IRF takes the form of a temporal shift and 
 
Figure 3.7 Individual response functions from a typical reference decay acquired using DASPI 
A typical 20 μM DASPI IRF acquired on the widefield plate reader with an integration time of 3.5s, 
leading to a total acquisition time of eight minutes. 
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the shape of the response is invariant across the image. In this case the shape of the IRF may be 
determined by averaging over a small region where the gradient of temporal shift is lowest. The 
time shift between the IRF in each pixel and the reference IRF can be calculated according to 
Algorithm 3.1, shown below. The reference IRF shape and the time shift map may be used to 
generate the IRF at any point by interpolation.  
   
Algorithm 3.1 Outline of approach for producing an IRF time shift map  
3.9.2 Evaluating fitting performance using a spatially varying IRF  
The effectiveness of the use of a spatially varying instrument response function was evaluated 
using experimental data from the ‘single edge’ HRI which is able to provide extended gate 
widths up to 6 ns and so increased signal to noise, at the expense of increased irising, i.e. spatial 
variation in response time, as discussed in §1.6.3. 
3.9.2.1. Generating a spatially varying IRF 
Figure 3.8 illustrates an IRF time shift map generated from an Erythrosine reference 
measurement taken using the single edge HRI with a gate width of 3 ns generated using 
Algorithm 3.1. There is a variation in time delay across the image of up to 150 ps. To demonstrate 
that the approximation of constant gate shape is a reasonable one, the reference measurements 
from 300 pixels selected from a grid across the image were overlaid after correcting for the time 
shift between them. The reference decays were spatially smoothed with a 5 × 5 square kernel 
1. Average the response in a small region to produce the reference IRF. 
2. Interpolate the reference IRF to the desired resolution, e.g. 5 ps. 
3. For each pixel in the image, 
 a. Interpolate the pixel IRF to the desired resolution. 
      b. Compute the autocorrelation of the reference IRF and the pixel IRF. 
 c. Set the pixel shift to the peak of the autocorrelation function. 
 
Figure 3.8 Example of generated IRF time shift map 
IRF time shift map generated using a 20μM Erythrosine reference A) Reference response 
calculated by averaging over the central circle marked. B) Time shift map generated according to 
Algorithm 3.1. 
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beforehand to reduce the noise on the measurement to aid the comparison. The result is shown 
in Figure 3.9; the decays are coincident, indicating the gate shape is substantially unchanged 
across the image. 
3.9.2.2. Evaluation of spatially varying IRF using dye data 
To evaluate the effects of fitting with a spatially varying IRF, dye samples with a range of 
lifetimes were generated by quenching Rhodamine 6G using increasing concentrations of 
Potassium Iodide (KI). Potassium Iodide leads to collisional quenching by providing an 
additional non-radiative decay pathway via electron transfer [206], so reducing the radiative 
decay lifetime. The concentration of KI was varied from 0‒1.0 M, producing samples with 
lifetimes in the range 3.3‒0.6 ns.  
FLIM images were recorded of the samples using 12 time-gates including two gates in the rising 
edge of the decay. The samples were first fitted to a single exponential decay on a pixel-by-pixel 
basis. The Erythrosine B reference shown in Figure 3.8 was used to fit the decays using reference 
reconvolution. The decays were fitted first using a spatially invariant reference and then using 
the generated time delay map to account for irising. Lifetime histograms and maps from the fits 
are shown in Figure 3.10.  
For all samples the width of the lifetime histogram is reduce by a factor of ~2 by fitting using 
spatially varying IRF. When fitting with a spatially invariant IRF the width of the lifetime is 
largely determined by the spread of lifetimes across image produced by the irising artefact 
 
Figure 3.9 Superimposed reference measurement from across image using Single Edge HRI 
A selection of 300 reference measurements from the Erythrosine IRF shown in Figure 3.8, spaced 
equally across the image. The reference measurements have been shifted to correct for temporal 
shifts across the image. Each measurement is displayed with 2% opacity, the narrow distribution 
of lines around the rising and falling edge indicates that the IRF shape is well conserved across the 
image.  
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visible in Figure 3.10B‒D, regardless of the signal level. When using a spatially varying IRF the 
lifetime distribution may be narrowed by increasing the acquisition time or sample brightness.  
To simulate a sample with a contribution from two lifetime components, FLIM images of dye 
samples with KI concentrations of 0 M and 0.3 M were computationally combined on a sample-
by-sample basis. This produced an image with precisely controlled parameters; the lifetimes 
 
Figure 3.10 Results of fitting dye samples with a range of lifetime using a spatially varying 
instrument response function 
A) Lifetime histograms for the Rhodamine samples containing varying concentrations of 
Potassium Iodide fitted with a spatially invariant IRF (dotted lines) and with a spatially varying IRF 
(solid lines) to a mono-exponential model on a pixel by pixel basis B,C,D) Lifetime maps 
corresponding to the 1 M, 0.3 M and 0 M KI samples using a spatially invariant IRF (top) and 
spatially varying IRF (bottom) E) Fractional contribution 훽 map for a computational combined 
image containing contributions from the 0M and 0.3M KI samples fitted to a double exponential 
model. 
Parameter Expected  Single IRF SV IRF 흉ퟏ (ns) 3.44 3.36 3.44 흉ퟐ (ns) 1.71 1.79 1.72 
     
0M 훽 (avg) 1.00 1.12 1.00 
3M 훽 (avg) 0.00 -0.02 0.00 
0M+3M 훽 (avg) 0.43 0.47 0.43 
 
Table 3.3 Comparison of fitting results from global analysis of a computationally mixed dye 
dataset using a spatially varying (SV) IRF and spatially invariant IRF 
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were known from the single exponential fits of the single images while the contributions from 
each lifetime are determined by the respective initial intensities of the two samples. A global bi-
exponential fit was performed across the two images of the 0 and 3 M samples taken in different 
parts of the well and the combined dataset. By including the two pure samples the problem is 
very well constrained and so the global analysis would be expected to determine the two 
lifetimes and relative contributions with a high degree of precision. The fit was performed with a 
spatially invariant and a spatially varying IRF. Table 3.3 lists the expected values of the fitted 
parameters and the parameters obtained from the two fits. The fit using the spatially invariant 
IRF shows significant deviations from the expected values of both lifetimes and a corresponding 
error in the average contribution of the longer lifetime of 12%. Maps of 훽 for the mixed image 
produced by the two fits are shown in Figure 3.10e. The contributions are significantly more 
uniform across the image in the map produced by fitting with a spatially varying IRF.  
3.10 Correcting for background fluorescence  
3.10.1 Sources of and issues raised by background fluorescence 
Corruption from background fluorescence is often unavoidable in live cell imaging, for example 
long term imaging often requires that the imaging media is supplemented with Fetal Calf Serum 
(FCS), which is fluorescent, and inhibitors and other small molecules of interest are also often 
fluorescent. Plastic-bottomed or collagen coated multiwell plates are a common source of 
background fluorescence, particularly when imaging in UV or cyan channels. The use of glass 
bottom plates is often not practical due to biocompatibility, as some cell lines do not adhere well 
to glass, or due to cost.  
Contributions from background fluorescence in measured decays will, of course, bias the 
reported lifetime towards the lifetime of the background. Perhaps more significantly, however, it 
will also introduce an intensity dependent artefact. The background fluorescence will be more 
significant in dimmer regions of the image and so the magnitude of the bias will scale inversely 
with signal intensity. This can be particularly problematic for cell imaging data where the level 
of expression and thickness of the cell may vary consistently between different cellular 
compartments, potentially introducing artefacts such as a lifetime reduction at the membrane – 
easily confused with an expected signal. 
3.10.2 Correcting for background fluorescence with a time varying background 
As discussed in §3.2.6, the background fluorescence can be incorporated into the fitting model if 
it is possible to record a faithful FLIM image of the background alone with the same acquisition 
settings as the sample image. In many common cases this is practical; for example for the 
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spatially invariant fluorescence from within the central area of a plastic plate or for when the 
background fluorescence is due to fluorescence from the system itself, such as when imaging via 
an endoscopic fibre bundle that exhibits fluorescence at the excitation wavelength.  
In many cases the background fluorescence profile will be constant across the image but the 
magnitude of its contribution will vary. In such situations, the time varying background (TVB) 
profile 푏(푡) may then be measured by averaging over a region to gain increased precision in the 
profile measurement, which is often fairly weak.  
The contribution of the time varying background can then be determined for each pixel of 
intensity 푉푥,푦 by solving the least squares problem 
푩푥,푦 = 푉푥,푦풃, 3.68 
where 풃 is the profile measured by averaging over a region and 푩푥,푦 is the profile is the profile at 
coordinates (푥, 푦) in the image. The TVB is then specified by the decay profile and an intensity 
modulation map.  
Alternatively the contribution may vary in an unpredictable manner. For example if a sample is 
imaged in media containing FBS using relatively weak sectioning the background decay will be 
constant across the image and equal to that of the FBS, but the contribution will vary depending 
of the thickness of the cell and so the volume of media in the section. In this situation the 
recorded TVB profile can be included in the model with a contribution fitted on a pixel by pixel 
basis. Finally the contribution of the TVB may be constant but unknown across the image and in 
this case the TVB contribution may be fitted as a global parameter.  
3.10.3 Demonstration of background fluorescence correction 
FLIM images of COS-7 cells transfected with EGFP and seeded on plastic bottomed multiwell 
plates were collected using the widefield plate reader as described in §3.11.2. A background 
measurement was made in an empty well filled with imaging media, in this case phosphate 
buffered saline (PBS). The TVB decay profile was determined by averaging over the well and is 
shown in Figure 3.11A. The contribution of the TVB in each pixel was determined according to 
Equation 3.68 and is shown in Figure 3.11B. The reduced contribution at the edges of the well is 
due to uneven illumination. Figure 3.12A shows the integrated residual signal left after the 
average decay profile is subtracted from each pixel; there is still residual uncorrected 
background in the central region of the well. Figure 3.12B shows the integrated residual signal 
left after the TVB profile is subtracted, accounting for the relative contribution determined. In 
this case there is no significant residual remaining.  
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The lifetime of GFP expressed in cells is approximately 2.4 ns [207] and, since the EGFP is free to 
diffuse in the cytoplasm, the lifetime should not vary significantly across the cell. COS-7 cells are 
fibroblast-like and spread on 2D substrates to give a thin cytoplasmic region. This morphology 
produces a variation in brightness across the cell depending on the cytoplasm thickness and so a 
variation in the relative contribution of fluorescence from the plastic plate to the signal. Since the 
average lifetime of the background fluorescence is ~1.5 ns the average lifetime of the 
fluorescence from dimmer regions of the cell will be lower; this effect is visible in Figure 3.13A 
where the image has been fitted without accounting for the background fluorescence. There is a 
noticeable shortening of lifetimes towards the edge of the cells where contribution from the GFP 
fluorescence is reduced, which is reflected in the correlation between lifetime and intensity 
shown in Figure 3.13D. The effect of including the time varying background in the model, first 
by using a constant TVB profile across the image and then by accounting for the intensity 
variation of the time varying background is shown in Figure 3.13B and C. When the TVB is 
included in the model the intensity dependent artefact is virtually eliminated and a uniform 
distribution of lifetimes around 2.4 ns is obtained. For this dataset it appears that including a 
constant TVB profile is sufficient and correcting for the shading produces only a modest 
 
Figure 3.11 Typical time varying background using a plastic bottom multiwell plate  
A background image was acquired in a plastic multiwell plate well filled with imaging media 
(PBS). A) Average decay profile measured in a central region of the background image B) Intensity 
of background in each pixel calculated according to Equation 3.68 
 
Figure 3.12 Integrated residual background  after time varying background correction 
Residual background integrated over time gates after subtraction of A) average time varying 
background  decay from each pixel B) Residual background after subtraction of intensity 
modulated time varying background. 
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reduction in the width of the lifetime distribution, however this may not be the case for systems 
where the illumination profile is less well controlled, for example in endoscopic applications.  
 
 
Figure 3.13 Correction of time varying background in cells expressing GFP 
A-C) Fitted lifetime with A) only constant camera background subtracted B) spatially invariant 
time varying background included in model C) intensity modulated time varying background 
included in model D-F) Intensity-Lifetime correlation plots corresponding to lifetime images A-C 
respectively. 
3.11 Fitting multiwell plate data to a multi-exponential model 
3.11.1 Experiment 1: Multiwell plate Rhodamine dye lifetime unmixing 
To illustrate global fitting of large datasets a 96 well plate arrays containing a mixture of 
Rhodamine 6G and Rhodamine B in water at six different relative concentrations was analysed. 
These are both fluorescent dyes reported to present mono-exponential decays with lifetimes 4.08 
and 1.52 ns respectively [208]. These samples were prepared and imaged by Sunil Kumar as part 
of a previous study.  
3.11.1.1. Sample preparation and imaging 
Dye mixtures of Rhodamine B and Rhodamine 6G were prepared by dissolving pure dye 
powder into spectroscopic grade methanol and then subsequent dilution in MilliQ to give a final 
10 μM solution of each dye. The Rhodamine B and Rhodamine 6G solutions were mixed in the 
following ratios; Columns 1,2; 0:1, Columns 3,4; 1:4, Columns 5,6; 2:3, Columns 7,8; 3:2, Columns 
9,10; 4:1, Columns 11,12; 1:0. 
Imaging was performed using the automated Nipkow spinning-disk (CSU-X, Yokogawa, Japan) 
based FLIM multiwell plate system described in [187] with a 40x CFI PLAN Fluor ELWD 0.60 
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NA objective (Nikon, Japan). The sample was illuminated using a fibre-laser pumped 
supercontinuum (SC400-4, Fianium, UK) with a 465/30 nm excitation filter and a 525/50 nm 
emission filter. For each field of view (FOV), six time-gated images with a gate-width of 2 ns and 
integration times of 1 s per gate were recorded. Three FOV were recorded per well. An oval 
segmentation mask with ~42% coverage was applied to the images to approximate the coverage 
observed with dense cell data. 
The relative contribution to the fluorescence decay of each dye depends on the quantum yield 
and spectral characteristics of the dyes. A decay profile from a pure sample of each dye was 
fitted to a single exponential model to find the pre-exponential factor 퐴푖, which then allowed us 
to determine the pre-exponential factor per micromole of dye, 푀푖 = 퐴푖 퐶푖 , where 퐶푖 is the molar 
concentration of each dye in its pure solution. The expected relative contributions 퐴퐵 and 퐴&퐺 of 
a mixture of Rhodamine B and Rhodamine 6G with respective molar concentrations 퐶퐵 and 퐶&퐺 
may be calculated using 
퐴퐵 = 퐶퐵푀퐵퐶퐵푀퐵 + 퐶&퐺푀&퐺 , 퐴퐵 = 퐶&퐺푀&퐺퐶퐵푀퐵 + 퐶&퐺푀&퐺.  3.69 
The values were used to evaluate the accuracy of the fitted values of the contributions of the two 
lifetimes.  
3.11.1.2. Fitting, profiling and results 
FLIM images consisting of six time-gated images were acquired for each FOV and four FOV 
were acquired per well. This produced 384 FLIM images and a total of 5.4 × 10ß pixels/decays. 
The dataset was fitted globally to a bi-exponential model and the analysis time, including 
loading the data, was 54 seconds and required 4.7 GB of main PC memory. The fitted lifetimes 
were 휏 = 3.947 ± 0.004 ns and 휏( = 1.518 ± 0.001 ns, in reasonable agreement with literature 
[208]. Figure 3.14A shows a plate map of the contribution of Rhodamine 6G across the plate and 
a plot of the measured contribution against the actual contribution.  
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Figure 3.14 Global analysis of a multiwell plate dataset 
Global analysis was applied to a multiwell plate with varying concentrations of the fluorescent 
dyes Rhodamine B and Rhodamine 6G using a bi-exponential model. The relative concentration of 
Rhodamine 6G reduces across pairs of columns as described in the text. The dataset contains four 
fields FOV per well. A) plate map showing the measured fractional contribution of Rhodamine 6G 
for a representative FOV in each well. B) plot of the actual Rhodamine 6G contribution against 
measured contribution (crosses). C) plot of measured lifetime using a single exponential fit against 
actual Rhodamine 6G concentration. This dataset was collected as part of a previous study [187]. 
  104
To profile the core utilisation by stage in the algorithm, Visual Studio concurrency analysis tool 
(Microsoft, USA) was used. This tool has a small overhead which increases the overall fitting 
time when profiling. The CPU utilisation during the fitting process is shown in Figure 3.15A, 
colour coded by algorithm stage. The initial data loading the performance is limited by the speed 
of the data store. During the fitting process the four cores are nearly fully utilised. For 
comparison, a pixel-wise single exponential decay analysis was also performed, which took 219 
seconds to analyse the entire dataset. 
 
Figure 3.15 Profiling of the CPU and memory requirements of the algorithm 
(A) Activity of the four cores while performing the fit in Experiment 1, colour coded by algorithm 
stage as shown in the flowchart in Figure 3.16 (B) CPU time spent on the different algorithm stages 
in Experiment 1.  
Figure 3.16 Colour coded flow chart showing main stages of the fitting algorithm 
The main stages of the fitting algorithm are shown. Computationally insensitive sections are 
colour coded corresponding to the profiling shown in Figure 3.15 
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3.11.2 Experiment 2: Multiwell plate FRET assay of inhibition of Rac1-Pak1 interaction 
To demonstrate the ability of the fitting software to analyse biological multiwell plate FLIM 
FRET data, global fitting was performed on a FRET dataset assaying the effect of the p21-
activated kinase (Pak1) inhibitor IPA-3 [209] on the interaction between Rac1 and Pak1 in COS-7 
cells. Rac1 [210] is a small GTPase involved in cell growth and motility, among other processes, 
that is known to bind Pak1 in its active form [211,212]. A modified version of the intermolecular 
FRET biosensor, FLAIR [53,213], consisting of a mTurquoise-Rac1 construct and YPet conjugated 
to the p21-binding domain of Pak1 (PDB) was used. mTurquoise is a fluorescent protein with a 
spectral profile similar to that of ECFP but which exhibits a mono-exponential decay profile [60]. 
This enables the FLIM FRET analysis to be performed using a bi-exponential decay model where 
the long lifetime and short lifetimes may be associated with donor only and interacting 
populations respectively. The development of this sensor will be discussed further in §4.5. This 
experiment was performed in collaboration with Anca Martineau.  
3.11.2.1. Sample preparation 
COS-7 cells (ECACC, cat. no. 87021302) were transfected with a 2:1 ratio of mTurquoise-Rac1 and 
YPet-PBD plasmid DNA [53,213] at a final concentration of 2 μg/μl by electroporation using an 
Amax Nuclofector II, program W-001, seeded in 96 well plates (μclear, Greiner) and allowed to 
settle overnight in culture medium. The cells were starved in DMEM supplemented with 0.5% 
FCS for three hours. Cells were then incubated with varying concentrations of the PAK inhibitor 
IPA-3 [209] (1,1′-Disulfanediyldinaphthalen-2-ol, Sigma-Aldrich) for one hour. Cells were 
stimulated with 100 ng/ml Epidermal Growth Factor (EGF) for fifteen minutes and then fixed in 
4% paraformaldehyde (PFA) for 15 minutes. Cells were then washed twice in PBS to remove the 
paraformaldehyde and imaged in PBS. 
3.11.2.2. Acquisition details 
Imaging was performed using an automated widefield FLIM multiwell plate system with a 40x 
LUCPlanFLN 0.6 NA objective (Olympus, Japan). The sample was excited at 435 nm using a 
frequency doubled Ti:Sapphire laser and emission recorded with a 483/32 nm filter. Five time-
gated images were acquired for each field of view (FOV) with a temporal gate-width of 1 ns and 
integration times of 1 second per gate. Eight FOV were recorded per well. Fluorescence intensity 
images of the acceptor were recorded using a mercury fluorescence lamp with a 545/30 nm 
excitation filter and 610/75 nm emission filter.  
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3.11.3 Automatic identification of regions of interest by image segmentation  
To identify cells above the background, a size-tuned nonlinear top-hat (NTH) transform [214] 
was applied to the integrated intensity image. This method applies the pixel-wise transform  
NTH(퐽|휀, 푘) = 퐽 ⋅ ⟨퐽⟩휀⟨퐽⟩푘휀( , 푘 > 1 3.70 
to the integrated intensity image 퐽  where ⟨⋯ ⟩ε denotes averaging with a square mask of width ε 
pixels. This transformation locally enhances bright pixels in region of approximately size ε 
surrounded by a dim region of size 푘휀. The mask width ε was set to the approximate diameter of 
the cells, 200 pixels, while relative background radius k was set to 2. The transformed image was 
then thresholded at a value of 0.1.  
When multiple cells were present in an image with and the NTH transform returned regions 
containing more than one cell a marker based watershed segmentation routine [215] was applied 
to identify individual cells from the thresholded regions, exploiting the fact the mTurquoise 
fluorescence is higher in the cell nucleus in this cell system. Briefly, ultimate erosion of the 
thresholded image was calculated by iterative erosion to identify the peaks associated with the 
bright cell nuclei. Markers separated by fewer than 20 pixels were assumed to belong to the same 
nucleus and so were merged. The remaining peaks were used as markers in a watershed 
transform, which identifies the boundaries between objects by ‘flooding’ the regions around the 
markers [216]. The cell regions were then filtered according to three criteria. Regions with a total 
area of fewer than 4000 pixels were rejected since this is significantly smaller than the average 
cells area and likely to be associated with cell debris. Since only cells expressing both 
mTurquoise-Rac1 and YPet-PBD are of interest, the regions were then thresholded based on the 
fluorescence intensity in the acceptor channel. Regions below the threshold were rejected. 
  
 
Figure 3.17 Example of automatic segmentation from Rac1 dataset 
Examples of automatic image segmentation with A) donor intensity and B) acceptor images shown 
in grey-scale with coloured segmented cell regions overlaid. 
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3.11.3.1. Fitting and results 
The dataset comprising 394 FOV over a range of doses of IPA-3 and in total 1,508 cell regions 
were identified. In a random subset of fifty fields of views, the automatic segmentation was 
compared against manual segmentation in order to determine the segmentation accuracy. In 
each field of view the number of correctly identified cells (푇푃), false positives (퐹푃) and false 
negatives (퐹푁) were counted. The hit rate, defined here as 푇푃/(푇푃 + 퐹푁) was then calculated. The 
quality of the region boundaries was assessed by counted regions containing more than one cell 
(푀) and the number of regions that missed portions of the true cell extent (퐼푁). In that subset, the 
quality parameters were 푇푃 = 137 cells, 퐹푃 = 5 cells (3.6%), 퐹푁 = 8 cells (5.5%), giving a hit rate 
of 87%. Additionally 푀 = 7 (5.1%) and 퐼푁 = 14 (10.2%). An example of the segmentation results 
are shown in Figure 3.17.  
A double exponential model was used to fit across all FOV. Since the background fluorescence 
from the plastic plates is not negligible at the wavelengths used to excite mTurquoise, a time 
varying background was included in the fitting model that was acquired from a measurement of 
the fluorescence decay profile of a well filled with PBS. The analysis took 32 seconds and 
required 2 GB of memory. The globally fitted lifetimes were 3.624 ± 0.003 ns and 1.085 ± 0.006 ns, 
corresponding to the unbound and bound mTurquoise-Rac1 states respectively. Figure 3.18 
shows representative colour maps of the interacting fractions at different IPA-3 concentrations 
and Figure 3.19 shows the fractional contribution of the short lifetime associated with the 
interacting population as a function of IPA-3 concentration, where the fractional contributions 
are averaged over each segmented cell. A Hill equation dose-response curve was fitted to this 
data. This gave an EC50 value of 2.59 μM, which is close to the value reported in the literature of 
2.5 μM [217].  
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Figure 3.18 Global analysis of Rac1 activity in a IPA-3 dose-response dataset  
Global analysis was applied to a multiwell plate dose-response dataset showing the effect of the 
inhibitor IPA-3 on interaction between Rac1 and Pak1 using an mTurquoise variant of the FLAIR 
biosensor in COS-7 cells stimulated with EGF. Representative images from each inhibitor 
concentration showing distribution of fraction undergoing FRET are shown. The white scale bar 
represents 100μm. 
 
Figure 3.19 Fitted dose-response curve for IPA-3 inhibition of Rac1 and Pak1 interaction 
Plot of fraction of donor molecules undergoing FRET against IPA-3 concentration, averaged across 
segmented cells with fitted dose-response curve in Experiment 2. Error bars indicate 95% 
confidence intervals on average FRET fraction over segmented cells at each dose. 
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3.12 Grouped decays data model 
In the previous section global analysis using a multi-exponential model was demonstrated. In 
this section fitting of more complex models will be discussed. First a ‘grouped’ model consisting 
of a mixture of multi-exponential decays which are fixed across the dataset will be discussed. 
This will then be extended to a model for FRET data with a complex donor such as ECFP. 
In unmixing experiments it may be known that a sample contains a mixture of fluorophores, 
each with a multi-exponential decay profile. An example of such an experiment may be a NADH 
binding assay, where the bound and unbound forms of NADH are associated with a bi-
exponential decay with different parameters [218]. In such a model it is desirable to treat the 
decay parameters of each fluorophore, including the contribution of each lifetime component, as 
globally invariant parameters and allow only the population fraction of each fluorophore to vary 
from pixel to pixel. This model will also form the basis of later more complex models. 
3.12.1 Grouped model 
Consider a sample consisting of a mixture of 푛퐺 fluorophores that each exhibit a multi-
exponential decay 퐹̃푗퐺 where the contribution from each fluorophore varies across the sample. If 
the 푗th fluorophore has 푛휏,푗 components with lifetimes 휏푖,푗 and contributions 훽푖,푗 then the measured 
decay of the group is 
 퐹̃푗퐺(푡) = 훽푖,푗퐷â(휏푖,푗, 푡)푛휏,푗푖= . 3.71 
and the total model intensity 퐼퐺̃ for the mixture of groups is  
퐼퐺̃(푡) = 퐵푗 ⋅ 퐹횥â(푡)푛퐺푗= , 3.72 
where 퐵푗 represents the contribution from 퐹횥â at each pixel. In this case both the lifetimes 휏푖,푗 and 
fractional contributions 훽푖,푗 of each fluorophore are global non-linear parameters. To obtain 
meaningful estimates of the relative populations of the different fluorophores it is necessary to 
impose the normalisation condition 
 훽푖,푗 = 1,푛휏,푗푖=  3.73 
such that 퐹̃푗퐺(푡 = 0) = 1 for each fluorophore. This normalisation also reduces the number of 
global parameters as the last contribution is fixed by the others. It is possible to implement this 
constraint for each group using a variable substitution can be made with 푛휏 − 1 variables 
휉⋯휉푛휏− where 
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 훽푖,푗 = 휉푖,푗|B1− 휉푘,푗E,푖−푘=      푖 < 푛, 3.74 
 훽푛,푗 = |B1 − 휉푘,푗E.푛푘=  3.75 
For example for a fluorophore with three exponentials,  
 훽 = 휉 훽( = (1 − 휉)휉( 훽Ô = (1 − 휉)(1 − 휉(). 3.76 
This substitution means that all values of 0 ≤ 휉푖 ≤ 1 are always valid so it is possible to use static 
constraints. 
3.12.2 Model derivatives 
3.12.2.1. Derivatives with respect to 흉풊,풋 
The non-zero derivatives of the grouped model basis function with respect to 휏푖,푗 are 
 휕퐹̃푗퐺(푡)휕휏푖,푗 = 훽푖 ⋅ 퐷â′B휏푖,푗, 푡E. 3.77 
3.12.2.2. Derivatives with respect to 휷풊,풋 
The derivatives of 훽 with respect to the substituted variables 휉 are given by 
 
휕훽푘,푗휕휉푖,푗 = ⎩⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎪⎪⎪⎪⎨⎪⎪⎪
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎧ |B1 − 휉푚,푗E푘−푚= 푖 = 푘
−훼푖 | B1− 휉푚,푗E푘−푚=,푚≠푖 푖 < 푘0 푖 > 푘
 3.78 
so the non-zero derivatives of the grouped model basis function with respect to 휉푖 are 
 휕퐹푗퐺(푡)휕휉푖,푗 = 휕훽푚휕휉푖,푗 휕퐹푗
퐺휕훽푚
푖
푚= . 3.79 
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3.13 ECFP FRET data model 
In this section a model accounting for FRET when ECFP is used as a donor, which accounts for 
the bi-exponential nature of ECFP, is described. 
3.13.1 FRET model 
As discussed in §1.3, the efficiency of FRET transfer between a donor and acceptor fluorophore is 
given by [41] 
 퐸 = 11 + #푅 푅ú %& , 3.80 
where 푅 is the distance between the donor and acceptor and the Förster distance 푅 is defined by   
 푅& = 9푄ln10휅(퐽128휋/푛2푁퐴 , 3.81 
where 푄 is the fluorescence quantum yield of the donor alone, 휅( is the dipole orientation factor, 
n is the refractive index of the medium, 푁퐴 is Avogadro's number and 퐽  is the overlap integral 
between the donor emission spectrum and the acceptor excitation spectrum. 
ECFP [189,190] has two lifetime components which are associated with distinct chromophore 
conformations. If the overall structure and spectra of two conformations are similar [189], it is 
reasonable to assume that 휅(, 푅 and 퐽  will be approximately equal for the two conformations in a 
given FRET system and so the Förster distances for the two conformations will be proportional 
to their respective donor-only quantum yields, which in turn will be proportional to their 
lifetimes 휏 and 휏( [219–221] such that 
 ⎝⎜⎜⎜⎜⎜⎛푅(()푅()⎠⎟⎟⎟⎟
⎟⎞& = 휏(휏 , 3.82 
where 푅(푖) is the Förster distance for the 푖th component. Although these conditions are not strictly 
fulfilled by ECFP , which has been reported to present two conformations with slightly different 
emission spectra [222], it is a useful simplification that is more realistic than the assumption of a 
mono-exponential donor decay profile.  
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It is then possible to write a general model for FRET with a donor with 푛휏 conformations with 푛퐹 
distinct FRET populations each with a characteristic donor-acceptor distance 푅푗. Using Equations 
3.80 and 3.82 the FRET efficiency of the 푖th conformation, 퐸푖,푗, may be expressed in terms of the 
FRET efficiency of the first, 퐸,푗 and the lifetimes using the assumption that 푅 is invariant 
between the conformations 
 퐸,푗1 − 퐸,푗 = 휏휏푖 ⋅ 퐸푖,푗1 − 퐸푖,푗 3.83 
 퐸푖,푗 = 휏푖휏 ⋅ 퐸,푗1 − 퐸,푗 #1 − 휏푖휏% 3.84 
The lifetime of the 푖th conformation when undergoing FRET at distance 푅푗 is given by  
 휏푖,푗퐹 = B1 − 퐸푖,푗E ⋅ 휏푖. 3.85 
The conformations exist in a slow equilibrium [222] and so it may be reasonably assumed that, 
for a given system, the relative contributions of the two conformations, 훽푖 in a non-FRET state 
will be the same as their relative contributions in the FRET state. The non-FRET and FRET states 
with distances 푅푗 may then be respectively associated with the decay profiles 퐹̃퐹(푡) and 퐹̃푗퐹(푡) 
 퐹̃퐹(푡) = 훽푖 ⋅ 퐷â(휏푖, 푡)푛퐸푖= , 3.86 
 퐹̃푗퐹(푡) = 훽푖 ⋅ 퐷â(휏푖,푗퐹 , 푡)푛퐸푖= , 3.87 
where 푖 indexes the different conformations. For a bi-exponential donor these two decay profiles 
are characterised by four parameters: the donor lifetimes 휏, 휏(, 훽, the fractional population of 
the first conformation and 퐸, the fractional efficiency of the first conformation since 훽( = 1 − 훽 
and 퐸( is defined by Equation 3.84. A variable transformation equivalent that used in the 
grouped model case is used to impose normalisation on the fractional contributions of the 
conformations. A model for a mixture of non-FRET and FRET states may then be written 
 퐼 (̃푡) = 퐵푗 ⋅ 퐹̃푗퐹(푡)푛퐹푗=  3.88 
Where 퐵 and 퐵푗 are the amplitudes of the non-FRET and FRET populations respectively. 
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3.13.2 Model derivatives 
3.13.2.1. Derivatives with respect to 흉풊 
The derivatives of the FRET model basis function with respect to the donor only lifetime 
components 휏푖 are given by 
 휕퐹̃퐹(푡)휕휏푖 = 훽푖 ⋅ 퐷â′(휏푖, 푡), 3.89 
 휕퐹̃푗퐹(푡)휕휏푖 = 훽푖 ⋅ 휕휏푖,푗
퐹휕휏푖 휕퐷âB휏푖,푗
퐹 , 푡E휕휏푖,푗퐹  = −훽푖 ⋅ 퐸푗 ⋅ 퐷â′B휏푖,푗퐹 , 푡E. 3.90 
3.13.2.2. Derivatives with respect to 휷풊 
The derivatives of the FRET model basis function with respect to the population fractions of the 
donor lifetime components, 훽푖, are given by 
 휕퐹̃퐹(푡)휕훽푖 = 퐷â(휏푖, 푡), 3.91 
 휕퐹̃푗퐹(푡)휕훽푖 = 퐷âB휏푖,푗퐹 , 푡E. 3.92 
3.13.2.3. Derivatives with respect to 푬ퟏ,풋 
The non-zero derivatives of the FRET model basis function with respect to the FRET efficiency of 
the first component 퐸,푗 are given by 
 휕퐹̃푗퐹(푡)휕퐸,푗 = 훽푖 ⋅ 휕휏푖,푗
퐹휕퐸,푗 휕퐷âB휏푖,푗
퐹 , 푡E휕휏푖,푗퐹
푛퐸
푖=  
= −훽푖 ⋅ 휏푖 ⋅ 퐷â′B휏푖,푗퐹 , 푡E.푛퐸푖=  
3.93 
3.13.3 Fitting multiwell plate data with an ECFP data model 
The ECFP FRET model was applied to data from a FLIM-FRET assay of Gag protein aggregation 
in HeLa cells [187,188] at different concentrations of the NMT inhibitor DDD85646 which 
prevents Gag aggregation [223]. HIV-1 Gag proteins are responsible for enabling the assembly of 
nascent HIV-1 virions at the cell membrane [224] and produce virus like particles (VLPs) even in 
the absence of other viral proteins and enzymes. They are, therefore, often used as a model 
system for the late stages in the HIV-1 lifecycle. VLP formation may be monitored using a FRET 
aggregation assay by co-transfecting cells with Gag proteins stochastically labelled with donor 
(ECFP) and acceptor (EYFP) fluorophores that undergo FRET when colocalised in Gag protein 
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aggregates. The NMT inhibitor prevents the formation of VLPs and was used to obtain dose 
response curves of the Gag aggregation. In a previous study [188] by our group, the analysis was 
restricted to a single exponential decay model that provided a semi-quantitative readout. For 
further quantitative analysis, however, it would be useful to determine the relative fractions of 
Gag monomers and VLP-bound Gag proteins and an estimate of the average FRET efficiency of 
proteins in VLPs by fitting to a more appropriate decay model.  
3.13.3.1. Acquisition  
Imaging was performed using the automated Nipkow spinning-disk based FLIM multiwell plate 
system described in [188] with a 40x LUCPlanFLN 0.6 NA objective (Olympus, Japan). The 
sample was excited using the supercontinuum source with a 434/17 nm excitation filter and 
emission recorded with a 483/35 nm filter. Seven time-gated images were recorded for each field 
of view (FOV) with a temporal gate width of 3 ns and integration times of 2.3 seconds per gate. 
Four FOV were recorded per well.  
3.13.3.2. Fitting and results 
An inhibitor dose-response dataset was analysed using global fitting to a bi-exponential donor 
FRET model using the assumption that the fluorophores can be divided into a first population of 
non-FRETing monomers and a second population of VLP-bound oligomers undergoing FRET. 
The dataset contained cells at nine different dose concentrations with a total of 385 FOV, for 
which the analysis took 7.3 seconds using 400 Mb of main memory.  
Table 3.4 shows the globally fitted parameters and Figure 3.20 shows the fraction of Gag 
molecules undergoing FRET as a function of inhibitor dose with representative false colour maps 
of the VLP-bound fraction. The fraction of Gag population undergoing FRET that is returned by 
the fit varies from 50% at low concentrations of inhibitor to just over 10% at high concentrations. 
On closer examination of the images, it can be seen that in the membrane regions of many cells 
exposed to low concentrations of the inhibitor, the FRET population fraction is close to 100% at 
the membrane where it is expected that aggregation will be highest. A dose-response curve was 
fitted to the average FRET population across wells using nonlinear fitting to the Hill equation, 
giving an EC50 value of 0.037 μM. 
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Figure 3.20 Global analysis of Gag aggregation in an NMT inhibitor dose-response dataset 
Global analysis was performed across a multiwell plate dataset with HeLa cells expressing ECFP-
Gag and EYFP-Gag with increasing levels of a  NMT inhibitor using a bi-exponential donor FRET 
model. A) representative images from each inhibitor dose showing the distribution of the fraction 
of Gag-CFP undergoing FRET. B) plot of fraction of Gag-CFP undergoing FRET against inhibitor 
concentration, averaged across wells with fitted dose-response curve. Error bars indicate 95% 
confidence intervals across wells. This dataset was collected as part of a previous study [188]. 
White scale bar represents 100μm. 
 τ (ns) Β E τ FRET (ns) 
Component 1 3.493±0.005 0.6114±0.003 0.55±0.02 1.55±0.05 
Component 2 0.961±0.003 0.3856±0.003 0.25±0.01 0.72±0.01 
Table 3.4 Parameters from global fitting of a dose-response dataset using an  NMT inhibitor 
with HeLa cells expressing ECFP-Gag and EYFP-Gag using a bi-exponential donor FRET model.  
τ represents the lifetimes of the donor-only decay and B represents the fractional contribution of 
each component. E represents the FRET efficiency for each component. All three parameters are 
determined globally. τ%&'( represents the fluorescence lifetime of the FRET population calculated 
from the fitted parameters and is therefore shown in italics. 
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3.14 Model validity considerations 
In §2.1.1 the importance of specifying the model correctly was highlighted due to the potential 
ambiguity between different exponential family solutions. A corollary of this is that the 
interpretation of the estimated parameters from this or any other fitting software depends 
critically on the validity of the chosen model. For example, if a FRET donor has a significant 
second decay component but a bi-exponential model is used to fit the decays in the presence of 
FRET, then the estimated contribution of the shorter lifetime, nominally associated with FRET, 
will be higher than the true FRET fraction due to the presence of the second component of the 
donor. This could lead to a systematic overestimate of the FRET population fraction. Even for a 
donor with a mono-exponential lifetime, recent studies suggest that the approximation of the 
decay of a population of molecules undergoing FRET by a single exponential decay may break 
down under certain circumstances. For example, Vogel et al. [225] recently demonstrated that a 
short Cerulean-YFP linked construct demonstrates a bi-exponential decay and proposed that this 
could be due to a distribution of conformations with a variety of chromophore angles and 
distances, leading to a distribution of FRET efficiencies. 
In §3.11.2 a global double exponential decay model was used to analyse data from an 
mTurquoise-YPet FRET pair. This model assumes that mTurquoise exhibits a mono-exponential 
decay, which appears to be reasonable [60], further measurements of the lifetime of mTurquoise 
are shown in §4.5.2.1. This model also assumes a narrow distribution of FRET efficiency, which 
implies a tightly constrained relative orientation of the mTurquoise with respect to the YPet 
when Rac1 binds PDB. This assumption has not been tested rigorously. If there is significant 
flexibility of mTurquoise relative to YPet when the constructs are bound, then the absolute 
values reported by the analysis may not be correct. However, relative changes in the fit 
parameters will still report changes in the relative binding of the FRET pair. 
In the future it may be possible to account for these effects by using a model which, for example, 
accounts for the ensemble average decay of a population of biosensors with, for example, an 
isotropic 휅( distribution (see Equation 19 in [225]). Using a global analysis approach where the 
model function need only be computed once per iteration, rather than for each pixel, could 
enable the practical application and evaluation of such computationally expensive models.  
In §3.13.3 when fitting the ECFP-YFP Gag aggregation assay dataset it was assumed that the 
fluorophores can be divided into a first population of monomers and a second population of 
VLP-bound oligomers undergoing FRET. It is thought that Gag packs in a 2D hexagonal 
structure as VLPs form [226] and therefore all nearest neighbours are likely to have similar 
distances and orientations. In addition, the close packing may constrain the motion of the 
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fluorophore. While our fitting model is clearly an approximation to the complex underlying 
situation, it appears to provide a reasonable tool to analyse the Gag oligomerisation. For the 
purposes of this study, this experiment and its analysis is intended predominantly to 
demonstrate the ability of our approach to explore the use of more complex global models that 
may provide a better approximation to complex fluorescence decay profiles than fitting to a 
single exponential decay model and so extract previously inaccessible parameters of interest.  
3.15 Conclusions 
In this chapter a new global fitting software tool for the analysis of FLIM data based on variable 
projection has been demonstrated. A focus has been placed on ensuring the analysis is capable of 
rapidly scaling to large datasets while maximising the stability of convergence and accuracy of 
the results. By optimising the memory usage and enabling parallel processing across multiple 
CPU cores, it is possible to apply global analysis to obtain quantitative information from large 
multiwell plate or time-series datasets with > 5 × 10ß decay profiles using standard PC 
workstations with analysis times on the order of 1–2 minutes.  
The variable projection approach has been extended to allow for model functions which vary 
across the image, allowing data from instruments which demonstrate spatial variation in their 
temporal response to be reliably analysed. A method for accounting for a fixed contribution of a 
background fluorescence decay by incorporating it into the decay model was presented and 
evaluated using data collected using cells seeded on a plastic bottomed plate.  
The ability of the software to globally fit complex decay models to photon-constrained data, as is 
typically encountered with live cell imaging using fluorescent proteins has been demonstrated. 
Such data can be fitted more robustly to more complex decay models than is possible with 
traditional pixel-wise analysis of separate images. In particular, a FRET model accounting for the 
bi-exponential nature of donor fluorophores such as ECFP where the FRET efficiencies and 
relative contributions of the two fluorophore conformations are linked, accounting for their 
relative quantum yields has been applied to a large assay dataset.  
The speed of this global fitting approach is sufficient to make it routinely useful, even for large 
FLIM datasets where previously only non-iterative approaches using simpler decay models were 
practical. Indeed the ease with which global fitting can now be applied to multiwell plate array 
or time-series datasets strengthens the case to implement automatic acquisition of such large 
datasets for biological studies. 
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Chapter 4 Fluorescence imaging as a tool for investigating 
the regulation of chemotaxis 
Chemotaxis, the ability of cells to move directionally in response to external signals, is a 
fundamental process exhibited to some extent by all mammalian cells. It plays a vital role in 
embryonic development, immune response, wound healing and neuronal growth. Wound 
healing, for example, is heavily dependent on the migration of fibroblast and epithelial cells to an 
injury site. The molecular mechanisms that enable cell motility appear to be subverted in 
cancerous cells, enabling tumours to migrate to different parts of the body and undergo 
metastatic growth; it is estimated that 90% of deaths attributable to cancer are caused by 
metastatic tumours [227].  
In this chapter the mechanisms and regulation of cellular chemotaxis are introduced with a focus 
on the role of Phospholipase C (PLC). Fluorescent biosensors for cellular processes involved in 
chemotaxis are reviewed. Selection of the most suitable cyan fluorescent protein as a FLIM-FRET 
donor is considered using time resolved measurements of candidate fluorescent proteins and the 
modification of two biosensors for investigation of the role of PLC in chemotaxis to replace the 
donor fluorescent protein is presented. The chapter is structured as follows 
4.1 Chemotaxis and motility ................................................................................................. 119 
4.2 Role of the phosphoinositides in the regulation of chemotaxis ................................. 121 
4.3 Phospholipase C in chemotaxis ...................................................................................... 124 
4.4 Fluorescent biosensors for probing signalling pathways in chemotaxis .................. 127 
4.5 Selection of a replacement fluorescent protein for ECFP ........................................... 131 
4.6 Development of improved biosensors for investigating signalling in chemotaxis 
using fluorescence lifetime imaging .............................................................................. 136 
4.7 Biochemical methods ....................................................................................................... 141 
4.8 Conclusions ....................................................................................................................... 144 
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4.1 Chemotaxis and motility 
4.1.1 Cellular chemotaxis 
Chemotactic cells exhibit three distinct processes that together allow migration up a 
chemoattractant gradient [228]. The first is the periodic formation of randomly oriented 
pseudopodia, protrusions from the cell edge, known as motility. This allows cells to crawl on a 
surface, even in the absence of external stimulus. Direction sensing is the ability of a cell to sense 
external stimuli and bias the formation of protrusions towards the direction of stimulation. 
While these two processes are highly interrelated they are functionally distinct; cells that have 
been immobilised, for example by treatment with Laturnculin which inhibits actin 
polymerisation [229], are still able to produce a directional response in protein distribution and 
activation. Polarisation sensitivity produces a distinct elongated morphology with a highly 
dynamic leading edge formed in the direction of cell motion and a trailing edge where 
pseudopod formation appears to be inhibited. Polarised cells have distinct patterns of protein 
distribution and activation that increase the sensitivity of the leading edge to changes in stimuli 
while reducing the sensitivity of the trailing edge. Again, direction sensing and polarisation are 
distinct processes; polarised morphologies are observed, albeit less frequently, in unstimulated 
cells, which leads to persistent but random motion [230]. 
4.1.2 Molecular mechanisms  
Motility is enabled by the cytoskeleton, a dynamic system of protein fibres that controls and 
maintains the shape of the cell. The cytoskeleton consists of three main proteins: actin filaments, 
intermediate filaments and microtubules. Of these, it is the actin filaments that are involved in 
cell motility [231]. Actin forms long, flexible filaments localised in the cell cortex, beneath the 
plasma membrane. Polymerisation of actin filaments drives the formation of pseudopods and is 
controlled by a number of actin-binding proteins. Arp2/3 catalyses the nucleation of G-actin 
trimers that form the core of actin filaments [231]. Since this nucleation occurs slowly relative to 
the expansion of the filaments, Arp2/3 can significantly increase the rate of actin filament 
formation. Arp2/3 activity is mediated by WAVE (also known as Scar in the literature) and 
WASP proteins [232]. In contrast, cofilin proteins act to disassemble actin filaments and, together 
with Arp2/3, play a crucial role in reorganisation of the actin skeleton during cell motility 
[233,234]. Both Arp2/3 and cofilin are found in elevated concentrations at the leading edge 
during cell motility. Myosins, a family of motor proteins, enable the contraction of actin 
filaments to generate cell movement. Myosins generate force by ATP hydrolysis [235]. 
Contraction of myosin allows the cell to detach the trailing edge from the extra-cellular matrix 
(ECM) and pull it towards the leading edge. Girdin is a relatively newly discovered actin-
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binding protein that plays a key role in the formation of pseudopods, in particular the formation 
of peripheral actin filaments and ECM attachments [236]. It appears that girdin is essential in cell 
motility as girdin knockout suppresses motility completely.  
Healthy, developed cells are bound tightly together in tissues by cell-cell adhesion molecules 
(CAMs) which prevent detachment and migration and enable intracellular signalling. Most 
CAM's belong to one of five families: the immunoglobulin superfamily, the integrins, the 
cadherins, the selectins and the lymphocyte homing receptors [231]. Of these, changes in integrin 
expression and cadherin expression ‒ in particular E-cadherin ‒ are most widely observed in 
metastatic cells. Cadherins (calcium dependent adhesion molecules) provide strong, tissue-
specific binding that is dependent on the presence of calcium. Cadherins are anchored to the 
actin cytoskeleton by three proteins, α-catenin, β-catenin and p120. Cadherin coupling between 
cells stimulates the production of antigrowth signals which ensures orderly growth of cells on 
the substrate [237]. Integrins are trans-membrane proteins that attach cells to the extracellular 
matrix (ECM). They are also important signalling molecules mediating communication to and 
from the ECM. The integrins are known to be involved in signalling pathways relating to cell 
growth, division, differentiation and apoptosis [238].  
The majority of motile cells can be divided into two categories, mesenchymal and amoeboid, based 
on the mechanisms underlying their migration as single cells. It is also possible for cells to 
migrate collectively, as cell chains or sheets [239]. 
A five step model describing the molecular mechanisms underlying mesenchymal motility has 
been developed [240]. Pseudopod protrusions form at the leading edge driven by actin filament 
formation. Focal contacts form with the extracellular matrix (ECM) at the pseudopod, anchoring 
the protrusion to the ECM. Proteases are recruited to the focal contacts where they begin to break 
down ECM components such as collagen, fibronectin and laminins. Actin contraction is driven 
by myosin, dragging the cell in the direction of the protrusion. The cell begins to detach from the 
ECM at the trailing edge. Focal contacts are broken down as actin-cleaving proteins disassemble 
actin filaments and integrins are detached and recycled to the leading edge by endocytosis. 
Amoeboid migration, in contrast, is driven almost exclusively by forces generated by actin 
mechanics while cell adhesion plays a relatively minor role [241].  
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4.2 Role of the phosphoinositides in the regulation of chemotaxis 
While the molecular mechanisms that enable chemotaxis are fairly well documented, the 
pathways that regulate them in response to external signals are less well understood. Two 
distinct classes of models for the regulation of chemotaxis have been proposed [242]. The first, 
and to date most popular, are signal-centric models propose that, in the presence of 
chemoattractants, a signalling pathway is activated which directly leads to the formation of 
pseudopods towards the concentration gradient. In these models the cells maintain a 
'chemotactic compass,' an internal signal that tracks the external chemoattractant gradient, 
driving pseudopod formation and polarisation. In contrast, pseudopod-centric models posit that 
pseudopods are constantly formed, independently of external signals, and define the direction of 
motion of the cell. In these models, external signals merely bias the probability of pseudopod 
formation and survival in the direction of the signal gradient.  
Phosphoinositides, phosphorylated forms of phosphatidylinositol (PtdIns) are membrane-bound 
lipids that play an important role in the regulation of chemotaxis, among other cellular processes 
[243,244]. In this section the structure and function of the phosphoinositides are discussed, in 
particular their role in the regulation of cell motility. 
4.2.1 Structure of the phosphoinositides 
The chemical structure of PtdIns is shown in Figure 4.1. The inositol ring (blue in Figure 4.1A) 
can be phosphorylated at the locations marked 2’–6’, although in practice the 2’ and 6’ positions 
are not phosphorylated due to steric hindrance. There are therefore seven distinct 
phosphoinositides; PtdIns(3)P, PtdIns(4)P, PtdIns(5)P, PtdIns(3,4)P2, PtdIns(3,5)P2, PtdIns(4,5)P2 
and PtdIns(3,4,5)P3, where the numbers in brackets indicate the phosphorylated sites [243].  
4.2.2 Interconversion between the phosphoinositides 
A variety of kinases and phosphatases act on the phosphoinositides to add or remove a 
phosphate from a particular position, allowing interconversion between the different forms. 
These kinases and phosphatases are employed to precisely regulate the expression of the 
phosphoinositides both spatially and temporally within the cell. Since the phosphoinositides are 
anchored to the inner phase of the plasma membrane, they diffuse up to 100 times more slowly 
than soluble messengers [245] and so may be localised to specific regions. The potential 
interconversions between phosphoinositides are illustrated in Figure 4.1B with a selection of 
kinases and phosphatases which catalyse the conversions.  
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4.2.3 PtdIns(3,4,5)P3 signalling 
PtdIns(3,4,5)P3 lies at the heart of a positive feedback mechanism controlling cytoskeleton 
dynamics [246,247]. PtdIns(3,4,5)P3 is produced by type I Phosphatidylinositide 3-kinases (PI3Ks) 
at the plasma membrane and degraded by Phosphatase and tensin homolog (PTEN). It plays an 
important role in the localisation of cytoskeleton formation; polarised distributions of 
PtdIns(3,4,5)P3 are found at the leading edges of a number of cell systems, most notably 
Dictyostelium [229] and neutrophils [248]. This polarisation has been attributed to PI3K activity at 
the leading edge and PTEN activation at the trailing edge [249,250] 
It appears that localisation of PtdIns(3,4,5)P3 affects the rate rather than the direction of cell 
motility, as shown by Kölsch et al. [247]. PtdIns(3,4,5)P3 promote to the plasma membrane—and 
so activate—a number of key regulators of forward cell motility.  
Rho GTPases. The Rho GTPases Rho, Rac and Cdc42, play an important role in actin regulation 
during chemotaxis, in particular, controlling the extension of the leading edge, formation of new 
attachments to the ECM at the leading edge and the detachment of the trailing edge. Rho 
regulates the contraction of the actin cytoskeleton leading to the detachment of the trailing edge 
from the substratum [251]. Rac and Cdc42 contribute to pseudopod formation—lamellipodia and 
 
Figure 4.1 Structure and interconversion of phosphatidylinositol  
A) Chemical structure of phosphatidylinositol (PtdIns). PtdIns has two non-polar fatty acid tails 
and an inositol polar head group which can be phosphorylated at the locations marked 3’–5’. B) 
Possible interconversions between phosphoinositides forms and a selection of phosphases and 
kinases which mediate them. PLC breaks this cycle by generating the soluble second messengers 
Ins(3,4,5)P3 and DAG. Adapted from [367]. 
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filopodia respectively—and development of the focal complexes [252]. In particular Rac and 
Cdc42 regulate WAVE and WASP proteins which control Arp2/3 activity, leading to actin 
filament formation. It appears that Rac and Cdc42 are activated solely at the leading edge by 
RhoGEFs which in turn are regulated by Ins(1,4,5)P3.  
Akt. Better known for its role in cell survival—Akt regulates FOXO1/3a/4 transcription factors 
that transactivate a number of downstream targets including cell-cycle inhibitors and metabolic 
regulators—it appears that Akt also plays an important role in cell motility, regulated by 
PtdIns(3,4,5)P3 [253]. Cells overexpressing Akt show increased cell motility and are more 
invasive. Akt enhances actin formation by activating the actin-binding protein girdin and also 
leads to increased Rac and Cdc42 activity. PtdIns(3,4,5)P3 acts to activate Akt by promoting Akt 
and PDK1 to the plasma membrane where the colocalisation of the two proteins enables efficient 
phosphorylation of Akt by PDK1 [254].  
4.2.4 PtdIns(4,5)P2 signalling 
Phospholipase C (PLC) is a family of proteins that interacts with membrane reversibly to catalyse 
the hydrolysis of PtdIns(4,5)P2 to the soluble second messengers Ins(1,4,5)P3 and Diacylglycerol 
(DAG). The production of Ins(1,4,5)P3 stimulates the mobilisation of calcium from intracellular 
stores to the cytoplasm and DAG activates protein kinase C (PKC) [255]. Several isoforms of PLC 
exist, which are activated by different effectors. These are discussed in more detail below.  
It had previously been considered that PtdIns(4,5)P2 served mainly as a substrate for PLC 
mediated production of Ins(1,4,5)P3 and DAG. However recent evidence indicates that the 
modification of PtdIns(4,5)P2 levels by PLC may itself play an important role in cell motility 
regulation. It appears that reduction in PtdIns(4,5)P2 levels leads to the disassembly of 
ezrin/radixin/moesin (ERM) proteins that adhere the cytoskeleton to the plasma membrane by 
activation of SDF1 [236]. Reduction in PtdIns(4,5)P2 levels is also thought to regulate the activity 
of actin-binding proteins. In particular it has been shown that cofilin binds PtdIns(4,5)P2, leading 
to deactivation [256]. Is has been suggested that PtdIns(4,5)P2 contributes to the maintenance of 
PtsIns(3,4,5)P3 polarisation through modulation of PTEN [257].  
4.2.5 Calcium signalling 
Calcium signalling appears to play a crucial role in the regulation of cell motility [258]. Calcium 
signalling is observed on several different timescales; transient and spatially localised increases 
in the level of intracellular calcium are observed during cell migration [259] and control, for 
example, the disassembly of cell adhesion structures at the trailing edge. On a longer timescale, 
gradients of calcium are observed in migrating cells with the lowest concentration observed at 
the leading edge [260,261]. This is a somewhat counter-intuitive result since many of the proteins 
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known to be involved in cytoskeletal remodelling at the leading edge require high calcium 
concentrations for activation. Recent experiments by Wei et al. [262,263] showed that short lived 
high calcium microdomains about 5 μm in diameter with lifetimes from 4‒10 ms, called ‘calcium 
flickers,’ are observed at the leading edge of migrating cells. They showed that the flickers are 
triggered by calcium influx through the stretch activated cation channel TRPM7 and amplified 
by Ins(1,4,5)P3 mediated calcium release from the endoplasmic reticulum.  
Importantly they demonstrated that the calcium flickers play a key role in direction sensing in 
fibroblasts in response to PDGF. Cells exposed to a PDGF-BB gradient showed increased flicker 
activity in the region of the cell closest to the PDGF-BB source correlated with the cells turning 
towards the PDGF. Knockdown of TRPM7 or Ins(1,4,5)P3 receptors compromised the flicker 
activity and turning while addition of an Ins(1,4,5)P3 analogue increased both. Abolition of 
calcium flickers by addition of EGTA slowed the turning, further reinforcing the link between 
flickers and gradient sensing. 
4.3 Phospholipase C in chemotaxis 
4.3.1 Biological activity of Phospholipase C isozymes 
PLC catalyses the hydrolysis of PtdIns(4,5)P2 to the second messengers Ins(1,4,5)P3 and DAG. To 
date, 13 isozymes of PLC have been identified in mammals, falling into six subtypes, PLCγ, β, δ, 
ε, η and ξ [264], the domain structure of which are shown in Figure 4.2. All isozymes contain the 
highly conserved X and Y domains that are responsible for catalysing the hydrolysis of 
PtdIns(4,5)P2, however the regulatory pathways controlling the different isozymes appear to be 
distinct. Most isozymes contain a pleckstrin homology (PH) domain, a common superfold found 
in a diverse group of proteins involved in intracellular signalling [265], many of which bind 
membrane phospholipids with varying degrees of selectivity and specificity; the PLCδ1-PH 
domain has been shown to bind PtdIns(4,5)P2 and is otherwise known to mediate interactions 
with PtdIns(3,4,5)P3. The PLCγ isozymes uniquely contain a specific array with domains that, 
among other functions, enable their direct activation by phosphorylated PDGF receptor (PDGFR) 
[266]. PLCε contain three domains that are not present in the other isozymes including the Ras-
family association domains RA1 and RA2, which have been shown to bind to H-Ras and Rap1A 
respectively, leading to the activation of PLC [267]. The third unique domain, a CDC25 
homology domain, functions as a GEF for Rap1A (but not other Ras family proteins). In addition 
activated RhoA stimulates PLCε by direct binding to the catalytic Y domain [268]. 
There appears to be a regulatory relationship between PLCγ and PLCε; PLCγ can activate PLC 
via RasGFP3 and Rap2B [269] in response to growth factor stimulation, however, this is not an 
unique regulatory pathway as a mutant form of PDGFR that is unable to bind PLCγ is still able 
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to activate PLCε [270]. A comprehensive review of the structure and function of the PLC family 
is presented by Kadamur and Ross [271]. 
4.3.2 Role of Phospholipase C in chemotaxis 
PLC isozymes has been implicated in the regulation of chemotaxis in a number of different 
eukaryotic cell types. PLCβ isozymes has been implicated in migration of hemopoietic cells. 
Neutrophils lacking PLCβ2 and PLCβ3, the primary PLC isoforms expressed in neutrophils, 
show slightly reduced chemotactic response to a fMLP gradient while cells lacking both PLCβ2/3 
and PI3Kγ show no chemotactic response to either fMLP or CXL2, another neutrophil 
chemoattractant [272]. It was shown that neutrophils lacking both PLCβ and PI3Kγ showed a 
significant deficiency in F-actin polarisation, indicating that PLCβ and PI3Kγ signalling are 
involved in regulation of the actin cytoskeleton. By contrast, in T lymphocytes loss of PLCβ2 and 
PLCβ3 alone significantly inhibits chemotaxis [273]. Since chelation of intracellular calcium in 
wild type T cells produced a similar reduction in chemotaxis while inhibition of PKC produced 
no apparent chemotactic defect, it appears that the production of Ins(1,4,5)P3 rather than DAG is 
critical to the role of PLCβ in chemotaxis in this system.  
It has been reported that PLCγ plays a role in direction sensing in the response of 
adenocarcinoma cells to EGF [274]. EGF stimulates two peaks of actin polymerisation at the 
leading edge of adenocarcinoma cells triggered by an increase in free barbed ends. The first of 
 
Figure 4.2 Cartoon of the domain structure of the different PLC isozymes 
A representative isozyme from each class of PLC is shown with the position of the pleckstrin 
homology (PH) domain, EF-hand motif (EF), catalytic X and Y domain, and calcium-dependent 
phospholipid binding domain (C2) domain, Ras guanine nucleotide exchange factor (Ras GEF); Src 
homology domain (SH) where appropriate. Adapted from [271]. 
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these has been shown to depend on cofilin severing regulated by local PLCγ mediated depletion 
of PtdIns(4,5)P2 [234,275], strongly suggesting that PLCγ plays a role in direction sensing. It has 
been suggested however that PtdIns(4,5)P2 modulation by PLC plays an analogous but 
mechanistically distinct role in direction sensing in Dictyostelium discoideum. In this system PLC 
regulates PtdIns(3,4,5)P3 polarisation by controlling PTEN membrane recruitment [257]. It was 
shown that plc-null cells produce significantly lower levels of PtdIns(3,4,5)P3 while PLC 
overexpression elevates global levels of PtdIns(3,4,5)P3 and leads to inhibition of chemotaxis by 
depleting PtdIns(4,5)P2 and so prevents membrane recruitment of PTEN.  
PLC isozymes have also been implicated in chemotactic response to PDGF-BB. Porcine aortic 
endothelial (PAE) cells expressing a hyper-sensitive PDGF-BB β-receptor mutant [276] show a 
chemotactic response in cells at PDGF-BB concentrations two orders of magnitude lower than the 
wild type receptor. This increased chemotactic response was shown to be correlated with 
increased PLCγ1 activity [277]. Overexpression of PLCγ1 was shown to lead to 
hyperchemotactic behaviour while over expression of a catalytically inactive PLCγ1 mutant did 
not affect the chemotactic response. PLC was shown to be required for chemotaxis of fibroblasts 
towards PDGF-BB [263]. Unlike the adenocarcinoma system, calcium dynamics modulated by 
Ins(1,4,5)P3 were suggested as the primary mechanism for the PLC involvement rather than 
PtdIns(4,5)P2 depletion.  
It is clear that there are open questions about the role of particular PLC isozymes in chemotaxis 
in different cell systems. This work aimed to develop and apply fluorescence techniques to 
investigate the role of a specific isozyme, PLCε, in fibroblast chemotaxis using fibroblasts 
derived from wild type and transgenic mice with null or mutated plce1 alleles.  
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4.4 Fluorescent biosensors for probing signalling pathways in chemotaxis 
A number of fluorescent biosensors have been developed which may provide insight into the 
dynamics of the pathways regulating chemotaxis.  
4.4.1 Biosensors for phosphoinositide signalling  
PH domain – fluorescent protein fusion constructs can be used to monitor phosphoinositide 
dynamics, for example the PH domain of Akt exhibits a strong affinity for 3’-phosphorylated 
lipid products of PI3K, PtdIns(3,4)P2 and PtdIns(3,4,5)P3 while the PH domain of PLCδ1 binds 
PtdIns(4,5)P2 [278]. Localisation of GFP-Akt-PH was used to demonstrate an accumulation of 
PtdIns(3,4,5)P3 at the leading edge of chemotaxing neutrophils [248]. Numerous similar 
experiments have been performed in mammalian cells, bacteria and amoeba [279,280].  
However, in many cell lines the use of intensity or translocation based readouts for PH domain 
translocation in response to accumulation of phosphoinositides can be complicated by changes 
in cell morphology. For example, ruffling at the membrane can create transient areas of increased 
cytoplasm thickness near the membrane that can give an increase in that is not associated with 
translocation. Figure 4.3 shows a MEF transfected with EGFP-PLCδ-PH illustrating this effect. 
These issues have motivated the development of ratiometric FRET based biosensors for 
 
Figure 4.3 A mouse embryonic fibroblast expressing with PLCδ-PH–GFP 
A mouse embryonic fibroblast transfected with PLCδ-PH–GFP, A) fluorescence and B) DIC image. 
The area marked with a white arrow shows a membrane region with an high level of fluorescence 
that is at least in part due to membrane ruffling; it is clear from the DIC image that the cell is 
thicker here that the rest of the leading edge, so increasing the amount of cytoplasm and 
membrane in the confocal volume. The area marked with a red arrow shows an region with 
increased fluorescence where the cell does not seem to be substantially thicker, indicating that the 
increased fluorescence may be due to membrane translocation of PLCδ-PH–GFP. 
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phosphoinositide accumulation. For example Ananthanarayanan et al. [281] developed an Akt-
PH based biosensor consisting of the Akt-PH domain and a ‘pseudoligand’ sequence which has a 
moderate affinity for the PH domain sandwiched between the fluorescent proteins ECFP and the 
EYFP derivative Venus. In the presence of PtdIns(3,4,5)P3 or PtdIns(3,4)P2 it is expected that the 
pseudoligand will be outcompeted, leading to a conformational change and consequent change 
in FRET between ECFP and Venus. Sato et al. demonstrated [282] a similar probe called fillip, 
consisting of a PH domain from GRP1 that selectively binds PtdIns(3,4,5)P3 and two rigid α-
helical linkers, joined by a di-glycine hinge sandwiched between ECFP and EYFP, and a 
membrane tether which localises the probe to the plasma membrane.  
FRET has previously been used to report on phosphoinositide translocation and it has been 
suggested that PtdIns(3,4,5)P3 localises in microdomains within the plasma membrane [283,284] 
where the local density may be high enough to allow efficient FRET between bound PH-
domains. Van der Wal et al. [285] used this approach to report on the membrane translocation of 
PLC δ1-PH to readout PtdIns(4,5)P2 accumulation. They co-transfected cells with ECFP-PLCδ1-
PH and EYFP-PLCδ1-PH and observed that, upon hydrolysis of PtdIns(3,4)P2, the PH domains 
translocate to the membrane and a reduction in FRET is observed.  
There are a number of issues which must be considered when using phosphoinositide 
biosensors. Várnai and Balla published a review detailing some of the challenges they have 
encountered [279]. Some of the key issues are detailed below. 
Specificity of inositide recognition. It is becoming clear that the specificity of inositide binding 
domains is lower than was previously thought. It is now understood that the binding domains 
are localised to the cell membrane through a number of different interactions that prevent 
unwanted cross-talk between pathways. Therefore simple single-lipid in vitro binding assays 
such as fat blots [286], which use immunoblotting of membrane binding proteins incubated in 
lipid doped nitrocellulose membranes, may give misleading results. Domains that appear to 
provide poor specificity in the assay may, in fact, perform well in vivo or equally domains that 
have a high affinity may not faithfully represent the cellular distribution of the lipid. It also 
seems that many inositide binding domains show at least a low specificity for many of the other 
inositide species. In particular since the specificity is provided primarily by the inositol group, 
there can be significant crosstalk between inositol lipids and their soluble counterparts, for 
example, nearly all PtdIns(4,5)P2 binding domains are somewhat sensitive to Ins(3,4,5)P3 
concentrations [287]. It may be advantageous to simultaneously monitor several probes for 
different species to disambiguate this cross-talk. 
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Competition with endogenous binding proteins. Since there is only a limited pool of 
phosphoinositides ‒ they constitute roughly 2% of membrane lipids ‒ any biosensor will be 
competing with endogenous binding proteins; it is thought that in vivo inositide lipids are in 
complex the majority of the time. This presents two issues; the biosensor may disrupt the 
signalling pathway being studied by outcompeting the natural pathway, particularly if the 
sensor is over-expressed in the cell. Since the senor will only report on lipids it can access, it is 
possible that the fluorescence intensity may not accurately reflect the concentration of lipids at 
that area if they are bound by the endogenous proteins. It is noted that some domains perform 
better in certain subcellular locations, therefore careful consideration should be given to the 
binding domain chosen for the probe, depending on the application. 
4.4.2 Biosensors for Ins(1,4,5)P3 concentration  
Measurements of Ins(1,4,5)P3 production are often used as a proxy for monitoring PLC activation 
in biochemical assays [288,289] since PLC breaks down PtdIns(4,5)P2 into Ins(1,4,5)P3 and DAG. 
Sato et al. [290], Tanimura et al. [55] and Remus et al. [291] have demonstrated ECFP-YFP based 
biosensors for InsP3 called fretino, LIBRA and FIRE respectively. The fluorescent proteins are 
linked to the Ins(1,4,5)P3 binding region of an Ins(1,4,5)P3 receptor, which undergoes a 
conformation change upon binding, altering the distance between the fluorophores and so the 
level of FRET. 
Unlike the other Ins(3,4,5)P3 biosensors, the LIBRA probe, illustrated in cartoon form in Figure 
4.4, contains a neuromodulin membrane localisation tag. Since Ins(1,4,5)P3 is a soluble messenger 
produced by PLC at the membrane which will diffuse rapidly through the cell, LIBRA 
preferentially provides an indicator of the localisation of Ins(1,4,5)P3 production. LIBRA consists 
 
Figure 4.4 Cartoon of the Ins(1,4,5)P3 biosensor LIBRA 
A) Cartoon of the Ins(1,4,5)P3 biosensor LIBRA showing the neuromodulin membrane binding 
domain tethered to the plasma membrane. B) Upon binding to Ins(1,4,5)P3 (red dot) the IP3R 
domain changes conformation, leading to a reduction in FRET. 
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of the rat type 3 Ins(1,4,5)P3 receptor (IP3R) sandwiched between ECFP and EYFP with the N-
terminus of neuromodulin acting as a membrane targeting signal, as shown in Figure 4.4. It was 
observed that, when exposed to Ins(1,4,5)P3 after permeabilisation, there is a reduction in FRET 
efficiency, presumably due to a change in conformation of neuromodulin although the 
mechanism underlying this is not discussed. 
4.4.3 Biosensors for small Rho GTPases  
Matsuda et al. have developed the Raichu family of FRET biosensors based on a common 
backbone that sense activation of different small GTPases including Rac1 [53], Cdc42 [53], Rho 
[292], Ras [293] and Rap [293]. The Rac1 sensor, Raichu-Rac, illustrated in Figure 4.5A, consists of 
the protein Rac1 and the Cdc42- and Rac-interactive binding motif (CRIB) of PAK sandwiched 
between the fluorescent proteins ECFP and EYFP with the CAAX box of Rac1 at the C-terminus 
to localise the probe to the membrane. When the Rac1 subunit is in an activated GTP bound form 
 
Figure 4.5 Cartoon of the Rac1 biosensors FLAIR and Raichu-Rac1  
A) Cartoon of the fluorescent intermolecular Rac1 biosensor FLAIR. When Rac1 is activated it 
binds the PAK binding domain (PBD) leading to FRET between CyPet and YPet. B) Cartoon of the 
Raichu-Rac1 intramolecular Rac1 biosensor which undergoes a conformational change upon Rac1 
activation, leading to an increase in FRET activity. 
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intermolecular binding occurs between it and the CRIB-PAK subunit, bringing the EYFP closer 
to the ECFP and so the level of FRET is increased relative to the inactive Rac1 form. The Rac1 
CAAX box localises the probe to the membrane, where Rac1 is most likely to become activated.  
The Hahn lab has also developed a Rac1 biosensor, taking a different approach. The FLAIR Rac1 
sensor [52], illustrated in Figure 4.5B, is an intermolecular biosensor consisting of two separate 
constructs: full length Rac1 tagged with CyPet, a cyan fluorescent protein, and a fragment of p21 
activated kinase (PAK) tagged with YPet, a yellow fluorescent protein. The PAK domain binds 
specifically to the active form of Rac1 and so an increase in FRET is observed when Rac1 is 
activated in cells transfected with both constructs. 
4.5 Selection of a replacement fluorescent protein for ECFP 
4.5.1 Problems with the use of ECFP for FLIM-FRET experiments 
ECFP and its derivatives are widely used in FRET biosensors in combination with a EYFP 
acceptor. As such it has been the subject of considerable study [189,222]. It is thought that ECFP 
adopts at least two conformations with different quantum yields and so exhibits two different 
fluorescence lifetimes.  
This introduces a number of properties that are undesirable in a FRET donor. The most obvious 
is that the fluorescence of a population of ECFP exhibits a strongly multi-exponential decay 
profile due to the presence of different conformational states. This significantly complicates the 
extraction of FRET parameters, such as fraction of donor undergoing FRET since the donor and 
donor-acceptor decays will both show a complex decay profile. In addition, the lifetime of ECFP 
exhibits a strong temperature dependence due to the thermal dependence of the slow dynamic 
equilibrium between the conformations [222]. This introduces an exacting requirement for 
temperature stability and calibration that can be difficult to achieve in live cell imaging. A 
number of transient artefacts can be introduced upon stimulation by this property, for example a 
lifetime shift may be observed if cells are stimulated with a media that is not incubated at exactly 
the same temperature or if stimulation requires disturbing the temperature incubation by 
opening the incubator door. Finally, ECFP also has a relatively poor quantum yield, which may 
in part be due to the conformational instability of the beta barrel, giving rise to alternative non-
radiative decay pathways. 
4.5.2 Improved cyan fluorescent proteins 
In recent years a large number of improved cyan fluorescent proteins have been developed, 
offering more favourable properties for fluorescence imaging. These fall broadly into two 
groups: mutants derived from ECFP and those from a blue shifted fluorescent protein cFP484, 
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derived from the coral Clavularia. Of the ECFP derivatives, two leading families have emerged, 
mTurquoise [60,294] and mCerulean [295–297]. Both proteins have been developed using 
structure guided mutagenesis and library screening approaches and are reported to provided 
significantly increased quantum yields and longer, mono-exponential fluorescence lifetimes. 
These improvements have been attributed to stabilisation of the beta barrel, particularly in 
strands 7 and 8, and strengthening of the hydrogen bond stabilising the chromophore relative to 
ECFP [60,297,298].  
The relative merits of mCerulean3 and mTurquoise, in particular their relative photostability, has 
been the subject of considerable debate. There is general agreement that the two fluorescent 
proteins have comparable quantum yields, lifetimes and brightness. Using agarose beads 
labelled with various cyan fluorescent proteins, Markwardt et al. [297] claimed that mCerulean3 
showed significantly improved photostability over mTurquoise and mCerulean and reduced 
photoswitching. However, subsequent experiments in mammalian cells under relevant imaging 
conditions more relevant to this work have failed to reproduce this photoswitching behaviour 
and appeared to show that mTurquoise undergoes photobleaching at a slower rate than 
mCerulean3 [294].  
The monometric teal fluorescent protein mTFP1 was engineered by directed mutagenesis from 
the tetrameric coral fluorescent protein cFP484 [299]. mTFP1 is red shifted from the ECFP 
derivatives with a excitation peak of 462 nm and an emission peak of 492 nm, giving it a larger 
spectral overlap with EYFP. mTFP1 is reported to have a mono-exponential lifetime and has one 
of the highest quantum yields at 85%. 
  
Fluorophore Ex.  
nm 
Em. 
nm 
Ext. 
x103 M-1cm-1 
QY Brightness Brightness  
  in vivo 
ECFPb 433 475 28 0.36 10 40 
mTurquoisea 433 475 30 0.84 25 129 
mCeruleana 433 475 33 0.49 16 87 
mCerulean3a 433 475 30 0.56 17 100 
mTFP1a 462 492 64 0.85 54 n.d. 
Table 4.1 Photophysical properties of a number of cyan fluorescent proteins 
Photophysical properties of a number of cyan fluorescent proteins as reported in the literature. 
Values reported are obtained from: a[60], b[299] 
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4.5.2.1. Measurement of lifetime properties of cyan fluorescent proteins 
While most of the proteins have published lifetime information, the manner in which the decays 
were measured, fitted and interpreted varies significantly. For example, mCerulean has been 
reported [295] to be mono-exponential, however later studies suggested it is best fit by a bi-
exponential decay [300,301], which is consistent with experiences in this laboratory. Therefore 
the lifetime decay parameters were determined for a number of candidate cyan fluorescent 
proteins, ECFP, mCerulean, mCerulean3, mTurquoise and mTFP1 in a consistent manner using 
TCSPC based measurements of the fluorescence decay profiles of cytosol extracts of cells 
expressing the proteins. mTurquoise2 had not been published at the time of measurements. The 
reported steady state photophysical properties of these FPs are shown in Table 4.1. 
The fluorescence decays of cytosol extracts of cells expressing the candidate FPs were measured 
using a home built spectrofluorometer as follows. 
4.5.2.2. Preparation of cytosol extracts of candidate fluorescent proteins  
HEK293T cells were transfected using PEI (polyethylenimine) in Opti-MEM (Invitrogen). The 
cells were grown in 10 % FBS supplemented DMEM in 75 cm2 flasks until sub-confluent. 10 μg of 
plasmid DNA for the appropriate fluorescent protein was premixed with 25 μm of PEI and 
added, with fresh media, to each flask. The cells were incubated for 8-10 hours, washed and 
replaced in fresh media. The cells were detached and then homogenised in lysis buffer (50 mM 
TrisCl, pH 7.4, 50 mM mannitol and 2mM EDTA). The cytosol was extracted by centrifugation 
(500 ×  푔) placed on top of a layer of membrane re-suspension buffer (50 mM TrisCl, pH 7.4, 300 
mM mannitol and 40 M EDTA) before ultracentrifugation at 40,000 rpm. The cytosol preparation 
was filtered and concentrated with a 30KDa cut off filter spin column at 3,000 rpm. 
4.5.2.3. Time resolved solution phase measurements 
Time resolved solution phase measurements were made on an in-house TCSPC (SPC730, Becker 
and Hickl, GMBH) based multidimensional cuvette spectrofluorometer previously described 
[302]. Briefly, the system uses a 20 MHz supercontinuum laser (SC400-2, Francium, UK) with a 
prism based spectral selection to allow arbitrary excitation between 400 and 800 nm. A 
monochromator is used for selection of emission light which is detected using a PMT (PMC-100, 
Becker and Hickl, GMBH). IRF measurements are made using scattered light from a colloidal 
silca solution (LUDOX SM-30, Aldrich). 
Measurements of cytosol extracts of cyan fluorescent proteins were made with excitation at 430 
nm and fluorescent decays were recorded at emission wavelengths of 480 nm, with the exception 
of mTFP1 which was excited at 460 nm. A 475 long pass emission filter was used to block any 
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residual scattered light. The integration time was set to capture approximately 60,000 photons in 
the peak.  
4.5.2.4. Fitting of lifetime decays and results 
The decays were analysed globally across the emission channels using a double exponential 
decay model and a triple exponential decay model. If a significant reduction in 휒( was observed 
using the triple exponential model, the results of the triple exponential model were reported. 
Table 4.2 shows the fitted lifetimes and average fractional contributions. 
4.5.2.5. Selection of optimal mono-exponential cyan fluorescent protein 
Of the measured proteins, mTurquoise has the smallest contribution of a second lifetime at less 
than 2%. According to the literature it is among the brightest and most photostable in in vivo 
intracellular experiments [60]. As previously observed, mCerulean shows a decay profile that 
deviates significantly from a mono-exponential. Interestingly, mCerulean3 also appears to show 
a significantly bi-exponential decay.  
mTFP1 is also reasonably well fitted by a mono-exponential model and, according to the 
literature, is the brightest of the measured fluorescent proteins [299]. In principle, its slightly red-
shifted spectrum offers some advantages; it has a larger emission-excitation spectral overlap 
with EYFP and excitation at 445 nm rather than 435 nm may be less phototoxic. However the 
different spectral properties of mTFP1 mean that existing ECFP/YFP filters are not suitable due 
to slight red shift mTFP1 of compared to ECFP. Suitable emission filters for mTFP1 which 
exclude EYFP emission, for example 494/20 nm, have a narrower bandpass than typical ECFP 
filters, for example 482/35 nm, almost completely countering any increase in brightness.  
Since the replacement FP will be used as a direct replacement for ECFP, it is important to 
consider whether the replacement is likely to alter the function of the biosensor in unexpected 
ways. As discussed in §1.3.6, optimising biosensors is often a lengthy and involved processes 
Fluorophore 흉ퟏ 
ns 
휷ퟏ 흉ퟐ  
ns 
휷ퟐ 흉ퟑ 
ns 
휷ퟑ 흉풎풆풂풏 
ns 
ECFP 3.66 0.4 1.72 0.31 0.516 0.29 3.96 
mTurquoise 4.08 0.98 1.53 0.02 - - 4.06 
mCerulean 3.41 0.50 1.01 0.50 - - 2.86 
mCerulean3 4.05 0.2 0.51 0.8 - - 2.86 
mTFP1 3.02 0.9 1.33 0.1 - - 2.95 
Table 4.2 Fitted decay parameters for cytosol extracts of cyan fluorescent proteins 
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requiring different linker lengths, protein orientations etc. to be considered. As mTurquoise is 
derived from ECFP the two proteins are highly homologous, as shown in Figure 4.6 and are 
identical at the terminal regions. Unsurprisingly therefore, the structures of the two proteins 
obtained by X-ray crystallography are extremely similar, as shown in Figure 4.7. Since mTFP1 is 
derived from an entirely different protein, it shows little sequence homology with ECFP and, 
although the two proteins are structurally similar, mTFP1 has a more elliptical beta barrel. This 
makes it less likely that mTFP1 will perform optimally as a direct replacement for ECFP 
compared to mTurquoise. This is borne out by experimental measurements; in two published 
cases an mTFP1 modified biosensor showed a reduced dynamic range compared to the original 
sensor [299,303], while biosensors modified to include mTurquiose have been shown to exhibit 
greater dynamic range than the ECFP original [75,304]. Therefore mTurquoise appears to be the 
best choice for to replace ECFP available at the time of measurement.  
 
 
Figure 4.6 Sequence alignment of ECFP with mTurquoise and mTFP1 
Protein alignment generated using Clustal [305] of A) ECFP and mTurquoise (mTq) and B) ECFP 
and mTFP1 (mTFP). | - Identical AA, : - AA with similar properties, . – dissimilar AA.  
ECFP   1  MVSKGEELFTGVVPILVELDGDVNGHKFSVSGEGEGDATYGKLTLKFICT 
          ||||||||||||||||||||||||||||||||||||||||||||||||||
mTq    1  MVSKGEELFTGVVPILVELDGDVNGHKFSVSGEGEGDATYGKLTLKFICT
ECFP  51  TGKLPVPWPTLVTTLTYGVQCFSRYPDHMKQHDFFKSAMPEGYVQERTIF
          |||||||||||||||::|||||:|||||||||||||||||||||||||||
mTq   51  TGKLPVPWPTLVTTLSWGVQCFARYPDHMKQHDFFKSAMPEGYVQERTIF
ECFP 101  FKDDGNYKTRAEVKFEGDTLVNRIELKGIDFKEDGNILGHKLEYNYNSHN
          ||||||||||||||||||||||||||||||||||||||||||||||.|.|
mTq  101  FKDDGNYKTRAEVKFEGDTLVNRIELKGIDFKEDGNILGHKLEYNYISDN
ECFP 151  VYIMADKQKNGIKVNFKIRHNIEDGSVQLADHYQQNTPIGDGPVLLPDNH
          |||.|||||||||.|||||||||||.||||||||||||||||||||||||
mTq  151  VYITADKQKNGIKANFKIRHNIEDGGVQLADHYQQNTPIGDGPVLLPDNH
ECFP 201  YLSTQSALSKDPNEKRDHMVLLEFVTAAGITLGMDELYK   
          ||||||.|||||||||||||||||||||||||||||||| 
mTq  201  YLSTQSKLSKDPNEKRDHMVLLEFVTAAGITLGMDELYK 
ECFP   1 MVSKGEELFTGVV----PILVELDGDVNGHKFSVSGEGEGDATYGKLTLK 
         |||||||...||:    .|.::::|:||||.|.:.|||||....|..|:. 
mTFP   1 MVSKGEETTMGVIKPDMKIKLKMEGNVNGHAFVIEGEGEGKPYDGTNTIN 
ECFP  47 FICTTG-KLPVPWPTLVTTLTYGVQCFSRYPDHMKQHDFFKSAMPEGYVQ 
         .....| .||..:..|.|...||.:.|::|||.:.  ::||.:.||||.. 
mTFP  51 LEVKEGAPLPFSYDILTTAFAYGNRAFTKYPDDIP--NYFKQSFPEGYSW 
ECFP  96 ERTIFFKDDGNYKTRAEVKFEGDTLVNRIELKGIDFKEDGNILGHKLE-Y 
         |||:.|:|.|..|.::::..|.|:.:..|.|||.:|..:|.::..|.. : 
mTFP  99 ERTMTFEDKGIVKVKSDISMEEDSFIYEIHLKGENFPPNGPVMQKKTTGW 
ECFP 145 NYNSHNVYIMADKQKNGIKVNFKI----RHNIEDGSVQLADHYQQNTPIG 
         :.::..:|:.....|..:|....:    .|.::..::..|.. 
mTFP 149 DASTERMYVRDGVLKGDVKHKLLLEGGGHHRVDFKTIYRAKK-------- 
ECFP 191 DGPVLLPDNHYLSTQSAL---SKDPNEKRDHMVLLEFVTAAGITLGMDEL 
               .|.|||.|::..:..:   .||.|:    :.:.|...|...|.||||| 
mTFP 191 --AVKLPDYHFVDHRIEILNHDKDYNK----VTVYESAVARNSTDGMDEL 
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Figure 4.7 Comparison of structure of ECFP with (A) mTurquoise and (B) mTFP1 
Overlapped crystal structure of A) ECFP, PDB entry 2WSN [306] (cyan) and mTurquoise, PDB 
entry 4AR7 [307] (gold) and B) ECFP (cyan) and mTFP1, PDB entry 2HQK [299] (purple) visualised 
using PyMol [308].  
4.6 Development of improved biosensors for investigating signalling in 
chemotaxis using fluorescence lifetime imaging 
In the section the selection of biosensors for investigation of the role of PLC isozymes in 
chemotaxis and their modification for time resolved imaging by replacing the donor with 
mTurquoise is discussed. 
To investigate the role of PLC isozymes in chemotaxis it would be desirable to use a reporter of 
PLC phospholipase activity and a downstream effector that became polarised during directional 
migration that could be used as a proxy for chemotactic behaviour. This would allow the 
detection of spatial defects in downstream signalling.  
To date there are no FRET biosensors based directly on PLC, which is a large protein that is not 
easily over-expressed. As discussed in §1.5.3 there are a number of biosensors for Ins(1,4,5)P3, a 
direct product of phospholipase activity which is often used as a proxy for PLC activation. A 
potential issue with the use of an Ins(1,4,5)P3 reporter as a surrogate for PLC activity is that 
Ins(1,4,5)P3 is a soluble molecule and as such will rapidly diffuse away from the source of 
production, potentially compromising the spatial information provided by the sensor. The use of 
the Ins(1,4,5)P3 sensor LIBRA may avoid this issue as it contains a neuromodulin membrane 
binding tag and so preferentially reports on Ins(1,4,5)P3 concentration at the membrane, where it 
is produced.  
The small Ras family GTP-ases are known to be intimately involved in migration in fibroblasts 
and a number of biosensors have been developed to report on their activity, as discussed in 
§4.4.3. Of the biosensors for these proteins, the Rac1 sensors show significantly higher dynamic 
range than the others [52,53], making it an attractive marker of formation and maintenance of 
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protrusions. There are two biosensors for Rac1, an intermolecular sensor FLAIR [53], and an 
intramolecular sensor Raichu-Rac1 [53].  
The relative merits of the two different types of biosensor are discussed in general in §1.3.3. In 
this case, the intermolecular sensor FLAIR has a number of critical advantages. It offers 
significantly higher dynamic range than the intramolecular sensor and, as the donor and 
acceptor fluorophores are expressed in different plasmids, the fluorophores can be cloned more 
easily. One of the primary concerns using intermolecular sensors is cell to cell variations in 
stoichiometry but this is not so significant in the context of live cell time course imaging as the 
results are compared internally within one cell. 
  
 138 
4.6.1 Development of an mTurquoise based Rac1 reporter 
A new version of FLAIR with CyPet replaced with mTurquoise was cloned. Briefly, mTurquoise 
was excised by PCR and cloned into the CyPet-Rac1 vector in place of CyPet by restriction digest 
and ligation rather than the more conventional approach of cloning Rac1 into the mTurquoise 
vector. This approach ensured that the only changes to the CyPet-Rac1 vector were the nine 
amino-acid substitutions that transform ECFP into mTurquoise and the seven (non-intersecting) 
amino-acids differing between ECFP and CyPet. The promoter and linker regions remain 
unchanged, minimising the potential to compromise the activity of the probe.  
The two FLAIR components, pCyPet-Rac1 and pYPet-PDB, consist of the respective domains 
cloned into the pEGFP-C1 derived vectors pCyPet and pYPet [53]. In both vectors the 
fluorophore is flanked by restriction sites NheI and BglII which are unique sites both in the 
vectors and the full constructs. CyPet and YPet were replaced with different FP using the 
following cloning strategy:  
A fragment containing the fluorescent protein flanked by the restriction sites NheI and BglII on 
the C- and N-terminus respectively were obtained by PCR from the fluorophore vector shown in 
Table 4.3. The forward primers consisted of the first 18 bases of the FP (turquoise) preceded by the 
NheI restriction recognition site GCTAGC (red). A six base padding sequence (green) was added 
to the front of the primer. The reverse primer consisted of the reverse compliment the last 18 
bases of the FP, a nine base pair spacer which was present in the original constructs before the 
restriction site (yellow), the BglII restriction recognition site AGATCT (red) and a four base pair 
padding sequence (green). The fragments and the pCyPet-Rac1 and pYPet-PDB constructs were 
then digested using NheI and BglII. The restriction product was analysed by gel electrophoresis 
and the resulting fragments purified by gel extraction. The new FP–vector combinations were 
combined by ligation and used to transform chemically competent bacterial cells. These cells 
were selected using the antibiotic Kanamycin, to which the pCyPet and pYPet vectors contain a 
resistance gene. Cultures of the transformed cells were grown from which the plasmid of interest 
was purified. The plasmid was then verified by direct sequencing with the primers previously 
used to obtain the fluorophore fragments. The performance of the modified sensor was 
demonstrated in the FLIM-FRET IPA-3 dose-response experiment shown in §3.11.2. 
 Primer Sequence  
1 FLAIR FWD CTACTA GCTAGC AACATGGTGAGCAAGGGC 
2 FLAIR REV CTGA AGATCT GAGTCCGGA ACTTGTACAGCTCGTCCAT 
Table 4.3 Primers used in cloning of mTurquoise-FLAIR 
Primers were synthesised by Life Technologies, Ltd.  
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4.6.2 Development and validation of mTurquoise Ins(1,4,5)P3 sensor 
To replace ECFP in the Ins(1,4,5)P3 biosensor LIBRA with mTurquoise an similar approach was 
taken. In this case an overlap PCR based strategy was employed to preserve the neuromodulin 
membrane tag in place.  
The most convenient unique restriction sites for excising ECFP from LIBRA are NheI at the C-
terminus of the neuromodulin domain and BspEI at the N-terminus of the ECFP domain, since 
there are no restriction sites close to the start of the ECFP domain. A neuromodulin-mTurquoise 
fusion fragment was created using overlap PCR with the primers shown in Table 4.3. Primer A 
consists of a padding sequence (blue), the restriction site NheI (red) and the start of the 
neuromodulin sequence (green). Primer B consists of the reverse compliment of the end of the 
neuromodulin sequence (yellow) and beginning of the mTurquoise (turquoise) sequence. Primer C 
consists of the end of the neuromodulin sequence (yellow) and beginning of the mTurquoise 
(turquoise) sequence. Primer D consists of the reverse compliment of the end of the mTurquoise 
sequence (green), the restriction site BspEI (red) and a padding sequence (blue). 
Primers A and B were used to amplify the neuromodulin sequence from the LIBRA vector and 
primers C and B to amplify mTurquoise from the vector mTurquoise-N1. These two fragments 
have approximately 12 bases of overlap and were used as the template in a further PCR reaction 
to amplify a fusion sequence using primers A and D. An overlap extension PCR was performed 
with the two fragments in equimolar quantities. For the first five cycles no primers were added 
to allow annealing between the two fragments. After five cycles 1μl of each of primers A and D 
were added to the reaction. The reaction was analysed by gel electrophoresis. 
 Primer Sequence  
3 Neuromodulin FWD (A) AGATCC GCTAGC GGGATCCACCGGT 
4 Neuromodulin REV (B) GCCCTTGCTCACCA TGATCTTTTGGTCC 
5 mTurq(Libra) FWD (C) GGACCAAAAGATC ATGGTGAGCAAGG 
6 mTurq(Libra) REV (D) TCGAGCTT TCCGGA CTTGTACAGCTCGT 
Table 4.4 Primers used in cloning of mTurquoise-LIBRA 
Primers were synthesised by Life Technologies, Ltd.  
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To test the response of the mTurquoise-LIBRA sensor, wild type immortalised mouse embryonic 
fibroblasts (MEFs) transfected with mTurquoise-LIBRA were stimulated with 100 ng/ml PDGF-
BB and imaged ratiometrically every 30 s for 25 minutes. The ratio of mTurquoise to EYFP 
emission was calculated, which is expected to increase with a reduction in FRET since LIBRA 
shows a reduction in FRET when bound to Ins(1,4,5)P3. Ratiometric measurements were made to 
facilitate comparison with previously published results [309]. The response of a representative 
cell is shown in Figure 1.6A. The level of Ins(1,4,5)P3 appears to increase after stimulation and 
fluctuates with a period of approximately four minutes. Although small, the observed change is 
of the same order of magnitude as seen in other in vivo results published with the LIBRA probe 
[309]. 
Figure 4.8 Response of the Ins(1,4,5)P3 sensor mTurquoise-LIBRA to PDBF-BB stimulation. 
Selection of frames from a time-course of a MEF transfected with mTurquoise-LIBRA stimulated 
with PDGF-BB imaged ratiometrically. The normalised ratio of mTurquoise to EYFP fluorescence 
is displayed, corresponding to reduced FRET and so increased Ins(1,4,5)P3 concentration. Cell 
shown cell is representative of 1 = 4 experiments 
 
Figure 4.9 Average response of the mTurquoise-LIBRA to PDGF-BB stimulation. 
Average FRET index for the time-course of a MEF transfected with mTurquoise-LIBRA (red) 
stimulated with PDGF-BB and (blue) unstimulated control, imaged ratiometrically shown in Figure 
4.8. The normalised ratio of mTurquoise to EYFP fluorescence is displayed, corresponding to 
reduced FRET and so increased Ins(1,4,5)P3 concentration.  
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4.7 Biochemical methods 
4.7.1 Cell culture and transfection 
4.7.1.1. Cell culture 
Immortalized wild type (WT) and PLCε null allele (KO) mouse embryonic fibroblasts (MEFs) 
were generated as described in [213] were cultured in 4.5 g/L glucose DMEM medium 
supplemented with 10% FBS, 2 mM L-glutamine and antibiotics (50 U/mL penicillin, 50 μg/mL 
streptomycin) at 37°C and 5% CO2. Cells were tested using the MycoFluor Mycoplasma 
detection kit (Invitrogen, USA) to ensure they were free of Mycoplasma contamination.  
4.7.1.2. Transfection and imaging media 
MEFs were transfected by electroporation using the Amaxa Nucleofector II (Lonza, USA). 24 
hours before transfection the cells were split and for each transfection 1.5 × 10& cells were seeded 
in an T75 flask. This ensured that the cells were at an optimal confluency before transfection. 
Before transfection, cells were detached using Trypsin (Gibco). For each transfection, the 
required DNA was mixed and added to 100 μl of Ingenio electroporation solution (Mirus, USA). 2.0 × 10& cells were resuspended in the electroporation buffer and the cells were immediately 
electroporated using program A-23. The cells were allowed to settle for five minutes and then 
diluted in 6 ml of growth media. The cells were then transferred to 35 mm or 50 mm glass bottom 
dishes (Matek, USA) containing  1ml of growth media. For the 35 mm dishes 0.5 ml of cell 
suspension was added per dish, for the 50 mm dishes 1 ml of the cell suspension was added to 
each dish. The cells were allowed to recover for at least two hours before starvation and imaging. 
  The cells were imaged in Earle's Balanced Salt Solution (EBSS) supplemented with 4 mM 
Glutamine, 1 mM Sodium Pyruvate, 2 mM CaCl2 and 1 mM.  
4.7.2 DNA preparation and manipulation 
4.7.2.1. Maxi- scale preparation of plasmid DNA 
Plasmid DNA was replicated for transfection using the following protocol. 50 μl of XL10 
competent cells were transformed with the plasmid. These were plated on Agar with the 
appropriate selective antibiotic and incubated at 37°C overnight. Individual colonies were picked 
and transferred to 250 ml of L-Broth. The L-Broth was incubated shaking overnight at 37°C. The 
bacterial culture was spun down at 4000 rpm for 10 minutes. Bacterial cells were resuspended in 
15 ml of Alkaline lysis buffer I (50 mM Glucose, 25 mM Tris pH 8.0, 10 mM EDTA pH 8.0) and 
lysed with Alkaline lysis buffer II (1% SDS, 200 mM NaOH). Genomic DNA was precipitated by 
adding 15 ml of Alkaline lysis buffer III (3M Potassium Acetate, 115mM Glacial Acetic Acid) and 
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incubating on ice for five minutes. The precipitate was removed by centrifugation at 4000 rpm 
for 15 minutes at 4°C and filtered using cheese cloth. 
Nucleic acid was precipitated by addition of 0.7 volumes of propan-2-ol and extracted by 
centrifugation at 4000 rpm for 15 minutes at 4°C. The extracted nucleic acid was washed in 10 ml 
of 70% EtOH and re dissolved in 2 ml of TE (pH 8.0). RNA was precipitated by addition of 2 ml 5 
M LiCl and removed by centrifugation at 4000 rpm for ten minutes at 4°C. The remaining nucleic 
acid was precipitated with 0.7 volumes of propan-2-ol and extracted by centrifugation at 4000 
rpm for ten minutes at 4°C. The nucleic acid was resuspended in 0.5 ml TE, pH 8.0. The 
resuspended nucleic acid was incubated shaking at 37°C with 5 μl RNAse A (Qiagen stock 19101, 
100 mg/ml) to remove any remaining RNA. 
An equal volume of solution containing 13% PEG 8,000 and 1.6 M NaCl was added to precipitate 
the DNA and the mixture stored on ice for 60 minutes. The mixture was centrifuged at 4000 rpm 
for 15 minutes at 4°C and the supernatant discarded. The pellet was redissolved in 200 μl TE (pH 
8.0) and an equal volume of phenol/chloroform added to extract the DNA. The mixture was 
vortexed for 30 seconds and centrifuged at 14,000 rpm for 5 minutes at room temperature. The 
aqueous phase was carefully extracted by pipetting and 0.1 volumes of 3 M sodium acetate and 
2.5 volumes of 100% EtOH added to precipitate the DNA. The DNA precipitate was extracted by 
centrifugation at 14,000 rpm for two minutes at 4°C and washed with 0.5 ml of 70% ethanol. The 
DNA pellet was dried and redissolved in 100 μl TE (pH 8.0) and the DNA concentration 
quantified using a NanoDrop (Thermo Fisher Scientific, USA).  
4.7.2.2. Amplification of fluorophore fragments by PCR 
Fluorophore fragments with appropriate restriction sites were amplified using the specified 
primers using the proof reading DNA polymerase KOD (#71085-3, Novagen) according to the 
manufacturers protocol. The reactions were then thermally cycled with the parameters shown in 
Table 4.5. The annealing temperature was chosen to be one degree lower than the lowest primer 
melting temperature. The PCR products were then analysed by gel electrophoresis on a 1% 
agarose gel stained with 10,000X GelRed (Biotium, #41002, a DNA-binding Ethidium Bromide 
substitute) alongside a 1kb+ ladder (Invitrogen). The DNA bands corresponding to the amplified 
fluorophore fragment at 720 bp were excised from the gel and purified.  
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Cycle Time  Temperature 
Activation 5 min 94°C 
35 cycles   
  Denature 30 s 94°C 
  Anneal 30 s 58°C 
  Extend  45 s 72°C 
Final Extension 10 min 72°C 
Table 4.5 PCR thermal cycling conditions 
4.7.2.3. Restriction digests 
Restriction digests were performed with enzymes from New England Bioscience with the buffers 
and reaction conditions listed in Table 4.6. All reactions were performed with 1 μg of DNA and 
10 units of enzyme. Fragment digestion reactions were incubated for longer as digestion near the 
end of a fragment is less efficient than digestion of a longer fragment. 
4.7.2.4. Ligation 
Ligation of the digested vectors and fluorophore fragments into the desired vectors was 
performed using the T4 DNA ligase enzyme (New England Bioscience, #M0202S). The ligation 
reaction was performed in a 20 μl volume with 50 ng of vector DNA and a 4:1 molar ratio of 
insert:vector DNA. The ligation reactions were incubated overnight at 16°C and then heat 
inactivated at 60°C for 10 minutes.  
  Conditions 
Enzymes Buffer Plasmid digest Fragment digest 
NheI, BglII NEBuffer 2 37°C, 2 hours 37°C, overnight 
NheI NEBuffer 2 37°C, 2 hours 37°C, 10 hours  
BspEI NEBuffer 3 37°C, 2 hours 37°C, 10 hours 
Table 4.6 Restriction digest reaction conditions 
4.7.2.5. Transformation of chemically competent E.coli 
DH5α chemically competent cells were transformed with the ligation reaction. The competent 
cells, stored at -80°C, were defrosted on ice before 10 μl of a 5 × dilution of the ligation mixture 
was added to the cells. The cells were incubated on ice for 30 minutes, heat-shocked for 30 
seconds at 42°C and returned to ice for two minutes. 0.9 ml of SOC media (2% w/v tryptone, 
0.5% w/v Yeast extract, 10mM NaCl, 2.5mM KCl) was added to the cells and mixed before the 
cells were incubated at 37°C for one hour. 200 μl of the competent cell mixture was plated on a 
petri dish containing LB agar with Kanamycin. The plates were incubated overnight at 37°C. 
Five colonies from the plates were picked and seeded in 5 ml of LB Broth (1% w/v tryptone, 0.5% 
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w/v Yeast extract, 86 mM NaCl) containing 50 μg/ml Kanamycin and incubated shaking 
overnight. DNA was extracted from the cultures using a commercial mini-prep kit (QIAprep 
Spin Miniprep, Qiagen). 
4.7.2.6. Agarose gel electrophoresis and extraction 
1% agarose gels containing 1 × GelRed (#41002, Biotium), a DNA-binding Ethidium Bromide 
substitute were set. DNA samples were electrophoresed at 100 V alongside a 1kb+ ladder 
(Invitrogen). An image of the gel was recorded under 360nm UV illumination. Where required 
the band corresponding to an amplified fragment of interest was excised with a clean scalpel. 
DNA was extracted from the excised gel samples using the commercial Qiagen QIAquick Gel 
according to the manufacturers’ instructions. 
4.8 Conclusions 
This chapter introduced the molecular mechanisms and regulation of cellular chemotaxis. The 
regulatory role of phosphoinositide signalling was outlined, in particular the role of 
Phospholipase C. A number of biosensors for different regulatory and mechanistic components 
of chemotaxis were presented. As several of these sensors employ an ECFP donor, the potential 
issues with use the of ECFP in FLIM-FRET measurements were explored. A summary of 
improved cyan fluorescent proteins was presented. Time resolved fluorescence measurements 
were made using cytosol extracts for a number of candidate cyan FPs to determine which are 
most suitable for FLIM measurements. mTurquoise was shown to be the most suitable for 
lifetime imaging based since it exhibits a mono-exponential decay and is highly photostable. The 
cloning of two modified FRET biosensors for the investigation of the role of PLC in chemotaxis, 
mTurquoise-FLAIR, a Rac1 sensor, and mTurquoise-LIBRA, an Ins(3,4,5)P3 sensor, to replace the 
donor with mTurquoise was described. 
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Chapter 5 Investigating the role of Phospholipase Cε  
in chemotaxis 
As discussed in Chapter 4, phosphoinositides and signalling enzymes involved in their 
generation and hydrolysis have been implicated in regulation of chemotaxis. Many open 
questions remain about the role and importance of specific components in these pathways. This 
chapter is concerned with the role of Phospholipase Cε (PLCε) in fibroblast chemotaxis towards 
platelet-derived growth factor (PDGF-BB). In this chapter PLCε knock out fibroblasts (PLCε KO) 
are used to demonstrate that cells deficient in PLCε have greatly reduced directionality towards 
PDGF-BB without detrimental effect on their basal ability to migrate. FRET biosensors are used 
to show that the spatial organisation of Rac1 activation in response to directional PDGF-BB 
stimulation is compromised in PLCε KO fibroblasts. A calcium sensitive fluorescent dye is used 
to show that while the initial fast calcium response is largely unaffected by PLCε depletion, the 
sustained calcium response is compromised in PLCε KO fibroblasts. Live cell imaging is used to 
show that that generation of Ins(1,4,5)P3 and recruitment of PLCε are most pronounced in 
protrusions responding to the PDGF-BB gradient in wild type cells and that the polarisation of 
Ins(1,4,5)P3 production appears to be deregulated in PLCε KO cells. 
The structure of this chapter is as follows 
Chemotaxis in WT and PLCε KO MEFs ......................................................................................... 146 
5.2 Spatiotemporal dynamics of Rac1 signalling in WT and PLCε KO fibroblasts ....... 152 
5.3 Signalling downstream of PLCε in response to PDGF-BB stimulation .................... 156 
5.4 Translocation of PLCε during PDGF-BB stimulation ................................................. 158 
5.5 Ins(3,4,5)P3 production in response to directional  PDGF-BB stimulation ............... 160 
5.6 Conclusions ....................................................................................................................... 162 
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Chemotaxis in WT and PLCε KO MEFs 
To analyse the chemotactic response of WT and PLCε mouse embryonic fibroblasts to a PDGF-
BB gradient, Dunn chamber and micropipette analyses were employed. These two assays 
provide complimentary information about different chemotactic regimes. The Dunn chamber 
creates a shallow chemotactic gradient over a large area, allowing the response of a large number 
of cells to be assessed over a number of hours. In contrast micropipette analysis exposes a single 
cell to a steep concentration gradient, allowing high resolution studies of single cells.  
5.1.1 Dunn chambers analysis 
Dunn direct viewing chambers (Hawksley, DCC100) [310], illustrated in Figure 5.1, were used to 
enable time lapse imaging of cells migrating in a stable chemoattractant concentration gradient. 
Dunn chambers consist of a standard 1 mm thick glass microscopy slide into which two 
concentric annular wells of widths 2.5 mm (outer) and 1.75 mm (inner), separated by a bridge of 
width 1.25 mm, are ground to a depth of 0.5 mm. The central bridge is then ground to a depth of 
20 μm such that if a coverslip seeded with cells is placed over the wells, there will be a small gap 
over the bridge. If the central well is filled with control media and a chemoattractant added to 
the outer well, the narrow depth of the bridge means that a radially directed linear concentration 
gradient of the chemoattractant will be established over the cells. The cells may then be observed 
through the coverslip on an inverted microscope.  
  
  
Figure 5.1 Illustration of a Dunn Chamber for establishing a concentration gradient  
Illustration of a Dunn Chamber showing the two concentric wells separated by a bridge covered 
by a microscope coverslip. Reproduced from [310] with permission. 
 147 
 
Evaluating the concentration gradient 
To quantify the concentration gradient in the Dunn chamber Alexa-647 dye conjugated to 10,000 
MW dextran (D-22914, Life Sciences) , which is similar in molecular weight to PDGF-BB, was 
loaded in the outer annulus of the chamber and allowed to settle for 30 minutes. The 
fluorescence was monitored at 10 minute intervals over five hours. The fluorescence intensity 
across the slide after equilibration is shown in Figure 5.2A and the profile of the fluorescence 
across the well at different hour intervals is shown in Figure 5.2B. 
The gradient appears relatively constant across the chamber and as expected slowly reduces in 
magnitude over the time course as the PDGF-BB concentration in the two annuli begins to 
equilibrate.  
5.1.1.1. Sample preparation  
For the Dunn chamber assay 10/ cells were seeded on a No. 2 glass coverslip and starved in 
DMEM supplemented with 0.5 % FBS overnight. The coverslips were placed on the Dunn 
chamber [310] with a PDGF-BB concentration of 250 ng/ml in the outer annulus. Phase contrast 
images of the cells were recorded in three positions around the bridge region under 4 × 
magnification at 10 minute intervals for twelve hours.  
Figure 5.2 Analysis of gradient in the Dunn chamber 
To quantify the gradient in the Dunn chamber Alexa-647 dye conjugated to 10,000 MW dextran 
was loaded in the outer annulus of the chamber and allowed to settle for 30 minutes. The 
fluorescence was monitored at 10 minute intervals over five hours. A) Fluorescence image 
recorded after settling. B) The fluorescence profile across the chamber (A, white line) is shown at 
hourly intervals. The gradient appears relatively constant across the chamber and as expected 
slowly reduces in magnitude over the time course as the PDGF-BB concentration in the two annuli 
begins to equilibrate. White scale bar shows 200 μm. 
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5.1.1.2. Processing results 
In each image the cells were tracked using the Image plugin Manual Tracking (Fabrice 
Cordelieres, Institut Curie, France.) Software was written in MATLAB (Mathworks, MA, USA) to 
analyse the cell migration following the approach used by Monypenny et al. [311]. Under low 
magnification the curvature of the bridge means that the direction of the gradient can vary 
substantially across the image. Three points on the outer annulus were selected by the user. 
These were used to determine the radius and centre of the annulus and so determine the 
gradient across the image. Figure 5.3 shows a the first frame of a typical Dunn chamber time 
course with the tracked cell trajectories in red with the calculated gradient shown using blue 
arrows.  
The manual cell tracking created a list of positions, 풑푖, for each cell at each time point. At each 
time step 푖 the vector displacement of each cell, 풂푖 = 풑푖 − 풑푖− was determined. The total distance 
moved by the cell, 푑푖 = |풂푖| was calculated and the and the distance moved parallel to the local 
PDGF-BB gradient 품(풑푖), ℎ푖 = 풂푖 ⋅ 품(풑푖) determined. The angular deviation of the step from the 
local PDGF-BB gradient, 휃푖 = cos (ℎ푖/푑푖), was also calculated. These parameters are illustrated in 
Figure 5.4.  
  
 
Figure 5.3 Phase contrast image of MEFs in a Dunn chamber 
First frame of the time course. (blue arrows) Direction of the concentration gradient across the 
image. (green circles). Initial cell positions. (red lines) tracked cell trajectories over the timecourse. 
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The cell migration trajectories were parameterised using three statistics. The Forward Migration 
Index (FMI) was calculated to quantify the directionality of the cells. The FMI is defined as the 
defined as the ratio of the sum of the displacement of a cell along the axes defined by the 
chemoattractant gradient to the total path length of the cell.  
퐹푀퐼 = ∑ ℎ푖푖∑ 푑푖푖  5.1 
The average cell speed 푠 was also calculated using 
푠 = ∑ 푑푖푖푇  5.2 
where 푇  is the total tracking time. The mean angle of deviation from the chemotactic gradient, 〈휃푖〉, was calculated to construct angular histograms of the direction of migration of the cell 
population relative to the chemotactic gradient. 
5.1.2 Comparison of migration of WT and PLCε KO MEFs in Dunn Chambers 
Dunn chamber experiments were performed using wild type and PLCε KO MEFs. Data was 
pooled from nine individual experiments. In total tracks for 푛 =  296 WT and 314 PLCε KO 
MEFs were collected. A hierarchical unbalanced analysis of variance (ANOVA) test was used to 
determine the significance of the differences between the forward migration index of different 
groups of Dunn chamber experiments [310]. This test accounts for the potential variation 
between individual chamber experiments. 
 
Figure 5.4 Cartoon illustrating the calculation of the step size and direction 
A) Cartoon illustrating a single cell step In a Dunn chamber. The orange gradient indicates the 
PDGF-BB concentration. The black arrow indicates the direction of the gradient while the red 
arrow indicates the vector between two positions B) The two cells show the position of a cell in 
consecutive frames. The angle of the step 휃 is shown, the step distance 푑푖 and the step distance 
along the gradient ℎ푖 are shown. 
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A clear reduction in the number of cells that migrated in the direction of chemotactic gradient in 
the PLCε KO MEFs compared to the wild type MEFs was observed. The angular histograms of 
the direction of motion shown in Figure 5.5 indicate that migration of the WT MEFs is strongly 
biased towards the direction of PDGF-BB gradient while the direction of migration of the PLCε 
KO MEFs is more random. This is reflected in the lower Forward Migration Index of PLCε KO 
MEFs relative to wild type MEFs (p=0.01). Interestingly, the mean speed of migration was 
slightly enhanced in PLCε KO fibroblasts suggesting that PLCε depletion does not affect the 
basal ability of the cells to migrate and mainly affects chemotaxis.  
5.1.3 Micropipette analysis 
5.1.3.1. Micropipette configuration and testing 
Chemotaxis experiments were performed by continuously perfusing PDGF-BB at a concentration 
of 0.5 mg/ml from a glass micropipette in an adaptation of the assay performed by Gundersen 
and Barraett [312]. Micropipettes were prepared from 0.7 mm borosilicate capillaries using a 
vertical needle puller (Narishige, Japan). This creates a steep PDGF-BB concentration gradient in 
the region of the needle. The position of the micropipette was controlled using a three axis 
hydraulic micromanipulator (Narishige, Japan) and a nominal pressure of 420 hPa applied using 
a KDS200 syringe pump (KD Scientific Inc., MA, USA).  
To test the perfusion setup, Alexa-647 conjugated to 10,000 MW dextran (Invitrogen, #D-22914) 
at a concentration of 1 μM was added to the perfusion solution. This conjugate has a similar 
molecular weight to PDGF-BB and so should diffuse at approximately the same rate, enabling 
the visualisation of the PDGF-BB gradient. Alexa-647 has an absorption peak at 652 nm and an 
emission peat at 668 nm and so can be multiplexed with ECFP, GFP or EYFP without spectral 
bleedthrough. As illustrated in Figure 5.6, a stable gradient was established within 60 seconds 
and remained constant while pressure was applied.  
Figure 5.5 Dunn chamber analysis of fibroblast migration in response to PDGF-BB gradient 
Angular histograms indicating the direction of migration of (A) WT (1 = 296) and (B) PLCε KO 
MEFs (1 = 314) towards PDGF-BB analysed using Dunn chambers; the number of cells analysed 
are indicated. Data represent significant differences between the chemotactic responses of the two 
data groups; ANOVA (푝 = 0.001). (C) Forward migration index of WT and PLCε KO MEFs across 
four different MEF experiments (푝 = 0.01) and (D) Speed of WT and. PLCε KO MEFs (p=0.01) 
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5.1.3.2. Micropipette assay protocol 
For the cell turning assay cells expressing GFP were imaged on a Zeiss LSM 710 confocal 
scanning system mounted on an Axio Observer inverted microscope using a 40 × 1.3 NA oil 
immersion objective. The microscope was equipped with an incubator maintained at 37°C. 
Fluorescence was excited using the 488 nm line of an Argon ion laser and GFP emission was 
recorded between 500 – 560 nm.  
Cells with a clear leading protrusion were selected for study. The micropipette was positioned 
approximately 1 mm above the coverslip next to the polarised cell, such that the gradient was 
not along the axes of polarisation. PDGF-BB perfusion was started and cells were imaged at two 
minute intervals over a period of 40 minutes.  
The formation of new protrusions over the image period were classified. The number of 
protrusions formed in the direction of the stimulation and the number formed in other directions 
were counted. Cells were scored blinded to the genotype. 
5.1.4 Migration of fibroblasts in micropipette turning assay  
The results of the micropipette cell turning assay were consistent with those obtained in the 
Dunn chamber. As illustrated in Figure 5.7B, the majority of WT cells formed a new protrusion 
towards the source, changed their axes of polarization and subsequently migrated in the 
direction of higher PDGF-BB concentrations. In contrast, a high proportion (about 70%) of KO 
cells retained their initial direction or formed new protrusions randomly. Specific examples and 
analysis of the WT and PLCε KO fibroblasts in this assay are shown in Figure 5.7A. 
 
Figure 5.6 Analysis of gradient released by micropipette. 
Alexa-647-Dextran was used to quantify the gradient produced by the micropipette. The 
micropipette was positioned just above a coverslip and 420  hPa pressure applied. The fluorescence 
in the plane of the cell was monitored at 20 second intervals over 30  minutes. A) Image of the 
fluorescence after 10 minutes. B) The fluorescence profile near the needle (A, white line) is shown. A 
stable gradient is established after one minute and appears stable over 30 minutes. White scale bar 
shows 50 μm. 
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Analysis of these data using a two-tailed Fisher test to a 2x2 contingency table shows that PLCε 
KO cells are less responsive to PDGF-BB than WT cells (p=0.02). 
5.2 Spatiotemporal dynamics of Rac1 signalling in WT and PLCε KO 
fibroblasts 
PDGF-BB stimulation activates a number of intracellular signalling events. Among these, the key 
links include PI3K mediated activation of Akt, activation of Ras and downstream kinases such as 
ERK and activation of PLCγ1 [313]. Several other small GTPases in addition to Ras, such as Rap, 
Rho and Rac, also participate in responses to PDGF-BB. Interestingly, a comparison of the WT 
and PLCε KO fibroblasts following uniform stimulation by PDGF-BB for 5 minutes or at later 
times did not revealed any major differences in overall activation of a number of different 
signalling components including PDGFR, ERK, Akt, PLCγ1, K-Ras, Rap1 and Rac proteins [213].  
It is well known that the spatial localisation or activation of signalling components plays a role in 
the coordination of cell migration and chemotaxis [314]. To determine if the spatial-temporal 
activation of signalling components is modified in PLCε KO fibroblasts, the mTurquoise Rac1 
FRET biosensor, FLAIR, described in §4.6.1 was used. Rac1 was chosen for investigation as 
localised activation of Rac1 has been previously shown in protrusions of migrating fibroblasts 
where it has an important role in formation of protrusions and cell movement [52].  
  
Figure 5.7 Micropipette analysis of fibroblast migration in response to PDGF-BB gradient 
Migration of polarised MEFs expressing GFP in the presence of a micropipette perfusing PDGF-BB 
at a concentration of 100 ng/ml was monitored over a 40 minute period. (A) Images illustrating the 
WT (top panel) and PLCε KO (bottom panel) MEFs monitored before (a, 0 time) and after (b–e, 
time intervals from 5 to 40 min) the release and formation of PDGF-BB gradient. Red triangles 
show direction of the gradient and white arrows indicate direction of movement in the absence (in 
a) and presence (in e) of the PDGF-BB gradient (B) Summary of properties of the WT (black) and 
PLCε KO (grey) MEFs using PDGF-BB gradient formed using micropipette.  
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5.2.1 Ratiometric FRET measurements of mTurquoise-FLAIR 
5.2.1.1. Fluorescence imaging of mTurquoise-FLAIR  
For FLAIR analysis, transfected cells were imaged on the Zeiss LSM 710 confocal scanning 
system described in §5.1.4. Fluorescence was excited using a 405 nm diode laser while 
mTurquoise and YPet emission was simultaneously recorded between 465‒500 nm and 525‒
620 nm respectively. A FRET index was calculated as the ratio between the YPet and mTurquoise 
emission. The short excitation wavelength used ensured there was no significant direct acceptor 
excitation. Control experiments were conducted to check that there was no significant 
photobleaching over the time course at the power level used.  
Transfected cells on No 1.5 glass coverslips were transferred to a custom-made open top slide 
holder. The cells were washed with PBS and the media replaced imaging media. Cells 
transfected with both mTurquoise-Rac1 and YPet-PBD were identified in the eyepiece; care was 
taken to select cells whose morphology was similar to that of untransfected cells. Cells were 
imaged at two minute intervals over a period of 40 minutes. 
5.2.1.2. Calculation of FRET index for ratiometric data 
The ratio of acceptor emission, 퐼퐴 to donor emission, 퐼퐷, 퐹 =  퐼퐴 퐼퐷⁄ , is often used as an indicator 
of FRET activity [58]. As shown in Figure 1.4 there is significant overlap between the emission 
spectra of mTurquoise and EYFP and so there will be significant bleed-through from the donor 
channel to the acceptor channel. There may also be a difference in gain between the two 
channels. It is important to consider how these will impact the measured FRET ratio. The 
intensity ratio of the measured acceptor channel 퐼퐴̃ and measured donor channel 퐼퐷̃ is given by 
 F̃ = 퐼퐴̃퐼퐷̃ = 훾퐴(퐼퐴 + 훼퐼퐷)훾퐷퐼퐷 = 훾퐴훾퐷 #퐼퐴퐼퐷 + 훼% 5.3 
where 훾푖 is the gain of channel 푖 and 훼 the degree of bleed-through from the donor to acceptor 
channel. Since these factors are dependent only on the instrumentation and fluorophore spectra 
they will remain constant over the course of a time-lapse experiment and it is clear that there is a 
linear relationship between 퐹̃ and 퐹. Thus 퐹̃ may be used as an indicator of relative FRET activity 
within experiments performed with the same configuration. 
5.2.1.3. Quantification of directionality of biosensor activity 
To quantify the localization of biosensor activity in the FRET ratio images relative to the PDGF-
BB source in the micropipette assay a procedure based on that of Wei et al. [262], was used. At 
each time point the cell region, 푟cell, was determined using NTH segmentation, described in 
§3.11.3 and the centre of mass of the region, 푝푐, was calculated. The area near the cell membrane 
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was identified by subtracting the result of eroding the region by 10 pixels from the cell region. 
The location of the micropipette, 푝mp, was identified manually. The process is illustrated in 
Figure 5.8. 
The membrane region was divided into regions facing towards (훼) and away (훽) from the needle 
by the line passing through 푝푐 and perpendicular to the vector between 푝푐 and 푝푚푝. The average 
index 퐴 quantifying the biosensor activation (FRET index for ratiometric imaging, lifetime for 
FLIM imaging) was calculated in each region and the change in 퐴훼 − 퐴훽 plotted against time. 
Positive and negative values represent relative increases and reductions in signalling activity 
towards the source of PDGF respectively. 
5.2.2 Spatiotemporal dynamics of Rac1 signalling  
Cells transfected with mTurquoise-FLAIR were imaging using the micropipette turning assay 
with a ratiometric readout of the FRET activity. Figure 5.10 illustrates the FRET index for a 
number of WT and PLCε KO fibroblasts. In most WT cells, the protrusion size and the Rac 
activity increase in the protrusion nearest to the high concentrations of PDGF-BB. In contrast, in 
high proportion of PLCε KO cells a protrusion closest to the PDGF-BB source is enlarged and has 
high Rac activity only transiently. Subsequently, the main Rac activity and protrusion extension 
occurs in other parts of the cell regardless of their position in PGDF gradient.  
Figure 5.9A shows the relative average change in FRET index averaged over a number of WT 
and PLCε KO fibroblasts. There is little difference in the overall level of Rac1 activation between 
the cell types. Figure 5.9B shows the overall change in the front-rear FRET index difference, 
giving an indication of the relative increase in activation in the region of the cell facing the source 
of PDGF. There was a significant difference between the front-rear response in WT and PLCε KO 
MEFs using a one way t-test (p=0.001). Two example cells WT and PLCε KO are shown in Figure 
5.10. Therefore although there is not a significant difference between the overall level of Rac1 
Figure 5.8 Cartoon illustrating quantification of biosensor activity in the micropipette assay 
(A) Integrated intensity from biosensor image overlaid with location of needle. (B) Segmented 
region 푟푐푒푙푙 calculated by NTH segmentation (C) The membrane region 푟푚 divided into the regions 
facing towards (α) and away (β) from the needle.  
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activation, signalling events in protrusions of fibroblasts lacking PLCε appear to be 
compromised when tested in the presence of a chemoattractant gradient.  
 
 
Figure 5.9 Analysis of Rac1 response to directional PDGF-BB stimulation 
Summary of FRET activation obtained from directionally stimulated WT and PLCε KO MEFs 
expressing Rac biosensor FLAIR averaged over 1 = > cells. (A) Relative change in FRET index (B) 
Plot of the change in difference of FRET index between the membrane regions facing towards (α) 
and away (β) from the micropipette (∆FRETα−β). 
 
Figure 5.10 Rac1 response to directional PDGF-BB stimulation using the FLAIR biosensor 
Illustration of responses to PDGF-BB gradient, generated using micropipette, for (A) WT and (B) 
KO MEFs expressing Rac biosensor FLAIR; two individual cells are shown. The cells were 
monitored before (a, 0 time) and after (b–d, time intervals from 5 to 40 min) release of PDGF-BB 
and formation of PDGF-BB gradient. Protrusions with highest FRET are indicated by white 
triangles and direction of the gradient shown by red triangles. Images show normalised FRET 
index of FLAIR biosensor, YPet/mTurquoise emission ratio, which increases with FRET activation. 
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5.3 Signalling downstream of PLCε in response to PDGF-BB stimulation 
As discussed in §4.3, PLCε has two enzymatic activities; as with all PLC isoforms, it hydrolyses 
PtdIns(4,5)P2 (PLC activity), however it also contains a Ras association domain (RA2) that has 
been shown to interact with several GTPases from the Ras family [267,315]. A mutated form of 
PLCε (RAm) is known to prevent binding or activation of Ras family proteins [267], while 
another mutation (PLCm) prevents phospholipase activity [316,317]. Experiments comparing 
chemotaxis using the Dunn chamber assay using MEFs from plce1RAm/RAm-mutant homozygous 
genotype mice showed that the chemotaxis in RAm fibroblasts was not significantly affected 
compared to WT MEFs [213] and further that conditional expression of RAm PLCε in PLCε KO 
MEFs recovered the chemotactic ability of the PLCε knock out MEFs. In contrast, conditional 
expression of PLCm PLCε was not sufficient to recover chemotaxis in PLCε KO MEFs [213]. This 
suggests that it is the phospholipase activity of PLCε and not binding to Ras family proteins that 
contributes to chemotaxis. Phospholipase activity of PLCε hydrolyses PtdIns(3,4)P2 into soluble 
messengers DAG and Ins(3,4,5)P3. DAG activates PKC while Ins(1,4,5)P3 leads to the release of 
calcium from intracellular stores. Dunn chamber experiments were conducted with WT 
fibroblasts in the presence of the PKC inhibitor Bisindolylmaleimide I (BIM) and intracellular 
calcium chelator BAPTA-AM [213]. In the presence of BIM chemotaxis the FMI of WT MEFs is 
not significantly modified, suggesting DAG signalling is not critical for chemotaxis. However in 
the presence of BAPTA-AM, the cells exhibit significantly reduced motility and chemotaxis. 
These experiments suggest that the primary mechanism for the regulation of chemotaxis by 
PLCε is calcium release via Ins(1,4,5)P3 generation. 
5.3.1 Calcium dynamics in wild type and PLCε KO fibroblasts 
To further investigate the calcium dynamics the fluorescent calcium indicator FluoForte (ENZ-
52014, Enzo Life Sciences) [318] was used to compare the calcium response in WT and PLCε KO 
MEFs to bulk PDGF-BB stimulation. Experiments were performed with extracellular calcium at 
physiological concentrations and in the presence of the extracellular calcium chelator, ethylene 
glycol tetraacetic acid (EGTA), to gain determine if there are differences in calcium influx and 
release of calcium from intracellular stores.  
5.3.1.1. Imaging calcium response using FluoForte 
Calcium imaging was performed using Fluoforte dye, the intensity of which increases upon 
binding to calcium. For this imaging experiment wild type or PLCε KO MEFs were seeded in a 
96 well glass bottom plate with growth media, starved overnight in 0.5% FBS DMEM and treated 
for one hour at 37°C in media supplemented with 0.5 mM Probenecid (P8761, Sigma-Aldrich) 
and 5 μg/ml FluoForte dye. The imaging media contained EBSS, 1 mM MgSO4 and 0.5 mM 
 157 
Probenecid with the addition of physiological levels of calcium, 2 mM CaCl2 or 4 mM of the 
calcium inhibitor EGTA. Cells were subsequently imaged every 90 seconds for 50 minutes on 
Zeiss Axiovert microscope using a 10 × objective. Fluorescence was excited using a mercury 
lamp with a 530/30 nm filter and emission was collected using a cooled CCD camera with a 
555/25 nm filter. After three frames PDGF-BB was added to a final concentration of 100 ng/ml. 
An image threshold was calculated based on intensity in first frame and the average intensity 
across each frame was calculated at each time point. Each frame contained 200-300 cells. Each 
imaging condition was replicated over two wells and the experiment was performed in 
duplicate.  
5.3.1.2. Calcium dynamics 
As seen in Figure 5.11, in both the presence and absence of extracellular calcium there is no 
significant difference between the initial fast calcium response of the WT and PLCε KO 
fibroblasts, indicating that the initial fast release of calcium from intracellular stores is not 
affected by depletion of PLCε. Two main differences in the WT and PLCε KO response are 
evident. The sustained increase in calcium levels at later times, greater than ~20 minutes, 
observed in WT cells are not observed in PLCε KO cells, and the lifetime of the calcium spike is 
reduced in the presence of EGTA.  
  
 
Figure 5.11 Calcium responses of WT and PLCε KO MEFs stimulated by PDGF-BB 
Calcium responses of WT and PLCε KO MEFs exposed to uniform stimulation by PDGF-BB were 
monitored by intensity based imaging using FluoForte dye in the presence of (A) extracellular 
calcium or (B) calcium chelator EGTA. Each trace represents the average response of 200-300 cells 
in the field of view.  
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5.4 Translocation of PLCε during PDGF-BB stimulation 
To further test the possibility that PLCε has a role in protrusions of fibroblasts exposed to 
chemotactic gradient, the localisation of PLCε in fibroblasts was analysed in response to PDGF-
BB stimulation using cells transfected with a GFP- PLCε construct.  
The GFP-PLCε construct did not express efficiently enough to be visualised in the immortalised 
MEFs used in this study, possibly due to the large size of PLCε (53kb). It was possible to express 
GFP-PLCε in commercially available primary MEFs (M-FB-481, Lonza) using the optimised 
electroporation solution Mouse/rat hepatocyte Nucleofector™ solution (VPL-1004, Lonza) with 
Nucleofector program N-024. Two approaches were used to investigate the localisation of GFP-
PLCε in response to PDGF-BB stimulation; the distribution of GFP-PLCε was imaged in fixed 
cells before and after PDGF-BB stimulation to determine whether the distribution became 
polarised after stimulation and then the distribution of GFP-PLCε in live fibroblasts was imaged 
in response to directional PDGF-BB stimulation using a micropipette.  
5.4.1 Distribution of GFP-PLCε in fixed fibroblasts after bulk PDGF-BB stimulation 
5.4.1.1. Imaging localization of PLCε 
MEFs expressing GFP-PLCε or GFP were imaged on an Olympus IX81 inverted microscope with 
a Yokogawa CSU-X Nipkow spinning disk system providing wide-field confocal sectioning. A 60 × 1.35 NA PlanSApo objective was used, providing an optical section thickness of 0.86 μm 
[156] Fluorescence was excited using a at 465/30 nm filter and emission recorded using a 520/30 
 nm filter. For each time point cells were imaged with the confocal section lying just above the 
coverslip so that the bulk of the fluorescence was collected from the bottom lower plasma 
membrane.  
Cells were segmented using the NTH algorithm and the centre of mass of the segmented region 
was calculated. The area of the cell was divided into twenty radial segments 휃푖 centred on the 
centre of mass of the cell. The average fluorescence in the segmented region falling in each radial 
segment, 푓횤 was calculated. The radial segments were rotated such that the segment with the 
greatest polarisation was at zero degrees and the radial histograms were summed over all cells 
of the same condition. The degree of polarisation, 푝, was calculated from the histograms  
 
푝 = 푓횤cos (휃푖)푖  5.4 
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5.4.1.2. Distribution of GFP-PLCε in fixed fibroblasts after bulk PDGF-BB stimulation 
MEFs expressing GFP-PLCε or GFP alone were stimulated by bulk addition of PDGF-BB and 
fixed after 5, 10 and 20 minutes. Unstimulated controls cells were also fixed. Confocal 
fluorescence images of the lower membrane were recorded for a number of cells in each 
condition. Radial histograms showing the degree of polarisation of GFP-PLCε expression were 
calculated and are shown in Figure 5.12. An increase in the degree of polarisation of GFP-PLCε 
localisation was observed within 5 minutes of stimulation which peaked after 10 minutes and 
appeared to have reduced to basal levels within 20 minutes. No significant polarisation was 
observed at any time after stimulation in the cells transfected with GFP alone.  
5.4.2 Distribution of GFP-PLCε in fibroblasts after directional PDGF-BB stimulation 
Time lapse sectioned images of MEFs expressing GFP-PLCε were recorded at the lower 
membrane using the micropipette assay. Following PDGF-BB stimulation an increase in 
fluorescence intensity was observed towards the source of PDGF-BB indicating translocation of 
GFP-PLCε towards the source of PDGF, as shown in Figure 5.13. The control cells expressing 
GFP alone showed no such change in distribution. In retrospect the use of a GFP construct with a 
PLC independent membrane localisation signal such as a CAAX motif [319] may have been a 
more appropriate control as there may be difference in distribution due to changes in membrane 
Figure 5.12 Change in distribution of GFP-PLCε in fibroblasts stimulated with PDGF-BB 
MEFs expressing (A) GFP-PLCε fusion protein or (B) GFP were stimulated by bulk addition of 
PDGF-BB and fixed. Radial histograms of the level of fluorescence in the cell relative to the 
position of the leading edge are shown for (a) unstimulated cells and cells fixed (b) 5 minutes, (c) 
10 minutes or (d) 20 minutes after stimulation. The confocal section was just above the coverslip so 
that the bulk of the fluorescence was from the area associated with the plasma membrane in 
contact with the surface. The histograms are colour mapped by angular deviation form direction of 
stimulation for clarity. Each radial histogram represents the average response of 1 = 6 cells. 
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volume. Nevertheless, geometrically implausible difference in cytosolic and membrane 
concentration at the leading edge which would be required to explain the data shown in Figure 
5.12 and so GFP alone should provide an adequate negative control.  
5.5  Ins(3,4,5)P3 production in response to directional  
PDGF-BB stimulation 
The results of the PLCε localisation assay in the previous section indicated that PLCε may be 
preferentially localised at the leading edge when exposed to directional PDGF-BB stimulation.  
To test whether PLC activity is higher in these regions production of the PLC generated second 
messenger Ins(1,4,5)P3, was analysed in fibroblasts exposed to PDGF-BB gradient using the 
mTurquoise-LIBRA sensor developed in Chapter 4 using the micropipette assay. 
5.5.1 Imaging LIBRA 
MEFs expressing LIBRA biosensor were imaged using a time gated spinning disk confocal FLIM 
microscope based on an Olympus IX81 inverted microscope [156] with an incubator maintained 
37˚C. The system uses an Yokogawa CSU-X Nipkow spinning disk system to providing 
widefield confocal sectioning and a gated optical intensifier (HRI, Kentech Instruments) 
providing time gating read out using a cooled CCD (ORCA-ER, Hamamatsu). Fluorescence was 
excited using a fibre-laser pumped supercontinuum source (SC400-6, Fianium, UK) with a 
430/20 nm filter and emission recorded using a 520/40 nm filter.  
 
Figure 5.13 Localisation of GFP-PLCε in fibroblasts stimulated directionally with PDGF-BB 
MEFs expressing GFP-PLCε fusion protein (top and middle row) or only GFP (bottom row) in the 
presence of a PDGF-BB gradient. Images were taken before (a, 0 time) and after (b-d, time intervals 
within 20 min period) the release of PDGF. The confocal section was just above the coverslip so 
that the bulk of the fluorescence was from the area associated with the plasma membrane in 
contact with the surface. Cells shown are representative of 1 = > experiments.  
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Eight time gates with a 1 ns gate width were recorded with an integration time of 1 second. A 
reference instrument response function was recorded using the short lifetime dye DASPI 
recorded at the same wavelengths. Cells were imaged every 3 minutes for 40 minutes. The 
fluorescence decays were fitted to a single exponential model accounting for the instrument 
response function.  
5.5.2 LIBRA response in WT and PLCε KO fibroblasts 
WT and PLCε KO MEFs transfected with LIBRA were imaged under directional PDGF-BB 
stimulation using the micropipette as described in §5.1.3. It was noted that in some cases LIBRA 
expression had an adverse impact on cell viability. Therefore cells with a lower level of 
expression were selected and cells which exhibited blebbing or other indications of a loss of 
viability were rejected.  
The fluorescence lifetime of the LIBRA sensor, corresponding to Ins(1,4,5)P3 concentration, was 
monitored in cells exposed to a PDGF-BB gradient were monitored over 40 minutes. In the WT 
fibroblasts the greatest change in FLIM-FRET was observed in protrusions closest to the source 
of PDGF-BB as shown in Figure 5.14A. Similarly, as observed when using Rac biosensor FLAIR, 
PLCε KO fibroblasts appear to lack localized changes in Ins(1,4,5)P3 production associated with 
the direction of chemotactic gradient as shown in Figure 5.14B. No changes were observed in 
unstimulated cells (푁 = 5).  
 
 
Figure 5.14 Ins(1,4,5)P3 concentration in cells exposed to directional PDGF-BB stimulation 
visualized using the LIBRA biosensor 
MEFs expressing the fluorescent Ins(1,4,5)P3 biosensor LIBRA were exposed to PDGF-BB gradient 
generated by perfusion from a micropipette. Fluorescence lifetime imaging was used to monitor 
conformational changes in LIBRA following Ins(1,4,5)P3 binding that results in an increase in 
donor lifetime. Example images of a (A) WT MEF, (B) PLCε KO MEF and (C) a control WT MEF 
not exposed to PDGF-BB at time points 0, 6, 12 and 15 minutes are shown. Direction of the PDGF-
BB gradient is indicated by red triangles. Cells shown are representative of 1 = / experiments 
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No significant change was observed in the overall average lifetime across the cells between WT 
and PLCε cells as seen in Figure 5.15A. The directional distribution of Ins(1,4,5)P3 concentration 
was analysed using the method described in §5.2.1.3. The relative changes in front-rear lifetime 
in the WT and PLCε KO MEFs are shown in Figure 5.15B. There is a small but statistically 
significant difference in the two conditions (p=0.01, one way t-test), with a small increase in the 
Ins(1,4,5)P3 concentration towards the front of the cell in the wild type case that is not observed 
for the PLCε KO cells. 
5.6 Conclusions 
This chapter has considered the role of PLCε in the regulation of chemotaxis of fibroblasts 
towards PDGF-BB. Dunn chamber motility assays were used to demonstrate that PLCε KO 
fibroblasts have compromised chemotaxis towards PDGF-BB despite showing no apparent 
defect in normal random motility. In addition, using the micropipette assay it appears that PLCε 
deficient cells are unable to form stable protrusions towards the PDGF-BB gradient. An analysis 
of the localisation of activation of Rac1 in the micropipette assay using FRET biosensors showed 
that there are significant differences in the spatio-temporal dynamics of the Rac1 response 
between WT and PLCε KO fibroblasts. While WT cells show a sustained increase in Rac1 activity 
towards the source of PDGF, PLCε KO cells showed only a transient, if any, increase in 
directional Rac1 response.  
Experiments by Marta Martins, which were published together with the motility assays and 
FRET biosensor work presented here [213], suggest that it is the phospholipase activity, not the 
Ras family interaction of PLCε that is critically involved in chemotaxis. Dunn chamber 
experiments using calcium and PKC inhibitors indicate that it is calcium release via Ins(1,4,5)P3 
generation rather than PKC activation via DAG generation which is required for chemotaxis.  
 
Figure 5.15 Ins(1,4,5)P3 concentration in cell exposed to directional PDGF-BB stimulation 
A) Average change in fluorescence lifetime across WT and PLCε KO MEFs expressing Ins(1,4,5)P3 
biosensor LIBRA directionally stimulated with PDGF. B) Average change in fluorescence lifetime 
between membrane regions facing towards (훼) and away (훽) from the micropipette (FRETα−β) 
obtained from WT and averaged over 5 cells. 
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Experiments using the calcium reporter, FluoForte, were conducted to further investigate the 
calcium response in wild type and PLCε KO cells. It was shown that the fast, transient calcium 
response does not appear to be significantly affected by depletion of PLCε but that the sustained 
calcium response at times greater than 20 minutes observed in wild type cells was compromised 
in the PLCε KO cells. This is consistent with previous studies, which demonstrated that PLCγ 
[259] contributes strongly to the fast response and that PLCε appears to play a more significant 
role in sustained, rather than acute response to other agonists [315,320]. This sustained activation 
could play a role in chemotaxis, helping to stabilise pseudopod enlargement at the leading edge, 
a property that is compromised in PLCε KO cells.  
Two experiments were conducted to determine whether PLCε becomes localised during PDGF-
BB stimulation. Using cells fixed after exposure to a uniform PDGF-BB stimulation, it was shown 
that there is negligible polarisation of PLCε localisation before stimulation. After stimulation 
there appears to be a significant increase in the polarisation of PLCε localisation, which peaks 
after around 10 minutes. The localisation of PLCε was studied using live cells in response to 
directional PDGF-BB stimulation using a micropipette. It was shown that there appears to be a 
significant polarisation towards the source of PDGF-BB stimulation. To determine whether this 
localisation led to an increase in local Ins(1,4,5)P3 production, experiments were performed using 
the mTurquoise Ins(1,4,5)P3 biosensor mTurquoise-LIBRA. It was shown that Ins(1,4,5)P3 
production preferentially occurs towards the source of PDGF-BB in wild type but not PLCε KO 
cells.  
These results are consistent with model recently proposed by Wei et al. [262,263], discussed in 
§4.2.5, in which ‘calcium flickers,’ i.e. local, transient sites of high calcium concentration 
triggered by the opening of a stretch-activated cation channel (TRPM7), help to steer cell 
chemotaxis. Administration of an Ins(1,4,5)P3 analogue increases both the flicker activity and cell 
turning efficiency, leading to speculation that the production of Ins(1,4,5)P3 triggered by 
activated growth factor receptors may enhance flicker activity and so create a positive feedback 
loop that will amplify small asymmetries in flicker activity, acting as a mechanism for gradient 
sensing. These results suggest that PLCε could fulfil this role, providing a possible mechanism 
for the involvement of PLCε mediated generation of Ins(1,4,5)P3 in the regulation of chemotaxis.  
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Chapter 6 Towards a quantitative simultaneous readout  
of three cellular processes using multiplexed  
homo-FRET imaging 
In the previous chapter, fluorescence imaging of FRET biosensors was used to investigate 
pathways in chemotaxis. It is well known that the activation and localisation of signalling 
components is highly dynamic, for example activation may occur in particular subcellular 
compartments and may exhibit oscillatory behaviour, as suggested by the Ins(3,4,5)P3 response 
recorded using the LIBRA probe.  
Elucidating regulatory relationships between signalling pathways is difficult when comparing 
the activation of signalling components measured in different cells as the response can vary 
significantly depending on factors such as cell morphology. The ability to image multiple FRET 
probes simultaneously in a single cell would be valuable in elucidating complex signalling 
networks with significant cross-talk. The recent development of new fluorescent proteins with 
emission peaks at different wavelengths means it is now possible to create multiple spectrally 
distinct FRET pairs that can be imaged simultaneously.  
In this chapter the following topics are discussed 
6.1 Approaches to multiplexing FRET biosensors ............................................................. 165 
6.2 Theoretical analysis of spectral cross talk ..................................................................... 168 
6.3 Time resolved anisotropy readout of homo-FRET ...................................................... 169 
6.4 Time resolved anisotropy for imaging homo-FRET aggregation .............................. 171 
6.5 Global fitting of time resolved anisotropy .................................................................... 175 
6.6 Development of a multiplexed polarisation resolved confocal microscope ............ 179 
6.7 Development of a homo-FRET reporter for phosphoinositide dynamics ................ 183 
6.8 Working towards multiplexing three functional readouts......................................... 195 
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6.10 Conclusions ....................................................................................................................... 205 
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6.1 Approaches to multiplexing FRET biosensors 
The most straightforward approach to multiplexing multiple biosensors is to exploit the spectral 
diversity of available fluorescent proteins and to, for example, employ blue-yellow and orange-
red pairs that can be imaged independently. In this section an overview of red shifted fluorescent 
proteins is presented alongside a brief overview of previous multiplexed measurements 
demonstrated in the literature.  
6.1.1 Red fluorescent proteins 
In recent years a large number of novel cyan and yellow fluorescent proteins derived from 
Aequorea victoria GFP have been developed offering increasing brightness, photostability and 
faster maturation times. Unfortunately optimisation of orange/red fluorescent proteins has 
yielded more modest success. Despite considerable effort [32,34], attempts to create a red-shifted 
version of GFP have not yielded FPs with comparable brightness and photostability; these 
mutants have been characterised by photoswitching and photoconversion behaviour [321,322] 
undesirable for use in a FRET pair. 
Genetically distinct red fluorescent proteins have been derived from corals. The first to be widely 
used was DsRed [35], derived from Discosoma striata. DsRed forms a tetramer, precluding its use 
in a FRET pair. Additionally it exhibits a long maturation time during which it exhibits green 
fluorescence.  
A monomeric mutant of dsRed, mRFP1 was developed by the Tsien lab [323]. mRFP1 showed 
improved maturation times and a slightly increased red shift at the cost of a significantly lower 
quantum yield and reduced photostability. The Tsien lab subjected mRFP1 variants to directed 
mutagenesis to identify a range of monomeric orange to red fluorescent proteins [37]. Of these 
mOrange and mCherry have found the widest utility. mOrange is the brightest monomeric 
protein while mCherry is the most photostable, despite a relatively low quantum yield of 0.22. 
The lab additionally developed a far-red FP with a relatively high stokes shift of 59 nm called 
mPlum but very low quantum yield of 0.1 [324]. 
The Chudakov group [36] developed a number of red FPs based on a GFP-like protein eqFP578, 
derived from the sea anemone Entacmaea quadricolor. The first, TurboRFP, is a dimeric protein 
that exhibits a fast maturation time and a high brightness compared to its ancestor and many of 
the previously reported RFPs. They further developed a monomeric version of TurboRFP, 
TagRFP, which still exhibited relatively high brightness. The group later developed a far-red 
mutant of TurboRFP, Katushka [325]. Since, like TurboRFP, Katushka forms a dimer in vivo, the 
group screened for a monomeric version and reported mKate, a far-red FP with brightness 
significantly greater than mPlum.  
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The Tsien lab later focussed their efforts on improving the photostability of the monomeric 
proteins, developing an mOrange mutant, mOrange2, which is reportedly 25-fold more 
photostable than its ancestor [326]. They additionally developed a TagRFP mutant, TagRFP-T, 
which is reportedly more photostable.  
More recently a number of near-infrared fluorescent proteins derived from cyanobacterial 
phytochromes [327] have been reported. Unlike FPs derived from jellyfish and the corals, 
cyanobacterial phytochromes require the incorporation of biliverdin IXα (BV) to become 
fluorescent. The first of these was IFP1.4 [328], derived from Deinococcus radiodurans with 
excitation and emission peaks at 684/708 nm respectively but with an extremely low quantum 
yield. IFP1.4 however, required the addition of exogenous BV for significant fluorescence. More 
recent infrared FPs appear more viable, in particular the iRFP family of spectrally distinct near-
IR proteins [329,330], derived from the bacterium Rhodopseudomonas palustris that exhibit 4-12 
fold increased photostability over IFP1.4 and significantly improved brightness in cells without 
the addition of exogenous BV.  
6.1.2 Multiplexed FRET measurements  
The first approach involves ratiometric imaging of two spectrally interleaved FRET pairs, for 
example Niino et al. used biosensors tagged with Sapphire‒RFP and ECFP‒YFP [331] to monitor 
intracellular cGMP and cAMP respectively. Emission was measured in four channels centred 
around each of the fluorophores. To overcome the high degree of crosstalk between the 
fluorophores a linear unmixing procedure was used to separate emission from each of the 
fluorophores. Piljic et al. reported a similar method, using biosensors tagged with a mOrange‒
mCherry pair and a ECFP/YFP pair [332] to monitor cytosolic calcium, membrane-bound PKC 
activity and annexin A4. In this work both calcium and PKC probes were tagged using 
ECFP/YFP; the spatial separation between the two probes was exploited to discriminate their 
responses. 
This quad channel approach suffers from high levels of noise introduced by the data processing 
required to remove crosstalk between the fluorophores and requires a number of auxiliary 
experiments to determine the emission spectra of the individual fluorophores. 
Grant et al. [333] have demonstrated a somewhat different approach using a hybrid ratiometric / 
FLIM system. FLIM was used to report the activity of a Raichu-Ras probe using TagRFP as a 
donor with mPlum acting as an almost dark acceptor. Simultaneously an ECFP‒Venus tagged 
chameleon Ca2+ sensor was imaged ratiometrically. This approach offers a number of 
advantages over the quad channel ratiometric approach. Using FLIM to image the second FRET 
pair means that a low quantum efficiency fluorophore may be used as the acceptor as acceptor 
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fluorescence is not measured. This enables the use of low efficiency deep red fluorophores such 
as mPlum paired with RFP donors, which offer significantly greater spectral separation from 
ECFP‒YFP. The approach adopted by Grant et al. is compromised however, by the 
photobleaching of TagRFP that limits its use for time course experiments.  
Subsequent to this work an improved variant of TagRFP, TagRFP-T was developed which 
reportedly offered significantly improved photostability [326]. Laine [156] developed a TagRFP-
T‒mPlum FRET reporter designed for readout of calcium concentration based on the popular 
ECFP‒YFP probe TN-L15, which uses the calcium sensitive Troponin domain. Laine observed 
that the lifetime of TagRFP-T is extremely sensitive to photobleaching under pulsed excitation, 
observing changes in lifetime of 46 ps/min on the spinning disk system described in §5.5; after 
ten minutes of excitation the lifetime reduced from 2.2 to 1.78 ns. A later analysis of the photo-
physics of a large number of red fluorescent proteins cast some light on these apparently 
conflicting data [4]. The authors showed that, due to variations in the dark state conversion and 
irreversible photobleaching mechanistic pathways, different red fluorescent proteins can exhibit 
very different photobleaching decay rates depending on the intensity and duration of excitation. 
The screening process used to select TagRFP-T used excitation powers of approximately 100 
mW/cm2, several orders of magnitude lower than those commonly experienced in typical 
confocal or even widefield arc lamp illumination. 
Of the mFruit based proteins screened by Dean et al. [4], the only proteins that showed 
photobleaching properties under realistic illumination conditions that approach those of EGFP 
were mCherry and a novel mutant of TagRFP, TagRFP R67K S158T. mCherry has been used 
extensively in fluorescence studies and its properties are reasonably well understood [334,335]. 
TagRFP R67K S158T, however, has not been used in other studies and so it is possible that other 
issues may be observed in other imaging environments. Therefore it would be desirable to 
design a FRET sensor based on mCherry. Unfortunately, due to the increased red shift and larger 
stokes shift of mCherry, shown in Figure 1.4, it is not possible to use mCherry as a hetero-FRET 
donor with mPlum or other far-red fluorescent proteins.  
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6.2 Theoretical analysis of spectral cross talk 
Even for FLIM-based approaches to multiplexing, it is important to be able to image the donor 
channels independently without bleedthrough from any of the other fluorophores present in the 
cell. When there are more than one or two fluorophores in a system, it is difficult to 
quantitatively evaluate the optimal choice of filters and dichroics for a particular experiment; 
there are a huge number of commercially available thin film interference filters from 
manufacturers such as Chroma and Semrock with different centre wavelengths, bandwidths, 
transmission efficiencies and band pass shapes.  
For a FLIM or fluorescence anisotropy experiment the optimal set of filters will maximise the 
number of photons collected from the fluorophores of interest which are collected while 
minimising the number collected from the other fluorophores, referred to as the bleedthrough 
intensity. 
To select and evaluate filter sets, a custom MATLAB package was developed. The excitation and 
emission spectra, the quantum yield and the extinction coefficients of the fluorophores of interest 
were tabulated from the literature. The transmission spectra of Chroma and Semrock filters in 
the spectral regions of interest were also tabulated. The spectra of laser lines available were also 
added. 
For a cell expressing 푛 fluorophores, a number of which undergo FRET, and a given excitation 
and emission filter with transmission spectra 퐹푒푥(휆) and 퐹푒푚(휆) and dichroic beamsplitter with 
transmission 퐷(휆), the relative brightness of the 푖th fluorophore in the system can be calculated 
using  
퐼푖 = 푄푖4 퐹푒푚(휆)B1 − 퐷(휆)E푓푗(휆) 푑휆∞ ⋅h퐸푗→푖 ⋅ 4 퐹푒푥(휆)퐷(휆)휖푗(휆) 휆∞ i
푛
푗= , 6.1 
where 휖푖(휆) and 푓푖(휆) are the fluorophore molar extinction coefficient and normalised emission 
spectrum respectively and 푄푖 is the fluorophore quantum yield. 퐸푖→푗 is the transfer efficiency 
from the 푗th to the 푖th fluorophore. For FRET pairs 퐸푖→푗 = 0.6 was used as a conservative upper 
limit on the transfer expected and for single fluorophores 퐸푖→푖 = 1 was used. In this way both 
conventional emission and sensitised FRET emission can be calculated.  
For the same set of filters the bleedthrough, 퐵푖, the total intensity of other fluorophores in the 
system can be calculated using 
퐵푖 =  퐼푗푛푗=,푗≠푖 . 6.2 
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To determine the optimal set of filters for imaging a given fluorophore, 퐼푖 and 퐵푖 were calculated 
for all combinations of the available excitation, emission and dichroic filters. A number of 
selection criteria were then applied to reject unsuitable filter combinations 
1. Combinations of filters where the suppression of the excitation light by the combination 
of the dichroic and emission filter was less than 10−/ were rejected.  
2. Combinations of filters where the brightness of the fluorophore 퐼푖 was less than 10% of 
the largest 퐼푖 for any filter set were rejected on the basis that an unacceptably large 
amount of power would have been required to image the sample.  
The remaining filter combinations were then ranked based on the ratio of the fluorophore 
intensity to bleedthrough intensity 퐼푖 퐵푖⁄  and the filter combination which maximised this ratio 
was selected as the optimal set.  
6.3 Time resolved anisotropy readout of homo-FRET 
As discussed in §1.4, anisotropy imaging can be used to read out homo-FRET between two 
spectrally identical proteins. By definition, a homo-FRET sensor has a reduced spectral 
bandwidth compared to a hetero-FRET sensor as a single fluorescent protein is used. Developing 
a homo-FRET sensor using mCherry may prove to be an effective way to avoid the issues with 
time resolved imaging of red shifted FRET pairs that have been discussed above.  
This section will discuss the fitting of TR-FAIM imaging using the global analysis algorithm 
presented in §3.3 to obtain quantitative information about clustering parameters on a pixel-by-
pixel basis from low photon count data. The development of a polarisation resolved TCSPC 
microscope system for multiplexed imaging of hetero- and homo-FRET sensors will be 
presented. These techniques will be applied to read out accumulation of PtdIns(3,4,5)P3 and 
PtdIns(3,4)P2 at the membrane using an Akt-PH based homo-FRET sensor and multiplexed 
measurements of PtdIns(3,4,5)P3 and PtdIns(3,4)P2 accumulation and calcium using a ECFP-YFP 
biosensor. Finally the development of a cyan homo-FRET probe for Rac1 will be discussed with a 
view to enabling multiplexed readout of three functional probes.  
6.3.1 Anisotropy theory 
The polarisation of the emitted light is quantified by the anisotropy parameter 푟. If a sample is 
illuminated with polarised light, the emission intensity of at an angle 휓 to the polarisation angle 
is given by 
퐼휓(푡) = 퐼푡(푡)3 1 + B3 cos휓( − 1E ⋅ 푟(푡), 6.3 
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where 퐼푡(푡) is the total emission intensity [2]. It may then been seen that the emission parallel and 
perpendicular to the excitation polarisation will be 
퐼∥(푡) = 퐼푡(푡)3 B1 + 2푟(푡)E, 퐼⊥(푡) = 퐼푡(푡)3 B1 − 푟(푡)E. 
6.4 
Using this, the time-resolved anisotropy parameter may be determined from measurements of 
the emission intensity polarised parallel and perpendicular to the excitation light 
푟(푡) = 퐼∥(푡) − 퐼⊥(푡)퐼∥(푡) + 2퐼⊥(푡). 6.5 
Since the measured intensities in each channel will typically be convolved with the instrument 
response function and convolution does not commute with division, the time resolved 
anisotropy cannot be correctly determined using Equation 6.5, particularly if the instrument 
response functions are not identical for the two channels. Instead it is better to directly fit the 
measured polarisation channels to the model described by Equation 6.4 [336]. 
It is likely that there will be several processes contributing to depolarisation of the emission light 
with different characteristic lifetimes. If time and polarisation resolved measurements are made, 
it may be possible to resolve these different components. For example there may be a slow 
depolarisation due to rotation of the fluorophore on a scale of, (for a typical fluorescent protein), 
tens of nanoseconds, and a fast depolarisation component due to FRET. In this case the time 
resolved anisotropy parameter may be expressed as 
푟(푡) = 푟∞ +푟푘exp #− 푡휃푘%푘 , 6.6 
where 푟∞ is the limiting anisotropy as 푡 → ∞ and 휃푘 is the characteristic lifetime of the 푘th 
anisotropy component [2]. 
6.3.2 Experimental approaches to homo-FRET imaging 
Gautier et al. [337] used a confocal TCSPC system with a Fresnel rotator in the excitation path 
with a fixed analyser in the detection path to sequentially record the emission polarised parallel 
and perpendicular to the excitation at fixed points. The authors used this system to measure 
dimerisation of herpes simplex virus thymidine kinase (TK) fused to green fluorescent protein 
(GFP). By reconstructing the anisotropy decay using Equation 6.5 and fitting to a bi-exponential 
model the anisotropy decay components associated with rotational motion and FRET were 
resolved.  
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Clayton et al. [338] demonstrated a confocal frequency domain TR-FAIM system adapted from a 
frequency domain FLIM system. Images were acquired consecutively at different polarisation 
angles. The authors derived analytical expressions for the parameters of a mono-exponential 
anisotropy decay with a finite limiting anisotropy 푟∞ in terms of the measured phase and 
amplitudes. This system was later extended to widefield acquisition with simultaneous 
acquisition using an image splitter with a commercial frequency domain microscope system 
[339] and the phasor analysis graphical approach to the analysis of time resolved data discussed 
in §2.2.4 was extended to polarisation resolved measurements. This system was applied to the 
study of dimerisation of epidermal growth factor (EGFR) tagged with EYFP [340] . 
Bader et al. [341] demonstrated a confocal polarisation resolved time gated microscope which 
was applied to estimate the size of clusters of GPI-GFP, a lipid raft marker. The system employs 
two LiMo FLIM detectors to simultaneously capture two-nanosecond gates in at perpendicular 
polarisations. Four gates were recorded and the cluster size was estimated using the limiting 
anisotropy 푟∞. This approach was later applied to a number of different GFP fusions [342]. 
6.4 Time resolved anisotropy for imaging homo-FRET aggregation 
This section will consider the expected anisotropy decay in the presence of homo-FRET between 
a cluster of identical fluorophores using the approach developed by Runnels and Scarlata [136]. 
The rate equations for homo-FRET are more involved than those for hetero-FRET since it is 
possible that multiple FRET transfers steps may occur before emission since there is symmetry 
between the molecules in the cluster.  
A simplified model where the transfer rate is equal between all molecules in the cluster will be 
considered. This assumption is by necessity approximate for clusters of 푁 > 3 due to geometrical 
constraints. Runnels and Scarlata [136] considered the case where the distance between 
molecules in a cluster is uneven. They showed that when the relative distance between all three 
molecules is less than 0.8푅 the emission anisotropy is relatively insensitive to differences in the 
distance between molecules and is largely sensitive only to the number of interacting molecules. 
Therefore this assumption is not unreasonable for larger clusters.  
6.4.1 Time evolution of excitation states in a cluster 
Consider a population of 푁  identical, randomly oriented fluorophores with fluorescence lifetime 휏 in a cluster where one fluophore is stimulated into the excited state at time 푡 = 0. The rate 
equations for the probability that the initially excited fluorophore in the excited state, 휌(푡), and 
the probability the remaining fluorophores are in the excited site, 휌푖(푡), are given by  
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휕휌(푡)휕푡 = −휌휏 + 푘퐹(푁 − 1)(휌푖 − 휌), 6.7 휕휌푖(푡)휕푡 = −휌푖휏 + 푘퐹(푁 − 1)휌푖 + 푘퐹휌 + 푘퐹(푁 − 2)휌푖 = − 휌푖휏 + 푘퐹(휌 − 휌푖). 6.8 
Where 푘퐹 is the FRET transfer rate constant that has been assumed to be constant for all pairs in 
the cluster, i.e. that the separation between all pairs is constant. The boundary conditions for the 
rate equations are given by 
휌푖(푡 = 0) = 01, 푖 = 10, 푖 > 1 휌푖(푡 = ∞) = 0. 6.9 
Assume that a solution exists of the form 
휌 = (퐴 + 퐵푒−훼푡)푒−푡휏, 6.10 휌푖 = (퐶 + 퐷푒−훼푡)푒−푡휏. 6.11 
Using the initial conditions given by Equation 6.9, by inspection it may be seen that 퐴 + 퐵 = 1 
and 퐶 +퐷 = 0 so that  
휌 = (퐴 + (1 − 퐴)푒−훼푡)푒−푡휏. 6.12 휌푖 = 퐶(1 − 푒−훼푡)푒−푡휏. 6.13 
Substituting Equations 6.12 and 6.13 into Equation 6.7 gives 
−퐴휏 − #1휏 + 훼% (1 − 퐴)푒−훼푡 = − h1휏 + 푘퐹(푁 − 1)i (퐴 + (1 − 퐴)푒−훼푡) + 퐹퐶(푘퐹 − 1)(1 − 푒−훼푡). 6.14 
Considering Equation 6.14 in the limit 푡 → ∞ gives  
−퐴휏 = − h1휏 + 푘퐹(푁 − 1)i퐴 + 푘퐹퐶(푁 − 1). 퐴 = 퐶 6.15 
Comparing terms which are multiples of 푒−훼푡 in Equation 6.14 and using Equation 6.15 gives 
− #1휏 + 훼% (1 − 퐴) = − h1휏 + 푘퐹(푁 − 1)i (1 − 퐴) − 푘퐹퐴(푁 − 1) (1 − 퐴)훼 = 푘퐹(푁 − 1). 6.16 
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Inserting Equations 6.10, 6.11 and 6.15 into Equation 6.8 gives  
퐴h−1휏 + #1휏 + 훼% 푒−훼푡i = −퐴#1휏 + 푘퐹% (1 − 푒−훼푡) + 푘퐹(퐴 + (1 − 퐴)푒−훼푡) 퐴훼 = 퐹. 6.17 
Combining Equations 6.16 and 6.17 gives 
(1 − 퐴) 푘퐹퐴 = 푘퐹(푁 − 1) 퐴 = 1푁, 6.18 
and so the solution to the system of Equations 6.7-6.9 is given by 
휌 = 1푁 B1 + (푁 − 1)푒−푁푘퐹푡E푒−푡휏, 6.19 휌푖 = 1푁 B1 − 푒−푁푘퐹푡E푒−푡휏, 6.20 
6.4.2 Time resolved anisotropy of a cluster of molecules undergoing homo-FRET 
The average fluorescence from the cluster is given by  
퐼(푡) = 휌 + (푁 − 1)휌푖 = 푒−푡휏, 6.21 
so it is clear that the average fluorescence lifetime is constant regardless of the size of the cluster. 
However, if the molecules are randomly orientated the anisotropy of the emission will be 
reduced; Agranovich and Galanin [343] showed that for such a system the average anisotropy 
for emission after a single transfer is 푟푒푡 = 0.016. If the molecules are free to rotate there will be a 
further decay in the anisotropy due to rotation, assuming a spherical molecule the decay can be 
characterised by a decay lifetime 휃푅. If the anisotropy of emission by the initially excited 
fluorophore at time 푡 = 0 is given by 푟 then the time evolution of the anisotropy is given by  
푟푠(푡) = 1푁 푟1 + (푁 − 1)푒−푁푘퐹푡 + 푟푒푡(푁 − 1) B1 − 푒−푁푘퐹푡E푒− 푡휃푅 
= (푁 − 1)푁 (푟 − 푟푒푡)푒−# 휃푅+푁푘퐹%푡 + 1푁 [푟 + (푁 − 1)푟푒푡]푒− 푡휃푅. 
6.22 
If the data is fitted to a model with two anisotropy decay rates  
푟(푡) = 푟 exp #− 푡휃% + 푟( exp #− 푡휃(%, 6.23 
where 휃 > 휃( then, by comparing Equations 6.22 and 6.23, the measured parameters will be 
given by  
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푟 = 1푁 (푟 + (푁 − 1)푟푒푡), 6.24 푟( = (푁 − 1)푁 (푟 − 푟푒푡), 6.25 
and 휃 = 휃푅,   휃( ≈ (푁푘퐹)−. 6.26 
By comparing Equations 6.22 and 6.23 at 푡 = 0 it can be seen that 푟 + 푟( = 푟, Equations 6.24 or 
6.25 can then be used to express the number of molecules in a cluster in terms of the fitted 
parameters 
푁 = 푟 − 푟푒푡 + 푟(푟 − 푟푒푡 = 1 + 푟(푟 − 푟푒푡. 6.27 
6.4.3 Comparison with the steady state case 
In the steady state case the expression for the steady state anisotropy is [136] 
푟푠푠 = 푟 ⋅ 1 + 푘푇휏1 + 푁푘푇휏 + 푟푒푡 ⋅ (푁 − 1) ⋅ 푘푇휏1 + 푁푘푇휏 , 6.28 
therefore the cluster size can only be determined from the steady state measurement if an 
independent measurement of the transfer rate and the fluorophore lifetime can be made and 
under the assumption of a theoretical value for 푟. 
6.4.4 Mixed population of monomers and N-mers 
If there is a population fraction of 푁-mers 훽 and a population fraction of monomers 1 − 훽 then 
the average time resolved anisotropy is given by 
푟(푡) = 훽 (푁 − 1)푁 (푟 − 푟푒푡)푒−# 휃푅+푁푘퐹%푡 + h푟 − 훽 (푁 − 1)푁 (푟 − 푟푒푡)i 푒− 푡휃푅, 6.29 
then the fitted parameters will be given by  
푟( = 훽 (푁 − 1)푁 (푟 − 푟푒푡), 6.30 푟 = 푟 − 훽 (푁 − 1)푁 (푟 − 푟푒푡), 6.31 
and then , can be calculated using 
 
훽 = 푁푁 − 1 # 푟(푟( + 푟 − 푟푒푡%. 6.32 
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6.5  Global fitting of time resolved anisotropy  
In the previous section it was shown the physical parameters of a homo-FRET cluster can be 
determined by fitting the measured time resolved anisotropy decay to a bi-exponential model.  
Fitting such a model on a pixel by pixel basis to imaging data would require significantly more 
photons than could be realistically measured in a time lapse experiment, and as such previous 
approaches have used steady state measurements or fitted to a simplified single anisotropy 
decay component. Global analysis of time resolved anisotropy data has previously been 
demonstrated across a number of spectral channels [344–346], but has not yet been applied to the 
analysis of image data. 
In this section the variable projection approach described in §3.3 is extended to the analysis time 
resolved anisotropy measurements to enable complex anisotropy decay models to be fitted to 
TR-FAIM imaging data.  
6.5.1 Anisotropy data model 
Using Equation 6.3, the time resolved decay for a fluorophore with a multi-exponential intensity 
decay with 푛휏 lifetimes components 휏푖 with pre-exponential factors 훽푖 and a multi-exponential 
anisotropy decay with 푛휃 components with correlation times 휃푗 and initial anisotropy 
contributions 푟푗, measured at an angle 휓 to the excitation light is given by 
 퐼(푡, 휓) = 13훽푖 exp #− 푡휏푖% ⋅ ⎣⎢⎢⎢⎢⎢⎢⎢⎢
⎡1 + 휂(휓) ⋅푟푗 exp ^− 푡휃푗_
푛휃
푗= ⎦⎥⎥⎥⎥⎥
⎥⎥⎥⎤ ,푛휏푖=  6.33 
where, for notational convenience the function 
 휂(휓) = 3 cos(휓 − 1. 6.34 
is defined. The total initial anisotropy is defined as 푟 = ∑ 푟푗푛휃푗= . The instrument response 
functions may differ between polarisation angles if measurements are made with a polarising 
beam splitter and two different detectors. Accounting for a measured instrument response 
function and contributions from incomplete decays, the model measured decay may be 
expressed in terms of a sum over one or more convolved single exponential decay functions 퐷â(휏, 푡, 휓) = 푔(푡, 휓) ∗ 퐷(휏, 푡) where 푔(푡, 휓) is the instrument response function measured at 
polarisation angle 휓.  
 퐼 (̃푡, 휓) = 13 훽푖 ⋅ 퐷â(휏푖, 푡, 휓)푛휏푖= + 휂(휓)3  푟푗 훽푖 ⋅ 퐷âB휏푖,푗퐴 , 푡, 휓E푛휏푖=푛휃푗= , 6.35 
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where the combined lifetime and anisotropy decay rates 휏푖,푗퐴 are given by 
 휏푖,푗퐴 = ^1휏푖 + 1휃푗_
−. 6.36 
Equation 6.35 may be expressed in separable form as  
 퐼 (̃푡, 휓) =  퐵 ⋅ 퐹̃퐴푛휏푖= , 6.37 
where the model basis functions are  
 퐹̃퐴(푡) = 13 훽푖 ⋅ 퐷â(휏푖, 푡, 휓)푛휏푖= , 6.38 
 퐹̃푗퐴(푡) = 휂(휓)3  훽푖 ⋅ 퐷âB휏푖,푗퐴 , 푡, 휓E푛휏푖= . 6.39 
The initial intensity 퐼 and the initial anisotropies 푟푗 may be recovered from the linear parameters 퐵푗 using 
 퐼 = 퐵, 6.40 
 푟푗 = 퐵푗퐼 ,   푗 > 0. 6.41 
A variable transformation equivalent to that used in the grouped model case is used to impose 
normalisation on 훽푖 in §3.12. 
6.5.2 Model derivatives 
6.5.2.1. Derivatives with respect to 흉풊 
The derivatives of the anisotropy model basis function with respect to the fluorophore lifetime 
components 휏푖 are given by 
 휕퐹̃퐴(푡, 휓)휕휏푖 = 13 훽푖 ⋅ 퐷â(휏푖, 푡), 6.42 
 휕퐹̃푗퐴(푡, 휓)휕휏푖 = 휂(휓)3 훽푖 ⋅ 휕휏푖,푗
퐴휕휏푖 휕퐷âB휏푖,푗
퐴 , 푡, 휓E휕휏푖,푗퐴  
= 휂(휓)3 훽푖 ⋅ ⎝⎜⎜⎜⎜⎜
⎛휏푖,푗퐴휏푖 ⎠⎟⎟⎟⎟⎟
⎞( ⋅ 퐷âB휏푖,푗퐴 , 푡E. 
6.43 
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6.5.2.2. Derivatives with respect to 휷풊 
The derivatives of the anisotropy model basis function with respect to the fluorophore lifetime 
population fractions 훽푖 are given by 
 휕퐹̃퐴(푡, 휓)휕훽푖 = 13퐷â(휏푖, 푡, 휓), 6.44 
 휕퐹̃푗퐴(푡, 휓)휕훽푖 = 휂(휓)3 퐷âB휏푖,푗퐴 , 푡, 휓E. 6.45 
6.5.2.3. Derivatives with respect to 휽풋 
The non-zero derivatives of the anisotropy model basis function with respect to the anisotropy 
decay lifetime components 휃푗 are given by 
 휕퐹̃푗퐴(푡)휕휃푗 = 휂(휓)3  훽푖 ⋅ 휕휏푖,푗
퐴휕휃푖 휕퐷âB휏푖,푗
퐴 , 푡, 휓E휕휏푖,푗퐴푛휏푖=  
= 휂(휓)3  훽푖 ⋅ ⎝⎜⎜⎜⎜⎜
⎛휏푖,푗퐴휃푖 ⎠⎟⎟⎟⎟⎟
⎞( ⋅ 퐷âB휏푖,푗퐴 , 푡E푛휏푖= . 
6.46 
6.5.3 Fitting of simulated time resolved anisotropy data 
Polarisation resolved TCSPC data of fluorophores with a bi-exponential fluorescence decay 
profile undergoing homo-FRET leading to a bi-exponential anisotropy decay profile was 
simulated in MATLAB with a time window of 12.5 ns for a simulated pulse repetition rate of 80 
MHz. The model, before accounting for incomplete decays and a simulated instrument response 
function takes the form 
 퐼(푡, 휓) = 퐼3 h훽 exp #− 푡휏% + (1 − 훽) exp #− 푡휏(%i⋅ h1 + 휂(휓) #푟 exp #− 푡휃% + 푟( exp #− 푡휃(%%i, 
6.47 
where 훽 is the fractional contribution of the long component of the intensity decay and 퐼 is the 
peak intensity. The data was simulated for two detectors polarised parallel and perpendicular to 
the excitation light, i.e. 휓∥ = 0° and 휓⊥ = 90°. Using Equation 6.33, 휂B휓∥E = 2 3N  and 휂(휓⊥) =− 1 3ú . The model was convolved with a Gaussian IRF with a full width half maximum of 150 ps. 
The lifetimes of the fluorescence decay components were set to be 휏 = 3.0 ns and 휏( = 1.2 ns 
with a fractional contribution of the long component 훽 = 0.6. The rotational correlation times 
were set to 휃 = 30 ns and 휃( = 1.0 ns, i.e. of the order expected for a fluorescent protein fusion 
construct undergoing homo-FRET. The 256 × 256 pixel simulated image was split into three 
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regions with initial anisotropy contribution of the short component 푟( set to 0.1, 0.2 and 0.3. In all 
three regions the total initial anisotropy 푟 = 0.4. The initial intensity 퐼 was set such that there 
were on average 10Ô total integrated counts in each pixel and Poissonian noise was added to each 
decay using the MATLAB function poissrnd. These simulation parameters were chosen to 
approximate realistic values for cell imaging data, with the lifetimes selected to be similar to 
those of common cyan fluorescent protein variants such as ECFP and Cerulean [347]. For 
consistency with later experiments, a 3 × 3 mean smoothing kernel was applied to each the 
image representing each time-bin of the data by convolution.  
The data was fitted on a pixel-wise and global basis to the polarisation resolved model described 
in Equation 6.47. In each case, the lifetimes and fractional contributions of both the fluorescence 
and anisotropy decays were left free. Table 6.1 shows the fit parameters obtained for quantities 
that were are invariant across the initial simulated image and Figure 6.1 shows false colour maps 
and histograms of the recovered initial anisotropy contributions. Using global fitting, the true 
values of the spatially invariant parameters are recovered within the standard deviation and the 
different initial anisotropy regions are clearly distinguishable. When fitting pixel-wise, however, 
the errors on the spatially invariant parameters are significantly larger, particularly for the 
rotational correlation times. The large uncertainty in the correlation times is reflected in the 
initial anisotropy contributions, which show little correlation with the true values. 
 τ1 (ns) τ2 (ns) β1 θ1 (ns) θ2 (ns)  
Simulated 3.0 1.2 0.6 30.0 1.0 
Global Fit 2.998±0.002 1.198±0.003 0.600±0.001 30.00±0.28 0.999±0.004 
Pixel-wise Fit 2.78±0.30 1.04±0.27 0.68±0.13 7.42±7.74 1.33±0.43 
Table 6.1 Fitted parameters for simulated polarisation resolved TCSPC data of a fluorescent 
protein undergoing homo-FRET obtained using global and pixel-wise fitting.  
The mean and standard deviations are calculated over 10 independent datasets. 
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6.6 Development of a multiplexed polarisation resolved confocal 
microscope 
In the previous section the development of an analysis technique for TR-FAIM measurements 
was introduced. In this section the development of an experimental polarisation resolved 
confocal TCSPC system for multiplexed TR-FAIM measurements based on a Leica SP5 
microscope will be described. A schematic of the system is shown in Figure 6.2. 
6.6.1 Excitation 
The system uses a MaiTai femtosecond Ti:Sapphire (Spectra Physics) pumped by a Millennium 
(Spectra Physics) capable to generate IR light 700-900 nm at 80 MHz A frequency doubler 
(Inspire Blue, Spectra Physics) is used to generate blue light from 350-450 nm. The beam was 
passed through a glass block to stretch the temporal width of the femtosecond pulses to 
picoseconds to prevent excessive phototoxicity [348,349] and photobleaching due to nonlinear 
effects. The fundamental output of the frequency doubler is used to pump a micro-structured 
optical fibre (MOF) (PM-750, NKT Photonics) to generate a supercontinuum between 450-
Figure 6.1 Global and pixel-wise analysis of simulated polarisation resolved image data. 
Simulated polarisation resolved TCSPC data was generated with fluorescence lifetimes 3.0 and 
1.2 ns and rotational correlation times of 30 ns and 1.0 ns. The simulated data was generated with 
the total initial anisotropy set to 0.4 across the image with the initial anisotropy contribution of the 
short component equal to 0.1, 0.2 and 0.3 in three bands from top to bottom across the image. (A) 
False colour images of the recovered initial anisotropy contribution for the (left) long and (right) 
short correlation time components analysed (top) pixel-wise and (bottom) with global fitting. 
Histograms of estimates of the initial anisotropy contribution of the (B) long and (C) short 
correlation time components analysed, dashed lines, pixel-wise and, solid lines with global fitting. 
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650 nm. An optical isolator is used to prevent retro-reflection from the input face of the MOF into 
laser cavity. An automated filter wheel is used to select the required excitation wavelengths from 
the supercontinuum. It was observed that the output spectrum of the light after passing though 
the MOF is strongly dependent on the polarisation of the pump beam so a half-wave plate 
(HWP1) is used to optimise the output at the required wavelength. The frequency doubled and 
supercontinuum beams are independently shuttered and combined using a 450 long pass 
dichroic (T455LP, Chroma). The collimated beams are polarised using a polarising beam splitter 
(P1) and the final polarisation angle set using a half wave plate (HWP2). An Argon Ion 
continuous wave (CW) laser is also available internally in the SP5 providing excitation at 458 nm, 
476 nm, 488 nm, 496 nm, and 514 nm. This configuration allows a high degree of flexibility in 
excitation and emission wavelengths.  
6.6.2 Detection 
The de-scanned collimated emission light is passed through an automated filter wheel to select 
the desired emission wavelength. The emission is split using a polarising beam splitter cube and 
the two polarisations are record simultaneously using hybrid photomultipliers (HPM-100-40, 
Becker & Hickl, GmbH). TCSPC measurements are made using a SPC830 module (Becker and 
Figure 6.2 Multiplexed polarisation resolved imaging system configuration 
Schematic of the multiplexed polarisation resolved microscope described in the text. Components 
inside the grey area and labelled in italics are internal to the SP5 confocal microscope. 
Abbreviations used: HWP, half wave plate; S, shutter, P, polariser, L, lens. The focal lengths of 
lenses ?@and ?A are labelled  @ and  A respectively. 
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Hickl, GmbH). A trigger signal was generated by a fast photodiode (DET10C, Thor Labs) with a 
beam picked off from the Ti:Sapphire output. A computer controlled delay line (Kentech, UK) 
was used to control the timing of the trigger signal relative to the detected signal.  
A doublet lens (L4) was inserted before the beam splitter to focus the emission light onto the 
detectors. When the pinhole is open, the width of the collimated beam is larger than the detector 
active area so without a focussing lens not all light is captured, reducing system collection 
efficiency. More significantly if the detectors do not capture all of the emitted light they may 
collect light preferentially from different regions of the focal area. This can lead to the 
introduction of an offset between the two channels. 
Since there is approximately 3% bleed through from the parallel channel into the perpendicular 
channel from the beam splitter a wire grid polariser (P2) was inserted before the perpendicular 
detector, increasing the overall system extinction ratio from ~30 to >150.  
6.6.3 Automation 
The system was automated using Micromanager [350], an open source framework for controlling 
microscope systems that provides adaptors for a wide range of devices including the filter 
wheels and shutters. A C++ driver was written to control the delay box to compensate for the 
different path lengths between the frequency doubled and MOF-generated excitation.  
6.6.4 IRF measurement and polarisation alignment 
It is not possible to use reference reconvolution with polarisation resolved measurements as 
small molecule dyes have a rotational correlation time of ~200 ps, generally a similar order of 
magnitude to the fluorescence lifetime of polarisation resolved fluorescence of the sample dye. 
The measurements will therefore not yield a mono-exponential decay. It is therefore necessary to 
use an IRF recorded using a scattering sample.  
To acquire a scatter IRF an OD 3.0 neutral density filter was inserted in the excitation path. The 
polarisation of the excitation beam was rotated using HWP1 until the peak intensity was similar 
in both channels to ensure that the background was not relatively more significant in either 
channel. The reference measurements in both channels were independently normalised to unity. 
Still using a scattering sample, the polarisation of the excitation beam was then aligned with the 
parallel detector channel by rotating HWP1 until the signal in the perpendicular channel was 
minimised. An extinction ratio greater than 100 was considered acceptable.  
To determine the relative detection efficiency (푔 factor) of the two channels, which depend on 
polarisation effects in the microscope and detection path optics, a reference dye measurement 
was made with the same filter set as the sample measurement. Fluorescein was used for ECFP 
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and GFP wavelength measurements and Rhodamine 6G for was used for mCherry wavelength 
measurements. Both dyes have a rotational correlation time of 휃 ≈ 200 ps and a mono-
exponential decay profile. The ratio 푟(푡) = 퐼∥(푡) 퐼⊥(푡)⁄  was calculated as a function of time for each 
time bin. After ~5휃 the dye is completely depolarised and so the intensity should be equal in 
each channel. To robustly extract the limiting value of 푟(푡), the values of 푟(푡) were fit to a two 
Gaussian model using the Matlab function gmdistribution. The Gaussian with a larger 
contribution, corresponding to the limiting value, was chosen as the 푔 factor.  
6.6.5 Reconstruction of polarisation independent decay 
It is sometimes desirable to reconstruct the polarisation independent decay 퐼푡(푡) from the 
polarisation resolved measurements. Using Equation 6.4 it is clear, neglecting the effect of the 
instrument response function, that 퐼푡(푡) = 퐼∥(푡) + 2 ⋅ 퐼⊥(푡) 6.48 
If the IRF is identical for both channels then Equation 6.48 may be used since convolution is 
distributive. Since two different detectors are used for the polarisation channels, however, 
Equation 6.48 does not apply. In particular there is a path length difference between the two 
detectors and the sample, leading to a time delay between the channels.  
To reconstruct the polarisation independent decay, each measured channel is convolved with the 
IRF for the other channel (i.e. 푔∥ or 푔⊥) using the MATLAB function conv. These re-convolved 
decays are combined using Equation 6.48 which yields 퐼푡(푡) convolved with the combined IRF 푔⊥(푡) ∗ 푔∥(푡). 퐼푡̃(푡) = 푔⊥(푡) ∗ 퐼∥̃(푡) + 2 ⋅ 푔∥(푡) ∗ 퐼⊥̃(푡) = 푔⊥(푡) ∗ B푔∥(푡) ∗ 퐼∥(푡)E + 2 ⋅ 푔∥(푡) ∗ B푔⊥ ∗ 퐼⊥(푡)E = 푔⊥(푡) ∗ 푔∥(푡) ∗ 퐼푡(푡) 6.49 
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6.7 Development of a homo-FRET reporter for phosphoinositide dynamics 
In §4.4.1 several approaches which have been employed for imaging phosphoinositide dynamics 
are outlined. For the fibroblast system it is clear that simple translocation based approaches are 
not optimal due to the difficulty in separating changes in morphology from membrane 
localisation. Using FRET between fluorescent protein tagged PH domain constructs suits a 
homo-FRET readout well as only a single FP fusion construct is required. This allows existing 
libraries of fusion constructs to be used while still allowing an intensity-independent 
(ratiometric) readout. This section aims to develop homo-FRET sensors for the 3’ phosphorylated 
phosphoinositides PtdIns(3,4,5)P3 and PtdIns(3,4)P2 (3’ PtdIns) based on FP-Akt-PH fusion 
constructs, which may be multiplexed with existing FLIM FRET biosensors as illustrated in 
Figure 6.3. Previous experiments [248] have demonstrated that expression of the Akt-PH domain 
may be used to readout accumulation of 3’ PtdIns without compromising chemotaxis.  
EGFP-Akt-PH and mCherry-Akt-PH constructs already exist. As a first step the approach was 
validated by reading out accumulation using hetero-FRET between EGFP-Akt-PH and mCherry-
Akt-PH. EGFP-mCherry is a well validated [61,351] FRET pair with a Förster distance of 푅 =5.28 nm. Figure 6.5 shows Förster distances for homo-FRET between common FPs. EGFP and 
mCherry have Förster distances of 4.61 and 4.45 ns respectively, comparable to the common 
ECFP-EYFP hetero-FRET pair with 푅 = 4.83 nm. Therefore both should perform well in a homo-
FRET sensor. As discussed in §6.7.5, mCherry is suitable for a multiplexed readout with a 
conventional ECFP-YFP biosensor. The use of both EGFP- and mCherry-Akt-PH as homo-FRET 
sensors was then evaluated.  
 
Figure 6.3 Cartoon of homo-FRET between mCherry-Akt-PH molecules 
When the concentration of PtdIns(3,4,5)P3 and PtdIns(3,4)P2 is low at the membrane the Akt-PH 
domains will be predominantly cytosolic. At low concentrations no FRET will occur and emission 
will remain polarised. When the concentration of these phospholipids in the membrane increases, 
the PH domain binds the lipids which cluster at the membrane, bringing the mCherry molecules 
together enabling FRET to occur leading to depolarised fluorescence emission due to the random 
orientation of the mCherry molecules.  
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6.7.1 Hetero-FRET between EGFP-Akt-PH and mCherry-Akt-PH 
MEFs co-transfected with equimolar concentrations of EGFP-Akt-PH and mCherry-Akt-PH were 
imaged on the widefield sectioning microscope at 2.5 minute intervals and stimulated uniformly 
with 500 ng/ml PDGF-BB after five minutes.  
Since EGFP is, to a reasonable approximation, mono-exponential, the data was fitted using a 
double exponential decay model where the long lifetime was associated with donor only EGFP-
Akt-PH and the short lifetime was associated with EGFP-Akt-PH undergoing FRET with 
mCherry-Akt-PH. The fractional contribution of the FRET-associated lifetime and the integrated 
intensity for an exemplary cell are shown in Figure 6.4. In Figure 6.4A there is clear translocation 
to the membrane near the top of the image immediately after stimulation and a correlated 
increase in the FRET contribution, as indicated by white arrows. Note that there are other high 
intensity regions that do not have an associated change in FRET, indicated by red arrows, these 
are likely associated with changes in the cell thickness due to, for example, ruffling of the 
 
Figure 6.5 Homo-FRET Förster distance for a number of common fluorophores 
Plot of the Förster distance 푅 for homo-FRET between common fluorescent proteins calculated as 
described in §1.3. 
Figure 6.4 FRET readout of phosphoinositide dynamics using EGFP- and mCherry-Akt-PH 
FLIM time course of a MEF expressing EGFP-Akt-PH and mCherry-Akt-PH imaged on the 
Nipkow spinning disk system every 2.5 minutes. The cell was stimulated with 500 ng/ml PDGF-BB 
after five minutes. The data was fitted globally to a double exponential decay. A) Fractional 
contribution of the short component associated with FRET (훽short). B) Integrated intensity. After 
stimulation membrane translocation of EGFP-Akt and an increase in the fractional contribution of 
the FRET is observed. The cell shown is representative of a series of 8 experiments, of which 8 cells 
showed a similar response.  
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membrane. 
6.7.2 Homo-FRET between EGFP-Akt-PH molecules 
In the previous section PtdIns(3,4,5)P3 and PtdIns(3,4)P2 membrane accumulation was monitored 
using hetero-FRET between GFP- and mCherry-Akt-PH. In principle the accumulation could be 
read out using homo-FRET using cells transfected with either construct using TR-FAIM. 
Experiments were first performed with cells transfected with GFP-Akt-PH using the polarisation 
resolved confocal microscope described earlier in this chapter.  
Cells were imaged for 60 seconds at two minute intervals. After six minutes the cells were 
stimulated with 500ng/ml PDGF. The data was fitted globally using a mono-exponential 
fluorescence intensity decay model with lifetime 휏 and two rotational correlation times 휃 and 휃( 
with respective initial anisotropy contributions 푟 and 푟(. The model before convolution and 
before accounting for incomplete decays took the form  
 퐼(푡, 휓) = 퐼3 exp #− 푡휏% h1 + 휂(휓) #푟 exp #− 푡휃% + 푟( exp #− 푡휃(%%i 6.50 
An exemplary dataset is shown in Figure 6.6. The resulting globally estimated lifetime of EGFP 
was 휏 = 2.466 ± 0.002 ns, close to a previously reported lifetime of 2.39 ns for the same construct 
[352]. The rotational correlation times were estimated to be 휃 > 400 ns and 휃( = 1.82 ± 0.08 ns, 
which are associated with the rotational motion of the molecules and homo-FRET respectively. 
Note that only a lower bound on 휃 is presented as the 휒( surface is essentially flat for larger 
values of 휃 as the relatively short fluorescence decay time precludes the resolution of long 
rotational correlation times. The rotational correlation time is much longer than that reported for 
free EGFP in the cytoplasm, 36 ns [128], suggesting that the rotation of the GFP-Akt-PH protein 
is significantly hindered, consistent with membrane binding.  
Figure 6.6B and C shows the temporal development of the fitted initial anisotropy contributions 푟 and 푟(, (associated with the rotational correlation time and homo-FRET respectively) following 
stimulation with EGF. After stimulation, the initial anisotropy contribution of the short rotational 
component due to FRET, 푟(, decreases, consistent with an increase in FRET due to accumulation 
of EGFP tagged Akt-PH at the membrane, and there is a corresponding reduction in the initial 
anisotropy contribution associated with the rotational correlation time. Consistent with previous 
observations [248], a translocation of EGFP tagged Akt-PH from the nucleus and cytosol to the 
membrane is also observed. Note that the decrease in GFP fluorescence intensity over the time 
course is due to this translocation to the membrane upon stimulation and not to photobleaching, 
which was measured to change the fluorescence intensity by less than 8% over the course of the 
experiment.  
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Figure 6.6 Homo-FRET between EGFP-Akt-PH 
A MEF transfected with EGFP-Akt-PH was imaged at two minute intervals and stimulated with 
500ng/ml PDGF-BB after 6 minutes (indicated by black triangles). (A, top row) False colour map of 
the initial anisotropy contribution r2 associated with homo-FRET over the time course. (A, bottom 
row) Integrated fluorescence intensity images over the time course. (B, C) Initial anisotropy 
contributions spatially averaged over the cell: r1 associated with the rotational correlation (B) and r2 
associated with homo-FRET (C). Error bars represent the standard deviation across the image. 
(D,E) Exemplar fluorescence decays from the region indicated by a white triangle in the first (D) 
and last (E) frame with fit (top) and normalised residuals (bottom). The thin, fainter lines represent 
the experimental data while the thick, bolder lines represent the fitted model. The cell shown is 
representative of a series of 6 experiments, of which 5 cells showed a similar response. 
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6.7.3 Use of mCherry in homo-FRET experiments 
In the previous section PtdIns(3,4,5)P3 and PtdIns(3,4)P2 membrane accumulation was monitored 
using homo-FRET between GFP-Akt-PH molecules. In the following sections the feasibility of 
using mCherry-Akt-PH in the same manner will be assessed. Unlike GFP, the decay profile of 
mCherry is best characterised by a bi-exponential decay [334]. It has previously been observed 
that fluorophores exhibiting a multi-exponential decay tend to show a larger change in lifetime 
associated with photobleaching [61] as the conformations associated with the different lifetimes 
may photobleach at different rates. In §6.1.1 it was observed that the mean lifetime of TagRFP-T 
appears to exhibit a high degree of photosensitivity and can vary significantly even when only 
minimal photobleaching is observed. mCherry is reported to be more photostable than TagRFP-T 
under CW excitation [335]. 
A set of experiments were conducted to determine the optimum power level for imaging 
mCherry under pulsed excitation. Cells transfected with mCherry-Akt-PH alone were imaged on 
the polarisation resolved microscope with a 60 second exposure time. The supercontinuum 
source was used for excitation with a 560/25 nm excitation filter. A 70/30 beamsplitter was used 
in place of a dichroic with a 620/60 nm emission filter. 15 frame time courses were imaged at two 
minute intervals with 20 μW at the back focal plane, i.e. typical power levels used for imaging 
GFP or ECFP, and with 10 μW using a 40× 0.75NA objective. The data was fitted globally on an 
image by image basis using a model with a double exponential intensity decay and a single 
exponential anisotropy decay associated with rotational depolarisation of free mCherry. The 
results, averaged over three cells, are shown in Figure 6.7. Figure 6.7A shows the change in 
average integrated intensity over time, Figure 6.7B shows the change in the photon weighted 
mean lifetime and Figure 6.7C-E show the change in the two lifetime components and the 
fractional contribution of the first lifetime respectively. The initial lifetimes of mCherry are 
consistent with previous measurements of 1.6 ns and 0.8 ns [335]. At 20 μW the average intensity 
Figure 6.7 Photosensitisation of mCherry at different power levels 
MEFs expressing mCherry were imaged using the polarisation resolved microscope over 30 
minutes. The images were fitted globally on an image-wise basis using a double exponential 
intensity decay model. Change in fitted parameters averaged over three cells are shown imaged 
using illumination power 20 μW (blue) and 10 μW (red). A) integrated intensity, B) photon 
weighted mean lifetime, C) long lifetime component 휏, D) short lifetime component 휏(, (E) 
fractional contribution of long lifetime component 훽. Error bars show the standard deviation  
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halves over the timecourse while the mean lifetime appears to initially increase before eventually 
starting to reduce. This is similar to the effect observed by Laine [156] using TagRFP-T. The 
increase in lifetime appears to be attributable to an increase in the long lifetime component; the 
lifetime of the short component appears to reduce over the imaging period and the fractional 
contribution of the long component appears to reduce. The reduction in the relative contribution 
of the long lifetime may be due to the increased probability of a transition to a dark state due to a 
longer excited state lifetime. The source of the change in lifetime of the two components is less 
clear but may be related to the complex dark state dynamics observed in mCherry and other red 
fluorescent proteins [4,335].  
At illumination power of 10 μW, no significant change in integrated intensity was observed over 
the time course. The same trends are observed in the fitted parameters but the changes occur a 
greatly reduced rate; the slight increase in the long lifetime appears to be offset by a reduction in 
the short lifetime. This level of illumination appears to be a reasonable trade-off between 
minimising changes in the lifetime and having sufficient signal to fit the data reliably.  
6.7.4 Homo-FRET between mCherry-Akt-PH molecules 
In this section the use of mCherry-Akt-PH as a homo-FRET reporter for PtdIns(3,4,5)P3 and 
PtdIns(3,4)P2 accumulation will be assessed. Fibroblasts expressing mCherry-Akt-PH were 
imaged using the polarisation resolved microscope. Images were taken at two minute intervals 
for thirty minutes with a 60 second integration time. After eight minutes the cells were 
stimulated with 500 ng/ml PDGF. The data was smoothed with a 3 × 3 kernel.  
6.7.4.1. Lifetime response 
In principle, it is possible that the homo-FRET with mCherry will produce a change in lifetime 
due to preferential FRET from the longer lifetime component to the short lifetime component, an 
effect known as ‘pseudo homo-FRET,’ as previously observed with ECFP [188]. This lifetime 
change could potentially be used a readout of homo-FRET without requiring a polarisation 
resolved readout and, if the change is large, may need to be accounted for during the anisotropy 
analysis.  
The intensity decays was reconstructed from the polarisation resolved data as described in §6.6.5 
for a number of cells and fitted using a single exponential model on a pixel-by-pixel basis using 
the Maximum Likelihood estimator with 3x3 smoothing. An example response is shown in 
Figure 6.8. Figure 6.8A shows an intensity merged FLIM map for each timepoint and Figure 6.8b 
shows the average lifetime across the image at each timepoint. A small but statistically 
significant difference of 25 ps is seen between the average lifetimes before and after stimulation 
timepoints, 푝 = 5 × 10−/ using an unpaired t-test without assuming equal variance.  
 189 
6.7.4.2. Anisotropy response 
Since the fractional change in the average lifetime is less than 2%, the data was fitted globally 
assuming a constant fluorescence intensity decay. A model with a bi-exponential fluorescence 
intensity decay, with lifetimes 휏 and 휏( and relative contribution of the first component of 훽, 
and two rotational correlation times, 휃 and 휃( with respective initial anisotropy contributions 푟 
and 푟(, was used. The model before convolution and before accounting for incomplete decays 
took the form  
 퐼(푡, 휓) = 퐼3 h훽 exp #− 푡휏% + (1 − 훽) exp #− 푡휏(%i⋅ h1 + 휂(휓) #푟 exp #− 푡휃% + 푟( exp #− 푡휃(%%i 
6.51 
An exemplar dataset is shown in Figure 6.9. The fitted values of the anisotropy correlation times 
associated with rotation and FRET were 휃 = 35.2 ns and 휃( = 3.59 ns respectively. Within two 
minutes of stimulation an increase in the FRET associated anisotropy component 푟 and a 
corresponding reduction in the rotational component 푟(, are observed. The total initial 
anisotropy 푟 = 푟 + 푟(, which is not constrained, appears to remain unchanged as expected, 
indicating the model adequately describes the data.  
The average cluster size 〈푁〉 was calculated on a pixel by pixel basis according to Equation 6.27. 
Figure 6.10A and B shows 〈푁〉 averaged across each image and the histogram of 〈푁〉 in each 
image. Both before and after stimulation 〈푁〉 is significantly less than 2 and the spread of 〈푁〉 lies 
in the range 1-2 within the expected standard deviation of the measurement. Therefore it is 
reasonable to assume that there is not a significant population of clusters with 푁 > 2. The ratio of 
monomers to dimers, giving an indication of the ratio of free to membrane bound mCherry-Akt-
PH, was calculated and is shown in Figure 6.10C.  
Figure 6.8 Homo-FRET lifetime response of mCherry-Akt-PH to PDGF-BB stimulation  
A MEF transfected with mCherry-Akt-PH was imaged on the polarisation resolved microscope at 
two minute intervals and stimulated with 500ng/ml PDGF-BB after 8 minutes (indicated by black 
triangles). The polarisation-independent decay was calculated and fitted to a mono-exponential 
decay model (A) Intensity merged false colour map of the lifetime over the time course. (B) 
Lifetime spatially averaged over the image. Error bars represent 95% confidence limits across the 
image, adjusted for smoothing.  
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Figure 6.9 Homo-FRET anisotropy response of mCherry-Akt-PH to PDGF-BB stimulation  
A MEF transfected with mCherry-Akt-PH was imaged on the polarisation resolved microscope at 
two minute intervals and stimulated with 500ng/ml PDGF-BB after 8 minutes (indicated by black 
triangles). The data was fitted to bi-exponential anisotropy decay model. (A) Intensity merged 
false colour map of the anisotropy component associated with FRET 푟(. (B) Integrated intensity 
image. (C,D,E,F) Values of (C) 푟, (D) 푟(, (E) 푟 and (F) 푟푠푠 averaged across each image. Error bars 
represent 95% confidence limits across the image, adjusted for smoothing. The cell shown is 
representative of a series of 10 experiments, of which 7 cells showed a similar response. 
Figure 6.10 Average values of calculated cluster parameters for a time course of a cell 
transfected with mCherry- over t-PH and stimulated with PDGF 
Cluster parameters for the mCherry-Akt-PH transfected cells shown in Figure 6.9 as a function of 
time. A) Average cluster size <N>, B) histogram of average cluster size <N> at each timepoint and 
C) average fraction of dimers to monomers. Error bars represent 95% confidence intervals.  
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6.7.5 Multiplexing mCherry-Akt-PH with a ECFP-YFP biosensor 
In the previous section, a homo-FRET readout of PtdIns(3,4,5)P3 and PtdIns(3,4)P2 membrane 
accumulation using an mCherry-Akt-PH was demonstrated. In this section it will be shown that 
it is possible to multiplex this readout with FLIM-FRET of a ECFP-YFP biosensor for reading out 
calcium concentration.  
6.7.5.1. Filter selection for multiplexed measurements 
Using the methodology described in §6.2, it can be shown that ECFP fluorescence and mCherry 
fluorescence can be detected with very low levels of bleedthrough from each other, and from 
sensitised emission from EYFP due to FRET from ECFP, with an appropriate choice of filters. The 
Ti-Sapphire laser was tuned to a centre wavelength of 860 nm. The frequency doubler was used 
to generate 430 nm excitation for ECFP and mCherry was excited using the supercontinuum 
source with a 560/25 nm filter. ECFP emission was recorded using a 480/40 nm filter and 
mCherry emission using a 620/60 nm filter. In both cases a 30-70 beamsplitter is used in place of a 
dichroic due to the limited dichroics available in the microscope. Figure 6.11Ai shows the 
relative brightness of the fluorophores in the ECFP channel and Figure 6.11Aii-v the relative 
excitation and emission of the fluorophores in the system; the signal to background ratio is over 
2300:1. Figure 6.11Bi shows the relative brightness of the fluorophores in the mCherry channel. 
In this channel the signal to background ratio is 660:1. Since typically ~500 − 1000 photons are 
recorded in each pixel, in both channels less than a photon is expected due to cross-talk from 
other fluorophores in the system. This was confirmed experimentally by imaging cells 
transfected with one sensor in each of the channels. 
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Figure 6.11 Brightness of fluorophores during multiplexed imaging of a ECFP-YFP biosensor 
and mCherry 
I) relative intensity of emission from different fluorophores, ii-v) pale red, excitation filter spectrum; 
pale green, emission filter spectrum; thin black line, fluorophore excitation spectrum; thick black line, 
fluorophore emission spectrum scaled according to excitation efficiency. Dark colours, overlap of 
excitation and emission spectrums of filters and fluorophores for ii) ECFP, iii) EYFP, iv) sensitised 
emission of EYFP and v) mCherry when A) imaging ECFP using 430 nm laser excitation and B) 
imaging mCherry using a 560/25nm filter. Note log scale on all graphs. 
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6.7.5.2. Measuring calcium concentration with TN-L15 
TN-L15 is a popular fluorescent biosensor for calcium concentration based on the Troponin C 
calcium binding moiety flanked between a cyan and yellow fluorescent protein [353]. TN-L15 
uses ΔC11CFP, a truncated version of ECFP with the C terminal 11 amino acids removed and 
Citrine, a mutated version of EYFP which displays reduced environmental sensitivity [354].  
Laine [303] comprehensively investigated the fluorescence lifetime response of TN-L15 and 
developed a modified version where ΔC11CFP was replaced with mTFP1, which is mono-
exponential. Laine measured the lifetime response of a cytosol extract of the sensors using the 
homemade spectrofluorometer described in §4.5.2.3 at different calcium concentrations. The 
solutions were maintained at 37°C and pH 7.2 to mimic the conditions found in cells. Using this 
data a calibration curve was calculated to convert between the measured lifetime of TN-L15 and 
calcium concentration. The data were fitted to a Hill-Langmuir sigmoid 
 휏 = (휏min − 휏max) Ca2+푘퐷 + [Ca2+] + 휏min  6.52 
using a non-linear least squares approach to determine the unknown parameters 푘퐷, the 
dissociation constant and 휏min, 휏max, the limits of the lifetime as Ca2+ → 0 and Ca2+ → ∞. The 
data and fit are shown in Figure 6.12. The calcium concentration was then calculated based on 
the measured lifetime using  
Ca2+ = 푘퐷 휏′1 − 휏′,   휏′ = 휏 − 휏휏2 − 휏 6.53 
The excitation and emission wavelengths were matched between the calibration experiments. 
 
 
Figure 6.12 TN-L15 lifetime calcium concentration calibration curve 
Plot of lifetime of TN-L15 against calcium concentration measured by Laine [303] with fit to the 
Hill-Langmuir equation.  
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6.7.5.3. Multiplexed mCherry-Akt-PH and TN-L15 measurements 
MEFs were transfected with equimolar concentrations of TNL15 and mCherry-Akt-PH. Images 
were acquired in alternate channels at 30 second intervals for 30 minutes. The sample was 
stimulated with 500 ng/ml PDGF-BB after eight frames.  
The TN-L15 polarisation-independent fluorescence intensity decays were reconstructed as 
described in §6.6.5. The data was fitted to a single exponential model on a pixel by pixel basis. 
The average calcium concentration was estimated using the calibration discussed in the previous 
section. The mCherry-Akt-PH polarisation decays were fitted as discussed in §6.7.4.2. 
The response in a representative cell is shown in Figure 6.13. Figure 6.13A shows the TNL-15 
lifetime map for each image and Figure 6.13B shows the anisotropy component associated with 
FRET, 푟(, for the mCherry-Akt-PH. Figure 6.13C shows the average estimated calcium 
concentration and the estimated fraction of mCherry-Akt-PH dimers averaged across the cell 
with time. Both the levels of 3’ PtdIns and calcium concentration increased within a minute of 
stimulation. The calcium concentration peaks approximately two minutes after stimulation and 
Figure 6.13 Multiplexed measurement of 3’ PtdIns accumulation and calcium concentration in 
response to PDGF-BB stimulation in a fibroblast 
A MEF expressing TN-L15 and mCherry-Akt-PH was imaged on the polarised resolved 
microscope and stimulated with PDGF-BB after eight minutes. A) Fitted false colour lifetime map 
of TN-L15 measuring calcium concentration B) Fitted anisotropy component associated with FRET 
of mCherry-Akt-PH measuring concentration of 3’ PtdIns. C) Plot of calculated calcium 
concentration and mCherry-Akt-PH FRET associated anisotropy component. The cell shown is 
representative of a series of 5 experiments, of which 5 cells showed a similar response.  
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rapidly equilibrates at a level above that of the pre-stimulation level, consistent with the 
behaviour observed using FluoForte dye in §5.3.1. After stimulation there appear to be higher 
levels of calcium at the membrane regions in contrast to the uniform calcium concentration pre-
stimulation. The level of 3’ PtdIns peaks more slowly at around four minutes and appears to 
drop more gradually. However it should be noted that the low dissociation constant of Akt-PH 
may artificially maintain the 3’ PtdIns concentration in the membrane for longer than would 
otherwise be observed.  
6.8 Working towards multiplexing three functional readouts 
In the previous section, multiplexed imaging of Calcium concentration using a conventional 
ECFP-YFP hetero-FRET sensor with a readout of PtdIns(3,4,5)P3 and PtdIns(3,4)P2 accumulation 
using an mCherry homo-FRET sensor was demonstrated. In principle, a Cyan-Cyan homo-FRET 
sensor could also be developed, leaving free ‘green’ spectral bandwidth for a sensor excited, for 
example, using a 488 nm laser where cyan FP emission and mCherry excitation is minimal.  
In this section, the development of an mTurquoise homo-FRET Rac1 reporter based on the 
FLAIR biosensor used in §4.6.1 is discussed. This would allow the downstream activation of 
Rac1 to be monitored alongside upstream signalling components.  
6.8.1 Calcium imaging with Fluo-4 
Fluo-4 is a small molecule fluorophore which exhibits a ~100 fold increase in fluorescence 
intensity when bound to calcium [15]. Fluo-4 is efficiently excited at 488 nm. Fluo-4 is 
commercially available as a membrane permeable AM-ester allowing efficient loading into live 
cells. The calcium sensitive fluorescent dye Fluo-4 is a good candidate for multiplexed imaging 
with an mTurquoise (or other cyan FP) and mCherry.  
6.8.1.1. Suitable excitation and detection strategy 
Fluo-4 can be excited using the CW 488nm argon ion laser and emission collected efficiently 
using a 528/38 nm filter. If Fluo-4 is combined with a readout of mTurquoise homo-FRET then it 
is necessary to use different filters to those selected in §6.6.2. Using the 480/40 nm filter using 
previously for mTurquoise emission results in the collection of an unacceptably large amount of 
Fluo-4 fluorescence, with a mTurquoise:Fluo-4 brightness ratio of 27:1. This can be reduced to an 
acceptable 325:1 ratio by the use of a 470/40 nm filter at the cost of a 33% reduction in 
mTurquoise collection efficiency. Figure 6.14 shows the brightness of each fluorophore in each of 
the three imaging channels along with the normalised spectra of the fluorophores at that 
excitation wavelength. There is a potentially non-negligible contribution of mTurquoise 
fluorescence in the Fluo-4 channel, with a signal to background ratio of 88:1. Since the 
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mTurquoise will be used as a homo-FRET sensor, its fluorescence intensity is not expected to 
change significantly. Fluo-4 can only give an indication of relative changes in calcium and so 
only the change in intensity, not the absolute intensity, is significant thus a ~1% bleedthrough 
from mTurquoise is unlikely to cause a significant artefact in the Fluo-4 signal. 
6.8.1.2. Evaluation of cellular tolerance 
It is known that high concentrations of calcium dyes such as Fluo-4 can negatively affect cellular 
viability [355]. The fluorescence intensity response of cells loaded with different concentrations 
with Fluo-4 was therefore assessed as follows.  
MEFs were seeded in a glass bottom 35cm dishes plate with growth media and incubated 
overnight. The cells were incubated with Fluo-4-AM (Invitrogen) at concentrations of 0.5, 1, 3 or 
5 μM/ml in DMEM supplemented with 0.5 mM Probenecid (Sigma) for 15 minutes. The cells 
 
Figure 6.14 Brightness of fluorophores during multiplexed imaging of a mTurquoise homo-
FRET biosensor, Fluo-4 and an mCherry homo-FRET biosensor 
i) relative intensity of emission from different fluorophores, ii-v) pale red, excitation filter spectrum; 
pale green, emission filter spectrum; thin black line, fluorophore excitation spectrum; thick black line, 
fluorophore emission spectrum scaled according to efficiency of fluorophore excitation. Dark 
colours, overlap of excitation and emission spectrums of filters and fluorophores for ii) 
mTurquoise, iii) Fluo-4, iv) mCherry when A) imaging mTurquoise (mTurquoise) using 430nm 
laser excitation, B) Fluo-4 using 488nm laser excitation and B) imaging mCherry using a 560/25nm 
filter. Note log scale on all graphs. 
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were transferred to imaging media and were imaged continuously with a 30 second integration 
time for 15 minutes. A 20x magnification objective was used to image approximately twenty cells 
in each field of view. The cells were stimulated with 100ng/ml PDGF-BB after 4 minutes. The 
average intensity across the field of view was calculated and is shown in Figure 6.15A. The 
percentage increase in fluorescence relative to the first frame was calculated and is shown in 
Figure 6.15B. 
The normalised response for cells loaded with Fluo-4 concentrations of 1 μM or greater shows 
the same dynamics as that obtained using FluoForte in §5.3.1.1 and using TN-L15 in §6.7.5.3 with 
an increase in intensity of approximately 100%. Therefore loading concentrations of 1μM Fluo-4 
should be sufficient for reliable imaging. Figure 6.16 shows the intensity time course for the field 
of view with 1μM Fluo-4 incubation alongside traces of the average intensity of fifteen 
individual cells.  
 
Figure 6.15 Evaluation of Fluo-4 response with different loading concentrations 
MEFs were loaded with Fluo-4 at different concentrations. Images were recorded at 20x 
magnification to include approximately 20 cells in the field of view at 30s intervals for 15 minutes. 
The cells were stimulated with PDGF-BB after four minutes as indicated by the black triangles. A) 
Average intensity across the field of view B) Percentage change in intensity relative to initial 
frame.  
Figure 6.16 Fluo-4 response with 1uM incubation time 
Intensity response of MEFs loaded with 1μM Fluo-4 to stimulation with PDGF. Images were 
recorded at 30s intervals for 15 minutes. The cells were stimulated with PDGF-BB after four 
minutes as indicated by the black triangles. A) False colour map of cell intensity B) Traces of 15 
individual cell responses. 
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6.8.2 Development of a mTurquoise-mTurquoise FLAIR Rac1 sensor 
From a photo-physical perspective mTurquoise is a good candidate for a cyan homo-FRET FP. 
As discussed in §4.5, it is one of the brightest and most photostable cyan FPs and exhibits a 
mono-exponential decay profile. It also has one of the longest lifetimes, enabling more 
information about the anisotropy at longer times to be captured.  
In §4.6.1 the development of a mTurquoise-YPet Rac1 sensor based on the FLAIR intermolecular 
biosensor [53] was described. The FLAIR biosensor is an intermolecular FRET sensor consisting 
of Rac1 and its binding partner PBD, a fragment form Pak1. As a basis for a cyan homo-FRET 
sensor the YPet-PDB construct was modified to replace YPet with mTurquoise following the 
methodology described in §4.6.1.  
While the intermolecular nature of the FLAIR sensor provides a significantly larger dynamic 
range than comparable intermolecular sensors, it is potentially a disadvantage for homo-FRET 
experiments due to the difficulty determining relative expression levels of the two constructs. 
During transfection both constructs are added to the electroporation mix and on average cells 
will take up DNA in proportion to the relative abundance of DNA in the electroporation mix. 
However, in practice, significant variation in the relative expression level of each construct has 
been observed in previous experiments. In conventional hetero-FRET experiments it is possible 
to easily determine the relative expression level by imaging the two constructs in their respective 
spectral windows. In homo-FRET experiments, however, the two constructs are spectrally 
identical so there is no way to visually identify cells that are expressing appropriate levels of 
both constructs.  
6.8.2.1. Imaging mTurquoise-mTurquoise FLAIR 
Cells transfected with mTurquoise-Rac1 and mTurquoise-PBD in a ratio of 3:2 by plasmid 
molecular weight were imaged on the polarisation resolved microscope. The cells were 
stimulated with 100 ng/ml PDGF-BB after eight minutes. The data was fitted to a single 
exponential decay model and the change in steady state anisotropy was used to determine if a 
change in anisotropy was observed. Of eight cells over two imaging sessions none demonstrated 
a significant change in anisotropy, a representative time course is shown in Figure 6.17 and the 
fitted lifetime and steady state anisotropy is shown for four cells in an imaging session.  
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Since the relative expression levels are unknown in these cells, it is difficult to conclude whether 
the lack of response was due to selection of cells with an unsuitable Rac1:PDB ratio or another 
problem. With more time available it would be possible to design a single chain mTurquoise-
mTurquoise Rac1 sensor, for example based on Raichu-Rac1 [53] or to a bicistronic expression 
system in which two proteins can be expressed using a single vector such as the IRES [356] or 2A 
system [357,358]. 
6.8.3 Development of a CyPet-mTurquoise FLAIR Rac1 sensor 
An alternative approach using the existing constructs would be to use CyPet-Rac1 and 
mTurquoise-PBD together. Since these two fluorophores have different lifetimes it would be 
possible to distinguish cells which are co-transfected based on the mean fluorescence lifetime. 
The anisotropy of the cells could then be used to monitor FRET. In principle, changes in the 
mean lifetime due to pseudo homo-FRET could also be used to measure the FRET response, 
although the baseline for each cell would be determined by the expression level of the constructs. 
Figure 6.17 mTurquoise-Rac1 and mTurquoise-PBD response to PDGF stimulation 
A MEF transfected with mTurquoise-Rac1 and mTurquoise-PBD was imaged on the polarisation 
resolved microscope and stimulated with PDGF-BB after eight minutes. A) False colour map of the 
steady state anisotropy response for a representative cell. B) Average fitted lifetime for a number 
of cells C) Average steady state anisotropy for a number of cells. Error bars represent 95% 
confidence intervals.  
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6.8.3.1. Expected change in decay profile 
The form of the fluorescence decay will be more complex than the conventional homo-FRET 
case. The lifetimes of the two constructs expressed in MEFs were measured independently on the 
polarisation resolved microscope. The data was fitted to a bi-exponential intensity decay model 
with a mono-exponential anisotropy decay component. The results are summarised in Table 6.2.  
The rotational correlation times of the two proteins are approximately equal so the form of the 
anisotropy decay will be the same for both constructs. Since mTurquoise has a single exponential 
decay profile and CyPet has a bi-exponential decay profile in the absence of FRET the intensity 
decay take the form a triple-exponential intensity decay. The lifetime components will 
correspond to the lifetimes of mTurquoise and CyPet and the fractional contributions to the 
relative expression level of the two proteins.  
In the presence of FRET an additional anisotropy decay component will be introduced which 
depends on the FRET transfer rate. The lifetime of the intensity decay will also change since 
there will be a characteristic lifetime associated with each CyPet conformation undergoing FRET 
with mTurquoise. The change in lifetime when there is a change in the fraction of bound 
molecules will depend on the relative expression level of the two constructs. 
Given the complexity of this system, it is not clear that it is possible to reliably extract 
quantitative information about Rac1 activation using this sensor. To obtain qualitative 
information about changes in Rac1 activation, the data could be fitted to a single exponential 
intensity decay with a single exponential anisotropy decay on a pixel by pixel basis. The change 
in the anisotropy decay time would then provide information about level of Rac1 activation. 
6.8.3.2. CyPet-mTurquoise FLAIR imaging 
MEFs were transfected with equimolar concentrations of CyPet-Rac1 and mTurquoise-PBD. 
Cells for imaging were selected based on an initial fit of the image to determine the average 
lifetime. The expected weighted mean lifetime for various fractional contributions of the two 
proteins are shown in Figure 6.18. Cells with lifetimes between 3.1 and 3.3 ns, corresponding to 
fractional expression levels of mTurquoise-PBD of ~0.4 − 0.6 were selected.  
 τ1 (ns) τ2 (ns) β1 풓ퟎ θ1 (ns) 흌ퟐ 
CyPet-Rac1 2.491±0.008 0.469±0.007 0.51±0.01 0.293±0.004 34.0±1.6 1.02±0.02 
mTq-PBD 3.599±0.012 - - 0.301±0.005 22.8±1.3 1.01±0.04 
Table 6.2 Fitted parameters for CyPet-Rac1 and mTurquoise-PBD expressed in fibroblasts 
Five cells of each type were fitted globally on an image-wise basis to a model with either one or 
two intensity decay components and a mono-exponential anisotropy decay. The average fitted 
values are shown with their standard deviations. 
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The cells were imaged for 60 seconds every two minutes and stimulated with 100 ng/ml PDGF-
BB after four minutes. The data was fitted to a single exponential decay model with a single 
exponential anisotropy decay component. The results are shown in Figure 6.19. As expected, the 
steady state anisotropy and the fitted rotational correlation time falls after stimulation, indicating 
an increase in FRET between the CyPet-Rac1 and mTurquoise-PBD and so increased Rac1 
activation. Surprisingly, the average fitted lifetime shows a small but statistically significant 
increase after stimulation. The increase in lifetime appears to be correlated with the reduction in 
anisotropy suggesting that it is associated with the change in amount of FRET. Nevertheless, it is 
possible to detect a change in Rac1 activation.  
 
Figure 6.18 Expected mean lifetime for fractional mixtures of CyPet-Rac1 and mTq-PDB 
Plot of the expected weighted mean lifetime for a mixture of CyPet-Rac1 and mTurquoise-PBD for 
a given fraction of mTurquoise-PBD given the measured lifetimes shown in Table 6.2. 
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6.8.4  Multiplexed imaging of CyPet-mTurquoise FLAIR and Fluo-4 
MEFs were co-transfected with CyPet-Rac1 and mTurquoise-PBD as described earlier and 
loaded with 1 μM Fluo-4. Multiplexed images in the two channels were recorded continuously 
on the polarisation resolved microscope with a 30 second integration time in each channel for 30 
minutes. The cells were stimulated with 100 ng/ml PDGF-BB after four minutes. In 13 cells over 
two independent imaging sessions, no significant increases in Fluo-4 intensity were observed.  
In §6.8.1, when the Fluo-4 probe was evaluated alone, an intensity response was observed in 
virtually every experiment. Similar results were observed with the FluoForte calcium 
experiments in §5.3.1. It is reasonable to conclude that that loading electroporated MEFs with the 
AM-ester Fluo-4 compromises their viability. It is possible that this method could be employed 
in more robust cell lines or using different transfection methods; previous experiments have 
demonstrated multiplexed measurements of transfected biosensors with AM-ester fluorescent 
calcium dyes [156].  
 
 
Figure 6.19 Rac1 activation in a fibroblast monitored using CyPet-mTurquoise FLAIR 
A MEF transfected with CyPet-Rac1 and mTurquoise-PBD was stimulated with PDGF-BB after 
four minutes. A) Steady state anisotropy false colour map. B) Fitted lifetime false colour map 
C,D,E,F: Plot of C) steady state anisotropy D) initial anisotropy E) anisotropy correlation time and 
F) lifetime as a function of time averaged across the image. Error bars represent 95% confidence 
intervals. The cell shown is representative of a series of 6 experiments, of which 5 cells showed a 
similar response.  
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6.9 Potential three colour homo-FRET multiplexing  
In the previous section the feasibility of a cyan homo-FRET sensor was demonstrated using a 
CyPet-mTurquoise intermolecular version of the FLAIR Rac1 sensor. A three channel functional 
multiplexing experiment using the calcium sensitive dye Fluo-4 and an mCherry homo-FRET 
sensor was attempted, however it was observed that loading MEFs transfected by 
electroporation with Fluo-4 compromised their viability. 
In this section the viability of multiplexed measurements of mTurquoise, EYFP and mCherry 
homo-FRET biosensors will be evaluated. EYFP was chosen as a potential candidate for 
multiplexing with mTurquoise and EYFP for a number of reasons. As shown Figure 6.5, EYFP 
has a high homo-FRET Förster distance of 푅 = 5.07. The excitation spectrum of EYFP is 
sufficiently red shifted with respect to the excitation of mTurquoise that it is possible to excite 
EYFP with negligible mTurquoise excitation and has a relatively small stokes shift so its emission 
can be spectrally distinguished from mCherry. In addition EYFP is one of the brightest and most 
photostable fluorescent proteins available and is already present in many ECFP-EYFP biosensors 
so producing a EYFP-EYFP biosensor could be achieved in a single cloning step.  
Using the method described in §6.2 an optimal set of filters for excitation of mTurquoise, EYFP 
and mCherry was found for a system where all three fluorophores are present. As before, 
mTurquoise could be excited at 430 nm using the doubled Ti-Sapphire laser and emission 
recorded using a 470/40 nm emission filter. EYFP could be excited using the supercontinuum 
generated using the MOF with an 510/10 nm excitation filter and 560/25 nm emission filter. The 
signal to background ratio would be 140. mCherry could be excited with a slightly more red 
shifted filter than previously used, 565/24 nm to avoid excitation of EYFP and emission recorded 
using the 620/60 nm filter to produce a signal to background ratio > 1000. The spectral properties 
of the fluorophores under these excitation conditions is shown in Figure 6.20. Therefore it should 
be possible to reliably image these three channels with an acceptably low level of bleedthrough.  
With three FRET biosensors it would be important to consider ‘biological cross-talk,’ i.e. the 
potential that hetero-FRET may occur between the biosensors if there is an affinity or clustering 
between their components. The presence of such hetero-FRET could be detected by a change in 
the lifetime of the fluorescence emission of mTurquoise or EYFP, which would otherwise be 
invariant. 
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Figure 6.20 Brightness of fluorophores during multiplexed imaging of a mTurquoise, EYFP and 
mCherry homo-FRET biosensors 
i) relative intensity of emission from different fluorophores, ii-v) pale red, excitation filter spectrum; 
pale green, emission filter spectrum; thin black line, fluorophore excitation spectrum; thick black line, 
fluorophore emission spectrum scaled according to efficiency of fluorophore excitation. Dark 
colours, overlap of excitation and emission spectrums of filters and fluorophores for ii) 
mTurquoise, iii) EYFP, iv) mCherry when A) imaging mTurquoise (mTurquoise) using 430 nm 
laser excitation, B) EYFP using a 510/10 nm filter and B) imaging mCherry using a 560/25 nm filter. 
Note log scale on all graphs. 
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6.10  Conclusions 
In this chapter a discussion of the properties of red fluorescent proteins is presented alongside a 
summary of previous approaches for the multiplexed readout of multiple FRET biosensors. It 
was noted that the complex photo-physics exhibited by red fluorescent proteins renders them 
suboptimal for use in conventional hetero-FRET biosensors when using FLIM readout. An 
alternative approach to quantitative multiplexing using time resolved anisotropy data of homo-
FRET sensors was evaluated.  
A quantitative approach for predicting the optimal choice of filters for a given multiplexed FRET 
experiment was demonstrated, which allowed calculation of the expected bleedthrough from the 
other fluorophores present when exciting a specific fluorophore.  
A model for the time resolved anisotropy decay of a cluster of molecules undergoing homo-
FRET was developed. The global analysis algorithm presented in §3.3 was extended to the 
analysis of time resolved anisotropy data to allow the determination of cluster size and 
population fraction parameters. The potential to apply this approach to live cell imaging data 
with relatively low photon counts was validated using simulated data.  
The development of an automated polarisation resolved TCSPC confocal microscope system 
optimised for multiplexed measurements was presented. A novel mCherry homo-FRET readout 
for PtdIns(3,4,5)P3 and PtdIns(3,4)P2 accumulation based was developed. The approach was 
validated first using hetero-FRET between EGFP-Akt-PH and mCherry-Akt-PH and homo-FRET 
between EGFP-Akt-PH molecules. It was then demonstrated that mCherry-Akt-PH alone may be 
used as a reliable homo-FRET readout that is robust to photosensitisation and photodamage 
unlike previous red hetero-FRET sensors. In addition it was demonstrated that it is possible to 
extract quantitative information about clustering parameters from the time resolved anisotropy 
readout of mCherry-Akt-PH which would not be possible with a steady state measurement 
without auxiliary time resolved experiments to determine the lifetime. 
Multiplexed measurements of the mCherry 3’ PtdIns reporter with a conventional ECFP-YFP 
hetero-FRET probe was demonstrated using the TNL-15 calcium biosensor. In the final section 
the potential to use homo-FRET reporters to multiplex three functional readouts in a live cell was 
explored. It was demonstrated that it would be possible to image a cyan homo-FRET sensor, an 
mCherry homo-FRET sensor alongside a third green reporter such as the calcium sensitive dye 
Fluo-4 with minimal spectral cross-talk. It was shown that Fluo-4 can be used reliably in MEFs 
alone at low concentrations.  
The development of a cyan homo-FRET for Rac1 based on the CyPet-YPet FLAIR intermolecular 
biosensor reporter was discussed. An mTurquoise-mTurquoise FLAIR sensor was cloned but did 
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not show an anisotropy response to PDGF-BB stimulation. It was hypothesised that this lack of 
response may be due to the inability to determine the relative levels of expression of the two 
components of the sensor before.  
To try to overcome the problems found with mTurquoise-mTurquoise FLAIR, a CyPet-Rac1 and 
mTurquoise-PBD version of FLAIR was evaluated, exploiting the fact that, although spectrally 
virtually identical, CyPet and mTurquoise have substantially different lifetimes. It is then 
possible to determine and so screen the relative expression level of the two constructs based on 
the mean lifetime. A consideration of the expected form of the decay indicates that it may be too 
complex to reliably fit to determine quantitative binding levels but nonetheless a reduction in 
anisotropy associated with FRET is expected. Cells co-transfected with CyPet-Rac1 and 
mTurquoise-PBD indeed exhibited a reduction in steady state anisotropy and mean anisotropy 
correlation time after stimulation with PDGF, indicating an increase in Rac1 activation.  
Attempts to perform multiplexed measurements using Fluo-4 with CyPet-mTurquoise FLAIR 
were, however, unsuccessful. It appears that the combination of electroporation and incubation 
with the AM-ester Fluo-4 dye compromises cellular viability in MEFs. It may be possible to use 
this approach in a different cell line. The potential to multiplex three FRET readouts using 
mTurquoise, EYFP and mCherry biosensors was discussed. 
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Chapter 7 Conclusions 
This thesis discusses the development of time resolved fluorescence imaging techniques and 
their use in the study of cellular signalling pathways, illustrating the ability to perform 
multiplexed imaging of a number of pathways in live cells. These techniques are applied to 
investigate chemotaxis, the ability of cells to migrate directionally in response to a 
chemoattractant gradient, which requires precise spatiotemporal coordination of signalling 
events. 
7.1 Summary of findings 
In Chapter 3 the development of a software tool, FLIMfit, for the analysis of large fluorescence 
lifetime imaging datasets is discussed. The development of a resource efficient variable 
projection based global analysis algorithm enabling simultaneous analysis of hundreds or 
thousands of FLIM images on a standard workstation in minutes is presented. The software was 
evaluated using a multiwell plate screen of the inhibition of Rac1 and Pak1 using a mTurquoise 
Rac1 biosensor. 
A particular focus is applied to accounting for common experimental artefacts encountered in 
fluorescence lifetime imaging data. The effect of a spatially varying instrument response function 
using global analysis with variable basis functions is discussed. Compensation for background 
fluorescence via incorporation of a ‘time varying background’ into the data model is discussed. 
Such a fluorescence background is an common feature in many FLIM experiments, in particular 
those conducted using a plastic substrate or with fluorescent media additives such as FCS or 
small molecule drugs that are experimentally essential.  
The application of the global analysis algorithm to more complex data models is described. In 
particular a model accounting for the bi-exponential decay of ECFP is developed and applied to 
the analysis of a ECFP-YFP FRET interaction assay of Gag aggregation.  
The software package incorporates a graphical user interface to allow the rapid analysis of the 
results for the processing. FLIMfit is currently in use at a number of UK and European labs and 
institutions and has been released under an open source licence through the Open Microscopy 
Environment and may be downloaded at http://www.flimfit.org/.  
In Chapter 4 the use of fluorescence imaging as a tool for the investigation of cell signalling in 
chemotaxis was discussed. A summary of the molecular mechanisms enabling chemotaxis and 
their regulation was presented with a particular focus on the role of the Phospholipase C. 
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The use of FRET biosensors for imaging signalling pathways in chemotaxis is discussed. In 
particular, the limitations of the use of ECFP as a donor for a fluorescence lifetime imaging 
readout of FRET were discussed. A number of alternative cyan fluorescent proteins are 
evaluated as a replacement for ECFP and high precision fluorescence lifetime measurements of 
protein extracts for these FPs were made.   
mTurquoise was identified as the most promising replacement FP as it offers one of the highest 
brightness’ and photostability of any cyan FP and has the most mono-exponential decay profile. 
Two fluorescent biosensors were identified as useful in the study of the involvement of PLC in 
chemotaxis. A Rac1 reporter called FLAIR was chosen as a good reporter of cell polarity and 
marker of migration. An Ins(1,4,5)P3 sensor LIBRA was identified as a good surrogate for PLC 
phospholipase activity as it contains a membrane binding domain and so selectively reports on 
Ins(1,4,5)P3 concentration. Modified version of both these biosensors were created where the 
donor was replaced with mTurquoise for optimal FLIM readout.  
In Chapter 5 live cell imaging with optimised FRET biosensors is used to investigate the role of 
Phospholipase C epsilon (PLCε) in fibroblast chemotaxis. Dunn chamber and micropipette 
assays were optimised and used to demonstrate that PLCε-null fibroblasts show a compromised 
chemotactic response to platelet derived growth factor. Spatial defects in Rac1 activation and 
phosphoinositide signalling in PLCε-null fibroblasts are demonstrated using the mTurquoise 
fluorescent biosensors developed in Chapter 4. 
The ability to image multiple functional reporters simultaneously in a single cell is desirable 
when investigating complex signalling networks with significant cross-talk such as chemotaxis. 
In Chapter 6 a number of approaches for multiplexed measurements are investigated, in 
particular homo-FRET between two spectrally identical fluorophores, which presents a 
promising approach to reduce the spectral bandwidth of conventional FRET biosensors. The 
optimisation and automation of an automated confocal microscope to perform multiplexed time-
resolved fluorescence anisotropy imaging of homo-FRET biosensors is presented alongside the 
development and multiplexed imaging of homo-FRET reporters for phosphoinositide signalling. 
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7.2 Future Work 
A number of potential avenues of investigation are possible based on the research presented in 
this work.  
7.2.1 Extension to isotropic static orientation FRET model  
A number of recent papers have demonstrated that in some cases the fluorescence decay of a 
population of fluorescent proteins undergoing FRET is poorly modelled by a single exponential 
decay, even when the donor is mono-exponential. The additional complexity in the decay can be 
introduced by the long rotational correlation time of fluorescent proteins undermining 
assumption of dynamic averaging a poor one and by the restricted rotational dynamics of a 
fluorescent protein in a fusion construct.  
A recent comprehensive analysis of this effect by Vogel et al. [225] suggested an alternative 
model for an isotropic distribution of donors and acceptors when the rotational correlation time 
are significantly longer than the rate of Förster transfer. The evaluation of this model requires 
numerical integration over a probability distribution of transfer efficiencies and so will be 
significantly more computationally intensive compared to more conventional models. While this 
may render it impractical to fit to fluorescence lifetime imaging data on a pixel-by-pixel basis, it 
seems likely that it would be possible to fit such a model using the global analysis algorithm 
described in Chapter 3 since the model need only be evaluated once per iteration for the entire 
dataset, rather than one for every pixel per iteration.  
Most of the work carried out with Cyan-Yellow fusion construct have used mCerulean3 as a 
donor. As previously discussed and reinforced by measurements in Chapter 4, mCerulean3 
displays a bi-exponential decay profile. It may be instructive to create mTurquoise-Venus linked 
constructs to more accurately validate the accuracy of these models.  
7.2.2 Implementation of non-negativity constraints 
A limitation of the variable projection approach is that it is not possible to impose constraints on 
the linear variables. This poses a problem when fitting systems with more than two basis 
functions, e.g. a triple exponential decay since it is often observed that small systematic errors in 
the model can be compensated by ‘oscillatory’ solutions with pairs of closely spaced lifetimes 
and large positive and negative contributions. In such cases it would be desirable to impose non-
negatively constraints on the linear parameters such that 훽푖 > 0, and ∑ 훽푖푖 = 1. This could 
potentially be achieved within the variable projection framework using an active set method 
[359]  
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7.2.3 Multi-channel FLIM global analysis 
In the multiplexing section, significant effort was expended finding suitable filters such that 
there was no significant cross talk between the imaging channels and no acceptor bleedthrough. 
This is generally considered essential for FLIM since contributions from different fluorophores 
may have significantly different lifetimes and bias the fitted lifetime even with relatively small 
contributions.  
It may be possible to relax these requirements by acquiring in several channels simultaneously 
using, for example, a dual-view image splitter. The global analysis approach could be used to 
simultaneously analyse the channels using the an extension of the grouped model. The relative 
contributions to each channel could be predetermined using reference measurements of each 
fluorophore independently. This could allow a more flexible choice of fluorophores for 
multiplexing. 
7.2.4 Multiplexing 
The feasibility of a cyan homo-FRET sensor was demonstrated using a CyPet-mTurquoise 
intermolecular sensor. Developing a mTurquoise-mTurquoise intramolecular homo-FRET sensor 
may enable more quantitative readout and would be less sensitive to photobleaching. Analysis 
of the spectra of mTurquoise, EYFP and mCherry indicates that it should be possible to make 
multiplexed measurements of homo-FRET biosensors using these three fluorescent proteins. 
7.2.5 Multiplexed readouts of signalling processes during chemotaxis 
A number of recent studies have proposed mathematical models of signalling pathways 
involved in the regulation of chemotaxis which exhibit emergent behaviour of key properties of 
chemotaxis such as polarisation [360–363]. The approaches to multiplexed imaging developed in 
Chapter 6 could be applied to correlate the activation of multiple signalling components in single 
cells undergoing chemotaxis and may provide a useful tool to test the predictions, and feed into 
the development of these models. 
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