The Kruskal Count is a card trick invented by Martin Kruskal in which a magician "guesses" a card selected by a subject according to a certain counting procedure. With high probability the magician can correctly "guess" the card. The success of the trick is based on a mathematical principle related to coupling models for Markov chains. This paper analyzes in detail two simplified variants of the trick and estimates the probability of success. The results are compared with simulation data for several variants of the actual trick.
Introduction
The Kruskal Count is a card trick invented by Martin D. Kruskal (who is most well known for his work on solitons) which is described in Fulves and Gardner [5] and Gardner [6] , [7] .
In this card trick a magician "guesses" one card in a deck of cards which is determined by a subject using a special counting procedure that we call Kruskal's counting procedure. The magician can with high probability identify the correct card.
The subject shuffles a deck of cards as many times as he likes. He mentally chooses a (secret) number between one and ten. Kruskal's counting procedure then goes as follows. The subject turns the cards of the deck face up one at a time, slowly, and places them in a pile.
As he turns up each card he decreases his secret number by one and he continues to count this way till he reaches zero. The card just turned up at the point when the count reaches zero is called the first key card and its value is called the first key number. Here the value of an Ace is one, face cards are assigned the value five, and all other cards take their numerical value.
The subject now starts the count over, using the first key number to determine where to stop the count at the second key card. He continues in this fashion, obtaining successive key cards until the deck is exhausted. The last key card encountered, which we call the tapped card, is the card to be "guessed" by the magician.
The Kruskal counting procedure for selecting the tapped card depends on the subject's secret number and the ordering of cards in the deck. The ordering is known to the magician because the cards are turned face up, but the subject's secret number is unknown. It appears impossible for the magician to know the subject's secret number. The mathematical basis of the trick is that for most orderings of the deck most secret numbers produce the same tapped card. For any given deck two different secret numbers produce two different sequences of key cards, but if the two sequences ever have a key card in common, then they coincide from that point on, and arrive at the same tapped card. The magician therefore selects his own secret number and carries out the Kruskal counting procedure for it while the subject does his own count. The magician's "guess" is his own tapped card. The Kruskal Count trick succeeds with high probability, but if it fails the magician must fall back on his own wits to entertain the audience.
The problem of determining the probability of success of this trick leads to some interesting mathematical questions. We are concerned with the ensemble success probability averaged over all possible orderings of the deck (with the uniform distribution). Our objective in this paper is to estimate ensemble success probabilities for mathematical idealizations of such counting procedures. Then we numerically compare the ensemble success probabilities on a 52-card deck with that of the Kruskal Count trick itself. The success probability of the trick depends in part on the magician's strategy for choosing his own secret number. We show that the magician does best to always choose the first card in the deck as his first key card, i.e. to use secret number 1.
The general mathematical problem we consider applies the Kruskal counting procedure to a deck of N labelled cards with each card label a positive integer, in which each card has its label drawn independently from some fixed probability distribution on the positive integers N + . We call such distributions i.i.d. deck distributions; they are specified by the probabilities {π j : j ≥ 1} of a fixed card having value j. We assume that the subject chooses an initial secret number from an initial probability distribution on N + = {1, 2, 3, · ··}, and that the magician independently does the same from a possibly different initial probability distribution, and that thereafter each follows the Kruskal counting procedure. It is convenient to view the cards of the deck as turned over at unit times, so that the card in the M -th position is turned over at time M . If the M -th card is a key card for both magician and subject and no previous card is a key card for both, then we say that M is the coupling time for the sequences. Let t be a random variable denoting the coupling time on the resulting probability space with t = +∞ if coupling does not occur. We wish to estimate the "failure probability" Prob[t > N ].
The set of permutations of a fixed deck (with uniform distribution) does not have the i.i.d. property, and is not Markovian, but it can be reasonably well approximated by such a distribution. The advantage of the simplifying assumption of an i.i.d. deck distribution is that the random variable t can be interpreted as a stopping time for a coupling method for a Markov chain, as is explained in §2.
The mathematical contents of the paper are determination of Prob(t > n) for a geometric i.i.d. deck distribution, which is carried out in §3, and estimation of Prob(t > n) for a uniform i.i.d. deck distribution, which is carried out in §4. The proofs of several results stated in §4 are given in an appendix.
In §5 we consider the actual Kruskal count trick, and compare its success probability with the approximations given by the models above. Because the Kruskal count trick using an actual deck of 52 cards involves a stochastic process that is not Markovian, we estimate the success probability by Monte Carlo simulation. We consider the effect on this success probability of varying the magician's strategy for choosing his key card, and of varying the value assigned to face cards. The magician should choose his key card value to be 1. Assuming this strategy for the magician, the success probability of the original Kruskal Count trick is just over 85%. Both the i.i.d. geometric distribution and i.i.d. uniform distribution models above give good approximations; the geometric distribution is off by less than 3%, and the uniform approximation is within 1%.
There has been some previous work on mathematical models of the Kruskal count. In 1975 Mallows [11] determined the expected value of the coupling time of i.i.d. sequences, and observed that especially simple formulae occur for the geometric distribution. Recently Haga and Robins [9] analyzed a simplified Markov chain model for the Kruskal count, which is related to, but not the same as, the models considered here. We discuss their model further at the end of §4.
Coupling Methods for Markov Chains
The coupling time random variable t is a special case of a stopping time random variable t * associated with a coupling method for studying a Markov chain. This motivates our terminology.
To explain this connection, consider a homogeneous Markov chain (X n : n ≥ 0) on a countable discrete state space S. Given two initial probability distributions p and p ′ on S a coupling method constructs a bivariate process (X 1 n , X 2 n ) consisting of two copies of process X n with X 1 0 having distribution p, X 2 0 having distribution p ′ , and the two copies evolve independently until some (random) stopping time t * at which X 1 t * = X 2 t * and then requires them to be equal thereafter, evolving as a single process X n . The stopping time t * is not necessarily required to be the first time t at which X 1 t = X 2 t occurs, and the particular rule for choosing t * defines the coupling method. Let µ n , µ ′ n denote the distribution at time n of the process X n stating from the distribution p, p ′ respectively, at time 0, and let the variation distance ||p − p ′ || between two distributions on S be
The basic coupling inequality is
Such inequalities can be used to prove ergodicity of a Markov chain and to bound the speed of convergence to the equilibrium distribution, by bounding the right side of the inequality.
The first coupling method was invented by Doeblin [3] , and many other coupling methods have been proposed since, see Griffeath [8] for a survey. Applications to card shuffling and random walks on groups are described in Aldous and Diaconis [1] and Diaconis [2] . The basic coupling inequality (2.1) is also valid for non-ergodic Markov chains, e.g. null-recurrent or transient Markov chains on the state space N, as was observed by Pitman [12] . Coupling methods are traditionally used as an auxiliary device to get information on the rate of convergence to equilibrium of an ergodic Markov chain. In this paper, we are interested in obtaining upper and lower bounds for the coupling probability itself, since it represents the failure probability X n denote the state of the Markov chain at time n; it indicates the current Kruskal count value at location n of the deck, except that X n = 0 indicates a key card at location n. The transition probability for this chain from state j ≥ 1 is probability 1 to state j − 1 and 0 to all other states, and from state 0 to state j is probability π j+1 , where {π j : j ≥ 1} is the distribution π of card labels. (That is, π 1 is the probability that the key card has value 1, and the chain transitions from state 0 to state 0.) The initial distribution of secret numbers are distributions p, p ′ on the state space N. We define the random variable t = t(p, p ′ ) to be the stopping time associated to the coupling method that combines the chains X 1 n and X 2 n at the first time that X 1 n = X 2 n = 0. (This is not necessarily the first time that X 1 n = X 2 n .) The basic coupling inequality (2.1) for M π and t then gives
where µ n and µ ′ n are the n-step state probabilities for the chain M π started with initial distributions p and p ′ . We note that the Markov chain M π is ergodic if E[π] = ∞ j=1 jπ j is finite, and is null-recurrent otherwise. In the ergodic case the stationary distributionπ = (π 0 ,π 1 ,π 2 , · ··) is given bỹ
for j ≥ 0. This chain is ergodic for the deck distributions that we consider, and our object is to estimate the "failure probability" Prob[t > n].
In the remainder of the paper, rather than considering Markov chains of the type M π , we study simplified Markov chains that jump from one key card to the next, but which retain enough information for coupling methods to apply.
Geometric Distribution
We consider an idealized deck consisting of cards whose labels are independently and identically distributed random variables drawn from N + = {1, 2, 3, · · ·} with the geometric distribution G p given by π k = (1 − p)p k−1 , 0 < p < 1. The geometric distribution has mean
Let G N (p) denote the deck distribution induced on a deck of N cards.
Assume that the magician and subject both pick a secret number drawn from the same geometric distribution G p . Let Prob[t > N ] denote the probability (choosing a deck of cards at random as above) that the magician and subject have no common key card in positions 1 through N .
For the geometric deck distribution there is a simple exact formula for all coupling probabilities.
Proof. We use the memorylessness property of the geometric distribution, which is that for a
By direct computation in which the last condition X 1 1 = X 1 2 = 1 has zero probability for N ≥ 2. Now by (3.3)
In the second case X 2 2 − 1 is geometrically distributed, hence by (3.3) again
The same holds for the third case, so (3.4) becomes
The theorem follows.
For the geometric distribution the magician can improve his chances by always selecting the first card. Let t ′ denote the coupling time for this process where the subject draws his secret number from G p . Then one finds by a similar calculation that
which is smaller than (3.2) by a factor 1/(2 − p). 
Uniform Distribution
so that
while for i = 0 the transition probabilities are
This chain is ergodic, and it is easy to check that π j in (4.2b) gives the stationary distribution for L B . Now consider the case that the subject and magician perform the Kruskal counting procedure on the same deck. As long as their sequences of key cards remain disjoint, these key card values are independent random variables, and their relative positions of current key cards are described by transitions of the leapfrog chain. This persists until they have a key card in common, i.e. until the state 0 is reached on the leapfrog chain. Thus Prob[t > N ] corresponds to the probability of those sequences of transitions in the leapfrog chain starting from 0 that avoid the 0 state until one pebble has moved to a position beyond N . We can keep track of sequences that never visit 0 by forming the reduced leapfrog chainL B obtained by deleting the 0 state and assigning new transition probabilities For L B the probability of going to 0 is a constant, hencē The initial state distribution on the reduced leapfrog chainL B corresponds to that after one transition of the leapfrog chain from the 0 state, conditioned on not staying at 0, which is
This chain is ergodic and hasπ j as its stationary distribution.
We next define a random variable t * * N,B which counts the total number of key cards produced during the Kruskal count by the subject and magician, up to and including the first key card that occupies a position exceeding N . We call t * * N,B the travel time beyond position N. To determine the travel time, we require as additional data the position i of the top key card, which we define to be that key card which is closest to the top of the deck. Given that the initial state of the chain is in state j the conditional probability r ij that the top key card is in position i is as N → ∞.
We relegate the proof of this result to the appendix, where we also give a variational formula for α B . We easily obtain from (4.9) the inequality
It is intuitively clear that the expected value of a key card is ≥ The proof of this result is given in the appendix. Theorem 4.1 together with the inequalities (4.13) shows that for large B one has
as N → ∞.
We relate these results to the model of Haga and Robins [9] . The Markov chain studied 
as B → ∞. To relate λ B to the asymptotic coupling probability decay rate exp(−α B ) in 
Numerical Results: The Kruskal Count
We compare predictions obtained from the two models studied in this paper with the performance of the actual Kruskal Count trick.
For the actual Kruskal count we consider a standard deck of 52 cards, and we assume that the subject draws a key card using a uniform distribution from the set of available key card values. We study the effects of varying the magician's strategy on the success probability of the Kruskal Count trick. The magician has the freedom to choose his key card, and he has also has the extra freedom to specify a rule for assigning values to the "face cards" J, Q, K.
We study three possible rules variations: , which has mean key card size 7. According to Theorem 3.1 the failure probability forN = 52 the magician drawing his first key card according to the geometric distribution is for N = 52 is strategy is to choose as first key card the j-th card, for 1 ≤ j ≤ 13. plus a final row that gives the failure probability when the magician draws a card uniformly in {1, 2, ...13}. The data in Table 5 .1 show that the magician does best to choose j = 1 as his key card. The non-Markovian nature of the actual deck causes the failure probabilities to differ from the i.i.d. uniform deck distribution; the effect is a decrease of about 0.3%. We also see that the failure probability for the i.i.d. geometric distribution is an overestimate of the failure probability for the Kruskal Count when the magician picks a random card as first key card, and underestimates the failure probability when the magician picks the first card as key card.
We next consider the rules variations (b) and (c). For rules variation (b) the expected key card size is . If the magician chooses his first key card according to the same geometric distribution, then the failure probability is while if the magician draws the first card as his key card, then
For rules variation (c) the expected key card size is 
where
The maximum will occur with k ≈ γN for some constant γ = γ(N, B). To estimate γ, we where the function f B (γ) = γI * (γ) where
Here µ runs over the set of probability measures on the state space S of the chainL J B , and
is the expected card value for the measure µ, and
It is easy to show that
and this yields
Using Theorem A.1 and (6.7) we see that the quantities t * * N,B andt N,B have the same asymptotic behavior, with (6.8) as N → ∞. Now (6.2) leads us to define
Using the fact that f B (γ) is a strictly convex function, it can be shown there is a unique value of γ attaining the maximum on the right-hand side. With some further work this fact and Claim. There is a mapping φ − of the probability mass q ij on (i, j) forL B to various (i ′ , j ′ ) 
for all t ≥ 2, and the special case i 0 = j 0 + N yields (6.10). The claim to be established is equivalent to proving that (6.11) holds for the case t = 2. Since the probabilities q ij = q ij (2) and q ′ ij = q ′ ij (2) are explicitly known, verifying (6.11) is an easy calculation. The equivalence of the inequalities (6.11) to the existence of a coordinate-monotone probability rearrangement φ is a two-dimensional majorization inequality, see Marshall and Olkin [10] . (One can also prove the claim by explicitly constructing a suitable mapping φ rather easily.)
The inequality (4.12) relatingL B and L + B is proved in similar fashion. If q + ij (t) is the probability that the pebbles are at (i, j) after t steps, then , and solving for the appropriate value of δ.
