Abstract
Introduction
Approximate string matching is a widely-studied paradigm with important applications in domains ranging from speech recognition to information retrieval and molecular biology [10, 3, 2, 12, 17, 4] . A key principle in this field is the concept of string edit distance, a measure for quantifying the similarity between two strings as well as for understanding the precise ways in which related strings may differ. In its most popular formulation, three basic operations are permitted: the deletion, insertion, and substitution of individual symbols. Each of these operations is assigned a cost, and the edit distance between two strings is then defined as the cost of the least expensive sequence of operations that transforms one string into the other.
This basic model has been both specialized and extended in numerous ways, including adding new operations (e.g., transpositions [15] , block motion [5] ), generalizing from simple strings to formal languages (e.g., regular and context-free languages [1, 7] ), and editing other types of data structures (e.g., trees [13] , 2-D strings [8] ). Another fertile area for research has been to develop techniques for performing the edit distance computation faster [4] .
One particularly interesting class of applications involves taking strings specified in one domain and performing a comparison motivated by constraints from another. A good example of this is the case of text strings -words or sentences -that are specified, say, by their ASCII encodings, but which we would like to compare in terms of the way they are pronounced. For instance, the strings "through" and "threw" differ significantly in their ASCII representations, so a substantial amount of editing would be required to transform one into the other. Their pronunciations in English, however, are identical (throo). Hence, we would like to be able to say that while their textual edit distance is large, their phonetic edit distance is small.
The situation becomes even more complex when we combine this with string editing for the purpose of modeling error processes. Consider, for example, the problem of querying via voice a database that was created from faxed documents. To accomplish this task, we must contend with ASR errors from the speech recognition process, a completely different class of errors from the OCR process, and the issue of judging the similarity between spoken and printed keywords. This is illustrated in Figure 1 .
An analogous phenomenon can be seen in molecular biology. Table 1 presents the Genetic Code first put forth by H. Gobind Khorana in June of 1966. Proteins are generated from DNA via an intricate chemical decryption algorithm involving messenger RNA. As indicated in the table, it takes three RNA nucleotides, or a codon, to specify which amino acid should be added next to the protein chain. Note that an amino acid can have several different encodings into terms of nucleotides.
Given two RNA sequences, one might naturally wonder how similar the proteins they code for are. Taking this one step further as before, it is possible to imagine each of the RNA sequences first undergoing an editing process to correct for possible "noise" effects that may have occurred for any of a number of reasons, biological or otherwise (e.g., mistakes in reading the sequencing gels).
Past approaches to this problem, which we call crossdomain approximate string matching, have been ad hoc and typically attempt to adapt the existing algorithm for string edit distance by adding special substitution costs. As we shall show in the next section, however, this may invalidate the guarantee of optimality, reducing the algorithm to the status of a heuristic. In this paper, we introduce a formalization for crossdomain approximate string matching that captures the intentions just discussed. The task is phrased as a proper optimization problem, for which we present an algorithm that is guaranteed to return the best solution in polynomial time. The remainder of the paper is organized as follows. In Section 2, we present some background on traditional string editing and show why it cannot be used to solve the problem of interest. We formalize the cross-domain approximate string matching problem in Section 3, and give our algorithm for solving it in Section 4. A proof of correctness is sketched in Section 5. In Section 6, we analyze the time complexity and present a heuristic for speeding up the computation. Several variations on the problem and algorithms for their solution are described in Section 7. Finally, Section 8 offers our conclusions.
Approximate String Matching
We begin with some familiar definitions. An alphabet, , is a finite set of symbols. Define to be the set of all finite-length sequences of symbols chosen from including ", the sequence of length 0. Each such sequence in is a string over . String A i;j is a substring of string A = a 1 a 2 : : : a m consisting of the sequence of symbols a i a i+1 : : : a j for 1 i j m. For notational convenience, we define A 1;0 to be ".
Say and are two symbols from the alphabet in question. Then we will often write the basic editing operations as ! " (the deletion of ), " ! (the insertion of ), and ! (the substitution of for ). The costs charged for performing these operations are ecost ; ", ecost"; , and ecost ; , respectively. Let S be a set of basic editing operations that transforms string A into string B such that for any other such set S 0 , the sum of the costs of the operations in S 0 is at least as large as it is in S. Then the edit distance between strings A and B, edistA; B, is defined to be the sum of the costs of the operations in S. Finding such a set of operations is called the approximate string matching problem.
This optimization problem can be solved using a wellknown dynamic programming algorithm [9, 16] . has completed, a sequence of editing decisions that achieves the optimum can be determined via backtracking. The final distance is a measure of the similarity of the two strings, and the optimal sequence of editing operations highlights the actual differences. The computation time is proportional to the product of the lengths of the two strings, Omn.
Note that for this algorithm to work, there is an underlying assumption that each index within the source string will be acted upon by at most one editing operation. Whether this assumption holds is a function of the way the edit costs are defined. If, for example, we had ecost ; = ,1 and ecost ; = ,1 for symbols 6 = , then the edit distance between any string containing or and any other string would be undefined, just as the shortest path in a graph with a negative cost cycle is undefined. (The algorithm defined by Equation 2 would still return a value, but it would not be the correct edit distance.) Assuming that all the costs are least 0 eliminates this particular problem.
One other condition is necessary, however. Consider the case of comparing the two strings "cat" and "hat" when all of the editing operations are assigned an arbitrarily large cost except for ecostc; f = ecostf;h = 0 . Then the edit distance between "cat" and "hat" is 0, but this can only be achieved by performing two operations on the first index position of "cat": cat ! fat ! hat. Again, the standard dynamic programming algorithm (i.e., Equation 2) does not allow for this.
What is needed is a guarantee that:
for all possible combinations of symbols and editing operations. This is the well-known triangle inequality, and is an implicit assumption throughout the literature on approximate string matching. We will make use of it here as well.
Returning to the example of Section 1, consider the problem of comparing the strings "through" and "threw" in terms of their pronunciations. In the past, this problem has been attacked by incorporating multi-symbol substitutions into the edit model and specializing the edit costs to take phonetic similarities into account [14, 18] . So, we might say ecostough; ew = 0 . Then single-symbol deletions and insertions can be used to model differences in the text domain (say, typing or OCR errors), while the multi-symbol substitutions capture phonetic relationships. As a result, the strings "through" and "threw" will be judged to have edit distance 0, while the strings "th.rough" and "threw" will have distance 1 (period insertion errors are common in OCR). The previous dynamic programming algorithm will work in this case.
There is, however, a serious conceptual problem with this approach. Consider what happens if the first string is recognized as "throu9h" by the OCR process. Mistaking a`9' for a`g' is a common error in some systems. There is, of course, no rule for suggesting how "ou9h" should be pronounced. Hence, there is no way to know that it would be close to "ew" once the OCR error was accounted for. While we may also include a substitution operation with ecost9; g = 0 , our ability to edit the substring is constrained by the fact that we are forced to make a choice: we may use either a substitution motivated by OCR errors, or one motivated by pronunciations, but not both. Looking at it another way, the two low-cost substitution operations we would like to allow, 9 ! g and ough ! ew, are not compatible with the non-existent (i.e., infinite-cost) operation ou9h ! ew; the triangle inequality is violated. Any attempt to apply the existing edit distance model and its associated dynamic programming algorithm will result in a computation no longer guaranteed to return the optimal result. Equation 2 is reduced to the status of a heuristic.
In the next two sections, we formalize this problem and present a new, optimal algorithm for its solution.
Cross-Domain Approximate String Matching
We think of a domain as a means for producing strings of symbols from a certain alphabet. Examples of domains and their alphabets include: keyboard input (the ASCII character set), printed pages of typeset text (ASCII), handwriting (ASCII), speech (60 or so phonemes in the case of English), DNA (the four nucleic acids), and proteins (the 22 amino acids). In a particular domain, the manner in which strings are produced suggests a means for judging the similarity between two strings. In the domain of scanned pages processed through optical character recognition, we might regard the two strings "baseball" and "baseba11" as being quite similar, as`l' (el) is frequently mistaken for`1' (one) in OCR. On the other hand, in the typed-text domain "baseball" and "basebakk" might be more similar, as the`K' key is adjacent to the`L' on QWERTY keyboards and a typist' s fingers may easily slip from one to the other.
For a given domain, we wish to capture the notion of similarity between strings as suggested by the domain by defining a model in which costs are given for editing operations that allow us to transform one string into another.
More formally, we define an edit model E i to consist of an alphabet i , a finite collection i of basic editing operations ! 0 each with cost ecost i ; 0 , where ; 0 2 i , and an edit distance edist i A; A 0 between any two strings as defined in Section 2. The basic operations will be assumed to be single-symbol deletions, insertions, and substitutions. We will write an edit model E i as a triple i ; i ; edist i defining the alphabet, the set of basic operations and their costs, and the edit distance resulting from the given basic operations and their costs.
In addition to the edit model defined by a domain, there are also transcriptions that map between domains. A transcription model T i;j consists of two alphabets, the source alphabet i and the target alphabet j , and a finite collec- is no transcription from A to A 0 or the minimum cost of any transcription of A into A 0 in the case that one or more transcriptions from A to A 0 exist. Each transcription model T i;j will be written as a 4-tuple i ; j ; i;j ; tdist i;j where i is the source alphabet, j is the target alphabet, i;j is the set of allowable substitutions (and their costs), and tdist i;j is the transcription distance defined by the costs of the substitutions. Note that the definitions of edit and transcription models are quite similar in that they involve transforming one string into another at some cost. The key difference is that edit models transform strings from the same alphabet, whereas transcription models, in general, transform strings from one alphabet to another.
The cross-domain approximate string matching problem is, given: defines the optimal way to match string A to string B by first editing each in its own domain, then transcribing both resulting strings into the third domain, and finally comparing the transcriptions using an edit model appropriate for that domain. As such, it captures the notion of cross-domain string matching discussed in Section 1. The computation is perhaps more easily visualized by considering Figure 2. 
Algorithms
A dynamic programming scheme will be defined to solve the optimization problem of Equation 4 . As a reminder, we have three domains D 1 , D 2 and D 3 involved in this problem, defining edit models E 1 = 1 ; 1 ; edist 1 , E 2 = 2 ; 2 ; edist 2 and E 3 = 3 ; 3 ; edist 3 respectively. Also there are two transcription models T 1;3 = 1 ; 3 ; 1;3 ; tdist 1;3 and T 2;3 = 2 ; 3 ; 2;3 ; tdist 2;3 .
As mentioned, each transcription A 0 ! A 00 in 1;3 and each transcription B 0 ! B 00 in 2;3 is such that the length of A 00 and B 00 is 0 or 1. In addition, we will assume that " ! " is in both 1;3 and 2;3 and that this operation has cost 0.
Let A = a 1 ; a 2 ; : : : ; a m be a string in 1 and B = b 1 ; b 2 ; : : : ; b n a string in 2 . We wish to determine xdist 1;2;3 A; B. Recall that A 1;i refers to the substring consisting of the first i symbols of A, and B 1;j to the substring consisting of the first j symbols of B. Now we can define xdist 1;2;3 A; B, the cross-domain distance between A and B, by defining xdist 1;2;3 A 1;i ; B 1;j recursively as: and where we define the base case to be: xdist 1;2;3 "; " = xcost 1;2;3 "; ":
That is, we test the hypothesis that the last left hand side of a substitution in A 1;i is of length k and in B 1;j is of length k 0 . The cost of this hypothesis is the sum of the costs of matching these two left hand sides and the earlier-computed cost of doing the cross-domain matching of the substrings A 1;i,k and B 1;j,k 0 . Then xdist is the minimum of all such hypotheses. Note the similarity between the formulations of Equations 6 and 2. Figure 4 shows an optimal alignment generated when the algorithm just described is run on two sample strings, one from the ASCII text domain and the other from the domain of spoken English (i.e., phoneme sequences). The text input (top), "crosis doman string matehing," reflects several edits (typing or OCR errors, perhaps) relative to the intended target, "cross domain string matching." The speech input (bottom), "kr s dOmAnspriN laCiN," is expressed using a standard phonetic alphabet (see, e.g., [11] ) and represents a pronounciation of the phrase "cross domain spring latching." Note the ASR error resulting in the missed word boundary between "domain" and "spring."
In this example, the edit costs are all set to 1 except for exact matches which cost 0, as do all transcriptions. After the first set of edits, both the text string and the phoneme string have been corrected to their intended targets. In the final editing stage, the two remaining differences ("string" vs. "spring" and "matching" vs. "latching") are detected.
The cross-domain edit distance is computed to be 6.
Proof of Correctness
A solution to Equation 4 defines two strings A 00 and B 00 of 3 . We can represent A 00 as = a 1 a 2 : : : a s and B 00 as = b 1 b 2 : : : b t where each a i is either a symbol of A 00 or ", each b i is either a symbol of B 00 or ", and the symbols that are not " appear in the same order as they do in A 00 and B 00 . That is, is just A 00 with " between some of the symbols of A 00 and similarly for and B 00 . We now discuss how we choose where we place each ".
Note that a solution to edit 3 A 00 ; B 00 determines a set of operations on A 00 that transforms it into B 00 with total cost edit 3 A 00 ; B 00 . These operations in turn define and with the property that a i and b i are both symbols of 3 if b i was substituted for a i , a i is " and b i 2 3 if b i was inserted, and finally a i 2 3 and b i = " if a i was deleted. The representations and together are called an alignment [10] .
In an optimal solution to Equation 4, the transformation from A 0 to A 00 consists of transcriptions of the form A 0 i;j ! a k or A 0 i;j ! ". Note, however, that there might be some a k = " with no corresponding transcription A 0 i;j ! " in an optimal solution. That is, a k is in the alignment only due to the computation of xdist 3 shows that all such partitionings of A and B into segments 
Time Complexity
Define the m + 1 n + 1 matrix M where Mi; j becomes Os 1 s 2 mn. Thus, for fixed edit and transcription models, the time to compute Mm; n using this heuristic would be given by Omn or On 2 in the case m = n.
Variations
In this section we consider two interesting variations on cross-domain string matching. These arise from restricting one or more of the degrees of freedom in the original problem (recall Figure 2) This particular variation exhibits an intriguing relationship to the "generalized" string matching problem [10] (also referred to as the "consensus sequence" problem [6] ). Indeed, if the edit costs in the third domain are all set to be 1 except for exact matches which are given cost 0, and if the transcriptions in the first two domains are defined to mimic a specific set of editing operations (deletions, insertions, and substitutions), then Equations 6 and 9 solve exactly this same problem (in exactly the same time, On 2 ). Hence, this particular variation of cross-domain string matching is actually a more general form of "generalized" string matching.
On the other hand, if editing is not allowed in the third domain the problem specification becomes: 
Conclusions
We have defined a model for the problem of comparing two strings that have been produced in (possibly) different domains, both of which have transcriptions into some common third domain. The distance measure in this model accounts for the cost to edit away any potential errors in the strings, the cost to transcribe the corrected strings into the common domain, and the edit distance between the two resulting transcribed strings. This allows us to capture accurately the edit costs in all three domains, an important feature since the edit models may vary considerably even if their underlying alphabets are the same. The method we derived for computing this distance measure between strings has been shown to have running time that is polynomially bounded.
There are a number of application areas for this type of string comparison model, as outlined in Section 1. Our future plans include implementing our algorithm and studying its effectiveness in multimedia information retrieval.
