Awake mammals can switch between alert and nonalert brain states hundreds of times per day. Here, we study the effects of alertness on two cell classes in layer 4 of primary visual cortex of awake rabbits: presumptive excitatory "simple" cells and presumptive fast-spike inhibitory neurons (suspected inhibitory interneurons). We show that in both cell classes, alertness increases the strength and greatly enhances the reliability of visual responses. In simple cells, alertness also increases the temporal frequency bandwidth, but preserves contrast sensitivity, orientation tuning, and selectivity for direction and spatial frequency. Finally, alertness selectively suppresses the simple cell responses to high-contrast stimuli and stimuli moving orthogonal to the preferred direction, effectively enhancing mid-contrast borders. Using a population coding model, we show that these effects of alertness in simple cells-enhanced reliability, higher gain, and increased suppression in orthogonal orientation-could play a major role at increasing the speed of cortical feature detection.
Introduction
The "waking state" is not unitary. It contains different brain states which can be distinguished by differences in behavior, physiological activity, or neurotransmitter release (Harris and Thiele, 2011; Lee and Dan, 2012) , and these different awake brain states strongly affect information processing in sensory thalamus and cortices in cats (Wörgötter et al., 1998) , mouse (Poulet and Petersen, 2008; Gentet et al., 2010; Niell and Stryker, 2010; Pinto et al., 2013; Polack et al., 2013) , rats (Fanselow and Nicolelis, 1999; Castro-Alamancos, 2004; Goard and Dan, 2009; Otazu et al., 2009) , and rabbits Weyand, 1985, 1987; Swadlow, 1988; Bezdudnaya et al., 2006; Cano et al., 2006; Bereshpolova et al., 2011) . Awake rabbits readily shift between alert and nonalert brain states, measured by the electroencephalogram (EEG). The transition between these states is often very rapid (Ͻ1 s) and profoundly affects spiking statistics and receptive field (RF) properties in the lateral geniculate nucleus (LGN), where alertness significantly increases spontaneous firing rates, visual response gain, temporal frequency tuning peak/width, and the maintained response to stationary stimulation, but significantly decreases bursting rate (Swadlow and Weyand, 1985; Swadlow and Gusev, 2001; Bezdudnaya et al., 2006; Bereshpolova et al., 2011) . By contrast, thalamocortical synaptic transmission is remarkably stable across alert and nonalert states (Stoelzel et al., 2009) , suggesting that layer 4 neurons, the major recipients of LGN input, may inherit the brain state effects from LGN. Surprisingly, unlike LGN cells, most suspected inhibitory interneurons (SINs) in layer 4 decrease their spontaneous firing rates during the alert state, whereas the spontaneous firing of layer 4 simple cells remains relatively constant (Bereshpolova et al., 2011) , showing that brain state can have a different effect on visual cortex than thalamus. Notably, the two major cell classes in layer 4, putative excitatory simple cells and SINs, have markedly different response properties (Zhuang et al., 2013) , suggesting very different roles in cortical computation. Here, we examine the visual response properties of identified layer 4 simple cells and SINs in primary visual cortex (V1) of fully awake rabbits during both alert and nonalert states. We found that the alertness increased the strength and reliability of visual responses in both cell classes while preserving their contrast sensitivity and spatial selectivity. Moreover, alertness selectively suppressed the visual responses of layer 4 simple cells to high contrast stimuli and stimuli moving orthogonal to the preferred direction. Finally, using a population coding model, we demonstrated that the enhanced reliability, enhanced response strength, and selective response suppression of layer 4 simple cells during alertness could significantly increase the speed of cortical computations that may underlie feature detection.
Materials and Methods
Recordings were obtained from monocular primary V1 of four awake adult female Dutch-Belted rabbits. All experiments were conducted with the approval of the University of Connecticut Animal Care and Use Committee in accordance with National Institutes of Health guidelines. All statistical comparisons reported were quantified as mean Ϯ SE with p values obtained by two-tailed paired sample t tests, if not specified. Error bars in each figure represent SEM.
Animal preparation and electrophysiological recording
The general surgical procedures for chronic recordings have been described previously (Bezdudnaya et al., 2006; Stoelzel et al., 2008; Bereshpolova et al., 2011; Zhuang et al., 2013) and are reported only briefly here. Under ketamine-acepromazine anesthesia, eight stainless steel screws and a stainless steel rod, oriented in a rostrocaudal direction, were installed on the exposed surface of the skull by acrylic cement. The rod was then used to rigidly hold the rabbit's head during the electrode implantation and recording sessions. The space between the wound margin and the acrylic cement was filled with silicone rubber. Recordings were performed through a small hole in the skull after at least 10 d of recovery. Extracellular single-unit recordings and local field potentials (LFPs) were obtained from the monocular region of V1. Single unit activity for most cells was studied using finediameter (40 m) quartz-insulated platinum/tungsten electrodes tapered and sharpened to a fine tip (impedance, 1.5-3 M⍀). A group of seven such electrodes was chronically implanted in a concentric array (ϳ200 m separation), with tips initially located just above the dura. Each of these electrodes was independently controlled by a miniature microdrive (Swadlow et al., 2005) . Multiunit activity from superficial layers of the superior colliculus (SC) was simultaneously recorded by a similar three-channel microdrive system. A small number of cells were studied using 16-channel silicone probes, with recording site diameters of 33 m (NeuroNexus Technologies). Two stimulating electrodes (parylene-c insulated platinum/iridium micro wire) were implanted in LGN for identification of cortical neurons. Hippocampal EEG was recorded using two electrodes implanted above and below the CA1 layer and used, along with cortical EEG, for monitoring brain states. All electrophysiological activity was acquired using a Plexon data acquisition system.
Brain state verification
All data were recorded when subjects were fully awake. During recordings, no anesthetic agents were applied, the eyes were open, and subjects responded to external stimuli (novel sound and gentle touch, etc.). Some nonperiodic sensory stimulation (random sounds, tactile stimulation, movements in room) is often required to keep rabbits from transitioning from the awake, nonalert state to sleep (early signs of which are indicated by cortical spindle activity), and such stimulation was applied when needed. In some cases, when rabbits became drowsy during extended recordings, we provided novel sounds to generate alertness. If they were difficult to arouse, we let them sleep for a while, and did not collect data during these periods. After recording, the hippocampal EEG was segmented by visual inspection into alert versus nonalert states based on the presence of theta activity (5-7 Hz) or high-voltage, irregular activity, respectively (Swadlow and Gusev, 2001; Bezdudnaya et al., 2006; Cano et al., 2006; Stoelzel et al., 2009; Bereshpolova et al., 2011) . During recording sessions, the average percentages of time the animals spent in the alert state and nonalert state were 32.94 Ϯ 1.36% and 36.28 Ϯ 2.20%, respectively. Approximately 31% of the recording time was not classified as either state due to ambiguities in the EEG record. For some recorded files, comparisons between states were also performed using data around the alert/nonalert state transition points (5 s before and 5 s after).
Cortical layer 4 identification
Depth range of cortical layers was determined by electrode depth and reversal of stimulus-evoked field potentials that occur at known depths. Brief full-field flash-evoked LFPs were recorded at different depth. As previously verified histologically (Stoelzel et al., 2008) , the top of layer 4 was identified as 100 m below a prominent current sink/source reversal point to the flash stimuli and the bottom of layer 4 was identified as 400 m below the top of this layer. Only neurons within this narrow (400 m) depth zone were included in this study.
Cell classification
Classification of cortical layer 4 cells follows the criteria previously published (Zhuang et al., 2013) . Layer 4 SINs were defined by responding to thalamic electrical stimulation with a high-frequency discharge of three or more spikes with peak frequencies of Ͼ600 Hz (Swadlow, 1988 (Swadlow, , 1989 (Swadlow, , 1991 (Swadlow, , 1995 (Swadlow, , 2003 , whereas layer 4 simple cells were defined by possessing a RF with one, two, or three spatially separated ON and/or OFF subfields. Layer 4 cells that did not meet either criterion were classified as "other" and were excluded from further analysis.
Cortical layer 4 simple cells and SINs were further classified into sustained/transient categories (Zhuang et al., 2013) . The cell's response to optimal flashing stationary stimuli (1 s on 1 s off, or 2 s on 2 s off) during alert state was recorded. Then a sustained index (SI) was calculated as the ratio between the cell's maintained response (firing rate within 0.5-1.0 s after the onset of stimuli) and the baseline activity (firing rate within either Ϫ1 to 0 or Ϫ0.5 to 0 s relative to the onset of stimuli). Cells with SIs larger than 2 and with an absolute maintained response of Ͼ1 spk/s were defined as sustained cells, whereas cells with SIs lower than 2 were defined as transient cells. Cells that failed to reach these criteria (SI larger than 2 but the absolute maintained activity lower than 1 spk/s) remained as "sustained/transient unclassified". For some cells, responses to flashing stimuli during the nonalert state were also recorded to measure state effects, but only responses recorded during the alert state were used to classify the sustained/transient property.
Visual stimulation and eye movement control
Visual stimulation protocols were similar to those published previously (Zhuang et al., 2013) . All visual stimuli were presented by a CRT monitor (Nec MultiSync, 40 ϫ 30 cm, mean luminance, 48cd/m 2 , refresh rate: 160 Hz). First, the cell's ON-OFF subfields were mapped with sparse noise stimulation by reverse correlation. After mapping, the RF center was constantly tracked by dynamic calculation of RF position from multiunit recordings in the SC. Second, the cell's sustained/transient property was measured with flashing stationary stimuli, which were optimized to elicit the strongest response possible. Third, circular drifting gratings were used to further measure the cell's response properties in both the alert and the nonalert states. The drifting grating was optimized by orientation, spatial frequency, temporal frequency, size, and contrast. The measurements were restricted to periods of time with stable eye position (ϽϮ1°), verified by both the RF position of multiunit recordings in the SC and movies of eye position using a high-frequency infrared camera. Fourth, the cell's tuning properties were measured by pseudorandomly varying one of the four (orientation, spatial frequency, temporal frequency, or contrast) grating parameters while keeping the other four at the optimal values. Each presentation of a particular parameter combination lasted for 3-8 s with 2 s gaps in between and all tested parameter combinations were presented for at least 100 periods. During tuning property testing, the rabbit's eye position was constantly monitored and data before and after eye movements was discarded in offline analysis (Zhuang et al., 2013) . Note that the sample sizes of individual tests are smaller than our total cell populations. Indeed, only a few cells were recorded for a period of time long enough to successfully finish all tests (which took several hours). For some cells, the spontaneous activity was also recorded for at least 10 min with the monitor screen set at a midluminance level. Only cells (27 simple cells and 17 SINs) with enough recordings for spontaneous activity (Ͼ10 min) were included in the analysis of F0 responses (without spontaneous activity) and F1/F0 ratios with removal of spontaneous activity (see Results).
Offline data analysis
The offline data analysis methods have been reported earlier (Zhuang et al., 2013) , and are described only briefly here. The cell's response PSTHs (peristimulus time histograms) to optimal flashing stimuli were used to calculated response latency which was defined as the time at which the smoothed function (smoothed by a sliding boxcar filter with width of 30 ms) first passed 40% of its maximum value (Jin et al., 2011) . The mean firing rates, F0 responses (mean firing rates Ϫ spontaneous firing rates), F1 responses (first harmonic component of the PSTHs), F1/F0 ratios with and without spontaneous activity (Chen et al., 2009) and Fano factors were calculated from the cell's response to the optimal drifting grating. All the tuning properties were analyzed in the same way as previously described (Zhuang et al., 2013) . The F1 response was used to measure tuning properties for simple cells and the mean firing rates to measure tuning properties for SINs. The response amplitude for all tuning curves (R con , R or , R SF , R TF ), were calculated as the range between baseline and the maximum response. Orientation tunings were fitted by von Mises distribution functions (Nowak et al., 2008) . The orientation/ direction selectivity was measured by circular variance (CirVar), orientation selectivity index (OSI), and direction selectivity index calculated as 1 Ϫ ͉ ͑ΑR j e i2j ͒/ΑR j ͉, ͑R pref Ϫ R orth ͒/͑R pref ϩ R orth ͒, and ͑R pref Ϫ R oppo ͒/ ͑R pref ϩ R oppo ͒, respectively, where R j and j represent the cells response (spk/s) and the angle (in radians) of jЈth direction, respectively; R pref represents the cell's response in the preferred direction; R orth represents the cell's mean responses of the two directions orthogonal to the preferred direction; and R oppo represents the cell's response to the opposite of the preferred direction. Orientation tuning width was measured by the half-width at half-height (OR_HWHH) after removal of baseline. Contrast tuning response functions were fitted by a hyperbolic model with (Peirce, 2007) or without (Albrecht and Hamilton, 1982) modification to account for high-contrast suppression. C 50 was defined as the contrast at which the cell's response first reaches the middle point of the range from baseline to maximum response. Spatial frequency tuning curves were fitted by Gaussian function, from which peak spatial frequency (SF_peak) and spatial frequency tuning width at half maximum (SF_width) were extracted on logarithmic scale (with base 10). Temporal frequency tuning curves were fitted by Gaussian model on logarithmic scale (with base 2), from which peak temporal frequency (TF_peak) and temporal frequency tuning width (TF_width) at half maximum without baseline were extracted. All these measurements were done for both alert and nonalert state. All the models used here faithfully described the tuning properties of the cells' responses (R 2 , alert: 93.0 Ϯ 0.8%; nonalert: 93.7 Ϯ 
0.7%). Only the fittings with R
2 values larger than 0.5 were included in data analysis. Cells not meeting this criterion included 2 of 27 simple cells for contrast response function, 5 of 13 SINs for orientation tuning, 1 of 21 SIN for spatial frequency tuning, and 2 of 18 SINs for temporal frequency tuning.
Model simulation
In the population coding model, eight layer 4 simple cells were simulated. These simulated cells had orientation tuning curve shapes matching the simple cell population average tuning measured in both states from recorded data but with preferred direction every 45°apart (see Fig. 10 A, B). When stimulated under certain direction (see Fig. 10A , magenta arrow), each simulated cell generated a spike train through a Gamma process parameterized by mean firing rate and Fano factor [interspike interval distribution ϳ⌫ (1/Fano, Fano/Rate); Nawrot et al., 2008] . The mean firing rate was given by the representation of the stimulus in the orientation-tuning curve of each cell and the Fano factor by the average Fano factor measured in simple cells during either the alert (0.88) or the nonalert states (1.31). Then the simulated firing rates calculated from each spike train within a certain integration time window were fed to a direction detector. The direction detector integrated the firing rates from all eight simulated simple cells and performed a vector sum, the vector angles being the preferred directions of the cells and the vector modules the mean rates of each spike train for a given integration time. This vector sum (simulated vector sum) was matched to the vector sums calculated in the same way but from the original tuning curves (tuning curve vector sum). The detector then compared this vector sum (simulated vector sum) with a series of vector sums calculated in the same way but from the original tuning curves at different directions (tuning curve vector sum). The direction that gave the smallest distance between the simulated vector sum and the tuning curve vector sums was defined as the detected direction (Fig. 10A, green arrow) . The absolute value of the difference between the stimulus direction and the detected direction (see Fig. 10A , detection error) were measured to evaluate the performance of the system. We simulated the relationship between the integration time and the detection error for three stimulus directions (22.5, 11.25, and 0°, respectively; see Fig. 10C -E). For each stimulating direction, the detection error was calculated as the average over 1500 trials, and the integration time ranged from 0 to 2 seconds with steps of every 20 ms.
Results
In total, 50 layer 4 simple cells and 30 layer 4 SINs in V1 of four adult female rabbits were recorded long enough to study alert/ nonalert state effects for at least one response property. SINs were defined by responding to thalamic electrical stimulation with a high-frequency discharge of three or more spikes with peak frequencies of Ͼ600 Hz (Swadlow, 1988 (Swadlow, , 1989 (Swadlow, , 1991 (Swadlow, , 1994 (Swadlow, , 1995 (Swadlow, , 2003 , whereas layer 4 simple cells were defined by possessing a RF with one, two, or three spatially separated ON and/or OFF subfields. No cell met both criteria (Zhuang et al., 2013) , and cells which failed to meet either criterion were classified as other and were excluded from further analysis. All data were obtained when animals were head-fixed and awake. Wakefulness was further divided into alert and the nonalert states based on hippocampal, and in most cases, neocortical EEG (Swadlow and Gusev, 2001; Bezdudnaya et al., 2006; Cano et al., 2006; Stoelzel et al., 2009; Bereshpolova et al., 2011) .
Alertness increases responsiveness in layer 4
Our previous studies demonstrated that LGN cells are more visually responsive during the alert state (Bezdudnaya et al., 2006; Cano et al., 2006) . Here, we studied the effect of these changes in brain state at the main input layers of V1. V1 layer 4 cells were stimulated with optimal drifting gratings (optimized for contrast, orientation, spatial/temporal frequency for each cell), as awake animals transitioned between alert/ nonalert states. The effect of alertness was measured in both layer 4 simple cells (Fig. 1A) and layer 4 SINs (Fig. 1B) . During the transitions between brain states, we studied the visual responses to a drifting grating during periods with highly stable eye position (Ϯ1°; Fig. 1 ). During the alert state, there was prominent hippocampal theta activity (HippEEG) and cortical desynchrony (CtxEEG), which changed to hippocampal high voltage irregular activity and cortical synchrony, during the nonalert state, and the transitions between alert and non- alert states occurred very quickly (in ϳ1-2 s; Fig. 1 ). No differences in neuronal response modulations between the two state transition directions ( Fig.  1 left, nonalert to alert; Fig. 1 right, or alert to nonalert) were found, so most comparisons were made between alert and nonalert states, independently of the transition direction. When rabbits became alert, both simple cells and SINs showed significantly stronger F1 (modulated responses) and F0 (mean firing rate minus spontaneous activity) responses to optimal drifting gratings (alert vs nonalert, simple F0: 8.9 Ϯ 1.1 vs 6.1 Ϯ 0.9 spk/s, n ϭ 27, p Ͻ 0.001; simple F1: 14.6 Ϯ 1.6 vs 10.1 Ϯ 1.2 spk/s, n ϭ 43, p Ͻ 0.001; SIN F0: 33.0 Ϯ 5.0 vs 22.2 Ϯ 3.2 spk/s, n ϭ 17, p ϭ 0.008; SIN F1: 32.7 Ϯ 4.6 vs 24.6 Ϯ 3.6 spk/s, n ϭ 26, p Ͻ 0.001; Fig. 2 ). The same results were found when our analysis was limited to brief time periods (ϳ5 s) before and after the state transitions (alert vs nonalert, simple F0: 8.5 Ϯ 1.1 vs 6.5 Ϯ 1.0 spk/s, n ϭ 26, p Ͻ 0.001; simple F1: 14.6 Ϯ 1.6 vs 10.1 Ϯ 1.2 spk/s, n ϭ 30, p Ͻ 0.001; SIN F0: 35.6 Ϯ 4.6 vs 26.3 Ϯ 3.2, n ϭ 14, p ϭ 0.005; SIN F1: 24.4 Ϯ 4.1 vs 17.9 vs 2.7 spk/s, n ϭ 18, p ϭ 0.008). However, if spontaneous activity was not subtracted, the net effect of alertness on SINs' mean firing rates was very diverse ( Fig. 2A, inset; and Fig. 4 ).
Alert/nonalert state does not affect linearity of spatial summation in layer 4 F1/F0 ratios are a common measurement of spatial summation linearity for visual cortical cells. We previously showed that layer 4 simple cells are much more linear than SINs (Zhuang et al., 2013 ). Here we found that, despite this difference, the alertness did not affect spatial summation linearity for either layer 4 simple cells or layer 4 SINs after removal of spontaneous activity (F1/F0 ratios; alert vs nonalert, simple: 1.61 Ϯ 0.05 vs 1.65 Ϯ 0.03, n ϭ 27, p ϭ 0.065; SIN: 0.83 Ϯ 0.12 vs 0.84 Ϯ 0.12, n ϭ 17, p ϭ 0.71; Fig.  3 A, B) . The same results can also be found from the data around brief time periods (ϳ5 s) before and after the state transitions (Ϯ5 s, simple: 1.61 Ϯ 0.05 vs 1.63 Ϯ 0.04, n ϭ 26, p ϭ 0.288; SIN: 0.855 Ϯ 0.14 vs 0.884 Ϯ 0.13, n ϭ 15, p ϭ 0.305). Thus, both layer 4 simple cells and SINs keep their spatial summation linearity constant when the animal switches brain states.
Alertness made visual responses in layer 4 not only stronger but also more reliable
The cycle by cycle response reliability was measured by the Fano factor. Both layer 4 simple cells and SINs strongly increased their response reliability during the alert state (Fano factor, alert vs nonalert, simple: 0.88 Ϯ 0.07 vs 1.31 Ϯ 0.11, n ϭ 30, p Ͻ 0.001; SIN: 0.87 Ϯ 0.08 vs 1.71 Ϯ 0.09, n ϭ 18, p Ͻ 0.001; Fig. 3C,D) , a finding that could be replicated in brief time periods (ϳ5 s) around state transitions (alert vs nonalert, simple: 0.90 Ϯ 0.08 vs 1.18 Ϯ 0.09, n ϭ 30, p Ͻ 0.001; SIN: 1.18 Ϯ 0.29 vs 1.60 Ϯ 0.18, n ϭ 18, p Ͻ 0.001). Interestingly, the increase in response reliability was more than two times higher in cortical layer 4 neurons than in the LGN inputs (percentage of Fano factor increase in the nonalert state, simple: 33.71 Ϯ 2.31%, n ϭ 30; SIN: 49.37 Ϯ 3.06%, n ϭ 18; LGN: 15.74 Ϯ 5.73%, n ϭ 11; simple vs LGN: p ϭ 0.0012; SIN vs LGN: p Ͻ 0.001, independent t test; Fig. 3C, inset) . This finding indicates that the effect of alertness on response reliability is not simply transmitted from LGN but is amplified in visual cortex. response described above, the spontaneous firing rate of each cell was subtracted from the mean response rate to drifting grating stimuli. However, to investigate the contribution of spontaneous activity to state effects, we also measured state changes in mean firing rates and F1/F0 ratios without subtracting spontaneous activity. When the spontaneous activity was not subtracted in simple cells, alertness still significantly increased their mean firing rates (alert: 9.8 Ϯ 1.0, nonalert: 6.7 Ϯ 0.7 spk/s, n ϭ 43, p Ͻ 0.001; Fig. 2 A, B , insets) without changing their F1/F0 ratios (alert: 1.50 Ϯ 0.04, nonalert: 1.48 Ϯ 0.04, n ϭ 43, p ϭ 0.25; Fig. 3 A, B, insets) . However, when the spontaneous activity was not subtracted in SINs, their mean firing rates showed no significant difference between the two states (alert: 48.6 Ϯ 4.1, nonalert: 47.1 Ϯ 2.9 spk/s, n ϭ 26, p ϭ 0.68; Fig. 2 A, B, insets) and their F1/F0 ratios became slightly higher during the alert state (alert: 0.50 Ϯ 0.05, nonalert: 0.40 Ϯ 0.04, n ϭ 26, p Ͻ 0.001; Fig. 3 A, B , insets), although still much lower than those of simple cells. Further analysis showed that the overall lack of state changes in the SIN mean firing rates was due to the diverse effects that alertness had on the SINs' mean spontaneous firing rates (Fig. 4) . The effect of alertness on SINs could be an increase (Fig. 4A ), no change (Fig. 4B ), or decrease (Fig. 4C) of mean firing rate. Importantly, the effect was very reliable across trials for each SIN. and direction of motion (Zhuang et al., 2013) . Because this orientation/direction selectivity plays an important role in visual cortical processing, it is important to investigate in what extent it is affected by brain state. Consistent with the results above, alertness significantly increased response amplitude of orientation/direction tuning curves of simple cells (alert vs nonalert, R or : 19.2 Ϯ 4.3 vs 17.5 Ϯ 4.2 spk/s, n ϭ 17, p ϭ 0.03), but the shapes of orientation/ direction tuning curves were barely affected by states (Fig. 5A,B) . Alertness did not affect the orientation tuning HWHH (29.7 Ϯ 4.1 vs 30.9 Ϯ 4.9 deg, p ϭ 0.42) and direction selectivity index (DSI; 0.75 Ϯ 0.07 vs 0.74 Ϯ 0.06, p ϭ 0.47; Fig. 5C ). However, it caused a slight but significant improvement in orientation selectivity as measured by OSI (0.86 Ϯ 0.04 vs 0.82 Ϯ 0.04, p ϭ 0.015) and CirVar (0.42 Ϯ 0.07 vs 0.50 Ϯ 0.06, p ϭ 0.008; Fig. 5C ). The improvement in orientation selectivity was caused both by a response increase in the preferred direction (alert, nonalert: 1.21 Ϯ 0.09:1, n ϭ 16, p ϭ 0.03; one-sample t test) and a response suppression in the directions orthogonal to preferred direction (alert, nonalert: 0.64 Ϯ 0.11:1, p ϭ 0.004; one-sample t test; Fig.  5B,D) . These results demonstrate that alertness increases the strength of visual responses in simple cells without broadening their orientation/direction tuning. Importantly, alertness improves orientation selectivity by enhancing visual responses in the preferred direction and suppressing them in the orthogonal directions.
Contribution of spontaneous activity to state effects

Alert/nonalert state effects on the contrast response functions of simple cells
Because of its effect on response strength, alertness had a multiplicative effect on the contrast response functions of simple cells (alert vs nonalert, R con : 18.8 Ϯ 2.8 vs 15.9 Ϯ 2.5 spk/s, n ϭ 25, p Ͻ 0.001; Fig. 6 ). However, this multiplicative increase did not affect the contrast that generated half-maximum response (C 50 : 26.6 Ϯ 3.4% vs 28.6 Ϯ 3.2%, n ϭ 25, p ϭ 0.25). As shown previously (Zhuang et al., 2013) , some simple cells respond stronger at intermediate contrasts than at high contrasts. Here, we demonstrate that this high-contrast suppression is strongly affected by brain state (Fig. 6 A, B) . Whether the cell showed high-contrast suppression or not was decided by the best fit of the cell's contrast tuning curve (fit with or without high-contrast suppression). We used R nor 2 as the criterion for goodness of fitting to control for the additional parameter used in the fit with high-contrast suppression (Zhuang et al., 2013) . This criterion allowed us to select contrast response functions with high signal-to-noise and limit the possibility of false positive identification of high-contrast suppression. In layer 4 simple cells that showed high-contrast suppression in either/both states (n ϭ 15), the high-contrast suppression, calculated as the percentage of response suppression at the highest contrast relative to the maximum response, was nearly 2 times stronger during the alert state than during the nonalert state (alert: 29.0 Ϯ 5.8%; nonalert: 15.4 Ϯ 4.8%, n ϭ 15, p ϭ 0.023; Fig. 6B ). These results indicate that, in a subset of simple cells, the alert state selectively amplifies visual responses to intermediate contrasts. It should be noted that the proportion of simple cells showing high-contrast suppression (15 of 25 in our sample) may be underestimated due to limitations of CRT monitors in reaching the luminance levels and luminance contrasts that are found in natural scenes.
Alert/nonalert state effects on spatial/temporal tuning properties of simple cells Alertness also had a multiplicative effect on the spatial tuning of simple cells (alert vs nonalert, R sf : 19.9 Ϯ 4.7 vs 15.9 Ϯ 4.6, n ϭ 13, p Ͻ 0.001; Fig. 7A broader (TF_width: 3.1 Ϯ 0.3 vs 2.6 Ϯ 0.3 oct, p ϭ 0.03, Fig. 7D ).
There was also a slight increase in the temporal frequency peak during the alert state but, unlike in LGN (Bezdudnaya et al., 2006) , it did not reach significance (TF_peak: 6.4 Ϯ 1.0 vs 5.6 Ϯ 0.9 Hz, p ϭ 0.057; Fig. 7D ). It should be noted that all these tuning curves were measured from F1 responses, and therefore, the analysis was independent of their spontaneous activity.
Alert/nonalert state effects on stimulus tuning properties of SINs
Alertness enhanced response reliability of SINs even more than simple cells but did not affect many of its response properties. (Fig. 4) , and this diversity was reflected in their stimulus tuning functions (Fig. 8) .
Alert/nonalert state effects on sustained response to flashing stationary stimuli Both layer 4 simple cells and SINs can be divided into sustained and transient categories, based on their responses to flashing stationary stimuli (Zhuang et al., 2013) . Because sustained responses of LGN cells (Swadlow and Weyand, 1985) and V1 efferent neurons (Swadlow and Weyand, 1987) are strongly affected by brain state, we examined these effects in layer 4. The alert state did not change the latency to flashing stimuli in layer 4 simple cells (alert vs nonalert, 43.7 Ϯ 4.4 vs 41.6 Ϯ 3.1 ms, n ϭ 27, p ϭ 0.511) and SINs (29.3 Ϯ 1.5 vs 29.3 Ϯ 1.4 ms, n ϭ 12, p Ͼ 0.9). However, for both sustained simple cells and SINs, alertness significantly increased their sustained responses (simple: 3.0 Ϯ 0.5 vs 1.3 Ϯ 0.2 spk/s, n ϭ 20, p Ͻ 0.001; SIN: 21.3 Ϯ 4.9 vs 7.0 Ϯ 5.2 spk/s, n ϭ 6, p Ͻ 0.001) and sustained indices (SI, simple: 39.4 Ϯ 15.2 vs 4.9 Ϯ 0.4, p ϭ 0.034; SIN: 3.3 Ϯ 0.8 vs 1.5 Ϯ 0.4, p ϭ 0.008; Fig. 9 ).
Alertness can enhance computational speed of feature detection Effects of alertness on simple cells included an increase in response amplitude in preferred direction, enhanced response reliability, and selective suppression to stimuli moving orthogonal to the preferred direction. To investigate the potential impact of these state effects on the speed of cortical processing, we constructed a population coding model of direction detection (Fig.  10 A, B) . This model simulated eight simple cells with preferred directions separated by 45°and tuning curve shapes matching the simple cell population average tuning measured in our data (Fig.  5B) . Each of these cells generated spike responses when stimulated at certain direction (stimulating direction, magenta arrow in Fig. 10A) . A direction detector then integrated the responses of all eight simulated cells within a certain integration time window to detect the stimulus direction (detected direction, green arrow in Fig. 10A ). In this model, we made the direction tuning curves and the reliability (Fano factor) of simulated cells adjustable. To assess the contribution of each of the three effects of alertness mentioned above, we ran the simulation in four different conditions ( Fig. 10C-E ): (1) tuning curve shape and response reliability of alert state (A), (2) tuning curve shape and response reliability of nonalert state (NA), (3) tuning curve shape of nonalert state but the high reliability of alert state (nonalert high reliability; NA HR), and (4) tuning curve shape of nonalert state but scaled up to match the maximum response in alert state and high response reliability of alert state (nonalert scaled high reliability; NA HRS). From these four simulations, the three effects of alertness: high response reliability, increased response strength and selective suppression in the orthogonal direction can be estimated from the differences in detection time between NA and NA HR, between NA HR and NA HRS, and between NA HRS and A, respectively (Fig. 10E, square inset) . The results of these simulations demonstrate that the detection error decreases exponentially as the integration time becomes longer. Moreover, the three major effects of alertness play an important role in increasing the speed of cortical processing. If we use a detection error of 20°as a threshold, the detection time was 457 Ϯ 12.9 ms during the NA state, 142 ms shorter if we increased response reliability to the level of alert state (NA, HR: 315 Ϯ 8.3 ms), 47 ms further shorter if we enhanced response strength to the level of alert state (NA HRS: 268 Ϯ 6.8 ms), and 42 ms further shorter if we added the orthogonal-response suppression (A: 226 Ϯ 5.8 ms). These results demonstrate that the alert state can increase the speed of cortical computation (i.e., compute stimulus direction) by Ͼ200 ms, a difference that could have an important behavioral impact (i.e., quickly escape in the opposite direction). Moreover, the results suggest that the most important factor in shortening computation speed is the increase in response reliability followed by the increase in response strength and orthogonal suppression.
Discussion
We demonstrated that changes in brain state have pronounced, cell-specific effects on the responses of neurons at the primary input layers of visual cortex. For simple cells, the alert state increased the strength and reliability of visual responses, made the temporal frequency tuning broader but preserved the contrast sensitivity, linearity of spatial summation and spatial frequency tuning. Moreover, alertness also selectively suppressed simple cells' responses at high contrast and to stimuli moving in the direction orthogonal to the preferred direction. For SINs, the alert state also increased response strength and reliability while maintaining response linearity and other tuning properties. Finally, model simulation showed that three separable effects of alertness on layer 4 simple cells (increase of reliability, increase of response strength, increase of selective suppression) could each significantly enhance the speed of cortical feature detection during the alert state.
Cell populations of this study
The inhibitory interneurons in layer 4 are heterogeneous. In mouse V1 layer 4, parvalbumin-positive neurons (ϳ50%) and somatostatin-positive neurons (ϳ20%) account Ͼ70% of total GABAergic cell population (Xu et al., 2010) . However, we believe that the vast majority of our SINs are PVϩ fast spiking interneurons, because they have narrow spike waveforms and receive strong direct thalamocortical inputs (Swadlow, 2003; Cruikshank et al., 2007; Zhuang et al., 2013) , whereas somatostatinpositive neurons have broader spike waveforms and only receive weak thalamocortical inputs (Cruikshank et al., 2010 Fig. 2 A, B) .
(2) Both LGN cells and layer 4 cells increased their response reliability during the alert state, but the increased in response reliability was more pronounced in cortical cells (average Fano factor decreased by ϳ17% during the alert state for LGN cells; Fig. 3C , inset; ϳ32% for layer 4 simple cells and ϳ50% for layer 4 SINs; Fig. 3C,D) . Some effects were almost identical in LGN and cortical layer 4. During the alert state, sustained cells in both LGN (Swadlow and Weyand, 1985; Bezdudnaya et al., 2006) and layer 4 ( Fig. 9 ) increased their sustained responses to stationary stimuli and broadened their temporal frequency tuning. Some effects of brain state were specific for layer 4 simple cells. (1) The alert state increased the orientation selectivity of simple cells by selectively enhancing responses in the preferred orientation/direction and suppressing them in the orthogonal orientation/direction (Fig. 5) . These effects are not found in LGN cells with concentric RFs. Interestingly, in directionally selective LGN neurons, alertness also suppresses responses to movement in the null direction (Hei et al., 2012) . (2) The alert state suppressed the responses of a large number of simple cells to high-contrast stimuli (Fig. 6 A, B) . Such high-contrast suppression is much weaker and rare in LGN cells (Cano et al., 2006) . Therefore, some of the effects of alertness at the input layers of the cortex are relayed from LGN, some are amplified, and others are novel to the cortex. Alert/nonalert state effects beyond multiplicative gain modulation Changes in response strength have been proposed to account for a variety of neurophysiological functions (Salinas and Sejnowski, 2001) . It is previously shown that brain state changes in the contrast response function of LGN neurons are largely explained by a multiplicative gain change (Cano et al., 2006) . Consistently, in the current study, layer 4 neurons change response gain between the alert and the nonalert state without changing contrast sensitivity (C 50 ), orientation tuning width (HWHH), spatial frequency tuning peak, and width and temporal frequency tuning peak. However, several other effects of brain state on cortical layer 4 cannot be explained by a multiplicative gain model, such as the increase in suppression to stimulus directions orthogonal to the preferred direction, high-contrast suppression, and the pronounced increase in response reliability. The increase in response reliability during the alert state was profound, and was independent of the increase in mean firing rate. In fact, although all layer 4 cells increased their response reliability during the alert state (Fig. 4C) , some SINs decreased their mean firing rates (Figs.  2A, inset, Fig. 4C ). These results demonstrate that the alert state does more than amplify visual responses; it selectively increases responses to preferred directions of motion and suppresses responses to nonpreferred directions and high contrasts. Our direction detection model (Fig. 10) demonstrates that the combined increase in response strength, reliability and selective suppression can have an important impact on the speed of cortical feature detection.
Comparisons to previous studies in awake subjects
It is important to emphasize that the EEG-defined alert/nonalert brain states studied here are "global" brain states, not local states, such as those generated by selective attention (Kastner and Ungerleider, 2000; Reynolds and Chelazzi, 2004; Maunsell and Treue, 2006; Anton-Erxleben and Carrasco, 2013) . Other studies on rodents have found some awake brain states were associated with cortical desynchronization (Poulet and Petersen, 2008; Niell and Stryker, 2010; Pinto et al., 2013) , similar to our alert state. However, it is important to note that the brain states previously studied by others may not be directly comparable to the awake alert versus awake-but-nonalert brain states examined here. For example, Niell and Stryker (2010) compared the visual response properties of V1 simple cells and putative fast-spike interneurons when mice were running versus balancing on a ball, and found the "running" state increases responsiveness of layer 2/3 regularspike cells, but has diverse effects on firing rates of narrow-spike cells. However, whereas these authors concluded that the LGN does not contribute significantly to the effects seen at the cortex (no changes in LGN response magnitude during locomotion), we have previously shown that LGN cells are powerfully influenced by state (Swadlow and Weyand, 1985; Bezdudnaya et al., 2006; Cano et al., 2006) suggesting that some of the effects seen in layer 4 are inherited from the LGN, whereas others are not. A recent intracellular study using the same state classification as Niell and Stryker (2010) found that both excitatory cells and parvalbuminpositive inhibitory interneurons in mouse V1 layer 4 show elevated membrane potential and less membrane potential fluctuation when the animal was running (Polack et al., 2013) and another study found enhanced reliability during stimulation of the nucleus basalis (Pinto et al., 2013) . These results are consistent with the increased responsiveness and reliability for both layer 4 simple cells and layer 4 SINs during the alert state reported here.
The significance of getting drowsy
The mechanisms of visual attention in the awake, alert brain have been intensely studied (Kastner and Ungerleider, 2000; Reynolds and Chelazzi, 2004; Maunsell and Treue, 2006; Anton-Erxleben and Carrasco, 2013) . However, awake subjects are not always alert and attentive. In familiar environments, they readily switch between alert and nonalert states, yet they must be able to perceive salient features in their environment when nonalert. Here, we show that a nonalert, "drowsy" state significantly reduces response gain, reliability, and suppression to nonpreferred stimuli in primary visual cortex. Moreover, our simulations demonstrate that each of these factors can reduce computation speed during the alert state. Thus drowsiness strongly affects visual information processing at very early stage, and this raises questions concerning changes in perception (Dorokhov et al., 1998; Rogé et al., 2002) and behavior that have been associated with drowsiness. For example, "drowsy driving" kills Ͼ1000 people and causes tens of thousands of injuries each year in the United States alone (National Highway Traffic Safety Administration, 2011), and it is sometimes assumed that this is largely due to the increased likelihood of falling asleep when nonalert. By contrast, the present results suggest that staterelated changes in perceptual mechanisms, including the computational speed underlying perceptual discriminations, may play an important role in such statistics.
