Abstract-In this paper, we consider Multi-User MIMO (MU-MIMO) scheduling in the 3GPP LTE-Advanced (3GPP LTE-A) cellular uplink. The 3GPP LTE-A cellular uplink allows for precoded multi-stream (precoded MIMO) transmission from each user scheduled in the uplink along with flexible multi-user scheduling, wherein multiple users can be assigned the same timefrequency resource. However, optimally exploiting these features is challenging since certain practical constraints have to be satisfied, such as the one which demands that the number of users co-scheduled on any time-frequency resource must not exceed a specified number. We show that while the resulting resource allocation problem is NP-hard, it can be formulated as the maximization of a non-negative monotonic submodular set function subject to one matroid and multiple column-sparse knapsack constraints. We then provide low complexity approximation algorithms and demonstrate their superior performance via simulations.
I. INTRODUCTION
The 3GPP LTE-A based cellular network [1] has been classified as a 4G cellular network by the international telecommunications union. The key attributes that a 4G uplink must possess are the ability to support a peak spectral efficiency of 15 bps/Hz and a cell average spectral efficiency of 2 bps/Hz along with bandwidths of up to 100MHz, as well as to enable ultra-low latency. To achieve these ambitious specifications, the 3GPP LTE-A uplink is based on a modified form of the orthogonal frequency-division multiplexing based multipleaccess (OFDMA) [1] . In addition, it allows precoded multistream (precoded MIMO) transmission from each scheduled user as well as flexible multi-user scheduling.
Our focus in this paper is on the MU-MIMO scheduling (i.e., MU-MIMO resource allocation) problem over the LTE-A uplink (UL). This problem is particularly important since almost all of the 4G cellular systems that will be deployed will be based on the 3GPP LTE-A standard [1] , which itself is an enhancement of the basic LTE standard referred to in the industry as LTE Release 8. The scheduling in the LTE-A UL is done in the frequency domain, where in each scheduling interval the scheduler assigns one or more resource blocks (RBs) to each scheduled user along with a precoding matrix that belongs to a pre-defined (finite) precoding codebook. Each RB contains a pre-defined set of consecutive subcarriers and OFDM symbols and represents the minimum allocation unit. In the journal version of this paper [2] , the LTE-A UL MU-MIMO resource allocation problem is posed as a weighted sum rate utility maximization problem that accounts for finite user queues (buffers) and finite precoding codebooks as well as several other practical constraints. Polynomialtime approximation algorithms are then proposed which offer provable worst-case performance guarantees. In this paper, we follow the formulation developed in [2] but with one main difference. We discard the interference limit constraints which were modeled as generic knapsack constraints in [2] but consider instead per-RB constraints on the number of users that can be simultaneously scheduled. The latter constraints are not considered in [2] but are nonetheless practically relevant. The justification for these latter constraints is that the number of users that can be co-scheduled (i.e., scheduled simultaneously) on the same RB without impacting the quality of channel estimation at the base-station receiver is limited by the available number of orthogonal cover codes (OCCs) [1] . The typical number of available OCCs is 2.
A. Related Work
Resource allocation over OFDMA networks has been widely studied and a variety of techniques such as those based on game theory [3] and dual decomposition [4] have been developed. Recent works have focused on emerging cellular standards and have formulated the respective resource allocation problems as discrete combinatorial problems. In particular, single user resource allocation problems for the LTE Rel. 8 uplink have been examined in [5] - [7] , while MU scheduling for the LTE Rel. 8 UL has been considered in [8] . A more detailed discussion of related works is in [2] .
II. MU-MIMO SCHEDULING IN THE LTE-A UL
Consider a single-cell uplink with K users and one basestation (BS) which is assumed to have N r ≥ 1 receive antennas. Suppose that user k has N t ≥ 1 transmit antennas and its power budget is P k . We let N denote the total number of available RBs. For convenience and without loss of generality, in the following analysis we assume each RB to have unit size. Then, let H (n) k denote the N r × N t channel matrix seen by the BS from user k on RB n, which we assume is known perfectly to the BS. We let e = (u, c, W) denote a 3-tuple, where 1 ≤ u ≤ K denotes a user, W ∈ W (such that tr(W † W) = 1) denotes a precoder from a finite codebook W and c ∈ C denotes a valid assignment of RBs chosen from the given set C containing all RB assignments deemed valid. In particular, each c is an N −length vector with binary-valued ({0, 1}) entries and we say an RB i belongs to c (i ∈ c) if c contains a one in its i th position, i.e., c(i) = 1. Next, we let E = {e = (u, c, W) : 1 ≤ u ≤ K, c ∈ C, W ∈ W} denote the ground set of all possible such 3-tuples. For any such 3-tuple we adopt the convention that
Suppose now that a subset A ⊆ E is selected or scheduled by the base-station. Then on each RB n the received signal vector at the BS can be modeled as the output of a MIMO multiple access channel, as
where v (n) ∼ CN(0, I) is the additive Gaussian noise and x (n) e is the input vector corresponding to 3-tuple e, i.e., the input vector transmitted by user u e on RB n.
We consider the problem of scheduling users in the frequency domain in a given scheduling interval. Let α k , 1 ≤ k ≤ K denote the non-negative weight of the k th user which is an input to the scheduling algorithm and is updated using the output of the scheduling algorithm in every scheduling interval, say according to the proportional fairness rule. Letting r k denote the rate assigned to the k th user (in bits per N RBs), we consider the following weighted sum rate utility maximization problem,
where the maximization is over the assignment of RBs and precoders to the users subject to: Decodability constraint: The rates assigned to the scheduled users should be decodable by the BS receiver. Notice that unlike single-user (SU) scheduling, MU scheduling allows for multiple users to be assigned the same RB. Thus, the rate that can be achieved for user k need not be only a function of the RBs, precoders and powers assigned to the k th user but can also depend on those assigned to the other users. One precoder and one power level per user: Each scheduled user can be assigned any one precoding matrix from a finite codebook of such matrices W. In addition, each scheduled user can transmit with only one power level (or equivalently the power spectral density (PSD)) on all its assigned RBs. This PSD is implicitly determined by the number of RBs assigned to that user, i.e., the user divides its total power equally among all its assigned RBs.
At most two chunks per-user: The set of RBs assigned to each scheduled user should form at-most two mutually noncontiguous chunks, where each chunk is a set of contiguous RBs. Moreover, any two scheduled users can partially overlap, i.e., any subset of the RBs assigned to a user can also be assigned to another user. This is in contrast to the LTE Rel. 8 UL (henceforth referred to as LTE UL) in which any two scheduled users must either not overlap or must completely overlap.
Finite buffers We let Q k denote the size in bits of the queue (buffer) associated with the k th user. Thus, the rate r k assigned to user k cannot exceed Q k .
The reasons behind imposing the above constraints are detailed in [2] , where in addition to these constraints two more types of constraints referred to there as control channel overhead constraints and interference limit constraints are also imposed. Here, we discard the latter two constraints but instead impose the following one:
Per-RB co-scheduling limit: The number of users that can be co-scheduled on any RB must be less than a specified number m ≥ 1.
Recall that the justification for imposing the per-RB coscheduling constraints has been provided in the previous section. These constraints are modeled in the following as binary column-sparse knapsack constraints. We note that since the control channel overhead constraints can also be modeled as binary column-sparse knapsack constraints [2] , they can be readily accommodated in the algorithms considered below. On the other hand, the interference limit constraints cannot in general be modeled as binary knapsack constraints. Nevertheless, we note that under a simpler modeling these interference limit constraints can indeed be represented as binary knapsack constraints [2] and hence can also be incorporated in the following.
In order to incorporate the aforementioned constraints, we first demand that the non-zero entries in each c ∈ C must form at-most two non-contiguous chunks. In addition, for each 3-tuple e = (u, c, W) ∈ E we let p e denote the associated power level (PSD). This PSD can be computed as 
We recall the model in (1) and next consider the decodability constraint after assuming that each user can employ ideal Gaussian codes (i.e., codes for which the coded modulated symbols can be regarded as i.i.d. Gaussian) and that the BS can employ an optimal receiver. We defer the consideration of finite input alphabets to [2] . Accordingly, we define a set function f :
for all U ⊆ E. It can be verified that f (.) defined in (4) is a submodular set function, i.e., it satisfies
for all A ⊆ B ⊆ E and e ∈ E \B. Further since it is monotonic (i.e., f (A) ≤ f (B), ∀ A ⊆ B) and normalized f (φ) = 0, where φ denotes the empty set, we can assert that f (.) is a rank function. Consequently, for each U ⊆ E, the region
is a polymatroid [9] . Note that for each U ⊆ E, P(U , f) is the fundamental achievable rate region of a multiple access channel so that each rate-tuple r U = [r e ] e∈U ∈ P(U, f) is achievable [10] . Thus, we can impose decodability constraints by imposing that the assigned rate-tuple satisfy r U ∈ P(U , f) for any selected subset U ⊆ E. Next, in order to impose buffer (queue) constraints, we define a box (5) for all U ⊆ E. Thus, for a (tentative) choice U , we can satisfy both decodability and buffer constraints by assigning only rate-tuples that lie in the region P(U, f) ∩ B(U). Clearly among all such rate-tuples we are interested in the one that maximizes the weighted sum rate. Hence, without loss of optimality with respect to (2), with each U ⊆ E we can associate a rate-tuple in P(U , f) ∩ B(U ) that maximizes the weighted sum rate. Accordingly, we define the following set function that determines the reward obtained upon selecting any subset of E. We define the non-negative set function h :
The proof of the following lemma follows from basic definitions [9] . Lemma 1: The region P(U , f) ∩ B(U), ∀ U ⊆ E is a polymatroid characterized by the rank function f : 2 E → IR + where
An implication of Lemma 1 is that the set function h(.) defined in (6) can be evaluated using important property proved in [9] which asserts that the rate-tuple in P(U , f) ∩ B(U) that maximizes the weighted sum is determined by the corner point of that polymatroid in which the 3-tuples are arranged in the non-increasing order of their respective weights. In order to model the per-RB co-scheduling limit constraints, we consider any RB n. Then, to meet the coscheduling constraint on the n th RB, among all 3−tuples whose corresponding RB assignments contain the RB n, we must choose no more than m of them. Consequently, considering any subset U ⊆ E and letting x U ∈ {0, 1} |E|×1 , where |E| is the cardinality of E, denote the vector with an entry equal to one in each position corresponding to a 3-tuple e ∈ U and zero elsewhere, we can assert that U satisfies the N per-RB co-scheduling limit constraints, if and only if
where A ∈ {0, 1} N ×|E| is a binary valued matrix and 1 is an N length vector of all ones. In particular, the n th row of the matrix A has ones only in positions corresponding to 3−tuples whose corresponding RB assignments contain the RB n, and zeros elsewhere. The coefficients in A are not normalized and hence A and m1 together enforce the per-RB co-scheduling limit constraints. For convenience, we assume here that no co-scheduling limit constraint is vacuous, i.e., each of the N rows of A satisfies the property that its respective 1 norm is strictly greater than m. This assumption leads to no loss of generality since any vacuous constraint can simply be dropped. More importantly, without loss of generality, we also suppose that the total number of non-zero coefficients (i.e., ones) in any column of A is no more than an integer Δ ≥ 1 which denotes the column sparsity level. Note that Δ can be regarded as the maximum number of RBs that can be assigned to any scheduled user. Clearly, Δ = N denotes the most general case, whereas Δ < N corresponds to the scenario where the number of RBs that can be assigned to any user is restricted in order to simplify processing at the user end. Summarizing the aforementioned results, we have formulated (2) as the following optimization problem:
For a given number of users K, number of RBs N and the codebook cardinality |W| (which together bound |E|), an instance (or input) of the problem in (9) consists of a set of nonnegative user weights {α u } and queue sizes {Q u }, per-user per-RB channel matrices {H
codebook W (of cardinality |W|), user limit m along with the set of valid RB assignments C. The output is a feasible subsetÛ ⊆ E. Note that |E| is O(K|W||C|), where |C| scales at-most as N 4 . We first introduce the following results which hold true (cf. [2] ).
Lemma 2: The family of subsets I defined in (3) is an independence family and (E, I) is a partition matroid. The family I can be also represented using K binary columnsparse knapsack constraints with column-sparsity level of one. In addition, each knapsack constraint in (9) is also a matroid.
Let us assume that computing h(U) for any U ⊆ E incurs a unit cost (or equivalently is given by an oracle in a single query). Even under this assumption the problem in (9) is NP hard. In particular, we can deduce the following result from [2] .
Theorem 1: The optimization problem in (9) is NP hard. It is the maximization of a non-negative monotonic sub-modular set function subject to N + K binary knapsack constraints with column sparsity level Δ + 1. It is equivalently also the maximization of a non-negative monotonic sub-modular set function subject to N + 1 matroid constraints.
It follows now from Theorem 1 that (9) can be approximately solved using a polynomial time randomized constantfactor approximation algorithm designed in [11] . Practical implementation however demands a simpler and combinatorial (deterministic) algorithm. In Algorithm 1 we specialize a well known greedy algorithm [12] to our problem of interest (9) . Exploiting Theorem I and invoking the worst-case guarantee offered by the greedy algorithm when the constraints in (9) are viewed as the intersection of N +1 matroids [12] , and utilizing the fact that the set-function h(.) is also sub-additive, we can obtain the following result (cf. [2] Note that unlike the randomized algorithm of [11] , the greedy algorithm does not exploit the column sparsity present in the knapsack constraints. In a recent breakthrough, a combinatorial algorithm, labeled as the column sparse multiplicative updates algorithm, has been designed in [13] to approximately solve the problem of maximizing a non-negative monotonic sub-modular set function subject to column-sparse binary knapsack constraints. That algorithm, fine tuned to our particular problem in (9) , is presented here as Algorithm 2. 
and letê = (û,ĉ,Ŵ).
Prune S by removing each element e ∈ S whose RB assignment c is such that
or whose user isû. 7: Until S = φ 8: Output S.
Notice that Algorithm 2 can be viewed as an improved greedy algorithm wherein heavy or infeasible 3−tuples (with respect to the set S of 3−tuples selected so far) are discarded in each iteration in the pruning step. This pruning step is part of the fine-tuning alluded to above and significantly speeds up implementation while retaining a performance identical to the direct adaptation. The direct adaptation of the original algorithm in [13] would, in each iteration update S → S ∪ê only if the userû was not present in any 3−tuple of S and the RB assignmentĉ satisfied n∈ĉ (λ
Further, ifê was added to S then the RB occupancies would be incremented as d(n) → d(n) + 1, ∀ n ∈ĉ. In either case the pruning step would only removeê from S . In contrast to this direct adaptation, the fine-tuned version presented here ensures that at the start of each iteration S contains no heavy or infeasible 3−tuples. As a result the greedy choiceê can always be added to S. Then, the observation that no 3−tuple which contains the userû can ever be added in any later iteration without violating feasibility, is invoked to remove all such 3−tuples from S in the pruning step. In addition, the observation that the RB occupancies are non-decreasing across iterations is used to remove all 3−tuples whose RB assignments satisfy (12) , since these 3−tuples can also never be selected anyway in later iterations.
Let us consider the performance guarantee that can be claimed for Algorithm 2, which depends on the choice of the parameter λ. Note that for the soundness of the algorithm we need λ > 1. The authors in [13] are interested chiefly in establishing the scaling of the approximation factor offered by their algorithm with respect to the column sparsity level, and recommend a choice of λ which suffices for that purpose. Recall from Lemma 2 and Theorem 1 that all constraints in (9) can be modeled as binary knapsack constraints with column sparsity level Δ + 1. In particular, the constraints can be expressed as A x U ≤ b where
T , where A I ∈ {0, 1} K×|E| . Then, the choice suggested in [13] would be to set λ = Δ + 2, upon which the result in [13] proves that Algorithm 2 offers an approximation factor of 1 2+2(Δ+2) . However, following the lucid analysis of [13] it can be shown that a different choice of λ yields a better factor, as stated in the following result.
Proposition 2: Upon choosing λ = 1 + √ Δ + 1 Algorithm 2 yields a 1 2+( √ Δ+1+1) 2 approximation to (9). Our experiments with Algorithm 2 revealed another important aspect of its behaviour. The performance of Algorithm 2, judged in terms of the utility value its output yields, appears to be unimodal with respect λ. This aspect can be exploited by using a bisection search to locate the optimal λ, where in each iteration of that search Algorithm 2 is initialized with a different λ. A maximum limit on the number of search iterations can be set and the best λ encountered can be chosen if no convergence is achieved within the specified maximum number of search iterations. We will refer to the latter method as simply Algorithm 2 with optimized λ. Finally, we note that in the special case when no per-RB co-scheduling limit constraints are imposed (i.e., m = ∞ so that all per-RB limit constraints are vacuous) it can easily verified that the performance of Algorithm 2 (for any λ > 1) will be identical to that of Algorithm 1. Moreover, in that case (9) reduces to the maximization of a non-negative monotonic submodular set function subject to one matroid constraint so that both the algorithms offer a performance guarantee of 1/2 (recall that the expressions in Propositions 1 and 2 assume that no constraint is vacuous).
III. SIMULATION RESULTS
In Fig. 1 we compare the performance of Algorithm 1 with that of the other algorithms that have been proposed before, over an uplink wherein the BS is equipped with four receive antennas and each user has one transmit antenna. We use the 6 path equal gain i.i.d. Rayleigh fading channel model to generate the channel between each user and the BS and assume an infinitely backlogged traffic model wherein each user has an infinite buffer size. 1 Further, each user can be assigned at-most one chunk and there are N = 20 RBs available to service the users. Moreover, there are no restrictions on the number of RBs that can be assigned to any scheduled user. In this comparison we have considered, to the best of our knowledge, all algorithms that yield feasible solutions to the problem at hand. In particular, we plot the performance (average sum spectral efficiency) of three algorithms that have been proposed for SU scheduling over the LTE uplink. These include a greedy heuristic proposed in [7] , an approximation algorithm referred to as benefit-doubling (BD) proposed in [5] and another approximation algorithm based on the local ratio test (LRT) proposed in [6] . In addition, we also plot the performance of another approximation algorithm, referred to here as the enhanced local ratio test (ELRT) based algorithm [8] , proposed for MU scheduling over the LTE uplink where up-to two users can be simultaneously scheduled on an RB provided that any pair of overlapping users are assigned the same set of RBs (a.k.a. the complete overlap constraint). Finally, we plot the performance of Algorithm 1 obtained when no per-RB co-scheduling limits are imposed. From the figure, we see that Algorithm 1 yields very significant gains over the previously proposed algorithms.
In the next experiment, we consider the same setup as in Fig. 1 . However, we impose per-RB co-scheduling limits such that the number of users that can be co-scheduled on any RB is no greater than m = 2. These co-scheduling constraints can be modeled as binary knapsack constraints with column sparsity level Δ = N (recall that a scheduled user is allowed to be assigned all RBs). In this case, we found that the performance of Algorithm 1 degrades significantly. On the other hand, performance of Algorithm 2 upon choosing λ = 1+ √ N + 1 is better but surprisingly cannot significantly improve upon that offered by the ELRT based algorithm [8] , which we recall outputs a solution feasible for LTE uplink and hence does not exploit the partial overlap relaxation permitted in the LTE-A uplink. Nevertheless, Algorithm 2 with optimized λ does significantly improve upon the ELRT performance and the relative gains are captured in Fig. 2 .
IV. CONCLUSIONS
We considered resource allocation in the 3GPP LTE-A cellular uplink which allows for MIMO transmission from each scheduled user as well as flexible multi-user scheduling wherein multiple users can be assigned the same timefrequency resource (i.e., same RB). We incorporated per-RB co-scheduling limit constraints and showed that a low 1 We normalize the per-user channels and the noise variance at the BS appropriately and refer to the max transmit power of each user as the (transmit) SNR. complexity algorithm with certain enhancements can yield competitive performance. 
