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ABSTRACT
E x ten siv e  resea rch , e f f o r t  has been d ir e c te d  in  th e  l a s t  ten  to  
f i f t e e n  y e a rs  cowards f in d in g  s u i t a b l e  s o lu t io n  p ro ced u re s  f o r  problem s 
which have m u lt ip le  o b je c t iv e s  ( c r i t e r i a ,  g o a l s ) . The o v e r a l l  aim o f  t h i s  
t h e s i s  i s  Co c o n tr ib u te  to  t h i s  r a p id ly  grow ing c l a s s  o f s o lu t io n  p ro ce ­
du res  by c o n s id e r in g  th e  s p e c i f ic  ca se  o f l i n e a r  programming problem s 
w ith  m u lt ip le  o b j e c t iv e s .
The concept o f a p re fe re n c e  s t r u c tu r e  ( u t i l i t y  fu n c tio n )  fo r  a 
D ec is io n  Maker w o  has a problem  w ith  m u lt ip le  o b je c t iv e s  i s  o u tlin e d  
b r i e f l y .  Some o f  th e  more im portan t r e s u l t s  (and a ssum ptions) about 
u t i l i t y  fu n c t io n s  and t h e i r  co rre sp o n d in g  in d if f e r e n c e  co n to u rs  a re
A l i t e r a t u r e  survey  i s  then  p re s e n te d ,  where th e  im p o rtan t a re a s  
in  M u ltip le  C r i t e r i a  D ec is io n  Making a re  rev iew ed b r i e f l y .  The impor­
ta n t  in t e r a c t iv e  methods which have been proposed  fo r  s o lv in g  l i n e a r  
programming problem s w ith  m u ltip le  o b je c t iv e s  a r e  then  d isc u sse d  in  
g r e a te r  d e t a i l .
A new method o f  u t i l i z i n g  in d if f e r e n c e  t r a d e - o f f  in fo rm a tio n  which 
i s  g iven  by the D ecision  Maker, i s  chan p roposed . T h is  method en ab le s  
th e  D ec is io n  Maker to  g iv e  c o n f l ic t in g  in fo rm a tio n  (to  some ex te n t)  
abou t th e se  t r a d e - o f f s .  P rovided  th a t  th e  D ec is io n  Maker s a t i s f i e s  
c e r ta in  r e s t r i c t i o n s  regi’- i i n g  th e  p a ir s  o f o b je c t iv e s  he chooses to  
compare, an e s tim a te  o r .a m arg ina l u t i l i t y  v e c to r  can be computed.
The p ro p e r t ie s  o f t h i s  r e s u l t in g  v e c to r  a re  then  examined in  some
The e s tim a te d  m arg ina l u t i l i t y  v e c to r  i s  then  used in  two i n t e r ­
a c t iv e  a lg o rith m s  which a re  p re se n te d . P rov ided  th a t  th e  D ec is io n  M aker's
u n d e rly in g  p re fe re n c e  sC fucdure i s  e i r b e r
a) l i n e a r  in  th e  ca se  of th e  f i r s t  a lg o rith m , or
b) concave and tw ice c o n tin u o u s ly  d i f f e r e n t i a b l e  f o r  th e  second, 
and th e  D ec is ion  M aker's  e s tim a te d  m arg in a l u t i l i t y  v e c to r  s a t i s f i e s  
c e r t a in  a ssum ptions, b o th  o f th e  a lg o rith m s  a re  shown to  converge
to  the D ecis io n  M aker's most p re f e r r e d  s o lu t io n .
The assum ptions which the e s tim a te d  m arg in a l u t i l i t y  v e c to r  is  
r e q u ire d  to  s a t i s f y  ( in  o rd e r  to  prove con v e rg en ce ), en ab le  ranges to  
be computed w ith in  which th e  t ru e  (unknown) m arg in a l u t i l i t y  v e c to r  
i s  assumed to  l i e .  As a  r e s u l t ,  ranges can a l s o  be computed f o r  th e  
in d if f e r e n c e  t r a d e - o f f  r a t i o s .  The methods o f  o b ta in in g  th e se  ranges 
a r e  d isc u sse d  and a r e  i l l u s t r a t e d  by means o f sim ple  exam ples.
F in a l ly ,  a p r a c t i c a l  problem  i s  p re s e n te d ,  where th e  second of 
th e  a lg o rith m s  i s  used  a s  th e  b a s ic  method o f f in d in g  a s a t i s f a c to r y  
s o lu t io n  f o r  th e  D ec is io n  Maker. The r e s u l t s  o f th e  i n t e r a c t io n s  w ith  
th e  D ec is ion  Maker, and the need  to  adopt a somewhat p rag m a tic  s o lu t io n  
p ro ced u re , a r e  re p o r te d  and commented on in  some d e t a i l .
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CHAPTER I .  INTRODUCTION
DEFINITION OF THE PROBLEM
We a re  concerned w ith  a m u lt ip le  o b je c t iv e  ( c r i t e r i a )  l in e a r  
programming problem  o f  th e  form
Maximize f ( x )  (1 .1 )
s u b je c t to  Ax <  b ; x >  0 , (1 .2 )
where x i s  a v e c to r  in  Rn , A i s  a mxn m a tr ix  and b i s  a v e c to r  
i n  Rm, The fu n c tio n  f  i s  l i n e a r  and maps Rn Rr . i . e .  f  i s  o f th e
l  ■ ( f LW ,  f r < d )
where f i (x) * c^^x^ + c^^x^ + ...........  + c^^x^ ; i = l , . . , r ;
and th e  c ^ j 's  a r e  s c a la r  c o n s ta n ts  V i ,  V j .
D efine th e  c o n s t r a in t  s e t  (1 .2 )  a s  th e  s e t
X ^ ( x |  x i : R n , A x < b ,  x > 0 ) .  (1 .3 )
The c o n s t r a in t  s e t  X and th a  r  o b je c t iv e  fu n c tio n s  which make up f
a r e  d e f in e d  be fo reh an d , i . e - they  a r i s e  from  some r e a l  problem  which 
needs a s o lu t io n .
The d i f f i c u l t y  i s  th a t  th e  r  o b je c t iv e s  a re  to  be maximised 
s im u lta n e o u s ly . We can e x p ec t c h a t,  in  g e n e ra l ,  th e  o p tim al s o lu t io n s  
fo r  each  o f th e  o b je c t iv e s  co n s id e red  in d iv id u a l ly  w i l l  d i f f e r .  As a 
r e s u l t ,  f in d in g  a s o lu t io n  which g iv es  an improvement in  one (o r  more) 
o b je c t iv e  u su a lly  causes  a d e c rea se  in  a t  l e a s t  one o th e r  o b je c t iv e .
DEFINITION 1 .1  A s o lu t io n  x e X i s  s a id  to  be nondom inated  ( e f f i c i e n t )  
i f  th e r e  i s  no p o in t  y e X such th a t
f^Cx) <  f^Cy) V i - 1 , . . . , r  
and £k (x) <  f^ (y )  fo r  a t  l e a s t  one k ; 1 < k < r .
S ince  we a re  t r y in g  to  maximize each  o b je c t iv e ,  i t  i s  c l e a r  th a t  a 
s o lu t io n  to  problem  (1 .1 )  (1 .2 )  w i l l  come from th e  s e t  o f  nondom inated 
s o lu t io n s  in  X. T his le a d s  us in to  th e  a re a  o f f in d in g  a compromise 
s o lu t io n  to  (1 .1 )  (1 .2 )  -  i . e .  a ttem p t to  f in d  a nondom inrted p o in t 
x  e X w hich, a lth o u g h  n o t n e c e s s a r i ly  o p tim al fo r  any s in g le  o b je c t iv e ,  
i s  th e  o v e r a l l  'o p t im a l1 (b e s t  compromise, m ost p re fe r re d )  s o lu t io n  to  
th e  problem ,
DEFINITION 1 .2  The perso n  who i s  re s p o n s ib le  fo r  choosing  th e  f i n a l  
recommanded s o lu t io n  which i s  to  be implemented i s  c a l le d  th e  D ecision  
Maker1 ( a b b re v ia te d  to  DM).
C onsider  th e  p o in ts  x and y  in  th e  s e t  X. We s h a l l  make th e  
fo llo w in g  assum ption  (Keeney and R a if£a(1976 , pages 7 9 -8 0 ) ) i
ASSUMPTION 1 .3  Any two p o in ts  x and y in  th e  s e t  X a re  com parable 
in  th e  sen se  th ee  one, and o n ly  one, o f th e  fo llo w in g  h o ld s :
( i )  th e  DM i s  in d i f f e r e n t  between £(x) and f (y )  ( f (x )  -  f (y ) )
( i i )  th e  DM p r e f e r s  f ( x )  to  £(y) ( £ (x) ^ f ( y ) )
( i i i )  th e  DM p r e f e r s  £(y) to  £ ( x ) . ( f (x )  -< f ( y ) )
ASSUMPTION 1 .4  W riting  £(x) t  f (y )  to  mean " n e t (£(%) -c £ (y )) " , 
we assume th a t  a l l  th e  r e l a t i o n s  * - , : * • , £  a re  t r a n s i t i v e .
A p re fe re n c e  s t r u c tu r e  i s  d e f in e d  on th e  o b je c t iv e  space in  Hr 
i f  any two p o in ts  f (x )  and £(y) i n  Rr  (where x ,  y e X) a re  
com parable and th e re  a r e  no i n t r a n s i t i v i t i e s .
DEFINITION 1 .5  A fu n c t io n  U, w hich a s s o c ia te s  a r e a l  number U (f(x )) 
to  each  p o in t £ (x) in  th e  o b je c t iv e  sp a c e , i s  s a id  to  be a U t i l i t y  
F m a tio n  r e p re s e n tin g  th e  DM's p re fe re n c e  s t r u c tu r e  p ro v id ed  th a t :
( i )  f (x )  ~  f (y )  i f f  U (£(x)) * U ( f (y ) ) ,  and
( i i )  f<*) > -f(y}  i f f  U (f(x ))  > U ( f (y ) ) .
I f  I* i s  a u t i l i t y  fu n c tio n  re p re s e n t in g  th e  DM's p re fe re n c e s ,  
th en  (1 .1 )  (1 .2 )  can be s ta te d  as the s ta n d a rd  o p tim iz a tio n  problem :
m axim ise t l ( £ ( x ) ) . (1 .4 )
I f  th e  fu n c tio n  U i s  known, o r can  be e s ta b l i s h e d  be fo reh an d , then  
(1 .4 )  can be so lv ed  u s in g  a s ta n d a rd  m a th em atica l programming a lg o rith m  
(see  S ec tio n  1 .3 ,  f o r  ex am p le). Keeney and R a if fa  (1976) d is c u s s  ways 
o f d e te ra in im g  th e  DM's u t i l i t y  fu n c tio n  e x p l i c i t l y .  However, th ey  
r e f e r  to  th e  fu n c tio n  U a s  a v a lu e  fu n c tio n  and re se rv e  th e  u se o f 
th e  word " u t i l i t y "  f o r  th e  c a se  where a l t e r n a t iv e s  have p r o b a b i l i t i e s  
a s s o c ia te d  w ith  t h e i r  outcom es. S ince  we a re  d e a l in g  w ith  d e te rm in is t ic  
p roblem s, where we assume th a t  th e  outcome o f  each  a l t e r n a t iv e  i s  known, 
no c o n fu sio n  shou ld  a r i s e  i f  we fo llo w  th e  g e n e ra l ly  used  p r a c t ic e  in  
I n t e r a c t iv e  Programming o f  r e f e r r in g  to  th e  fu n c tio n  V a s  the DM's 
u t i l i t y  fu n c tio n .
PROPERTIES OF THE UTILITY FUNCTION
The c o n s tru c t io n  o£ u t i l i t y  (v a lu e ) fu n c tio n s  which r e f l e c t  th e  
DM'a p re fe re n c e s ,  a s  w e ll  as t h e i r  p ro p e r t ie s  and u n d e rly in g  assum ptions, 
a r e  w e ll documented (se e  Keeney and R& iffa (1976), f o r  exam ple). I t  i s  
n o t ou r i n t e n t io n  to  d is c u s s  t h i s  to p ic  in  f u l l ,  as we do noc need to
know (o r  o b ta in )  th e  e n t i r e  fu n c tio n  U in  th e  work w hich i s  developed
in  t h i s  t h e s i s .  The con cep ts  and p r o p e r t ie s  th a t  a re  needed w i l l  be 
o u t l in e d .  D efine th e  p o in ts
A *• ( f 1 ( x ) , f r (x ))
B -  ( f ^ y ) , .............  f r ( y ) )
and A * B.
DEFINITION 1 .6  I f  th e  DM canno t e s ta b l i s h  a p re fe re n c e  between th e
p o in ts  A and B, th en  he i s  c a l le d  i n d i f f e r e n t  between th e  two 
a l t e r n a t iv e s ,  i . e .  a DM i s  i n d i f f e r e n t  betw een A and _ B i f  and 
only  i f  (J(A) -  Cf(B).
DEFINITION 1 .7  A ll th e  p o in ts  f (x )  such  th a t  U(f(.x)) * c , where c 
i s  a  c o n s ta n t ,  c o n s t i t u t e  an in d i f fe r e n a e  curve  f o r  th e  DM in  the 
o b je c t iv e  fu n c tio n  space .
PROPERTIES 1 .8  In d if f e r e n c e  cu rv es and u t i l i t y  fu n c tio n s  have th e  
fo llo w in g  p ro p e r t ie s  ( s e e  Ferguson (1 9 6 9 ), f o r  exam ple):
(£) In d if f e r e n c e  cu rv es a re  th e  "co n to u rs1' o f th e  u t i l i t y  fu n c t io n  U. 
( i i )  U i s  d e f in e d  over th e  whole domain, i . e .  th e re  i s  some ( im p l ic i t )  
m easure of th e  DM's s a t i s f a c t i o n  a t  a l l  p o in ts  f ( x ) ) .
( i i i )  I t  i s  assumed t h a t  we a r e  in  a "w e ll behaved w orld" where U has 
a smooth second d e r iv i t i v e .
( tv )  V jO W id ) 2 a « ( £ M ) / 3 f .  >  Oi t  -  l  t .
i . e .  an in c re a s e  (d e c re a se )  in  o b je c t iv e  fu n c t io n  i  w il l  g ive  
th e  DM g r e a te r  ( l e s s )  s a t i s f a c t i o n .
(v ) Given some p o in t  x such  th a t  U (f(x ))  "  c , th en  i t  i s  assumed
th a t  fo r  any two o b je c t iv e s ,  say 1 and j ,  t h e re  e x is t s  a
c o n tinuous fu n c tio n  s . ( f j ) such th a t
U ( f^ (x ) .......... s i ( f j ) , , . , , £ j , . . . , £ t (x )) -  c .
( v i )  In d if f e r e n c e  cu rves canno t i n t e r s e c t ,
( v i i )  In d if f e r e n c e  cu rv es a r e  g e n e ra l ly  assumed to  be concave.
Given some p o in t  f (x )  in  th e  o b je c t iv e  sp ace , we need to  e s t a b l i s h  
th e  s lo p e  o f th e  in d if f e r e n c e  curve a t  £ (x ) .  L e t A >  0 and d e f in e
C -  ( f^ C x ) ( x ,6 ) A , . . .  , f j ( x ) + A , . . .  , f r ( x ) ) .
I f  Che j 6*1 o b je c t iv e  i s  in c re a s e d  by A, by how much does th e  i 6*1 o b je c tiv e  
need to  d ec rease  in  o rd e r  fo r  th e  DM to  rem ain in d i f f e r e n t  betw een C and 
A * f(x )7  C le a r ly ,  i f  bo th  o b je c t iv e s  a r e  in c re a se d  th en  th e  DM should 
p r e fe r  C to  A, and i f  they  a re  bo th  d ec rea sed  th en  he should p r e f e r  A 
to  C. T h e re fo re , g iven  a v a lu e  of A >  0 in  C, we a r e  seek ing  a v a lu e  
A .j(x ,A ) >  0 such th a t  U(A) -  0 (C ).
DEFINITION 1 .9  X jj ( x ) , which i s  o b ta in ed  by ta k in g  th e  l im i t  a s  A ■* 0 
o f  x ^ (x ,A )  ab^ve, i s  c a l le d  th e  rnw ginal pate, o f  e u b s H iu t io n  (MRS) o f  
o b je c t iv e  i  f o r  o b je c t iv e  j .
PROPERTIES 1.10  Given any two o b je c t iv e s  i  and j ,  where I  <  i  <  r
and l < j < r ;  i f j ; w e  have
( i )  l y b )  -  -  T j U t t t x l l / T . O U t x ) )  -  V l j j C x )
.6 .
( i i )  X.j (x) -  Xik (x) .Xk j (x ) ;  1 'C. k <  t ;  k )* i;  k j .
( i )  G iven any 4 >  0 a t  A = f { x ) , from  P ro p e r ty  1 .8  (v) th e re  e x is t s  
X .j (x )  >  0 such  th a t  U(A) = U(C).
i . e .  -  U(£1 , . . . , f ;.-X .j (x .6 )A . .  , f j+ A  f r ) -  0
where a l l  th e  term s a r e  e v a lu a te d  a t  x .  Adding and s u b t r a c t in g
U C fj , . . . . f . - X y ( x , A ) A , .
i n  th e  above e x p re s s io n ,  d iv id in g  by A and ta k in g  th e  l im i t  
(w hich e x i s t s  by P ro p e rty  1 .8  ( i i i )  o r  (v ) )  as A ■* 0 g iv e s  th e
( i i )  X .j (x )  -  Vj U ( f (x ) ) /V .U ( f (x ) )
VkU (£(x )) 9 .U (f (x ))
“  vTUcfOc))* vkv ( f (x )>
B xi k (x)>xk j ( x ) - c
DEFINITION 1 .1 1  The v e c to r  W ( f ( x ) )  (w hich h as  p o s i t i v e  components 
by P ro p e rty  1 .8  ( iv ) )  i s  c a l le d  th e  M arfftnal u t i l i t y  v ec to r '.
NOTE 1.12
rP .D (f(x ) )  9 U(£(x))>
w mew) .   ' ' ' ' ,pTTw)j
= 7^U (£(x)) (X j1 (x) , . . . ,  1 , . . , Xj1. (x ) )
-  , 1 , ■ . .
by P ro p e r ty  1,10  ( i ) .
The v e c to r  on th e  r i g h t  hand s id e  o f  th e  e x p re s s io n  can  be 
o b ta in e d  by com paring each  o b je c tiv e , i ,  i  = 1 , . .  , r  ( i  /  j )
wi".h Che r e f e r e n c e  o b je c t iv e  j  (1 <  j  <  r ) , one a t  a tim e , a t  
th e  p o in t  x to  o b ta in  th e  m arg in a l r a t e s  o f s u b s t i t u t i o n  ( x ) .
( i i )  From P ro p e rty  1-10 ( i )  we have th a t
6 f j ( x )
A f.(x ) •
T h e re fo re , th e  DM can approxim ate  a  v e c to r  which i s  c o l l in e a r  
w ith  th e  m arg in a l u t i l i t y  v e c to r  by answ ering  th e  r - 1  quest, o n s : 
"With a l l  o th e r  o b je c t iv e s  h e ld  c o n s ta n t a t  th e  p o in t  x , by how 
much a re  you p rep a red  to  d e c rea se  th e  v a lu e  o f  o b je c t iv e  i  to
o b ta in  an in c re a s e  Afj i n  o b je c t iv e  j ? "  (Dyer (1 9 7 3 a )) . O
The f a c t  th a t  th e  m arg ina l u t i l i t y  v e c to r  i s  c o l l i n e a r  w ith  th e  
v e c to r  c o n ta in in g  th e  in v e r s e  o f th e  m arg in a l r a t e s  o f s u b s t i t u t i o n  of 
r -1  o f th e  o b je c t iv e s  w ith  r e s p e c t  to  th e  rem ain ing  o b je c t iv e  i s  im p o rt­
a n t i n  some o f th e  work which i s  p re se n te d  l a t e r  on . In  a d d i t io n ,  i f  th e  
(x) a re  o b ta in e d  by a sk in g  th e  q u e s tio n s  posed in  Note 1.12  ( i i ) ,  
tb -n  P ro p e rty  1 .10  ( i i )  can be used  as a  check on th e  c o n s is te n c y  o f  the  
DM who i s  making th e se  e s tim a te s  by u s in g  more th an  one r e fe re n c e  
o b je c t iv e  and po sin g  f u r th e r  q u e s tio n s .
We now c o n s id e r  a s p e c ia l  form of th e  u t i l i t y  fu n c tio n  which w i l l  
s im p lify  th e  m a th em atica l a n a ly s is  c o n s id e ra b ly . The u n d e rly in g  assum ptions 
on th e  form o f th e  DM'e p re fe re n c e  s t r u c tu r e  a r e ,  however, f a i r l y  sev e re .
ASSUMPTION 1.13  At some p o in t  x e X th e  DM i s  p re se n te d  w ith  th e  
v e c to r  £(x) and chooses a r e fe re n c e  o b je c t iv e  j  (1 <  j  <  r ) . Assume 
‘th a t  th e  DM f e e l s  th a t  th e  t r a d e o f f s  between each  o f  th e  rem ain ing  r-1  
o b je c tiv e s  and o b je c t iv e  j , where each p a irw ise  com parison i s  made 
in d iv id u a l ly ,  do n o t depend on th e  v a lu e s  o f th e  rem ain ing  r -2  o b je c t iv e s .
PROPERTY 1.14  I f  Assumption 1.13  h o ld s  a t  some p o in t  x s X, th en  th e  
u t i l i t y  fu n c t io n  has the a d d i t iv e  form (Keeney and R a if fa  (1976, pages 
108-118))
U(£1 ( x ) , . , . , £ i. (x ) )  = vi ( f i ( x ) ) , (1 .5 )
where v . i s  a u t i l i t y  fu n c tio n  d e f in e d  over th e  s in g le  o b je c tiv e  
fu n c t io n  i .  T his fu n c tio n  i s  assumed to  be s t r i c t l y  in c re a s in g  s in c e  we 
a r e  t r y in g  to  maximize each o b je c t iv e  f u n c t io n .  O
I t  i s  o f te n  t ru e  th a t  a DM i s  p rep a red  to  pay l e s s  and l e s s  f o r  a
p o s i t i v e ,  f ix e d  change o f 6 u n i t s  in  o b je c t iv e  i  as f^  in c re a s e s .
I f  t h i s  i s  th e  c a se  th en  v^ (E .(x )>  ia  s t r i c t l y  concaves i . e .  i t  
e x h ib i t s ,  in  th e  language o f c l a s s i c a l  econom ics, a d e c re a s in g  m arg in a l 
u t i l i t y .  I f  th e  p ro p e r ty  i s  t r u e  fo r  each  o f th e  o b je c t iv e s ,  then  
U ( f ( x ) ) , as d e f in e d  in  ( 1 ,5 ) ,  I s  s t r i c t l y  concave. Keeney and R a if fa  
(1976 , page &9) d em o n s tra te , how ever, th a t  th e  fu n c tio n  v ^ ( f .(% )) may 
n o t be  concave. D esp ite  t h i s ,  we r e t a i n  ou r assum ption  (P ro p e rty  1 .8
( v i i ) )  th a t  th e  o v e ra l l  u t i l i t y  fu n c tio n  i s  concave. .
In  p r a c t i s e ,  i t  i s  o f te n  con v en ien t to  approxim ate  each u t i l i t y
fu n c t io n  v^ fo r  o b je c t iv e  i  by th e  l i n e a r  fu n c tio n  u . f ^ ( x ) , where
u. i s  a p o s i t i v e ,  c o n s ta n t s c a l a r .  T his app rox im ation  i s  e q u iv a le n t  to  
making th e  fo llo w in g  ex trem e assum ption :
ASSUMPTION 1.15 The m arg in a l r a te s  o f s u b s t i t u t i o n  between any two
o b je c t iv e s  do n o t depend on x : i . e .  th e  lo c a l  r a t e  i s  a ls o  g lo b a l and
i s  a p p l ic a b le  a t  any p o in t and to  s u b s t i t u t i o n  in  any amount.
(T h e re fo re , we do n o t need to  l e t  6 + 0  in  D e f in i t io n  1 .9 . )
PROPERTY 1 .16  I f  Assumption 1.15  i s  s a t i s f i e d  then  th e  u t i l i t y  fu n c tio n  
has th e  form
U(E1 <x).......... ^ ( x ) )  = Uj.f^Cx) (1 .6 )
~^ 3'| ~X^ ^ , a c o n s ta n t ;  i  = l , . . . , r ;
and i s  p o s i t iv e  f o r  a l l  i  from P ro p e rty  1 .8  ( i v ) . □
I f  Assumption 1.15  h o ld s , then  f o r  some re fe re n c e  o b je c t iv e  j , 
w here 1 <  j  <  r ,  we have th a t
\ u ( r w )  i
.^....
C/sing ( i .  16) m  g e t
U (f1( x ) , . . . , f r (x ) ;  * Uj J  wij . f j 1 <  j  <  r ;
w .. « x7; ; i  e 1 ,.i j  i j
S ince  we a re  a tte m p tin g  to  maximize U (£(x))  ov e r th e  c o n s t r a in t  
s e t  X, and Uj i s  a  p o s i t iv e  c o n s ta n t (P ro p e rty  1 .8 ) ,  t h i s  i s  e q u iv a l­
e n t  to  so lv in g  th e  problem  ( i f  Assumption 1.15  h o ld s ) :
maximize ? w .. f . ( x )  (!■.
x 5 X i - l  13 l
where j  i s  some re fe re n c e  o b je c t iv e  (1 <  j  <  r ) , w^j i s  th e  in v e rse
o f  th e  m arg ina l r a t e s  o f s u b s t i t u t i o n  o f o b je c t iv e  i  f o r  o b je c t iv e  j
a s  d e f in e d  in  D e f in i t io n  1 . 9 , .  i f j ,  and j  -  1.
THE PRANK-WOLFE ALGORITHM
ASSUMPTION 1-17 Assume Chat Che u t i l i t y  fu n c t io n  U i s  two tim es 
c o n tin u o u s ly  d i f f e r e n t i a b l e  w ith  r e s p e c t  to  each  o f  i t s  argum ents and 
th a t  i t  i s  concave (P ro p e r t ie s  1 .8  ( i i i )  and ( v i i ) ) ,
Suppose th a t  a t  i t e r a t i o n  k we have a s o lu t io n  e X. Expanding
U abou t to  f i r s t  o rd e r  (n e g le c tin g  h ig h e r  o rd e r  term s) g ives
U (£ (x )) a  U(£(xk) )  + ( f (x )  -  f ( x k ) )  7U (f(xk>)
7U (f(xK»  ■
'*1
We w ish  to  f in d  x e X such  th a t
U(£(xk+1>) >  U (f(xk) ) .
T his i s  ach ieved  by so lv in g  th e  problem
maximize ( f (x )  -  f ( x k) )  TO(f(xk ) )
x e X
o r th e  e q u iv a le n t problem
maximize  ^ f , ( x )  VU.(E(xk) ) .
X 6 X i-1  1 1
C a ll th e  s o lu t io n  y k . Then th e  d i r e c t io n  y k -  xk g iv e s  a d i r e c t io n  
o f a s c e n t .  In  o rd e r  to  f in d  an improved s o lu t io n ,  so lv e  th e  1-d im en sio n a l 
problem
maximise U(£(xk + o (yk -  xk) ) ) .
T his g iv es  Che o p tim a l s te p  len g th  which i s  denoted  p , D efine
THEOREM 1 .18  I f  Assumption 1.17  i s  s a t i s f i e d ,  Chen:
( i )  xk+l * X ;
( i i )  i f  (£ (y k ) -  £(xk) )  9U (f(xk) )  > 0 ,
then  yk -  xk i s  a d i r e c t io n  o f  a s c e n t  and U (f(xk+1}) >  U (f(x k) ) ;
( i i i )  i f  (£ (y k) -  £(xk) )  W ( f ( x k) )  <  0 ,
th en  xk  i s  o p tim a l f o r  problem  ( 1 .4 ) .
i s s s i
( i )  fo llo w s from th e  face  th a t  xk , yk « X, where X i s  a convex s e t ,  
and 0  <  pk <  1.
( i i )  U sing a T ay lo r S e r ie s  expansion  we g e t
U (f(x k+ l)> -  U (f(xk) )  -  pk (£ (y k) -  f ( x k) ) 7U(£(xk))
+ o rd e r  (pk ) a term s.
F o r pk sm all enough, th e  f i r s t  t«rm on the r i g h t  hand s id e  dom inates
Che r e s t ,  which g iv e s  th e  r e s u l t  ( s in c e  pk >  0 ) .
( i i i )  U sing th e  p ro p e r ty  o f concave fu n c tio n s
CKf(x)) <  U (£(xk) )  + (£(X ) -  f ( x k) )  7U (f(xk) )  V x e X , 
we have th a t
U (f(x ))  <  U (f(xk ) )  + ( f ( y k ) -  f (x k) )  VU(f(;tk ) )  V x s X 
s in c e  yk maximizes f(x )V U (f(x k) )  over th e  s e t  X. T h e re fo re ,
U (f(x ))  <  U (£(xk ))  V x 6 x .  a
NOTE 1.19  The p o in t  i s  <a nondoroinated point: i n  X. However, th e
p o in t  cou ld  be a dom inated s o lu t io n  even i f  ia  nondom inated.
T his p o s s i b i l i t y  a r i s e s  because  th e  d i r e c t io n  £(y^ -  x^) may p o in t 
th rough th e  i n t e r i o r  o f th e  o b je c t iv e  fu n c tio n  space d e f in e d  over X. □
Frank and Wolfe (1956) proposed th e  fo llo w in g  a lg o r ith m  to  so lv e  
problem s o f  th e  type d e f in e d  in  (1 .4 )  where U i s  known.
ALGORITHM 1.20
Step 0 .  f in d  an i n i t i a l  f e a s ib l e  s o lu t io n  x® 6 X.
S e t k » 0 .
S tep  1. C a lc u la te  9U (f(xk) ) .
S tep  2 . Solve Che programming problem
maximise £ f . (x ) 7 U .(f(x k) ) .
x  6 X i - 1  1 1
C a ll  th e  s o lu t io n  y \
I f  ( f ( y k) -  f ( x k) )  7U (f(xk) )  <  0 then s to p .  
xk i s  o p tim al (from  Theorem 1.16 ( i i i ) ) .
S tep  3 , O therw ise so lv e  th e  1 -d im en sio n a l programming problem
maximize U (£(xk + p (y k -  xk) ))
0 <  p <  1 
fo r  Pk ' S e t
» xk * p V  -  *k) .
Then l/< f(xk+1) )  >  U(5(xk) )  (from  Theorem 1 .18  ( i i ) ) .
S e t k * k+1 and go to  1 . 0
The convergence p r o p r t ie s  o f  th e  Frank-W olfe a lgorit? jm  a re  w ell 
u nderstood  ( s e e  Wolfe (1 9 7 0 )). I t s  ra p id  i n i t i a l  r a t e  o f convergence 
i s  an im p o rtan t advantage when only  a few i t e r a t i o n s  a r e  c a r r ie d  o u t.
From A lgorithm  1.20  we see  Chat i f  the  u t i l i t y  fu n c tio n  U i s  n o t 
known, then we tire  r e q u ire d  to  make two in te r a c t io n s  w ith  th e  DM a t  each 
i t e r a t i o n .  Given th e  nondom inated s o lu t io n  x \
I n te r a c t io n  1: O b ta in  W (£ (x ))  a t  th e  p o in t  x .
I n te r a c t io n  2: O b ta in  th e  maximum o f th e  u t i l i t y  fu n c tio i
d i r e c t i o n  yk -  x \  from xk  to  yk .
The second in te r a c t io n  i s  g e n e ra lly  co n s id e red  to  be t 
so lv e  as i t  in v o lv es  th e  s c a la r  v a r ia b le  p o n ly . Graphs can be 
to  show the b ehav iou r o f each o f Che o b je c t iv e  fu n c tio n s  a s  we me 
xk to  yk . For examples
The r  graphs can  then  be p re se n te d  to  th e  DM sim u ltan eo u sly  fo r  
c o n s id e ra tio n  and th e  DM would then  be r e q u ire d  to  choose th e  "b e s t"  
v a lu e  fo r  p .
A lte r n a t iv e ly ,  a ta b le  can be computed fo r  d i s c r e t e  v a lu e s  o f p 
betw een 0 and 1 a s  fo llo w s :
O b jec tiv e s
and th e  DM
MOTE 1.21  In  th e  s p e c ia l  case where th e  u t i l i t y  fu n c tio n  i s  assumed to 
be l i n e a r  (1 .6 )  o r ( 1 .7 ) ,  t h i s  in te r a c t io n  i s  d isp en sed  w ith  s in c e  
pk = 1 w i l l  alw ays g ive  th e  maximum.
I t  i s  th e  f i r s t  i n t e r a c t io n  where most re se a rc h  i n t e r e s t  fo r  so lv in g  
problem  (1 .4 ) i s  tak in g  p la c e .  Very d i f f e r e n t  a lg o rith m s  fo r  s o lv in g  (1 .4 )  
have been  proposed which depend on how the lo c a l  t r a d e - o f f  in fo rm a tio n  
(m arg ina l r a t e s  o f s u b s t i tu t io n )  i s  o b ta in ed  and how t h i s  in fo rm a tio n  i s  
then  used . Some o f th e se  methods w i l l  be surveyed in  the  n ex t C hapter,
2h
1
r ( / A
asked to  choose th e  most p r e fe r r e d  column.
CHAPTER 2 . LITERATURE SURVEY
The number o f  p u b l ic a t io n s  of re s e a rc h  in to  and a p p l ic a t io n s  of 
M u ltip le  C r i t e r i a  D ec is io n  Making (MCDM) has exploded s in c e  th e  e a r ly  
1 9 7 0 's .  Z eleny  (1982 , pages 60 -  61) s t a t e s  th a t  "MCDM was unq u estio n ­
ab ly  th e  f a s t e s t  growing and m ost in n o v a tiv e  08/MS f i e l d  o f th e  s e v e n t ie s . .  
. . .  A t th e  p re s e n t tim e re s e a rc h  and a p p l ic a t io n s  o f  MCDM a re  c o n tin u in g . 
I n te r a c t iv e  programming, d e s c r ip t iv e  d e c is io n  m odels, i n t e r f a c e s  w ith  
d e c is io n  su p p o rt system s and judgem ental p sychology , m u ltid im en sio n a l 
r i s k  a n a ly s i s ,  and a p p l ic a t io n s  to  s t r a t e g i c  management p o lic y  making 
re p re s e n t  Che m ajor t r e n d s ."
S ta r r  and Z eleny (1977, page 12) s t a t e  th a t  " i t  i s  our p e rso n a l 
o p in io n  t h a t . . . .  th e  t ru e  fou n d a tio n s o f  s e r io u s  and con tin u o u s s tu d y  of 
MCDM were la id  by E rik  Johnson in  h i s  monograph 'S tu d ie s  i n  M ulti­
o b je c t iv e  D ecision  M odels1 in  1968. MCDM was f irm ly  on i t s  p a th ."  Zeleny 
(1982, page 60) p o in ts  to  the  f i r s t  in te r n a t io n a l  con fe ren ce  on MCDM 
held  a t  Che U n iv e rs ity  o f  South C a ro lin a  in  1972 as th e  tu rn in g  p o in t in  
MCDM re se a rc h  and a p p l ic a t io n s .  With many a lre a d y  famous and so o n -to -b e  
famous re s e a rc h e rs  in  MCDM p a r t i c ip a t in g ,  th e  con fe ren ce  p ro c e e d in g s , 
e d i te d  by Cochrane and Zeleny (1973), has become a c l a s s i c  o f  s o r t s .
The problem s o f MCDM can be b ro ad ly  c l a s s i f i e d  in to  two c a te g o r ie s  
(Hwang and Masud (1979, pages 6 - 7 ) ) :
a) M u ltip le  A t t r ib u te  D ec is io n  Making: c h a ra c te r iz e d  by a  l im ite d  number 
o f  p rede te rm ined  a l t e r n a t iv e s  w hich have an a s s o c ia te d  le v e l  o f 
achievem ent o f  the  a t t r i b u t e s  (n o t n e c e s s a r i ly  q u a n t i f ia b le )  based  on 
w hich the f i n a l  d e c is io n  i s  to  be made.
b) M u ltip le  O b je c tiv e  D ecis io n  Making: a l t e r n a t iv e s  a re  n o t p red e te rm in ed .
The th r u s t  o f th e se  models I s  to  desig n  th e  'b e s t '  a l t e r n a t iv e  by 
co n s id e r in g  th e  v a r io u s  in te r a c t io n s  w ith  th e  d e s ig n  c o n s t r a in t s  which 
b e s t  s a t i s f i e s  th e  DM by way o f a t t a in in g  some a c c e p ta b le  le v e ls  o f a 
s e t  o f some q u a n t i f ia b le  o b je c t iv e s .
I t  i s  beyond th e  scope o f t h i s  t h e s i s  to  do a com prehensive rev iew  
o f MCDM and th e  tech n iq u es which have been developed  fo r  MCDM problem s.
An e x te n s iv e  b ib lio g ra p h y  o f pap e rs  i n  MCDM w hich have been p u b lish e d  in  
E n g lish  i s  g iven  in  Z eleny (19 8 2 ). We s h a l l  co n fin e  o u rse lv e s  to  a few 
o f th e  more im p o rtan t a re a s  and p u b l ic a t io n s  in  the  g e n e ra l f i e l d  of 
MCDM and devo te  more a t t e n t io n  to  th e  s p e c i f i c  to p ic  o f  in te r a c t iv e  
m u ltip le  o b je c t iv e  programming.
SURVEY PUBLICATIONS
Many of th e  conference  p ro ceed in g s on MCDM co n ta in  b r i e f  overview s 
o f th e  h i s t o r i c a l  developm ent o f  MCDM a n d /o r  th e  c e n t r a l  a re a s  and main 
approaches used in  MCDM. 1’hese a r e  w r i t te n  by th e  e d i to r s  o f the  c o n fe r­
ence p roceed ings as an in tro d u c t io n  o r p re fa c e  to  the p ap e rs  which a re  
p re s e n te d .  See Cochrane and Z eleny  (1973), S t a r r  and Z eleny  (1977) and 
B e l l ,  Keeney and R a iffn  (1977) f o r  exam ple.
An h i s t o r i c a l  su rvey  o f M u l t i c r i t e r i a  O p tim iza tio n  from  1776 -  1960 
was done by S ta d le r  (19 7 9 ). The survey  rev iew s th e  work done by P a re to  
which i s  r e le v a n t  to th e  a re a  and covers th e  developm ent o f  th e  concep ts  
o f  u t i l i t y ,  p re fe re n c e  and w e lfa re  th e o ry  and game th e o ry . E f f ic ie n c y ,  
th e  v e c to r  m axim ization  problem  and P a re to  optim a a re  review ed in  
co nnec tion  w ith  p ro d u c tio n  th e o ry , programming and econom ics.
Soy (1971) gave a s y n th e s is  o f  th e  main app roaches to  th e  MCDM 
problem,- He d is t in g u is h e d  between fo u r d i f f e r e n t  c l a s s e s  o f ap p ro ach es, 
g iv in g  th e  g e n e ra l p h ilo sophy  o f each c la s s  w ith  t h e i r  co n cep tu a l b ases  
and d iscu ssed  th e i r  p r a c t i c a l  l i m i t a t i o n s . MacCcimmc-n (1973) used a 
'm eta-m odel1 to  " r e l a t e  the m u ltip le  o b je c t iv e s  wf a DM and the m u ltip le  
a t t r i b u t e s  c h a ra c te r iz in g  h ie  a l t e r n a t iv e s  to  th e  mod*.! an  a n a ly s t 
b u i ld s  o f th e se  p ro c e sse s  and cho ice s  " (page 1 8 ) . k  framework fo r  
exam ining a v a r ie ty  o f  models under fo u r  h ead in g s i s  g iv en  w ith  a b r i e f  
d e s c r ip t io n  o f each  m o d e l's  m ost p rom inent f e a tu re s  and un d e rly in g  
assum ptions. More r e c e n t  overview s o f  th e  g e n e ra l f i e l d  o f  MCDM, o r 
some p a r t i c u l a r  a s p e c ts  o f  th e  a r e a ,  have been g iven  by Cohon (1978), 
Hwang and Masud (1979), Z io n ts  (1979), Hwang and Yoon (1981), Spronk 
(1981), G oicoechea, Hansen and D uckste in  (1982), Z eleny  (1982) and 
Hairaes, H a ll and Friedman (1975).
By rev iew ing  Che two main a re a s  o f MCDM (v iz :  M u ltip le  O b jec tiv e  
D ecis io n  Making and M u ltip le  A t t r ib u te  D ecis ion  Making -  see the p rev io u s 
s e c t io n )  s e p a ra te ly ,  Hwang and h is  c o l la b o ra to r s  a re  a b le  to  use a more 
re f in e d  c l a s s i f i c a t i o n  o f  th e  v a r io u s  methods used  to  so lv e  problem s w ith  
m ilc ip le  c r i t e r i a .  Hwang and Masud (1979) g iv e  a system  o f c la s s i f y in g  
th e  m ajor m ethods used in  MQDM which i s  based  on fou r c a te g o r ie s  o f the  
p re fe re n c e  in fo rm a tio n  given by th e  DM. These a re :
a) a p r i o r i  ( b e f o r e ) ,
b) p ro g re s s iv e  (d u rin g ) ,
c) a p o s t e r i o r i  ( a f t e r ) ,  and
d) no a r t i c u l a t i o n  of th e  p re fe re n c e  in fo rm a tio n .
A d e sc r ip t io n  o f  th e  main m ethods under each heading  i s  given  a s  w e ll 
aa sim p le  a p p l ic a t io n s  to  i l l u s t r a t e  th e  d if f e r e n c e s  between th e  app roaches. 
T h is  work was condensed in to  a su rvey  t u t o r i a l  by Hwang, P a id y , Yoon and 
Masud (1980).
Hwang and Yoon (1981) fo llow ed  up th e  overview  of MODM w ith  a seque l 
on MADM. A system  o f  c la s s i f y in g  th e  m ajor te ch n iq u es i s  p re s e n te d .  T his 
c l a s s i f i c a t i o n  i s  based  on the th re e  c a te g o r ie s  o f  in fo rm a tio n  which i s  
given  by th e  DM:
a) no in fo rm a tio n  g iven ,
b) in fo rm a tio n  g iven  about a t t r i b u t e s ,  and
c) in fo rm a tio n  given abou t a l t e r n a t iv e s .
Sim ple num erical exam ples a re  g iven  w ith  each o f  th e  methods which is  
d is c u s se d  under th e  th re e  h e a d in g s .
Zeleny (1982) g iv e s  a com prehensive overview  and in  depth  trea tm en t 
o f  c e r ta in  a re a s  o f MCDM. S ev e ra l o f th e  c h a p te rs  a re  concerned w ith  h is  
■>wn c o n s id e ra b le  c o n tr ib u t io n  (w ith  i t s  d i s t i n c t iv e  p h i lo s o p h ic a l f la v o u r)
...
to  th e  a re a  ov e r th e  p a s t  decade. An e x c e l le n t  t re a tm e n t o f MCDM i s  given 
by G oicoechea, Hansen and D uckste in  (1982) . The au th o rs  cover a wide range 
o f m ethodologies i n  d ep th , and i l l u s t r a t e  th e  d i f f e r e n t  approaches w ith  
exam ples.
The r e s t  o f  t h i s  c h a p te r  w i l l  be concerned  w ith  a su rvey  o f the 
main methods used  fo r  so lv in g  WDM prob lem s. Me s h a l l  u se  th e  c l a s s i f i c a ­
t io n  o f  the  methods su g g ested  by Hwang and Masud (1979), and w i l l  d i r e c t  
most o f ou r a t t e n t io n  to  in te r a c t iv e  methods fo r  s o lv in g  problem  ( 1 .4 ) .
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A POSTERIORI ARTICULATION OF PREFERENCE INFORMATION
We r e c a l l  cha t we a r e  concerned w ith  so lv in g  a problem  o f th e  form 
d e fin e d  in  ( 1 .4 ) .  A lgorithm s have been developed  to  g e n e ra te  th e  s e t  o f 
nondoroinated ( e f f i c i e n t )  extrem e p o in ts  o f  th e  c o n s t r a in t  s e t  X which 
was d e f in e d  in  ( 1 .3 ) .  (See Zeleny (1974), P h i l ip  (19 7 2 ), Yu and Zeleny
(19 7 5 ), S te u e r  (1976) and Evans and S ceuer (1973), f o r  exam ple.) 
G oicoech ia , Hansen and DucksCein (1982; d is c u s s  fo u r  methods i n  d e t a i l ,  
in c lu d in g  th o se  o f Zeleny and P h i l i p .  Hwang; and Masud (1979) a lso  g ive  
a f u l l  d is c u s s io n  o f s e v e ra l  a lg o r ith m s .
The s e t  (o r  a su b se t)  o f nondom inated ex trem e p o in ts  i s  g en e ra ted . 
Once th i s  f i n i t e  s e t  o f p o in ts  has been  determ ined  and each o f  th e  
o b je c t iv e  fu n c tio n s  has been e v a lu a te d  a t  each o f  th e  p o in cs  ( a l t e r n a ­
t iv e s )  , a ta b le a u  o f r e s u l t s  can be s e t  up a s  fo llo w s:
f y  * f , ( x J ) .  i . e .  th e  v a lu e  o f o b je c tiv e  i  a t  a l t e r n a t iv e  j .
In  th e se  m ethods, any in fo rm a tio n  from th e  DM i*  o b ta in ed  a f t e r  th e  
s e t  o f nondom inated s o lu t io n s  has been o b ta in e d . However, even fo r  
r e l a t i v e l y  " sm a ll"  p roblem , the number o i  a l t e r n a t iv e s  which a r e  gener­
a te d  can be q u i te  la rg e .  Z eleny (1974, pages 117 -  121) g iv es  an example
w ith  5 o b je c t iv e s ,  8 v a r ia b le s  and 8 c o n s t r a in t s  which has 70 
nondom inated extrem e p o in ts .  T h e re fo re , p re s e n t in g  th e  above ta b le a u  to  
th e  DM and ask in g  him to  choose h is  most p re fe r r e d  s o lu t io n  cou ld  p re se n t 
him w ith  q u i te  a fo rm id ab le  ta sk .
Me a re  e s s e n t i a l l y  co n fro n ted  h e re  w ith  a problem  which f a l l s  in to  
th e  d i s c r e te  c l a s s i f i c a t i o n  o f  MADM. T echniques need to  be used to  reduce 
th e  d im en s io n a lity  o f th e  problem  which i s  now re p re se n te d  by th e  ta b le a u . 
Methods which a ttem p t to  ach ieve  th e  above in c lu d e :
a) F i l t e r in g  (o r  e l im in a tio n )  tech n iq u es which red u ce  th e  number o f 
a l t e r n a t iv e s  to  a  few (o r  one) by e lim in a t in g  th o se  a l t e r n a t iv e s  which 
do n o t meet c e r ta in  le v e ls  o f perform ance in  a l l  th e  o b je c t iv e s .
b) M ultid im ensiona l s c a l in g  tech n iq u es  which r e s u l t  in  a " r e p re s e n ta t i v e "  
one- o r  tw o-d im ensional d iagram  o f th e  d a ta  in  th e  ta b le a u .  O ften  th e  
d a ta  in c lu d e s  some " id e a l"  p o in t .  C e r ta in  tre n d s  th a t  th e  a l t e r n a t iv e s  
fo llo w  w ith  r e s p e c t to  th e  o b je c t iv e s  can  o f te n  be a s c e r ta in e d .  The 
m ost p re f e r r e d  s o lu t io n  (o r  a t  l e a s t  a few a c c e p ta b le  s o lu t io n s )  i s  
th en  id e n t i f i e d .
c) T echniques which a s s e s s  (p re fe re n c e )  w eigh ts  about th e  r e l a t i v e  im p o rt­
ance o f  each a t t r i b u t e  (o b je c t iv e ) .  These methods r e q u ir e  an im p l ic i t  
t r a d e - o f f  e v a lu a tio n  betw een th e  o b je c t iv e s  to  be made by th e  DM. T h eir 
e v a lu a tio n  p r in c ip l e s ,  however, a re  q u i te  d iv e r s e .  Inc lu d ed  amongst 
th e se  methods i s  th e  ELECTRB method, which Hwang and Yoon (1981, page 
127) co n s id e r  to  be one o f  the  b e s t  methods because o f i t s  sim p le  lo g ic ,  
f u l l  u t i l i z a t i o n  o f in fo rm a tio n  ( in  th e  ta b le a u )  and r e f in e d  com putional 
procedure .
d) Techniques which u t i l i z e  in fo rm a tio n  about th e  r e l a t i v e  im portance among 
a t t r i b u t e s  ( i . e .  o rd in a l  p re fe re n c e s  r a th e r  th an  th e  c a rd in a l  p r e f e r ­
ences o f ( c ) ) .
e) T echniques where p a irw ise  com parisons oii a l t e r n a t iv e s  a re  made. As we 
no ted  e a r l i e r ,  how ever, th e  s e t  o f a l t e r n a t iv e s  can be too la rg e  fo r  
t h i s  to  be a p r a c t i c a l  p ro p o s i t io n .
MADM tech n iq u es a r e  review ed by Hwang and Yoon (1981) and G oicoech ia , 
Hansen and D uckstein  (1982). Both re fe re n c e s  have d e ta i le d  d e s c r ip t io n s  o f 
th e  methods which a re  p re se n te d  a long  w ith  num erica l exam ples.
A (p o s s ib le )  d isad v an tag e  o f th e  above approach  to  so lv in g  (1 .4 )  i s  
th a t  th e  methods r e q u ir e  a f i n i t e  number o f  d i s c r e te  a l t e r n a t iv e s  fo r  
a n a ly s i s .  I f  th e  most p r e f e r r e d ,  o r 'o p t im a l ' s o lu t io n  to  (1 .4 )  o ccu rs  a t  
an extrem e p o in t  o f th e  c o n s t r a in t  s e t  X, then  th i s  s o lu t io n  shou ld  be 
l o w e d  by th e  DM a f t e r  an a n a ly s is  o f th e  g en e ra ted  d a ta  has been  c a r r ie d  
o u t .  However, a s  we do n o t know th e  form o f th e  u t i l i t y  fu n c tio n  b e fo re ­
hand (and a l i n e a r  form i s  a sev e re  a ssu m p tio n ), we may in  f a c t  o n ly  be 
o b ta in in g  th e  most p re fe r r e d  extrem e p o in t  and n o t th e  s o lu t io n  to  ( 1 .4 ) .
A f u r th e r  exam ination  o f th e  edges and fa c e s  o f th e  c o n s t r a in t  s e t  X 
needs to  be perform ed.
Me n o te ,  in  p a s s in g ,  th a t  bo th  Z eleny  and S te u e r  (among o th e rs )  have 
proposed methods which reduce  th e  nondom inated s e t  by in t e r a c t in g  w ith  th e  
DM. See S e c tio n  2 .4  fo r  f u r th e r  d e t a i l s .
2 .3  PRIOR ARTICULATION OF PREFERENCES
V arious methods r e q u ir e  th e  DM to  a r t i c u l a t e  h is  w orth  o r p re fe re n c e  
s t r u c tu r e  p r io r  to  so lv in g  ( 1 .4 ) .  The e f f e c t  o f t h i s  i s  to  reduce  th e  s e t  
o f nondominaeed so lu t io n s  to  a much sm a lle r  s e t  o f  s o lu t io n s .  The two 
methods which a r e  review ed in  t h i s  s e c t io n  can b o th  be used  to  hand le  
d i s c r e te  (as in  the l a s t  s e c t io n )  and con tin u o u s d e c is io n  v a r i a b l e s .
2 .3 .1  Goal Programming
In  Goal Programming (GP) each o b je c t iv e  fu n c tio n  i s  re fo rm u la te d  ass
f^ (x )  - d T = b ^ ;  i  "  l , . . . , r j
where b .  i s  a le v e l  th e  DM would l ik e  o b je c t iv e  i  to  ach ie v e . The 
v a r ia b le s  d^ and d t ,  c a l le d  d e v ia t io n a l  v a r ia b le s ,  a re  nonnega tive  
m easures o f th e  u nder- o r  over-ach ievem en t re s p e c t iv e ly  o f th e  o b je c t iv e  
fu n c tio n  f . w ith  r e s p e c t  to  th e  d e s ir e d  le v e l  b , .  In  GP, th e  d e v ia tio n s  
from th e  goa l le v e ls  b . a re  m inim ized. The o b je c t iv e  fu n c t io n ,  th e re fo re ,  
i s  made up o f th e  d e v ia tio n  v a r ia b le s .
The DM i s  re q u ire d  to  p ro v id e  th e  le v e ls  b .  f o r  each o b je c t iv e .  He 
can g iv e  in fo rm a tio n  about which o b je c t iv e s  (o r  g o a ls )  he i s  m ost concerned 
about a c h ie v in g .In  t h i s  c a se , p r i o r i t i e s  a re  a ss ig n ed  to  che g o a ls  which 
r e f l e c t  th e i r  ran k in g s w ith  r e s p e c t to  each  o th e r .  In  a d d i t io n ,  w ith in  a 
g iven  ran k in g  ( i . e .  a t  th e  same p r i o r i t y  l e v e l ) ,  w eigh ts can be p re ­
a ssig n ed  by the DM to  th e  d e v ia t io n  v a r ia b le s  w hich in d ic a te  th e  DM's 
r e l a t i v e  concern about ac h ie v in g  the g o a ls  a t  t h a t  p r i o r i t y  l e v e l . I f  no 
ra n k in g  i s  made, the o b je c t iv e  fu n c tio n  i s  a w eighted sum o f th e  d e v ia tio n  
v a r ia b le s .
The GP a lg o rith m  then  so lv e s  the new fo rm u la tio n  of (1 .4 )  u s in g  th e  
Sim plex A lgorithm  to  m inim ize th e  d e v ia t io n  v a r ia b le s .  T h is  i s  done a t
L.-- -  -
each p r io r ic y  l e v e l ,  in  o rd e r  o f im portance , w ith o u t v io la t in g  th e  o v e r­
a l l  le v e ls  ach ieved  by g o a ls  a t  h ig h e r  p r i o r i t i e s .  I f  a s o lu t io n  i s  
o b ta in ed  which ach iev es a l l  the  g o a l l e v e l s ,  th en  one o r more o f th e  g o a l 
le v e ls  can u su a l ly  be in c re a se d . For a f u l l  d is c u s s io n  o f Goal 
Programming as w e ll as a p p l ic a t io n s  to  s e v e ra l  problem s c o n s u lt  Lee (1972) 
o r  I g n i tz io  (1976).
GP i s  an o p e ra t io n a l  d e f in i t i o n  o f S im on's (1957) concept o f s a t i s ­
f i c in g ;  v iz .  th a t  DMs th in k  in  term s of 'bounded r a t i o n a l i t y '  and lo o k  fo r  
s o lu t io n s  ch a t a re  'good enough1. For a re -ex am in a tio n  o f  what an o p tim al 
d e c is io n  i s ,  and th e  p ro c e s s  by which i t  can be a r r iv e d  a t  ( in c lu d in g  the 
u se  of GP), c o n su lt  Keen (1977). H a r ra ld , L e o t ta ,  W allace and W endell
(1978) d is c u s s  some o f th e  shortcom ings o f p re -em p tiv e  goa l programming 
and i t s  in c o m p a tib i l i ty  w ith  u t i l i t y  p re fe re n c e s .
In  o rd e r  to  f in d  the DM's most p re fe r r e d  s o lu t io n  ( r a th e r  than  a 
s a t i s f a c to r y  s o lu t io n ) ,  a p o s t-o p tim a l s e n s i t i v i t y  a n a ly s is  needs to  be 
perform ed so as to  d e te rm in e  what e f f e c t s  changes in  th e  goa l le v e ls  w i l l  
have on th e  s o lu t io n .  T h is  can be perform ed by u s in g  th e  dua l fo rm u la tio n . 
See I g n i tz io  (1976) fo r  d e t a i l s .  Dauer and K rueger (1977) and tserm ann
(1976) (1977) show how in fo rm a tio n  from th e  dua l can be employed in  the  
se a rc h  fo r  a compromise s o lu t io n .  In  o rd e r  to  perfo rm  th i s  a n a ly s is  in  an 
e f f i c i e n t  manner, and to  avo id  th e  problem  o f g e n e ra tin g  too  much inform ­
a t io n ,  t h i s  would b e s t be per.orm od in t e r a c t iv e ly  w ith  th e  DM. (See 
S ec tio n  2 .4 .8 . )
2 .3 i2  A asessing  Che U t i l i t y  F unction
I f  Che DM conforms to  c e r ta in  axioms r e l a t i n g  to  cho ice s  among 
c e r t a in  and u n c e r ta in  outcom es, a u t i l i t y  fu n c tio n  which r e p re s e n ts  h is  
p re fe re n c e  s t r u c tu r e  c a t be c o n s tru c te d .  The u t i l i t y  fu n c tio n  i s  sim ply 
a mapping o f th e  v a lu e s  in  th e  range o f an o b je c t iv e  fu n c tio n  in to  a 
c a rd in a l  w orth s c a le  a s  determ ined  by th e  DM. T his becomes a form al m athe­
m a tic a l r e p re s e n ta t io n  o f h i?  p re fe re n c e  s t r u c tu r e .  See C hapter 1.
Hwang and Masud (1979, pages 30 -  31) n o te  th a t  th e  d e te rm in a tio n  of 
th e  fu n c tio n  0 f o r  a complex problem  w ith  m u lt ip le  o b je c t iv e s  i s  ve ry  
d i f f i c u l t .  The advan tage i s  th a t  once V has been c o r r e c t ly  a s s e s s e d ,  
(1 .4 )  can be so lv ed  d i r e c t l y  and i t  w i l l  en su re  th e  most s a t i s f a c to r y  
s o lu t io n  to  th e  DM.
G oicoechia , Hansen and D uckste in  (1982) r e p o r t  th a t  th e re  a r e  a 
number of t h e o r e t i c a l  and p r a c t i c a l  d i f f i c u l t i e s  a s s o c ia te d  w ith  m u lt i ­
a t t r i b u t e  u t i l i t y  fu n c tio n  concep ts  and assessm en t p ro ced u re s . These 
in c lu d e :
a) The s tr in g e n c y  o f  the  p sy c h o lo g ic a l p resum ptions u n d e rly in g  the 
p rocedure .
b) The n e c e s s i ty  o f a sk in g  extrem e v a lu e  q u e s tio n s  le a d s  to  problem s in  
keeping  th e  co m p u ta tio n a l req u irem en ts  f o r  s p e c ify in g  a u t i l i t y  
fu n c tio n  a t  a manageable le v e l .
c) Tedium o f c a lc u la t in g  th e  component u t i l i t y  fu n c tio n s  and s c a l in g  
c o n s ta n ts .
d) Lack o f immediate feedback  to  th e  DM o f  th e  im p lic a tio n s  o f h is  
p re fe re n c e s .
e) Absence of an e f f i c i e n t  p rocedure  to  'u p d a te ' th e  DM's p re fe re n c e s  and 
conducting  a s e n s i t i v i t y  a n a ly s is .
The approach o f  p re -a sa ig n in g  u t i l i t i e s  appears to  be b e t t e r  s u ite d  
to  problem s where an a l t e r n a t iv e  has an a s s o c ia te d  p r o b a b i l i s t i c  outcom e, 
i . e .  i f  a l t e r n a t iv e  x  i s  chosen , then  outcome y w il l  o ccu r w ith  a 
c e r ta in  p r o b a b i l i ty .  In  ( 1 .4 ) ,  an a l t e r n a t iv e  drawn from th e  c o n s tr a in t  
sec X r e s u l t s  in  d e te rm in is t ic  outcomes ( s u b je c t  to  accu racy  o f  m easure­
m en t). In  t h i s  c o n te x t,  as m entioned in  S ec tio n  1 .1 ,  many au th o rs  r e f e r  
to  th e  fu n c tio n  U, r e p re s e n tin g  th e  DM's p re fe re n c e  s t r u c tu r e  over the  
known o b je c t iv e s  f ( x ) ,  as a v a lu e  fu n c tio n .  C onsu lt Keeney and R a if fa  
(1976) fo r  a r e fe re n c e  on th e  c o n s tru c tio n  o f u t i l i t y  (va lu e ) fu n c tio n s  
to  so lv e  (1 .4 )  and th e  u n d e rly in g  assum ptions which th e  DM must s a t i s f y .
INTERACTIVE METHODS
In  th i s  secCion we d isc u s s  Che methods cha t Hwang and Masud (1979) 
r e f e r  Co as methods f o r  p ro g re s s iv e  a r t i c u l a t i o n  o f  in fo rm a tio n . This 
c la s s  o f methods r e l i e s  on th e  p ro g re s s iv e  d e f in i t i o n  o f th e  DM'a p re fe ­
ren ces  along  w ith  the e x p lo ra t io n  o f  th e  o b je c t iv e  fu n c tio n  space d e fin ed  
over X. At some s o lu t io n  in  Che c o n s t r a in t  s e t  X, th e  DM i s  asked about 
some t r a d e - o f f  o t p re fe re n c e  in fo rm a tio n  based  on th e  c u r r e n t  s o lu t io n  (o r 
th e  s e t  o f c u r r e n t  s o lu t io n s ) .  T h is  in fo rm a tio n  i s  u sed  to  de te rm ine  a new 
p o in t  in  X and Che p rocedure  then  c o n tin u e s . Hwang and Masud (1979) l i s t  
th e  fo llo w in g  advantages and d isad v an tag es  to  t h i s  app roach . The advantages
a) T here i s  no need fo r  ’a p r i o r i ’ p re fe re n c e  in fo rm a tio n .
b ) I t  i s  a le a rn in g  p ro cess  fo r  th e  DM to  und e rstan d  th e  b ehav iou r o f the  
system .
c) Only lo c a l  p re fe re n c e  in fo rm a tio n  i s  needed,
d) S ince th e  DM i s  p a re  o f th e  s o lu t io n  p ro c e s s ,  th e  s o lu t io n  o b ta in ed  has 
a b e t t e r  p ro sp e c t o f be ing  im plem ented.
e) T here a re  le s s  r e s t r i c t i v e  assum ptions as compared to  th e  methods 
d e sc r ib e d  in  SecCion 2 .3 .
The d isad v an tag es  in c lu d e :
a) The s o lu t io n s  depend on th e  accu racy  o f the  lo c a l  p re fe re n c e s  th a t  the 
DM g iv es .
b) For many m ethods, ch are  i s  no g u a ran tee  th a t  th e  p ra 'fe rre d  s o lu t io n  can 
be o b ta in ed  w ith in  a f i n i t e  number o f in t e r a c t iv e  c y c le s .
c) Much more e f f o r t  i s  re q u ire d  o f th e  DM than  i s  so w ith  methods o u t l in e d  
p re v io u s ly .
The perform ance o f  in t e r a c t iv e  a lg o rith m s , aa su g g ested  by W allen ius
(1975), i s  judged  acco rd in g  to :
a ) The DM's co n fidence  in  th e  s o lu t io n .
b) The ea se  o f  use o f  th e  method.
c) The ea se  o f u n d e rs ta n d in g  th e  lo g ic  o f th e  method on th e  b a s is  o f th e  
i n s t r u c t io n s .
d) U se fu ln ess  o f in fo rm a tio n  p rovided  to  a id  th e  DM.
a) Speed o f convergence, measured by the number of cy c le s  and th e  t o t a l  
tim e taken  to  so lv e  th e  problem ,
f)  T o ta l computer tim e (o r  CPU tim e ) .
The q u e s tio n  o f  which one i s  th e  most im p o rtan t and w hich i s  l e a s t  im port­
a n t i s  (Co some e x te n t)  dependent on th e  DM and ch.! d e c is io n  s i t u a t io n .  
Methods fo r  s o lv in g  problem  (1 .4 ) which f a l l  in to  th e  c la s s  o f in te r a c t iv e  
a lg o rith m s shou ld  be judged  a g a in s t  th e  s ix  c r i t e r i a  l i s t e d  above.
S ince  th e  a lg o rith m s  which we p ropose i n  l a t e r  c h a p te rs  f a l l  in to  the 
c la s s  o f  in t e r a c t iv e  a lg o rith m s , we w i l l  g iv e  a f a i r . y  d e ta i le d  overview  
o f che more im portans in t e r a c t iv e  methods which have been proposed a t  t h i s
.1  The I n te r a c t iv e  Prank-W olfe Algorichm
G eo ffrio n , Dyer and F e inberg  (1972) used the Frank-W elfe A lgorithm  
(d isc u s se d  in  S e c tio n  1 ,3 ) a s  th e  b a s is  f o r  an i n t e r a c t iv e  approach to  
so lv in g  problem  ( 1 .4 ) .  The m athem atical programming problem  so lv ed  in  
Step 2 o f A lgorithm  1.20  i s  d e fin ed  in  (1 .1 7 ) :  v iz .
maximise I  v . . (xk> f .  (x)  (2 .1 )
X 6 X i - 1  1J 1
where w£j Cx^) i s  th e  in v e rse  o f the m arg ina l r a t e  o f s u b s t i tu t io n  of 
o b je c t iv e  i  ( i  * l , . . . , r ;  i f j )  fo r  some re fe re n c e  o b je c t iv e  j 
(1 <  j  <  r)  a t  some f e a s ib le  s o lu t io n  x^e X.
There a r e  no u n d e rly in g  assum ptions on th e  s t r u c tu r e  o f th e  u t i l i t y  
fu n c tio n  (a p a r t  from th e  d i f f e r e n t i a b i l i t y  and co n c a v ity  o f  Assumption 
1 .1 7 ). The w eigh ts w ^j, th e re fo re ,  depend e x p l i c i t l y  on th e  p re se n t 
s o lu t io n  x \  These w eigh ts  a r e  approxim ated by po sin g  th e  r -1  q u es tio n s  
g iven  in  Note 1.12  ( i i ) .  Dyer (1973 b) proposed a t r a d e - o f f  e s tim a tio n  
ro u t in e  which c re a te s  a d ia lo g u e  between man and machine by o b ta in in g  
in fo rm a tio n  from th e  DM through a s e r ie s  o f s im p le , o rd in a l  com parisons.
The e f f e c t s  o f  e r r o r s  in  the e s tim a tio n  o f the  w eigh ts in  (2 .1 )  on th e  
perform ance o f A lgorithm  1.20 was co n s id e red  by Dyer (1974). He r e p o r ts  
(page 173) th a t  " i f  th e  e r r o r s  a re  unb iased  and g iven  a s to c h a s t ic
in t e r p r e t a t i o n ,  the  mean i n i t i a l  r a tu  o f convergence of th e  a lg o rith m  i s
eq u a l to  the i n i t i a l  r a t e  o f convergence ig n o rin g  any e r r o r  te rm s . . . (and, 
th e r fo re )  random e r r o r s  and in c o n s is te n c ie s  do n o t appear to  be a s i g n i f i ­
c a n t h in d ran ce  to  th e  use o f t h i s  ro b u s t p rocedure” .
One drawback to  the method was m entioned in  Note 1 .1 9 : v i z .  the  
s o lu t io n s  g e n e ra ted  by th e  Prank-W olfe A lgo rithm , could  be
dom inated . Dyer (1974) showed th a t  the method should  converge to  the 
e f f i c i e n t  s u r fa c e  i f ,  lo o se ly  sp eak in g , th e  DM i s  c o n s is te n t  in  h is  
re sp o n se s . W allen ius (1975), however, found in  experim en ts th a t  he 
conducted th a t  th e  s u b je c ts  seemed to  f in d ,  on a v e rag e , s o lu t io n s  'n e a r e r 1 
to  th e  e f f i c i e n t  s u rfa c e  u s in g  an u n s tru c tu re d  approach on a chosen problem  
th an  th e  one they  found u s in g  th e  G eoffrio ti approach .
Dyer (1973 a) r e p o r t s  th e  r e s u l t s  o f  experim en ts  conducted on a group 
o f  9 s tu d e n ts  (who had been exposed to  th e  b&sic concep ts  o f m athem atical 
p ro g ra m in g  butt had no background in  s o lu t io n  tech n iq u es  fo r  problem s w ith  
m u lt ip le  o b je c t iv e s )  u s in g  th e  G eo ffrio n  approach to  so lv e  a l i n e a r  program­
ming problem  w ith  3 o b je c t iv e s .  Be concludes th a t  an a n a ly s is  o f the  
s tu d e n ts ' e x p e rien ces  in d ic a te s  th a t  the tim e -sh a r in g  program can be used 
su c c e s s fu l ly  by r e l a t i v e l y  u n so p h is t ic a te d  DMs. These fin d in g s  a r e  in  
c o n f l i c t  w ith  th o se  o f W allen ius 1 1975) who conducted a s im ila r  experim ent 
on a  la r g e r  group o f p eo p le . W allen ius found th a t  th e  o v e ra l l  perform ance 
(m easured in  terras o f th e  c r i t e r i a  l i s t e d  a t  th e  s t a r t  o f t h i s  s e c tio n )  o f  
th e  G eo ffrio n  approach d id  n o t tu rn  o u t to  be a s  good as m ight be in f e r r e d  
from some p rev io u s experim en ts  (v iz ,  Dyer (1973 a ) ) .  T his was m ainly due
to  th e  d i f f i c u l t i e s  ex p e rien ced  by th e  s u b je c ts  in  e s tim a tin g  th e  m arg ina l
r a te s  o f s u b s t i tu t io n  which a r e  needed in  ( 2 .1 ) .
R osinger (1981) a tte m p ts  to  overcome some o f th e  d i f f i c u l t i e s  in  
e e tim .itin g  th e  MRS by g iv in g  the DM th e  freedom  to :
a) choose th e  way th e  in q u iry  i s  conducted ,
b) compare th e  m arg inal u t i l i t i e s  o f c e r t a in  groups o f  o b je c tiv e s  o n ly , and
c) make s ta tem en ts  which can , to  some e x ta n t ,  c o n t r a d ic t  each o th e r .
A number p >  1 of su b se ts  o f a t  l e a s t  two elem ents
re p re s e n t in g  groups o f o b je c t iv e s  whose m arg ina l u t i l i t i e s  th e  DM is  
p rep a red  do com pare, i s  s e le c te d .  An in q u iry  p a t t e r n  P (a  p x r  m a tr ix ) , 
w hich r e p re s e n ts  t h i s  in fo rm a tio n , i s  c o n s tru c te d  a s  fo llo w s :
pmi "  L i£  1 5 J m
” 0 i f  i  I  J m>
where m = l , . . . , p  and 1 <  i  <  r .  P i s  re q u ire d  to  s a t i s f y  c e r ta in
requ irem en ts  so as to  en su re  t h a t  adequate  in fo rm a tio n  i s  o b ta in e d  from 
th e  DM.
Suppose t h a t  in  (2 .1 ) th e  r e fe re n c e  o b je c tiv e  j  i s  chosen to  be 
o b je c tiv e  1. R edefine
where w ^ = l  (s in c e  Wjj = 1) in  ( 2 .1 ) .  The DM i s  then  asked to  g iv e  th e  
v e c to rs
dm “ ‘ do i  : i  6 J m  ^ m = 1 , . . . ,p  (2 .2 )
t ry in g ,  as f a r  as p o s s ib le ,  to  f u l f i l l  th e  c o n d itio n  th a t
d^ has th e  d i r e c t io n  o f ( : i  s J  } fo r  m * l , . . . , p .
The v e c to rs  (2 .2 )  a re  supposed to  be p ro p o r t io n a l ,  by a p o s i t iv e  f a c to r  
(say  a ) ,  to  the co rre sp o n d in g  group o f  w eights chosen by th e  G eoffrion  
m ethod. A P-answ er u ta tr ix  D i s  c o n s tru c te d  as fo llo w s;
V " ' « l  " i c .
-  0 i f  i  < J m,
where ra = 1 ........... . and I  <  i  <  r .  The c h a r a c t e r i s t i c  p ro p e r ty  o f the
m acrix  D i s  g iven  b;
pmi dmi " “.J
'  = (w ^ ,. . .  ,« r ) ia  thei
fo r  soma a ^ , . . . , a p >  0 , re p re se n c in g  th e  s c a l in g  f a c to r s  which were 
m entioned e a r l i e r .
R osinger shows th a t  th e  G eo ffrio n  method o f in q u iry  (choosing  j  ® 1 
as th e  re fe re n c e  o b je c tiv e )  i s  e q u iv a le n t to  th e  DM choosing  su b se ts
-  { l,m + l } 
which le a d s  to  th e  in q u iry  p a t te r n
1 1 0 . . 0  
1 0  1 0
Since the DM i s  making th e  same p a irw ise  com parisons now as  in  the  
G eo ffrio n  m ethod, the v e c to r  of w e igh ts  w in  (2 .1 )  s a t i s f i e s
fo r  some s e t  o f s c a lin g  fa c to r s  a >  0.
By a llo w in g  P to  be more g e n e ra l th an  th e  above form , R o singer has 
in tro d u ced  more freedom  (and hence f l e x i b i l i t y )  i n to  th e  q u e s tio n in g  of 
th e  DM f o r  h i s  MRS. In  a d d i t io n ,  by n o t re q u ir in g  th a t  (2 .4 )  i s  s a t i s f i e d ,  
on ly  th a t  (2 .3 )  i s  m inim ized in  some se n se , the DM can make s ta te m e n ts  
which may be c o n tr a d ic to ry .  A lgorithm  1.20  i s  shown to  converge under 
co n d itio n s  which r e q u ire  th a t  th e  e s tim a te s  made by th e  DM in  th e  m a tr ix  
D become more a c c u ra te  (w ith  r e s p e c t  to  t h e i r  t ru e  'i m p l i c i t '  v a lu e s)  as 
th e  a lg o rith m  p ro g re s se s .
Oppenheimer (1978) combines th e  G eo ffrio n  approach w ith  a g lo b a l 
m o delling  tech n iq u e  o f th e  type  m entioned in  S e c tio n  2 .3 .2 .  He su g g es ts  
two forms o f u t i l i t y  fu n c tio n s  as lo c a l  app rox im ations to  th e  t ru e  
u t i l i t y  fu n c tio n .  These a re  then  used in  an in t e r a c t iv e  f e a s ib le  d i r e c t io n s  
a lg o rith m . The a u th o r does n o t assume th a t  th e  app rox im ation  (proxy) i s  th e  
t ru e  u t i l i t y  fu n c tio n ; i t  i s  on ly  used to  gu ide  the se a rc h  fo r  an o p tim al 
d e c is io n .
In s te a d  of th row ing  away p a s t  in fo rm a tio n  as in  G e o ffr io n ’s approach , 
the  method uses th e  t r a d e - o f f  in fo rm a tio n  a t  th e  c u r r e n t  and p rev io u s 
p o in ts .  T his in fo rm a tio n  i s  then used to  ' f i t '  a proxy fu n c tio n  o f  a p re ­
de term ined  form to  the d a ta .  S ince th e  app rox im ation  i s  very  good lo c a l ly ,  
th e  a lg o rith m  converges a t  a f a s t e r  r a t e  th an  the in te r a c t iv e  Frank-W olfe 
a lg o rith m , re q u ir in g  f a r  fewer i n te r a c t io n s  w ith  th e  DM. The a lg o rith m  is  
stopped  when th e  DM i s  unab le  to  d i s t in g u is h  between su c c e s s iv e  t r i a l  
s o lu t io n s .
Oppenheimer r e p o r t s  th a t  th e  a lg o rith m  has been implemented su ccess ­
fu l ly  on a p r a c t i c a l  problem  and th a t  th e  s o lu t io n  g en e ra te d  by th e  a lg o r ­
ithm  was adopted  by a s a t i s f i e d  DM.
: i
Musselman and T alavage (1980) p ropose a c u t t in g  p la n e  a lg o rith m  as 
the b a s i s  fo r  an in te r a c t iv e  a lg o rith m  in s te a d  o f  the Frtink-W olfa a lg o rith m . 
T ra d e -o f f  in fo rm a tio n  a t  some f e a s ib l e  p o in t i s  o b ta in ed  from th e  DM in  th e  
same manner a s  th e  G eo ffrio n  method. In s te a d  o f u s in g  t h i s  to  f in d  a d i r e c ­
t io n  o f movement, they c o n s tru c t  a c u t t in g  p lan e  (where i t  ia  assumed th a t  
th e  most p r e fe r r e d  s o lu t io n  t’emains in  th e  reduced  c o n s t r a in t  s e t ) . A p o in t  
n ea r th e  'c e n t r e '  o f th e  c o n s tra in e d  see i s  then  found and p re se n te d  to 
th e  DM fo r  fu r th e r  c o n s id e ra t io n .
Thi,-  m»Lhod was ap p lia d  Co a w ater re so u rc e s  problem . The auChors 
r e p o r t  th a t  when th e  problem  was g iven  to  a know ledable DM ( a g rad u a te  
s tu d e n t ) ,  the  DM vas  g e n e ra l ly  ab le  to  a r r iv e  a t  a f i n a l  compromise so lu ­
tio n  in  r e l a t i v e ly  £ew (5 to  10) i t e r a t i o n s  u s in g  t h e i r  method.
.2  The Method o f Zioncs and W allenius
The approach  proposed by ZiociCs and W allen ius (1976) takes  an i n i t i a l  
( a r b i t r a r y )  s e t  o f  w e igh ts  u °  and de te rm ines some nondoroinated extrem e 
p o in t  in  X by u s in g  th e  S im plex A lgorithm  to  so lv e
maximize F ct^ f , ( x ) , (2 .5 )
x £ X i= l  1 1
where k  = 0 . For each nonbasic  v a r ia b le  x , in  th e  sim plex  ta b le a u ,  a 
■'k
v e c to r  o f t r a d e - o f f s  z^ i s  computed, A l i n e a r  programming problem  is  
then  so lved  f o r  each nonbasic  v a r ia b le  to  de te rm ine  w hether the  in tro d u c ­
t io n  o f  th a t  v a r ia b le  i n to  th e  b ; . ' i s  le a d s  to  a dom inated s o lu t io n  o r  n o t .  
The t r a d e - o f f s  which lead  to  nondom inated extrem e p o in ts  a r e  th en  p re se n te d  
to  th e  DM fo r  c o n s id e ra t io n .  The DM i s  re q u ire d  to  dec ide  w hether each  s e t  
o f t r a d e - o f f s  i s  d e s ir a b le ,  u n d e s ira b le  o r  n e i th e r  o f th e  two. W allen ius 
and Z ion ts  (1977, page 80) reco g n ise  th a t  i t  may be p re f e ra b le  to  compute, 
th e  a d ja c e n t nondom inated s o lu t io n s  and to  ask  th e  DM p re fe re n c e  in form a­
t io n  about each  s o lu t io n  when compared to  th e  c u r r e n t  s o lu t io n .
At i t e r a t i o n  k, th e  DM's re sp o n ses  a re  used to  c o n s tr a in  th e  tru e  
(unknown) s e t  o f  w eights a s  fo llo w s:
( i )  J  z . j  w^ > e m « (2 .6 )
i f  th e  t r a d e - o f f s  a re  d e s ir a b le  (where r e p re s e n ts  an
in c re a s e  i n  o b je c t iv e  fu n c tio n  £ , (x) due to  some in c re a se  
in  th e  nonbasic  v a r ia b le  x , a t  i t e r a t i o n  m <  k ) .
( i i )  J  m ® 0 , . . .  , k - l  (2 .7 )
i f  th e  t r a d e - o f f s  z . a re  u n d e s ira b le .
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b  = 0 , . . . , k - l (2.8)
i f  Che t r a d e -o f f s  a r e  n e i th e r  o f th e  above ( i . e .  th e  DM
i s  u n c e r ta in .)
e i s  a s u f f i c i e n t ly  sm all p o s i t iv e  number.
A f e a s ib le  s o lu t io n  to  the c o n s t r a in t  s e t  (2 .6 )  -  ( 2 .7 ) ,  w ith
j ( 2 . 9)
i -1
( 2 . 10 )
i s  then  found. This g iv e s  a new s e t  o£ w eigh ts  wk and th e  a lg o rith m  is
r e s t a r t e d .  The procedure  s to p s when none o f th e  t r a d e - o f f s  a t  th e  c u r re n t 
s o lu t io n  le a d s  to  a nondominated extrem e p o in t  o r  when a l l  th e  t r a d e - o f f s  
p re sen ted  to  the DM a re  co n sid e red  to  be u n d e s ira b le .
One l im i ta t io n  to  t h i s  method i s  th e  im p l ic i t  assum ption th a t  the 
u t i l i t y  fu n c tio n  i s  l i n e a r  s in c e  th e  f i n a l  s o lu t io n  w i l l  be found a t  an 
extrem e p o in t  o f th e  c o n s tr a in t  s e t  X. Even i f  th e  most p re fe r r e d  
s o lu t io n  does occu r a t  an extrem e p o in t x  , th e re  i s  no g u aran tee  th a t  
th e  w eigh ts w(x ) w i l l  s a t i s f y  th e  c o n s t r a in t s  (2 .6 )  -  (2 .8 )  f o r  a 
more g en e ra l c la s s  o f  u t i l i t y  fu n c tio n s  than  th e  l in e a r  form . Z io n ts  and 
and W allen ius (1983) su g g est th a t  'c e r t a i n '  c o n s t r a in ts  be  dropped ££ 
th e  s i t u a t io n  a r i s e s  fo r  which no f e a s ib le  w eigh ts  can be found.
The m ajo t advantage o f t h i s  method i s  th a t  i t  i s  l e s s  demanding on 
th e  DM than  most o th e r  m ethods. The au th o rs  r e p o r t  th a t  ( in  p r a c t i s e )  
convergence i s  c o n s id e ra b ly  improved i f  the u n c e r ta in  responses  in  (2 .8 )  
a re  ig n o red  when g e n e ra tin g  a new s e t  o f  c o n s is te n t  w e ig h ts .
de Samblanckx, D eprae te re  and M uller (1982) d is c u s s  some o f the 
problem s which may be encoun tered  in  th e  im plem entation  of the  a lg o rith m .
In  C asts cha t they  conducted on groups o f s tu d e n ts ,  however, they  r e p o r t 
th a t  th e  s tu d e n ts  found the method easy  to  hand le  and th a t  i t  converged 
r a p id ly  fo r  the problem  which was b e in g  so lv ed .
Z io n ts  and W allen ius (1983) r e f in e d  th e  above method to  a llo w  fo r  an 
u n d e rly in g  pseudo-concave u t i l i t y  fu n c tio n .  The p re s e n ta t io n  o f t r a d e - o f f s  
to  th e  DM i s  re p la c e d  by th e  fo llo w in g  p o s s i b i l i t i e s :
a) Ask th e  DM to  choose between th e  c u r re n t s o lu t io n  and a d i s t i n c t l y  
d i f f e r e n t  a d ja c e n t nondom inated extrem e p o in t ,  a n d /o r
b) ask  th e  DM w hether he l ik e s  an e f f i c i e n t  t r a d e - o f f  n o t le ad in g  to  a 
p o in t  asked about in  ( a ) ,  a n d /o r
c) a sk  th e  DM w hether he l ik e s  any t r a d e - o f f s  le a d in g  to  a d ja c e n t e f f i c i e n t  
p o in ts  which he d id  n o t p r e f e r  to  th e  c u r r e n t  s o lu t io n  in  ( a ) .
The in fo rm a tio n  o b ta in e d  i s  used do d e f in e  c o n s t r a in t s  on th e  w eigh ts w 
which a r e  s im i la r  to  (2 .6 )  -  ( 2 .1 0 ) ,  w ith  e s e t  to  1 . C le a r ly  (2 .9 ) 
must be rep laced  w ith
1=1 V± M
( in  view  o f ( 2 .1 0 ) ) ,  where th e  au th o rs  r e p o r t  th a t  th e  problem  o f d e te rm i­
n ing  s has now become one o f de te rm in in g  M. I f  th e re  i s  no f e a s ib le  
s o lu t io n  to  th e  c o n s t r a in t  s e t  on the w e ig h ts , then  th e  s e t  i s  m odified  by 
d ropp ing  the o ld e s t  o f the a c t iv e  c o n s t r a in t s  from c o n s id e ra t io n .  A new 
s e t  o f w eights w^ i s  g en era ted  which i s  used to  f in d  a new so lu t io n ,
The DM i s  then  asked to  choose between th e  c u r r e n t  s o lu t io n ,  a p o in t 
found in  (a) ( i f  any) and th e  new s o lu t io n .  I f  th e  c u r re n t s o lu t io n  i s  
p r e f e r r e d ,  then  i t  i s  l o c a l ly  o p tim al and a sea rch  procedure  i s  implemented 
to  f in d  the g lo b a l optimum, Otherw ise th e  a lg o rith m  i s  r e s t a r t e d  w ith  
th e  new s 'lu t io n .
The au th o rs  r e p o r t  c o n s id e ra b le  su ccess  in  ap p ly in g  th e  method to  
s e v e ra l  problem s and rem ark t h a t  the u s e r s  have g e n e ra l ly  been q u ite  
s a t i s f i e d  w ith  th e  m odel.
W hite (1980) d e r iv e s  h i s  method in  p a r t  from Z io n ts  and W allen ius . 
The method a llow s f o r  an u n sp e c if ie d  form o f u n d e rly in g  u t i l i t y  fu n c tio n . 
An extrem e p o in t  o f X i s  found (u s in g  any p r io r  r e s t r i c t i o n s  on the 
w eights i f  r e q u i r e d ) . A s a t  o f  w eigh ts i s  then ue-'d to  g e n e ra te  fu r th e r  
extrem e p o in ts  which a r e  then  compared to  each o th e r  by  the  DM in  an 
e f f o r t  to  f in d  th e  b e s t  s o lu t io n  so f a r .  R esponses from th e  DM are  
in c o rp o ra te d  in to  c o n s tr a in ts  which a re  used to  sh r in k  th e  convex cone 
co n ta in in g  th e  op tim al w e ig h ts , A new s e t  o f w eights i s  computed from 
which f u r th e r  so lu t io n s  ( r e q u ir in g  com parison) a re  found.
A b y -p roduct o f th e  procedure  i s  an i t e r a t i v e  method fo r  f in d in g  
th e  g e n e ra to rs  o f  th e  p o ly h ed ra l cone c o n ta in in g  th e  w e ig h ts . In  problems 
where th e re  i s  ev idence  th a t  w^ > » » . . , >  w^ . ( a  problem  which was
a lso  co n sid e red  by Pearman (1 9 7 7 )), th e  g e n e ra to rs  of th e  a p p ro p r ia te  
s e t s  o f  param eters  can be determ ined  in  a m ethod ica l manner.
As y e t ,  no im p ir ic a l  t e s t i n g  o f th e  method has been c i t e d ,  and 
Z io n ts  and W allenius (1983) p o in t  o u t th a t  th e  in c re a s in g  number of 
s o lu t io n s  which a r e  p re se n te d  to  th e  DM a t  each  i t e r a t i o n  could  become a 
problem .
.3  The Method o f B elenson and Kapur
B elenson end Kapur (1973) u se  game cheoiy Co g e n e ra te  Che w eigh ts 
f o r  Che l i n e a r  programming problem :
maximise T w. f . ( x )  (2 .11)
x  c X i - 1  1 1
s u b je c t to  I  w. “ 1
i-1  l
wi  >  0  I  "  1 , . . . , r .
I n i t i a l l y ,  r  l i n e a r  programming problem s a te  so lv ed  w ith  each w. s e t  
to  1 in  tu rn  ( th e  r e s t  a re  s e t  to  z e r o ) . A n o rm alised  r  x r  m a tr ix  
i s  then  c o n s tru c te d  which r e f l e c t s  how each  o b je c t iv e  fu n c tio n  perform s 
on each  o f the  r  nondom inated extrem e p o in ts  which a r e  computed. This 
m a tr ix  i s  then  t r e a te d  as th e  p a y -o ff  m a tr ix  f o r  a two perso n , zero-sum  
game. T his i s  then  so lv ed  f o r  th e  o p tim al mixed s t r a te g y  which g iv es  
new s e t  o f  w e igh ts  f o r  use in  (2 .1 1 ) and a new nondom inated extrem e p o in t 
i s  th en  found. The DM i s  re q u ire d  to  i d e n t i f y  th e  l e a s t  p re f e r r e d  
so lu t io n  from the s e t  o f r  p rev io u s s o lu t io n s  and th i s  i s  re p la c e d  in  
th e  p a y -o f f  m a tr ix  by th e  new s o lu t io n .
Although the a lg o rith m  has an a p p ea lin g  s im p l ic i ty ,  i t  does no t 
appear to  have been used  on any la rg e  p r a c t i c a l  problem s.
.4  The Method o f S tew art
StewarC (1984) proposes a method which allow s f o r  the a n a ly s is  o f 
MQDM problem s in  an in t e r a c t iv e  a lg o rith m  where th e  DM ex p re sse s  p r e f e r ­
ences which a re  in c o n s is te n t  w ith  a sim ple u t i l i t y  model a n d /o r  a re  s e l f -  
in c o n s is te n t .
C onsider a sim ple p a irw ise  choice between any two e lem ents o f  X, 
say xJ and xK. S tew art (1981) a s s o c ia te s  w ith  t h i s  cho ice  a p r o b a b i l i ty  
P ( x"* xK ] that: x1* w i l l  be s ta te d  by th e  DM to  be p re f e r r e d  to  x*\
I f  c e r ta in  axioms a re  com plied w ith ,  then i t  can be concluded th a t
P [ xJ  >  xK ] -  ( 1 + exp { U(xK) -  U(xJ ) > ) " 1 ,
w here U(xJ ) and U(x^) a re  some ' u t i l i t y  i n d i c a to r s ' o f and x \
I t  i s  assumed th a t  the  u t i l i t y  in d ic a to r  U(x) i s  approxim ated by th e  
sim ple l i n e a r  w eighted sum o f th e  o b je c tiv e  fu n c t io n s ,  i . e .
U(x) -  y w. f . ( x ) ,  w. 5. 0 . (2 .12 )
i - l  1 1 L
I f  each elem ent o f the s e t  S -  th e  s e t  o f  observed  p a irw ise  p re fe ren ce
sta tem en ts  made by the DM -  i s  re p re se n te d  by the o rd e red  p a i r  ( J ,K ) ,
i n d ic a t in g  th a t  th e  DM p re fe r r e d  xJ  to  x \  then  th e  maximum l ik e lih o o d
e s tim a te  fo r  th e  w eights w in  (2 .12 ) i s  o b ta in e d  by S tew art (1984) by
m aximizing th e  lo g - l ik e l ih o o d  fun c tio n
L(X/S) " -  y lo g (  1 * e x p ( -  I  tf. a. „ )  ) (2,,13)
(J.K ) e S i - l  1
where z ^  -  f^ (x ^ ) -  f^ (x^ )
and w. > 0  fo r  i  -  1 , , . , , r .
N oting  th a t  t h i s  maximum may occur a t  i n f i n i t y  a lo n g  some ra y  in  the  
p o s i t iv e  o r th a n t  o f Rr , S tew art j u s t i f i e s  th e  in c lu s io n  o£ the bound
i  w, <  M, (2 .1 4 ) ,
i= l  1
where M « 100 was found to  be co n ven ien t in  p r a c t ic e .
The method proposed by S tew art (1984) re q u ire s  th e  com putation  o£ th e  
r  s o lu t io n s  which maximize each o b je c tiv e  fu n c tio n  in d iv id u a l ly .  The 
o b je c t iv e s  a re  then  sc a le d  so th a t  £. (x) e [-0,1 ] on th e  r  nondom inated 
so lu t io n s  in  X. A ( r * l ) ^  nondom inated s o lu t io n  i s  g en e ra te d  by so lv in g
(2 .1 2 ) fo r  th e  sc a le d  o b je c t iv e s  w ith  each -  1. From th e se  r* l  
i n i t i a l  s o lu t io n s ,  a s e t  o f  r  p a i r s  o£ s o lu t io n s  a r e  s e le c te d .  (See 
S tew art fo r  th e  d e t a i l s  o f  how she p a i r s  a r e  s e le c te d .)  The DM i s  re q u ire d  
to  s t a t e  a d e f in i t e  p re fe re n c e  between each p a i r  o f s o lu t io n s  which a re  
p re se n te d  f o r  com parison. T his in fo rm a tio n  i  . i t i a l i s e s  V - o t  S used in
(2 . 13) .
The maximum lik e l ih o o d  e s tim a te  o f th e  w eigh ts  w i s  computed from
(2 .1 3 ) (2 .14 ) and th e se  w eigh ts  a re  used  in  (2 .1 2 ) to  o b ta in  a most l ik e ly  
s o lu t io n  x and to  compute a s a t  o f most l i k e ly  s o lu t io n s  (see  
S tew art f o r  d e t a i l s ) . x and some p o in t  in  X*1 a re  then  p re se n te d  to  th e  
DM fo r  a d d i t io n a l  p re fe re n c e  in fo rm a tio n ; th e  s e t  S i s  updated  and (2 .13 )
(2 .1 4 ) i s  r e - s o lv e d  fo r  new w eigh ts w. The a lg o rith m  co n tin u es  u n t i l
a) th e  s e t  c o n ta in s  on ly  x , o r
b) th e  DM i s  s a t i s f i e d  w ith  th e  a c t  X ^ a s a  f i n a l  s h o r t  l i s t ,  o r
c) no fu r th e r  com parisons can be made between £ and elem ents x s 
which have n o t been mads p re v io u s ly .
S tew art (1984) n o te s  ehflt the  l i n e a r i t y  assum ption in  (2 .1 2 ) i s  l e s s  
cons t r a in in g  than in  th e  p rev io u s  methods d isc u s se d  in  th e  sen se  th a t  some
n o n lin e a r ie ie s  can be absorbed  in to  th e  'u n c e r t a i n t i e s '  o r  d e v ia tio n s  
from th e  l i n e a r  m odel. A lso , we observe t h a t ,  a lth o u g h  t  p a irw ise  
com parisons a re  made i n i t i a l l y  by th e  DM, o n ly  one p a irw ise  comparison 
i s  r e q u ire d  a t  each su c c e s s iv e  i t e r a t i o n .  T his i s  a g e n e ra l improvement 
on th e  o th e r  methods which a re  d is c u s se d . The on ly  drawback i s  the 
requ irem en t th a t  th e  DM has to  ex p re ss  a p re fe re n c e  betw een two a l t e r ­
n a t iv e s .  S tew art in d ic a te s ,  how ever, th a t  some su ccess  has been o b ta in ed  
in  h a n d lin g  in d if f e r e n c e s ,  b u t th a t  t h i s  s t i l l  needs f u r th e r  i n v e s t ig a t io n .  
At t h i s  s ta g e ,  no re fe re n c e s  a re  c i te d  where t h i s  method has been 
implemented on. any la rg e  p r a c t i c a l  p roblem s.
■ .1
2 .4 .5  The STEP Method (STEM)
In  th e  STEP Method, o r ig in a l ly  proposed  by Benayoun, de M o n tg o lf ie r ,  
Tergny and L a r itc h e v  (1971), an id e a l  p o in t  f  i s  i n i t i a l l y  computed,
-  maximum £ c i j  xj  ’ i  -  1 , . . .  , r .  (2 .)
t X j - 1
A, s o lu t io n  i s  th en  computed which i s  n e a r e s t ,  in  th e  MHtlMtLX se n se , 
f  . i . e .  so lv e  ( a t  i t e r a t i o n  k)
minim ize z 
su b je c t  to  z > £*. -  £. (x) it.
where D = R . The w eigh ts g iv e  th e  r e l a t i v e  im portance o f th e  
d is ta n c e  to  th e  id e a l  f*  and a r e  computed from
f ? in  i s  the  minimum v a lu e  o f o b je c t iv e  i  taken  over th e  s e t  o f 
s o lu t io n s  used  to  compute £ in  (2 .1 5 ) .
-CS&l
a lg o rith m  has 2 phases:
Determ ine a s o lu t io n  x*4 to  problem  (2 .1 6 ) and compute the  
r e s u l t in g  perform ance of th e  r  o b je c t iv e  fu n c tio n s  a t
( I n te r a c t iv e  Phase) The DM compares f (x k ) w ith  £ . He 
dec id es  which o b je c t iv e s  can be re la x e d  to  a llo w  an improve­
ment in  u n s a t i s f a c to r y  o b je c t iv e s  and th e  amount o f th e  
r e la x a t io n .  For th e  nex t c y c le ,  th e  f e a s ib le  reg io n  Dk is  
m odified
Dk
k+1 W  >  f £ (xk) -  afy, where s a t i s f a c to r y  o b je c tiv e
i  i s  re la x e d  by d f . 
f . ( x )  >  f ^ (x k) where o b je c t iv e  i  must do
The a lg o rith m  te rm in a te s  when th e  DM has found a s o lu t io n  which has 
ac c e p ta b le  le v e ls  f o r  a l l  o f the o b je c t iv e s .
Hwang and Masud (1979, page 182) r e p o r t  th a t  Benayoun, in  c o lla b o ra ­
t io n  w ith  o th e r s ,  has developed o th e r  tech n iq u es which a re  s im i la r  to  STEM. 
In c lu d ed  amongst th e se  i s  the  P rog ressive . O r ie n ta t io n  Procedure (POP), 
which p re s e n ts  th e  DM w ith  a su b se t o f nondom inated extrem e p o in ts .  I f  th e  
su b se t co n ta in s  an acc e p ta b le  s o lu t io n ,  th e  procedu re  i s  s to p p ed ; o th erw ise  
th e  DM chooses a b e s t  su b se t o f s o lu t io n s ,  which i s  used to  f in d  a new s e t  
o f nondominated extrem e p o in ts  and th e  p ro cess  i s  rep ea ted .
Phase I I :
.5  The S u r r o g a t e  W orth T ra d e - O f f  M echod
The S urro g a te  Worth T ra d e -o ff  Method (SWT) was proposed by Haimes and 
H a ll (1974) and Haimes, H a ll and Friedman (1975). Reviews o f th e  method, 
as w e ll  as e x te n s io n s ,  a re  g iven  by H a ll  and Haimes (1975) and Haimes
(1979). The method c o n s is ts  o f th re e  m ajor s te p s .  These a r e :
a) The id e n t i f i c a t i o n  and g e n e ra tio n  o f nondom inated s o lu t io n s  which 
form  th e  t r a d e -o f f  fu n c tio n s  in  th e  o b je c tiv e  fu n c tio n  space .
b) The in te r a c t io n  w ith  the DM to  a s s e s s  an in d if f e r e n c e  band (where the 
improvement of one o b je c t iv e  i s  e q u iv a le n t to  th e  d eg rad a tio n  of 
ano th e r in  th e  mind o f th e  DM. c . f .  D e f in i t io n  1.7 o f an in d if f e r e n c e  
curve ) u s in g  w hat a r e  r e f e r r e d  to  as s u r ro g a te  worth f u n c t io n s .
c) The d e te rm in a tio n  o f th e  o p tim al s o lu t io n  s e t .
The t r a d e - o f f  fu n c tio n s  can be determ ined  from th e  v a lu e s  o f the 
dua l v a r ia b le s  a s s o c ia te d  w ith  the c o n s t r a in t s  o f th e  problem :
d e v ia tio n s  which a re  v a r ie d  p a ra m e tr ic a l ly .
Form ulating  th e  g e n e ra lis e d  Lagrongian  and ap p ly ing  th e  Kuhn-Tucker 
n ecessa ry  co n d itio n s  fo r  an o p tim al s o lu t io n  (se e  A v rie l (1976), fo r  
exam ple), the c o n d itio n s  of i n t e r e s t  f o r  f u r th e r  a n a ly s is  a re
where a re  th e  g e n e ra lis e d  Lagrange m u l t ip l ie r s  fo r  (2 .17 ) and j
maximize f . (x) 
x e X J
1 <  j  <  r
( 2 . 17)
s u b je c t  to  f | ( x )  >
i  » 1 , . . . , r j  i  f  j
f^  a re  th e  id e a l  v a lu es  de term ined  in  (2 .1 5 ) and e x > 0  er e
Cj i ( f i (.£) -  e i  ) -  0 ; (2 .18 )
i s  some a r b i t r a r y  o b je c t iv e  (1 <  j  <  r ) .  i  « ( i  j )  correspond
to  th e  a d d i t io n a l  r~ l c o n s t r a in t s  on th e  rem ain ing  o b je c t iv e  fu n c t io n s .  
Then i t  can be shown Chat (see  H a ll  and Haimes (1975, pp 213 -  214 ), fo r  
example)
° j i  = ~ i / j ;
which have the p ro p e r t ie s  ( c . f . P ro p e r t ie s  1 .10 ( i i )  £or MRS)
pj i  ■ Pjk  Pk i  i 1 <  k <  r ;  (2 .1 9 )
"  I /P ^ j ; i » j  = l , . . . , r ;  i  ?i j  • (2 .20 )
The f i r s t  phase o f th e  SWT method i s  to  choose an a r b i t r a r y  o b je c tiv e  
j  and to  id e n t i f y  and g e n e ra te  a s e t  o f nondom inated so lu t io n s  by vary in g  
Che e ' s  p a ra m e tr ic a l ly  in  (2 .1 7 ) .  Compute th e  t r a d e - o f f  fu n c tio n s  
f o r  f ix e d  j .  U sing (2 .1 9 ) (2 .2 0 ) ,  the  f u l l  s e t  o f t r a d e - o f f  fu n c tio n s
a re  then computed fo r  i , j  « l , . . . , r ;  i  /  j .
The n ex t  phase ' i s  the  in t e r a c t iv e  phase  w ith  the DM to  o b ta in  the
su r ro g a te  worth fu n c tio n s  s ^ . . Given th e  computed v a lu e s  o f 0j^>  the  
va lu e  o f th e  s u r ro g a te  worth fu n c tio n  i s  an assessm en t by th e  DM as to 
how much (on an o rd in a l  s c a le ,  say  o f  from -10 to  10, w ith  0 s ig n ify ­
ing  e q u a l p re fe re n c e )  he p r e fe r s  t ra d in g  m arg ina l u n i ts  o f f j  fo r
one m arg ina l u n i t  o f £. (g iven  th e  v a lu e s  o f  th e  o b je c t iv e s  f ^ , . . ,  , f r  
co rresp o n d in g  to  p ^ ) .
The in d if f e r e n c e  band i s  co n s tru c te d  as fo llo w s ; th e  DM i s  asked 
w hether he l i k e s ,  i s  in d i f f e r e n t  to ,  o r d i s l ik e s  t r a d in g  p j^  u n i t s  o f 
f j  f o r  one u n i t  o f f^  fo r  two d i s t i n c t  v a lu e s  o f p ^ .  T his i s  
a sse sse d  on an o rd in a l  s c a le  s ^ ( p ^ ) .  i s  then approxim ated by
f in d in g  S j^ (p j^ )  « 0 on the l in e  •igment jo in in g  th e  two v a lu e s  of
aj " Ttie v a lu e s  P j£ caa 1,6 cheeked f o r  c o n s is te n c y  by making use
o f (2 .1 9 ) .  At the  p o in ts  p ^ ,  th e  s u r ro g a te  worth fu n c tio n s  a re  s im u lta ­
neously  eq u a l to  z e ro . i . e .  m arg ina l g a in  eq u a ls  m arg inal lo s s  f o r  a l l  
o b je c t iv e s  tak en  two a t  a tim e.
The f i n a l  phase of th e  SWT method i s  to  f in d  th e  b e s t com prooise 
so lu t io n  which co rresponds to  th e  v a lu e s  o f To each p .^  th e re
co rresponds a v a lu e  f ^ ( x ) , i  -  1 , . . . , r ,  i  v1 j . These £^(x) co rrespond  
to  th e  v a lu e  e. in  c o n s t r a in t  (2 .1 7 ) .  The most p re f e r r e d  s o lu t io n  i s  
then  found by s o lv in g  (2 .1 7 ) w ith  s e t  to  f ^ ( x ) .
Hwang and Masud (1979, page 144) comment th a t  as th e  number of 
o b je c t iv e  fu n c tio n s  in c re a s e ,  th e  number o f t r a d e - o f f s  which a re  re q u ire d  
from Che DM may become e x c e s s iv e . O ther d isad v an tag es  a re :
a) th e  p o s s ib le  e x c lu s io n  o f the most p re fe r r e d  s o lu t io n  w h ile  v a ry in g  
Che e ’s  p a ra m e tr ic a lly  in  (2 .1 7 ) ,  and
b) the  DM may n o t p e rc e iv e  th a t  th e  ' s  in d ic a te  m arg ina l t r a d e -o f f s
in  a sm all reg io n  abou t th e  c u r r e n t  s o lu t io n  when he i s  p ro v id in g  the 
s u rro g a te  worth f u n c t io n s .
The m ajor advantages o f  the SWT method fo r  so lv in g  (1 .4 )  w ith  one
a) th e  DM ia  re q u ire d  to  c o n s id e r  on ly  two o b je c t iv e s  a t  a tim e w hile  
a s s e s s in g  th e  w orth fu n c tio n i ',  and
b) th e re  i s  on ly  one m ajor i n t e r a c t io n  w ith  the DM to  o b ta in  th e  w orth  
fu n c t io n s ,  i . e .  the  method i s  n o t i t e r a t i v e  in  the  sense  o f  A lgorithm  
1 . 2 0 .
Haimes, M all and Friedm an (1975) r e p o r t  th a t  th e  SWT method has 
been ap p lie d  s u c c e s s fu l ly  to  s e v e ra l p r a c t i c a l  p roblem s.
Chankong and Haimes (1977) proposed an in te r a c t iv e  v e rs io n  of Che 
SWT method, imbedding i t  i n  the in t e r a c t iv e  v e rs io n  of th e  Frank-W olfe
A lgorithm . A r e c e n t approach i s  the S eq u e n tia l  Proxy O p tim iza tio n  Technique 
(SPOT), proposed  by Sakawa (1982), in  which th e  SWT method i s  combined w ith  
the M u l t ia t t r ib u te  U t i l i t y  F unction  approach m entioned b r i e f l y  in  S ec tio n
2 .3 .2 .  SPOT p a r a l l e l s  th e  approach tak en  by Oppenheimer (1977), where the 
G eo ffrio n  method was combined w ith  MUF (se e  S e c tio n  2 .4 .1 ) .
In  SPOT, the SWT method i s  used to  f in d  a nondom inated s o lu t io n  and to  
compute the g e n e ra lis e d  Lagrange m u lt ip l ie r s  ( t r a d e - o f f  f u n c t io n s ) . A proxy 
fu n c tio n  i s  Chen f i t t e d  to  th e  marginal, r a te s  of s u b s t i tu t io n  a t  th i s  
s o lu t io n  which a re  p ro v id ed  by the DM. The fu n c tio n  i s  used  to  de te rm ine  a 
d ir e c t io n  o f  improvement and th e  s te p  s iz e  i s  then  computed nu m erica lly  
(w ith  DM v e r i f i c a t i o n )  to  i in d  a new nondominated s o lu t io n .  The a lg o rith m  
i s  co n tin u ed  u n t i l  th e  Lagrange m u l t ip l ie r s  and th e  m arg ina l r a te s  o f 
s u b s t i tu t io n  a t  the c u r r e n t  s o lu t io n  a re  s u f f i c i e n t ly  c lo s e .
As w ith  Oppenheimer (1977), i t  i s  n o t cla im ed th a t  th e  proxy fu n c tio n  
i s  an approxim ation  to  th e  f u l l  u t i l i t y  fu n c tio n ; i t  i s  on ly  a lo c a l  
approxim ation  which i s  used to  g iv e  a d i r e c t io n  o f improvement. Sakawa 
(1982) i l l u s t r a t e s  th e  a lg o rith m  w ith  a sim p le  num erical, example and s ta te s  
(page 395) th a t  a p p l ic a t io n s  o f  SPOT to  env ironm en tal problem s w i l l  be 
r e p o rte d  e lsew here .
-A lgorithm . A r e c e n t approach i s  th e  S eq u e n tia l  Proxy O p tim iza tio n  Technique 
(SPOT), proposed  by Sakawa (1982), i n  which th e  SWT method i s  combined w ith  
th e  M u l t ia t t r ib u te  U t i l i t y  F unction  approach m entioned b r i e f l y  in  S ec tio n
2 .3 .2 .  SPOT p a r a l l e l s  th e  approach taken  by Oppenheimer (1977), where the 
G eo ffrio n  method was combined w ith  MUF (se e  S e c tio n  2 .4 .1 ) .
In  SPOT, the SWT method i s  used to  f in d  a nondominated s o lu t io n  and to  
compute the g e n e ra lis e d  Lagrange m u lt ip l ie r s  ( t r a d e - o f f  f u n c t io n s ) . A proxy 
fu n c tio n  i s  then  f i t t e d  to  the  m arg ina l r a te s  o f s u b s t i tu t io n  a t  th i s  
s o lu t io n  which a re  p ro v id ed  by th e  DM. The fu n c tio n  i s  used  to  de te rm ine  a 
d i r e c t io n  o f improvement and th e  s te p  s iz e  i s  then  computed n u m erica lly  
(w ith  DM v e r i f i c a t i o n )  to  f in d  a new nondom inated s o lu t io n .  The a lg o rith m  
i s  co n tin u ed  u n t i l  th e  Lagrange m u l t ip l ie r s  and th e  m arg ina l r a te s  o f 
s u b s t i tu t io n  a t  th e  c u r r e n t  s o lu t io n  a re  s u f f i c i e n t ly  c lo s e .
As w ith  Oppenheimer (1977), i t  i s  n o t c laim ed th a t  th e  proxy fu n c tio n  
i s  an  app rox im ation  to  the f u l l  u t i l i t y  fu n c tio n ; i t  i s  on ly  a lo c a l  
app rox im ation  which i s  used to  g iv e  a d i r e c t io n  o f im provem ent. Sakawa 
(1982) i l l u s t r a t e s  th e  a lg o rith m  w ith  a sim ple num erica l example and s ta te s  
(page 395) th a t  a p p l ic a t io n s  o f  SPOT to  env ironm en tal problem s w i l l  be 
r e p o rte d  elsew here .
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2 .4 .6  The MeChod o£ ttia D isp laced  Id e a l
The id e a l  s o lu t io n  f  i s  i n i t i a l l y  d e f in e d  to  be the v e c to r  which 
so lv es  th e  r  l i n e a r  programming problem s given, in  (2 .1 5 ) .  £™l n , r e f e r r e d
to  by Z eleny (1976, page 175) as th e  a n t i - i d e a l ,  i s  d e f in e d  a s  b e fo re  in
S e c tio n  2 .4 .5 .
Zeleny (1976, page 174) s t a t e s  the fo llo w in g  Axiom o f  C hoice: 
A lte rn a t iv e s  th a t  a re  c lo s e r  to  the id e a l  a re  p re f e r r e d  to  th o se  th a t  
a re  f u r th e r  away. To be a s  c lo se  as p o s s ib le  to  th e  p e rce iv ed  id e a l  
i s  th e  r a t io n a le  o f human cho ice .
Zeleny (1976) rem arks th a t  p re fe re n c e  can be ex p ressed  as an ’as f a r  as 
p o s s ib l e 1 concep t a s  w e l l ,  u s ing  th e  a n t i - i d e a l  a s  a p o i r t  o f re fe re n c e .
He s t a t e s  h is  b e l i e f  (1976, page 199) th a t  humans t r y  to  be bo th  as c lo se  
as p o s s ib le  to  the  id e a l  and as f a r  as p o s s ib le  from the a n t i - i d e a l ,  and 
Chat humans a re  capab le  o f  sw itc h in g  between th e se  two regim es acco rd ing  
to  th e  given  c irc u n s ta n c e s  o f  th e  d e c is io n  p ro c e ss .
The degree o f c lo sen ess  of o b je c t iv e  i ,  £ ^ (x ) , where x e X, to  the
i th  component o f th e  id e a l  f * ,  i s  d e f in e d  a s :
di (x) » 1 i f  f^ (x )  -  f t
and 0 < djX%) <  1 V i - 1 , x  t  X.
The assignm ent of d ,(x )  can be d e fin ed  by
f . ( x )  -  £?1R
d ,(x )  -  ---------------------  ; i  -  l , . . . , r ;  x e X.
' I - f
The d is ta n c e  o f  a s o lu t io n  x e X from th e  id e a l  p o in t f* can th en  be 
measured u sing  th e  fam ily  o f Lp m e tr ic s .  These a re  g iven  by:
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V x '* ) "  < . ^  " i  t 1 -  ) 1 /p . P -  1 ,2 ..........  (2 .2 1 )
where th e  w eights w, a re  in tro d u ced  Co r e f l e c t  th e  f a c t  t h a t  the  
o b je c t iv e s  cannot be assumed to  have eq u a l im portance. The concept o f 
'a s  c lo se  as p o s s ib le 1 in  th e  Axiom of Choice i s  th en  ach ieved  by 
m inim izing L^(x,w) over th e  s e t  X fo r  a given s e t  o f w e igh ts  and 
g iven  value of p . Using a r e s u l t  proved by Yu (1973) which shows th a t  
the  degree o f c lo sen ess  i s  i n t e r r e l a t e d  w ith  th e  w e ig h ts , Zeleny (1976, 
page 188) no te s  th a t  th i s  compounding e f f e c t  must be c le a r ly  understood  
to  avoid  'd o u b le  w e ig h t in g '. N um erical examples o f  how th e  w eigh ts a re  
c a lc u la te d  can be found in  Z eleny (1974) (1982), We no te  in  p a ss in g  th a t  
Z eleny (1982, page 197) su g g es ts  forms o f d is ta n c e  fu n c tio n s  o th e r  than 
(2 ,2 1 ) to  in c o rp o ra te  the w e ig h ts .
The Method o f the D isp laced  I d e a l  was proposed by Zeleny (1973)
(1976) and (1976). For a f u l l  d is c u s s io n  of the  method and the under­
ly in g  philosophy w ith in  th e  co n tex t o f MCDM, c o n s u lt  Zeleny (1982). The 
o v e ra l l  approach can be summarized as fo llo w s; C a lc u la te  th e  id e a l  p o in t 
f  and the a n t i - i d e a l  f B in o v e r  the c o n s tr a in t  s e t  X; d e f in e  the 
d . 'a  f o r  each o b je c tiv e  and c a lc u la te  th e  w eights w^, L ocate  an 
approxim ation  to  the  compromise s e t  C by m in im izing  (2 .2 1 ) over the 
c o n s t r a in t  s e t  f o r  p * 1 ,2 ,* .  P re se n t th e  compromise s e t  C and the 
id e a l  p o in t as a re fe re n c e  to  th e  DM. Using th i s  in fo rm a tio n , th e  DM 
imposes fu r th e r  r e s t r i c t i o n s  on th e  c o n s t r a in t  s e t .  A new id e a l  
( 'd i s p l a c e d ')  i s  then  c a lc u la te d  ov er th e  c o n s tr a in t  s e t  and the method 
ia  r e s t a r t e d .  The method te rm in a te s  whan Che s e t  C i s  sm all enough fo r  
th e  DM to  choose a s a t i s f a c to r y  s o lu t io n .  The a n t i - i d e a l  can a lso  be 
in c lu d ed  in  the o p tim iz a tio n  phase o f th e  method to  g ive  fu r th e r  in f o r ­
m ation about the s e t  C.
G en era lly , in  Che l i t e r a t u r e  where th ia  m ethodology i s  ex p la in ed  
and n um erica l examples a re  given  to  i l l u s t r a t e  the  app roach , use i s  rade  
o f a d i s c r e te  r e p re s e n ta t io n  of th e  s e t  X by c o n s id e r in g  th e  s e t  (or a 
su b se t)  o f nondom inated extrem e p o in ts  o f X; o r i t  i s  assumed t h a t  the 
o b je c t iv e s  a re  e q u a lly  im portan t so as to  overcome th e  problem  o f
, 4 . 7  T he M ethod  o f  S t e u e r
At the s t a r t  o f S ec tio n  2 .2  we m entioned th a t  th e re  a re  a lg o rith m s  
which can g en e ra te  a l l  th e  nondom inated ex trem e p o in ts  o f  th e  c o n s tr a in t  
s e t  X. Even in  r e l a t i v e l y  's m a l l '  problem s, how ever, th e  number o f  th e se  
s o lu t io n s  can be q u i te  la rg e .  S te u e r  (1977) p roposes  an in te r a c t iv e  
method fo r  g en e ra tin g  a su b se t o f  th e  nondom inated extrem e p o in t s . 
S u b in te rv a l bounds on th e  w eigh ts can be p re s c r ib e d  (S te u e r  and S chu le r 
(1 9 7 8 )) . U sing a cone which c o n ta in s  th e  o p tim a l w e ig h ts , a su b se t o f th e  
nondominated extrem e so lu t io n s  i s  gene ra ted  from  a convex com bination  of 
w e igh ting  v e c to rs  w ith in  the cone. The o b je c t iv e  fu n c tio n s  a re  then 
e v a lu a te d  a t  each o f  th e  so lu t io n s  and the r e s u l t i n g  ta b le a u  i s  p re sen ted  
to  th e  DM who i s  re q u ire d  to  s e l e c t  h ie  m ost p r e fe r r e d  s o lu t io n .  The 
re sp o n ses  a re  used to  c o n tr a c t  and s h i f t  th e  cone, and a new s e t  o f 
w eigh ts i s  gene ra ted  from  which a new s e t  o f  s o lu t io n s  to  (2 .1 )  i s  
computed. The p rocedure i s  stopped  when th e  DM f in d s  h i s  most p r e f e r r e d  
extrem e p o in t.
Even though th e  s u b in te rv u l w eights (on the o b je c t iv e s )  which a re  
u sed  by Scatter dt g en e ra te  th e  m ost r e le v a n t  su b se t o f nondominated 
ex trem e p o in ts ,  i t  i s  s t i l l  p o s s ib le  th a t  t h i s  su b se t may be too la rg e  
to  r e a l i s t i c a l l y  ex p ec t th e  DM to  e x t r a c t  th e  most p r e f e r r e d  s o lu t io n .  
S te u e r  and S ch u ler (1978) in c o rp o ra te  a f i l t e r i n g  method to  reduce the 
s iz e  o f th e  ta b le a u  w hich i s  p re se n te d  to  th e  DM s t i l l  f u r th e r .
2 . 4 . 8  I 'M ic ra c c iv e  G o al P rog ram m ing
I t  was p o in ted  o u t in  S ec tio n  2 .3 .1  th a t  when g o a l programming is  
used to  f in d  a s o lu t io n  to  problem  ( 1 .4 ) ,  th e  DM needs to  p re -a s s ig n  
goa l le v e ls  fo r  each  o b je c t iv e .  S ince th e se  goa l le v e ls  a re  p r e s e t  by the 
DM w ith o u t any p r io r  in fo rm a tio n  reg a rd in g
a) w hat can a c tu a l ly  be ach ieved  w ith in  th e  c o n s t r a in t  s e t  X, and
b) th e  i n t e r a c t io n  between Che goa l le v e ls  ( i . e .  a s  one g o a l i s  low ered , 
which o th e r s  can be r a is e d  and by how much?),
a s e n s i t i v i t y  a n a ly s is  needs to  be perform ed to  e v a lu a te  th e  e f f e c t s  th a t  
changes in  the g o a l le v e ls  have on th e  proposed s o lu t io n .  I n te r a c t iv e  
go a l programming perform s t h i s  a n a ly s is  in  c o n s u l ta t io n  w ith  th e  DM in  an 
a ttem p t to  a s c e r ta in  what changes in  th e  g o a l le v e ls  a re  co n sid ered  to  be 
d e s ir a b le .  Spronk (1981) in c lu d e s  a b r i e f  overview  o f  some o f th e se  
app roaches.
qy e r (1972) co n s id e rs  a problem  o r ig in a l ly  g iven  in  th e  form
minim ize 7 < d. + d t  )
su b je c t  to  f^Cx) + di  -  cK * i  =
d ^ , d£ 3> 0 ; i  = 1 , . . .  , r .
T his problem i s  re fo rm u la ted  as a 'one s id e d 1 GP problem  w ith  th e  s in g le  
o b je c t iv e  to  m inim ize th e  sum o f w eighted d e v ia tio n s  from th e  goa l l e v e ls .  
The goa l le v e ls  a re  chosen so th a t  th e  m arg ina l in c re a s e  in  u t i l i t y  
a s s o c ia te d  w ith  a d d i t io n a l  u n i t s  o f each o b je c t iv e  above b . i s  ze ro .
The problem  i s  then  so lved  u s in g  th e  G eo ffrio n  approach which was
d e sc r ib e d  in  S ec tio n  2 .4 .1  to  dete rm ine  th e  w eig h tin g s ( in  the  re fo rm u la ted  
o b je c tiv e  fu n c tio n )  i n t e r a c t iv e ly  f o r  use in  th e  in t e r a c t iv e  Frank-W olfe 
a lg o rith m .
Van D e lf t  and Nijkamp (1977) d is c u s s  h i e r a r c h ic a l  o p tim iz a tio n  methods 
which a re  ba sed  on th e  assum ption th a t  the o b je c t iv e s  (goa l v a r ia b le s )  can 
be ranked in  an o rd in a l  way, from th e  most im p o rtan t to  th e  l e a s t  im portan t 
( c . f .  concep t o f p r i o r i t i e s  in  GP). The o b je c t iv e s  a re  ranked in  im portance 
from 1 to  r  and a s e r ie s  o f l i n e a r  programming problem s i s  so lv ed . Ac 
i t e r a t i o n  k , k = 1 , . . . , r ,  th e  most im p o rtan t o b je c t iv e  i s  maximized
by so lv in g
maximize f^Cx) 
s u b je c t  to  f^ (x )  > 6^ i  -
f .  i s  th e  o p tim a l s o lu t io n  o b ta in ed  when so lv in g  problem  i  a t  the  i Cil 
i t e r a t i o n  ( i  <  k ) .  0 <  8. <  1 i s  a to le ra n c e  param eter a s s o c ia te d  w ith  f^  
which i s  o b ta in ed  from th e  DM.
An unambiguous rank ing  of th e  go a ls  (o r  o b je c t iv e s )  i s  n ec e ssa ry  to 
have th e  p ro ced u re  work p ro p e r ly . Spronk (1981, page 119) b e l ie v e s  th a t  " i t  
i s  very  h a rd , i f  n o t im p o ss ib le , to  o b ta in  an a p p ro p r ia te  ra n k in g " . Another 
problem  i s  th e  assessm ent o f th e  to le ra n c e  p a ram e te rs . The above approach 
im p l ic i t ly  assumes th a t  th e  DM i s  a b le  to  s p e c ify  t r a d e -o f f s  between more 
and l e s s  im portan t g o a l v a r ia b le s  which must be v a l id  a t  th e  op tim al 
s o lu t io n ,  even though th is  s o lu t io n  i s  unknown a t  the tim e.
The S e q u en tia l M u ltio b je c tiv e  Problem Solv ing  Technique (SEMOPS), 
p roposed by M onarch!, K is ie l  and D uckstein  (1973), a llow s the DM to  tra d e  
o f f  one o b je c tiv e  a g a in s t  an o th e r in  an i n t e r a c t iv e  manner.
A range fo r  each o b je c t iv e  i  i s  denoted by [ ^ ih '^ iu  ] which i s  n o t 
n e c e s s a r i ly  th e  maximum and minimum v a lu e s  o f th e  i ^  o b je c t iv e  ov e r the 
c o n s t r a in t  s e t  X. N ond im ensiona lity  i s  ach ieved  by  tran sfo rm in g  o b je c t iv e  
f . ( x )  in to  y .(x )  w ith  a range o f v a lu e s  in  th e  i r t e r v a l  [0 ,1 ]  by
F or each  o b je c t iv e ,  th e  DM i s  re q u ire d  to  givo an a s p i r a t io n  le v e l  AL. 
which i s  transfo rm ed  in to  A. in  th e  range  [0 ,1 ]  by
‘ iU ‘"iL
An a s p i r a t io n  le v e l  may he a d e s ir e d  upper bound, lower bound, a p a r t i c u l a r  
v a lu e , o r bounds of in t e r v a l s  w ith in  which th e  most p re f e r r e d  v a lu e  o f an 
o b je c tiv e  ia  (o r  i s  no t) c o n ta in ed . For each g o a l d e fin ed  in  t h i s  way, d^, 
a d im en sio n le ss  in d ic a to r  o f a tta in m e n t, i s  d e f in e d , d . i s ,  in  g e n e ra l,  
n o n lin e a r .
A t each i t e r a t i o n  k ,  one p r in c ip le  problem  and a u x i l ia r y  problem s
a re  so lv ed , where i s  the number o f o b je c tiv e s  which have n o t been
r e s t r i c t e d  by the DM in  e a r l i e r  i t e r a t i o n s .  AC i t e r a t io n  k , th e  p r in c ip le  
problem  i s
m inim ize s, = £ d4
s u b je c t to  x e X n  Yk , 
where I  C f l  r} i s  th e  s e t  o f o b je c tiv e s  (o r  go a ls) which have n o t
Y -
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been r e s t r i c t e d  p rev io u s ly  and
=• { x | f i (x) s a t i s f i e s  th e  imposed r e s t r i c t i o n  V i  e I  -  }.
The s e t  o f ( * r-k+1 ) a u x i l ia ry  problems so lved  fo r  each  j  e is  
given  by
m iaim iss s. . » ^ d.
s u b je c t to  x e X f  Yk  n  2^ ,
where Z^ , -  ( x ) f , (%) s a t i s f i e s  ALj }.
Note th a t  a t  i t e r a t i o n  1, = ( 1 , . . . , r } ,  Yj = Rn and * r .
The so lu t io n s  to  th e  p r in c ip le  problem  and th e  a u x i l ia ry  problems
are  p re se n te d  to  the DM who, on the b a s is  o f t h i s  in fo rm a tio n , re v is e s  one 
o f the a s p i r a t io n  le v e l s .  This i s  then  in c lu d ed  in  the c o n s t r a in t  s e t  
in  th e  nex t i t e r a t i o n  and th e  co rresp o n d in g  a tta in m en t in d ic a to r  i s  dropped 
from th e  o b je c tiv e  fu n c t io n s .  D uring the i t e r a t i o n s  i t  may be found th a t  
the  DM needs to  re v is e  some o f  th e  a s p i r a t io n  le v e ls  imposed as c o n s tr a in ts
in  Y^. The a lg o rith m  s to p s  when th e  DM i s  s a t i s f i e d  w ith  one o f  the
so lu t io n s  which a re  p re se n te d  to  him fo r  c o n s id e ra tio n .
Advantages o f SEMOPS a re  th a t  i t  can in c o rp o ra te  o b je c t iv e s  which do 
no t have to  be maximized o r m inim ized, and th a t  the  DM can re -e v a lu a te  
achievem ent le v e ls  a t  each  c y c le . D isadvantages a re  th a t  l i n e a r  problems 
are  o f te n  t r a n s la te d  in to  n o n lin e a r  problems which take  a l o t  o f tim e to  
so lv e , and th e  p o s s ib i l i t y  of B d ing  in c o n s is te n t  c o n s t r a in t  s e t s  when 
s o lv in g  the  a u x i l ia r y  problem s, i h i s  causes the d e te rm in a tio n  o f a 
sy s tem a tic  s e t  o f a s p i r a t io n  le v e ls  to  become random and unsy stem a tic  (Hwang 
and Masud (1979, page 207 )).
The rem ain ing  methods which we look  a t  a l l  make use o f the  id e a l  
p o in t f  , where
f .  = maximum ? c . . x . ; i  = 1 ...........r .  (2 .22)
1 x t  X j . l  "  ]
In  a d d it io n ,  some o f the methods make use o f th e  p e s s im is t ic  p o in t  ( a n t i -
id e a l)  f 0111, where f ? ln  i s  th e  minimum v a lu e  th a t  o b je c tiv e  fu n c tio n  i
tak es on over th e  s e t  of r  so lu t io n s  computed in  (2 .2 2 ) .
The Goal Programming STEP Method (GP STEM), which l in k s  th e  STEP 
method and goal programming, was proposed by F ic h e fe t  (1976). T his method 
ex p lo re s  th e  nondominated s o lu t io n s  which g iv e  th e  o b je c t iv e s  v a lu e” which 
a re  'c lo s e ' to  th e  goal le v e ls  imposed by the DM.
The r  l i n e a r  programming problems of (2 .2 2 ) a re  solved fo r  an id e a l  
p o in t f  . Using th i s  p o in t  a s  a r e fe re n c e ,  th e  DM i s  asked to  p rov ide  
b e s t  s a t i s f a c to r y  le v e ls  (g o a ls)  b . fo r  each o b je c t iv e  i ,  i  = l , . . . , r .
The goal programming problem
m inimize I  ( d, + d t  ) (2 .23)
s u b je c t to  f^ (x ) + d^ -  d f  = b^; i  -  l , . . . , r ;
i s  so lved  fo r  a s o lu t io n  x&. I f  d. =• 0 f o r  a l l  i ,  then a l l  th e  goal 
le v e ls  have been achieved and, g e n e ra l ly ,  a re  th en  in c re a se d .
The method in v o lv e s  so lv in g  a s e t  o f  p a ra m e tric  l in e a r  programming 
problems to  ex p lo re  th e  nondominated s o lu t io n s  'n e a rb y ' th e  s o lu t io n  x®.
The p a ram etric  problems examine the e f f e c t s  o f red u c in g  c e r ta in  goal 
le v e ls ,  co n sid ered  one a t  a tim e, on th e  sum o f th e  underachievem ent o f the 
g o a ls  in  (2 .2 3 ) (w ith  d t  = 0 f o r  a l l  i ) . T his in fo rm atio n  i s  used to
determ ine th e  w eigh ts o f the l i n e a r  programming problem  ( 2 .1 ) ,  which i s  
then  so lv ed  fo r  a s o lu t io n  xC. The two s o lu t io n s  a re  then  p re se n te d  to  
th e  DM fo r  c o n s id e ra tio n .  I f  any d^ >  0 ,  1 <  i  <  r ,  and a t  l e a s t  one goal 
l e v e l  can be r e la x e d ,  t h i s  r e la x a t io n  can be ach ieved  in  a sy s te m a tic  
manner u s in g  in t e r v a ls  which were o b ta in ed  du rin g  th e  p a ra m e tr ic  s ta g e s .  
The method te rm in a te s  w ith  s o lu t io n  xc when no goa l le v e ls  can be 
re la x e d ,  o r  when th e  DM in d ic a te s  th a t  x® i s  s a t i s f a c to r y .
Hwang and Masud (1979, page 225) no te  th a t  GPSTEM had n o t been 
te s te d  on la rg e  p r a c t i c a l  MODM problem s a t  Chat s ta g e .  In  a d d i t io n ,  the 
method fo r  o b ta in in g  th e  w eights to  so lv e  (2 , 1) fo r  xc in v o lv es  a 
complex procedure . However, because  th e  DM can f i x  th e  goa l le v e ls  
p ro p e r ly , u sin g  £ as a r e f e r e n c e ,  and th e  r e la x a t io n  of th e se  goals 
can be done s y s te m a tic a l ly ,  Hwang and Masud b e lie v e  th a t  GPSTEM may g ive  
a s a t i s f a c to r y  s o lu t io n  in  few er i t e r a t i o n s  th an  STEM does.
Spronk (1981) p roposes an I n t e r a c t iv e  M u ltip le  Goal Programming 
(IMGP) method in  o rd e r  to  overcome some o f th e  problem s a n d /o r d is a d v a n t­
ages encountered  in  th e  methods d isc u s se d  p re v io u s ly . In  IMGP, a potency 
m a tr ix  i s  i n i t i a l l y  co n s tru c te d  from th e  id e a l  s o lu t io n  f  c a lc u la te d  
in  (2 .22 ) and th e  co rrespond ing  p e s s im is t ic  s o lu t io n  f min. The potency 
m a tr ix  and some i n i t i a l  s o lu t io n  i s  then p re sen ted  to  the DM fo r  
c o n s id e ra tio n .
The DM i s  asked to  look a t  th e  c u r re n t p roposed s o lu t io n  and to 
dec id e  which o b je c t iv e  needs to  be in c re a se d  f i r s t .  T his le v e l  i s  then  
in c re a se d  in  a sy s tem a tic  ( i . e .  a lg o r ith m ic )  manner (c o n su lt  Spronk (1981) 
fo r  d e t a i l s )  and i s  in c o rp o ra te d  in to  th e  problem  as a c o n s t r a in t ,  (2 .22 ) 
i s  then  so lved  ag a in  w ith  the added r e s t r i c t i o n  and a new id e a l  p o in t
and p e s s im is t ic  s o lu t io n  a re  c a lc u la te d  ( c . f . Z e le n y 's  Method o f the 
D isp laced  I d e a l ) .  A t r i a l  p e s s im is t ic  s o lu t io n  i s  c o n s tru c te d  which d i f f e r s  
f r o -  "he p rev io u s  s o lu t io n  on ly  where th e  in c re a se d  o b je c tiv e  i s  concerned, 
Tb'e new po tency  m a tr ix  and s o lu t io n  a r e  p re se n te d  to  th e  DM fo r  
com parison w ith  th e  p rev ious ones, where th e  s h i f t s  in  th e  po tency  m a tr ix  
and s o lu t io n  can be viewed a s  a ' s a c r i f i c e '  f o r  reach in g  th e  proposed 
s o lu t io n .  I f  th e  DM i s  n o t s a t i s f i e d ,  th e  le v e l  o f  the o b je c t iv e  i s  
s y s te m a tic a l ly  reduced u n t i l  a s a t i s f a c to r y  ( to  th e  DM) outcome i s  ach ieved . 
When th e  DM co n s id e rs  a s a c r i f i c e  to  be j u s t i f i e d ,  the a lg o rith m  r e s t a r t s  
by a sk in g  th e  DM which o b je c t iv e  should be in c re a se d  n e x t. T his p rocedure 
co n tin u es  u n t i l  th e  DM i s  s a t i s f i e d  w ith  th e  le v e ls  ach ieved  by a l l  the 
o b je c t iv e s  a t  th e  c u r re n t so lu t io n ,
The methou, can a lso  be adap ted  to  en ab le  more than one o b je c tiv e  to  be 
a d ju s te d  in  an i t e r a t i o n .  The method r e q u ir e s  a l im ite d  amount o f  inform a­
t io n  from th e  DM. The DM i s  on ly  re q u ire d  to  s p e c ify  which o b je c t iv e s  
shou ld  be in c re a se d ; t h i s  i s  then  done sy s te m a tic a l ly  u n t i l  th e  DM i s  
s a t i s f i e d  w ith  th e  outcome. No t r a d e - o f f  in fo rm a tio n  i s  re q u ire d  and th e  DM 
i s  n o t re q u ire d  to  s p e c ify  goa l le v e ls  (a lth o u g h  in fo rm a tio n  o f t h i s  type 
can be  in c lu d e d ) ,  o r th e  amount o f r e la x a t io n  ( c . f .  STEM) th e  DM i s  
p rep a red  to  a llo w . A d isad v an tag e  o f  t h i s  method i s  th a t  i t  s to p s  w ith  a 
s a t i s f a c to r y  s o lu t io n .  There i s  no guaran tee  th a t  th i s  s o lu t io n  i s  
the most p re fe r re d  s o lu t io n  and may in  f a c t  be dom inated.
Spronk (1981) g iv es  an accoun t o f IMGP when ap p lie d  to  se v e ra l 
p r a c t i c a l  p roblem s.
Hwang and Masud (1981) overcome cha problem  of a dominated s o lu t io n  
w ith  t h e i r  In te r a c t iv e  S eq u e n tia l  Goal Programming (ISGP) method. U nlike 
th e  p rev io u s m ethod, however, ISGP re q u ire s  che DM to  s e t  go a l l e v e ls .
In  t h i s  m ethod, £ and f min e re  computed a s  b e fo re  and p re se n te d
to  th e  DM. The DM then  s e t s  goa l le v e ls  f o r  each o b je c t iv e ,  where
£?ln  <  b £ <  f j j  i  = 1 ............
The fo llo w in g  goa l programming problem i s  th en  so lved :
m inim ize { £ d7 , £ -dT } (2 .24 )
i - i  *■ i - i  1
s u b je c t to  x s X
fj_(x) > Wj_ di  -  wi  d f  = b ^ ; i  = L , , . . , r ;  <2.25)
<  l j  i  = 1 , . . . , r ;
fc*er6 Wr “ b .  -  f®111 i s  a n o rm a lis a tio n  f a c to r .
The f i r s t  o b je c t iv e  i s  to  ach ieve  the g o a l le v e ls  and th e  second i s  to  
ach ieve  a nondom inated s o lu t io n .  The above problem  i s  then  so lved  a 
f u r th e r  r  tim es w ith  d, s e t  to  zero in  tu rn  f o r  i  = 1 , . . . , r  so 
as to  g e n e ra te  so lu t io n s  which s a t i s f y  th e  in d iv id u a l g o a ls .
A t r a d e - o f f  ta b le  com prising  £ , f m in, the  s o lu t io n  to  (2 .24 ) (2 .2 5 ) ,  
the  r  a d d i t io n a l  so lu t io n s  and th e  goa l le v e ls  b i s  then c o n s tru c te d .
'If th e  DM i s  n o t s a t i s f i e d  w ith  any of th e  r+1 s o lu t io n s ,  he i s  ask fd
to  modify b from the in fo rm a tio n  in  th e  ta b le .  A c o n s is te n c y  check i s
then perform ed to  make 6'ure th a t  i f  th e  DM w ants an improvement in  one 
o b je c t iv e ,  th a t  he i s  ready  to  accep t a dec rea se  in  a t  l e a s t  one o th e r  
o b je c tiv e  s in ce  th e  c u r re n t s o lu t io n  i s  nondom inated.
A new goa l programming problem  i s  Chen so lv ed , where Che f i r s c  
p r io r i t y  i s  to  a t t a i n  th o se  go a ls  which were reduced (o r  n o t changed) by 
th e  DM; th e  second p r i o r i t y  i s  to  s a t i s f y  Che r e s t  o f  th e  g o a ls  and th e  
t h i r d  p r i o r i t y  i s  to  en su re  nondominance o f the s o lu t io n .  A f u r th e r  r  
a d d i t io n a l  s o lu t io n s  a re  ag a in  tiontpuCed fo r  each  o b je c tiv e  co n sid ered  
in  tu rn  and a new t r a d e - o f f  cab le  i s  conscrucced . The method co n tin u es  
u n t i l  th e  DM f in d s  a nondominated s o lu t io n  from th e  ta b le  which he 
co n s id e rs  to  be s a t i s f a c to r y .
The au th o rs  r e p o r t  (page ADO) Chat ISGP has been a p p lied  su ccess­
f u l ly  to  a  developm ent p lan n in g  model,
.6 2 .
CONCLUDING REMARKS
In  th i s  s e c tio n  we have g iven  a b r i e f  overview  o f th e  d i f f e r e n t  
tech n iq u es fo r  so lv in g  MCDM problem s and then g iven  an o u t l in e  o f some 
o f th e  main methods which have been proposed fo r  so lv in g  l i n e a r  program­
ming problem s w ith  more than one o b je c tiv e  fu n c tio n .  We have assumed 
th roughou t th a t  o n ly  one DM i s  inv o lv ed  in  the  d e c is io n  melting p ro cess  
and th a t  th e re  i s  some im p l ic i t  fu n c tio n  which re p re s e n ts  the DM's 
p re fe re n c e  s t r u c tu r e .  We have seen  th a t  th e  methods fo r  so lv in g  problem 
(1 .4 )  a re  q u i te  d iv e rs e  in  th e i r  ph ilo sophy  and consequen tly  in  t h e i r  
approach .
Some o f th e  methods which have been m entioned have been g e n e ra lis e d  
to  m u ltip le  o b je c t iv e  programming problems where the o b je c t iv e  fu n c tio n s  
a r e  concave ( r a th e r  then  l in e a r )  a n d /o r  the c o n s tr a in t  s e t  X i s  a 
convex s e t  ( r a th e r  than  ( 1 .3 ) ) .  S ev e ra l o f th e  methods have a lso  been 
ex tended  to  hand le  th e  cases:
a) where more than one DM i s  in vo lved  and a compromise s o lu t io n  between 
DM'a needs to  be Sound, a n d /o r
b) the models a re  n o t e n t i r e ly  d e te rm in is t ic  and could  have s to c h a s t ic  
components.
CHAPTER 3 THE MARGINAL UTILITY VECTOR
W allen ius (1975) re p o rte d  th a t  the I n t e r a c t iv e  Frank-W olfe a lg o rith m  
(o r th e  Method o f  G eo ffrio n  which was d isc u s se d  in  S ec tio n  2 ,4 .1 )  perform ed 
p o o rly  when i t  was used on a t e s t  problem  o f th e  form d e fin ed  in  ( 1 .4 ) .  I t  
was found th a t  t h i s  was p r im a r i ly  due to  th e  d i f f i c u l t y  th a t  a D ec is ion  
Maker e x p e rien ces  when t r y in g  to  e s tim a te  th e  m arg ina l r a t e s  o f s u b s t i tu t io n  
between the o b je c t iv e s .  R osinger (1981) in tro d u ced  a more f l e x ib l e  approach 
(th an  had been used p rev io u s ly )  to  the e s tim a tio n  o f th e  MRS in  an a ttem pt 
to  ( p a r t i a l l y )  overcome th i s  problem.
In  th i s  c h ap te r  we p ropose a method o f e s tim a tin g  th e  MRS which i s  
based on the approach developed by R o,.inger. T h is  method g ives th e  DM 
th e  freedom  to :
a) e v a lu a te  th e  m arg ina l r a t e  o f s u b s t i tu t io n  between any two o b je c tiv e s  
(s u b je c t  to  c e r ta in  r e s t r i c t i o n s ) , and
b) make s ta tem en ts  which can , to  some e x te n t ,  c o n tr a d ic t  each o th e r .
Whereas R osinger a ls o  enab led  th e  DM to  compare m arg in a l u t i l i t i e s  o f  more 
than two o b je c t iv e s  s im u ltan eo u s ly , we r e s t r i c t  th e  DM to  p a irw ise  com pari­
sons between o b je c t iv e s  in  o rd e r  to  o b ta in  the m arg inal r a t e  o f s u b s t i tu t io n  
between th e  two o b je c t iv e s .  .
We in tro d u ce  an in d if f e r e n c e  t r a d e -o f f  m a tr ix  which c o n ta in s  the 
in fo rm a tio n  o b ta in ed  from th e  DM re g a rd in g  h is  e s tim a te s  o f the MRS between 
any two o b je c tiv e s  a t  soma f e a s ib le  s o lu t io n  to  ( 1 .4 ) .  The p ro p e r t ie s  of 
t h i s  in d if fe re n c e  m a tr ix  and i t s  co rrespond ing  enqu iry  p a t te rn  a re  then 
examined. The e s tim a ted  m arg ina l u t i l i t y  v e c to r  (o r a v e c to r  which i s  
c o l l in a a r  w ith  t h i s  v e c to r )  i s  then  found by so lv in g  on e ig en v ec to r 
problem . The p ro p e r t ie s  of t h i s  v e c to r  a re  then  d isc u sse d .
THE INDIFFERENCE TRADE-OFF MATRIX
We re q u ire  che DM to s e l e c t  a cumber p >  r - I  o i  su b se ts  o£ e x a c tly  
two e lem ents (from  the r  o b je c tiv e  fu n c tio n s)
i •• • •» Jp  c ( 1»•• • • >r ) (3 .1 )
r e p re s e n tin g  p a ir s  o f o b je c tiv e s  whose m arg in a l r a t e s  o f s u b s t i t u t i o n  (or 
in d if fe re n c e  t r a d e -o f f s )  he f e e l s  th a t  he i s  ab le  to  e s tim a te  a t  some 
f e a s ib le  s o lu t io n .  For each o f th e se  su b se ts
J m "  ( i» j  >» sity, 
where 1 <  i  <  r ;  i ^ j j  1 <  m <  p;
th e  DM s t a t e s  h is  in d if f e r e n c e  between a g a in  (o r  l o s s )  o f u n i ts
in  o b je c t iv e  i  f o r  a lo s s  (o r g a in ) o f u n i ts  in  o b je c tiv e  j .
i . e .  suppose th a t  we p re s e n t th e  DM w ith  a f e a s ib le  s o lu t io n  x and 
th e  p o in t
£(x) -  (£ 1( x ) , . , . , £ r ( x ) ) .
The DM in d ic a te s  th a t  he i s  p rep a red  to  compare o b je c t iv e s  i  and j  a t  
the mch p a irw ise  com parison. Form ulate the  two p o in ts
A » ( f  1 ( x ) , . . ,  ^ ( x ) , . , ,  f  j  ( x ) , . . ,  f  r  (x ) )
B -  ( f 1 ( x ) , . - . , £ i (x)*dm i, . . , f j ( x ) + d mj , . - , £ r (x ))
where ^  0 ( i . e .  one i s  p o s i t iv e  and one i s  n e g a t iv e ) .
The DM i s  Chen asked  which o f  th e  two p o in ts  he p r e f e r s .  I f  he , r e f e r s  A 
th en , keeping  d ^  c o n s ta n t,  d^. i s  in c re a se d  ( i .e . .  made more p o s i t iv e  
i f  i t  i s  p o s i t iv e  and l e s s  n eg a tiv e  i f  i t  i s  n eg a tiv e )  u n t i l  he p r e fe r s  
B to  A. At th a t  s ta g e  d^. i s  d ecreased  u n t i l  he cannot d is t in g u is h ,  o r
i s  in d i f f e r e n t ,  betw een A and B. Then d e f in e  the v e c to r  to  be
d^ -  ( 0 , .  , . ,  d ^ , . . .  , d ^  , . .  ,0 ) (3 .2 )
where and d ^  a re  the  in d if fe re n c e  t r a d e - o f f s  between o b je c t iv e s
I f  u (x) i s  th e  " t ru e "  v e c to r  o f w eights a t  the f e a s ib le  s o lu t io n  
x ( i . e .  i s  c o l l i n e a r  w ith  V U (f(x)) ) ,  then t h i s  v e c to r  i s  normal to  the  
ta n g e n t ( re p re se n te d  by th e  in d if f e r e n c e  t r a d e -o f f s )  to  th e  in d if f e r e n c e  
curve a t  th e  p o in t  x . In  e s tim a tin g  th e  v e c to r  d^, th e  DM i s  t ry in g ,  
as f a r  a s  i s  p o s s ib le ,  to  f u l f i l l  the  c o n d itio n  th a t
d m ^ u t(x )  + dmjU * (x )  = 0
o r dQ.u* (x ) = 0; V m -  1 , . . . ,p .  (3 .3 )
The in d if f e r e n c e  t r a d e - o f f  m a tr ix  D, which i s  p x r ,  i s  then  
co n s tru c te d  from th e  p row v e c to r s  d as fo llow s:
where p >  r-1  and r  i s  th e  number o f o b je c t iv e  fu n c tio n s .
S ince we a re  a ttem p tin g  to  f in d  a lo c a l  e s tim a te  o f the s lo p e  o f the  
in d if fe re n c e  curve a t  some p o in t x , the v a lu es  d ^  and d ^  should 
n o t be too la rg e ,  but should be la rg e  enough fo r  the DM to  make a meaning­
fu l  d i s t i n c t io n  betw een A and B.
THE INQUIRY PASTERN
A p x r  m a tr ix  P , correspond ing  to  D, can be c o n s tru c te d  as 
fo llo w s:
= 0  i f  -  0 (3
= -1  i f  <  0
where 1 <  m <  p ; 1 < i  <  r ;  p > r - 1 .
From th e  c o n s tru c t io n  o f D, g iven  in  (3 .2 )  and ( 3 .4 ) ,  each row o f  P 
has e x a c tly  two nonzero elem ents: a 1 and a -1 .
LEMMA 3 .1  Rank (P) <  r  -  1.
L et P -  (p v p 2 .............pr )
where p. i s  a column v e c to r .  Then 
P:  + p2 + . . .  + pr  = 0
s in c e  each row o f P c o n ta in s  a 1 , -1  and r - 2  z e ro s .  □
The mC^  row o f  the in q u iry  p a t te rn  P c o n ta in s  th e  in fo rm a tio n  
o f which two o b je c t iv e s  have been compared a t  the mC^  p a irw ise  
com parison. We impose the fo llo w in g  r e s t r i c t i o n s  on P, and hence on D,
to  ensure th a t  th e  v e c to r  o f w eights which we a re  c ry ing  to  e s tim a te  i s  
u n ique ly  d e fin ed  ( s u b je c t  to  s c a lin g )  fo r  a l l  th e  o b je c t iv e s .
RESTRICTION 3 .2  Each o b je c tiv e  i s  compared to  some o th e r  o b je c t iv e  a t  
l e a s t  once.
i . e .  U -  ( 1  r  }.
RESTRICTION 3 .3  Any two o b je c tiv e s  should  be compared to  each  o th e r  a t  
most once. i . e .  i f  = J  , then  m = n .
RESTRICTION 3 .4  There a re  no groups o f d i s jo in t  su b se ts  o f com parisons,
i . e .  th e re  e x i s t s  no s e t  I  <= ( I , . . . , p  ] such th a t
< U J ) n  ( u  j ) - ♦
me I  n e { l , . . ,p } - I
u n le s s  I  -  { 1 , , . . ,p  }.
The f i r s t  two r e s t r i c t i o n s  ensu re  th a t  in fo rm a tio n  about each 
o b je c t iv e  i s  g iv en  and th a t  th i s  in fo rm a tio n  i s  n o t re p e a te d . The l a s t  
r e s t r i c t i o n  g u aran tees  th a t  th e  v e c to r  o f w e ig h ts , which i s  computed from 
th e  in d if fe re n c e  m a tr ix  D, w i l l  be un iq u e ly  defin ed  (s u b je c t  on ly  to
s c a l in g ) .  T his p ro p e r ty  w il l  be proved l a t e r  on. R e s tr ic t io n s  3 .2  -  3 .4
have th e  fo llo w in g  consequence on th e  in q u iry  p a t te r n .
LEMMA 3 ,5  I f  the in q u iry  p a t te r n  P s a t i s f i e s  R e s t r ic t io n s  3 .2  -  3 .4 ,
then P has rack  r - 1 .
P ro o f: Prom Lemma 3.1 we have t h a t  P has rank  <  r - 1 .
R e s tr ic t io n  3 .2  en su re s  th a t  no column v e c to rs  o f  P w i l l  c o n s is t  o f 
z e ro s  on ly . Assume th a t  P has rank  s <  r - 1 . Reorder the  columns of 
P so th a t  th e  s l in e a r ly  independent columns a re  numbered from 
l , . . , s .  L e t 1^ -  { l , . . . , a + l  > and I 2 “ ( s + 2 , . . . , r  ) .  S ince the 
s+1 columns o f P which a re  indexed in  1^ a re  l in e a r ly  dependent, 
th e re  e x i s t s  a e R8"1"1',  a ? 0, such th a t
where p. i s  th e  i th  column o f the  re o rd e re d  P. By R e s t r ic t io n  3 .4 , 
one o f th e  o b je c t iv e s ,  say j  e I p  i s  compared to  a t  l e a s t  one o f the
o b je c t iv e s  indexed in  the  s e t  I 2 a t  the (1 <  m <  p) pa irw ise
com parison. Suppose th a t  o b je c tiv e  j  s i s  compared to  o b je c t iv e  
k c I j • Then, in  row m th e re  i s  a nonzero elem ent in  the j 1*
column and zeros in  the  r e s t  o f th e  columns fo r  a l l  i  e 1^, i  /  j .
T h e re fo re , a , ■ 0 . D ele te  j  from 1^ and in c lu d e  i t  in  I g '
A pplying th e  above procedu re  re p e a te d ly ,  we e v e n tu a lly  g e t th a t
£ (by R e s t r ic t io n  3 .4 )  and th a t  «= 0 fo r  i  «■ 1 , . . .  , s + l .  
T h is  c o n tr a d ic t io n  im p lie s  th a t  s = r - 1 .  D
3 .3  THE CONSISTENT DECISION MAKER
C onsider an in d if fe re n c e  m a tr ix  D as d e f in e d  in  (3 .2 )  (3 .4 )  w ith  
a co rrespond ing  in q u iry  p a t te r n  P as d e fin ed  in  (3 .5 ) .
DEFINITION 3 .6  A DM i s  c a lle d  c o n s is te n t  i f ,  f o r  aome (n o t any) s e t  o f
sc a l in g  f a c to r s  w >  0 (1 <  m <  p ) , th e re  e x i s t s  a v e c to r  a  e Rr
such th a t  ( c . f .  (2 .4 ) w ith  a and w in te rch an g ed )
EXAMPLE 3 .7  L e t r  = 3 and suppose th a t  the  DM i s  a b le  Co compare a l l  
3 o b je c t iv e s  w ith each o th e r ,  i . e .  = { 1 ,3 } , J 2 = {2,3} and = {1 ,2} . 
Then p = 3. Suppose th a t  the  DM e s tim a te s  th e  in d if f e r e n c e  t r a d e - o f f  
m a tr ix  D a s :
This has the  co rrespond ing  in q u iry  p a t te r n  P g iven  by:
which has ran k  2. S ea lin g  Che rows o f D ; 
each column a re  th e  same in  m agnitude g ives
i th a t  th e  nonzero elem ents in
1 0 -I j i
0 I - i | = i D
i  - i  o I
Then th e re  e x i s t s  a = ( 1 , j ,  1 |)  such th a t
i - ! ‘ ■n I 1
and so the DM i s  c o n s is te n t .  □
NOTE 3 .8
( i )  The s e a lin g  which was done in  the  above example can only  be
ach ieved  i f  th e  DM has g iven  no c o n f l ic t in g  in fo rm a tio n : hence the 
name " c o n s is te n t" ,
( i i )  I f  p * r - 1 ,  then th e  DM has given  the minimum amount of in fo rm a tio n  
which i s  r e q u ire d . T his i s  in s u f f i c i e n t  f o r  any c o n f l ic t in g  in f o r ­
m ation to  em erge. The G eo ffrio n  Method (d isc u sse d  in  S e c tio n  2 .4 .1 )  
re q u ire s  r -1  p a irw ise  com parisons and s a t i s f i e s  t h i s  d e f in i t i o n ,  
a s  was shown in  ( 2 .4 ) .  F u r th e r  p a irw ise  com parisons a r e  made in  
o rd e r  to  throw up any in a c c u ra c ie s  which a r e  be ing  made by th e  DM. 
Any c o n f l ic t in g  in fo rm a tio n  i s  th e n  re so lv ed  by th e  DM b e fo re  the 
method p ro c e e d s . K osinger (1981) overcomes th i s  by in c o rp o ra tin g  and 
u t i l i z i n g  a l l  the  in fo rm a tio n  given  by the DM, w hether t h i s  was 
c o n f l ic t in g  or n o t.
( i i i )  A DM b e in g  c o n s is te n t  does n o t im ply th a t  the  t r a d e - o f f s  (o r  MRS) 
a re  th e  c o r re c t  ones. The DM could  be c o n s is te n t ly  " in c o r r e c t" .  □
LEMMA 3 .9  Suppose cha t th e  DM g iv es  an In d if fe re n c e  t r a d e - o f f  m a tr ix  D 
as d e fin ed  in  (3 .2 )  (3 .4 )  w ith  a co rrespond ing  in q u iry  p a t te rn  P as 
d e f in e d  in  ( 3 .5 ) .  I f  P s a t i s f i e s  R e s tr ic t io n s  3 .2 -3 .4  and the DM i s  
c o n s is te n t ,  th en :
( i )  D has rank r-1
( i i )  th e re  e x i s t s  a e RC s a t i s f y in g  (3 .6 )  such th a t  a >  0 ,  and
( i i i )  th e re  e x i s t s  u e Rr , w ith  u. >  0 V i ,  such th a t
Du -  0 . (3 .7 )
Furtherm ore , u i s  unique f o r  ilu f) * 1.
( i )  Fo llow s from (3 .6 )  and Lemma 3 .5 .
( i i )  The e x is te n c e  o f  a i s  by D e f in it io n  3 .6  o f c o n s is te n t .
C onsider th e  mC^  row o f ( 3 .6 ) .  E quating  c o e f f ic ie n ts  on th e  l e f t  
and r i g h t  hand s id e s  o f th e  eq u a tio n  g iv es
Then a . i s  g r e a te r  than  zero  because w^ >  0 (D e f in itio n  3 .6 ) and 
d ^  and have th e  same s ig n  (from  ( 3 .5 ) ) ,  R e s t r ic t io n  3.2
en su re s  th a t  th e  above i s  t ru e  fo r  every  o b je c t iv e  i  a t  some 
p a irw ise  com parison m. T h e re fo re , a . >  0 V i  ** 1 , . . . , r .
( i i i )  From D e f in i t io n  3 .6  th e re  e x i s t s  a e Rr , co rrespond ing  to  some
s c a lin g  v e c to r  w £ Rp , w >  0 , such th a t
W1 ] [ *1
D » P
Wf  . nr  .
P o s tm u ltip ly in g  th i s  eq u a tio n  by some nonzero  u 6 R ( i . e .  
V i )  g iv es :
Choose y ,  -* 1 fo r  a l l  i .  T h e re fo re , s e t t i n g
where p . a re  the  columns o f 1 (and each  row o f P has a -1 .  
and a +1).
Since >  0 fo r  m -  1 , . . ,  ,p , we have th a t  th e re  e x is t s  u >  0 , 
defin ed  in  ( 3 .8 ) ,  such th a t  Du ■ 0.
F u rtherm ore , the  v e c to r  y = < 3 (1 ,. . . ,1 )  ia  th e  on ly  s o lu t io n  to 
Py = 0 , where a i s  any s c a la r  (s in c e  P has rank  r - 1 ) . T h e re fo re ,
ui  =• a /a ^  >  0 fo r  i  « 1 ......... ..
w i l l  be un iq u e ly  determ ined  by the n o rm a liza tio n  requ irem en t
II u II -  1. 0
I f  R e s t r ic t io n  3 .4  on 1’ i s  l e f t  o u t ,  then  the rank  o f P may be
le s s  than r -1 .  In  t h i s  case u >  0 such th a t  II u II = 1 may n o t be
un ique ly  determ ined .
Me now show th a t  th e  d e f in i t io n  o f  a c o n s is te n t  DM, a s  g iven  in  
D e f in it io n  3 .6 , i s  eq u iv a le n t to  showing th a t  Che rank  o f D i s  r - 1 .
To do so , we tu rn  ou r a t te n t io n  to  the p ro p e r t ie s  o f D.
LEMMA 3.10  Suppose cha t the DM has g iven  an in d if f e r e n c e  m a tr ix  D w ith  
rank  r - 1 ,  which has a co rrespond ing  in q u iry  p a t t e r n  P s a t i s f y in g  
R e s tr ic t io n s  3 .2 -3 .4 .  Then th e re  e x i s t s  u s Rr  w ith  u >  0 such th a t
P ro o f; S ince D i s  p x r  w ith  p >  r - 1  and D has ran k  r - 1 ,  th e re  
e x i s t s  u 0 such th a t  Du *> 0 . A lso , -u  s a t i f i e s  Du = 0. T h e re fo re , 
m  can f in d  a t  l e a s t  one component o£ u ,  say u , , -which i s  p o s i t iv e ,
By R e s t r ic t io n  3 .2  o b je c t iv e  i  i s  compared to some o th e r  o b je c t iv e ,  
say j , a t  the  m6*1 p a irw ise  com parison where 1 <  a  <  p . M ultip ly in g
th e  mC^  row o f D in to  u g ives
" l " !  * -  °
i...
wher= , ,d  <  o and u. >  0 . So we have th a t  u . >  0.
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By R e s t r ic t io n  3 .4 ,  e i t h e r  o b je c tiv e  i  o r  o b je c t iv e  j (o r  bo th) is  
compared to  a t  l e a s t  one o th e r  o b je c t iv e ,  say k . Then, a s  above, we 
have th a t  >  0 . C ontinu ing  in  t h i s  way, R e s t r ic t io n  3 .4  ensu res  
t h a t  we a re  a b le  to  compare a l l  th e  o b je c t iv e s  a t  some s ta g e  and we 
w i l l  be ab le  to  c o n s tru c t u such th a t  >  0 fo r  a l l  i  « 1 ...........  □
THEOREM 3.11 Suppose t h a t  the DM g iv es an in d if fe re n c e  t r a d e - o f f  m a trix  
D w ith  rank r - 1 ,  which has correspond ing  in q u iry  p a t te rn  P s a t i s f y in g  
R e s tr ic t io n s  3 .2 -3 .4 .  Then the DM i s  c o n s is te n t ,  i . e .  D e f in i t io n  3 .6  i s  
s a t i s f i e d .
P ro o f! By Lemma 3.10 th e re  e x i s t s  u >  0 such th a t  Du * 0.
C onsider the mt ^  row of D and suppose th a t  o b je c t iv e s  i  and j  
have been compared. Then
(3 .9 )
where dm. . d^. <  0 and u, 
th a t  a . ^  0 and d . <  C 0 . For a l l
k ,  Uj >  0. W ithout lo s s  of g e n e r a l i ty ,  take
0 . For a l l  w a s c a la r ,  we have th a t
(3 .10)
C onsider the m a trix
Looking a t  the m6*1 row we have th e  row v e c to r
(0 , . . . ti , . . . 0 )
which i s  p o s i t iv e .  T his choice o f w s t i  
f o r  th i s  c h o ice  o f w^, have th a t  the 
i n  (3 .11 ) i s
: i s f i e s  (3 .1 0 ) .  Then, 
row o f  th e  m a tr ix  g iven
(0 1 « > . ,  1 , * , . ,  —1 , *
which i s  th e  d e f in i t i o n  o f th e  mCh 
t h i s  h o ld s  f o r  a l l  m, 1 <  m <  p , ■
, 0 ) ,
row o f  P (from  ( 3 .5 ) ) .  S ince 
have th a t  f o r  w g iven  in  (3 .2 2 ) ,
T h e re fo re , th e re  e x i s t s  a e E , g iven  by
a^ * 1 /u^ fo r  i  -  1 , . . . , r ,
such th a t  D e f in i t io n  3 ,6  i s  s a t i s f i e d .  O
We have a lread y  seen , in  Lemma 3 ,9  ( i ) , th a t  co n s is ten cy  im p lie s  th a t  
the rank o f D i s  r - 1 .  In  the  above theorem  we proved th a t  the  converse 
i s  a ls o  t r u e . T h e re fo re , we a ra  ab le  to  re d e f in e  c o n s is te n c y  in  a more 
s a t i s f a c to r y  way s in c e  the fo llo w in g  d e f in i t io n  should be e a s ie r  to check.
DEFINITION 3.12  Suppose th a t  th e  DM g ives an in d if f e r e n c e  m a tr ix  D 
which has a co rrespond ing  in q u iry  p a t te r n  $> s a t i s f y in g  R e s tr ic t io n s  3 .2 -  
3 .4 ,  I f  th e  rank  of D io  r - 1 ,  then  the DM i s  c a l le d  c o n s is te n t .
In  the p ro o f o f Lemma 3 .10  we saw th a t  i t  i s  p o s s ib le  to  c o n s tru c t 
u >  0 s a t i s f y in g  Du = 0 when I) lias rank  r -1 .  T his c o n s tru c tio n  i s  
fo rm a lised  in  the fo llo w in g  a lg o rith m . I t  shou ld  be borne in  mind th a t
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we a re  n o t g e n e ra tin g  th e  d ir e c t io n  o f  th e  " t ru e "  m arg inal u t i l i t y  v e c to r ,  
m erely an e s tim a te  o f  t h i s  d i r e c t io n .  How good th i s  e s tim a te  i s  depends on 
how a c c u ra te ly  th e  DM (who we s t i l l  assume to  be c o n s is te n t)  i s  g iv in g  the 
in d if fe re n c e  t r a d e - o f f s  i n  th e  m a trix  D.
ALGORITHM 3,13
Step 0 . Choose some i  such th a t  1 <  i  <  r .  Set u . * 1.
S e t I  -  ( i  }, J  ■ *.
S tep 1 . S e le c t I  e I ,  i  J .
For a l l  o b je c t iv e s  j  (1 <  j  <  r ) , j   ^ I ,  where o b je c tiv e  j  i s
compared to  o b je c t iv e  i  a t  th e  mc*1 (1 <  m <  p) p a irw ise
com parison, w ith
d^ u ,‘ *  dm ^  "
See I  -  I  U { j} .
Repeat u n t i l  th e re  e x i s t s  no j  f! I  which i s  compared to  i .
S tep 2 . I f  I  ■ { 1 , . . . , r  j  then s to p .
O therw ise se c  J  * J  V (1) and go to  1 . O
NOTE 3.14
( i )  The s e t  I  keeps a reco rd  o f th e  u . ' s  which have been computed, 
w hile  the s e t  J  keeps a reco rd  o f th e  o b je c t iv e s  ( in  I )  which 
cannot be compared to any more o b je c t iv e s  which a r e  n o t a lre a d y  in
( i i )  In  (3 .1 3 ) ,  s in c e  d . .d  . <  0 and u . >  0 , we have th a t  u , >  0 . □
EXAMPLE 3.15 Suppose th ac  we have a problem  w ith  4 o b je c t iv e s  and cha t 
th e  DM g iv es  an in d if fe re n c e  t r a d e - o f f  m adrix (no rm alised  so Chat the 
m agnitude o f  the  IsrgesE  elem ent in  each row i s  a 1 ):
1 0 -0 .2 5  0
0 1 -0 .7 5  0
A pplying A lgorithm  3.13  ws g e t:
Step 0 . A r b i t r a r i ly  choose i  = 1. S e t
S e t I  = { 1 } ,  J  = $.
S tep 1 . Compare 1 w ith  3.
u 3 = u1/0 .2 5  = 4.
I  -  { 1 ,3  ) .
No fu r th e r  j  I  a re  compared I
Step 2 . J  » { 1 }. Go to  1.
1 . i  must be s e t  to  3.
Compare 3 w ith  2.
u2 -  0 .75  ty  « 3.
I  = { 1 ,2 ,3  }.
Compare 3 w ith  A .
I  -  { 1 ,2 ,3 ,4  }.
2 . Stop.
We have g enera ted  ti = (1 ,3 ,4 ,4 )  which s a t i s f i e s  Du = 0.
THE IDEAL DECISION MAKER
DEFINITION 3.16  A D ecision  Maker who i s  a b le  to  a s s e s s  th e  in d if fe re n c e  
t r a d e -o f f s  (o r th e  M arginal R ates of S u b s t i tu t io n )  (which c o n s t i tu te  the
in d if fe re n c e  t r a d e - o f f  m a tr ix  D) c o r r e c t ly  a t  any p o in t  k e X, i s
c a l le d  ■ideal.
Since an I d e a l  D ecision  Maker i s  ab le  to  a s se s s  th e  in d if fe re n c e  
tr a d e - o f f s  in  th e  m a tr ix  D c o r r e c t ly ,  we have from  (3 .3 )  th a t  the 
m arg ina l u t i l i t y  v e c to r  V U (f(x )), a t  the  p o in t  x , s a t i s f i e s
D V U (f(x)) -  0 .
In  t h i s  c a se , we denote  the  in d if fe re n c e  c ra d e -o f f  m a tr ix  a t  the  p o in t  x 
by D *(x). I f  th e  co rrespond ing  in q u iry  p a t te rn  P s a t i s f i e s  R e s tr ic t io n s  
3 .2 -3 .4 ,  Chen D (x) has rank  r - 1 .  I f  u (x) i s  a v e c to r  which i s  
c o l l in e a r  w ith 9U (f(% )), then
D*(x) u*(x) = 0.
From th e  r e s u l t s  o f  the  p rev io u s s e c t io n ,  th e re  i s  a un ique u (x) w ith
u*(x) >  0 , which s a t i s f i e s  II u (x) II ■ 1.
Obviously we have no way o f knowing i f  a DM i s  an id e a l  DM; only  i f  
he i s  a  C o n s is te n t DM. However, the concept p rov ides  us w ith  a p o in t  o f
THE INCONSISTENT DECISION MAKER
Suppose th a t  we have ob ta in ed  an in d if fe re n c e  t r a d e - o f f  m a tr ix  from 
th e  DM and th a t  i t  has a co rrespond ing  in q u iry  p a t te r n  which s a t i s f i e s  
R e s t r ic t io n s  3 .2 -3 .4 .  He n o te  th a t  a t  l e a s t  r -1  p a irw ise  com parisons 
a re  needed in  o rd e r  to  s a t i s f y  R e s t r ic t io n  3 .2 .  I f  th e  DM only  makes 
r -1  com parisons, then th e  DM i s  c o n s is te n t  (Note 3 .6  ( i i ) )  and the 
rank  o f D i s  r - 1 .  Any a d d i t io n a l  com parisons which a re  made cannot 
reduce  th e  rank  o f  D to  le s s  than r -1 .  T h e re fo re , we use th e  n eg a tio n  
o f  D e f in i t io n  3.12 to  d e f in e  in c o n s is te n c y .
DEFINITION 3.17 Suppose th a t  the  DM g iv es  an in d if f e r e n c e  t r a d e - o f f  
m a tr ix  D w ith  p p a irw ise  com parisons, where p > r ,  and th a t  the 
c o rrespond ing  in q u iry  p a t te rn  P s a t i s f i e s  R e s t r ic t io n s  3 .2 -3 .4 .  Then 
the DM i s  c a l le d  •CnoonQiatent i f  th e  rank o f  D i s  eq u a l to r .
S ince D has rank r  when th e  DM i s  in c o n s is te n t ,  th e re  does n o t 
e x i s t  a u 0 such th a t  Du * 0 .  T h e re fo re , we f in d  a v e c to r  which
comes " c lo s e s t"  to  f u l f i l l i n g  th e  c o n d itio n  Du * 0 by so lv in g  th e  
problem  ( c . f .  (2 .3 )  fo r R oainger)
A pplying the Kuhn-Tucker N ecessary C ond itions of O p tim a lity  (see  A v rie l 
(19 7 6 ), f o r  exam ple), we have th a t  a t  the  o p tim al s o lu tio n  to  (3 .14 ) (3 .15 ) 
th e re  e x is t s  a s c a la r  Lagrange M u l t ip l ie r  X such th a t
m inimise (3 .14 )
s u b je c t to (3 .15 )
( 3 . 15)
T his i s  an e ig e n v a lu e / e ig e n v e c to r  problem . S ince th e  m a tr ix  -D^D is
r e a l  and sym m etric, we know th a t  th e  r  e ig en v a lu es  and th e  co rrespond ing  
e ig en v ec to rs  a re  r e a l .  P rem u ltip ly irtg  (3 .1 6 ) by uT and usin g  (3 .1 5 ) g ive
A =  A u r u = - u T DT D u » - I I O u l | 2 < 0 .
T h ere fo re , the  e igen v a lu es  a re  a l l  n o n p o s itiv e . Problem (3 .14 ) (3 .1 5 ) then  
becomes th e  e q u iv a le n t problem o f  f in d in g  the maximum (n o n p o s itiv e )  e ig en ­
v a lu e  f o r  (3 .1 6 ) and i t s  co rrespond ing  e ig e n v e c to r .
. 3.18 I f  th e  DM i s  c o n s is te n t ,  then  X = 0 . T his fo llow s from th e  
f a c t  th a t  th e re  e x i s t s  u s< 0 such th a t  Du = 0 . In  a d d i t io n ,  X = 0 i s  
n o t a rep e a te d  e ig en v alu e  s in ce  the ran k  o f D i s  r - 1 .  X i s  th en  a 
"m easure o f th e  in c o n s is te n c ie s "  in  the  m a tr ix  D. i . e .  the  la r g e r  X is  
in  m agnitude, the  "w orse" a re  th e  in c o n s is te n c ie s .  A s im ila r  m easure of 
co n s is ten cy  (o r  in co n s is ten cy ) i s  used by Saaty (1980). Although th e  
problem s he c o n sid e rs  a re  u su a l ly  h ie r a r c h ic a l  in  s t r u c tu r e ,  the p ro cess  
o f e v a lu a tin g  w eights (by c o l le c t in g  in fo rm a tio n  from th e  DM reg a rd in g  
tr a d e - o f f s  and c o l la t in g  th i s  in  a r  * r  m a trix ) can be ap p lie d  to  a 
. problem  o f th e  form ( 1 .4 ) .
MOTE 3.19 The in d if fe re n c e  t r a d e - o f f  in fo rm a tio n  (o r the  slo p e  o f the  
in d if f e r e n c e  curve) g iven  by between two o b je c t iv e s  i  and
j  a t  the  mth  p a irw ise  com parison ia  the  same a s  (ad^ , . c td ^ ) , a s4 0. 
However, th e se  two re p re s e n ta t io n s  of th e  same in fo rm a tio n  a f f e c t s  the  
v a lu e  o f u computed in  (3 .14 ) (3 .15) and, th e re fo re ,  ( 3 .1 6 ) .  Define
Then the o b je c tiv e  fu n c tio n  (3 .14 ) becomes:
m in im iz e  £ z
n-1 n
Ac com parison m suppose Chat o b je c t iv e s  i  and j  a re  compared. Then 
dm * ( 0 , . . . ,  .............0)
% "
The o b je c tiv e  fu n c tio n  i s  then
m inim ize ? z 2 + (d .u . + d , u . ) 2 .J i t  n mi i  m3 J
However, i f
d » (0 , . . . , a d    ad 0 )
then  th e  o b je c tiv e  fu n c tio n  i s
m inimize z /  * n 2 (d ^ .u . * 2 .
As a in c re a s e s ,  so u^ and Uj should d e c re a se , fo r  tr a d e -o f f
in fo rm a tio n  which i s  th e  same. T h e re fo re , the  rows o f D need to  be
sc a le d  or no rm alised  in  some uniform  manner. We adopt th e  procedure o f 
d iv id in g  each row d^ o f the m a tr ix  D by d ^ ,  where
^ . —  1 1 ^ 1 , 1^ 1 ) .  0 . 17]
A fte r  th i s  n o rm a lis a tio n , each row of the  m a tr ix  D w i l l  have one elem ent 
which i s  a 1 , and an o th e r nonzero elem ent which i s  l e s s  than  zero and 
g re a te r  than o r equal to  - I .  The in q u iry  p a t te rn  P should  then  be
a d ju s te d  to  account fo r  a p o s s ib le  change o f s ig n s  in  each row (a lthough
th i s  i s  n o t r e a l l y  n e c e s sa ry ) . □
LEMMA 3.20  I f  D i s  an in d if fe re n c e  m a tr ix  a s  c o n s tru c te d  in  ( 3 .4 ) ,  
then  the s o lu t io n  u to  (3 .1 4 ) (3 .1 5 ) ,  and consequen tly  (3 .1 6 ) ,  can be 
chosen to  s a t i s f y  u >  0 .
P ro o f : L e t z * Du. Then <3.14) becomes
m inimize I  '
where i  and j  a r e  th e  two o b je c t iv e s  which a re  compared a t  the
m6*1 p a irw ise  com parison, and
T h e re fo re ,
( i )  Suppose th a t  the s o lu t io n  to  (3 .1 4 ) (3 .1 5 ) i s  u <  0 . Then,
l e t t i n g  u "  -  u > 0 , we see  from (3 .19 ) t h a t  th e  v a lu e  o f the
o b je c t iv e  fu n c tio n  rem ains u n a l te re d ,  and so u >  0 i s  a l s o  o p tim a l.
( i i )  Assume th a t  the o p tim al s o lu t io n  to  (3 .1 4 ) (3 .15 ) has a t  l e a s t  
one p o s i t iv e  and one. n eg a tiv e  component. L e t
u . ■ u . i f  u . 0
_ „ fo r  i " 1..........   (3 .
"  -u .  i f  u . <  0
in  (3 .1 9 ) .  T h is  fo llow s from (3 .1 8 ) and the f a c t  th a t  u . u. > 0
V to by co n sc ru c tio n  (3 ,2 0 ) ;  uhe teaa  u, u . may be n e g a tiv e  fo r  
some v a lu es  o f m. T h e re fo re , g iven  th a t  the  f i r s t  two term s on the 
r ig h t  hand s id e  o f (3 .19 ) a r e  th e  same fo r u and u , a s o lu t io n  u 
can be co n s tru c te d  from u which i s  a t  l e a s t  a s  good a s  u and has 
nonnegative  components. □
THEOREM 3.21  I f  D i s  an in d if f e r e n c e  t r a d e - o f f  m a tr ix  a s  c o n s tru c te d  
in  (3 .4 )  w ith  a correspond ing  in q u iry  p a t te r n  F which s a t i s f i e s  
R e s tr ic t io n s  3 .2  -  3 .4 ,  then th e  s o lu t io n  to th e  maximum eigenva lue
problem  (3 .1 6 ) has a co rrespond ing  e ig en v a lu e  u >  0.
From Lemma 3.20  we have th a t  an op tim al s o lu t io n  to  (3 .1 4 ) (3 .13 ) 
s a t i s f i e s  u > 0 .  The Kuhn-Tucker n ecessa ry  co n d itio n s  o f o p tim a lity  
imply th a t  t h i s  so lu tio n  w il l  be the e ig e n v e c to r  which i s  a s s o c ia te d  
w ith  th e  maximum (n o n p o s itiv e ) e ig enva lue  o f  (3 .1 6 ) .
Assume th a t  u has some components which a re  z e ro . ( I t  must 
have a t  l e a s t  one p o s i t iv e  component o th e rw ise  i t  i s  th e  n u l l  v e c to r  
which c o n tr a d ic ts  (3 .1 5 ) . )  D efine th e  secs
^ - ( i j n .  > 0 } l < i - S r )  
l 2 = { i l u i - - 0 ; l < i < r ) ,
where and I g f *  by assum ption . C onsider the  i Ch row of
(3 ,1 6 ) , where i  s lg .  Then
-  ( DTDu ) i  -  Au. -  0 .
i . e .  D ? D u  -  0 ,
where i s  the  i ^  row o f DT; i . e .  th e  i 1"*1 column o f D. The 
i 1"^ column o f D c o n ta in s  a l l  th e  t r a d e - o f f  in fo rm a tio n  o f 
o b je c tiv e  i  w ith  r e s p e c t  to  any o th e r  o b je c t iv e s  ( a t  l e a s t  one)
which were compared to  i t .  Consider th e  o f f -d ia g o n a l e lem ents in  
th e  i th  row of DTD:
DTD  ^ j  = 0 i f  o b je c t iv e s  i  and j  a re  n o t compared
(3 .21 )
a t  th e  m511 p a irw ise  com parison; C onsider some i  e I 2 .
D efine th e  v e c to r
y .u  "  D? D u “ -  Xu^ = 0 . (3 .22 )
Now, by R e s t r ic t io n  3 .4  th e re  i s  some i  e I 2 and some j  s which
a re  compared a t  p a irw ise  comparison m. C onsider an i e l g  f y r which 
t h i s  i s  t r u e .  Then
0 ■ y .u  by (3 .22)
" I  y ,u . by d e f in i t i o n  of I ,J J
< 0  by R e s t r ic t io n  3 .4  and (3*21).
T his c o n tr a d ic t io n  im p lies  th a t  u >  0 . □
REMARK 3.22 In  the theorem above we have ahown th a t  the, e ig en v ec to r 
correspond ing  to  th e  maximum (n o n p o s itiv e )  e ig en v a lu e  o f (3 .1 6 ) has 
p o s i t iv e  components. I f  t h i s  e ig e n v e c to r  i s  no rm alised  so th a t  uTu = 1, 
then  i t  i s  th e  o p tim al s o lu t io n  to  (3 .1 4 ) (3 .1 5 ) and i s  th en  our 
e s tim a te  o f th e  d ir e c t io n  o f the  m arg ina l u t i l i t y  v e c to r .  □
.8 5 .
CONCLUSION
The main r e s u l t s  o f t h i s  c h ap te r  can be summarised a s  fo llow s:
a) th e  DM i s  re q u ire d  to  make p > r-1  p a irw ise  com parisons to  e s tim a te  
th e  MRS between any two o b je c t iv e s  -  ( 3 .2 ) ;
b) t h i s  in fo rm a tio n  i s  used to  c o n s tru c t an in d if f e r e n c e  t r a d e -o f f  
m a tr ix  D (3 .4 )  and th e  rows o f  D a re  n o rm alised  -  (3 ,1 7 );
c) an in q u iry  p a t te r n  P, co rrespond ing  to  D, i s  d e fin ed  -  (3 .5 ) -  and
R e s tr ic t io n  i 3 .2  -  3 .4  a re  checked;
d) th e  e ig en v alu e  problem
-  D^Du “ Xu
i s  so lved  fo r  th e  maximum (n o n p o s itiv e ) e ig en v a lu e  and i t s  
co rrespond ing  e ig en v ec to r (which has p o s i t iv e  com ponents); 
e': t h i s  e ig e n v e c to r  i s  e o l l in e a r  w ith  th e  e s tim a te d  v e c to r  o f m arg inal
u t i l i t i e s ;
£) i f  Xgiax » 0 ,  then  th e  DM has been c o n s is te n t  in  h is  re sp o n ses .
We showed in  Note 3.19 th a t  p ro v is io n  fo r  s c a lin g  needed to  be
taken in to  account when th e  e s tim a te s  of th e  in d if fe re n c e  t r a d e -o f f s  are  
made. We p toposed  th a t  t h i s  be handled  by d iv id in g  each row o f D by 
th e  la r g e s t  elem ent ( in  m agnitude) in  the row. i . e .  we re q u ire d  || dm || « i , 
where we used th e  L norm. In  a d d i t io n ,  fo r  in c o n s is te n t  responses  from
the DM, we m inimized 1| Du || , where th e  norm which was used i s  Che 
norm. F u rth e r  in v e s t ig a t io n s  need to  be c a r r ie d  o u t in  o rd e r  to  e s ta b l i s h  
w hether the norms which we have chosen do in  f a c t  g iv e  the 'b e s t '  
e s tim a te  o f  (.he r e s u l t in g  v e c to r  o f w eights co rrespond ing  to  the 
in fo rm ation  which was p rov ided  by the DM. We no te  th a t  when th e  DM i s  
c o n s is te n t ,  th e  d ir e c t io n  o f u i s  n o t a f f e c te d  by th e  cho ice  of norms.
•fa*.___
CHAPTER 4 .  THE LINEAR UTILITY rtflTCTTOH: AW INTERACTIVE ALGORITHM
Assume th ac  th e  ( e x p l i c i t l y )  unknown u t i l i t y  fu n c tio n  U ( f (x ) ) ,  
re p v e se n tin g  th e  D ec is io n  Malter’ » p re fe re n c e  s t r u c tu r e  over th e  o b je c t iv e  
fu n c t io n s ,  i s  a l i n e a r ,  w eighted sum o f the  v o b je c t iv e  fu n c t io n s .  The 
assum ptions which a DM must s a t i s f y  in  o rd e r  fo r  a p re fe re n c e  s t ru c tu re  
to  be d e fin ed  over th e  o b je c t iv e  space a re  given in  Assumptions 1.3 and 
1 .4 .  The un d e rly in g  assum ption  on the DM's p re fe re n c e  s t r u c tu r e ,  in  
o rd e r  fo r  th e  u t i l i t y  fu n c tio n  to  be l i n e a r ,  i s  g iven  in  Assumption 1 .15 . 
Broblem (1 .4 )  then  becomes problem  ( 1 .6 ) :  v iz
maximize J  u . f , (x)
s u b je c t to  A x -  b
% > 0 ,
where x e Rn , b s Rm, A i s  m * n ,  and
M x )  -  I  c . .  x . ; i  -  l , . . . , r .
1 j - 1  13 3
U(£, ( x ) , . .  . , f  (x )) -  [  u . f . ( x ) ,
1 r  i - 1  1 i
we have th a t
.  u . ! i  -  (4 .1 )
where u . i s  a p o s i t iv e ,  c o n s ta n t s c a la r .
An Id e a l DM would be ab le  to  p ro v id e  u s  w ith  Che c o r r e c t  in d if fe re n c e  
t r a d e - o f f s  (o r m arg inal r a t e s  o f su b s titu e ic m ) between p a i r s  o f o b je c t iv e s .  
These c o n s t i tu te  th e  tru e  in d if fe re n c e  t r a d e - o f f  m a tr ix  D from which 
a v e c to r  u*. which i s  c o l l in e a r  w ith  9U (f(x )) can be computed. In  t h i s
ca se , Che w eigh ts u can be used in  Che above l in e a r  p ro g ra m in g  problem  
and ehe DM's most p r e fe r re d  s o lu t io n  can be found d i r e c t l y .  In  g e n e ra l,  
however, the DM w il l  p rov ide  e s tim a te s  o f th e  in d if f e r e n c e  t r a d e - o f f s .  
C onsequently , th e  r e s u l t in g  s e t  o f w eights u w i l l  on ly  g ive an e s tim a te  
of th e  d ir e c t io n  o f u and so th e  l i n e a r  programming problem  needs to  
be in c o rp o ra te d  in to  an i n te r a c t iv e  a lg o rith m  in  o rd e r to  f in d  the DM's 
most p re f e r r e d  so lu t io n .
In  t h i s  c h ap te r  we propose an in te r a c t iv e  a lg o rith m  to  so lv e  problem 
( 1 .4 ) ,  where the un d e rly in g  u t i l i t y  fu n c tio n  i s  assumed to  be l i n e a r .  We 
then propose assum ptions which we r e q u ire  th e  DM to  s a t i s f y  (some o f th e se  
a re  im p lic i t )  in  o rd e r  to  prove convergence o f th e  a lg o rith m  to  th e  DM's 
most p re f e r r e d  s o lu t io n .  F in a l ly ,  an example i s  g iv e r to  i l l u s t r a t e  the 
use o f  the a lg o rith m  and the assum ptions.
4 .1  THE SIMPLEX TABLEAU
Suppose th a t  we have a b a s ic  f e a s ib le  s o lu t io n  a s s o c ia te d  w ith
a b a s is  B. Then the sim plex  ta b le a u ,  a s s o c ia te d  w ith  a m u ltip le  o b je c tiv e  
l i n e a r  p ro g ra m in g  problem , looks as fo llo w s:
I f  %g i s  a s so c ia te d  w ith  th e  b a s is  B, then
where a re  the n columns o f the c o n s t r a in t  m a tr ix  A.
The v e c to r  o f t r a d e - o f f s  fo r  th e  o b je c tiv e s  i f  i s  b rough t in to  the 
b a s is  a t  the  n ex t i t e r a t i o n ,  i s  defined  Iro be
I  V  I
where i s  the  m a tr ix  of c o e f f ic ie n ts  o f th e  o b je c tiv e  fu n c tio n s
a s s o c ia te d  w ith  v e c to rs  in  the  b a s is  B. i s  th e  v e c to r  o f  c o e f f ic ie n ts  
o f th e  v  o b je c tiv e  fu n c tio n s  a s so c ia te d  w ith  th e  v a r ia b le  x^.
AM INTERACTIVE SIMPLEX-BASED ALGORITHM
ALGORITHM 4.1
Step 0 .  Choose equa l w e ig h ts , i . e .  s e t  u? = 1 fo r  i  * 1 , . . . , r .
Step 1. Using th e  w eigh ts uk \  so lv e  the l i n e a r  programming problem
maximize J 1 f . (x) • (4 .2 )i=l 1 1
s u b je c t to  Ax = b ; x >  0 . (4 .3 )
C a ll th e  s o lu t io n  and th e  t r a d e - o f f s  a s s o c ia te d  w ith
the no n -b asic  v a r ia b le s  x^ , .
S tep 2. P re sen t xk and f(x k ) «= ( f 1 (xk) .........£r (xk ) )  to  th e  D ecis ion
Maker. O btain  the in d if fe re n c e  t r a d e -o f f  m a tiix  from the 
DM. Ensure th a t  th e  correspond ing  in q u iry  p a t te r n  Pk 
s a t i s f i e s  R e s tr ic t io n s  3 .2  -  3 .4 .
Step 3. C a lcu la te  the  e s tim a ted  s e t  o f w eigh ts uk by so lv in g  the
eig en v a lu e  problem
u co rresponds to  th e  maximum e ig en v a lu e  (which a re  a l l  
n o n p o s i t iv e ) .
C a lc u la te  V 5, n o n -b as ic .
I f  u \ z k > 0 V & n o n -b a s ic , then GO TO 5.
Otherw ise s e t  k = k+l and GO TO 1.
Step 5 . Ask th e  DM i f  he w ishes to  re v is e
I f  YES then  GO TO 2 . O therw ise STOP. □
REMARK 4 .2
( i )  In  Step 1 of th e  a lg o rith m , the sim plex  ta b le a u  a s s o c ia te d  w ith  
th e  nondominated b a s ic  f e a s ib le  s o lu t io n  w i l l  have the 
p ro p e rty
uk" 1 .*][ > 0  V I  = l , . . , , r  (4 .4 )
o th e rw ise  th e  sim plex  a lg o rith m  would n o t have te rm in a ted  a t  the  
"op tim a l"  s o lu t io n  x*1 a s so c ia te d  w ith  th e  w eights uk
( i i )  The a lg o rith m  te rm in a te s  when the DM p ro v id es  in fo rm a tio n  which 
causes th e  a lg o rith m  to  rem ain a t  th e  p re v io u s ly  generated  
s o lu t io n .  D
CONVERGENCE OF THE ALGORITHM
I t  i s  a w e ll e s ta b l is h e d  r e s u l t  o f l in e a r  programming (se e  H adley 
(1974), f o r  example) th a t  a t  l e a s t  one o p tim al s o lu t io n  w i l l  occu r a t  an 
extrem e p o in t (b a s ic  f e a s ib le  s o lu tio n )  o f th e  c o n s tr a in t  s e t .  I f  th e  
o b je c tiv e  fu n c tio n  i s  known, then  the sim plex  a lg o rith m  w i l l  f in d  an 
op tim al s o lu t io n  to  a l i n e a r  programming problem  in  a f i n i t e  number o f 
i t e r a t i o n s  (prov ided  th a t  any problems a r i s in g  from the p o s s i b i l i t y  o f 
degeneracy a re  overcom e).
To ensure  th a t  A lgorithm  4 ,1  converges in  a f i n i t e  number of 
i t e r a t i o n s  to  th e  DM's most p re fe r re d  s o lu t io n ,  we need to
a) assume th a t  the DM does n o t cause the a lg o rith m  to  c y c le , and
b) assume th a t  the DM "re c o g n ise s"  h is  most p r e fe r r e d  s o lu t io n  when i t
i s  p re se n te d  to  him.
In  p r a c t ic e ,  th e se  p re se n t no r e a l  p roblem s. I t  i s  easy  enough to  r e a l i s e
when cy c lin g  (used in  t h i s  c o n tex t to  mean th a t  the a lg o rith m  i s
g en e ra tin g  new p o in ts  fo r  the DM's c o n s id e ra tio n  which have been 
p re sen ted  to him a t  e a r l i e r  i t e r a t i o n s )  i s  happening . I f  th e  DM g iv e s  us 
in fo rm a tio n  which causes  h is  most p re fe r re d  s o lu t io n  to  be d isca rd ed  
( th i s  could w e ll happen i f  t h i s  s o lu t io n  i s  g enera ted  a f t e r  on ly  a 
few i t e r a t i o n s  o f the a lg o r ith m ) , in fo rm a tio n  which he g iv es  in  l a t e r  
i t e r a t i o n s ,  as he " le a rn s "  more about th e  problem , should  cause the 
alg o rith m  to  r e tu r n  to  t h i s  s o lu t io n .  In  o rd e r  to prove th e o r e t ic a l  
convergence o f th e  a lg o rith m , however, we need to  impose assum ptions 
which exclude th e  p o s s i b i l i t i e s  m entioned above from a r i s in g .
At i t e r a t i o n  k of A lgorithm  4 .1  we have a nondom inated, extrem e 
s o lu t io n  xk w ith  a s so c ia te d  t r a d e - o f f s  ak ; where i  r e f e r s  to  the
V £ n o n -b as ic ; 1 <  £ <  ti.
Given x and f (x  ) ,  dhe DM e s tim a te s  □ , from which u 
c a lc u la te d .  We assume th a t
only  i f  xk  i s  "o p tim a l" . O therw ise, th e re  e x i s t s  I ,  1 <  £ <  n, 
such th a t
and the a lg o rith m  re tu rn s  to  S tep 1. When t h i s  does happen, we r e t a in  the 
v e c to r  o f  t r a d e - o f f s  which g iv e s  the  i n i t i a l  d i r e c t io n  o f s te e p e s t  a sc e n t 
w ith  r e s p e c t  to  th e  w eigh ts  uk . At i t e r a t i o n  k >  1, d e f in e  th e  s e t
Zk  -  ( znj i uj .z  j  = min ( uj .z J. ) : j  = 1 ...........k-1 }.
qj q,i 1 < 1 <  n 1
D efine th e  fo llo w in g  s e t s  o f "a llo w ab le"  v a lu es  fo r  u a t  i t e r a t i o n  k
=1 A { u e R I u  >  0 } , k  = 1,' ( 4 .5 )
Sk -  ( u s Rr  f u >  0 and u .z  <  0 V z e Zk }, k >  1. (4 .6 )
We now make th e  fo llo w in g  assum ptions:
ASSUMPTION 4 .3  The t ru e  v e c to r  o f  w eights u i s  co n ta in ed  in  the 
sec  Sk fo r  k -  1 ,2 ................
T his assum ption im p lie s  th a t  once the DM has g iven  in fo rm a tio n  which 
causes  xk * to  be d is c a rd e d , then xk * cannot be a most p re fe r re d  
extrem e p o in t s in c e  th e re  e x i s t s  an £, 1 £ «  n , such th a t
In  view  o f  t h i s ,  we make the fo llo w in g  assum ption which im p lie s  a form  of
weak co n s is ten cy  on th e  responses  from th e  DM w ith  r e s p e c t  to  the  
e s tim a te s  o f u .
ASSUMPTION 4 .4  At i t e r a t i o n  k , the e s tim a te d  w eights be long  to  
th e  s e t  Sk , fo r  k = 1 ................
T h is assum ption , which i s  ch eckab le , i s  n o t too r e s t r i c t i v e .
Given th a t  the  ( im p l ic i t )  u t i l i t y  fu n c tio n  i s  assumed to  be l i n e a r ,  u* 
i s  independent o f th e  extrem e p o in ts  be ing  p re se n te d  to  th e  DM fo r  
c o n s id e ra tio n .  A ll we re q u ir e ,  i s  th a t  th e  DM does n o t g iv e  in fo rm a tio n  
which v a r ie s  "m arkedly" w ith  p rev ious in fo rm a tio n . The above assum ption , 
m erely fo rm a lise s  th e  requ irem en t th a t  a v e c to r  o f t r a d e -o f f s  which i s  
perce iv ed  ( i n d i r e c t ly )  by th e  DM as be ing  th e  most prom ising  a t  some
e f f i c i e n t  s o lu t io n ,  does n o t become u n d e s ira b le  a t  a l a t e r  s ta g e .
REMARK 4 .5  A t  t h i s  s ta g e ,  we r e c a l l  th a t  th e  DM i s  n o t p ro v id in g  
e s tim a te s  o f u d i r e c t l y ,  b u t i s  e s tim a tin g  th e  in d if fe re n c e  t r a d e ­
o f f s  in  the m a tr ix  Dk . The m a tr ix  Dk i s  an approxim ation  to  th e  
tru e  in d if fe re n c e  t r a d e - o f f  m a tr ix  D , co rrespond ing  to  th e  in q u iry  
p a t te rn  Pk . For th e  moment, however, we d e a l w ith  th e  v e c to r  uk 
which i s  g en era ted  by Dk . I t  should be p o in ted  o u t ,  th a t  i f  e s tim a te s  
o f u* a re  be ing  o b ta in ed  in  some o th e r  way, then  these  assum ptions 
can be a p p lied  d i r e c t l y .  □
LEMMA 4 .6  Suppose th a t  th e  estim ate!. uk o f u s a t i s f y  Assumption
4 .4  a t  each i t e r a t i o n  o f  A lgorithm  4 .1 .  Then, the  a lg o rith m  does not 
c y c le , i . e .  a t  each i t e r a t i o n  k >  1,
xk /  x^ fo r  a l l  j  * 1 , . . . , k - l .
P ro o f i Assume th a t  the a lg o rith m  does c y c le , i . e .  t h a t  xk * x"*
fo r  some j ; 1 <  j  <  k - l i  k  >  1. Then
fo r  some j ; 1 <  j  <  k -1 .
Now, u11 1 e 8k 1 by Assumption 4 .4 . T h e re fo re ,
<  0 V j  -  (4 ..
T h is  fo llow s from (4 .6 )  and th e  f a c t  th a t  the a lg o rith m  d id n o t 
te rm in a te  a t  xk \  i . e .  th e re  e x is te d  f ,  1 <  1 -S n , such th a t
<  o
in  S tep 4. From ( 4 .7 ) ,  th e re  e x is t s  a j ,  1 < j  <  k -1 , such th a t  
uk -  uk 9 & = 1 , . . . ,n ;
< 0
fo r  aom  1 <  t  <  n, by ( 4 .8 ) .  From Remark 4 ,2  ( i ) , th e  Simplex 
A lgorithm  w i l l  n o t te rm in a te  w ith  th e  s o lu t io n  xk » b u t w il l  f in d  
some o th e r  p o in t  s a t i s f y in g  ( 4 .4 ) .  D
THEOREM 4 .7  Suppose th a t  the  e s tim a te s  uk of u* s a t i s f y  Assumption
4 .4  a t  each i t e r a t i o n  o f A lgorithm  4 .1 . Then the a lg o rith m  te rm in a te s  
a f t e r  a f i n i t e  number o f i t e r a t i o n s ,
P ro o f; From Lemma 4 .6 ,  we have th a t  we can never p re s e n t th e  same
s o lu t io n  to  the DM a t  any two (o r more) i t e r a t i o n s .  S ince th e  Simplex 
A lgorithm  only  g iv es  b a s ic  f e a s ib le  s o lu t io n s ,  and th e re  a re  on ly  a 
f i n i t e  number of th e s e ,  none of which can be r e p e a te d ,  the r e s u l t  
fo llo w s . O
The above r e s u l t  only g u a ran tee s  f i n i t e  te rm in a tio n  o f the  a lgo ­
rith m ; i t  does n o t ensu re  te rm in a tio n  a t  th e  most p re f e r r e d  extreme
s o lu t io n .  In o rd e r  to  en su re  S h is , wb need to  make th e  fo llo w in g  
assum ption :
ASSUMPTION 4 .8  A lgorithm  4 .1  te rm in a te s  a t  a nondom inated, extreme 
p o in t  xk only i f
u * .Z j >  0 V I  -  1 , . . . ,n .
In  the above assum ption , we a re  assum ing th a t  th e  DM "re c o g n ise s"
h is  most p re fe r re d  so lu tio n  as w all as a l l  o th e r  " le s s  d e s ira b le "  
s o lu t io n s .
THEOREM 4 .9  Suppose th a t  Assumptions 4 .3  and 4 .8  a re  s a t i s f i e d  and
th a t  the e s tim a te s  u^ o f u* s a t i s f y  Assumption 4 .4  a t  each i t e r a t i o n
o f  A lgorithm  4 .1 .  Then th e  a lg o rith m  w i l l  te rm in a te  a f t e r  a f i n i t e  
number o f i t e r a t i o n s  w ith  a s o lu t io n  xk i f f  xk i s  the  DM's most 
p r e f e r r e d  s o lu tio n .
P ro o f : Suppose th a t  the  a lg o rith m  te rm in a te s  a t  x \  Then Assumption
4 .8  re q u ire s  t h i s  s o lu t io n  to  be "o p tim a l" .
On the o th e r  hand, suppose th a t  xk i s  th e  most p r e fe r re d  s o lu tio n .  
F in i te  te rm in a tio n  fo llo w s from Theorem 4 .7 ,  and Assumption 4 .8  
im p lie s  th a t  the f i n a l  s o lu t io n  must be o p tim a l. In  a d d i t io n ,  i f  the  
UM i s  p re sen ted  w ith  xk a t  i t e r a t i o n  k , Assumption 4 .3  im plies 
t h a t  Che DM w i l l  n o t g ive  in fo rm ation  which causes  slie a lg o rith m  to  
leav e  xk ! o th e rw ise  u* e Sk+1, which i s  n o t t r u e .  □
In  the nex t s e c tio n  we i l l u s t r a t e  A lgorithm  4 .1 ,  as w e ll as the  
assum ptions, by means o f an example.
C onsider th e  problem  given  by Zionca and Wallen:
maximize -  3x^ + x2 + 2x3 +
f ,  -  x. -  x - + 2x . + 4x.
2x1 + K g *  4x3 + 3X/, '  60 
3x^ + 4x2 + x3 + 2x;| <  60
xl ,x 2 'x3 ,x 4 >  0l
Suppose ch a t th e  u t i l i t y  fu n c tio n  i s  l in e a r ;
i . e .  U(£(x)) -  u1£1 + U jf, + u ^ f j .
Z io n ts  and W allenius assume th a t  th e  t ru e  d i r e c t io n  c 
u t i l i t y  v e c to r  i s  given by th e  s e t  o f w eights u* ■ ( 
which has a s so c ia te d  op tim al s o lu t io n  x -  ( 12} 0 ; C
The A lgorithm
I n i t i a l l y  choose u°  -  (' I ; 1; 1 ) .  T his lead s to  the 
(op tim al fo r  these  w e ig h ts ) :
0 ,5
0 ,5
0 ,4
- 0 , 2
0,5
6,5
4,5
0 , 2  0 , 2  
1 ,8  -0 ,7  
-0 ,2  1,3
(1976).
if th e  m arg inal
0 ,5 8 ; 0 ,2 1 ; 0 ,21  ) 
'} 12 ) .
sim plex ta b le a u
The p o in t  x* and f(x ^ )  * ( 24; 66; 66 ) a te  p re sen ted  to Che DM.
S ince th e re  a re  th re e  o b je c t iv e s ,  the DM i s  re q u ire d  to  make a t  l e a s t  
p a irw ise  com parisons. Suppose th a t  he chooses to  compare o b je c t iv e s  1 
and 3 and o b je c t iv e s  2 and 3.
i . e .  ^  ■ { 1 ,3  }, J 2 ” ( 2 ,3  }.
Then p = 2, and ao th e  DM w i l l  be c o n s is te n t  whatever tr a d e -o f f  
in fo rm a tio n  he g iv e s .  T his in fo rm a tio n  must n o t r e s u l t  in  an e s tim a te  
o f u* which has the p ro p e rty  th a t
u \ z ^  > 0  f o r  I  -  1 .......... 6.
This fo llow s by Assumption 4 .8 ,  because
where -2 ;  0 ,5? 4 ,5  ) .  Suppose th a t  the  DM es tim a te s  the
in d if fe re n c e  t r a d e -o f f  m a trix  a@
Using (3 .1 7 ) ,  t h i s  i s  norm alised  to
which has correspond ing  in q u iry  p a t te rn
s a t i s f i e s  R e s t r ic t io n s  3 .2  -  3 .4 .  Using A lgorithm  3.13 to  compute 
we g e t
u1 -  ( 1; 0 ,5 ; 0 ,25  ) « S1 .
w il l  e n te r  the  
b a s is  a t  the  f i r s t  i t e r a t i o n .  Then
and Assumption 4 .3  i s  s a t i s f i e d .  The f i n a l  sim plex ta b le a u  (o p tim al fo r  
th e se  w eights) i s :
B asis *8 x2 x3 x4 x5 x6
4 2 1 0 ,6 -0 ,4
1 2 -0 ,4 0 ,6
£! 1 ,4
£2 60 -1
£3 12 1,6 -1 ,4
i . e .  x -  ( 12; 0; 0 ; 12 ) .
Assumption 4 .8  re q u ire s  th a t  we s top  h e re , s ince  
u .z^  >  0 fo r  I  ■ 1 , . , . , 6 .
m  4.10
( i )  I f  the  DM chooses such chat
..1  1 < - «  .A  1 1 - 1  . . . .
then 2 ■ { }i which c o n tr a d ic ts  Assumption 4 .3  (s in c e  
u \ e 31 >  0  ) .
must be chosen so th a t  Assumptions 4 .4  and 4 .8  a re  s a t i s f i e d .
i . e .  u2 . z j  < 0
u2 c Z2 (Assumption 4 .4)>  and
u2 .a 2 >  0 fo r  I  1 , . . .  ,6 .
-4 .5  CONCLUSION
In  t h i s  c h ap te r  we have proposed an in t e r a c t iv e  alg o rith m  to  so lve 
problem  (1 .4 ) when the ( e x p l i c i t l y )  unknown u t i l i t y  fu n c tio n  i s  assumed 
to  be l i n e a r .  In  p r a c t i c a l  im plem entations o f th e  a lg o rith m , a s  th e  DM 
i s  'ex p o sed ' to  th e  ra m if ic a t io n s  o f th e  problem , a DM should (ev en tu a lly ? )  
f in d  h is  most p re fe r r e d  s o lu t io n .  There i s  c e r ta in ly  no th ing  new in t h i s ,  
as i t  i s  sim ply l in e a r  programming w ith  d i f f e r e n t  w eigh tings be ing  used 
on th e  o b je c tiv e  fu n c tio n s  t r  g iv e  a s in g le  o b je c t iv e  fu n c tio n .
In  o rd e r  to  prove convergence of th e  a lg o rith m  to  th e  most p r e fe r re d  
s o lu t io n ,  however, we need to  impose c e r ta in  ( f a i r l y  m ild) assum ptions on 
th e  responses which a re  made by the DM. Assumption 4 ,3  i s  l e s s  severe  than 
th e  und erly in g  assum ptions o f Z io n ts  and W allenius (1976), a lth o u g h  the 
pro cess  o f o b ta in in g  the responses  i s  g e n e ra lly  co n sid ered  to  be  more 
d i f f i c u l t  ( fo r  th e  DM). Z io n ts  and W allenius re q u ir e  th e  DM to  in d ic a te  
d e s ira b le  and u n d e s ira b le  t r a d e -o f f s  a t  an extrem e p o in t and th ese  
responses a re  in c o rp o ra ted  in to  c o n s tr a in ts  (2 .6 )  ( 2 .7 ) .  These c o n s tr a in ts  
a re  then  used to  f in d  a new s e t  o f w eights co m p u ta tio n a lly . The underly ing  
assum ption i s  th a t  th e se  re sp o n ses  a re  a l l  a c c u ra te , and th a t  th e  tru e  s e t  
o f w eights u s a t i s f i e s  th e  c o n s tr a in t  s e t .  We r e q u ire  th e  DM to  
reco g n ise  ( im p l ic i t ly )  a d e s ir a b le  tr a d e -o f f  which i s  then in c o rp o ra te d  
in to  c o n s tr a in t  s e t  ( 4 .6 ) ,  which i s  c o n s id e rab ly  sm a lle r than  th a t  o f (2 .6) 
(2 .7 ) .  The Z io n ts  -  W allenius Method g en e ra te s  a new s e t  o f w eigh ts which 
s a t i s f i e s  a more severe  form of Assumption 4 .4 ; whereas we r e q u ir e  th e  DM 
to  g ive responses  which s a t i s f y  t h i s  assum ption. F in a l ly ,  a t  th e  DM's most 
p re fe r re d  extrem e p o in t ,  Z io n ts  and W allen ius re q u ir e  th e  DM to  reco g n ise  
th a t  a l l  th e  t r a d e -o f f s  a re  u n d e s ira b le ;  whereas we r e q u ire  th i s  im p lic i t ly  
from the DM’s re sp o n ses .
In  view  o f th e  above, A lgorithm  4 .1  could  be m odified  to  g en era te  
a l l  th e  nondom inated extrem e so lu tio n s  about th e  c u r re n t s o lu t io n  (as 
Z io n ts  and W allen ius do) and to  ask th e  DM to  f in d  th e  b e s t  s o lu tio n  ( a t  
th i s  s ta g e ) , p la c e  th e  correspond ing  t r a d e - o f f  v e c to r  in to  (4 .6 )  and 
g en e ra te  a s e t  o f w eights com pu ta tio n a lly . This could be weakened fu r th e r  
by r e q u ir in g  any p re fe r re d  s o lu t io n  to  be id e n t i f i e d .  The r a t e  o f conver­
g ence, however, to  th e  most p r e fe r re d  s o lu t io n  i s  bound to  be poor when 
compared to  th e  Z io n ts  W a llen iu s ' approach , s in c e  co n s id e rab ly  le s s  
in fo rm ation  i s  u t i l i z e d  when c o n s tru c tin g  the c o n s tr a in t  s e t  f o r  th e  
w eigh ts . F u rth e r  re se a rc h  needs to  be c a r r ie d  o u t in  o rd e r  to  determ ine 
how th e  r a t e  o f convergence i s  a f f e c te d  as more in fo rm a tio n  i s  o b ta ined  
from th e  DM and to  d isc o v e r  th e  t r a d e -o f f  ( to  the  DM) between th e  amount 
of in fo rm a tio n  which i s  re q u ire d  a t  an i n t e r a c t io n  and th e  number of 
in te r a c t io n s .
A lthough W allenius (1975) found th a t  DM's have d i f f i c u l t y  in  estim a­
t in g  th e  MRS, ou r assum ptions r e q u ire  on ly  'ro u g h ' e s tim a te s  (w ith  a 
measure of co n s is ten cy ) o f th e  w eigh ts in  o rd e r  f o r  th e  method to  converge. 
In  a d d i t io n ,  we enab le  the  DM to  g ive  c o n f l ic t in g  in fo rm ation  ( to  a 
c e r ta in  e x te n t ) .  I t  i s  ex p ec ted , th a t  as th e se  e s tim a te s  become more 
a c c u ra te , so th e  r a t e  o f convergence should im prove, s in c e  an Id e a l DM 
w il l  p rov ide  in fo rm a tio n  which lead s to  the  most p re fe r r e d  extrem e p o in t 
in  one in te r a c t io n .  In  the  id e a l  ca se , the Z io n ts  W allenius approach is  
u n lik e ly  to  converge in  one i t e r a t i o n  in  g e n e ra l,  s in c e  th e  w eights a re  
computed num erica lly  from (2 .6 )  (2 .7 ) .
CHAPTER 5 . ERROR BOUNDS ON THE ESTIMATED VECTOR OF WEIGHTS
In  tit i s  ch ap te r we a r e  concerned w ith  e s ta b l i s h in g  bounds on the 
e r r o r s  made by th e  D ecision  Maker in  the e s tim a te s  o f th e  d i r e c t io n  of 
th e  t ru e  s e t  o f w eights u (which i s  c o l l in e a r  w ith  th e  m arg inal 
u t i l i t y  v e c to r  V u (f(x ))) .  These e s tim a te s  a re  used in  the l in e a r  
programming problem
maximize j  f^(-x) 
su b je c t to  Ax * b,
in  the  in te r a c t iv e  a lg o rith m  o f S ec tio n  4 .2 .
The assum ptions which were made in  Chapter 4 (when th e  e x p l i c i t l y  
unknown u t i l i t y  fu n c tio n  i s  assumed to  be l i n e a r ) , in  o rd e r  to  guaran tee  
convergence o f A lgorithm  4 .1 ,  a re  given in  terms o f th e  estim a ted  
v e c to r  o f  w eights u. We f i r s t  e s ta b l i s h  bounds on the m agnitude o f the  
e r r o r s  made in  u when approxim ating  u ( i . e .  bounds on IIu -  u II ) '  
so th a t  Assumptions 4 .4  and 4 .8  a re  s a t i s f i e d .  Bounds a r e  a lso  e s t a b l i ­
shed on the e s tim a te s  u , made from i t e r a t i o n  to  i t e r a t i o n ,  so th a t  
Assumption 4 .4  i s  s a t i s f i e d .  Hew assum ptions a re  then  proposed in  terms 
o f th e se  bounds (which im ply s a t i s f a c t i o n  o f Assumptions 4 .3 , 4 .4  and 
4 .8 ) .  These a r e  i l l u s t r a t e d  by means o f a sim ple exam ple. The assum ptions 
a re  then re-exam ined and l e s s  r e s t r i c t i v e  assum ptions a r e  then proposed.
BOUNDS ON THE APPROXIMATE VECTOR OF WEIGHTS
In  o rd e r  to  e s ta b l i s h  convergence o f A lgorithm  4 .1  and the a lg o rith m  
which i s  proposed in  Chapter 7 to  th e  I>ecisioii M aker's most p re fe r re d  
s o lu t io n ,  we need to  determ ine e r r o r  bounds between the t ru e  v e c to r  o f 
w eights u* (which g iv es  th e  d i r e c t io n  o f th e  m arg ina l u t i l i t y  v e c to r  
D (f(x )))  and Che approxim ate v e c to r  o f w eights uk which i s  o b ta ined  
from th e  DM a t  i t e r a t i o n  k.
THEOREM 5 .1  Suppose chat
'  & "i - '
>  6 -  * I | z .  | -  0.
COROLLARY 5 .2  Suppose fchac 
a . s  < & < 0 
where a « Rr , z e Rr . I f  b e Rr  s a t i s f i e s  
a , - * < b ,  < a ,  + # ;
0 <  * + s — —  »
e an a r b i t r a r y  sm a ll, p o s i t iv e  number, 
then b .z  <  0.
P ro o f : The p roo f is  s im i la r  Co th e  p rev io u s p ro o f, □
Ms now use th e se  two r e s u l t s  to  re-exam ine th e  assum ptions which 
were made in  Chapter 4 to  g ive  f i n i t e  convergence o f A lgorithm  4 .1  to  the 
DM'a most p re fe r re d  s o lu t io n  (assum ing a l in e a r  u t i l i t y  f u n c t io n ) . We 
f i r s t  r e c a l l  th e  fo llo w in g  from Chapter 4 . At each i t e r a t i o n  j  = 1 , . . , k - l  
(k >  1) we r e ta in e d  the v e c to r  o f t r a d e - o f f s  which gave th e  d ir e c t io n  o f 
s te e p e s t  a sc e n t a t  the s t a r t  o f th e  sim plex  a lg o rith m  w ith  r e s p e c t  to  the  
w eights . D efine t h i s  s e t  o f v e c to rs  a t  i t e r a t i o n  k , k >  1, by
Zk ^ { z j  | uJ .z  J  • tnin ( ) : j  *» 1 , . .  . , k - l  }.
qi  qi  1 <  f  «  n R
The s e t  o f p e rm is s ib le  v a lues  fo r  u a t  i t e r a t i o n  k i s  given by:
= ( u s Rr  | u >  0 } fo r  k  = 1
Sk » C u e Rr  | u >  0 ; u .z  <  0 V z 5 Zk } fo r  k >  1. (5 .1 )
We in tro d u ce  th e  fo llo w in g  d e f in i t io n ;
^  ” ~ uj , /  II zq  ^ II
where II a II -  I  | a .  | , 
i= l 1
THEOREM 5 .3  Suppose th a t  a v e c to r  u e Rr  s a t i s f i e s  
| u , -  u j | ^  -  e ,  i  -  1............... ................
(5 .2 )
J : the es tim a ted  v e c to r  o f  waighcs used in  i t e r a t i o n  j  of
A lgorithm  4 .1 , i s  d efin ed  in  (5 .2 ) and e i s  an a r b i t r a r i l y  sm all, 
p o s i t iv e  number. I f  uJ .z  J < 0, then u .z   ^ <  0.
P ro o f:
im plies th a t
e -  4^  + < u^ e'* •* b
L e ttin g
* -  -  1 " • 
in  C oro lla ry  5 .2  g iv es th e  r e s u l t .
e V i  -  1 , . . .  ,r
We a re  now in  a p o s i t io n  to  rep lace  A ssumptions 4 .3  and 4 .4  by the 
fo llo w in g  two assum ptions re sp e c t iv e ly :
ASSUMPTION 5 .4  At i t e r a t i o n  k of A lgorithm  4 .1 ,  the e s tim a ted  v e c to r
of w eigh ts ir  >  0 s a t i s f i e s  th e  in e q u a l i t i e s
I u* -  ] <  *!i -  e ; i  = l , , . . , r ;
where i s  d efin ed  in  ( 5 .2 ) ,  e i s  an a r b i t r a r i l y  sm all, p o s i t iv e  
number and u i s  the  t ru e  v e c to r  of w eights ( c o l l in e a r  w ith  7 U (£ (x ) ) ) .
ASSUMPTION 5 .5  At i t e r a t i o n  k >  1 o f A lgorithm  4 .1 ,  the e stim ated
v e c to r  o f  w eigh ts >  0 s a t i s f i e s  th e  in e q u a l i t i e s
,k - l ;
where i s  d e fin ed  in  (5 .2 ) ,  e i s  an a r b i t r a r i l y  sm all, p o s i t iv e  
number and uJ a re  the e s tim a te s  o f the w eigh ts made a t  th e  p rev ious 
i t e r a t i o n s  j  *
U sing Theorem 5 .3 ,  w ith k re p la c in g  j , s a t i s f a c t i o n  o f Assumption
5 .4  by th e  w eights u^ a t  every  i t e r a t i o n  k of A lgorithm  4 .1  im p lies  
th a t  u* & s \  This assum ption cannot be checked a s  we do n o t know u . 
The v a lu es fo r  i |i \  however, can be computed and the range on each 
component o f u can be determ ined . Assumption 5 .5  im p lie s  th a t  
Assumption 4 .4  i s  s a t i s f i e d  (by Theorem 5 .3 ) .  T h is  assum ption can be 
checked, s in ce  a l l  the  v a lu es  a te  known. The above co n d itio n s  were 
imposed so as eo ensu re  ch a t the tru e  s ec  o f  w eigh ts u were n o t "cu t 
out" o f the s e t  S*' and th a t  the  DM i s  w eakly c o n s is te n t  w ith  h is  
e s tim a te s .  The l a s t  co n d itio n  a lso  removed the p o s s ib i l i t y  o f the 
a lg o rith m  c y c lin g . T his gave f i n i t e  te rm in a tio n  o f  th e  a lg o rith m .
In  o rd e r to  en su re  Chat the a lg o rith m  te rm in a te s  a t  the DM's moat p re fe r r e d  
s o lu t io n ,  we use Theorem 5 .1  to  re p la c e  Assumption 4 .8  by th e  fo llo w in g  
assum ption. T his assum ption i s  a ls o  n o t checkab le , s in ce  u i s  n o t k now , 
l e  does, however, p rov ide  us w ith  a means o f determ in ing  ranges on the 
components o f u a t  the f i n a l  so lu t io n .
ASSUMPTION 5 .6  A lgorithm  4 .1  te rm in a te s  a t  the  nondom inated, extreme 
p o in t xk on ly  i f  the e s tim a te s  o f the w eights uk >  0 , made a t  t h i s  
p o in t ,  s a t i s f y
1 u i  ~ ui  I <  '  i  = 1 , . . . , r ;
-  . i n  uk . . i  /  I . J  I *  0
and u i s  th e  tru e  s e t  o f w eights ( c o l l in e a r  w ith  7 U (f(x )) ) .
We have from  S tep s  4 and 5 o f A lgorithm  4 .1  th a t  the  a lg o rith m  
te rm in a te s  a t  when
u ^ .Z j S’ 0 fo r  1 » 1 , . . .  ,n .
Since th e  tra d e -o S fs  a s so c ia te d  w ith  b a s ic  v a r ia b le s  a re  z e ro , we have th a t
uk ,z£  > 0  V i  nonbasic i 1 «! t  <  n.
I f  the above a sau ap tio n  h o ld s , then by Theorem 5 .1 ,
u * .z £  > 0  v  l  nonbnsic; 1 <  4 <  n |
and xk i s  th e  DM's most p ra fe r ra d  so lu t io n .
Me i l l u s t r a t e  th e  use o f th e se  assum ptions by means o f an example 
which i s  given in  the  nex t se c tio n .
AN EXAMPLE TO ILLUSTRATE THE COMPUTATION OF THE ERROR BOUNDS ON THE
ESTIMATES OF THE WEIGHTS.
NOTE 5 .7  The v e c to r  o f e s tim a te d  w e ig h ts , ob ta in ed  from the DM's 
in d if fe re n c e  m a tr ix  D (3 .1 6 ) ,  i s  norm alised  so th a t  u^u = 1 
(3 .1 5 ) .  In  the r e s t  o f t h i s  ch ap te r we w i l l  u se  th e  Le  norm 
in s te a d  o f  th e  L , norm. i . e .  u i s  no rm alised  so chat
max u. -  1.
1 <  i  <  r  l
T his change o f  m agnitude does n o t a f f e c t  any o f  th e  prev ious 
a n a ly s is  a s  we do n o t need to  know the m agnitude o f  th e  m arginal 
u t i l i t y  v e c to r :  we a re  in te r e s te d  in  i t s  d i r e c t io n .
Consider the fo llo w in g  example which, a lth o u g h  r e l a t i v e ly  sim ple , 
w il l  enab le  us to  dem onstrate  the  use o f Assumptions 5 .4  -  5 .6  in  the 
com putation o f th e  e r ro r  bounds.
Assume th a t  th e  ( im p l ic i t )  u t i l i t y  fu n c tio n  i s  l in e a r  and i s  g iven  by
" 4 'i + 4 + 4 b
where u* = ( 0 ,5 ; 1; 0 ,5  ) .
I n i t i a l l y  s e t  u° -  ( 1; 1; 1 ) .
Then the f i n a l  sim plex ta b le a u  (o p tim al fo r  these  w eigh ts) i s :
0 ,5
-1 ,5
T h e re fo re , x ■ ( 1 ,5 ; 3 ) and f ( x  ) » ( 7 ,5 ; 0; 10 ,5  ) .  
From the ta b le a u , we have
0 ,5
1 , 0
5,5 ,
Me ace th a t  u " .z j  >  0 and 
Assumption 4 ,8  im p lies  th a t
< 0.
o b ta ined  from the DM, must cause us ti 
d is c a rd  x 1. Assumption 4 .3  im p lies  th a t  Zg e Z2 (and n o t z ^ ) . This 
i s  ach ieved  by any e s tim a te  o f u* which has the  p ro p e r t ie s  th a t
Suppose Chat the  DM looks a t  f (x  ) and dec ides  th a t  f^  needs a 
la rg e r  w e igh t. He o v e re s tim a te s  t h i s  in  sp e c ify in g  Che t ra d e  o i f s ,  
y ie ld in g  an e s tim a ted  u t i l i t y  v ec to r
( 1 /3 ; 1; 1/3 ) (see  Note 5 .7 ).
■ 1 ,2 ,3 ,
and so Assumption 5 .4  i s  s a t i s f i e d .  Note th a t  i f  the DM g iv es  e s tim a te s  
o f u^ and which d ecrease  w ith r e s p e c t to  u i f ix e d  on 1 , so
** becomes la rg e r  and the m argin o f e r r o r  can in c re a s e .
Using th e  w eigh ts u 1 we g e t the sim plex ta b le a u  (op tim al fo r  
th e se  w e ig h ts ) :
*1 2 3
1 0 ,5  -1 ,5
-1 ,5  1 2 ,5
-2
3,5
T h e re fo re , x 2 = ( 3; 1 ,5  ) mid £(x2) ■ ( 6; 4 ,5 ;  3 ) .
Prom che ta b le a u ,  we have
where u .z 3 >  0 and u .z^ < 0.
Assumptions 4 .3  and 4 ,6  r e q u ire  th a t  Zg e 2^ (and r 
the  DM must g ive  an e s tim a te  o£ u^ such th a t
? <  0 and u2 .Zg <  u2 .z 2 .
In  a d d i t io n ,  Assumption 4 .4  re q u ire s  a measure o f c o n s is te n c y  from the 
DM. T his i s  measured in  Assumption 5 .5 , where u2 must s a t i s f y
I -  4  I < t 1 "  1 ‘  l ' 2 ,3 '
where u has been norm alised  so th a t  max ( 
Assumption 5 .4  re q u ire s  U u t
„2 ,2
2 ’ 3u‘ , o f ) -  1.
| u* -  u2 | <  *2 S -  u2 .Z5 /  Hz2 11 fo r  i -  1 ,2 ,3 .  I
Suppose th a t  the DM chooses
u2 -  ( 0 ,4 5 ; 1; 0,5?. ) .
Then both  (5 .3 ) and (5 .4 )  a re  s a t i s f i e d ,  where *2 * 0 ,0832.
The f i n a l  sim plex ta b le a u  (op tim al fo r  the w eights u 2) i s  given 
over the page. From th e  ta b le a u ,
x3 -  ( 2 ,4 ; 2 ,4  ) and f (x 3> -  ( 7 ,2 ; 2 ,4 ; 7 ,2 ) .
3 >  0 and u * .z 3 >  0 . From Assumptions 4 .3  and 4 .8  
s r e q u ire  u J to  s a t i s f y
(5 .5 )
Basi3 X1 x2 x3 x4 *5 *6
2,4 1 -0 ,4 0 ,6
0 ,6
2,4
-0 ,6
0 ,6
0 ,4 1
0 ,6 0 ,4 -0 ,6 1
£, 7,2 -0 ,2 0 .8
f 2 2,4 1,6 -1 ,4
f 3 7,2 -2 ,2 2,8
Suppose that: the DM gives
u3 = ( 0 ,4 5 ; 1; 0 ,48  ) .
He see th a t
} -  min ( u3 . ^  f i z \  II , u3 .z3/ll2 3 'I >
= min ( 0 ,1135; 0 ,0608 )
* 0 ,0608 .
| u ,  - u ? | <  0,05  <  0,0608 fo r  i  = 1 ,2 ,3 .
T h e re fo re , from Theorem 5 .1 ,  we have thac (5 .5 ) i s  s a t i s f i e d .
A RE-EVALUATION OF THE ASSUMPTIONS
In  th e  example d iscu ssed  in  the l a s t  s e c t io n ,  we saw th a t  the 
requ irem en t th a t
fo r
in  o rd e r  to  s a t i s f y  Assumption 5 .4  ( 5 .6 ) ,  i s  f a i r l y  r e s t r i c t i v e  when 
ap p lied  to  v e c to rs  which have been no rm alised  acco rd ing  to  Note 5 .7 .
The e r ro r s  made in  the e s tim a te s  could be much " la rg e r "  i f  we allow ed
th e  maximal elem ent in  to  v a ry . A uniform  app roach , however, i s
d e s ir a b le ,  s in c e  th e  e s tim a te s  uk a re  re q u ire d  fo r  use in  the 
alg o rith m .
I f  we reco g n ise  the f a c t  th a t  a^ » b^ fo r  some q ( l < q < r )  
in  Theorem 5 .1 ,  we f in d  th a t  i f  we d efin e
t  = 6 /  .1 1  I
in  th e  p ro o f , th a t  the r e s u l t  s t i l l  h o ld s . The same o b se rv a tio n  ap p lie s  
to  C o ro lla ry  5 .2 .  We a r e ,  th e re fo re ,  ab le  to  re p la c e  Assumptions 5 .4  and
5 .6  by th e  fo llo w in g  two ( le s s  r e o t r i c t i v e )  assum ptions re s p e c t iv e ly .
ASSUMPTION 5 .8  At i t e r a t i o n  k o f A lgorithm  4 ,1 ,  assume th a t  the 
es tim a ted  v e c to r  o f  w eigh ts >  0 , which has been norm alised  so th a t
u^ = max u^ = 1 ,
q ? <  i  <  r  1
s a t i s f i e s  th e  in e q u a l i t ie s
i a r b i t r a r i l y  sm all p o s itix
t 3 = max { -  uJ .z{  /  J  | z .  ■ | };
1 <  £ <  n i= l
i /q
and u i s  th e  t ru e  (unknown) v e c to r  o f w e ig h ts , c o l l  inear. w ith  
V U (f(x)), which has been sca led  so th a t  = 1.
ASSUMPTION 5 .9  Assume th a t  A lgorithm  4 .1  te rm in a te s  a t  a nondominated 
extrem e p o in t xk only i f  th e  e s tim a ted  v e c to r  o f w eights u*1 >  0 , which 
has been norm alised  so th a t
u j  = max ^  = 1,
q 1 <  i  <  r  l
s a t i s f i e s  the  in e q u a l i t ie s
f u* "* ui  I ** fo r  i  = 1 , . . . ,  r ;
= min uk .a^  /  J  jz .^ i  > 0
I  nonbasic  1 i -1  l l
iM
and u i s  the tru e  (unknown) vecnor o f w e ig h ts , c o l l in e a r  w ith 
V U (f(x)), which has been s ta le d  so th a t  = 1.
In  bo th  o f th e se  assum ptions, the  assumed s c a lin g  o f u i s  no t 
im portan t as we a re  i n te r e s te d  in  th e  d i r e c t io n  of th e  marginal, u t i l i t y  
v e c to r .  The t i g h t  hand s id e  l im i t s  in  the in e q u a l i t i e s ,  however, have 
been in c rea sed  (or a re  as good as) the  l im i t s  in  the c o rresponding
Assumptions 5 .4  and 5 .6  by the removal o f one of the term s in  the
denom inator (u n le ss  th i s  was z e ro ) .  S ince the r e la x a t io n  o f th e  l im its
in  the above two assum ptions should g e n e ra lly  give th e  DM g re a te r  f l e x i ­
b i l i t y  in  the  e s tim a te s  he makes o f u*. one may be tempted to  ap p ly  the 
same r e la x a t io n  to  Assumption 5 .5 . I t  i s  ou r b e l i e f ,  however, th a t
Assumption 4 .4  (which i s  im p lied  by Assumption 5 .5 ) should be re ta in e d  
in  i t s  p re se n t form a s  i t  i s  e a s i ly  checkable  and l e s s  r e s t r i c t i v e  than 
Assumption 5 .5  i s .  By th i s  we mean th a t  any v e c to r  which s a t i s f i e s  
Assumption 5 .5  must a lso  s a t i s f y  Assumption 4 .4  (by Theorem 5 .3 ) .  The 
convers 'i, however, i s  n o t g e n e ra lly  t r u e ,  tfe now r e s t a t e  Assumption 4 .4 , 
fo r com pleteness, as :
ASSUMPTION 5 .10  At i t e r a t i o n  k of A lgorithm  4 .1 ,  assume th a t  the 
es tim a ted  v e c to r  o f w eigh ts  U4 >  D i s  con ta in ed  in  the s e t  s \  d efin ed  
in  ( 5 .1 ) ,  f o r  k -  1 , 2 , .  .
I f  the DM i s  ab le  to  s a t i s f y  Assumptions 5 .8  -  5 .10  a t  each i t e r a t i o n  
o f A lgorithm  4 .1 ,  then the a lg o rith m  w i l l  converge in  a f i n i t e  number of 
i t e r a t i o n s  to  the DM's most p r e fe r re d  s o lu t io n  (when the u t i l i t y  fu n c tio n  
i s  assumed to  be l i n e a r ) .
We now dem onstrate  th a t  Assumptions 5 .8  -  5 .10  g ive  th e  DM g re a te r  
f l e x i b i l t y  when e s tim a tin g  th e  w eigh ts , by re c o n s id e r in g  th e  example of 
S ec tio n  5 .2 .
EXAMPLE 5.11
C onsider the  example o f S ec tio n  5 .2 .
A t th e  p o in t x* * ( 1 , 5 ;  3 ) ,  suppose th a t  th e  DM g iv es  an e s tim a te
u 1 -  ( 0 ,2 5 ; 1; 0 ,25  ) .
Assume th a t  u i s  o f th e  form . ^ ; 1; Ug ) .
# l  -  -  u1. ^  ■ ° ' 416'
C onfirm ation th a t  t h i s  i s  indeed the l im i t  i s  ob ta in ed  by choosing
■ ( 0 , 416 '+  l j  0 ,4 1 6 '+  )
. (  0 ,6 " :  1; 0 ,6 "  ) .
For t h i s  v a lu e  of
| <  0,416- • 1 ,3 .
Using Che weighcs u , we g e t the  s o lu t io n  x = ( 3; 1 ,5  ) ,  which i s  
th e  same s o lu t io n  a s  b e fo re . Ac we r e q u ire  (o r assume) Chat the
DM g ives an e s tim a te  u^ which s a t i s f i e s
<  0 (Assumption 5.10)
| u* -  | <  42 = - u 2 .Zg / ( U ^ 5 I + I = ^ 5 i ) ;  i  = '^.3 (5 .7 )
i f  u2 -  u2 -  1 (by Assumption 5 .8 ) .
Suppose th a t  the DM gives
u2 -  ( 0 ,5 5 ; 1; 0 ,67  ) .
Then both (5 .6 )  and (5 .7 )  a re  s a t i s f i e d ,  where ^  = 0 ,254".
We see , th a t  i f  Assumption 5 .5  was assumed to  be s a t i s f i e d  r a th e r  than
( 5 .5 ) ,  chen
| u2 -  u j  | » 0 ,42  >  0,416* -  $1,
and we may conclude, w rongly, th a t  Assumption 4 .4  i s  n o t s a t i s f i e d .
The s o lu t io n  fo r  the w eights u2 ia  * ( 2 ,4 ;  2 ,4  ) ,  which 
i s  the same s o lu t io n  o b ta ined  p re v io u s ly . At x2 , we re q u ire  She DM 
to  reco g n ise  th i s  as h is  most p re fe r re d  s o lu t io n  by g iv ing  an 
e s tim a te  o f u^ which s a t i s f i e s  (5 .5 ) ,
Assumption 5 .9  re q u ire s  the  DM to  g ive  such th a t
j u* -  u? | <  min ( u2.s^/2.4 , u3 .z 2 /3 .6  ) (5 .8 )
where u3 = u^ = 1.
Since u* =• = 0 ,5  , th e  ranges on u3 and u3 in  (5 .8 )  w il l
he the same. L e t t in g  u3 *■ u3 « y in  ( 5 .8 ) ,  we see th a t  we need y 
to  l i e  in  the range
O .B y  +  1 , 4  -  2 , B y  « ; y  „  0 i 5  <  ~  0 , 2 %  + 1 , 6  - 2 , 2 %
i . e .  0 ,4 "  <  u? <  0 , W  fo r  i  = 1 ,3 .  (5 .9)
The DM can sak e  e s tim a te s  o f u3 and u3 in  th e  range given in  (5 .9 ) 
and (5 .8 ) w i l l  be s a t i s f i e d .  D
We have shown th a t  e s tim a te s  o f the v e c to r  o f w eights can be l e s s
a c c u ra te  i f  A ssumptions 5 .8  -  5 .1 0  a re  uaed in s te a d  o f  A ssumptions 5 .4  -  
5 .8 .  We r e c a l l ,  however, th a t  the DM i s  n o t g iv ing  th e se  w eights d i r e c t l y ,  
b u t the  in d if fe re n c e  m a tr ix  D (from  which the w eights a re  c a lc u la te d ) .
In  the n ex t ch ap te r we c o n s id e r what e r ro r s  can be made by th e  DM when he 
e s tim a te s  the in d if fe re n c e  t r a d e -o f f s .
CONCLUSION
In  . ' .s c h a p te r  we have determ ined bounds on th e  elem ents o f the  
e s tim a ted  v e u to r  of w eigh ts which a re  used in  S tep  1 o f  A lgorithm  4 .1 , 
w hich ensu re  th a t  the a lg o rith m  converges to  th e  DM'u most p re fe r re d  
s o lu t io n .  These bounds g ive  a p r a c t i c a l  way of d e te rm in ing  the ranges in  
which th e  t ru e  v e c to r  o f w eights must l i e .  During the im plem entation  of 
the  a lg o rith m  and a t  th e  te rm in a tio n  of th e  a lg o rith m , th e se  ranges can 
be d isp lay ed  to  th e  DM, Although th e  DM i s  n o t e s tim a tin g  th e  w eights 
d i r e c t l y ,  he may be ab le  to  p a ss  sooe judgement on whether they r e f l e c t  
h is  fe e l in g s  about th e  r e l a t i v e  w eightings o f  th e  o b je c tiv e s  o r  n o t.
I t  i s  ou r op in io n  th a t  thesti bounds a re  rea so n ab le  in  p ra c t ic e ,  
( i . e .  they reasonab ly  re p re s e n t the assum ptions in  Chapter 4 which they 
have re p la c e d .)  The fo llow ing  p o in ts ,  however, s t i l l  need fu r th e r  
in v e s t ig a t io n .
a ) The un d e rly in g  Assumptions 4 .4 ,  4 .5  and 4 .8 .  O ther assum ptions' can 
be made which g uaran tee  convergence of A lgorithm  4 .1 .  More r e s t r i c ­
t iv e  (and consequently  t ig h te r )  bounds should speed up convergence. 
This p o in t was m entioned in  S ec tio n  4 .5 .
b) The requ irem en ts th a t
( u1 -  | , i  « 1 ............
where £ i s  a fu n c tio n  o f u , need to be examined fu r th e r .  I s  i t  
p o s s ib le  to  determ ine bounds on || u -  u || which a re  independe n t o f 
the  e s tim a te s  u?
c) Re-examine Assumption 5 .9  a t  the f i n a l  s o lu t io n  x \  This has the 
anomaly th a t  i f  u^ i s  g iven  such th a t
0 <  uk ,z£  < e fo r  one nonbaaic I ,
s a r b i t r a r i l y  sm a ll, then  we r e q u ire
n1? s  u* V i  » 1 , .  . .  , r .
Assumption 4 .8  m erely re q u ire d  u to  s a t i s f y
u * .z ^  > 0  V i -  1 , , . .  ,n .
T his s e t  o f l in e a r  c o n s tr a in ts  on u can be co n s tru c te d . In  a d d i t io n ,  
c o n s tr a in ts  u s SJ ( j  <  k) could be in c o rp o ra te d  to  r e s t r i c t  the 
range s t i l l  f u r th e r .  T his i s  s im ila r  to  Z io n ts  and W ailen iu s’ (1976) 
im plied  requ irem en ts  a t  an op tim al s o lu t io n .  Our reason  fo r  conside­
r in g  the c o n s tr a in t  s e t ,  however, i s  to  determ ine a un iform  bound on 
|fuk -  u* II. To do so , s u i ta b le  o b je c tiv e  fu n c tio n s  need to  be form ula ted . 
Assumption 5 .8  does n o t p re se n t us w ith  th e  same p r a c t ic a l  d i f f i c u l t i e s
s in ce  i s  n o t computed from a l l  the  nonbasic  t r a d e - o f f s ,  on ly  the
b e s t  one is  used.
d) The o b je c tiv e  fu n c tio n s  m entioned in  (c ) could be f a c i l i t a t e d  by making 
an assum ption th a t  the e r r o r  in  the e s tim a te d  w eigh ts i s  p ro p o rtio n a l 
to  the (unknown) t ru e  w e ig h ts , i . e .  th a t
uk .  (1+Ek) u*, i - l , . , . , r ,  (5 .10)
where -  e 1 <  ek <  e2 , e \  e2 2> 0 . I s  t h i s  a reaso n ab le  assum ption?
What e f f e c t s  w i l l  i t  have on the o th e r  r e s u l t s  in  t h i s  chapter?  This 
a lso  t i e s  up w ith  the p o in t ra is e d  in  (b) s in c e  we now have
-  e*" u? <  -  u* <  e 2 i  -  1 , . . .  , r ,
e) We have chosen the norm to  examine || u -  u || . I t  i s  p o s s ib le
th a t  a d i f f e r e n t  choice o f norm may be more u s e fu l .  A d i f f e r e n t  cho ice
o f norm w i l l ,  however, a f f e c t  the  r e s u l t s  o f th e  n ex t ch ap te r.
CHAPTER 6 ERROR BOUNDS ON TUB ESTIMATED INDIFFERENCE TRADE-OFFS
In  Chapter 5 we showed th a t  i f  the D ecision  Maker g ives e s tim a te s  of 
the  t r u e  (unknown) s e t  o f w eights which l i e  in  a p re sc r ib e d  ra n g e , then 
A lgorithm  4 .1  w i l l  converge to  th e  D M 'e  most p re fe r re d  so lu tio n  in  a 
f i n i t e  number o f i t e r a t i o n s .  In  Chapter 3 , however, we d id  n o t re q u ire  
the  DM to  g ive  e s tim a te s  o f these  w eights d i r e c t l y ,  b u t to  g ive  the 
in d if fe re n c e  t r a d e -o f f s  between p a ir s  o f o b je c t iv e s .  T his in fo rm a tio n  is  
in c o rp o ra ted  in to  the in d if fe re n c e  t r a d e -o f f  m a tr ix  D and the w eights 
u a re  then  computed from the e ig en v a lu e / e ig e n v e c to r  problem  (3 .1 6 ) .
Me have a lre a d y  seen th a t  in  S ec tio n  5 , a t  i t e r a t i o n  k of 
A lgorithm  4 .1 ,  we req u ired
| u^ -  u£ | £ -  e fo r  i  » 1 , . . . , r  (6 .1)
to be s a t i s f i e d ;  where uk i s  th e  e s tim a te  o f th e  t ru e  s e t  o f w eights 
u , $k  i s  some p re sc r ib e d  non-nega tive  s c a la r  which i s  defined  in  (5 .2 ) 
and e i s  an a r b i t r a r y  sm a ll, p o s i t iv e  number. Bounds on the elem ents 
o f the in d if fe re n c e  t r a d e -o f f  m a tr ix  need to  be e s ta b l is h e d  which ensure  
th a t  (6 .1 ) i s  s a t i s f i e d .
Using a s tan d a rd  p e r tu rb a t io n  approach fo r  e igenva lue  problems (see 
W ilkinson (1 9 6 5 )), we wore ab le  to  f in d  bounds on the elem ents of th e  
m a trix  D which d id  guaran tee th a t  tho r e s u l t in g  e ig en v ec to r s a t i s f i e d  
the bounds of ( 6 .1 ) .  On computing these  bounds, however, f o r  a reasonably  
s iz e d  problem (7 o b je c t iv e s  and 8 p a irw ise  com parisons), th e se  bounds 
were found to  be so sm all ( in  r e l a t i o n  to  i(>k) as to  be u s e le s s  fo r  any 
p r a c t ic a l  pu rp o ses . T h e re fo re , i n  th i s  C hapter, a d i f f e r e n t  approach i s  
proposed in  o rd e r  to  o b ta in  u se fu l bounds on the elem ents o f D.
NOTATION 6 .1  W® drop th e  s u p e rs c r ip t  k fo r  convenience sake in  the 
r e s t  o f t h i s  c h a p te r .  The in d if fe re n c e  t r a d e -o f f  m a trix  o b ta ined  
from th e  DM a t  the  s o lu t io n  and the r e s u l t in g  s e t  o f w eights uk 
a re  denoted by D and u r e s p e c t iv e ly .  D  ^ has correspond ing  in q u iry  
p a t te r n  P^, defin ed  in  ( 3 .5 ) ,  which i s  denoted by P. The tru e  
in d if fe re n c e  t r a d e - o f f  m a tr ix  D*(xk) , co rresponding  to  Pk , and the 
t ru e  s e t  o f w eigh ts u*(xlc) ( c o l l in e a r  w ith  VU(f(xk ) ) ) , a re  denoted by 
D and u r e s p e c t iv e ly .  O
We now give  two examples to  i l l u s t r a t e  some o f th e  d i f f i c u l t i e s  
which a r i s e  when a ttem p tin g  to  e s ta b l i s h  bounds on th e  e r ro r s  a llow ed in  
th e  m a trix  D.
EXAMPLE 6 .2  Suppose cha t we have a problem  w ith  7 o b je c tiv e s  and th a t  
th e  DM g iv es  the fo llo w in g  in d if fe re n c e  t r a d e -o f f  m a tr ix  in v o lv in g  8 
s e t s  o f p a irw ise  com parisons.
10 0 0 -1  0 0 0
0 3 0 -2  0 0 0
0 0 1 0 - 1 0 0  
0 0 1 0 0 -1  0
0 0 0 0 0 -2  1
0 2 -1  0  0 0 0
5 - 1 0 0 0 0 0
0  0  0  - 1  1 0  0 ,
T his m a trix  has f u l l  ra n k . i . e .  the responses  from the DM are  
in c o n s is te n t .  The m a trix  i s  then norm alised  to  (see  (3 .1 7 ) ) :
.1 2 3 .
- 0 ,1  
-0 ,6 *
0 1 -0 ,5
1 - 0,2 0
Solv ing  (3 ,16 ) g iv es  th e  s o lu tio n  (rounded i 
where u^u ■ 1 :
5 decim al p la c e s ) ,
u -  ( 0,03566} 0,19450,- 0 ,34903 ; 0 ,32327; 0,33635; 0,35115', 0,70571  ) .
A d justing  D to be ( to  5 decim al p la c e s ) :
1 0  0 -0 ,11031 0 0 0
0 1 0 -0 ,60259 0 0 0
0 0 1 0 -1 ,03770 0 0
0 0 1 0 0 -O ,99396 0
0 0 0 0 0 ). -0,49758
0 1 -0 ,55612 0 0 0 0
1 -0 ,18306 0 0 0 0 0
0 0 0 -1 ,04046 1 0 0
we have th a t  Du ■ 0 ( s u b je c t on ly  to  rounding  e r r o r ) ,  which i s  a 
p ro p e rty  th a t  we r e q u ire  fo r  a c o n s is te n t  sett o f re sp o n se s . Element 
dgj has changed by approxim ately  12%, w hile  o th e r  elem ents have 
changed by sm a lle r amounts, and y e t  the s o lu t io n  to (3 .16 ) i s  s t i l l
.1 2 4 .
th e  same. D. has been s p e c i f ic a l ly  co n s tru c te d  (see  l a t e r  on in  
S ec tio n  6.2.) to  show th a t  "rea so n ab le"  changes in  an in c o n s is te n t  D 
can r e s u l t  in  a s e t  o f w eights u which s a t i s f y  u = u . i . e .  th a t  
ifrk -  b can be s e t  to  ze ro  in  (6 .1 ) .
A more g enera l approach would be expected  to  have the p ro p e r ty  
th a t  the e r ro r s  tended  to  zero  as »k *  0 . However, a s  t h i s  example 
i l l u s t r a t e s ,  th is  may n o t be ap p ro p ria te  fo r  in c o n s is te n t  responses  •
EXAMPLE 6 .3  Suppose th a t  D fo r  a problem  w ith  3 o b je c tiv e s  i s
* f  " ° ‘ 2 5  1 0 1
t> -
{ 0 1 -0,25 j
where the in q u iry  p a t te rn  is
- ■  I :  : . : !■
T his has co rresponding  u (rounded to  4 decim al p la c e s ) :
u* -  ( 0 ,6963; 0 ,1741; 0 ,6963 )
o r u* -  ( 1; 0 ,2 5 ; 1 )
i f  we norm alise  u such th a t  max u. -  1.
i  1
Suppose th a t  we a llow  the DM to  make e r ro r s  o f the  o rd e r o f 20% in  
the  elem ents d ^  and d g y
i . e .  -0 ,3  <S du  < -0,2
-0 ,3  <  d23 < -0 ,2  .
T h e n , i f  th e  DM g iv e s  an  i n d i f f e r e n c e  t r a d e - o f f  m a t r ix
th i s  le a d s  to
u = ( 1; 0 ,3 ; 1 )
which may be co n sid ered  to be a reaso n ab le  e s tim a te  o f u .
However, i f
f -0 ,2  1 0 |
D =
{ 0 1 -0 ,3  j
u = ( 1; 0 , 2 ;  0 , 6 '  ) 
which i s  consid e rab ly  w orse. In  f a c t ,  the  m a trix
f  -0 ,5  1 0 ]
D "  I
1 0 1 -0 ,5  j
which i s  w e ll o u ts id e  the a llow ed ra n g e , le ad s  to
u -  ( l ;  ' \ 5 ;  1 ) ,
which i s  consid e rab ly  b e t t e r  than  the p rev ious case  i f  we a re  u sing
th e  c r i t e r io n  |u .  -  u . |  as a y a rd s t ic k ,
In  t h i s  example, we see th a t  i f  bo th  and d j3 a re
es tim a ted  in c o r r e c t ly  in  the same d i r e c t io n ,  then  f a i r l y  la rg e  e r ro r s
can be made. I t  i s  when they  a re  e s tim a ted  in c o r r e c t ly  in  d if f e r e n t  
d ir e c t io n s  th a t  problems a r i s e . In  la rg e r  problems ( e .g .  Example 6 .2 ) ,  
th e se  in te r a c t io n s  may w ell be im possib le  to  a n a ly se . T his example
shows t i m  a c o n s is te n t  approach to  any s iz e  problem , which allow s 
e r r o r s  to  be made in  e i t h e r  d i r e c t io n ,  w i l l  r e s u l t  in  "sm a ll"  bounds 
being  imposed on th e  elem ents of D in  o rd e r  to  ensu re  th a t  ( 6 .1 ) i s  
s a t i s f i e d .  □
NOTE 6 .4
( i )  A fte r  n o rm a lisa tio n  (3 .17 ) has been perform ed on each row m o f the 
m a trix  D (m = 1 , . . .  , p ) , any e r ro r s  made by the DM when e s tim a tin g  
the in d if fe re n c e  t r a d e -o f f s  between o b je c tiv e s  i  and j ,  a re  
accum ulated in  d ^  <  0. A ll th a t  th is  means i s  th a t  a f t e r  no rm ali­
s a tio n  (3 .1 7 ) has been perform ed, any e r r o r s  made in  e i t h e r ,  o r bo th , 
o f th e  o r ig in a l  e lem ents a t  the  m ^  p a irw ise  com parison, w i l l  now 
be found in  the n e g a tiv e  elem ent.
( i i )  Given d ^ . = 1, 0 >  d ^  > -1  in  row m o f th e  n o rm alised  D, we 
have th a t  d ^  = 1 and 0 >  d ^  . We do n o t assume th a t  d^. > -1 .
I t  i s  q u i te  p o s s ib le  th a t  the DM has wrongly e s tim a ted  the
—  (
e s p e c ia l ly  i f  they  a re  " c lo s e " . See d^g o f 5 in  Example 6 .2 , 
fo r  in s ta n c e .  D
6 .1  ERROR BOUNDS ON CONSISTENT RESPONSES
Suppose cha t the DM has given an in d if fe re n c e  t r a d e -o f f  m a tr ix  D 
w ith  co rresponding  enqu iry  p a t te rn  V which s a t i s f i e s  R e s tr ic t io n s  3 .2  -
3 .4  and th a t  D has rank r - 1 .  Then, from D e f in it io n  3 .1 2 , the DM i s
c o n s is te n t .  An e s tim a te  u o f the  w eights i s  ob ta in ed  by so lv in g  (3 .16)
fo r  th e  e ig en v ec to r co rresponding  to  the zero  e ig enva lue  (Remark 3 .1 8 ), 
o r by usin g  A lgorithm  3 .13 .
At th e  p a irw ise  comparison (1 <  m <  p ) , o b je c tiv e s  i  and j
(1 <  i , j  <  r :  i  i* j )  a re  compared and
do j= 1, 0 >  d ^  >  -1
a f t e r  n o rm a lisa tio n  (3 .1 7 ) . Then, we have
°i * d„j “j ■0 (6,2)
where i s  the t ru e  v a lu e  o f d ^  a f t e r  n o rm a lis a tio n .
NOTE 6 .5  Suppose th a t  u i s  sc a le d  so th a t
u * u "  max u , = 1.
4 q 1 <  i  <  r  1
T his r e s c a l in g  o f u does n o t a f f e c t  i t s  d i r e c t io n .  A lso, we are  
n o t assuming th a t
We now use (6 .3 )  and Note 6 .5  to  work out the gen e ra l form fo r u
i term s o f the unknown d . 1 s .  The fo llow ing  a lg o rith m  i s  based on
(6 .3 )
A lgorithm  3.13  fo r  g e n e ra tin g  u fo r  a c o n s is te n t  DM.
ALGORITHM 6 .6
Step 0 . Choose i  such th a t  u , = max u . = 1.. ^ l < j < r  J
S e t u . "  1.
S e t I  = { i  }, J  -
S tep  1. S e le c t i f  I ,  i ^ J ,
For a l l  o b je c tiv e s  j  i  X, 1 <  j  <  r ,  where o b je c tiv e  j  is  
compared to o b je c tiv e  i  a t  th e  ml:h p a irw ise  comparison 
(1 <  m <  p ) , d efin e
( i )  u /  = -  d j  u* i f  m * + d^* u* « 0
( i n
S e t I  = I  U ( j  }.
Repeat u n t i l  no fu r th e r  j  ei I  e x is t s  which i s  compared to 
a t  any pa irw ise  com parison.
S tep 2. I f  I  « { 1 .......... r  } then  STOP.
O therw ise, s e t  J » J  U { i  } and GO TO 1.
EXAMPLE 6 .7  C onsider the  m a tr ix  5 g iven  in  Example 6 .2 .  D has rank
6 and i s , ,  th e re fo re ,  c o n s is te n t .  N orm alising  u so th a t
max u , = 1, we have ( to  5 decim al p la c e s ) :
i  1
u = ( 0 ,05053; 0,27603; 0 ,49450; 0 ,45808; 0 ,47660; 0,49758; 1 ) .  (6 .4 )  
D i s  then given by:
■ 1 0 0 d* 0 0 0
0 1 0 d 2* 0 0 0
0 0 1 0 d3* 0 0
0 0 1 0 0 d4* 0
0 0 0 0 0 1 d*
0 1 d6* 0 0 0 0
1 d7* 0 0 0 0 0
0 0 0 dg* 1 0 0
where < 0 ;  1 <  m <  8; 1 <  j  <  7.
We now use A lgorithm  6 .6  to  f in d  th e  g en e ra l Cora fo r
S tep  0 . S e t u? a 1 , I  = { 7 ) ,  J » $ .
I t e r a t i o n  I  i  = 7.
Only 6 i s  compared to  7,
U6 = '  d57 4 ” "  d57-
I  =■ C 6 ,7  >, J  = { 7 >.
I t e r a t i o n  2 i * 6 .
Only 3 i s  conpared to  6.
* , * * , * ft
" , ' - " w " !  -  '
1 = ( 3 ,6 ,7  >, J  * { 6 ,7  } .
I t e r a t i o n  3 i  <= 3.
2 and 5 a re  compared to  3 .
I  = { 2 ,3 ,5 ,6 ,7  }, J  = { 3 ,6 ,7  }.
I t e r a t i o n  4 i  = 2.
1 and 4 a re  compared to  2 .
'  -  "7 !  "3 "  ^ 2  "57
"4 ■ -  V dZ4 ■ d63 d46 d57 1 d24 '
I  -  { 1 ,2 ,3 ,4 ,5 ,6 ,7  >. STOP.
Then u i s  assumed to  be o f th e  form ( i . e .  has th e  d ire c t io n )
s :
- d63 ' w ' l "
' j ' , ;
*63 d46 d57/d 24
* d«
NOTE 6 .8  Since D has more than r -1  row s, th e re  i s  n o t a unique 
c o n s tru c tio n  o f u . At i t e r a t i o n  4 , when I  = { 2 ,3 ,5 ,6 ,7  } and 
J  = { 3 ,6 ,7  } , we may have chosen 5 from 1 in s te a d  o f 2 . This 
would have le d  to
Then I  = { 2 ,3 ,4 ,5 ,6 ,7  } and J = { 3 ,5 ,6 ,7  }. We may now have 
chosen 4 from I  in s te a d  o f 2 . T his g ives
S I
°1 '  -  " l4  \  -  'k *  "46 "57 '  4 * '
Then, fo r  we must have th a t
4 )  ' w  ' w  " ' 1* " w ' :7 / "w 
i ' " '  ' 7 2 ^ 3  " - * 1 *
and fo r  we must have
S a  ' w  'S r  /  S *  '  ' w  S ?  /  '3 5  ^
"«3 /  4 *  '  ^ / 35 84 (6 .7 )
Since th e  DM i s  b e ing  c o n s is te n t  ( in  the I d e a l  c a s e ) ,  (6 .6 ) and (6 .7 ) 
should bo th  ho ld  and, th e re fo re ,  i t  does n o t m a tte r which elem ents a re  
chosen from I .  I t  can be e a s i ly  v e r i f i e d  th a t  (6 .6 )  and (6 .7 ) are  
tru e  by u sing  (6 .3 ) and s u b s t i tu t in g  u ^ 's  and u . ' s  f o r  the  dmj ' 9.
A lgorithm  6 .6  g ives us a way of d e te rm in ing  the gen e ra l form fo r 
u . We now need to impose assum ptions on the e s tim a te s  o f the ' s 
made by che DM in  o rd e r  fo r  (6 . 1) to  be s a t i s f i e d  fo r  some v a lu e  o f ifi .^
ASSUMPTION 6 .9  Given o b je c t iv e s  i  and j  (1 <  i , j  <  r ;  i  5s j )  being
compared a t  the mtl1 p a irw ise  comparison (1 <  m < p) w ith  d ^  < 0 
( a f t e r  n o rm a lisa tio n  (3 .1 7 ) ) ,  we assume th a t  d . s a t i s f i e s
dmj
and d ^  i s  the t ru e  v a lu e  o f  d ^ j .
p a irw ise  com parisons m, ta i s  assum ption i s  always t r u e .  I t  i s  when we 
impose fu r th e r  assum ptions on the d e v ia tio n s  e[n, th a t  we encounter 
th e  problems m entioned in  Example 6 .3 .
ASSUMPTION 6.10  Assume th a t  th e  e in  Assumption 6.9 a re  p ro p o rtio n a l 
to  th e  t r a d e -o f f  r a t i o s  d ^ .
i . e .  em ■ 6m d ^ ;  Vm = l < j  < r ;  (6 .9 )
where -  A* <  6m <  and A^, > 0.
T his assum ption means th a t  we a re  supposing th a t  the accumulated 
p ro p o rtio n a l ■errors made by che DM a t  each  p a irw ise  comparison a r e ,  a t  
w o rs t,  the same o rd e r o f m agnitude, i . e .  th e  sm a lle r | d ^ |  i s ,  the 
sm a lle r  the accum ulated e r ro r  made in  each p a irw ise  com parison i s  ( a f t e r  
n o rm a lisa tio n  (3 .1 7 ) ) .
From (ti.S ) and ( 6 .9 ) ,  we have
dmj = d^ t ( 1 + 6m ) ;  V m * 1 , . .  . ,p ;  I  <  j  < c . (6 .10 ) 
S ince the DM i s  c o n s is te n t ,  we have from (6 .2 )  th a t
d„ j  -  -  “ i  /  “i  
where and Uj a re  known. T h e re fo re ,
dm!  » -  u i  / (  U j(l+6^) ) ;  ¥ m -  l , . . . , p ;  1 <  j  <  r j  (6 .11 )
where and A^, A  ^ >  0.
In  the case  wherei p > r - 1 ,  i t  may lie im possib le  to  apply Aasumption 6.10 
to  a l l  the d ^ j 's  sim u ltan eo u sly , as th e  nex t exampIs dem onstrates.
EXAMPLE 6.11  C onsider a problem  w ith  3 ob jecc iv e  fu n c tio n s ,  where i 
c o n s is te n t  DM g iv es th e  in d if fe re n c e  t r a d e - o f f  m a trix
Then u -  ( 1 ; 0 ,2 5 ; 1 ) .
D has the form
31
i chosen to  be 1 in  S tep 0,A pplying A lgorithm  6 .6 ,  where i
a* -  ( 11 -  d j* ; -d 3* ) .
Using Assumption 6.10  and (6 .1 1 ) ,  we have
U* - ( I I  u 2/ ( n - « l ) ;  U3/ ( U « 3) ) 
s in ce  -  1 .  For co n s is te n c y , we need row 2 o f D to s a t i s f y
u , / ( W . )  + «L% -  023 3
■ -  u „ (1+6 ) / (  u ,(l+ 'S 1) ) .
Applying Assumption 6 .10  and (6 .1 1 ) to  d^^, we sea th a t  we r e q u ire  
u 2 / (  u 3 (1 + 5 2) ) -  ■■ u2 (H '6 3) / (  u 3 (1 + 6 1) ) 
i . e .  l / ( l + 6 2) -  (H-63) / ( l+ f i1) .
We see th a t  i f  we p u t 6. a t  i t s  upper l im i t  o f and 6, a t  i t s
lower l im i t  o f -  A1, Chat 6^ needs to  be g re a te r  than A2 in  o rd e r  
fo r  the eq u a tio n  to  h o ld . T h e re fo re , Assumption 6.10  w i l l  be co n tra ­
d ic te d  fo r  d2* . O
As the above example has shown, we cannot g en e ra lly  apply  Assumption 
6 ,10  when p >  r - 1 , S ince we only need r-1  rows o f D to g en era te  u , 
we concern o u rse lv es  w ith  th e  v - l  rows which a re  used in  A lgorithm  6 .6 ,  
remembering th a t  th e se  r-1  rows a re  n o t th e  only rows which can be used 
to  f in d  th e  form o f u .
I f  th e  DM g ives v a lu es  fo r  the  dmj ' s  which s a t i s f y  Assumptions 6 .9  
and 6 .1 0 , then we e s ta b l i s h  th e  fo llow ing  r e s u l t  which w il l  enab le  us to  
compute v a lu es  fo r  A* and A^ such th a t  (6 .1 ) i s  s a t i s f i e d  fo r  some 
v a lu e  o f ^k .
THEOREM 6.12 I f  a t  each p a irw ise  comparison m used in  A lgorithm  6.6 
(where o b je c tiv e s  i  and j  a re  compared and <  0 a f t e r  no rm ali­
s a tio n )  the DM g iv es  v a lues  fo r  d ^  such th a t  the  m a trix  D has rank 
r - 1  and Assumptions 6 .9  and 6.10  a re  s a t i s f i e d ;
i , e ‘ dmj ” “ uj ( l 'hV  (6 .12)
where -  A1 < 6m <  A2 ; A1 , A2 >  0 ; (6 .13)
then u computed from A lgorithm  6 .6  w i l l  have the bounds 
^
(1+A2) 1 (1-A1) 1
where: fo r  f ix e d  u. i s  defined  a t  some i t e r a t i o n  of
Algorithm  6 .6 , say i t e r a t i o n  k,
a. and b , a re  nonnegative in te g e rs  which s a t i s f y
= number o f d ^ ' s  in  dhe denom inator o f (6 .15)
= number o f d ^ ' s  i n  th e  num erator o f u^ (6 .16 )
a u + b ^  = 1c, th e  ic e ra d io n  of A lgorithm  6 .6  (6 .17 )
and u = max u. » ]. = u * . (6 .18 )
q 1 <  i  <  r  1 q
P ro o f: From Step 0 o f th e  alg o rith m  we have th a t  (6 .18) i s  s a t i s f i e d .
We prove th e  r e s t  o f th e  r e s u l t  by in d u c tio n .
At I t e r a t i o n  1 of th e  a lg o rith m  we have th a t  fo r  a l l  j  th a t  can
be compared to  1 -  q , e i th e r
( i )  u t  = -  dra? from (6 .3 )
* -  d ^  s in c e  = 1 fo r  i  = q
" U j/(  ) from (6 .12 )
-  U j/(l+ 5 m) s in c e  u^ -  1 fo r  i  = q.
Then, from (6 .1 3 ) , we have
(1+A ) J (1 -6 h
which means th a t  (6 .1 4 ) i s  s a t i s f i e d  w ith  a 
b j - 1  in  (6 .16 ) and tij+bj -  1 in  (6 .1 7 ) .
( i i )  u t  -  -  u t  /  d j from (6 .3 )
u -  i /  d^j s in c e  = 1 fo r
= u^(l+fim) /  u t  from (6 .12)
= U j(l+6m) s in ce  u ^ = l  f or
Then, from (6 .1 3 ) ,  we have
U j  ( l - A 1 )  <  u *  <  U j d t l 2 )
which means th a t  (6 .14) i s  s a t i s f i e d  w ieh aj  ■ 1 in  (6 .1 5 ) ,  
bj -  0 in  (6 .16 ) and aj* b j ■ 1 in  (6 .1 7 ) .
Suppose now th a t  Che r e s u l t  i s  tru e  a t  i t e r a t i o n  k of A lgorithm  6.6
i . e .  Chat a t  the end o f i t e r a t i o n  k (o r  the s t a r t  o f k+1) th e re  i s
an i  s I ,  i  #5 J  which can be compared to  o b je c tiv e  j  ji I  a t
p a irw ise  comparison m and th a t  u. s a t i s f i e s  (6 .14) -  (6 .17) w ith
a .  -  a , b . ■ b and a .+ b , ■ a*b ■ k. Then, one o f the fo llow ing  cwo 
ca se s  i s  tru e :
D iv id ing  (6 .14 ) through by >  0 and m u ltip ly in g  through  by 
uj /(1+6m) > 0  we 8*1:
^  " ,  .
(l+6m) ( U t i2) b ^  ( l+ S ^ d - A 1) 11
Using (6 .13 ) we have
(i) Sj
from (6 .1 2 ) .
T h e re fo re , (6 .14 ) is  s a t i s f i e d  w ith  Qj ” a i n (6 .1 5 ) , 
bj ■ b+l in  (6 .1 6 ) and aj"l'*3j  m (G -
( i i ) - <  / v
u* u. (1+6 ) /  u.
from (6 .3 ) 
from (6 .12 ) .
D iv id ing  (6 .14 ) through by u u > 0  and m ulip ly in g  through by 
U jd+ 6^) >  0 g iv es  (6 .14 ) w ith  = a^+1 in  (6 .1 5 ) , bj = b 
in  (6 .16) and aj +^ j “ k+1 in  (6 .1 7 ) .
T h erefo re , the theorem i s  p roved . □
COROLLARY 6.13  I f  th e  assum ptions and co n d itio n s  o f Theorem 6.12  a re  
s a t i s f i e d ,  then u f ,  g enera ted  a t  the  k 6*1 i t e r a t i o n  o f  A lgorithm  6 .6 ,  
has the  bounds
(l+A2) 1 (1-&') 1
where a . and b. a re  d efin ed  in  (6 .15) -  ( 6 .1 7 ) , and
. <  u . ( n ± i o _
P ro o f: (6 .2 0 ) fo llow s from (6 .18)
(6 .19 ) fo llow s from (6 .1 4 ) .  O
EXAMPLE 6.14  Suppose th a t  th e  DM g iv es  th e  in d if fe re n c e  t r a d e -o f f  mat: 
D of Example 6 .2  fo r  a problem w ith  7 o b je c t iv e s .  5 has rank 6. 
The g enera l form o£ u i s  given in  ( 6 .5 ) ,  Suppose th a t  we re q u ire
i <  0 ,1  fo r
i s  g iven  in  ( 6 .4 ) .
To make the c a lc u la t io n s  e a s i e r ,  s e t  6 = 6 . Then, from (6 .19 ) , i 
need (working to  5 decimal p l a c e s ) :
1/(1~A ) < 0 , 1 / Ul + 1 ■» 2,97902
l / d + i 1) 4 >  - 0 ,1 /u  + 1 = -  0,97902
V ( l - t i  ) J <  0 , l / u 2 + 1 = 1,36228 
l / d + a 1) > - 0 ,1 /u  + 1 -  0,63772
l / ( l - 0  <  0 , l / u 3 + 1 -  1,20219 
l /d + A 1) 2 >  - 0 ,1 /u .  + 1 = 0,79781
( U A ^ /d - A  ) <  0 , l / u 4 + 1 = 1,21830
(1-A1)/(1+A 1) 3 >  - 0 , l / u 4 + 1 -  0,78170
i . e .  A1 <  0,04873
L = 5
( l+ A ^ /d - A 1) 2 0 , l / u 5 + 1 -  1,20982
d - A ^ / d + A 1) 2 2* -0 ,1 /U g + 1 -  0,79018
which i s  s a t i s f i e d  "by A* <  0,04873.
l /C l-A 1) <  0 , l / u 6 + 1 « 1.20097 
l /d + A 1) >  - 0 , l / u 6 + 1 -  0,79903
which a re  s a t i s f i e d  by A"*" <  0,04873.
T h e re fo re , the percen tage  e r ro r  in  each use
6 .6  Co genera te  She u g iven  in  ( 6 .5 ) ,  may be a t  wor. 
in  o rd e r to  ensure th a t  (6 . 1) is  s a t i s f i e d  fo r  -  e 
Using (6 .11 ) w ith  A1 = ■“ 0 ,048 , we assume tha
u? (1 -0 ,048) 53 d57 <  “ u7 (1*0,048)
-  0 ,52290 <  d * <  -  0,47479
< d , c <  -  -u6 ( l-0 ,0 4 8 )  '  “46 U gd+0,048)
-  1,04408 0,94844
’ u3(l-0 ,0 4 8 )  ^  d63 ^  u3 (l*0 ,048)
-  0,58626 <  d6* <  -  0,53256
u2 „ u2 
' 1^(1 -0 ,048) ^  d24 ™ u4 (l+0,048)
-  '',63297 S  d2* <  -  0,57499
u2(l-0 ,0 4 8 )  < d 7 2 <  " ^ ( 1 + 0 ,0 4 8 )
-  0,19229 0,17468
I
. 4
3 in  A lgorithm  ' .
n  -  4 ,83  ;
= 0 ,1 .  ;
I" u5(1-0,048) < d 3 5 < ~ u5(1+0,048)
i . e .  -  '1,09002 <  d3* <  -  0 ,99017.
(6 .7 )  can be used to  compute bounds fo r  dg^ and then  ( 6 .6 ) used ti 
compute bounds fo r  d ^ .  These bounds, however, w il l  n o t s a t i s f y  
Assumption 6 .10 .
61 was r e s t r i c t e d  to  the c r i t i c a l  v a lue  o f 0,04873 when we 
determ ined ]u^ -  u j .  To confirm  th a t  t h i s  i s  indeed the c r i t i c a l  
v a lu e , look a t
d4fi dS"? /  d24*63 6 57
Suppose th a t  d63 '  46 > a t  t h e i r  upper bounds, w h ile  d ,.
i s  a t  i t s  low est bound. Then
I u* -  u4 I -  0,09857
which would have been c lo s e r  i 
p re c is io n .
0 ,1  i f  we had worked w ith  g re a te r
6 .2  ERROR BOUNDS ON INCONSISTENT RESPONSES
Suppose Chat the DM has g iven  an in d if fe re n c e  t r a d e -o f f  m a tr ix  D 
w ith  co rresponding  in q u iry  p a t te rn  P which s a t i s f i e s  R e s tr ic t io n s  3 .2  -
3 .4 ,  and th a t  D has rank  r .  In  th is  c a se , the DM must make p p a irw ise  
com parisons, where p > r ,  th e  number o f o b je c tiv e  fu n c t io n s . When D has 
rank  r ,  the  DM has g iven  in c o n s is te n t  resp o n ses when e s tim a tin g  the 
in d if fe re n c e  t r a d e -o f f s  between p a ir s  o f o b je c t iv e s .  The e s tim a ted  v ec to r 
o f w eights u i s  ob ta in ed  by so lv in g  (3 .16 ) .
At the  m1"*1 p a irw ise  comparison (1 <  m <  p ) , suppose th a t  o b je c tiv e s
i  and j  (1 <  i , j  <  r ;  i  56 j )  a re  compared and th a t
a f t e r  n o rm a lisa tio n . Then, we have th a t  fo r  u s a t i s f y in g  (3 .1 6 ) ,
fo r  a t  l e a s t  one m (1 <  m <  p ) . S ince we know th a t  an Id e a l DM g ives 
c o n s is te n t  responses  and th a t we a re  a ttem p tin g  to  f in d  bounds on the 
v a lues  in  D w ith  r e s p e c t  to  D (unknown), we d i r e c t  our a t te n t io n  to 
f in d in g  the "n e a re s t"  c o n s is te n t  response to  D.
DEFINITION 6.15  Given an in d if fe re n c e  t r a d e - o f f  m a trix  D w ith 
co rresponding  in q u iry  p a t te rn  P s a t i s f y in g  R e s tr ic t io n s  3.2 -  3 .4 , we 
d e fin e  the in d if fe re n c e  t r a d e -o f f  m atrix  5 , w ith  in q u iry  p a t te rn  P, to 
be a c o n s is te n t  s e t  o f responses  w ith r e s p e c t to  the  v e c to r  o f w eights
u . i . e .  Du = 0 , where u i s  the  so lu tio n  to  (3 .1 6 ) , co rresponding  to  
th e  maximum e ig envalue .
NOTE 6.16
( i )  5 has rank r -1  (see  D e f in it io n  3.12  fo r  c o n s is te n t ) .
( i i )  I f  the  m a tr ix  D i s  c o n s is te n t  ( i . e .  has rank  r - 1 ) ,  then  D " D .
( i i i )  5 i s  un iquely  d e f in e d , su b je c t to  n o rm a lisa tio n  of th e  rows,
s in c e  d . = -  u . / u .  (from  u . + d .u . *• 0 fo r  c o n s is te n t ) .  □ mj i  J 1 mj J
For each p a irw ise  comparison m, d efin e
am -  + dBj Uj ; m -  1 , . .  . ,p ;  1 <  i , j  <  r ;  i  j* j . (6 .21)
Then, fo r  a c o n s is te n t  DM, a  == 0 V m; whereas t h i s  i s  n o t t ru e  fo r  an 
in c o n s is te n t  DM. D efine th e  m a trix  D aa fo llo w st
d ^ i «• d^^ “ 1 ;  m «* 1 , . . .  ,p j  1 =5 i  <  r ;  (6 .22)
dmj -  dmj -  «m/Uj5 m -  1......   1 <  j  <  r ;  (6 .23)
and the rem aining elem ents a re  z e ro , correspond ing  to  th e  zeros in  D. 
Then fo r  any p a irw ise  comparison m, we have th a t
^  ^  - -i * '  - v - j  h
= 0 , from (6.21)
and so D u - 0 .
D i s  th e re fo re  a m a trix  of c o n s is te n t  responses  corresponding  to  the 
v e c to r  o f w eights u .
3IE 6.17 In  Example 6 .2  we had in co n B is ten t m a trix  D w ith  w eights u 
confu ted  from (3 .1 6 ) .  The m a trix  5 , in  th e  exam ple, was co n s tru c ted  
using  (6 .22 ) and (6 .2 3 ) . I f  ^  i s  re q u ire d  to be c lo se  to  zero  in
(6 .1 ) ( i . e .  u = u ) ,  i t  i s  p o s s ib le  to  c o n s tru c t a c o n s is te n t  m a trix  
5 co rresponding  to  u , where we w il l  need to  assume th a t  5 i s  "c lo se"  
to  D in  some sen se . O
We now need to  mates assum ptions on the e r ro r s  which a re  being  made by 
th e  DM in  the m a tr ix  D, However, we impose th e se  assum ptions on the 
c o n s is te n t  m a tr ix  5 and, th e re fo re ,  im p l ic i t ly  on the elem ents of D. 
These assum ptions a re  s im ila r  to Assumptions 6 .9  and 6 .10 .
ASSUMPTION 6.18  Given o b je c tiv e s  i  and j  (1 <  i , j  <  r ;  i  j4 j )  being
compared a t  the m1'*1 p a irw ise  comparison (1 <  m <  p) w ith  d^j <  0
( a f t e r  n o rm a lisa tio n  (3 .1 7 ) ) ,  we assume th a t  the  co rrespond ing  3 ^  <  0,
d e fin ed  in  (6 .2 3 ) ,  s a t i s f i e s
< A* and t i \  <T »  0.
ASSUMPTION 6.19 Assume t h a t  the of Assumption 6.18  a re  p ro p o rtio n a l 
to  the t r a d e - o f f  r a t i o s  d . .
m "  1  pi 1 <  j  <  r j
md A1 , A2 0 .
.1 4 4 .
From (6 .24 ) and (6 .25 ) we have th a t
" dmj “ “m  ^ uj  from (6 -2 3 ), 
and so we a re  assuming th a t  d ^  s a t i s f i e s
V i  "  dn j C1 + V  + V V  ”  -  1 <  j  <  r ;  (6 .26)
where -  4^ <  6^ <  and 6^, 6^ >  0.
When the DM i s  c o n s is te n t ,  i . e .  a = 0 V m, then  (6 .26) becomes (6 .1 0 ) . 
Using (6 .26 ) we f in d  th a t  
^
- ( d «j  -  <ui + d. j  uj > /a j
"  -  u . / (  U jd + 6 ^  )
triiich i s  th e  same a s  (6 .1 1 ) . As a r e s u l t ,  the  p rocedure fo r  e s ta b l is h in g  
th e  ranges in  which the elem ents d ^  a re  assumed to  l i e ,  i s  the same as 
th a t  given in  the p rev ious s e c t io n .
NOTE 6 .20  a drawback to  t h i s  approach i s  th a t  a lthough th e  elem ents of 
5 f a l l  in to  th e  computed ranges (s in c e  the v a r ia t io n s  a re  made about 
th e  dmj 1s ) , th e  elem ents o f D may n o t.  Consider the m a trix  D given 
in  Example 6 .2 , where 5 was co n s tru c ted  to  be c o n s is te n t  w ith  r e s p e c t 
to  th e  w eights u . In  Example 6 .1 4 , bounds were computed on the elem ents 
of D* in  o rd e r to  ensure  th a t  (6 ,1 ) was s a t i s f i e d  w ith  ^  ~ e ■ 0 ,1 .  
Looking oc the elem ent d24 = -  0 ,6" o f D, we see th a t  i t  l i e s  o u ts id e  
the in te r v a l  (-0 ,63297 ; -0 ,57499) defin ed  fo r  d^^. We can no longer
be cure th a t  (6 .1 )  w i l l  hold fo r  ^  -  e ■ 0 ,1 .  We may n o t conclude, 
however, th a t  the problem l i e s  w ith  th e  e s tim a te  of on ly . A ll th a t
we do know i s  th a t  th e  c o n tra d ic tio n s  given by th e  DM have caused the 
co n d itio n  to  be v io la te d .
I f  we f in d  th a t  th i s  problem  does a r i s e ,  i t  i s  easy  enough to  
p re se n t the  computed ranges to  the  DM and ask him to  re-exam ine the 
e s tim a te s  he has made using  the ranges as an a id .  Any changes th a t  the 
DM makes to  th e  e s tim a te s  w il l  cause a s h i f t  in  the  computed ranges as 
w e ll as a change in  th e  w idth of the in te r v a l .  □
NOTE 6.21  In  the case where th e  (unknown) u t i l i t y  fu n c tio n  i s  assumed to 
be l i n e a r ,  o r approxim ated by a l i n e a r  fu n c tio n , i t  could  be h e lp fu l to  
th e  DM to p re se n t him w ith th e  c u r re n t s e t  o f ranges as an a id  when he 
re v is e s  h is  in d if fe re n c e  tr a d e -o f f s  between o b je c tiv e s  a t  the  cu rre n t 
s o lu t io n  under c o n s id e ra tio n . T h is  i s  because the t ru e  in d if fe re n c e  
tr a d e -o f f s  should  n o t vary from i t e r a t i o n  to  i t e r a t i o n .  I f  the  DM 
d ec id es , a t  some s ta g e ,  to  re v is e  th e  in q u iry  p a t te rn  P, then the 
ranges a re  on ly  u se fu l fo r  p a irw ise  com parisons which were made 
p rev io u s ly . A lso , i t  should  be remembered th a t  the  ranges a re  a fu n c tio n  
o f the  r ig h t  hand s id e  v a lu e  in  ( 6 ,1 ) ,  and th a t  th i s  v a r ie s  from i t e r ­
a t io n  to  i t e r a t i o n .  O
6 .3  CONVERGENCE OF ALGORITHM 4 .1
Me are  now in  a p o s i t io n  Co in te g ra te  Che r e s u l t s  o f Chis chap ter 
w ith  che assum ptions made in  Clu.pter 5 which ensured the convergence of 
A lgorithm  4 .1  to  th e  DM's most p re fe r re d  so lu tio n  when che u C il i ty  fu n c tio n  
i s  assumed Co be l i n e a r ,  t h i s  would provide bounds on the a c tu a l responses 
made by the DM in  th e  m acrix D, r a th e r  chan bounds on che re a u lc in g  v ec to r 
o f w e ig h ts . There a r e ,  however, problems which a r i s e  i f  we p re s s  on and 
e s ta b l i s h  a uniform  approach fo r  f in d in g  bounds on th e  crade-o f£  r a t i o s .  
These includes
a) The DM's in q u iry  p a t te rn  may change a t  some i t e r a t i o n .  As a r e s u l t ,  
re q u ir in g  some form oi! weak co n sis ten cy  on th e  DM's responses  from 
i t e r a t i o n  to  i t e r a t i o n  (Assumption 5 .5  o r 5 .10) cannot be ap p lied  
when d i f f e r e n t  s e ts  oi: p a irw ise  comparisons a re  made.
b) When p ^  r ,  che geneiral form of u i s  n o t un iquely  defin ed  by the 
elem ents o f D (see  llo te  6 .8 ) ,  As a r e s u l t ,  depending on which 
elem ents o f D appear in  u , d i f f e r e n t  ranges w i l l  be computed 
fo r  the d^, "s. Even when the DM g ives c o n s is te n t re sp o n ses ,
Assumption 6.10  may not ho ld  fo r  a l l  th e  tr a d e -o f f  r a t i o s  (a s  waa 
shown in  Example 6 .1 1 ). I t  becomes im possib le , th e re fo re ,  w ith  the 
assum ptions which we have made, to  e s ta b l i s h  uniform  bounds on the 
elem ents o f D which a re  e a s i ly  computed by sim ply combining the 
r e s u l t s  o f the  l a s t  two c h a p te rs .
We b e lie v e ,  th e re fo re ,  th a t  Assumptions 5 .8  •• 5 .10  should be 
re ta in e d  its the working assum ptions fo r  the convergence of A lgorithm  4 .1 . 
The bounds on th e  t r a d e -o f f  r a t i o s ,  which ensu re  the s a t i s f a c t io n  of 
th e se  assum ptions con be computed in  an ad-hoc manner by u s in g  A lgorithm
6 .6  to  f in d  a gen e ra l fo r a  fo r  u and Chen usin g  C o ro lla ry  6.13  do 
determ ine the ranges fo r  th e  's  used in  th e  co n s tru c tio n  o f u . 
The bounds on th e  rem aining t r a d e -o f f  r a t i o s  (when p S' r )  can then 
be determ ined from the requ irem en ts  th a t  an Id e a l DM i s  c o n s is te n t .
CONCLUSION
In  th i s  ch ap te r we have dem onstrated how bounds on th e  tr a d e -o f f  
r a t i o s  (g iven by the DM in  th e  in d if fe re n c e  t r a d e -o f f  m a trix ) can be 
determ ined in  o rd e r  to  ensure  th a t  the r e s u l t in g  v e c to r  o f w eights l i e s  
in  a predeterm ined  range . We concluded t h a t ,  because o f th e  assum ptions 
which we had made and th e  l in e  o f reason ing  which we fo llow ed , an 
ad-hoc approach was th e  most s u i ta b le  way of determ in ing  the bounds.
We assumed th a t  th e  m agnitude of th e  e r ro r s  which were made in  the 
e s tim a te s  o f th e  t r a d e -o f f  r a t i o s  were p ro p o rtio n a l to  th e  tru e  v a lues  
(Assumption 6 .1 0 ). As soon as uniform  l im i t s  were a p p lied  to the 
co n s ta n ts  o f  p ro p o rtio n  (v is .  -d  <  <  d V m, where Sm i s  the
c o n s ta n t o f p ro p o rtio n  fo r  p a irw ise  comparison m ), we found th a t  th i s  
assum ption could not be ap p lied  to  a l l  th e  responses (Example 6.11) 
when the number o f p a irw ise  comparisons p >  r ,  th e  number of o b je c tiv e  
fu n c tio n s . I t  i s  p o ss ib le  th a t  th i s  could be overcome ( p a r t ia l ly ? )  by 
doing one o f th e  fo llow ing :
a) n o t re q u ir in g  u to  be sca led  so th a t
u « max u, >’ u ■ 1.
q 1 <  i  < r  1 q
T his can be achieved  by c o n s id e rs !  ag au , where a i s  a p o s i t iv e
s c a la r ,  The d isadvan tage o f doing th i s  i s  th a t  an e x tr a  param eter
needs to  be c a lc u la te d  when the l im i t s  6 a re  being  determ ined from
(6 .19) (where 6^ ■ * A ) .
b) by allow ing  A1 and A2 in  Assumption 6.10  to  take  on d if f e r e n t
v a lu e s . In  the p r a c t ic a l  im plem entation  o f Example 6 .14  we se t
A1, ■ A2 so as to  s im p lify  the c a lc u la t io n s .  We n o te  th a t  s e t t in g
A1 ■ A2 in  Assumption 6.10  i s  e q u iv a le n t to  assuming th a t  th e  DM
i s  g iv ing  unbiased e s tim a te s  of th e  t r a d e -o f f  r a t i o s  ( in s te a d  of 
th e  o r ig in a l  t r a d e - o f f s ) .  I s  t h i s  a reaso n ab le  assumption?  In 
a d d i t io n ,  the q u e s tio n  a r i s e s  aa to  what th e  e f f e c t s  o f an assum ption 
o f th e  form (5 .10) w i l l  be on the r e s u l t s  o f th i s  chapter?
We le a v e  the above q u es tio n s  open fo r  fu r th e r  in v e s t ig a t io n .
When th e  DU g iv es in c o n s is te n t re sp o n ses , we co n sid er th e  c o n s is te n t 
m a tr ix  D co rresponding  to  the a lread y  c a lc u la te d  v e c to r  of w eights u , 
where Du = 0 .  In  Note 6.20  we po in ted  out th a t  elem ents in  D may f a l l
o u ts id e  the ranges vh ich  a r e  coaputed about the  elem ents of 5 . I f  the
DM g iv es  responses which a re  'v e ry ' in c o n s is te n t ,  t h i s  may w e ll happen 
fo r  a t./ correspond ing , c o n s is te n t  D. A p o ss ib ly  b e t t e r  approach , ..uwever, 
which should reduce th e  chances of th i s  happening, may be to  f in d  the 
'n e a r e s t ' c o n s is te n t m a trix  D to  D. T his could  be done by so lv in g
m inimize ( [  I dmi ~ I S £or s = I >2 o r  ” >3 e ^  '
s u b je c t to  u^ + d^j Uj = 0 m = l , . . . , p ,
[ ui  -  ^  | <  6 i  -  I ............
ui  >  dmj <  °> 
where u and u a re  norm alised  in  the same way and 6 is  some 
predermirted s c a la r .  T his i s  a m athem atical programming problem w ith  p 
(dmj  v a lu es) + r  (u^ v a lu es) unknowns and p (co n sis ten cy  equa tions)
* 2 r ( in e q u a l i t i e s  on u .)  + 1 (n o rm a lisa tio n ) c o n s t r a in t s .  The m atrix  
5 (defined  in  (6 .22) (6 .2 3 ) ) ,  co rresponding  co u , i s  then a f e a s ib le  
s o lu t io n  to  the  above problem  v?ith 6 s e t  to  0.
While t h i s  approach may w ell give u= a 'b e t t e r '  e s tim a te  than  D
to  work w ith , th e  d isad v an tag e  i s  th e  obvious in c re a se  in  
f in d  th e  m a tr ix . T h e re fo re , although  i t  may be appea ling  
from a  th e o r e t ic a l  p o in t  o f view , th e  q u e s tio n  a r i s e s  as 
r e s u l t s  w i l l  be th a t  much more u se fu l to  th e  DM than  the 
from using  the m a trix  5 , which i s  f a r  e a s ie r  to  c a lcu la l
com plexity  to 
to  compute D 
to  w hether the  
r e s u l t s  o b ta ined
CHAPTER 7 . THE CONCAVE UTILITY FU N C TIO N
Assume ch a t the  e x p l i c i t l y  unknown u t i l i t y  fu n c tio n  U i s  a concave 
fu n c tio n  o f th e  r  o b je c tiv e s  which i s  two tim es co n tin u o u sly  d if f e r e n ­
t ia b l e .  Problem (1 .4 ) i s  then
maximize U (f^ (x ) , . . . , f^ (x ) )  (7 .1)
s u b je c t to  Ax “ b ; x > 0, (7 .2)
In  th ia  ch ap te r we propose a c u t t in g  p lan e  a lg o rith m  to  so lve (7 .1 )
(7 .2 ) .  We f i r s t  co n sid er the a lgo rithm  when th e  D ecision  Maker i s  g iv in g  
th e  t r a d e -o f f s  c o r r e c t ly  a t  each i t e r a t i o n ,  i . e .  we have an Id e a l DM, or 
U i s  known e x p l i c i t l y .  We prove th a t  th e  proposed a lg o rith m  w il l  e i th e r  
te rm in a te  a f t e r  a f i n i t e  number o f  i t e r a t i o n s  w ith th e  DM's most p re fe r re d  
so lu tio n  or w i l l  f in d  th i s  s o lu t io n  as the l im i t  o f some sequence. We then 
consider the case when th e  DM i s  making e r ro r s  in  h i s  e s tim a te s  o f th e  
t r a d e -o f f s .  Provided th a t  the r e s u l t in g  v e c to r  of w eights (approxim ations 
to  the  t ru e  w eights) s a t i s f y  c e r ta in  assum ptions, we show th a t  the 
a lgo rithm  w i l l  s t i l l  f in d  the DM's most p r e fe r re d  so lu tio n  ( a g a in , in
a f i n i t e  number of s tep s  or a s  th e  l im i t  o f some subsequence) to (7 .1 )
(7 .2 ) . Problems which a r i s e  in  the  im plem entation of the th e o re t ic a l  
a lg o rith m  (and the assum ptions which need to  be s a t i s f i e d )  a re  then 
d iscu ssed  and p ra c t ic a l  ways o f overcoming th e se  a re  suggested .
AN INTERACTIVE CUTTING PLANE ALGORITHM
D efine the c o n s tr a in t s e t  (7 .2  ) by
X = { x 1 &x = b , x >  0 }. (7 .3 )
Problem (7 .1 )  (7 .2 )  can be re fo rm u la ted  as the eq u iv a len t problem:
where y i s  a s c a la r  v a r ia b le .  The c o n s tr a in t  s e t  (7 .4 )  i s  a convex s e t  
(from  th e  concav ity  o f U). Suppose th a t  x  i s  an op tim al so lu tio n  to
(7 .1 )  ( 7 .2 ) .  Then we have the fo llow ing  r e s u l t :
THEOREM 7.1 I f  x i s  an optim al so lu tio n  to  (7 .1 ) (7 .2 ) th en , given 
any p o in t z e X:
( i )  x = x, y ■ 0 s a t i s f i e s  the problem:
maximize y
su b je c t to  U (f(x )) -  y > 0 (7 . 4)
f in d  x e X, y >  0 such th a t
( f (x )  -  f ( z ) ) .7 t ; ( f ( z ) )  > y ; and
( i i )  i f ( f (x )  -  f ( a ) )  . V u (f(z )) <  0 V x s X,
then  z i s  optim al fo r  (7 .1 ) (7 ,2 ) .
( i )  S ince x i s  o p tim a l, we have th a t
U (£(x)) >  U (f(* )) V z e X.
From the concav ity  of 0 we have th a t
( f (x )  -  f (2 )).V U (f(z> ) >  U (f(x )) -  U (£(z)) > 0  ¥ z e X
which g iv es  Che r e s u l t .
( i i )  0 >  <f(x> -  f<»)).V U (f(s> ) V x e X
> D (£(x)) -  U (£(z)) by concav ity  o f U
which g iv es  the r e s u l t .  □
REMARK 7.2 I t  should be remembered th a t  we a re  n o t e s tim a tin g  7 U (f(z )) 
ac  saae p o in t z e X, b u t a  norm alised  v e c to r  o f w eights which i s  
c o l l in e a r  w ith 7 U ( f ( z ) ) . I f  the  d i r e c t io n  o f th e  v e c to r  o f w eights 
u (z ) i s  given  c o r r e c t ly  ( i . e .  we have an Id e a l DM), then
u(z) -  <7U(f(z)>/ IIV y(f(z)) ||
and the v e c to r  i s  denoted by u * (z ) . The r e s u l t s  in  th e  theorem above 
s t i l l  ho ld  i f  we re p la c e  7U (f{z)) by u ( z ) . D
We use the abe'.e r e s u l t s  in  the fo llow ing  a lg o rith m .
ALGORITHM 7.3
Step 0 . Solve the l in e a r  programming problem 
maximize % ^ ( x )
s u b je c t to  x s X.
C all the  s o lu t io n  x \  Set k = 1.
Seep 1. P re se n t x and f (x  ) -  ( f ^ x  (x ) )  to  the DM.
O btain  the in d if fe re n c e  t r a d e -o f f  m a trix  D*4 from th e  DM. 
C alcu laee the ea tim ated  v ec to r o f  w eights u*4 by so lv in g  
th e  e ig e n v a lu e / e ig en v ec to r problem
-  ( Dk ) T Dk u = A u
fo r  the e ig en v ec to r co rresponding  to  th e  maximum e ig en v a lu e .
Step 2 . Solve tiie l i n e a r  programming problem
maximize y (7 .5 )
su b je c t to  ( f (x )  -  £ (x ^ )).u ^  > y ; j  = (7 .6 )
x 5 X, y > 0 (7 .7 )
C a ll the s o lu t io n  (x^’1’1 ,y lc+1) .
Step 3 . I f  yk+1 -  0 then STOP.
O therw ise, s e t  k * k f l  and GO TO 1. □
REMARK 7.4
( i )  The r e p re s e n ta tio n  of the  c o n s tr a in t  see  (7 .4 )  by a s e t  o f  l in e a r  
in e q u a l i t i e s  (7 .6 )  i s  s im ila r  to  the method proposed by K elley  
(1960). K elly , however, used the c u t t in g  p lane c o n s tra in ts
(£(x) -  £(xj ) ) .7 U (f (x j ) )  + U (f(x j ))  >  y ; j  -  1 k  (7 .8 )
in s te a d  o f ( 7 .6 ) .  We have om itted  the U(£(x‘l) ) term in  (7 .8 ) 
because we a re  co n sid e rin g  problems where U i s  n o t known 
e x p l i c i t l y .
.1 5 5 .
i )  A s te p  len g th  procedure can be inco rp o ra ted  in to  A lgorithm  7 .3  as 
fo llow s:
C all the  so lu tio n  o f problem (7 .5 ) -  ( 7 .7 ) ,  so lved  in  S tep 2, 
(z*t "l‘* ,yk+1‘) and re p la c e  S tep  3 w ith :
I f  ylt+1 ™ 0 then STOP.
O therw ise, so lve the 1 -d im ensional problem
maximize U (f(xk + o ( z ^  -  xk) ) )
0 <  p <  1
to  f in d  the optim al s te p  len g th  (see  S ec tio n  1 .4 ) .  C a ll the 
s o lu t io n  p*1 and se t
xk + 1 - x k + pk ( r k + 1 - * k>.
S et k = lc+1 and GO TO 1. 
i )  The advantage of in c lu d in g  a s tep  len g th  p rocedure i s  th a t  we
U (f(xk1'1))  >  0 ( f ( * k» .
i . e .  the a lg o rith m  g ives a sc e n t a t  each i t e r a t i o n ;  whereas 
A lgorithm  7 .3  does n o t n e c e s s a r i ly  do so . As a r e s u l t ,  A lgorithm  7.3 
would be expected  to  e x h ib i t  a slow er r a te  o f convergence than  an 
a lgorithm  which in c lu d es  a s te p  len g th  p rocedu re . The d isadvan tages 
a re  th a t an e x tr a  in te r a c t io n  w ith  the DM i s  re q u ire d  a t  each 
i t e r a t i o n  (a lthough  th is  i s  g e n e ra lly  considered  n o t to  p re se n t too 
much o f a problem  -  see S ec tio n  1.4) and xk+^ may be dominated; 
whereas A lgorithm  7 .3  g en e ra te s  nondominated so lu tio n s  on ly . □
We now show Chat the sequence {yk } , . g enera ted  by A lgorithm  7 .3 , i s  
a n o n increasing  sequence which has nonnegative e lem en ts . We f i r s t  make the 
fo llow ing  assum ption which ensu res  cha t ctie sequence i s  a lso  bounded above.
ASSUMPTION 7.5 Assume th a t  the  c o n s tr a in t  s e t  X, defined  in  ( 7 .3 ) ,  i s  
bounded.
LEMMA 7.6 I f  Assumption 7 .5  h o ld s , then the sequence {y^}, generated  
by A lgorithm  7 .3  s a t i s f i e s
0 <  yk+1 <  yk < « fo r  k = 2 , 3 , . . .
P ro o f: At i t e r a t i o n  k o f A lgorithm  7 .3  we have th e  c o n s tra in ts
( f  (x) -  E (x^)) .u^ 3» y >  0 V j  = I , , . . , k .
( f ( x k) -  f (x - i) ) .u j  >  yk >  0 V j  » 1 , . . .  , k - l |  .
o therw ise  the a lg o rith m  would have te rm in a ted  b e fo re  i t e r a t i o n  k. 
T herefo re ,
( f ( x k ) -  l ( x j ) ) .u j  > 0  ¥ j  -  1  kl
and so th e re  e x is t s  x -  xk s X w ith  co rresponding  y ■ 0 which
ensu res  th a t  yk+* >  0.
Assiaaption 7 .5 , the l in e a r i t y  o f £ and the s t ru c tu re  o f D*
(from  which u^ i s  computed) ensu re  th a t
0 <  y 2 -  ( f ( x 2) -  f ( x 1) ) - u 1 < » .
F in a l ly ,  the sequence i s  n o n increasing  because an a d d it io n a l  c o n s tra in t 
i s  added to  the c o n s tr a in t  s e t  ( 7 .f )  a t  each i t e r a t i o n .  □
[ 7 .7 I f  Aaaumption 7 .5  h o ld s , then  the sequence fy }, generated  
by A lgorithm  7 .3 , has th e  p ro p e r tie s :
( i )  yfc -*■ 0 as k ; k ^  2 ; ami
( i i )  th e re  e x i s t s  a subsequence {y J } o£ {y^} such th a t
k.
V j  such th a t  y J >  0 .
( i )  At i t e r a t i o n  k-1 we have
0 <  yk <  (£(xk) -  £(xj ) ) .u j  V j  -  1 . . . . , k - l
<  ll£ (x k ) -  £ ( x J )  l l 2 l f u J‘ l l 2  ( 7 . 9 )
Since xk e X fo r  a l l  k and X i s  bounded, th e re  i s  a subsequence
(x  o f the sequence {xk } which tends to  some accum ulation po in t
x , say , as j  Since £ i s  l i n e a r ,  and II u^ U ^  i s  bounded (from
th e  co n s tru c tio n  of DJ ) ,  we have th a t
l lf(x k j+1) -  £(x j ) ll2 llu j  || +  0 as j * « .
From (7 .9 )
k .  . k . . k . k,
0  -5 y J+1 <  II £(x J+1) -  £(* J ) ll2 llu J II 2 .
Now th e  r ig h t  hand s id e  tends to  zero  a s  j  *  This means th a t
k . k
y J 0 as j  -f » . From Lemma 7 .6 , we have th a t  t;he sequence (y  } is
n o n in c reas in g . T his g ives th e  r e s u l t .
k i( i i )  C onsider the  subsequence { x J } re f e r r e d  to in  ( i )  corresponding
, j u  ,
to  hold fo r  a l l  j , s in ce  we have th a t  y J 0 as j  -»■ =>. Choose
k,
a subsequence from {y J } w ith  th e  p ro p e rty  th a t  the v a lu es  in  the 
subsequence a re  s t r i c t l y  d ec rea s in g . □
The r e s u l t s  th a t  we have proved above f o r  the  sequence {y }, 
hold fo r  any s e t  o f w eights u^ generated  from th e  in d if fe re n c e  t ra d e ­
o f f  m a trix  given by the DM. In  the nex t s e c tio n  we prove convergence
o f the  alg o rith m  in  th e  case where we have an Id e a l D ecision  Maker.
CONVERGENCE OF THE ALGORITHM FOR AN IDEAL DECISION MAKER
We f i r a t  co n sid er the case where we have an Id e a l DM (o r  U i s  known 
e x p l i c i t l y ) ,  i . e .  we have th a t  th e  norm alised  w eights u \  which are  
computed in  S tep 1 of A lgorithm  7 .3 ,  s a t i s f y
uk -  u (xk) -  u*(xk ) 5 7u (£ (xk) ) / l |7 u ( f (x k ))  II . (7 .10)
LEMMA 7.8 I f  x i s  an optim al so lu tio n  to  (7 .1 ) (7 .2 ) ,  then (x ,0 ) is  
a f e a s ib le  so lu tio n  to  the  c o n s tr a in ts  (7 .6 ) (7 ,7 ) a t  i t e r a t i o n  k of 
A lgorithm  7 .3 .
P ro o f : Follows from Theorem 7.1 ( i )  and Remark 7.2 O
This r e s u l t  means th a t  any optim al s o lu t io n  to (7 .1 )  (7 .2 )  i s  not 
" c u t  ou t"  o f th e  c o n s tr a in t  s e t  (7 .6 ) (7 .7 ) a t  any s ta g e  o f  A lgorithm  7.3 
i f  the d ir e c t io n  o f the  m arg inal u t i l i t y  v e c to r  i s  given c o r r e c t ly .
THEOREM 7.9 Suppose th a t  Assumption 7.5 h o ld s . Then ( remembering th a t  
U is  assumed to be a tw ice co n tinuously  d i f f e r e n t ia b le  concave fu n c t io n ) , 
A lgorithm  7 .3  e i th e r  
( i )  te rm in a te s  a f t e r  a f i n i t e  number o f i t e r a t i o n s  k w ith  a s o lu tio n
xk i f f  xk i s  an optim al so lu tio n  to  (7 .1 ) ( 7 .2 ) ,  o r
( i i )  g en e ra te s  an i n f in i t e  sequence (xk }, where some subsequence of
(xk ) •* x as k *  ” , where x i s  an optim al so lu tio n  to  (7 .1 )  (7 ,2 ) ,
( i )  Suppose th a t  xk i s  o p tim a l. We need to  show th a t  yk+1 -  0 so th a t
the a lg o rith m  te rm in a te s . S ince xk i s  o p tim a l, we have th a t
U (f(xk »  S  U (f(xk+1))
where
T h erefo re ,
U (f(xK))  >  U(£(z))
_  J
0 > U (£(a)) -  U (f(x ))
-  (£ (z ) -  £ (x  )) 
+ | ( f ( z )  -  £ (x k ) ) . 7 2U ( i = ( a ) ) . ( f ( a )  -  £ (x k ) ) T
by the Second Mean Value Theorem, whera
z = xk + 0<xk H  -  xk) B e  [0 ,0 ]  .
Since £ i s  l in e a r  we have th a t
f ( z )  -  £(xk) -  £(xk + eCx*44-1 -  xk))  -  £(xk )
« eC £(xk+1) -  £ (x k ) ) ,
T h erefo re ,
0 >  0 (£(xk+1) -  f (x k) )  .VU(£(Jtk ))
+ |  02C£(xk+1) -  £(xk) M 2U ( f ( z ) ) . ( f ( x k+1) -  f (x k) ) T.
For 0 s u f f ic ie n t ly  sm a ll, the f i r s t  term  w i l l  dominate the second 
term , and so , f o r  6 > 0, ® a r b i t r a r i l y  sm a ll, we have th a t
(£(%k^ )  -  £(xk)).V U (£(xk) )  <  0 (7 .11)
D iv id ing  through by II7U(f(xk))  II >  0 and u s in g  (7 .10 ) we have
(£(xk4"1) -  £(xk ) ) .u k <  0 . (7 .12)
T h erefo re , from (7 .6 )  (7 .7 )  we g e t th a t  yk+1 ■ 0.
Suppose th a t  the  a lg o rith m  te rm in a te s  a t  i t e r a t i o n  k w ith  a 
s o lu t io n  xk . i . e .  y*1*3" = 0 . For any optim al p o in t  x to  problem
(7 .2 ) ,  ire have from Theorem 7 .1  ( i )  th a t
( f (x )  -  f (x j ))  .7 u (f(x j ))  >  0 ?  j  = 1  k .
Assume th a t
(£ (x )  -  f ( x j )).S 'U (f(x j )> -  0 fo r  some j  c
0 -  ( f (x )  -  f (x j )),V x,.£ (x j ))
>  U (f(x )) -  U (f(xJ )) by concav ity  o f U,
which im p lies th a t  x"1 i s  o p tim a l. T h e re fo re , by (7 .1 2 ) , yJ+1 = 0 
and the alg o rith m  would have te rm in a ted  e a r l i e r .  This means th a t
( f (5 )  -  f ( x j ) ) . r?V(f(xj ) )  > 0  V j  = l , . . . , k - l ,
(£(x) -  f (x ^ ) )  .u^ >  0 V j  ■ 1 , . . .  , k - l .
T h e re fo re , we must have th a t
(f(x) - f ( s St) ) . t t k » 0.
O therw ise, fo r  th i s  x , we have
( f  (x) -  f  (x^)) .u^ >  0 V j  = 1 , . . .  ,k
(7 .13)
which ooa trad iccs  th e  a lg o rith m  s to p p in g  a t  i t e r a t i o n  k w ith  
yk+1 -  0 . M ultip ly in g  (7 .14 ) by llVU(f(x^)) li and u sing  (7 .10) and 
(7 .13 ) we conclude th a t  x^ i s  o p tim al.
( i i )  L e t fj C x denode the s e t  o f optim al p o in ts  fo r  (7 .1 ) ( 7 .2 ) .  Since 
X i s  bounded, fi i s  a compact s e t .  A ll the p o in ts  x e R a r e  f e a s ib le  
fo r  some y >  0 in  (7 .6 )  as k •* ” . As k -*• » , i f  fi i s  th e  on ly  s e t  
of f e a s ib le  p o in ts  s a t i s f y in g  (7 .6 )  fo r  yk >  0, then  the theorem is  
proved fo r  a l l  convergent subsequences ©f { x*5 }■ I f  th e re  e x is t s  
a s X which i s  f e a s ib le  fo r  yk > 0 as k -*■ » ,
we have th a t
( f ( z )  -  f (x k) ) .u k >  0 V k = 1 ...........■». (7 .15 )
We a lso  have th a t
( f (x )  -  f (x k) ) .u k > 0  V k = I , . . . , - ;  V x € fi. (7 .16)
C onsider a p o in t
v = 0x + (1-0) z 0 € (0 , 1)
where x i s  a p o in t in  the compact s e t  fl such th a t
II x -  z II = min II x -  z II .
Then v ^ £}, v e X, and
( f (v )  -  f (x k) ) .u k
-  ( f (6 x  + ( l -6 )z )  -  f (x k) ) .u k
-  6 ( f (x )  -  f (x k) ) .u k + ( l - 0 ) ( f ( z )  -  f (x k) ) .u k
by the l i n e a r i t y  of f  
> 0  by (7 .1 5 ) , (7 .16 ) and 8 « (0 ,1 ) .
T h erefo re , th e re  must e x is t  some subsequence (x  ^ } of {xk } w ith
l i m i t  p o in t  x  , s a y ,  su c h  t h a t
( f (v )  -  f (x  J ) ) . u
o therw ise  we have th a t  th e re  e x is t s  v s X w ith
max y -  min ( f (v )  -  fCx^)) .u^ ^  e >  0
which c o n tra d ic ts  y 6 0 ag It ■* ». Assume th a t  x i s  n o t o p tim al.
( f (x )  -  f<x*)) .V u(f(x*)) >  0 s in c e  x* { <i (7 .17)
(£(v) -  £ (x * )).u (x * ) ■ 0 (7 .18)
k . k . A
where u "l = u(x J ) *  u (x  ) as j  *  D iv id ing  (7 .17 ) by
ll'7U(f(x*)) fi >  0, and using (7 .1 0 ) , gives
( f (x )  -  £ (x * )).u (x * ) >  0 . (7 .19)
k . k.
( f (v )  -  f ( x  ,3) .u  -1
k. k . k . k .
-  6 (f (x )  -  f (x  ) ) .  u 3 + ( l - 0 ) ( f ( z) -  f (x  :i) ) .u  J .
L e ttin g  j  ■* ” , we have th a t  the l e f t  hand s id e  tends to  zero  (by (7 .18 ))
w hile  th e  r ig h t  hand s id e  has a p o s i t iv e  l im i t  (by (7 .15 ) and (7 .1 9 ) ) .  
T his c o n tra d ic tio n  means th a t  x* s 0 , which g ives th e  r e s u l t .  D
7 .3  BOUNDS ON THE ESTIMATED WEIGHTS
In  th i s  s e c tio n  we are  concerned w ith the case  where a DM g ives an 
in d if fe re n c e  tr a d e -o f f  m a tr ix  D*1 a t  i t e r a t i o n  k of A lgorithm  7 .3 . This
lead s  to  an approxim ation  u '  to  th e  tru e  v e c to r  o f w eights u (x^) a t
the  p o in t x \  During the e a r ly  i t e r a t i o n s  of the alg o rith m  we assume th a t  
the  DM makes some e r r o r  in  the e s tim a te s .  Me cannot, however, assume th a t  
these  e s tim a te s  a re  too "w ild " . In  o rd e r to  prove convergence of A lgorithm  
7 .3  to  th e  DM's most p r e fe r re d  s o lu t io n  x e X, we need to  assume th a t  the
e s tim a te s  become more ac c u ra te  a s  th e  number o f i t e r a t i o n s  in c re a s e s .  The
fo llow ing  assum ption has the c h a r a c te r i s t ic s  m entioned above.
ASSUMPTION 7.10 At i t e r a t i o n  k o f A lgorithm  7 .3 ,  assume th a t  the 
approxim ations uk (o b ta in ed  in d i r e c t ly  from the DM) Co the tru e  s e t  o f 
w eights u * (x ^ ), where u (x^) i s  scaled  so th a t
u O H  -  u* ' 1 ,
<  yk+1/  max ( £ j f . | )
1 <  j  < k 1-1 1 1
^  i f  yk+1 >  0 (7 .21)
i f  y (7.22)
yk+l i s  the op tim al so lu tio n  Co the l in e a r  programming problem 
(7 .5 )  -  ( 7 .7 ) .
LEMMA 7.11  Suppose Chat Assumptions 7 .5  and 7 .1 0  a te  s a t i s f i e d .  At 
i t e r a t i o n  k of A lgorithm  7 .3 , i f
(£ (xk+1) -  f (x j ) ) .u j  >  yk n  > 0  V j  -  l , . . . , k ,
( f (x k+1) -  f (x j ) ) .u * (x j ) > 0  V j  = l , . . . , k .
P roo f: The p ro o f i s  based on thu p roof o f Theorem 5 .1 .  For a l l
j  = 1 , . . . ,k ,  we have:
( f ( x k+1) -  £ (x i ) ) .u t‘(xk )
“ (£ (xW ) -  ^ ( x 3)) u*(xj )
I  C f . C x ^ 1) -  f .Cx J) )  u . (x J ) 
i  i6 q
+ I  . a .< x k+1) -  U*(xj )
f . ( x k+1) <  f.C x 'b  
i  ^ q
»  -  ( . ( J ) !
* I  ( E ^ / * 1) -  u{ -  t 11*1 )
a f . (A
i  •f q
* l  ( f .< x ls"1' 1) -  f . C r b x  4  * )
f £ <*t r t ) <  £ . ( / )
i  f  q
1 d 1(*k''1) -  l i t A )  4
if q
yM  -  *k+1 - i « ( I I )
1 «  j  <  r  i= l 1 1
>  0 from (7 .2 1 ) .
THEOREM 7.12 Suppose Chat Assumptions 7 .5  and 7.10  a re  s a t i s f i e d .  Then 
Algorithm  7 .3  w il l  te rm in a te  a f t e r  a f i n i t e  number o f i t e r a t i o n s  w ith  a 
so lu tio n  i f f  i s  an optim al s o lu t io n  to  (7 .1 ) (7 .2 ) ,
P ro o f: Suppose th a t  i s  o p tim a l. Assume th a t  th e  a lg o rith m  does
n o t te rm in a te  a t  i t e r a t i o n  k .  i . e .  >  0 . Then
( f (x k<' 1) -  >  Z * '1 >  0.
From Lemma 7.11 we have th a t
( fU ^ * 1) -  f (x k ) ) .u * (x k ) >  0 
i . e .  (£ (xk + l) -  f (x k) ) .v u (£ (x k) )  > 0 .
In  Theorem 7 .9 , equa tion  (7 .1 1 ) , we showed th a t  i f  xk i s  o p tim a l,
( f ( x KTJ-) -  f (x v,) ) .7 U (f (x lt))  <  0
which i s  a c o n tra d ic tio n .  T h e re fo re , y
Now suppose th a t  the a lg o rith m  te rm in a te s  w ith  xk and yk+1, = 0 
during  i t e r a t i o n  k . Then we must have th a t
jp >  0 ; j  ■ 1  k;
o therw ise the a lg o rith m  te rm in a te s  a t  an e a r l i e r  i t e r a t i o n .  Assume th a t  
xk i s  n o t o p tim a l, Then we need to show th a t  th e re  e x is t s  v « X w ith
.167.
<f(v> -  f ( Xj ) ) .u j  > 0  V j  = 1  k
which w il l  conCradicC the o p tim a lity  o f yk+1 = 0 in  (7 .5 ) -  (7 .7 ) .
We have . .
( £ ( xk ) -  f (x J ) ) .u J >  y11 >  0 fo r  j  = l , . . . , k - l .  (7 .23)
We a lso  have th a t
( f  (x) -  £ (x^ )) .u^ >  M >  -  <= fo r  j  <* 1 , . . .  , k - l  (7 .24)
fo r  any op tim al p o in t x £ X. Define
v » 0x + (l~ 0 )xk 9 e (0 ,1 ) .
M ultip ly in g  (7 .23 ) by (1-0) and (7 .24 ) by 6 and u sing  th e  l i n e a r i t y  
o f f  g ives
( f (v )  -  >  0M + (1 -0 )yk fo r  j  « 1  k ~ l.
Now, fo r  0 s u f f ic ie n t ly  sm a ll, 0 >  0 , the r ig h t  hand s id e  i s  p o s i t iv e ,
i . e .  th e re  e x is t s  0 e (0 ,1 ) such th a t
( f (v )  -  f (x ^ ) ) ,u ^  > 0  fo r  j  = 1 , . .  . , k - l  (7 .25)
For any nonoptiuial p o in t ( in  t h i s  case xk ) we have th a t
( « x )  -  ecA j . W C x1') )  >  0
i . e .  < fW  -  E(xlt) ) .u * (x k) >  0
S ince -  0 , we have from (7 .22) and (7 .2 0 ) Chat
(E(ic) -  E<i.k) ) .u k >  0.
T h e re fo re , fo r  any 0 >  0 , we have
0 < 6 (f (x )  -  f (x k) ) . a k
-  8 (f (x )  -  £(xk) ) .u k + (1 -S )(£ (x k) -  £(xk) ) .u k
* (0£(x) + ( l -6 )£ (x k) -  £(xk) ) . a k
= (f(0 x  + ( l -0 )x k) -  £(xk) ) .u k from the l i n e a r i t y  o f  f
I (£(v) -  f (x k) ) .u k >  0 . (7 .26)
Combining (7 .23) and (7 .26) g ives v s X such th a t
( f (v )  -  f (x j ) ) .u j  >  0
which g iv es  us the  re q u ire d  c o n tra d ic tio n .  T h erefo re , 
o p tim a l.
This theorem has an i n te r e s t in g  im p lic a tio n . We have n o t shown th a t  
any optim al x e X s a t i s f i e s  th e  c o n s tra in ts
a t  i t e r a t i o n  k .  In  f a c t ,  as the  nex t example w il l  dem onstrate , Assumption
7.10 i s  n o t s tro n g  enough to  g uaran tee  t h i s .  As a r e s u l t ,  i f  a l l  the 
optim al so lu tio n s  a re  cu t out o f the c o n s tr a in t  s e t  (7 .6 ) (7 .7 ) by 
in a c c u ra te  in fo rm ation  (.bout uJ , then the theorem im plies th a t  the 
a lg o rith m  w in  n o t s top  in  a f i n i t e  number of i t e r a t i o n s .  In  th i s  c a se , we 
can conclude th a t  any subsequences o f the  i n f i n i t e  sequence (xk ) w il l  
have accum ulation p o in ts  which a re  n o t optim al fo r  (7 .1 ) (7 .2 ) .
We a lso  obserxe th a t  in  the p ro o f of the  f i r s t  p a r t  o f the theorem, 
we d id n o t need to  r e s t r i c t  ij>k' ' 1' to  s a t i s f y  (7 .2 1 ) .  A ll th a t  i s  needed 
i s  th a t  $k+1 s a t i s f y
( f (x )  -  f (x j ) ) . J  >  0 V j  ■ 1  k (7 .27)
3 # ; / -
< / ♦ ! /  J  | f . t / * 1) -  | .  (7 .28 )
In, t h i s  ca se , a lthough the sequence {yc } i s  nondecreasing , w ith  a l im it  
o f z e ro , *!c+1 may be la rg e r  than Although (7 .28 ) i s  l e s s  r e s t r i c t i v e  
than  (7 .21 ) and, th e re fo re ,  "allow s" the DM to  be le s s  a ccu ra te  a t  c e r ta in  
l a t e r  i t e r a t io n s  than  he i s  a t  e a r l i e r  ones, we assume th a t  some " le a rn in g  
p ro c e ss" , on b eh a lf o f th e  DM, i s  involved  in  the i n te r a c t iv e  procedure , 
i . e .  th a t  the e s tim a te s  a re  " g e t t in g  b e t te r "  as the DM le a rn s  more about 
th e  problem  and sees  the consequences of p rev ious e s tim a te s . This 
assum ption i s  in co rp o ra ted  in  (7 .2 1 ) . In  a d d itio n ,  (7 .21 ) i s  n o t s u f f ic ie n t  
to  g uaran tee  th a t  any optim al so lu tio n  s a t i s f i e s  c o n s tra in ts  (7 .6 )  (7 .7 ) .
We do n o t wish to  make m a tte rs  even worse by assuming th e  p o s s ib i l i t y  of 
la rg e r  e r r o r s .
EXAMPLE 7.13 Consider the example given by Z io n ts  and W alleniua {1976). 
i . e .  maxinuze f  «• 3x. + x ,  + 2x„ + x.
r Xg + Axg + 3x^ <  60 
■ 4x, + x . + 2x, <  60
3> 0 .
The DM i s  assumed to have a l in e a r  (a sp e c ia l  case o f concave) u t i l i t y  
fu n c tio n
where u* =• ( 0 ,5 8 ; 0 ,2 i ;  0 ,21  ) .  We norm alise  u* so  Chat
.1 7 0 .
u* » ( 1; 0 ,3621; 0,3621 ) .
Suppose th a t  we p re se n t th e  DM w ith the e f f i c i e n t  so lu tio n  
x1 -  ( 0 ; 15; 0 ; 0 ) ,  ECx1) = ( 15; -15 ; 75 ) .  
T his has co rresponding  sim plex tab leau :
1,25 3,75 2,5
0,25 0 ,5
-0 ,2 5
0,25
-2 ,2 5
-1 ,75
4,75
-1 ,7 5  -0 ,5  
-2 ,2 5  -4 ,5  
0,25 0,5
0,25
-0 ,2 5
1,25
Suppose th a t  the  DM g iv es  an e s tim a te  o f  u* which, a f t e r  
n o rm a lisa tio n , ia
u l  -  ( I j  0 , 2 ;  0 , 8  ) .
Then max | u* -  u j  | * 0 ,4379.
The sim plex ta b le a u  co rresponding  to  th e se  w eights i s  given on the 
n ex t page. We see th a t
x2 -  ( 0 ; 12; 12; 0 ) and f ( x 2) -  < 36; 12; 72 ) .
£ (x2) -  fCx1) -  (36-15; 12+15} 72-75)
-  ( 21; 27; -3  ) .
( f (x 2) -  f (x 1) ) . u 1 -  ( 21; 27; -3  ) . (  1; 0 ,2 ;  0 ,8  )
-  24 "  y2 .
and we have th a t  Assumption 7.10 i s  s a t i s f i e d .  Now, as we saw in  
S ec tio n  4 .4 ,  th e  optim al so lu tio n  co rresponding  to  the  w eights u
x ■ ( 12; Oi 0 ; 12 ) w ith  f (x ) -  ( 48; 60; 12 ) .
However,
(£ 0 0  -  f ( x l » . u l
-  ( 48-15; 60+15; 12-75 ) . (  1; 0 ,2 ;  0 ,8  )
= - 2 ,4 .
T h is  means th a t  (x ,0 ) has been "cu t ou t"  of th e  c o n s tr a in t  s e t  
( 7 .2 7 ) , even though u* s a t i s f i e s  Assumption 7.10 . D
T his example shows th a t  the  value fo r  in  (7 .21 ) can be "too
la rg e " .  In  f a c t ,  -  u l j  e a s i ly  s a t i s f i e d  (7 .2 0 ) ,  and y e t  the c u t
(f(x>  -  K x 1)) .u l  >  0
s t i l l  caused (x ,0 )  to be in f e a s ib le  (where x la  the optim al 
s o lu t io n ) .  We observe th a t  Assumption 5 .8  i s  the  same as Assumption 7.10 
a t  the  f i r s t  i t e r a t i o n  fo r  the example above. T his d id n o t cause any 
d i f f i c u l t i e s  in  C hapter j ,  however, because we d id  n o t in tro d u ce  any 
a d d it io n a l  c o n s tra in ts  in to  the problem on the b a s is  o f t h i s  in fo rm a tio n . 
I t  i s  c le a r ,  th e re fo re ,  th a t  an a d d it io n a l  assum ption needs to  be made 
to  p rev en t ( x ,0 ) from being  made in fe a s ib le  by in a c c u ra te  in fo rm ation .
Since we do n o t know x a t  any i t e r a t i o n  (u n le ss  xk = x and the 
a lg o rith m  te rm in a te s ) , we simply assume the fo llow ing :
ASSUMPTION 7.14 Given any nondominated s o lu t io n  a t  i t e r a t i o n  k 
o f A lgorithm  7 .3 , assume th a t  the DM gives an e s tim a te  o f th e  w eights 
uk which has th e  p ro p e rty  th a t
(£(x) -  f (x k ) ) .u k >  0,
where x i s  any optim al so lu tio n  to (7 .1 ) (7 .2 ) .
T his assum ption i s  obviously  n o t checkable and i t  i s  e le d r  th a t  
i t  could be v io la te d  in  p r a c t i s e .  We d iscu ss  t h i s  in  th e  n ex t se c tio n .
THEOREM 7.15 Suppose th a t  the c o n s tra in t s e t  X i s  bounded and th a t  
a t  each i t e r a t i o n  of A lgorithm  7 .3  the DM s a t i s f i e s  .Assumptions 7.10 
and 7 .14 . Then, i f  th e  a lg o rith m  g en e ra te s  an i n f i n i t e  sequence (xk ) ,  
th e re  i s  some subsequence of (xk ) which converge:, to  an optim al 
so lu tio n  fo r  (7 .1 )  (7 .2 ) as k - » * .
P roo f: Let O C X  be the s e t  o f a l l  o p tim al so lu tio n s  to  (7 .1 ) ( 7 .2 ) .
By Assumption 7 .-4  a l l  p o in ts  x e 0 a re  f e a s ib le  fo r some y >  0
in  (7 .6 ) (7 .7) as k *  As k i f  0 i s  th e  on ly  s e t  of
p o in ts  s a t is fy in g  (7 .6 )  (7 ,7 ) fo r  yk >  0 , then the r e s u l t  holds
fo r  a l l  convergent subsequences of (xk ) .  However, i f  th e re  e x is ts
z ji ft, z c X which i s  f e a s ib le  as k - » » ,  then we have
( f ( z )  -  f (x k) ) .u k >  0 V k ■ 1 , 2 , . . .  (7 .29)
From Assumption 7.14 we have th a t
( f (x )  -  f (x k) ) .u k >  0 9 x < Q, V k -  1 , 2 , . . .  (7 .30)
Define Che p o in t
v = 0x + (1-S) z 6 e (0 ,1)
where x i s  a p o in t in  Che compact s e t  n which s a t i s f i e s
II x -  z II -  min || x -  z l| .
Then, v ^ C2, v e X and
(£(v) -  £(xk) ) .u k
= (f(Q x + (l-O )z ) -  f ( x 1<) ) .u k
= 6 ( f (x )  -  f (x k) ) .u k + (1 -S ) (E (z) -  £(xk ) ) .u k 
by th e  l i n e a r i t y  of f  
> 0  by (7 .29 ) (7 .30 ) and 0 e (0 ,1 ) .
k.
T herefore , th e re  must e x is t  some subsequence {x J } of {x )  which 
has a l im i t  p o in t x , say , such th a t
(£(v) -  f ( x  j ) ) ,u  j  ^  0 as (7 .31)
o therw ise we have th a t  th e re  e x is t s  v s X w ith
max y = min ( f(v )  -  f (x k) )  .u k >  e >  0
which c o n tra d ic ts  yk *  0 as k *  « .  Assume th a t  x is  n o t o p tim al.
( f (x )  -  £ (x )).7 U < f(x )) >  0  s in ce  x V D
i . e .  (£ (x) -  f (x ) ) .u * (x )  >  0. (7 .32)
In  a d d itio n , l e t t i n g  j  •* <= in  (7 .3 1 ) , g ives
(f(T) -
by Assumption 7.10 and th e  f a c t  th a t  y J •> 0
k . k.
(£(v) -  £(x : ) ) .u  J
= 6 ( f ( i )  -  f ( x  J ) ) , u J + (1 - 0 ) ( f ( 2 ) -  3) ) „ u J .
L e ttin g  j  th e  l e f t  hand s id e  tends to  zero  (from (7 .3 3 ) ) ,  w hile
th e  r ig h t  hand s id e  has a l im it  ,'h ic ti i s  p o s i t iv e  (from (7 .2 9 ) , (7 .32 ) 
and 0 £ ( 0 ,1 ) ) .  T his c o n tra d ic tio n  means th a t  x e S2 and the theorem 
i s  proved. O
REMARK 7.16 We d id  n o t make use of (7 .21) in  the proof o f th e  above
theorem . I t  i s  s u f f ic ie n t  to  have th a t  ■* 0 as k •> <= in  (7 .20) .
However, use was made of (7 ,21 ) in  Theorem 7 .1 2 . From Theorems 7.12
and 7 .15 , we have cha t i f  X i s  a bounded s e t  and i f  th e  DM s a t i s f i e s
Assumptions 7.10 and 7 .14 , then A lgorithm  7.3 w il l  e i th e r  te rm ina te  
a f t e r  a f i n i t e  number o f i t e r a t io n s  w ith  the DM's most p re fe rre d
s o lu tio n ,  o r th e re  i s  a subsequence of {x^} which converges to  the
DM's most p r e fe r re d  so lu t io n .  □
THE PRACTICAL IMPLEMENTATION OF THE CUTTING PLANE ALGORITHM
In  a p r a c t ic a l  im plem entation of A lgorithm  7 .3  on a r e a l  problem, 
the procedure w il l  be stopped a f t e r  a f i n i t e  number of i t e r a t i o n s .  This 
could be done a t  th e  end of i t e r a t i o n  k when the DM i s  p re sen ted  w ith  
a s o lu t io n  which he c o n sid e rs  to  be s a t i s f a c to r y  -  i . e .  we have
found a s a t i s f a c to r y  r a th e r  than  the , 'o s t  p re fe r re d  s o lu tio n .  An upper 
bound on -  x H, where x i s  the most p re fe r re d  so lu t io n ,  can be
found by so lv in g  th e  problem
maximize |] x -  xk+1 || 
s u b je c t to  ( f (x )  -  fCx-5) ) ^ - 3 ?  0 ; j  = 1 , . . .  ,k ;
where we a re  assuming th a t  x s a t i s f i e s  th e  a d d itio n a l c o n s tr a in ts ,
T t i s  p o s s ib le  th a t a t  some i t e r a t i o n  th e  optim al so lu tio n  i s  'c u t  
o u t ' o f the c o n s tr a in t  s e t  by in a c c u ra te  in fo rm ation  reg a rd in g  the w eights. 
I f  we assume th a t  th e  DM's e s tim a te s  of h is  m arg inal r a te s  of s u b s t i tu t io n  
(g iven  in  the m a trix  D) a rc  becoming more a c c u ra te  as the a lgo rithm  
p ro g re sse s , then  i t  i s  more l i k e ly  th a t  th i s  w il l  happen a t  e a r l i e r ,  
r a th e r  than l a t e r ,  i t e r a t i o n s .  As a r e s u l t ,  some c o n s tr a in ts  need to  be 
dropped from the c o n s tr a in t  s e t  ( p o s s ib ly ) , This could be done a t  the end 
o f i t e r a t i o n  k by looking  f o r  the  e a r l ie g t  c o n s tr a in ts  in  (7 .6 ) which 
a re  b ind ing  once problem  (7 .5 ) -  (7 .7 ) has been so lved  fo r  (xk+1,y k+1) .
The b ind ing  c o n s tr a in ts  s a t i s f y
(f (x k+1) -  f ( x ^ ) ) . J  -  yk+1} 1 <  j  <  k.
Then drop a l l  the  b ind ing  c o n s tr a in ts  j ,  where j  «  k ,  from (7 .6 ) .
Bounds on e r ro r s  on the responses which a re  made by th e  DM in  the 
norm alised  m a trix  D can be computed u sing  th e  ad-hoc procedure which 
was desc rib ed  in  C hapter 6 . These w i l l  g ive  the l im i t s  on th e  elem ents 
o f D*(xk) which ensu re  th a t  Assumption 7.10  i s  s a t i s f i e d .  I f  the DM 
has given a c o n s is te n t m a trix  0 , then  th e re  i s  probably  no p o in t 
(from  a p r a c t ic a l  p o in t o f view) in  computing the bounds on th e  elem ents 
o f D u n le ss  th e  u t i l i t y  fu n c tio n  i s  a s su ro r  to  be l in e a r  (o r  alm ost 
l in e a r? )  -  see Note 6 .21 . In  g e n e ra l,  when 0 i s  n o t l i n e a r ,  u*(xk ) can 
be q u ite  d i f f e r e n t  to u*(x*t+'*'). As a r e s u l t ,  D (xk) can be q u ite  
d if fe rL .it  to  D*(x^+1) ,  even i f  th e  in q u iry  p a t te rn s  a re  th e  same. 
T h e re fo re , computing the ranges in  which the elem ents of 0 (x^) a re  
assumed to  l i e  may be of l i t t l e  a s s is ta n c e  to  the DM when he e s tim a te s  
D (x^*1) . The ranges may be u s e fu l ,  however, when th e  DM has given 
an in c o n s is te n t m a tr ix  D in  an a ttem pt to  'i r o n  o u t ' the  in c o n s is te n ­
c ie s  b e fo re  th e  a lg o rith m  con tinues -  see Note 6 ,20 .
CONCLUSION
In  Chis ch ap te r we have proposed a c u t t in g  p lan e  method fo r  so lv in g  
problem (7 .1 )  (7 .2) when th e  (unknown) u t i l i t y  fu n c tio n  is  assumed to  be 
concave asd tw ice co n tin u o u s ly  d i f f e r e n t ia b le .  A fte r  an in te r a c t io n  w ith  
the DM, a c o n s tr a in t  i s  defin ed  which reduces th e  s e t  o f p o in ts  o f 
i n t e r e s t .  I f  we assume t h a t  the  DM's most p re fe r re d  so lu tio n  i s  always 
in s id e  th e  reduced c o n s tr a in t  s e t ,  and th a t th e  DM's e s tim a te s  become 
in c re a s in g ly  more a ccu ra te  a s  the  a lg o rith m  p ro g re s se s , then the 
a lg o rith m  w i l l  f in d  th e  DM's most p re fe r re d  s o lu tio n  as th e  l im it  o f 
some subsequence.
An assum ption o f th e  form given in  Assumption 7.14  needs to  be made 
(o r p o s s ib ly  Assumption 7.10  can be t ig h te n e d ) .  The q u es tio n  a r i s e s  a s  to 
w hether a 'b e t t e r '  assum ption can be made. I t  appears to  us th a t  'b e t t e r '  
in  th i s  case means f in d in g  an assum ption which does n o t invo lve  the 
unknown optim al so lu tio n  x.
Musselman and Talavage (1980) a ls o  recogn ise  the p o s s ib i l i t y  o f x 
being  made in f e a s ib le  in  t h e i r  proposed c u t t in g  p lane  method. They su g g est, 
however, th a t  once a d e s ira b le  so lu tio n  has been found, l im i t s  fo r  each 
tr a d e -o f f  r a t i o  a t  every  assessm ent p o in t o f th e  a lg o rith m  should be 
ob ta in ed , " i f  a DM e s ta b l is h e s  a range w ith in  which a p a r t ic u la r  tra d e ­
o f f  i s  known to  e x i s t ,  t h i s  range can be judged a g a in s t these  l im its  to  
in d ic a te  to  what e x ten t h i s  t ra d e -o f f  u n c e rta in ty  undermines the f in a l  
r e s u l t " .  (Musselman snd TaZavage (1980, page 1431)). Z io n ts  and W allenius 
(1983) recogn ise  the same problem from a d if f e r e n t  p e rsp e c tiv e : v iz .  the  
t ru e  w eights u (x ) , a t  the optim al so lu tio n  x , may n o t s a t i s f y  the 
c o n s tra in ts  (2 .6) ( 2 .7 ) .  They suggest th a t  c e r ta in  ( e a r l ie r ? )  c o n s tra in ts
on che w eights need to  be dropped. T his i s  s i n i l a r  to  th e  approach which 
we suggested  in  S ec tio n  7.4 (a lthough  in  a d iffe ren t-  con tex t) , The 
a lgo rithm  s t i l l  needs to  be te s te d  on sev e ra l r e a l  problems in  o rd e r  to  
determ ine how se r io u s  th i s  can be and, i f  c o n s tr a in ts  do need r o  be 
dropped, which ones they should be. ( i . e .  how e a r ly  i s  e a r l ie r ? )
Problem (7 .1 ) (7 .2 ) is  a m u ltip le  o b je c tiv e  l in e a r  programming 
problem . Consider the  problem
maximize U($1 (x ) , . . . , f r (x ) )
su b je c t to  g(x) < 0 ,
where f ,  : Rn R1" i s  concave fo r  i  = l , . . . , r ,  and 
g : Rn -«■ R™ i s  concave.
The p ro o fs  of convergence of A lgorithm  7.3 d id  n o t e x p l ic i t ly  use the 
s t ru c tu re  o f the c o n s tr a in t  s e t  X. A ll th a t  was re q u ire d  was th a t  X be 
convex and bounded. A lgorithm  7 .3  w ill  converge (a s  the l im i t  o f a sub­
sequence) to  th e  DM's moat p re fe rre d  s o lu t io n  (su b je c t to  Assumptions
7.10 and 7.14) over any bounded, convex c o n s t r a in t  s e t .  In  the  p roo fs  
of convergence, however, the l i n e a r i t y  of f  was e x p lo ite d . Using the 
p ro p e rty
£(6x + ( l - 9 ) y )  > 8£(x) + ( l - e ) f ( y )  8 e l o . l  ]
fo r  concave fu n c tio n s , appears to  le ad  to  the same conclusions regard ing  
convergence as b e fo re .
F in a l ly ,  f u r th e r  in v e s tig a tio n s  need to  be c a r r ie d  o u t (on r e a l  
problems) to  d isco v er what e f f e c t s  the  in tro d u c tio n  of a s tep len g th  
procedure in to  A lgorithm  7.3 (see Remark 7.4 ( i i )  ( i i i ) )  w il l  have on 
th e  r a te  o f convergence.
CHAPTER 8 AN APPLICATION TO A PROBLEM IN WILDLIFE MANAGEMENT
Peddis (1984) i s  concerned w ith  a problem  in  w i ld l i f e  management. 
The aim of h is  re sea rch  i s  to  determ ine th e  s to ck in g  d e n s ity  and mix 
o f anim al sp ec ie s  which w i l l  op tim ize c e r ta in  o b je c tiv e s  in  the 
P ilan esb u rg  Game R eserve, Bophuthatswana, Southern A fr ic a . Peddie '.s 
b r i e f  from h is  su p e rv iso rs  was to  c o l le c t  the re le v a n t d a ta  by means 
o f f i e l d  ob se rv a tio n s and then  to  form ulate  a m athem atical model 
which d escribed  th e  in te r a c t io n  o f  the  animal sp ec ie s  w ith  the 
a v a i la b le  reso u rces  in  the  park . The r e s u l t in g  model tu rned  o u t to  
be a l in e a r  programming problem w ith  m u ltip le  o b je c t iv e s . I t  was 
decided  th a t  A lgorithm  7 ,3  would be used in  an a ttem p t to  f in d  a 
compromise so lu tio n  (o r a s a t i s f a c to r y  s o lu t io n ) , where Peddis would 
a c t  as the DM sin ce  he had a good working knowledge of the  problem 
and knew what kind of s o lu t io n  th e  management of the pa rk  was 
in te r e s te d  in .  In  ad d itio n  to  t h i s ,  he had been mandated by the 
management to  recoranend a so lu tio n  to  there fo r  th e i r  c o n s id e ra tio n .
I t  i s  not the fu n c tio n  o f t h i s  ch ap te r to  comment on th e  v a l id i ty  
o f th e  b io lo g ic a l da ta  or the  s t ru c tu re  o f th e  f i n a l  m u ltip le  o b je c tiv e  
l in e a r  programming problem. We f i r s t  p re sen t th e  m athem atical mode-l of 
th e  problem. The re le v a n t d a ta  i s  included  in  the  Appendix fo r  the  sake 
o f com pleteness. F in a l ly ,  we re p o r t  on the r e s u l t s  o f the implementa­
t io n  of A lgorithm  7.3 to the  problem in  the search  fo r  a s a t i s f a c to r y  
s o lu tio n .
DEFINITION OF THE PROBLEM
The management of th e  P ilan esb e rg  Game Reserve a re  co n sid erin g  
s to ck in g  the park w ith  21 spec ies  o f la rg e  h e rb iv o re s . These a re :
1. E lephant
4. G ira ffe
10. Wsterbuck
13. Gemsbuck
16. Reedbuck 
19. Bushbuck
2. White Rhino
5 . B uffalo
8. Roan
11. W ildebeest
14. Kudu
17. Impala
3. Black Rhino
6. Eland
9. Sable
12. H artebeest
IS . Tsessebe
18. Warthog
20. Mountain Reedbuck 21. Springbuck.
P e d 'ie  found Chat the park could be broken down in to  10 d isi 
d i f f e r e n t  h a b i ta t s .  These a re :
1. G rassland
2. Secondary g rasslan d
3. Encroached secondary g rasslan d
4. Su m d t savanna
5. V alley  savanna
6. M esocline riavanna (m oist h i l l s i d e )
7. X erocline savanna (dry h i l l s id e )
8. V alley th ic k e t
9. T a lu s / k lo o f  th ic k e t
10. R iv e r lin e s .
As a r e s u l t ,  210 v a r ia b le s  were d e fin ed , where
i s  th e  number of anim als of sp ec ie s  i  found i 
h a b i ta t  j ;  i  = 1 , . , . , 2 1 ;  j  = 1 , . . . , 1 0 .
Each sp ec ie s  has a d i e t  c o n s is tin g  of v a rio u s p ro p o rtio n s  o f 7 food 
ty p es . These a re :
f^ . Browse below 1,5m
f 2. Browse below 2,5m ( in c lu d in g  f^)
f y  Browae W o w  5,0m (in c lu d in g  f^  and f^)
f^ . Forbs
f j .  Leaf l i t t e r
fg . F ine ( le a f  and shea th ) g ra ss
Coarsfe (stem  and in flo re sc e n c e )  g ra s s .
These food types occu r in  d if f e r e n t  q u a n t i t i e s  in  each of th e  h a b i ta t s .
O b jec tiv e s
Peddie s ta te d  the fo llow ing  7 o b je c tiv e s :
Maximize
1. The amount of a v a ila b le  food consumed
2. The biomass of the anim als in  the park
3. The number of anim als in  the  park
4. The v a lu e  o f the anim als so ld  fo r  co nserva tion
5. The value o f th e  anim als sho t fo r  tro p h ie s
6 . The v a lu e  of. the  anim als cap tu red  and so ld  l iv e
7 The value o f the anim als sho t and so ld  as ca rcasse s  and sk in s .
The l a s t  4 o b je c tiv e s  a re  Co be r e a l is e d  from the su s ta in e d  y ie ld  
( i . e .  the r a t e  of in c rease )  o f each o f the sp e c ie s . The values fo r 
each of the  o b je c tiv e s  over each of the sp ec ie s  i s  given in  Table 1 of 
the  Appendix, w here, fo r  example, a w hite  rh ino  (second row) ea ts
20,6  kgs. o f food per day; has a biomass o f 1500 k g s . ; has a 
conse rv a tio n  v a lu e  o f R2000, a trophy v a lu e  of R8500, a l i v e  s a le  
v alue o f 5,2000 and no ca rcass  v a lu e .
This n e c e s s i ta te s  the  in tro d u c tio n  of 43 a d d i t io n a l  v a r ia b le s  
(corresponding  to  th e  43 nonzero e n t r ie s  in  columns 3 -  7 of Table 
1 in  th e  A ppendix):
d eno ting  th e  number o f  anim als of sp e c ie s  i  which
where! f ^  i s  th e  amount of food o f type j  ea ten  by sp ec ie s  i
per day (g iven  as elem ent i , j  o f Table 2 in  A ppendix), 
i s  the t o ta l  amount o f food of type j  which i s  
a v a ila b le  in  h a b i ta t  k (g iven  as elem ent j , k  of 
Table 3 in  th e  Appendix -  d iv ided  by 100).
From Table 3 in  the Appendix we see th a t  th e re  i s  no le a f  l i t t e r  (f^) 
in  h a b i ta ts  1 and 2. These 2 c o n s tr a in ts  a re  excluded and th e  anim als 
d i e t  in  h a b i ta t s  1 and 2 have th e i r  le a f  l i t t e r  component added to  the 
course g ra ss  component of th e i r  d i e t s  in  th e se  h a b i ta t s .  (Given in  
Table 2 of the Appendix.)
2, A minimum number o f each sp ec ie s  must occur in  the  so lu tio n  to 
ensure a d iv e r s i ty  o£ sp ec ie s  ( fo r  v a rio u s re a so n s ) .
c o n tr ib u te  towards o b je c tiv e  m; i  = I , . . . , 2 1 ;  4 < m < 7 .
C o n s tra in ts
1. There a re  c o n s tra in ts on th e  amount o f food a v a ila b le ,
j  = 1 , . . .  ,7 ; k = 1 ..........10;
where X, i s  given in  Table 4 of the Appendix fo r  each sp e c ie s .
Each spec ies  has a given r a te  of su s ta in e d  y ie ld  (h a rv es tin g ) which 
i s  given by i t s  annual r a te  of in c re a se . The numbers a llo c a te d  to  
o b je c tiv e s  4 - 7  a re  co n s tra in ed  by th i s  r a t e  and, in  the case  of 
tro p h ie s  (o b je c tiv e  5 ) .  by the r a t e  of trophy p ro duc tion  (Table 4 
of the  Appendix),
i . . .  ^  , i - i .........21,
....
where: i s  th« su s ta in ed  y ie ld  of sp ec ie s  i  (Table 4 in  the
Appendix),
T. i s  the  trophy y ie ld  o f sp ec ie s  i  (Table 4 in  the 
Appendix -  where T, = 0  i f  sp ec ies  i  i s  n o t used 
fo r  t ro p h ie s ) , and
“ 1 i f  sp ec ie s  i  i s  used fo r  o b je c tiv e  m
= 0  i f  i t  i s  not (can be seen from Table 1 of A ppendix).
There may be an upper bound on the number of sp e c ie s  i  in  the  park 
and /o r a bound on sp ec ie s  i  in  h a b i ta t  k.
10
i . e .  I  xik  < u£ ’ 1 <  i  <  21;
x ik  <  ulk  ; 1 <  i  <  21; 1 <  k <  10.
Peddie found d i f f i c u l ty  in  o b ta in in g  most of these  v a lues  (U. and 
uik ) beforehand in  an in fo rm ation  vacuum. As a r e s u l t ,  i t  was 
decided to  inc lude  those c o n s tr a in ts  in te r a c t iv e ly  d u ring  the 
d ec is io n  making process  as they were n e e d e d .i .e .  the  c u rran t s e t  of 
w eights a re  used to  f in d  a so lu tio n  ( in c lu d in g  a l l  th e  p rev io u sly
g enera ted  c u t t in g  p la n e s ) . I f  t h i s  so lu tio n  had too  many anim als of 
a p a r t ic u la r  sp ec ie s  in  a h a b i ta t ,  o r  in  the  park , then  Peddie made 
e s tim a te s  on the upper bounds ( 'd e n s i ty ' c o n s tra in ts )  and th e se  were 
included . The problem was re so lv ed  (sometimes fu r th e r  new bounds 
needed to  be included) u n t i l  a 'f e a s i b l e 1 so lu tio n  was ach ieved . At 
t h i s  s ta g e  the t r a d e -o f f  in fo rm ation  was o b ta ined  and th e  a lgo rithm  
was continued  w ith  th e  new c u t t in g  p lan e  inc luded  in  th e  c o n s tra in t
The upper bound r ig h t  hand s id es  (v iz . IL and u ^ )  can be found 
in  Table 5 o f the  Appendix, The secoad number i .  each block  in d ic a te s  
the stage  a t  which the bounds were inc luded  in  th e  c o n s tra in t s e t .
At a c e r ta in  s tag e  o f th e  a lg o rith m , Peddie  included  bounds on the 
number of anim als which could be used fo r  trophy purposes.
i . e .  Yis  <  30 fo r  i  = 7 ,1 1 ,1 2 ,1 3 ,1 4 ,1 7 ,1 8 ,1 9 ,2 0 .
Ho so lu tio n  ever a ro se  which made i t  necessa ry  to  impose a bound on
The s tag e  a t  which these a d d itio n a l 9 c o n s tra in ts  were included  
i s  in d ic a te d  in  the n ex t s e c tio n .
RESULTS OF THE COMPUTER RUNS AMO DECISION MAKER TMTERACTIONS 
ITERATION 0
The aim a t  th e  f i r s t  s ta g e  i s  to  f in d  a nondominated, f e a s ib le  
s o lu tio n .  The w eights of th e  o b je c tiv e  fu n c tio n s  were a l l  s e t  to  1 and 
the o b je c tiv e  fu n c tio n s  sim ply added. The problem
maximize y
su b je c t to  I  f  (x) + I  f  (Y) >  y 
m=l m-4
was so lved . I n i t i a l l y  th e re  were 124 c o n s tr a in ts ,  ( i . e .  68 food , 21 
minimum nuiaber, 21 su sta in ed  y ie ld  * 10 trophy , 3 upper bounds -  on 
sp ec ie s  1 ,2  and 3 in  Table 5 of Appendix -  and 1 sum o f o b je c t iv e s .)
A so lu tio n  was computed and th i s  was found to  have too many of 
c e r ta in  sp ec ie s  e i t h e r  in  the park  o r in  a p a r t ic u la r  h a b i ta t .  Upper 
bounds were then  included  and th e  problem so lved  ag a in . This procedure 
was continued u n t i l  a 'f e a s i b l e '  so lu tio n  was found. The upper bounds 
which were inc luded  in  t h i s  p rocess  a t  th i s  s ta g e  can be found in  Table 
5 of the Appendix marked w ith  a 1. The s o lu tio n  i s  given as S o lu tio n  1 
h , Table 6 o f th e  Appendix.
The v a lu es  o f the  7 o b je c tiv e  fu n c tio n s  a t  t h i s  so lu tio n  a re :
Food 464 (kg .:
Biomass (kgs:
Numbers
Conservation (R)
Trophy (R)
Live Sale (R)
C arcass 600 0 0 .
ITERATION 1
Peddie gave the fo llo w in g  in d if fe re n c e  c ra d e -o ffs  a t  t h i s  so lu tio n  
(rounded to  4 decim al p la c e s ) . The m a trix  g iv es  th e  norm alised  tra d e ­
o f f s .  The a c tu a l t ra d e -o f fs  which were g iven  fo r  each p a irw ise  comparison 
can be ob ta ined  by m u ltip ly in g  each row by the number on th e  same row 
o u ts id e  th e  m a trix  ( su b je c t to  the rounding e r ro r  from n o rm a lis a tio n ) .
O b jec tiv es  ( 1 ,2 ) ,  (1 »6), ( 2 , 3 ) , ( 6 , 7 ) ,  ( 4 ,5 ) , ( 3 ,5 )  and (4 ,7 ) were chosen fo r  
the  p a irw ise  com parisons.
(0,2378; 0 ,0028; 0 ,5643; 0 ,0058; 0,0262; 0 ,0316; 0 ,7895).
The o b je c tiv e  c o n s tr a in t  used a t  I t e r a t i o n  0 was dropped from the 
c o n s tra in t sett ( s in c e  the w eightings were a r b i t r a r y )  and the fo llow ing  
problem was then so lved :
500 000
1 -0,0067 600 000
1 -0 ,0 4  50 000
500 000
130 000
-0 ,008  J 500 000
The w eights u 1 were computbJ to  be ( to  4 decimal p laces)
maximize y
in=i th«“4 m=i
(in c lu d in g  a l l  tttie p rev ious c o n s t r a in t s ) .
su b ie c t
The so lu tio n  which was found , a f t e r  a d d itio n a l upper bounds had been 
added ( in d ic a te d  by a 2 in  Table 5 of the A ppendix), i s  given as 
S o lu tio n  2 in  Table 6 of th e  Appendix. The v a lues  of the o b je c tiv e  
fu n c tio n s  a re  given a s  f (x ^ ) in  Table 8 of the  Appendix.
ITERATION 2
At £(x2) ,  Peddie  gave th e  in d if fe re n c e  tr a d e -o f f  m a trix  found in  
Table 7 of the Appendix. The w eights were computed to  be
u2 = (0 ,2310; 0 ,0035; 0 ,24?7 ; 0,0693; 0,3583; 0 ,8669; 0 ,0106).
These w eights were then used to  c o n s tru c t ano ther c u t t in g  p lan e  which 
was in c luded  in  the c o n s tr a in t  s e t .  The so lu tio n  which was computed 
(in c lu d in g  a d d i t io n a l  bounds) i s  g iven  as S o lu tio n  3 in  T able  6 of the 
Appendix. The o b je c tiv e  fu n c tio n s  a t  t h i s  s o lu t io n  a re  given as f(x^) 
in  Table  8 o f  th e  Appendix.
ITERATION 3
At f(x 3) , Peddie gave the in d if fe re n c e  tr a d e -o f f  m a trix  found in 
Table 7 of the  Appendix. The w eights were computed to  be
u3 « (0 ,7172; 0 ,0193; 0 ,6555; O',1086; 0,1093; 0 ,1663; 0 ,0639),
Another c u ttin g  p lan e  was th en 'in c o rp o ra te d  in to  th e  c o n s tr a in t  s e t .
The so lu tio n  which was computed (in c lu d in g  a d d itio n a l boundj) i s  given 
as S o lu tio n  4 in  Table 6 of the Appendix and the v a lues  o f th e  o b je c tiv e  
fu n c tio n s  a t  th i s  so lu tio n  a re  given as f(x * )  in  Table 8 o f  the 
Appendix, I t  was a t  t h i s  s tage  ( i . e .  w hile  S o lu tio n  4 was being d e te r ­
mined) th a t  Peddie decided th a t  he needed to  inc lude  th e  a d d i t io n a l  9 
trophy  c o n s tra in ts  mentioned in  Section  8 .1 .
ITERATION 4
Ac f ( x * ) , Peddie gave th e  in d iffe re n c e  tr a d e -o f f  m a trix  found in  
Table 7 of the Appendix. The w eights were computed to be
a = (0 ,8775; 0,0103; 0 ,3059; 0 ,0227; 0 ,0234; 0 ,1177; 0 ,3534).
A c u t t in g  p lane was inc luded  in  She c o n s tr a in t  s e t  and th e  so lu tio n  
which was computed (in c lu d in g  a d d itio n a l bounds) i s  given as S o lu tion  
5 in  Table 6 of th e  Appendix. The v a lu es  of the o b je c tiv e  fu n c tio n s  
a t  t h i s  so lu tio n  a re  given a s  f (x ^ ) in  Table 8 of th e  Appendix.
ITERATION 5
At th i s  s ta g e , Peddie decided to  drop o b je c tiv e s  1 and 2 from 
th e  problem ( i . e .  se t  t h e i r  •.: ,h ts to  zero) because he f e l t  th a t  the 
va lues  th a t  had been generated  so f a r  fo r  th e se  two o b je c tiv e s  were 
more o r l e s s  s a t i s f a c to r y .  In  a d d itio n ,  i t  appeared th a t  th e  rem aining 
o b je c tiv e s  would ensure th a t  the f i r s t  two would r e ta in  reasonab le  
le v e ls .  As a r e s u l t ,  he e s tim ated  h is  in d if fe re n c e  t ra d e -o f fs  a t  f(x^) 
u sing  p a irw ise  comparisons between o b je c tiv e s  3 - 7  on ly .(S ee  Table 7 
of the Appendix.) The w eigh ts were computed to be
u 5 -  (0; 0 ;  a , 9361; 0 ,0 0 6 ;  0 ,3 2 8 7 ;  0,1192; 0 ,0379).
A fu r th e r  c u t t in g  p lane was then  inc luded  in  the c o n s tra in t s e t  and the 
so lu tio n  which was computed i s  given aa so lu tio n  6 in  Table 6 o f the 
Appendix. This so lu tio n  inc ludes a fu r th e r  red u c tio n  on th e  upper bound 
p rev io u s ly  imposed on sp e c ie s  IS . (See Table 5 of th e  Appendix.)
The v a lues  o f the o b je c tiv e  fu n c tio n s  a t  t h i s  so lu tio n  a re  given as 
f(x®> in  Table 8 of the  Appendix, I t  can be seen from th e  ta b le  th a t
o b je c tiv e s  1 and 2 d id  r e t a in  reaso n ab le  le v e ls  ( in  comparison to  the  
p rev ious r e s u l t s ) .
ITERATION 6
At f(x ^ ) Peddie in d ic a te d  th a t  he f e l t  th a t  a l l  the  o b je c tiv e s  had, 
fo r  th e  f i r s t  tim e, a l l  achieved d e s ira b le  le v e ls  and th a t  t h i s  so lu tio n  
was the most s a t i s f a c to r y  to  d a te . I t  was decided , however, to  continue 
th e  a lgo rithm  in  a search  fo r  a 'b e t t e r '  s o lu tio n .  The in d iffe re n c e  
t r a d e -o f f  m a trix  which was given (ag a in  between o b je c tiv e s  3 -  7 ) led  
to  th e  w eights
u6 = (0 ; 0 ;  0,9554; 0,0711; 0 ,2223; 0 ,1462; 0 ,1070).
The c u ttin g  p lane was inc luded  in  th e  c o n s tr a in t  s e t  and the so lu tio n  
which was computed i s  given  as S o lu tio n  7 in  T able  6 of th e  Appendix.
The values o f the o b je c tiv e s  a re  given  as f ( x 7) in  Table 8 o f the  
Appendix.
ITERATION 7
Peddie in d ica ted  th a t  he p re fe rre d  f(x ^ ) to f ( x 7) .  In d iffe re n c e  
t r a d e -o f f s  which were taken  a t  f ( x 7) led  to  the w eights
u 7 -  (0; 0; 0 ,901 ; 0,0238; 0 ,1 5 ; 0,2254; 0 ,3382).
The so lu tio n  which was computed (in c lu d in g  the new c u t t in g  p lane) i s  
g iven as S o lu tio n  8 in  Table 6 and th e  v a lues  of the o b je c tiv e  fu n c tio n s  
i s  given a s  f ( x 8) in  Table 8 of the Appendix. Peddie s t i l l  p re fe rre d  
f ( x 6) a t  t h i s  p o in t.
naRATION 8
At th i s  s ta g e ,  ic  was decided  to  r e tu r n  to  f (x ^ )  and to  look a t  a 
convex com bination of th e  o b je c tiv e  fu n c tio n s  between f(x ^ )  and £ ( x )  
and between f(x®) and f(x® ). A s tep  len g th  of 0 ,1  was chosen and 
two ta b le s ,  each wibh 11 columns (2 end poinds + 9 incennediace p o in ts ) ,
were co n s tru c te d . Peddle chose th e  Chird column of the second ta b le
( i . e .  beween £(x®) and f(x®)) as the most p re fe r re d  column. This 
column occu rred  where th e  s te p  len g th  was 0 ,2 , As a r e s u l t  o f t h i s ,  
le v e ls  fo r  o b je c tiv e s  2 - 7  were s e t  a t
Biomass 4 285 000 (kgs)
Mumbel's 27 000
C onservation 997 000 (R)
Trophy 150 000 (R)
Live Sa le  269 800 (R)
C arcass 399 500 (R)
where Food Consumption was to  be maximized. The lower le v e ls  on Numbers 
and Trophy were s e t  by Peddle as he was prepared  to  s a c r i f ic e  th e se  two 
o b je c tiv e s  in  o rd e r  to  in c re a se  some (o r a l l? )  o f th e  rem aining o b je c tiv e s . 
The c u t t in g  p lan es  which had been generated  so f a r  were dropped from the 
c o n s tra in t s e t  and the le v e ls  fo r  the  6 o b je c tiv e  fu n c tio n s  above were 
inc luded  as c o n s tr a in ts .  The so lu tio n  which was o b ta ined  i s  given in  Table 
9 of the  Appendix and th e  o b je c tiv e  fu n c tio n s  were computed to  be
Food 97 336
Biomass 4 420 995
Numbers 30 565
C onservation 1 000 000
T rophy  150 000
Live Sale , 289 720
Carcass 399 430.
The l a s t  two v a lues  a re  due to  the so lu tio n  being  rounded to  the n e a re s t 
in te g e r s .  Peddie f e l t  th a t  th i s  was the most s a t i s f a c to r y  so lu tio n  to 
d a te  in  terms o f the o b je c t iv e s .  He was, however, d i s s a t i s f i e d  w ith the 
mix of anim als ( i . e .  the  d ec is io n  v a r ia b le s  x) which made up th is  
s o lu tio n .  V arious a ttem p ts  were made to f in d  a more s a t i s f a c to r y  mix of 
anim als by s e t t in g s  bounds on 6 of the  o b je c tiv e s  and maximizing the 
rem aining o b je c tiv e . This approach f a i le d  to  f in d  a s u i ta b le  so lu tio n  
( in  terms of th e  d e c is io n  v a r ia b le s ) .
I t  was then  decided to  c o n s id e r a convex com bination of th e  dec is io n  
v a r ia b le s  which c o n s titu te d  S o lu tio n  6 of Table 6 and Table 9 of the 
Appendix (s in ce  Peddie p re fe r re d  th e  animal mix which was found in 
S o lu tio n  6 ). A s tep  len g th  o f  0 ,2  was chosen and a cab le  w ith  6 
coluimis was c o n s tru c te d . Peddie chose the 4C*1 column as the most 
d e s ir a b le .  This coincided  w ith a s tep  len g th  of 0 ,6 .  As a r e s u l t ,  the  
le v e ls  o f the  o b je c tiv e  fu n c tio n s  were a d ju s te d  to :
Pood 96 500 (97350 -  95275)*0,6 + 95275
Biomass 4 300 000 dropped from 4 339 041
Numbers 27 000 s t i l l  k ep t low
C onservation 980 000 dropped from 985 360
Trophy 150 000 s t i l l  kep t low
Live Sale 270 000 dropped from 280 952
Carcass 400 000 dropped from 408 136,
The lower bounds fo r  th e  sp ec ie s  were then ra is e d  in  accordance w ith
Peddle*s choaen mix o f the d e c is io n  v a r ia b le s .  C e rta in  bounds were not 
ra is e d  to  t h e i r  f u l l  e x te n t ,  however, in  o rd e r fo r  some competing sp ec ie s  
(w ith re sp e c t to  food) to  improve th e i r  v a lu e s . The f i n a l  bounds can be 
found in  Table 10 of th e  Appendix.
I t  was decided to  maximize C onservation and to  s e t  the  rem aining 
o b je c tiv e s  a t  th e  above le v e ls .  The so lu tio n  which was o b ta ined  i s  given 
in  T able  10 of th e  Appendix. The o b je c tiv e  fu n c tio n  v a lues a t  th is  
so lu tio n  a re ;
Food 95 993 (kgs) due to  rounding e r ro r
Biomass 4 335 780 (kgs)
Numbers 32 029
C onservation 1 085 (R)
Trophy 150 000 (R)
L ive Sale 900 00 due to  rounding e r ro r
C arcass 399 (R) due to  rounding e r ro r .
Peddie f e l t  th a t  he had a d e s ira b le  so lu t io n ,  bo th  in  terms of the 
o b je c tiv e  fu n c tio n s  and the d e c is io n  v a r ia b le s .  As a r e s u l t ,  th e  
procedure was te rm ina ted .
GENERAL COMMENTS
In d if fe re n c e  t r a d e -o f f s  between o b je c tiv e s  i  and j  were 
ob ta ined  from Peddle by p re sen tin g  him w ith  3 v e c to rs  a t  the 
so lu tio n  x^i v iz .
f j  (Xk)
' i ( : n
+ A
i j  (xk) '  B
fjC x ) 
t j  (xk ) ' B
I ,< x k ) ,
where A, B >  0. A and B were i n i t i a l l y  chosen to  be somewhere 
between 10 and 20% o f f^ (x^) and f^ (x ^ )  r e sp e c tiv e ly .
I f  Peddie in d ic a te d  th a t he p re fe r re d  one of th e  p o in ts ,  o r there  
was a p o in t th a t he d is l ik e d ,  them A and /o r B was ad justed  
u n t i l  he was in d if f e r e n t  between th e  3 v e c to rs .
2. As can be seen from Table 7 in  the Appendix, the in d iffe re n c e  
t ra d e -o f fs  d i f f e r  markedly a t  d if f e r e n t  s o lu tio n s .  As a r e s u l t ,  we 
assumed th a t  the im p lic it  u t i l i t y  fun c tio n  was concave and chose to 
implement A lgorithm  7.3 r a th e r  than  Algorithm  4 .1 .
3. When th e  in te r a c t iv e  procedure began, Peddie took approxim ately 
45 m inutes to e s tim a te  the f i r s t  s e t  o f in d if fe re n c e  t r a d e -o f f s .
I t  was found th a t  the time f o r  th i s  in te r a c t io n  decreased  markedly 
(down to  about 15 m inutes) as the  number of in te r a c t io n s  in c rea sed . 
I t  should be rep o rted  th a t  se v e ra l f a l s e  s t a r t s  were made to  so lve 
th is  problem . A fte r  a few in te r a c t io n s  had been perform ed, i t  was
discovered  th a t  e r ro r s  had been made in  the fo rm ula tion  of the 
problem. A fte r  th e se  had been c o rre c te d , the  a lgo rithm  was r e s ta r te d  
from the beg inn ing . At th e  f i n a l  s ta g e ,  because of the prev ious 
in te r a c t io n s ,  Peddie took l e s s  than 10 m inutes to e s tim a te  the 
in d iffe re n c e  t ra d e -o f fs  a t  each in te r a c t io n .
The in te r a c t io n s  were perform ed between Peddie and a human an a ly s t 
(v iz , o u rse lv e s ) . I t  ia  q u i te  probab le  th a t  t h i s  in flu en ced  the t i a e  
th a t  was taken by Peddie to  g ive  Che in d if fe re n c e  t r a d e -o f f s  as we 
found Chat we could o f te n  p re d ic t  what h is  re a c tio n  would be to 
c e r ta in  t r a d e -o f f s  (as a r e s u l t  o f le a rn in g  from h is  re a c tio n s  to 
p rev ious t r a d e - o f f s ) .
3 types of upper bounds were included  during  th e  im plem entation of 
the algo rithm ,
a) Bounds were included  when i t  was found th a t  too many o f a spec ies  
occurred  in  a h a b i ta t  and /o r th e  park . These were inc luded  b e fo re  
the in d if fe re n c e  tr a d e -o f f s  were made.
b) The upper bound on sp e c ie s  IS was reduced from 8000 to  5000.
c) A dd itional, bounds were inco rp o ra ted  fo r  anim als which a re  used 
fo r  trophy purposes,
(b) and (c) imply th a t  in d if fe re n c e  t ra d e -o f fs  were made a t 'in f e a s ib le .1 
so lu tio n s . I t  waa f e l t ,  however, th a t  t h i s  d id  n o t in v a l id a te  the 
e s tim a te s  which had been made p rev io u sly  (s im ila r  to e s ta b l is h in g  the 
f u l l  u t i l i t y  fu n c tio n  -  S ec tio n  2 .3 .2 ) .  The worry was th a t  the 
p rev io u sly  g enera ted  c u t t in g  p lanes might have led  to  th e re  being  no 
f e a s ib le  so lu tio n s  when th e  new bounds were in c luded , o r th a t th e  most 
p re fe rre d  'f e a s i b l e ' so lu tio n  might have been cu t o u t o f the c o n s tra in t
s e t .  I t  tu rned  out ( fo r  th i s  problem) th a t  n e i th e r  of th e se  two 
p o s s ib i l i t i e s  d id  a r i s e .  F i r s t l y ,  because a f e a s ib le  s o lu t io n  (w ith 
th e  c u ttin g  p lane c o n s tr a in ts  included) could be found a f t e r  the new 
bounds were added, and secondly , because the c u t t in g  p lane c o n s tra in ts  
were om itted  from the f in a l  s tag es  of th e  so lu tio n  procedure . However, 
th e  e f f e c t  o f tak in g  t ra d e -o f fs  a t  e s s e n t ia l ly  n o n fe a s ib le  so lu tio n s  
may w ell have had an e f f e c t  on the speed o f convergence of the  
A lgorithm  to  a s a t is f a c to ry  so lu tio n  ( i . e .  we suspec t th a t i t  may have 
speeded i t  u p ) .
Once a l l  the  n ecessa ry  c o n s tra in ts  had been in co rp o ra ted , i t  would 
have been q u ite  sim ple to  r e s t a r t  th e  a lgo rithm  from th e  beginning 
and to  re p o rt th e  r e s u l t s  fo r  a w ell defin ed  problem. We have, however, 
opted to  fo llo w  the ' i l l  d e f in e d ' ro u te  as we b e lie v e  th a t  in  problems 
o f th is  ty p e , d i f f i c u l t i e s  of the  kind which we have mentioned do tend 
to  a r i s e .  T his n e c e s s i ta te s  a pragm atic approach to the so lu tio n
procedure and, in  our case , t h i s  made th in g s  e a s ie r  fo r  our DM who was
a lso  re sp o s ib le  fo r  the m athem atical fo rm ula tion  of th e  problem. I f  
A lgorithm  7 .3  i s  used as th e  b a s is  o f th e  so lu tio n  p rocedure, and the 
c o n s tr a in ts  a re  being  included  in t e r a c t iv e ly ,  then  care  needs to  be 
ex e rc ised  in  case th e  problems mentioned in  th e  l a s t  p o in t do a r i s e  
(which can happen q u i te  e a s i ly ) .
Given the s iz e  of the problem which was so lved , the  in te r a c t iv e
algo rithm  found a s a t i s f a c to r y  so lu tio n  ( in  terms of the o b jec tiv e
fu n c tio n  v a lues) f a i r l y  q u ick ly . A lthough a few more in te ra c t io n s  
were performed (which led  to  so lu tio n s  which were n o t as 'good1 as 
£(x6))  u sing  Algorithm  7 .3 , th is  allow ed time and provided  a frame­
work fo r  fu r th e r  f in e - tu n in g  of the so lu tio n  on a more ad hoc b a s is .
CONCLUSIONS
The problem  which we considered  in  t h i s  ch ap te r has two in te r e s t in g  
f e a tu re s .  These a re :
a) the problem was n o t 'w e ll  d e f in e d ' a t  the s t a r t  in  the sense ctint a l l  
th e  c o n s tr a in ts  a re  known beforehand. This le d  to  an ’in te r a c t iv e ' 
fo rm u la tio n  o f the problem  where c e r ta in  c o n s tra in ts  were inc luded  as 
i t  was found necessary  to do so .
b) a t  the  l a s t  s ta g e , a t te n t io n  was focussed  on f in d in g  s u i ta b le  values
fo r  the  d ec is io n  v a r ia b le s .  This im p lies  th a t  th e re  was some im p lic it  
o b je c tiv e  of 'a ch iev in g  a  s u i ta b le  mix o f anim al s p e c ie s '.  I t  i s ,  
however, d i f f i c u l t  to  see how chi/s could have been in c luded  in  the 
fo rm ula tion  of the problem a t  thti s t a r t .
th e  so lu tio n  procedure appears to  have perform ed f a i r l y  e f f ic ie n t ly  
oa the problem- Algorithm  7 .3  found a s a t i s f a c to r y  so lu tio n  a f t e r  5 
i t e r a t i o n s .  S ince the th e o re t ic a l  im plem entation of A lgorithm  7 .3  re q u ire s  
in c reas in g  accuracy irom the DM a t  l a t e r  ite ra K io a s , and th e re  i s  always
the chance th a t  the  most p re fe rre d  so lu tio n  has beert 'c u t '  o u t o f the
c o n s tr a in t  s s t  by in a c c u ra te  in fo rm a tio n , we adopted an approach in  the  
iiina l stag es  which i s  s im ila r  to  in te r a c t iv e  goal p ro g ram in g .
From the experience  which was gained w hile  so lv ing  the problem, i t  i s  
l ik e ly  th a t  the sw itch ing  over from .1  u t i l i t y  based a lgo rithm  to  a GP 
approach would s t i l l  have been d e s ira b le  Lp our DM i f  some o th e r  u t i l i t y  
baaed agorithm  had been used in s te a d  o f A lgorithm  7 .3 . I s  appears th a t  f o r  
(some) MCDM problem s, an argument can be made iu  favour of u sin g  a u t i l i t y  
based in te r a c t iv e  a lgo rithm  in  the i n i t i a l  s tag es  of the so lu tio n  procedure 
to f in d  s a t i s f a c to r y  values fo r  the  o b je c tiv e s ,  and then sw itch ing  over to  
an in te r a c t iv e  GP approach fo r  fu r th e r  1 f in s  tu n in g ’ of the s o lu tio n .
CONCLUSION
In  ch is  th e s is  we have p a id  p a r t i c u l a r  a t te n t io n  to  l in e a r  programming 
problems w ith  more than  one o b je c tiv e  fu n c tio n . C e rta in  basic  r e s u l t s  from 
u t i l i t y  theo ry  and d ec is io n  a n a ly s is  were p re sen ted  and used in  the work 
which was developed l a t e r  on. A survey o f the  most im portan t methods which 
have been c i te d  in  th e  l i t e r a t u r e  was given and some o f th e se  methods were 
d iscu ssed  in  a reaso n ab le  amount of d e t a i l .
A new method of e s tim a tin g  th e  d i r e c t io n  of the m arg inal u t i l i t y  v ec to r 
was proposed. T his i s  based , to  a la rg e  e x te n t ,  on th e  approach which was 
ruggested  by Rosinger (1981). In  t h i s  method, th e  DM i s  asked to  chose p a irs  
o f o b je c tiv e  fu n c tio n s  th a t  he f e e l s  he i s  ab le  to  e s tim a te  in d if fe re n c e  
tr a d e -o f f s  fo r .  These in d if fe re n c e  tr a d e -o f f s  a re  then  included  in  an 
in d if fe re n c e  tr a d e -o f f  m atrix  and th i s  i s  used to  compute a v ec to r which 
g ives th e  e stim ated  d ir e c t io n  of the m arg inal u t i l i t y  v e c to r . The approach 
a lso  enab les  th e  DM to  give c o n f l ic t in g  in fo rm ation  ( to  some ex te n t)  when 
he makes these  e s tim a te s . I t  i s  hoped th a t  t h i s  approach w il l  help to  reduce 
the d i f f i c u l t i e s  th a t  DMs have been found to  experience when using in te r a c ­
t iv e  methods which re q u ire  e s tim a te s  o f the  m arg inal r a te s  o f s u b s t i tu t io n  
between o b je c tiv e s  to  be made (eg . W allenius (1975)). We found th a t  when a 
DM d id  apply th i s  approach ( re p o rte d  in  C hapter 8) on a r e a l  problem which 
re q u ire d  7 o b je c tiv e  fu n c tio n s  to  be compared somehow, he experienced  
some d i f f i c u l ty  i n i t i a l l y  (and took some time over) g iv in g  the in d iffe re n c e  
t r a d e -o f f s .  As the number uf in te r a c t io n s  in c rea sed , however, he found the 
procedure in c re a s in g ly  easy to apply and h is  response tim e decreased  
markedly as a r e s u l t .
Two in te r a c t iv e  algo rithm s fo r  so lv in g  m u ltip le  o b je c tiv e  l in e a r  
programming problems were then  proposed. The f i r s t  o f these  a lgo rithm s is
simply a re s ta tem en t o f th e  sim plex a lg o rith m , where the e stim ated  w eights 
(m arginal u t i l i t y  v e c to r)  a re  used to  reduce the m u ltip le  o b je c tiv e  
fu n c tio n s  to  a s in g le  one. This i s  suggested  fo r  so lv in g  problems where i t  
i s  b e liev ed  th a t  th e  DM's p refe ren ce  s t ru c tu re  can be reaso n ab ly  re p re ­
sen ted  as a l in e a r  sum of th e  o b je c tiv e  fu n c tio n s . The second o f the 
a lg o rith m s, when the DM's p re fe ren ce  s t ru c tu re  i s  thought to  be more 
complex (assumed concave), uses th e  e stim ated  w eights to  c o n s tru c t c u t t in g  
p lanes which a r e  then inc luded  in  the  c o n s tr a in t  s e t .  Provided th a t  the  
es tim a te s  of th e  w eights s a t i s f y  c e r ta in  assum ptions, both o f the algo ­
rithm s were shown to  converge to  the  DM's most p re fe rre d  s o lu tio n .
In te rv a ls  on th e  e stim ated  w eights can be computed as a  consequence 
of the assum ptions which were imposed in  o rd e r to  g uaran tee  the conver­
gence o f the a lg o rith m s. I t  was shown, by means o f an example, how these  
in te rv a ls  can be c a lc u la te d  in  a p r a c t ic a l  manner. Since th e  estim ated  
w ieghts are  d i r e c t ly  re sp o n s ib le  fo r  the perform ance o f th e  algorithm s 
( i . e  whether they  converge and, i f  so , th e  r a t e  o f convergence) these  
in te rv a ls  can be p re sen ted  to  the  DM as  an a id  in  th e  d e c is io n  making 
process .
When the DM i s  u sin g  the approach which we have suggested , where 
in d iffe re n c e  tr a d e -o f f s  a re  given (and the w eights a re  th en  computed from 
th e s e ) ,  in te r v a ls  need to  be computed on the o r ig in a l  t ra d e -o f fs  made by 
the DM ( ra th e r  chan the w e ig h ts ). I t  was shown how th is  could be ach ieved . 
In o rd e r  to  do so , however, a d d itio n a l assum ptions needed to  be imposed on 
the e stim ated  tr a d e -o f f  r a t io s  and i t  was shown th a t  c e r ta in  problems 
can a r i s e  as a r e s u l t  o f the assum ptions which were made and the l i n e  of 
reason ing  which was fo llow ed. The approach which was follow ed, however, 
did g iv e  reasonab le  in te rv a ls  on the t r a d e -o f f  r a t i o s  and i t  i s  suggested 
th a t  these  might be of a s s is ta n c e  to  the DM during  th e  d e c is io n  making
process, e s p e c ia l ly  when he has given c o n f l ic t in g  in fo rm a tio n  in  Che 
in d iffe re n c e  t r a d e - o f f  m a trix .
I f  d i f f e r e n t  assum ptions a re  imposed so as to  en su re  t h a t  the 
algorithm s converge , then  these  w il l  lead  to  d i f f e r e n t  bounds being 
c a lc u la te d . F u r th e r  re se a rc h  needs to  be conducted to  e s t a b l i s h  vhethe 
there  a re  'b e t t e r '  assum ptions which can be made, and f u r th e r  in v e s t i ­
g a tio n s should  be c a r r ie d  o u t in  o rd e r  to  determ ine w hether th e  bounds 
(on the w eights and /o r in d if fe re n c e  t r a d e -o f f s )  a re  o f any p r a c t ic a l  
use and do, in  f a c t ,  a s s i s t  (h inder?  confuse?) th e  d e c is io n  making 
process .
In  the f i n a l  c h ap te r o f th e  t h e s i s ,  th e  proposed c u t t in g  plane 
algo rithm  i s  implemented as th e  b a s is  o f a s o lu t io n  p ro ced u re  to  so lv e  
a l in e a r  programming problem w ith  m u ltip le  o b je c t iv e s  which a ro se  in  
a w ild l i f e  management c o n te x t.  I t  i s  re p o rte d  th a t  th e  method found a 
s a t is f a c to ry  s o lu t io n  in  only 5 i t e r a t i o n s  and th a t  a p ragm atic  
u t i l i z a t i o n  o f th e  a lg o rith m  le d  the DM to  th e  f i n a l  s o lu t io n  a f t e r  a 
few more i n t e r a c t io n s .  The a lg o rith m  s t i l l  needs to  be te s te d  on some 
more r e a l  problem s b e fo re  any g e n e ra ls  cla im s about i t s  e f f ic ie n c y  o r 
robustness can be made, and any c o n c lu s io n s  can be drawn abou t the 
r e la t iv e  su ccess  (or la c k  of su ccess ) when compared to  th e  o th e r  
in te r a c t iv e  app roaches which were surveyed  in  C hapter 2.
I t  i s  g e n e ra lly  accep ted  th a t  th e  s u c c e s s fu l im p lem en ta tion  of an 
algorithm  on a programming problem w ith  m u ltip le  o b je c t iv e s  i s  problem 
and/or DM dependen t. Gershon and D uckstein  (1983) t r e a t  th e  choice of 
a MCDM method i t s e l f  as a m u ltip l- , c r i t e r i a  d e c is io n  making problem 
and develop an a lg o rith m  fo r  making th i s  cho ice .
From our own expe rien ces w ith  a r e a l  p r a c t i c a l  problem  (C hapter 8) 
a pragm atic and sometimes ad hoc s o lu t io n  procedure o f te n  needs to  be
adopted. This could e n t a i l  th e  sw itch ing  from one a lg o rith m  which is  
s u i ta b le  in  th e  e a r ly  s ta g e s  o f th e  s o lu t io n  p rocedure to  ano ther one 
(o r more?) which appears to  be s u i ta b le  a t  a l a t e r  s ta g e . This may be 
e s p e c ia l ly  t ru e  when th e  problem  is  being  so lved  over s e v e ra l days 
( r a th e r  than h o u rs ) . I t  ap p ea rs , th e r e fo re ,  th a t  fo r  c e r ta in  m u ltip le  
o b je c tiv e  programming problem s, no t only i s  the  choice o f a lg o rith m  a 
d i f f i c u l t y ,  b u t th a t  th i s  could be fu r th e r  com plicated by sw itch ing  
from one a lgo rithm  to  ano ther one during  the d e c is io n  making p ro cess . 
We f e e l  th a t  even i f  th e  d e c is io n  a n a ly s t has decided on a c e r ta in  
method, he should approach th e  o v e ra ll  so lu tio n  p rocedure w ith an open 
mind and be p repared  to  adapt o r change the method he uses i f  i t  
becomes apparen t th a t  t h i s  could f a c i l i t a t e  the  e n t i r e  procedure. 
PRAGMATISM IS THE KEY.
APPENDIX
TABLE 2
H erbivore d ie t  c o n s t i tu e n ts :  d a i ly  consumption (kgs. dry m ass): 
dry season.
Species
Rood Type
Br
ov
ree
 
< 
1,
5m s
1 12 Leaf L
it
te
r
G
ra
ss
, 
fi
ne 1
Elephant 20,57 1,21 0,48 1,21 0,73
White Rhino 1,03 11,33 8,24
Black Rhino 12,66 12,66 1,49 0,45 0,30
G ira ffe 13,72 0,14 0,14
B uffalo 0,09 0,09 5,16 3 , 5*
Eland 6.20 6,20 0,73 0,22 0,15
Zebra 3,13 2,57
Kosn 0,37 0,37 2,56 1,57
Sable 0,21 0,21 2,73 1,26
Waterbuck 0 ,08 0 ,0 8 2,28 1,44
W ildebeest 0,04 2,96 0,70
H arteb eest 0,08 2,66 0,96
Gemsbuck 0,11 0,11 0,07 1,98 1,44
Kudu 2,31 2,31 0,83 0,16
Tsessebe 2,32 0,58
Reedbuck 1,53 0,17
Impale 0,50 0,50 0,08 .0,20 0,25 0,17
Warthog 0,06 0,84 0,30
Bushbuck 0,71 0,71 0,22 0,06 0,07 0.03
Mountain Rdbck 0,01 0,89 0,10
Springbuck 0,50 0,50 0,10 0,05 0,25 0,10
TABLE 3
Species Miniuum Nos. Sustained  Y ie ld  (%) Trophy Y ield  (%)
E lephant 4
White Rhino 8
Black Rhino
G iraffe 100
B uffalo 200
Elaad 200
Zebra 200
Roan 200
Sable 200
Waterbuck 200
Wildebeest: 200 5
HarCebeest 200 5
Gemsbuck 200
Kudu 250
Xsessebe
Reedbuck 100
Impala 500
Martthog
Bushbuck
Mountain Rdbclc 300
Spi'ingbuck 150 .
ANIMAL DENSITIES AND UPPER BOUNDS.
1500
80002 5000*
TABLE 6
R esu lts  o f the d i f f e r e n t  Computer Runa 
S o lu tio n  1 S o lu tio n  2
74
165
114
1983
2000
145
TABLE 6 (Continued)
SPECIES x i Yi4 ^15 Y16 T£7
5
73
200
1774
3500 525
3694 554
150
15
1602
439
Yi4 'I16
730
745
289
300
600
2760
3500
2M
5203
3000
U l l
1220
145
m & j.
INDII'S'ERENCE TRADE-OITPS GIVEN BY THE D.K.
OBJECTIVES
3 . 4 , 5
SCALING
FACTORS
Trade - o f f s  a *<*Z>
-0,0171 700 000
700 000
-0,2857 7 000
-0 ,15 200 000
-0 ,03 200 000
-0 ,008 500 000
-0 ,3 50 000
T rad e -o ffs  a t  f(x^)
-0,2333 60 000
-0 ,0233 300 000
-0,1667 30 000
-0 ,6 50 000
-0,1667 1 30 000
-0 ,1 4 500 000
-0,0875 80 000
T rad e -o ffs  a t £(x4)
-0,025 1 400 000
1 -0,05 400 000
1 -0,0667 300 000
1 60 000
-0,075 1 40 000
-0 ,0 2 1 500 000
1 -0 ,0 4 100 000
T rad e -o ffs  a t f (x 5)
-0 ,35 1 20 000
-0 ,05 400 000
-0 ,4285 70 000
-0,075 80 000
-0,1333 , 30 000
TABLE 8
VALUES OF THE OBJECTIVE FUNCTIONS,
TABLE 9 
SOLUTION DURING ITERATION 8
TABLE 10 THE FINAL SOLUTION
70
250
232
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