Abstract. Let X be a smooth surface and D a (possibly reducible or non-reduced) curve on X. An A 1 -curve on (X, D) is an irreducible curve C on X such that the normalization of C \D is isomorphic to A 1 . We calculate the contributions of the following curves to the genus 0 log Gromov-Witten invariants of maximal tangency: (a) Under the assumption that X is a projective rational surface, KX + D ∼ 0 and P ∈ Dsm, an A 1 -curve C which is smooth at P = C ∩ D. (b) The sum of two immersed A 1 -curves Z1, Z2 with (KX + D).Zi = 0, intersecting at P ∈ Dsm in a general way.
Introduction
In [1, 2] , we investigated counts of (suitably defined) rational curves on smooth surfaces. We introduced the theory of log BPS invariants by using the log Gromov-Witten theory of maximal tangency and conjectured that the log BPS invariants are equivalent to the local BPS invariants. As a continuation of [1, 2] , in this paper we calculate the contributions to the genus 0 log Gromov-Witten invariants of maximal tangency of maps whose image consists of one (Theorem 1.6 and Corollary 1.9), resp. two (Theorem 1.10), irreducible components.
As an application, the results of this paper allow for the computation of the log BPS invariants for rational surfaces and curve classes such that the image curves consist of at most two components. Using this explicit method, and based on the results of the present paper, we verified in [2] that the equivalence between log and local BPS invariants (Conjecture 1.8) holds in the case of P 2 and degree ≤ 4 and exhibited all the curves. At the level of the genus 0 log and local Gromov-Witten invariants, the log-local principle was conjectured in [3, Conjecture 1.4] and proven in large classes of examples in [4, 5, 6] .
More precisely, this work is on log Gromov-Witten theory [7, 8, 9] . The moduli space of basic stable log maps admits a finite forgetful morphism to the moduli space of stable maps [10] . A natural question is on the interplay between deformations of the underlying stable maps and deformations of the log structures. While this is difficult to answer in general, we get explicit solutions in terms of topological data for two cases.
The first case concerns maps to rational surfaces where the image curve has one component. Under some natural assumptions, there are no deformations of the log structure. The multiplicities come from the underlying stable map and are given by the Euler characteristics of the compactified Picard scheme of the image curve (see Corollary 1.9). The main ingredient is Theorem 1.6 on the smoothness of a certain moduli space of sheaves.
For the second case, we consider image curves consisting of two immersed components, so that there are no deformations as stable maps. In Theorem 1.10, we explicitly classify the log structures on the underlying stable maps and their deformations in terms of intersection data. As expected from [11] , the number of stable log maps counted with multiplicities agrees with the multiplicity of the unique relative stable map. This is illustrated in Example 4.19, which the reader may consider as the running example for the second part of this paper. In Example 4.20, we provide the analogous calculation in [12] for the moduli space of relative stable maps [13, 14] .
Let X be a smooth projective surface. In the first part of this paper, we will often require X to be regular, by which we mean that its irregularity h 1 (O X ) vanishes. We denote by D a curve on X, which will mean a nonzero effective divisor, on X. Let β ∈ H 2 (X, Z) be a curve class. We write w = β.D and assume that w > 0. If X is regular, then there is a unique L ∈ Pic(X) such that c 1 (L) is Poincaré dual to β. 
Definition 1.2. Let P ∈ D(β).
Then P is β-primitive if there is no decomposition into non-zero pseudo-effective classes β = β ′ + β ′′ , with β ′ .D > 0 and such that P ∈ D(β ′ ).
Proposition 1.3 (Proposition 4.10 in [2]). Assume that S is a del Pezzo surface and E is a smooth anticanonical curve on S. If the pair (S, E) is general, then there is a β-primitive point P ∈ E(β).
If (X, D) is a log smooth pair, denote by N β (X, D) the genus 0 log Gromov-Witten invariant of maximal tangency and class β of (X, D), whose definition we review in Section 3. If X is regular, D is smooth, and p a (D) > 0, then D(β) is a finite set and the moduli space decomposes into a disjoint union according to P ∈ D(β). Hence we can define the contribution N P β (X, D) from each P so that
holds.
We often take D to be anticanonical. Note that a regular surface with a nonzero anticanonical curve is rational by Castelnuovo's criterion. Definition 1.4. Assume that X is rational and D smooth anticanonical, and let P ∈ D(β). The log BPS number at P , m P β , is defined recursively via Note that for β-primitive points P ∈ D(β), every member of |O X (β, P )| • is an integral curve, i.e. |O X (β, P )| • = |O X (β, P )| •• . Our first result is the construction in Section 2 of certain moduli spaces, denoted MMI β and MMI P β , associated to any smooth surface X and a curve D on it. These moduli spaces parametrize sheaves supported on integral curves and having "maximal intersection" with D. For MMI P β with P ∈ D sm , the additional condition is imposed that the tangency is at P . If X is regular and the Abel map of D is immersive at P (e.g. if D is integral with p a (D) > 0 or D is anticanonical in rational X; see Lemma 2.8(3)), then, by Lemma 2.8 (2) , MMI β decomposes scheme-theoretically as a disjoint union MMI β = P ∈D(β)
Theorem 1.6 (=Theorem 2.12). Let X be a smooth projective rational surface, D an anticanonical curve on X and P ∈ D sm . Then MMI β and MMI P β are nonsingular of dimension 2p a (β) = β 2 − w + 2.
Consequently, the relative compactified Picard scheme over |O X (β, P )| •• is nonsingular at a point [F ] over [C] if F is an invertible O C -module near P (or, equivalently,
Theorem 1.6, along with Lemma 2.8 (2) , is the essential ingredient in the proof of [2, Proposition 1.7(5)]: Corollary 1.7 (Proposition 1.7(5) in [2] ). Let X be a del Pezzo surface and D a smooth anticanonical curve on X, and let P ∈ D(β) be β-primitive. Assume that every C ∈ |O X (β, P )| • rational and unibranch at P is smooth 1 at P . Assume that for any such C, the geometric genus 0 stratum of its versal deformation space is Cohen-Macaulay. Then
If X is del Pezzo, denote by M β,1 (X) the moduli space of (−K X )-stable 1-dimensional sheaves of class β and of holomorphic Euler characteristic 1. The genus 0 local BPS invariants are defined as n β := (−1) w−1 e(M β,1 (X)). n β = (−1) w−1 w m P β . The simplest components in the moduli space of genus 0 basic stable log maps consist of (possibly thickened) points. We will mainly be concerned with the case (K X +D).β = 0, since otherwise the virtual dimension is nonzero. Then, one such case arises from an irreducible "A 1 -curve." The following calculates the contributions of these points to N β (X, D). Corollary 1.9 (Proposition 1.7(3) in [2] ). Let X be a smooth projective rational surface and D an anticanonical curve. Let C be an irreducible rational curve of class β maximally tangent to D at P ∈ D(β). Denote the normalization map by n : P 1 → C and assume that C is smooth at P . Assume that the geometric genus 0 stratum of the versal deformation space of C is Cohen-Macaulay. Then n contributes e(Pic 0 (C)) to N β (X, D).
In the second part of the paper, we consider log maps with image decomposing into two rational curves. Each of them forms a 0-dimensional component of the moduli space and we calculate its contribution. Let Z 1 and Z 2 be integral curves satisfying the following: When X is projective and (X, D) is log smooth, then these curves contribute
Remark 1.11. Theorem 1.10 supersedes the main result of [12] , which was stated and proven in the language of relative stable maps [13, 14] . In [12] , there is only one relative map with multiplicity min{d 1 , d 2 }. We find that there are d log maps each with multiplicity min{e 1 , e 2 }, so the contributions agree as expected by [11] .
Nonsingularity of the relative compactified Picard scheme
We start with a couple of lemmas that might belong to common knowledge. Proof. Let Λ be a complete linear system and C a member of Λ. The first order deformations of C in Hilb(X) are given by
From the short exact sequence 0
The space H 0 (O X (C))/H 0 (O X ) can be regarded as the tangent space of Λ at C, and this exact sequence shows that the natural map T C Λ → T C Hilb(X) is an isomorphism. Since Λ is projective and nonsingular (by definition) and is embedded into Hilb(X), it can be identified with a connected component of Hilb(X).
For a curve class β, let M β (X) denote the moduli space of stable 1-dimensional sheaves of class β on X with respect to a certain polarization. In the following, we will mainly consider sheaves F that can be regarded as torsion-free sheaves of rank 1 on integral curves of class β. Such a sheaf F defines a point [F ] ∈ M β (X) for any polarization.
Lemma 2.2. Let X be a smooth surface, β a curve class with K X .β < 0 and C an integral curve of class β. If F is a torsion-free rank 1 sheaf on
Proof. The first order deformations of F in M β (X) are described by Ext
By stability of F (or, rather, by the arguments for the proof of stability), Hom O X (F, F ) = C.
Moreover, Ext
, and the latter is 0 by the inequality χ( Proof. First, take a deformation of F in M β (X): Let T be a scheme over C, 0 ∈ T a point, and F a coherent sheaf on X × T which is flat over T , such that F 0 ∼ = F and F t is stable for any geometric point t of T . We may replace T by a neighborhood of 0 (actually, it suffices to take T to be a neighborhood of [F ] in M β (X)), and we have the Chow morphism ϕ : T → H.
Let us show that, after shrinking T if necessary, the ideal of C T in X × T annihilates F. For this purpose, we recall the definition of the Fitting ideal of F. Let R denote the local ring of X × T at a point over 0 and M an R-module corresponding to F. If we take a surjection R n → M , using the fact that F is pure of dimension 1 and F is flat over T , we can show that the kernel is also free of rank n, i.e. we have an exact sequence
The Fitting ideal is locally generated by det φ, and is globally well-defined, independent of the local resolution of F. It is immediate to see that the Fitting ideal defines the flat family of subschemes C T corresponding to the Chow morphism T → Hilb(X). Now det φ certainly annihilates M , since on R n it can be written as the composition of φ and its adjoint. Hence F can be regarded as a family of sheaves on C T . Note that F t is a torsion-free sheaf on (C T ) t for any geometric point t of T , since a torsion subsheaf would destabilize F t . By shrinking T , we may assume that (C T ) t is integral for any t, and then F t is of rank 1 since its first Chern class is β. We therefore obtain a morphism T → Pic(C/H).
Conversely, if G is a family of rank 1 torsion-free modules on a family of integral curves C T for some T → H, then it can be considered as a family of stable sheaves on X over T .
These correspondences are inverse to each other, and isomomorphisms between families also coincide. Thus we have a local isomorphism of the moduli spaces.
We will use the following theorem on relative compactified Picard schemes. We return to the setting of a smooth surface X and a curve D on X. For a curve class β, let us denote D.β by w, which we assume to be positive. For a scheme T over C, we consider the following condition (*) on a sheaf F on X × T :
(a) F is flat over T , and for each geometric point t of T , F t is a torsion-free sheaf of rank 1 on an integral curve C t of class β, not contained in D.
modules, where w · σ(T ) is the closed subscheme of D × T defined by the w-th power of the ideal sheaf of σ(T ) ⊂ D × T . We will later see that σ is unique.
Lemma 2.5. For a sheaf F satisfying condition (*), the following also holds:
• In a neighborhood of each point of σ(T ), the sheaf F is isomorphic to the structure sheaf of the associated family of curves. Also, the conditions rank Ct F t = 1 and C t ⊆ D follow from the rest of the conditions. Proof. From F| D×T ∼ = O w·σ(T ) and Nakayama's Lemma, F is generated by 1 element near any point of σ(T ), giving rise to a surjective homomorphism O X×T → F locally. The kernel contains the ideal of the associated family of curves, and from the torsion-freeness, they coincide. Definition 2.6. (1) We define a moduli functor MMI β (for "modules with maximal intersection") on the category of schemes over C as the sheafification of the presheaf T → {F | F is a sheaf on X × T satisfying the condition (*)}/ ∼ = .
(2) For P ∈ D sm , we define MMI P β as the subfunctor of MMI β parameterizing families where σ is the constant section T ∼ = P × T ֒→ D sm × T .
(3) We define a moduli functor MI β of curves on X of class β with maximal intersection with D: For a scheme T over C, an element of MI β (T ) is a closed subscheme Z of X × T , flat over T , with fibers integral curves of class β such that the intersection of Z and D × T is w · σ(T ) for a section σ : T → D sm × T .
(4) For P ∈ D sm , we define MI P β as the subfunctor of MI β parameterizing families where σ is the constant section with value P .
Henceforth in this section, we will sometimes write MMI for MMI β , etc. Proof. (1) and (4) for MMI. Proof of (2) and (4) for MI is similar.
In M β (X), the condition (a) in (*) is an open condition. The condition that F is generated by one section near D is also open, so these conditions define an open subscheme M • of M β (X).
Let F be a family in M • over T . In a neighborhood of σ(T ), F is isomorphic to the structure sheaf of a flat family of curves, which is a family of principal divisors. Hence, locally over T , the restriction F| D×T is isomorphic to the structure sheaf of a flat family of 0-dimensional subschemes of D of length w. This family can also be described as the one defined by the annihilator of F| D×T , hence is determined by F.
Thus we have a morphism M • → Hilb w (D), the latter being isomorphic to the symmetric w-th power D (w) of D. We claim that subschemes of the form wP are represented by the diagonal set ∆ ⊂ D (w) with the reduced induced structure. To show this, we can work with the formal neighborhood of P since we are concerned with infinitesimal deformations of 0-dimensional subschemes. In a formal coordinate x on D, the Hilbert scheme can be described as the spectrum of C[[a 1 , . . . 
and P ∈ D sm , the following are equivalent:
In particular, the Abel map is immersive at any smooth point if D is integral with
Proof. (2) Let [C] be a point of MI with P = C ∩ D and Z the family corresponding to a small neighborhood T of [C] . By Lemma 2.1, there is a morphism T → P(H 0 (O X (C))) for which Z is the pullback of the universal curve C. Taking the pullback of the universal curve by U :
By taking the pullback by a local lift T → U and restricting, we have From the assumption that u is immersive at P and theétaleness of [w], we see that σ is the constant map with value P . Thus the family Z → T belongs to MI P . Since MMI → D factors through MI, the assertion on MMI also holds.
, and so (a) and (b) are equivalent. From the exact sequence 0
, and g is the Serre dual to f . Thus (c) is also equivalent.
If D is integral and p a (D) > 0, |P | consists of one point since otherwise it would give an isomorphism
Recall that, if a class in Ext Lemma 2.9. Let P ∈ D sm be a point, x a local parameter on D at P , and F = O D,P /(x w ).
Then a first order deformation of F as a coherent sheaf on D is given by (O
where α(f ) = f ε and β is the reduction modulo ε.
Proof. As in the proof of Lemma 2.7, a small deformation of F is equivalent to the deformation of the supporting scheme, and we may replace
. Then the assertion follows from the description of Hilbert schemes of points on a smooth curve as symmetric powers.
Remark 2.10. In the following, we describe the tangent spaces of MMI and MMI P as the images of the natural maps Ext
In the former, we allow the intersection point to move along D.
In the case of our main concern, the intersection point does not move in D by Lemma 2.8, and the tangent spaces coincide. We use Ext
) to prove our main result here. A similar proof using Ext
is naturally isomorphic to the image of the natural map Ext
Then the tangent space of MMI β at [F ] is naturally isomorphic to the image of the natural map Ext
Proof. We begin by observing that Tor
since the final map is immediately seen to be injective by the local form of F near D. We will use this vanishing without comment in the remainder of the proof to conclude that short exact sequences ending in F remain exact after restriction to D.
(1) Take a tangent vector of MMI P at [F ] and let 0 → F →F → F → 0 be the corresponding extension. 
The sheaf F (−D) is the kernel of F → F | D , so if we writeF ′ for the inverse image ofG iñ F , we have a commutative diagram with exact rows:
where the top row is the kernel of the natural surjection from the bottom row to the bottow row of the preceding commutative diagram. Thus our extension comes from a class in Ext
). Conversely, if we are given an element of Ext 
Here i is 0, and therefore the induced map Im(j) → F | D is an isomorphism. Thus the lower row is split, andF gives a tangent vector to MMI P . (2) Let 0 → F →F → F → 0 be an extension corresponding to a tangent vector of MMI at [F ] . By restriction, we have 0
We take a local parameter x of D at P , and identify finite-length modules over O D,P with those on
The section σ in the definition of MMI can be written as x = aε, a ∈ C. Then, with c = wa, we haveF
with a basis 1, x, . . . , x w−1 , x w−1 ε. Then the latter is also a C[[x]]-submodule, since x · x w−1 = x w = cx w−1 ε and x · x w−1 ε = x w ε = cx w−1 ε 2 = 0, and they fit in a commutative diagram with exact rows and columns:
The inverse image of G in F is exactly F (−(w − 1)P ). If we writeF ′ for the inverse image ofG inF , we have a commutative diagram with exact rows:
be the corresponding extension. We obtain a sheafF by push-out, and a commutative diagram with exact rows as above, the lower row representing the induced class in Ext
Restriction to D gives a commutative diagram with exact rows:
This induces an exact sequence 0 → Im(i) → Im(j) → F | D → 0, and we see by a local calculation that Im(i) is of length 1 and is annihilated by x. Let us identify the lower row with the exact sequence in the Lemma 2.9. We have to show that g(x) = cx w−1 for some c ∈ C. Since Im(j) maps surjectively to F | D , it contains an element of the form 1 + h(x)ε, and we have x w · 1 + h(x)ε = g(x)ε ∈ Im(j). Since it is mapped to 0 ∈ F | D , we have g(x)ε ∈ Im(α • i). By the remark in the previous paragraph, we have xg( Consequently, the relative compactified Picard scheme over
Proof. Let [F ] be a point of MMI P with support curve C. Since |β| contains C, which is integral by the definition of MMI P , the dimension of MI P is p a (C) by the remark after [2, Definition 4.15] . (Note that [2, Proposition 4.14] holds for a rational surface S, E ∈ | − K S | possibly reducible or non-reduced, β a curve class containing C with h 0 (O C ) = 1 and P ∈ E(β).) By Theorem 2.4 and Lemma 2.7(3), MMI P is of dimension 2p a (C) at [F ] . Thus it suffices to show that the dimension of the tangent space at [F ] is 2p a (C).
To see this, we note that the tangent space is the image of Ext
(F, F ) by the previous lemma. Consider the natural exact sequence
The first term is 0, the second term is C, and the third is of dimension w. Thus the rank of δ is w − 1, and we have only to show that Ext
Riemann-Roch theorem tells us that
and we already have Hom
. This is dual to Hom O X (F, F ), which is C, thus yielding the assertion. The second assertion follows from Lemma 2.3, 2.7 and 2.8.
Remark 2.13. This theorem can be seen as a partial logarithmic analogue of the unobstructedness of sheaves on K3 surfaces [17] .
It might also be possible to think of the discreteness of D(β) as analogous to the obstructedness of divisor classes in the moduli space of Kähler K3 surfaces.
Basic stable log maps
In this section, we recall some definitions and facts about basic stable log maps from [7, 8, 9] and [2, Section 2]. We restrict to maps of genus 0 and target varieties with log structure coming from a divisor. The general practice in log geometry is to underline log schemes to denote the underlying scheme. We only follow this convention when we wish to emphasize the distinction. See [18] for an introduction to log geometry. Let X be a smooth variety and D a divisor on X. We will consider a stable log map f maximally tangent to D at a smooth point of D, and study the local structure of the moduli space at [f ]. This depends only on a neighborhood of Im f , so we may assume that D is smooth and connected. We view X as the log scheme (X, M X ) endowed with the divisorial log structure associated to D. Let β ∈ H 2 (X, Z) be a curve class.
3.1. Basic 1-marked genus 0 stable log maps to a smooth pair. For a log scheme (X, M X ), the monoid homomorphism M X → O X will be denoted by α. (ii) f (x 1 (w)) ∈ D, and the natural map
In fact, the condition (ii) can be deduced from more geometric ones ([2, Proposition 2.9]). 
The log structure on X is defined in the Zariski topology. Also, we work with genus 0 domain curves, and the base scheme W will mainly be the spectrum of a finite dimensional local algebra over an algebraically closed field containing C, and in that case it suffices to consider log structures in the Zariski topology. Now we recall the definition of basicness (minimality) for stable log maps in the case of our concern, i.e. genus 0 stable log maps of maximal tangency to a log scheme associated to a smooth pair. See [7, § §1.4 ] for the general case.
Let W = Spec κ for an algebraically closed field κ ⊇ C and let (C/W , {x 1 }, f ) be the 1-marked genus 0 stable map of class β that underlies a maximally tangent stable log map. Let π : C → W denote the structure morphism. Denote the nodes of C by R 1 , . . . , R k , the irreducible components by C 0 , . . . , C k , and their generic points by η 0 , . . . , η k . We choose maps g 1 , g 2 : {1, . . . , k} → {0, . . . , k} such that
We consider data (Q, M C , ψ, ϕ), where
• Q is a fine saturated (fs) monoid without invertible elements, regarded as a sheaf on W , • M C is a fs sheaf of monoids on C, and
elements are mapped to non-invertible elements).
Here M X is the ghost sheaf of the log structure on X, but M C is a priori just a general sheaf of monoids satisfying the conditions above. We require that (Q, M C , ψ) endows C with the structure of a pre-stable log curve on the level of ghost sheaves, i.e.,
• ψ is an isomorphism on C \ {x 1 , R 1 , . . . , R k }, • there is an isomorphism M C,x 1 → Q ⊕ N compatible with ψ (which is unique), and • for each i, there is an element ρ R i ∈ Q \ {0} such that, if we consider the homomorphism N → Q; 1 → ρ R i and the diagonal map N → N 2 and take the pushout, there is an isomorphism M C,R i ∼ = Q ⊕ N N 2 characterized by the condition that the
In fact, these conditions are satisfied for the ghost sheaves and their homomorphisms obtained from a stable log map.
Assume that f (
Definition 3.3. The type of (Q, M C , ψ, ϕ) as above is the element
defined as follows.
• N ∋ u x 1 is the image of 1 by the map
• Z ∋ u R i is characterized by the equality
where
, and χ i,j = 0 otherwise.
Given a stable map f as above and a type u, we define a monoid Q basic . We regard
as the direct product of Z, one copy for each of R 1 , . . . , R k ′ and η 0 , . . . , η k ′′ . In this additive group, let a R i be the vector whose components are
≤ k ′′ , and 0 elsewhere. Then let R be the saturation of the subgroup generated by a R 1 , . . . , a R k ′ . We define Q basic to be the saturation of the image of the natural map
If we change the numbering of R i , η i and the maps g i in a compatible way, there is a canonical homomorphism between the corresponding monoids. For example, exchanging g 1 (i) and g 2 (i) reverses the sign of u R i , hence that of a R i and thus R does not change. 
A stable log map (C/W, {x 1 }, f ) over a general fs log scheme W is called basic if, for any geometric pointw → W , the induced log map overw is basic. In what follows, we analyze special components of M β (X, D) corresponding to log maps whose images have two irreducible components.
The log structure at the nodes gives rise to tropical curves. We illustrate it by the example that will be relevant in the next section, cf. Corollary 4.2. Consider a chain of smooth rational curves C 1 , C 0 , C 2 meeting successively in nodes. We map it to (X, D) by collapsing C 0 to P ∈ D and mapping C 1 and C 2 each to a rational curve in X meeting D only at P in maximal tangency. This gives a "tropical curve in R" as in Figure 
Proof of Theorem 1.10
Let us prove Theorem 1.10.
4.1.
Maximally tangent genus 0 log maps with 2 non-collapsed components. Now we consider the case where the image of f has 2 components.
Proposition 4.1 ([2, Corollary 2.10]). Let X be a divisorial log scheme given by a smooth variety X and a smooth divisor D.
For a genus 0 stable log map f : (C/W, x 1 ) → X with W = Spec C, assume the following:
Then it is of maximal tangency, and the following holds.
(1) f (C) ∩ D consists of one point P . 
We employ the notation of § §3.1.
Corollary 4.2. Let X be a divisorial log scheme given by a smooth variety X and a smooth divisor D.
For a genus 0 stable log map f : (C/W, x 1 ) → X with W = Spec C, assume that C has 2 non-collapsed components C 1 and
are birational, and that
Assume
(1) C is a chain of smooth rational curves C 1 , C 0 and C 2 in this order.
, where R i = C i ∩ C 0 , and C 0 maps to a point P ∈ D.
We think of C 0 as the "first" component at R 1 , R 2 , i.e. we set g 1 (1) = 0, g 2 (1) = 1 and g 1 (2) = 0, g 2 (2) = 2.
(2) In the description in § §3.1, Proof.
(1) By the previous proposition, C is obtained by adding C 1 and C 2 as leaves to a tree of P 1 's. This tree is collapsed and has only 3 special points apart from nodes, i.e. x 1 and the intersection points with C 1 and C 2 . From stability it must be P 1 . The latter half also follows from the previous proposition.
(2) Note that k = k ′ = 2 and k ′′ = 0. Let ϕ R 1 (1) be (q, (a, b)), and let w be a lift to M C,R 1 . If z 1 and z 2 denote local coordinates near R 1 with C 0 = (z 1 = 0) and C 1 = (z 2 = 0), then w maps to a function that is 0 q z a 1 z b 2 up to unit, where 0 q is 1 if q = 0 and 0 otherwise. Comparing with the pullback of a local defining equation of D, we have q = 0, a = d 1 and b = 0. By generization we have
We also have χ 1,2 = 0, so u R 1 = −d 1 . We obtain u R 2 = −d 2 in the same way.
The equality u . Thus R is generated by a R 1 and (a R 1 − a R 2 )/d = (−e 1 , e 2 , 0), and we have an isomorphism Z 3 /R → Z; (a, b, c) → ae 2 + be 1 + cde 1 e 2 . This maps N 3 to Ne 1 + Ne 2 , and its saturation Q basic is N.
The natural homomorphism Q basic → M W is the one induced from
and therefore e 2 , e 1 and de 1 e 2 are mapped to ρ R 1 , ρ R 2 and ϕ η 0 (1), respectively. Thus we have the "only if" part. Conversely, if M W ∼ = N and ρ R 1 = e 2 , say, then N ∼ = Q basic → M W ∼ = N is a monoid homomorphism which maps e 2 to e 2 , hence the identity.
4.2.
Setup. For a while, we make the following assumptions, which are satisfied in the case of Theorem 1.10, after taking a neighborhood of Z 1 ∪ Z 2 . We will study the deformation space of stable log maps by an explicit calculation. As a preparation, let us fix coordinate systems.
In order to deal with the deformations of C, we make it stable by adding marked points. The moduli scheme M 0,5 of 5-marked genus 0 stable curves has a point corresponding to our curve C = C 1 ∪ C 0 ∪ C 2 , with markings x 2 , x 3 ∈ C 1 , x 1 ∈ C 0 and x 4 , x 5 ∈ C 2 . Notation 4.4. As a formal scheme supported by 1 point, we have the following description for the formal neighborhood M of [(C, x 1 , . . . , x 5 )] ∈ M 0,5 , the universal curve C (which has the same underlying space as C) over M and the marked sectionsx 1 , . . . ,x 5 extending x 1 , . . . , x 5 .
(1) M is a formal 2-disk with coordinates µ 1 and µ 2 .
i and {z i1 = 0} ⊂ U i are patched by z i0 = 1/z i1 , and
• {z 12 = 0} ⊂ U 1 and {z 22 = 0} ⊂ U 2 are patched by z 12 = 1/z 22 (and z 11 = µ 1 z 22 , z 21 = µ 2 z 12 ). We denote the point (z i1 = z i2 = 0) by R i . Then any element F of O C S (U ) can be uniquely written as
Proof. This basically follows from z i1 z i2 = µ i and flatness (or an explicit calculation).
Notation 4.6. The standard log structures on M and C are the divisorial log structures defined by the degeneracy locus and its inverse image and the sections. We replace the log structure atx 2 , . . . ,x 5 with the one induced from M . They are explicitly given as follows.
•
The structure homomorphism and the generization maps are given by the following rule:
• µ i at various points are identified.
• µ i maps to z i1 z i2 ∈ M C,R i .
• If {j, j ′ } = {1, 2}, z ij and z ij ′ generizes to z ij and µ i z −1 ij on {z ij = 0}. z ′ generizes to z 12 − 1.
The parameter spaces we will be concerned with are of the following form.
Notation 4.7. For a nonnegative integer n and m(s) ∈ s · C[s]/(s n+1 ), let S n,m(s) be the log scheme (S, M) defined as follows.
For coprime positive integers r 1 , r 2 and u 1 (s), u 2 (s) ∈ O × S , let C n,m(s),(r 1 ,u 1 (s)),(r 2 ,u 2 (s)) denote the log scheme over S n,m(s) obtained from C by taking the fiber product with the log morphism S n,m(s) → M defined by µ i → (r i , u i (s)) (and µ i → m(s) r i u i (s)) in the category of log schemes.
Lemma 4.8. Write S for S n,m(s) and C S for C n,m(s),(r 1 ,u 1 (s)),(r 2 ,u 2 (s)) . Then S and C S are fs log schemes and C S /S with the induced section is a 1-marked pre-stable log curve.
As a scheme, it is represented as in Notation 4.4 with µ i replaced by m(s) r i u i (s).
The induced log structure can be described as follows. (We use the same symbols for points and functions on C and C S etc.)
with α(z ′ ) = z 12 − 1.
• At other points,
The structure homomorphism and the generization maps are given by the following relations:
• m at various places are to be identified.
• If {j, j ′ } = {1, 2}, z ij and z ij ′ generizes to z ij and m r i u i (s)z
Proof. One thing that is not so obvious is that the fiber product in the category of log schemes is a fs log scheme in this case, but this is a known fact in the study of moduli of log curves. In fact, the ghost sheaf at R 1 is the pushout
. This is isomorphic to the submonoid of N 2 generated by (r 1 , 0), (0, r 1 ) and (1, 1) (corresponding to z 11 , z 12 and m, respectively). Let f (i) : P 1 → Z i ⊂ X be the normalization map. We may assume that ∞ ∈ (f (i) ) −1 (W ). For i = 1 or 2, we identify the domain of f (i) with C i , and by extending to C 0 by a constant map, we obtain a stable map f 0 : (C, x 1 ) → X. Denote f −1 0 (W ) by V , and then we have C 0 ⊂ V (and in particular R 1 , R 2 ∈ V ) and x 2 , x 5 ∈ V . We define A i (z i1 ) and B ji (z i1 ), i = 1, 2, by
By the assumptions, we have B j1 (0) = B j2 (0). We write
and denote the corresponding open subspaces of C by V and V i .
is the moduli stack of maximally tangent genus 0 basic stable log maps of class β to the log scheme associated to (X, D).
). This will be sufficient since the tangent space to M β is at most 1-dimensional as we will see later. (If fact, most of what we state below generalize to the spectrum of any local finite-dimensional C-algebra.)
We sometimes drop S when referring to a base change, e.g. we write just V i for (V i ) S . i s k such that C S /S is isomorphic to C n,m(s),(e 2 ,u 1 (s)),(e 1 ,u 2 (s)) /S n,m(s) . (Note that e 2 comes first.) (2) Via an isomorphism as in (1) , the log map f gives rise tõ
Here, w 1 is w 1 considered as a local section of M X . Conversely, such data uniquely determines f (under the conditions described in the next lemma).
Proof. (1) By Corollary 4.2 (1), we can identify f 0 with f 0 . By Corollary 4.2 (3), M S,0 ∼ = N and hence S is isomorphic to S n,m(s) for some m(s).
Since the central fiber has 3 components, by [19] , (modulo adding 4 sections and then subtracting), C S is induced from some log morphism S → M . By Corollary 4.2 (3), µ 1 maps to e 2 and µ 2 maps to e 1 at the level of ghost sheaves. Thus S → M is of the asserted form.
(2) By Corollary 4.2 (2), (f | V i ) ♭ w 1 is of the form as above. For the converse: By the compatibility of f * and f ♭ , we have (f and thereforeÃ i ,B 2i , . . . ,B N i determine f . By Lemma 4.5, we can expandÃ i andB i as
Let us write down the conditions. 
and it extends to a function on V 0 with vanishing order
and it extends to a regular function at
Proof. We first show that the conditions are necessary: For (a), on V 0 we have z 11 = m e 2 z −1 12 u 1 (s) and z 21 = m e 1 z −1 22 u 2 (s), and so z
2 . These must be equal, so we have the first assertion. At x 1 it is equal to m de 1 e 2 (z ′ ) d 1 +d 2 ·(unit), hence the second assertion. It is obvious that (b) and (c) must hold in order to define f .
The conditions are also sufficient: From (a), by the equalities above we have z
on V 0 \ x 1 , and it extends to x 1 . Together with (b) and (c), these data give a stable map f . By (a), we can lift it to a log map by sending w 1 to z For n < min{e 1 , e 2 }, let S n,s and C n,p = C n,s,(e 2 ,1),(e 1 ,cp) be as defined in Notation 4.7.
(1) The underlying pre-stable curve of C n,p /S n,s is the trivial family. ( 2) The functionsÃ
defines a stable log map f n,p : C n,p → X, whose underlying stable map is the trivial family. Proof. (5) and (6) will be proven in the subsections that follow.
(1) Since e 1 , e 2 > n, we have s e 1 = s e 2 = 0 in C[s]/(s n+1 ). Thus the underlying pre-stable curve is trivial.
(2) We have z i1 z i2 = 0 from (1). Thus z
, and these data give a trivial stable map. In particular, the conditions (b) and (c) of Lemma 4.11 are clearly satisfied.
Let us check Lemma 4.11 (a). We have u 1 (s) = 1 and u 2 (s) = c p and therefore, on V 0 ,
and, similarly,
, they are equal. Clearly they vanish to order
(3) An isomorphism of f 0,p and f 0,p ′ is given by a compatible pair of isomorphisms ϕ : C 0,p → C 0,p ′ and ψ : S 0,s → S 0,s .
The underlying stable map of ϕ is the identity map, since Z 1 = Z 2 by assumption. Therefore there exist functions f 1 (z 12 ) with f 1 (0) = 1 such that ϕ ♭ z 11 = z 11 f 1 (z 12 ), and f 2 (z 11 ) with f 2 (0) = 1 such that ϕ ♭ z 12 = z 12 f 2 (z 11 ).
On the other hand, ϕ is determined by a nonzero complex number γ such that ψ ♭ m = mγ. Then we have
= m e 2 γ e 2 .
Thus f 1 ≡ f 2 ≡ 1 and γ e 2 = 1. Similarly, there exist functions g 1 (z 22 ) with g 1 (0) = 1 such that ϕ ♭ z 21 = z 21 g 1 (z 22 ), and g 2 (z 21 ) with g 2 (0) = 1 such that ϕ ♭ z 22 = z 22 g 2 (z 21 ).
Thus g 1 ≡ g 2 ≡ 1 and c p = γ e 1 c p ′ . Thus c p /c p ′ is an e 2 -th root of 1, and p ≡ p ′ (mod d) follows. We can easily see that the converse is also true.
In the case p = p ′ , the calculation above shows ϕ ♭ z ij = z ij and ψ ♭ m = m, and therefore that f 0,p has no nontrivial automorphisms.
(4) By (3), M β is an algebraic space near [f 0,p ]. Therefore, the assertion is clear if n = 0. If n ≥ 1, the truncation f 1,p is nontrivial, since α(m) = 0. Thus S n → M β has nonzero tangent map, and it is a closed immersion by Nakayama's Lemma.
4.4.
Central fiber. Now we prove Theorem 4.12 (5) .
We know that the curve is as in Lemma 4.10 (1) with n = 0 and the maps are given as in Lemma 4.10 (2) satisfying the conditions of Lemma 4.11. Here m(s) = 0 since it is in the maximal ideal. Note that by replacing m (which does not affect m(s)) we may suppose that
i2 (z i2 ) and the condition of Lemma 4.10 (2) states
Reducing modulo (s), we are looking at f 0 , which is constant on C 0 and thus the terms in z i2 vanish. Hence
and that u 2 is one of c p , the latter being equivalent to u 
(A 2 (0) + z Proof. Since f 0,p has no nontrivial automorphisms, M β is an algebraic space near f 0,p . If e 1 = 1, it is a reduced point by (A). If e 1 > 1 the tangent space is 1-dimensional by (B). Thus the moduli space isétale locally a closed subspace of Spec C[s]. If it contains S e 1 , our family f e 1 −1,p induces a map ι : S e 1 −1 → S e 1 such that f e 1 −1,p is isomorphic to the pullback by ι of a basic stable log map over S e 1 , and its tangent map is nonzero since m(s) = s ≡ 0 mod s 2 . By composing with an automorphism of S e 1 , we may assume that ι is the standard closed immersion, and we would have an extension of f e 1 −1,p to S e 1 .
So, for 1 ≤ n ≤ e 1 , we consider the family f n−1,p and study its extensions to S n . We write v := m (1) and we have
i2 (z i2 )) with s n+1 = 0, and see when the conditions of Lemma 4.11 are satisfied. 
and B 
otherwise,
Proof. Lemma 4.11 (b) says that
and that both sides are extendable to z 12 = 1.
From the regularity at z 12 = 1, we see that B
(n) i2 (z i2 ) are polynomials, and comparing the coefficients, we obtain the assertion.
(For the other implication, note that B 1 (0) = B 2 (0) is assumed.)
We have a natural trivialization
given by the functions z i0 and z i1 . Then the morphism C • i ∩ V → X by dataÃ i andB ji can be considered as a deformation of
Since it is trivial modulo s n and (s n ) 2 = 0, we obtain a vector field
. By the same reasoning, if the condition (c) of Lemma 4.11 holds, then v i extends to a section in Γ(
11 v e 2 s e 2 and e 2 ≥ n we have
11 (z 11 )). Thus we have
11 (z 11 ))∂ w 2 if n < e 2 and
if n = e 2 (i.e. n = e 1 = e 2 = 1). Similarly we have
(1) The sheaf E i can also be described as the 
Proof.
(1) Direct calculations.
(2) As explained right after the definition of v i , if we assume Lemma 4.11 (c), then v i extends to a section of (
. We see that v i also belongs to (E i ) R i from our explicit description of v i and (1), and we have the assertion.
(3) The first homomorphism in the first row is injective with an invertible cokernel since f (i) is a log map which is immersive (although the immersivity at R i is not needed here). From (K X + D).Z i = 0 we see that the cokernel is O C i (−1). Then the assertion is easy to prove.
(4) follows from (3).
Thus we have global vector fields a 1 (z 11 )∂ z 11 and a 2 (z 21 )∂ z 21 on C 1 and C 2 respectively such that
Comparing at R i , we have
We also have B Proof. If n = e 1 = e 2 , then they are all 1. By (
by definition. From these we obtain v = 0. If n = e 1 < e 2 , then we have a 1 (0) = 0, and then v = 0 as we have B ′ 2 (0) = 0 (since d 2 ≥ 2 and C 2 is smooth at the point of intersection P ).
Proof of Lemma 4.13 (C).
We are considering the case n = e 1 ≥ 2, so v = m (1) = 1 by our setup. But we also have v = 0 by Lemma 4.16, which yields a contradiction. Since a i (0) = 0, a 1 (z 11 )∂ z 11 and a 2 (z 21 )∂ z 21 define an automorphism of C Sn over S n , and by untwisting we may assume that the underlying stable map is a trivial deformation, i.e. v 1 = v 2 = 0, or more explicitly, 
2 . Proof. Again noting that either v = 0 or s e 1 = s e 2 = 0, and also that z 11 = z 21 = 0 on V 0 , we have
By the regularity condition at z 12 = 1 from Lemma 4.11 (a), A (n) i2 (z i2 ) are polynomials. The equality in Lemma 4.11 (a) is equivalent to
and from this we see that deg(A
From the condition on the vanishing order atx 1 , we see that
Proof of Lemma 4.13 (A) and (B)
. By Lemma 4.17, the curve C Sn /S n is trivial and we may assume that Example 4.19. We illustrate by an example the difference in our setting between the moduli space of stable log maps and the relative maps of [13, 14] . For this example the divisor is normal crossing, so the more appropriate moduli space is the one of [20] , but since the calculations are local, it is not relevant.
Start with P 2 with its toric boundary D = L 1 ∪ L 2 ∪ L 3 . Choose P ∈ L 1 a smooth point of D. Choose some local coordinates w 1 , w 2 around P such that L 1 is given by w 1 = 0 and P = (0, 0). We consider Z ′ 1 and Z ′ 2 two general smooth conics tangent to L 1 at P . For example, consider the conics given near P by In particular, (Z ′ 1 .Z ′ 2 ) P = 2 and Z ′
In the theory of relative stable maps to X, the target space X is allowed to deform in a specific family over A n to singular limits X[n]. The central fiber X[n] 0 is a chain of n + 1 smooth components obtained by gluing X to P 1 -bundles P 1 , . . . , P n over D. The gluings are along D ⊂ X and sections of the P j . There are n singular divisors D 1 , . . . , D n in X[n]. The divisor D 1 is the intersection of X and P 1 , while D k is the intersection of P k−1 and P k for k > 1. We will describe X[1] 0 in more detail below.
If f : C → X[n] 0 is a relative stable map, then no component of C is mapped into any D k . Furthermore, there is the predeformability condition: if p ∈ f −1 (D k ), then p is a node of C. One component C i of C containing p satisfies f (C i ) ⊂ P k−1 , while another such component C j satisfies f (C j ) ⊂ P k , with an obvious modification if k = 1. Then the predeformability requirement is that mult p (f | *
For the predeformability of a family of maps, we require a little more ([13, Definition 2.9, Lemma 2.4, Definition 2.3]). In the case at hand, we explain the condition later.
In the current case, it turns out to be sufficient to consider X[1] 0 , the central fiber of the blow-up of X × A 1 along D × {0}. This is also obtained by gluing X and the P 1 -bundle
We can describe X[1] 0 explicitly as follows. Let
where L 2 ∪ L 3 is the union of two distinct lines that will corresponds to L 2 ∪ L 3 ⊂ P 2 . Consider A 3 with coordinates w 1 , w 2 , v 1 and projection p : We have a projection map π : X[1] 0 → X with π| X ′ = p| X ′ , which identifies (v 1 = 0) ⊂ X ′ with X ′ 0 and contracts U to D. The divisor (u 1 = 0) ⊂ U will be considered as the boundary divisor.
Let S = Spec C[s]/(s 2 ). We will define a nontrivial family of relative stable maps C S → X[1] 0 whose central fiber, composed with π, gives f in the previous example. To do this, we take C S to be the family of curves defined by µ 1 = s and µ 2 = s/4 (hence z 11 z 12 = s and z 21 z 22 = s/4) and give a stable map C S → X[1] 0 over S such that the following hold:
• (pullback of the boundary) The pullback of (u 1 = 0) is 4 ·x 1 .
• (predeformability) Near R i , one can write w 1 = z 2 i1Ã i , v 1 = z 2 i2B i withÃ i ,B i invertible andÃ iBi ∈ C[s]/(s 2 ).
Once such a family of relative stable maps is obtained, it is nontrivial since C S is a nontrivial deformation.
We setÃ , and this is the reparametrization of f 1 by z 11 → z 11 − 2s(z 2 11 + 1). Similarly, the restriction off ′ to V ∩ (C 2 \ R 2 ) is given by the reparametrization of f 2 by z 21 → z 21 − (1/2)s(2z 2 21 + 1). This implies thatf ′ extends to a morphism C S \ {x 1 } → X[1] 0 . (We may also verify that w 1 and w 2 satisfy the equation for Z ′ i .) On C 0 \ {R 1 , R 2 }, we have u 1 = (v 1 ) −1 = (1 − z 12 ) 4 /z 2 12 , sof ′ extends to a morphism C S → X[1] 0 , and the condition on the pullback of the boundary is satisfied. Predeformability also holds sinceÃ 1B1 = 2 andÃ 2B2 = 8.
It follows from the main result of [12] that the corresponding point of the moduli space of relative stable map is actually isomorphic to S = Spec C[s]/(s 2 ), in contrast to the 2 reduced points in the moduli space of basic stable log maps.
