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Abstract
Using theta correspondence, we obtain a classification of the irre-
ducible representations of an arbitrary even orthogonal group (i.e. the
local Langlands correspondence) by deducing it from the local Lang-
lands correspondence for symplectic groups due to Arthur. Moreover,
we show that our classifications coincide with the local Langlands cor-
respondence established by Arthur [Art13] and formulated precisely by
Atobe-Gan [AG17b] for quasi-split even orthogonal groups.
1 Introduction
In the monumental book [Art13], Arthur obtained a classification of irreducible
representations of symplectic and quasi-split special orthogonal groups over lo-
cal fields of characteristic 0 (the local Langlands correspondence) as well as a
description of the automorphic discrete spectra of these groups over number
fields (the Arthur conjecture). He proved these results by using the theory of
endoscopy and the stable trace formula. Following Arthur’s method, Mok estab-
lished the same results for quasi-split unitary groups [Mok15]. Later in [AG17b],
Atobe-Gan formulated precisely the local Langlands correspondence (LLC for
short) for quasi-split even orthogonal groups and their pure inner forms (using
Vogan L-packet [Vog93]). They highlighted that Arthur’s results will imply the
LLC for quasi-split even orthogonal groups. They also formulated the local
intertwining relation (see section 7), which plays a key role in LLC.
The main goal of this paper is to construct an LLC for quasi-split even
orthogonal groups and their pure inner forms. We also prove several desired
properties of this construction; in particular, we prove the local intertwining
relation stated in [AG17b, §3.7]. Moreover, we shall show that our LLC is the
same as Arthur’s LLC in the quasi-split case. We also write a parallel paper
[CZ20], in which we deal with the unitary group case (We write it separately
to avoid making notations too complicated). In a sequel to this paper, with
these LLC at hand, we shall investigate the Arthur’s conjecture for automorphic
discrete spectra of even orthogonal groups and unitary groups.
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Next we state our results more precisely. Let F be a non-archimedean local
field of characteristic 0 and V2n be an orthogonal space over F with dimension 2n
and discriminant character χV . The LLC for even orthogonal groups provides
a partition
Irr(O(V2n)) =
⊔
φ
Πφ(O(V2n)), (1.1)
where the disjoint union runs over equivalence classes of 2n-dimensional or-
thogonal representations φ of WDF with detφ = χV . Moreover, for a fixed
Whittaker datum Wc of
⊔
V •2n
O(V •2n), where the disjoint union runs over isome-
try classes of 2n-dimensional orthogonal spaces V •2n with discriminant character
χV (see subsection 4.2), it provides a canonical bijection
JWc :
⊔
V •2n
Πφ(O(V
•
2n))←→ Ŝφ, (1.2)
where Sφ is the component group of the centralizer of image of φ in O2n(C) and
Ŝφ is the group of characters of Sφ; see subsection 4.1 below. This classification
is supposed to satisfy a list of expected properties (see Theorem 4.4), which
characterize it uniquely.
We construct such a LLC for even orthogonal groups by transporting Arthur’s
LLC for symplectic groups via theta correspondence. More precisely, fix a non-
trivial additive character of F . Let V and W be orthogonal and symplectic
spaces over F respectively. We denote the Weil representation of O(V )×Sp(W )
by ω = ωV,W,ψ. For π ∈ Irr(O(V )), the maximal π-isotypic quotient of ω is of
the form
π ⊠ΘW,V,ψ(π),
where ΘW,V,ψ(π) is a finite length smooth representation of Sp(W ). Let θW,V,ψ(π)
be the maximal semisimple quotient of ΘW,V,ψ(π). The Howe duality conjec-
ture, which was proved by Waldspurger [Wal90], Gan-Takeda [GT16] and Gan-
Sun [GS17], says that θW,V,ψ(π) is irreducible (if they are non-zero). We call
θW,V,ψ(π) the theta lift of π. It is natural to ask when θV,W,ψ(π) is nonzero and
determine θV,W,ψ(π) precisely when it is nonzero. A special case when
| dim V − dimW | ≤ 2
is considered by Prasad [Pra93]. Assuming the LLC for both even orthogonal
groups and symplectic groups, the Prasad conjecture describes the theta lift of
π ∈ Irr(O(V )) to θW,V,ψ(π) ∈ Irr(Sp(W )) in terms of their L-parameter and
characters of component group; see [AG17b, §4]. The Prasad conjecture was
proved by Atobe-Gan [AG17b] assuming the LLC for even orthogonal groups. In
this paper, we turn the table around, i.e., we use the LLC for symplectic groups
and the local theta correspondence to construct the LLC for even orthogonal
groups.
As in other instances where the LLC was shown using the theta correspon-
dence (such as [GS12] and [GT11]), we do not show the (twisted) endoscopic
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character relations for the L-packets we constructed. To show that our L-packets
satisfy the endoscopic character relations, one would need to appeal to the stable
trace formula (or a simple form of it), as was done in [CG15] and [Luo20].
This paper is organized as follows. First we recall some basic facts in rep-
resentation theory and local theta correspondence in section 2 and 3. Then
we formulate the main theorem (i.e. the desired LLC) in section 4, taking the
chance to recall the results from Arthur [Art13] and Atobe-Gan [AG17b] that
we are using. In section 5 and 6, we give our construction of the LLC and prove
several properties of this construction. The local intertwining relation is stated
and proved in section 7 and 8. In sect 9, we prove that the LLC we construct
coincides with Arthur’s LLC for quasi-split even orthogonal groups. Finally we
finish the proof of the main theorem in section 10. In Appendix A, we deduce
the weak LLC of arbitrary even special orthogonal groups from the LLC of
even orthogonal groups. In Appendix B, we recall the definition of Plancherel
measures and prove a lemma on normalized intertwining operators.
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Notation
Let F be a non-archimedean local field of characteristic 0 and residue charac-
teristic p. Let WF be the Weil group of F . Let | · |F be the normalized absolute
value of F . We fix a non-trivial additive character ψ of F , and for c ∈ F×, we
define an additive character ψc of F by
ψc(x) = ψ(cx).
Note that any non-trivial additive character of F is of the form ψc for some
c ∈ F×. Let (·, ·)F be the quadratic Hilbert symbol of F .
If G is the F -rational points of a linear algebraic group, we let Irr(G) be
the set of equivalence classes of irreducible smooth representations of G and
Irrtemp(G) be the subset of Irr(G) consisting of tempered representations of G.
Let π be a representation of G, the contragredient representation of π is denote
by π∨.
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2 Orthogonal and Symplectic group
2.1 Orthogonal space
Let V = V2m be an orthogonal space of dimension 2m over F, i.e., a vector
space equipped with a non-degenerate symmetric bilinear form
〈·, ·〉V : V × V → F.
We take a basis {e1, . . . , e2m} of V, and define the discriminant of V by
disc(V ) = (−1)m det((〈ei, ej〉V )i,j) ∈ F×/F×2.
Let
χV = (·, disc(V ))F
be the character of F× associated to F (
√
disc(V )). We call χV the discriminant
character of V . Let q be the quadratic form on V defined by
q(v) =
1
2
〈v, v〉V .
We define the normalized Hasse-Witt invariant ǫ(V ) ∈ {±1} of V to be the
Witt-invariant associated to the quadratic form q; see [Sch85, pp.80-81]. The
isometry class of 2m-dimensional orthogonal spaces V is uniquely determined
by these two invariants disc(V ) and ǫ(V ). Moreover, there exists an orthogonal
space of dimension 2m, discriminant disc(V ) ∈ F×/F×2 and normalized Hasse-
Witt invariant ǫ(V ) ∈ {±1}, unless m = 1, disc(V ) ∈ F×2 and ǫ(V ) = −1.
The orthogonal group O(V2m) associated to V2m is defined by
O(V2m) = {g ∈ GL(V2m)| 〈gv, gv′〉V = 〈v, v′〉V for all v, v′ ∈ V2m} ,
and the special orthogonal group SO(V2m) is defined by
SO(V2m) = {g ∈ O(V2m)| det g = 1}.
Fix c, d ∈ F×. Let
V(d,c) = F [X ]/(X
2 − d)
be a 2-dimensional vector space equipped with a bilinear form
(α, β) 7→ 〈α, β〉V(d,c) := c · tr(αβ),
where β 7→ β is the involution on F [X ]/ (X2 − d) induced by a+ bX 7→ a− bX .
This involution is regarded as an element ǫ ∈ O (V(d,c)). The images of 1, X ∈
F [X ] in V(d,c) are denoted by e, e
′, respectively.
For m > 1, we say that V2m is associated to (d, c) if
V2m ∼= V(d,c) ⊕Hm−1 (2.1)
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as orthogonal spaces, where H is the hyperbolic plane, i.e., H = Fvi+Fv∗i with
〈vi, vi〉V = 〈v∗i , v∗i 〉V = 0 and 〈vi, v∗i 〉V = 1.
Note that if V2m is associated to (d, c), then
disc(V2m) = d mod F
×2 and ǫ(V ) = (c, d)F .
Hence
V(d,c) ⊕Hm−1 ∼= V(d′,c′) ⊕Hn−1
as orthogonal spaces if and only if
d ≡ d′ mod F×2 and c ≡ c′ mod NE/F
(
E×
)
,
where E = F (
√
d) = F (
√
d′).
When d /∈ F×2, let E = F (
√
d) and choose a c0 /∈ NE/F (E×). We define
V +2m
∼= V(d,1) ⊕Hm−1, V −2m ∼= V(d,c0) ⊕Hm−1 (2.2)
to be the two different orthogonal spaces of dimension 2m and discriminant d.
Note that
ǫ(V +2m) = 1 and ǫ(V
−
2m) = −1.
When d ∈ F×2, let D be the unique division algebra over F of dimension 4,
which can be regarded as an orthogonal space with a bilinear form
(α, β) 7→ τ (αβι) ,
where τ is the reduced trace and β 7→ βι is the main involution. Then we define
V +2m
∼= V(d,1) ⊕Hm−1, V −2m ∼= D ⊕Hm−2 if m ≥ 2 (2.3)
to be the two different orthogonal spaces of dimension 2m and discriminant d.
Note that
ǫ(V +2m) = 1 and ǫ(V
−
2m) = −1.
The orthogonal group O (V2m) is quasi-split iff V2m is associated to (d, c) for
some d, c ∈ F×. Note that when discV = d /∈ F×2, both O(V +2m) and O(V −2m)
are quasi-split.
Let (V2m, 〈·, ·〉V2m) be an orthogonal space associated to (d, c) and (V ′2m, 〈·, ·〉V ′2m)
be an orthogonal space associated to (d, ac) for any a ∈ F×. We define a new
orthogonal space (V˜2m, 〈·, ·〉)V˜2m by V˜2m = V2m as a vector space and
〈x, y〉V˜2m = a · 〈x, y〉V2m .
As subgroups of GL(V2m) = GL(V˜2m), we have
O(V2m) = O(V˜2m).
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On the other hand, we have V˜2m ∼= V ′2m as orthogonal spaces. Hence we have
an isomorphism
ιa : O(V2m) ∼= O(V ′2m). (2.4)
In particular, if d /∈ F×2, by 2.2, we know that V +2m is associated to (d, 1) and
V +2m is associated to (d, c0). So by 2.4, there is an isomorphism
ιc0 : O(V
+
2m)
∼= O(V −2m). (2.5)
2.2 Symplectic space
Let W =W2n be a symplectic space of dimension 2n over F, i.e., a vector space
equipped with a non-degenerate symplectic form
〈·, ·〉W :W ×W → F.
The symplectic space is always split, i.e
W2n ∼= Hn, (2.6)
where H = Fwi + Fw∗i with
〈wi, wi〉W = 〈w∗i , w∗i 〉W = 0 and 〈wi, w∗j 〉W = −〈w∗j , wi〉W = δij .
The symplectic group Sp(W ) associated to W is defined by
Sp(W ) = {g ∈ GL(W )| 〈gw, gw′〉W = 〈w,w′〉W for all w,w′ ∈W} .
2.3 Parabolic subgroups
Let r be the Witt index of V and Van an anisotropic kernel of V . Choose a basis
{vi, v∗i |i = 1, · · · , r} of the orthogonal complement of Van such that
〈vi, vj〉V = 〈v∗i , v∗j 〉V = 0 and 〈vi, v∗j 〉V = δi,j for 1 ≤ i, j ≤ r.
Let k be a positive integer with k ≤ r and set
X = Xk = Fv1 + · · ·+ Fvk and X∨ = X∨k = Fv∗1 + · · ·+ Fv∗k.
Let V0 be the orthogonal complement of X⊕X∨ in V so that V0 is an orthogonal
space of dimensional 2m0 = 2m−2k over F . We shall write an element in O(V )
as a block matrix relative to the decomposition V = X ⊕ V0 ⊕X∨.
Let P = Pk =MPUP be the maximal parabolic subgroup of O(V ) stabilizing
X , where MP is the Levi component of P stabilizing X
∨. We have
MP = {mP (a) · h0|a ∈ GL(X), h0 ∈ O(V0)} ,
UP = {uP (b) · uP (c)|b ∈ Hom(V0, X), c ∈ Sym (X∨, X)} ,
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where
mP (a) =
 a 1V0
(a∗)
−1
 ,
uP (b) =
 1X b − 12bb∗1V0 −b∗
1X∨
 ,
uP (c) =
 1X c1V0
1X∨
 ,
and
Sym (X∨, X) = {c ∈ Hom(X∨, X) |c∗ = −c} .
Here, the elements a∗ ∈ GL (X∨) , b∗ ∈ Hom(X∨, V ) , and c∗ ∈ Hom(X∨, X)
are defined by requiring that
〈ax, x′〉V = 〈x, a∗x′〉V , 〈bv, x′〉V = 〈v, b∗x′〉V , 〈cx′, x′′〉V = 〈x′, c∗x′′〉V
for x ∈ X, x′, x′′ ∈ X∨ and v ∈ V0. In particular, MP ∼= GL(X)×O(V0). Put
ρP =
2m0 + k − 1
2
, wP =
 −IX1V0
−I−1X
 ,
where IX ∈ Hom(X∨, X) is defined by IXv∗i = vi for 1 ≤ i ≤ k. Then the
modulus character δP of P is given by
δP (mP (a)h0uP ) = | det(a)|2ρPF
for a ∈ GL(X), h ∈ O(V0) and uP ∈ UP .
Similarly, Let W = W2n be a 2n dimensional symplectic space and k be a
positive integer with k ≤ n. Write W ∼= Hn as in section 2.2 and set
Y = Yk = Fw1 + · · ·+ Fwk and Y ∨ = Y ∨k = Fw∗1 + · · ·+ Fw∗k.
Let W0 be the orthogonal complement of Y ⊕ Y ∨ in W so that W0 is a
symplectic space of dimensional 2n0 = 2n − 2k over F . We define Q =
MQUQ,mQ(a), uQ(b), uQ(c), Sym (Y
∨, Y ) = {c ∈ Hom(Y ∨, Y )|c∗ = −c} and IY
as above. We put
ρQ =
2n0 + k + 1
2
, wQ =
 −IY1W0
I−1Y
 .
Then the modulus character δQ of Q is given by
δQ (mQ(a)g0uQ) = | det(a)|2ρQF
for a ∈ GL(Y ), g0 ∈ Sp(W0) and uQ ∈ UQ.
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3 Theta correspondence
In this section, we introduce the local theta correspondence for O(V )× Sp(W )
when dimV = 2m and dimW = 2n and recall some general results.
3.1 Weil representation and local theta correspondence
We fix a non-trivial additive character ψ of F . Let V = V2m andW =W2n. We
denote the Weil representation of O(V ) × Sp(W ) by ω = ωV,W,ψ; see [Kud94]
for a detail description. For π ∈ Irr(O(V )), the maximal π-isotypic quotient of
ω is of the form
π ⊠ΘW,V,ψ(π),
where ΘW,V,ψ(π) is a finite length smooth representation of Sp(W ). Let θW,V,ψ(π)
be the maximal semisimple quotient of ΘW,V,ψ(π). The Howe duality conjec-
ture, which was proved by Waldspurger [Wal90] when the residue characteristic
is not 2 and by Gan-Takeda [GT16], Gan-Sun [GS17] in general, says that
• if θW,V,ψ(π) is non-zero, then it is irreducible;
• If π1 ≇ π2 and both θW,V,ψ(π1) and θW,V,ψ(π2) are nonzero, then θW,V,ψ(π1) ≇
θW,V,ψ(π2).
Similarly, for σ ∈ Irr(Sp(W )), We obtain smooth finite length representations
ΘV,W,ψ(σ) and θV,W,ψ(σ) of O(V ).
We will recall some general properties of local theta correspondence in the
next two subsections.
3.2 First occurrence and tower property
Let V2m0 be an anisotropic orthogonal space over F , where
V2m0 =
{
0 or D if disc(V2m0) = 1 ∈ F×2,
V(d,1) or V(d,c0) (c0 /∈ NE/F (E×)) if disc(V2m0) = d /∈ F×2.
For any r ≥ 0, we put
V2m0+2r = V2m0 ⊕Hr,
where H is the hyperbolic plane. The collection
V = {V2m0+2r|r ≥ 0}
is called the Witt tower of orthogonal spaces. One can consider a tower of the
theta correspondence associated to reductive dual pairs {(Sp(W2n),O(V2m))|V2m ∈
V)}. For σ ∈ Irr(Sp(W2n)) and a Witt tower V = {V2m0+2r|r ≥ 0}, we define
mV(σ) = min{2m|ΘV2m,W2n,ψ(σ) 6= 0}. (3.1)
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By [MVW87, P.67], mV(σ) is finite.
On the other hand, every symplectic spaceW2n of dimension 2n is isomorphic
to Hn, where H is the hyperbolic plane. The collection
W = {W2r|r ≥ 0}
is called a Witt tower of symplectic spaces. One can also consider a tower of the
theta correspondence associated to reductive dual pairs {(O(V2m), Sp(W2n))|W2n ∈
W)}. For π ∈ Irr(O(V2m)) and a Witt tower W = {W2r|r ≥ 0}, we define
mW(π) = min{2n|ΘW2n,V2m,ψ(π) 6= 0}. (3.2)
By [MVW87, P.67], mW(π) is finite.
The following proposition is often referred to as the tower property of theta
correspondence; see [Kud86].
Proposition 3.1. For σ ∈ Irr(Sp(W2n)) and a Witt tower V = {V2m0+2r|r ≥ 0}
(resp. π ∈ Irr(O(V2m)) and a Witt tower W = {W2r|r ≥ 0}), let mV(σ) (resp.
mW(π)) be defined in 3.1 (resp. 3.2). Then we have
ΘV2m,W2n,ψ(σ) 6= 0 if 2m ≥ mV(σ),
ΘW2n,V2m,ψ(π) 6= 0 if 2n ≥ mW(π).
Note that any two spaces in a same Witt tower V have the same discriminant.
So we define the discriminant of a Witt tower disc(V) = disc(V2m) for any
V2m belongs V . For a fixed d ∈ F×/F×2, there are two different Witt towers
V+ = {V +2m} and V− = {V −2m} such that disc(V+) = disc(V−) = d. More
explicitly,
V+ = {V(d,1) ⊕Hm−1|m ≥ 1} if disc(V2m) = d;
V− =
{
{D ⊕Hm−2|m ≥ 2} if disc(V2m) = 1 ∈ F×2;
{V(d,c0) ⊕Hm−1|m ≥ 1} (c0 /∈ NE/F (E×)) if disc(V2m) = d /∈ F×2.
For σ ∈ Irr(Sp(W2n)), we have mV+(σ) and mV−(σ).
On the other hand, there is only a single tower of symplectic spaces W =
{W2n}. However, since π is a representation of the orthogonal group O(V2m),
we may consider its twist π ⊗ det. Thus we have two towers of theta lifts
ΘW2n,V2m,ψ(π) and ΘW2n,V2m,ψ(π ⊗ det)
for π ∈ Irr(O(V2m)). Similarly, we have mW(π) and mW(π ⊗ det).
The following proposition is often referred to as the conservation relation;
see [SZ15].
Theorem 3.2. For a fixed d ∈ F×/F×2 and any σ ∈ Irr(Sp(W2n)) (resp.
π ∈ Irr(O(V2m)), we have
mV+(σ) +mV−(σ) = 4n+ 4,
mW(π) +mW(π ⊗ det) = 4m,
where V+ and V− are defined as above.
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3.3 Collection of some results
We collect some results from [GI14] which will be frequently used in this paper.
We emphasize that the proofs of these results are independent of the local
Langlands correspondence.
Lemma 3.3. 1. Let π ∈ Irrtemp (O(V2n)).
(i) if ΘW2n,V2n,ψ(π) 6= 0, then ΘW2n,V2n,ψ(π) = θW2n,V2n,ψ(π) is an ir-
reducible tempered representation of Sp(W2n);
(ii) if ΘW2n−2,V2n,ψ(π) 6= 0, then θW2n−2,V2n,ψ(π) is an irreducible tem-
pered representation of Sp(W2n−2).
2. Let σ ∈ Irrtemp (Sp(W2n)).
(i) if ΘV2n+2,W2n,ψ(σ) 6= 0, then ΘV2n+2,W2n,ψ(σ) = θV2n+2,W2n,ψ(σ) is
an irreducible tempered representation of O(V2n+2);
(ii) if ΘV2n,W2n,ψ(σ) 6= 0, then θV2n,W2n,ψ(σ) is an irreducible tempered
representation of O(V2n).
Proof. These follow from [GI14, Proposition C.4].
Lemma 3.4. 1. Let π be an irreducible discrete series representation of O(V2n).
(i) If σ = ΘW2n−2,V2n,ψ(π) 6= 0, then σ is an irreducible discrete se-
ries representation of Sp(W2n−2) and ΘW2n,V2n,ψ(π) is an irreducible
tempered representation of Sp(W2n) such that
ΘW2n,V2n,ψ(π) ⊆ IndSp(W2n)Q (χV ⊗ σ) ,
where Q is the parabolic subgroup of Sp(W2n) with Levi component
MQ ∼= GL1(F )×Sp(W2n−2). In this case, ΘW2n,V2n,ψ(π) = θW2n,V2n,ψ(π)
is not a discrete series representation;
(ii) If ΘW2n−2,V2n,ψ(π) = 0, then ΘW2n,V2n,ψ(π) is either zero or an ir-
reducible discrete series representation of Sp(W2n).
2. Let σ be an irreducible discrete series representation of Sp(W2n) and
V2n+2 = V2n ⊕H.
(i) If π = ΘV2n,W2n,ψ(σ) 6= 0, then π is an irreducible discrete series
representation of O(V2n) and ΘV2n+2,W2n,ψ(σ) is an irreducible tem-
pered representation of O(V2n+2) such that
ΘV2n+2,W2n,ψ(σ) ⊆ IndO(V2n+2)P (1⊗ π) ,
where P is the parabolic subgroup of O(V2n+2) with Levi compo-
nent MP ∼= GL1(F ) × O(V2n). In this case, ΘV ,2n+2W2n,ψ(σ) =
θV ,2n+2W2n,ψ(σ) is not a discrete series representation;
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(ii) If ΘV2n,W2n,ψ(σ) = 0, then ΘV2n+2,W2n,ψ(σ) is either zero or an ir-
reducible discrete series representation of O(V2n+2).
Proof. See [GI14, Corollary C.3]
Next we give a generalization of [GI14, Lemma C.4] here. Put
V2n = Xk ⊕ V2n0 ⊕X∨k , W2n = Yk ⊕W2n0 ⊕ Y ∨k
as in section 2.3. Let P = Pk =MPUP and Q = Qk =MQUQ be the parabolic
subgroups defined in section 2.3 such that
MP ∼= GL(Xk)×O(V2n0), MQ ∼= GL(Yk)× Sp(W2n0 ).
Then we have
Lemma 3.5. Let π be a irreducible constituent of Ind
O(V2n)
P (τ ⊗π0), where τ is
an irreducible discrete series representation of GL(Xk) and π0 is an irreducible
tempered representation of O(V2n0). Then we have
θW2n,V2n,ψ(π) ⊆ IndSp(W2n)Q (τχV ⊗ θW2n0 ,V2n0 ,ψ(π0)).
Hence θW2n,V2n,ψ(π) is either zero or an irreducible tempered representation of
Sp(W2n). In particular, θW2n,V2n,ψ(π) is zero if θW2n0 ,V2n0 ,ψ(π0)) is zero.
Proof. In [GI14], they prove this when π0 is a discrete series representation.
Their proof can be easily extended to our case. We recall it here.
We denote ω and ω00 to be the Weil representations for O(V2n) × Sp(W2n)
and O(V2n0)× Sp(W2n0 ). Since π ⊆ IndO(V2n)P (τ ⊗ π0), we have
ΘW2n,V2n,ψ(π)
∨ ∼= HomO(V2n)(ω, π)
→֒ HomO(V2n)(ω, IndO(V2n)P (τ ⊗ π0))
→֒ HomGL(Xk)×O(V2n0 )(RP (ω), τ ⊗ π0),
whereRP (ω) is the normalized Jacquet module of ω with respect to the parabolic
P of O(V2n). The normalized Jacquet module has been computed by Kudla
[Kud86]. More precisely, there is a MP × Sp(W2n)-invariant filtration
RP (ω) = R
0 ⊃ R1 ⊃ · · · ⊃ Rt ⊃ Rk+1
with successive quotients Ja := Ra/Ra+1 (0 ≤ a ≤ k). The reader can consult
[Kud86] and [AG17a, Lemma 5.1] for an explicit formula for Ja (0 ≤ a ≤ k) and
here we only recall the formula for Jk:
Jk ∼= IndGL(Xk)×O(V2n0)×Sp(W2n)GL(Xk)×O(V2n0)×Q (S (Isom(Yk, Xk)) ⊗ ω00),
where
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• Isom(Yk, Xk) is the set of invertible linear maps from Yk to Xk and
S (Isom(Yk, Xk)) is the space of locally constant, compactly supported
functions on Isom(Yk, Xk);
• the action of GL(Xk)×O(V2n0)×GL(Yk)×Sp(W2n0 ) on S (Isom(Yk, Xk))⊗
ω00 is given by
– GL(Xk)×GL(Yk) acts on S (Isom(Yk, Xk)) by
((g, h) · f) (x) = χV (h) · f(g−1 ◦ x ◦ h)
for (g, h) ∈ GL(Xk)×GL(Yk), f ∈ S (Isom(Yk, Xk)) and x ∈ Isom(Yk, Xk).
– O(V2n0)× Sp(W2n0) acts by the Weil representation ω00.
By the same argument in [GI14, Lemma C.4], we deduce
HomGL(Xk)×O(V2n0)(J
a, τ ⊗ π0) = 0 for 0 ≤ a < k.
This implies
ΘW2n,V2n,ψ(π)
∨ →֒ HomGL(Xk)×O(V2n0)(RP (ω), τ ⊗ π0)
→֒ HomGL(Xk)×O(V2n0)(Jk, τ ⊗ π0)
∼=
(
Ind
Sp(W2n)
Q (τ
∨χV ⊗ΘV2n0 ,W2n0 ,ψ(π0))
)∨
.
Take the contragredient functor, we get an epimorphism
Ind
Sp(W2n)
Q (τ
∨χV ⊗ΘV2n0 ,W2n0 ,ψ(π0))։ ΘV2n,W2n,ψ(π).
It follows from Lemma 3.3 that
ΘW2n,V2n,ψ(π) = θW2n,V2n,ψ(π) and ΘW2n0 ,V2n0 ,ψ(π0) = θW2n0 ,V2n0 ,ψ(π0).
Apply both the contragredient funtor and the MVW functor [AG17a, Lemma
2.2], we get
θW2n,V2n,ψ(π) ⊆ IndSp(W2n)Q (τχV ⊗ θW2n0 ,V2n0 ,ψ(π0)).
This finishes the proof.
For π ∈ Irr(O(V2n), σ ∈ Irr(Sp(W2n)), and χ be a character of F×, let
γ(s, π, χ, ψ) and γ(s, σ, χ, ψ) be the standard γ-factor defined by Lapid-Rallis
[LR05] using doubling method; see also [GI14, §10,§11] for its properties. The
following Lemma describes how the standard γ-factors behave under the theta
correspondence.
Lemma 3.6. Let V2n be a 2n-dimensional orthogonal space and χV be the
discriminant character of V2n. Let π ∈ IrrtempO(V2n).
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(i) If σ = θW2n,V2n,ψ(π) 6= 0, then
γ(s, σ, χ, ψ)
γ(s, π, χχV , ψ)
= γ(s, χχV , ψ).
(ii) If σ = θW2n−2,V2n,,ψ(π) 6= 0, then
γ(s, π, χχV , ψ)
γ(s, σ, χ, ψ)
= γ(s, χχV , ψ).
Proof. See [GI14, Theorem 11.5].
Lemma 3.7. Let V2n be a 2n-dimensional orthogonal space and χV be the
discriminant character of V2n. For any σ ∈ Irr(Sp(W2n)), if
ΘV2n,W2n,ψ(σ) 6= 0
then γ(s, σ, χV , ψ) has a pole at s = 1
Proof. See [GI14, Proposition 11.2].
Let π ∈ Irr(O(V2n)) (resp. σ ∈ Irr(Sp(W2n))) and τ ∈ Irr(GLk(F )), the
Plancherel measure µψ(τ ⊗ π) (resp. µψ(τ ⊗ σ)) is defined in Appendix B.
The following Lemma describes how the Plancherel measures behaves under the
theta correspondence.
Lemma 3.8. (i) Let π and σ be irreducible smooth representations of O(V2n)
and Sp(W2n) respectively, such that σ = θW2n,V2n,ψ(π). Let τ be an irre-
ducible smooth representations of GLk(F ) and put τs = τ | · |sF for s ∈ C.
Then we have:
µψ(τsχV ⊗ σ)
µψ(τs ⊗ π) = γ(s, τ, ψ).γ(−s, τ
∨, ψ−1).
(ii) Let π and σ be irreducible smooth representations of O(V2n) and Sp(W2n−2)
respectively, such that σ = θW2n−2,V2n,ψ(π). Let τ be an irreducible smooth
representations of GLk(F ) and put τs = τ | · |sF for s ∈ C. Then we have:
µψ(τs ⊗ π)
µψ(τsχV ⊗ σ) = γ(s, τ, ψ).γ(−s, τ
∨, ψ−1).
Proof. See [GI14, Theorem 12.1].
4 Local Langlands correspondence
In this section, we state the local Langlands correspondence for symplectic
groups and even orthogonal groups.
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4.1 L-parameters
Let WF be the Weil group of F and WDF =WF × SL2(C) be the Weil-Deligne
group of F .
We say that a homomorphism φ : WDF → GLn(C) is a representation of
WDF if
• φ (FrobF ) is semi-simple, where FrobF is a geometric Frobenius element
in WF ;
• the restriction of φ to WF is smooth;
• the restriction of φ to SL2(C) is algebraic.
We call φ tempered if the image of WF is bounded.
We say that φ is orthogonal if there exists a non-degenerate bilinear form
B : Cn × Cn → C such that{
B(φ(w)x, φ(w)y) = B(x, y),
B(y, x) = B(x, y)
for x, y ∈ Cn and w ∈WDF ,. In this case, φ is self-dual, i.e., φ is equivalent to
its contragredient φ∨.
Suppose that φ is orthogonal. We may decompose
φ = m1φ1 + · · ·+mlφl + ϕ+ ϕ∨, (4.1)
where φ1, . . . , φl are pairwise distinct irreducible orthogonal representations of
WDF and ϕ is a sum of irreducible representations of WDF which are not
orthogonal. We say that a representation φ is discrete if mi = 1 for any i =
1, . . . , l and ϕ = 0.
By [GGP12, §8] and [AG17b, §3], an L-parameter for O(V2n) (resp. Sp(W2n))
is an 2n-dimensional (resp. (2n + 1)-dimensional) orthogonal representation φ
of WDF with detφ = χV (resp. detφ = 1). For G = O(V2n) or Sp(W2n), let
Φ(G) be the equivalent classes of L-parameter for G. More precisely:
Φ(O(V2n)) = {φ : WDF → O(2n,C)| det(φ) = χV }/(O(2n,C)-conjugacy);
Φ(Sp(W2n))) = {φ : WDF → SO(2n+ 1,C)}/(SO(2n+ 1,C)-conjugacy).
We also denote the subset of Φ(G) consisting of tempered (resp. discrete) rep-
resentations by Φtemp(G) (resp. Φdisc(G)). Then we have a sequence
Φdisc(G) ⊆ Φtemp(G) ⊆ Φ(G).
When G = O(V2n), we define Φ
ǫ(G) to be the subset of Φ(G) consisting of φ
which contains an irreducible orthogonal representation of WDF of odd dimen-
sion.
Let φ ∈ Φ(G) for G = O(V2n) or Sp(W2n). We denote the space of φ by M .
Let Aut(φ,B) be the group of elements in GL(M) which centralize the image
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of φ and preserve B. Also put Aut(φ,B)+ = Aut(φ,B)∩SL(M). We define the
component groups Sφ and S+φ of φ by
Sφ = Aut(φ,B)/Aut(φ,B)◦ and S+φ = Aut(φ,B)+/
(
Aut(φ,B)◦ ∩Aut(φ,B)+) ,
where Aut(φ,B)◦ is the identity component of Aut(φ,B). More explicitly, write
φ = m1φ1 ⊕ · · ·+mlφl ⊕ ϕ⊕ ϕ∨ as 4.1, then
Sφ ∼=
l⊕
i=1
(Z/2Z)ai ∼= (Z/2Z)l,
where ai corresponds to φi ⊆ φ. The determinant map det : GL(M) → C×
induces a homomorphism
det : Sφ → Z/2Z,
l∑
i=1
εiai 7→
l∑
i=1
εi · dim (φi) , (4.2)
where εi ∈ {0, 1} = Z/2Z and S+φ = ker(det). Put
zφ :=
l∑
i=1
mi · ai ∈ Sφ,
which is the image of −1 in Sφ. We call it the central element in Sφ. Also
put S¯φ = Sφ/〈zφ〉. Note that when φ ∈ Φ(Sp(W )), we have det(zφ) = −1, so
zφ /∈ S+φ and
Sφ = S+φ ⊕ (Z/2Z)zφ, S+φ ∼= S¯φ.
In this case, we have
Ŝ+φ ∼= ̂¯Sφ, (4.3)
where we denote by Â the pontryagin dual of an abelian group A. For a =
ai1 + · · ·+ aik ∈ Sφ with 1 ≤ i1 < · · · < ik ≤ l, we put
φa = φi1 ⊕ · · · ⊕ φik .
By [GGP12, §4], for each c ∈ F×we define a character ηφ,c of Sφ by
ηφ,c(a) = det(φ
a)(c). (4.4)
Note that ηφ,c(zφ) = 1 when φ ∈ Φ(Sp(W )), hence ηφ,c ∈ ̂¯Sφ in this case. Let
υ : Z/2Z →֒ C×
be the natural embedding of Z/2Z to C×. We define a character κφ ∈ Ŝφ by
composing the map det in 4.2 with υ, i.e.
κφ(a) = υ ◦ det(a) for a ∈ Sφ. (4.5)
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For a representation φ of WDF , we define L(s, φ), ε(s, φ, ψ) and γ(s, φ, ψ)
as in [Tat79]. Note that the ε-factor and γ-factor depend on the choice of the
additive character ψ while the L-factor does not.
The following lemma in [GS12, Lemma 12.3] and [GI16, Lemma A.6] will be
used later.
Lemma 4.1. Let φ1 and φ2 be two tempered orthogonal representations ofWDF
of the same dimension. Assume that
γ (s, φ1 ⊗ φρ, ψ) · γ
(−s, φ1 ⊗ φ∨ρ , ψ−1) = γ (s, φ2 ⊗ φρ, ψ) · γ (−s, φ2 ⊗ φ∨ρ , ψ−1)
for every irreducible representation φρ of WDF . Then
φ1 ∼= φ2
as representations of WDF .
4.2 Whittaker data
To describe the local Langlands correspondence, it is necessary to choose a
Whittaker datum. Let G be a quasi-split reductive group over F . A Whittaker
datum of G is a conjugacy class of a pair W = (B, µ), where
• B = TU is a rational Borel subgroup of G.
• µ is a generic character of U(F ).
Next we describe the Whittaker datum for O(V2n) and Sp(W2n) explicitly.
Let V2n be the orthogonal space associate to (d, c). Write V2n ∼= V(d,c) ⊕ Hn−1
as in 2.1. Let B = TU be the F -rational Borel subgroup of O(V2n) stabilizing
the complete flag
0 ⊂ 〈v1〉 ⊂ 〈v1, v2〉 ⊂ · · · ⊂ 〈v1, . . . , vn−1〉 = Xn−1,
where T is the F -rational torus in B stabilizing the lines Fvi for i = 1, . . . , n−1.
Define a generic character µc of U by
µc(u) = ψ
(〈uv2, v∗1〉V + · · ·+ 〈uvn−1, v∗n−2〉V + 〈ue, v∗n−1〉V ) .
Note that V2n is also associated to (d, c
′) iff c′ ∈ cNE/F (E×)/F×2. By a similar
argument in [GGP12, §12], the map c 7→ µc gives a bijection (not depending on
ψ)
cNE/F (E
×)/F×2 ←→ {T -orbits of generic characters of U},
where E = F (
√
d); see also [AG17b, §2.2] for a detailed description. We define
a Whittaker datum of O(V2n) by Wc = (B, µc). Note that Wc does not depend
on the choice of ψ. We then consider two cases separately:
• If disc(V ) = d ∈ F×2, then E = F and O(V +2n) is quasi-split while O(V −2n)
is not. The set of Whittaker data for O(V +2n) is parameterized by F
×/F×2.
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• If disc(V ) = d /∈ F×, both O(V +2n) and O(V −2n) are quasi-split. The set of
Whittaker data for O(V +2n) is parameterized by NE/F (E
×)/F×2 and the
set of Whittaker data for O(V −2n) is parameterized by c0NE/F (E
×)/F×2
for a c0 /∈ NE/F (E×).
In both case, we have a bijection
{F×/F×2} ←→
⊔
V •2n
{Whittaker data of O(V •2n)}
c 7→Wc = (B, µc),
where V •2n runs over all orthogonal space of dimension 2n and discriminant
d ∈ F×/(F×2).
Next we define the notion of generic representation for O(V2n). We identify
O
(
V(d,c)
)
as the subgroup of O (V2n) which fixes Hn−1. Via the canonical em-
bedding O
(
V(d,c)
) →֒ O(V2n) , we regard ǫ as an element in O (V2n). Note that
ǫ normalizes U and fixes µc, we can extend µc to U˜ = U⋊〈ǫ〉. There are exactly
two such extensions µ±c : U˜ → C∗ which are determined by
µ±c (ǫ) = ±1.
As in [AG17b, §2.2], we say that π ∈ Irr(O(V2n)) is W±c -generic if
HomU˜ (π, µ
±
c ) 6= 0.
It is easy to check that π is W+c generic iff π ⊗ det is W−c -generic.
Similarly, let W2n be a symplectic space of dimension 2n. Write W2n = Hn
as in 2.6. Let B′ = T ′U ′ be the F -rational Borel subgroup of Sp(W2n) stabilizing
the complete flag
0 ⊂ 〈w1〉 ⊂ 〈w1, w2〉 ⊂ · · · ⊂ 〈w1, . . . , wn〉 = Yn,
where T ′ is the F -split torus stabilizing the lines Fwi for i = 1, . . . , n. For
c ∈ F×, we define a generic character µ′c of U ′ by
µ′c(u) = ψ
(〈uw2, w∗1〉W + · · ·+ 〈uwn, w∗n−1〉W + c 〈uw∗n, w∗n〉W ) .
By [GGP12] [§12] the map c 7→ µ′c gives a bijection (depending on ψ)
F×/F×2 ←→ {T ′-orbits of generic characters of U ′}.
We define a Whittaker datum of Sp(W2n) by W
′
ψ,c = (B
′, µ′c). Then we have a
bijection
{F×/F×2} ←→ {Whittaker data of Sp(W2n)}
c 7→W′ψ,c = (B′, µ′c).
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Note that W′ψ,c does depend on the choice of ψ. More precisely, for any a ∈ F×,
let ψa be the character ψa(x) = ψ(ax), then it is easy to check that
W′(ψa,c) = W
′
(ψ,ac). (4.6)
We say that σ ∈ Irr(Sp(W2n)) is W′ψ,c-generic if
HomU ′(σ, µ
′
c) 6= 0.
4.3 LLC for symplectic groups
We first describe the local Langlands correspondence for symplectic groups.
This was proved by Arthur [Art13], with supplements by many others.
Theorem 4.2. Let W2n be a 2n-dimensional symplectic space.
(1). There exists a surjection
L : Irr (Sp(W2n)) −→ Φ(Sp(W2n)),
which is a finite-to-one map. For any φ ∈ Φ(Sp(W2n)), we denote L−1(φ)
by Πφ and call it the L-packet of φ.
(2). For each Whittaker datum W′ψ,c of Sp(W2n), there is a canonical map
JW′
ψ,c
: Πφ −→ ̂¯Sφ. (4.7)
We write σ = σW′
ψ,c
(φ, η) if σ ∈ Πφ corresponding to η ∈ ̂¯Sφ under JW′
ψ,c
.
(3). Assume that φ is a tempered L-parameter for Sp(W2n), then for each Whit-
taker datum W′ψ,c of Sp(W2n), there is an unique W
′
ψ,c-generic represen-
tation σ in Πφ, which corresponds to the trivial character under JW′
ψ,c
.
(4). For σ ∈ Πφ and W′ψ,c1 ,W′ψ,c2 be two Whittaker data of Sp(W2n), we have
JW′
ψ,c2
(σ) = JW′
ψ,c1
(σ) ⊗ ηφ,c2/c1 ,
where ηφ,c2/c1 is defined in 4.4.
(5). σ ∈ Πφ is a tempered representation iff φ is a tempered parameter and
σ ∈ Πφ is a discrete series representation iff φ is a discrete parameter.
(6). (Local intertwining relation) Assume that φ = φτ + φ0 + φ
∨
τ , where
φ0 is an element in Φtemp (Sp(W2n0)) and φτ is an irreducible tempered
representation of WDF corresponding to τ ∈ Irr(GLk(F )), so there is a
natural embedding Sφ0 →֒ Sφ. Let Q be a parabolic subgroup of Sp(W2n)
with Levi subgroup
MQ ∼= GLk(F )× Sp(W2n0)
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and σ0 be the irreducible tempered representation of Sp(W2n0) correspond-
ing to (φ0, η0) under L and JW′
ψ,1
. Then the induced representation Ind
Sp(W2n)
Q (τ ⊗ σ0)
has a decomposition
Ind
Sp(W2n)
Q (τ ⊗ σ0) =
⊕
η
σW′
ψ,1
(φ, η),
where the sum runs over all ̂¯Sφ such that η|S¯φ0 = η0. Moreover if φτ is
self-dual and of orthogonal type. Let
RW′
ψ,1
(w, τ ⊗ σ0) ∈ EndSp(W2n)
(
Ind
Sp(W2n)
Q (τ ⊗ σ0)
)
be the normalized intertwining operator associated to the Whittaker datum
W′ψ,1 (see section 7.1), where w is the unique non-trivial element in the
relative Wely group for MQ. Then
RW′
ψ,1
(w, τ ⊗ σ0)|σ = JW′
ψ,1
(σ)(a),
where a ∈ Sφ corresponding to φτ .
(7). (Compatibility with Langlands quotients) Assume that
φ = φ1| · |s1F ⊕ · · · ⊕ φr| · |srF + φ0 ⊕ φ∨r | · |−srF ⊕ · · · ⊕ φ∨1 | · |−s1F ,
where
• φi is an irreducible tempered representation of WDF of dimension di;
• φ0 ∈ Φtemp(Sp(W2n0 ));
• s1 ≥ · · · ≥ sr > 0;
• d1 + · · ·+ dr + n0 = n.
We denote by τi be the irreducible tempered representation of GLdi(F ) cor-
responding to φi, then the L-packet Πφ consists of the unique irreducible
quotients σ of the standard modules
Ind
Sp(W2n)
Q (τ1| · |s1F ⊗ · · · ⊗ τr| · |srF ⊗ σ0) ,
where Q is a parabolic subgroup of Sp(W2n) with Levi subgroup MQ ∼=
GLk1(F )×· · ·×GLkr (F )×Sp(W2n0) and σ0 runs over elements of Πφ0(Sp(W2n0 )).
Moreover, the natural embedding Sφ0 →֒ Sφ is an isomorphism and
JW′
ψ,c
(σ) = JW′
ψ,c
(σ0)
if we identify Sφ0 with Sφ via the above isomorphism.
(8). The map L respects standard γ-factor. Namely, we have
γ(s, σ, χ, ψ) = γ(s, φ⊗ χ, ψ)
for σ ∈ Πφ and any character χ of F×.
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(9). The map L respects Plancherel measures. Namely, we have
µψ(τs ⊗ σ) = γ(s, φτ ⊗ φ∨, ψ) · γ(−s, φ∨τ ⊗ φ, ψ−1)
× γ(2s,∧2 ◦ φτ , ψ) · γ(−2s,∧2 ◦ φ∨τ , ψ−1)
for any σ ∈ Πφ and τ ∈ Irr(GLk(F )) with L-parameter φτ .
Remark 4.3. The local intertwining relation we used here is the same as in
[Ato18, §6.6], which is a little bit different from the local intertwining relation
formulated by Arthur [Art13, §2.4]. In [Ato17], Atobe proved that the local
intertwining relation we used here is a consequence of the local intertwining
relation formulated by Arthur.
For any a ∈ F×, let δa ∈ GL(W2n) such that
〈δaw, δaw′〉W = a〈w,w′〉W for all w,w′ ∈W2n. (4.8)
For any σ ∈ Irr(Sp(W2n)), we define a new representation σδa of Sp(W2n) by
σδa(g) = σ(δ−1a gδa). (4.9)
Note that different choices of δa differ by an element in Sp(W2n), hence the
isomorphic class of σδa is independent of the choice of δa. The map
Sp(W2n)→ Sp(W2n)
g 7→ δ−1a gδa
transfers W′ψ,c to W
′
ψ,ac. By [Kal13, Theorem 4.3], we have
L(σδa) = L(σ), JW′
ψ,c
(σδa ) = JW′
ψ,ac
(σ) = JW′
ψ,c
(σ) ⊗ ηφ,a. (4.10)
for any σ ∈ Irr(Sp(W2n)), where φ is the L-parameter of σ. In particular, it
follows from [MVW87, Chapter 4. II.1] that σ∨ ∼= σδ−1 for σ ∈ Irr(Sp(W2n)),
hence by 4.10, we have
L(σ∨) = L(σ), JW′
ψ,c
(σ∨) = JW′
ψ,c
(σ) ⊗ ηφ,−1. (4.11)
4.4 LLC for even orthogonal groups
Next we state the local Langlands correspondence for even orthogonal groups,
which is the main theorem of this paper.
Theorem 4.4. Let V2n be a 2n-dimensional orthogonal space and χV be the
discriminant character of V .
(1). There exists a surjection
L :
⊔
V •2n
Irr (O(V •2n)) −→ Φ(O(V2n)),
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which is a finite-to-one map, where V •2n runs over the 2n-dimensional or-
thogonal spaces with discriminant character χV . For any φ ∈ Φ(O(V2n)),
we denote L−1(φ) by Πφ and call it the L-packet of φ. We also write
Πφ(O(V2n)) = Πφ ∩ Irr(O(V2n)).
(2). For each Whittaker datum Wc of
⊔
V •2n
O(V •2n), there exist a canonical bi-
jection
JWc : Πφ −→ Ŝφ. (4.12)
We write π = πWc(φ, η) if π ∈ Πφ corresponding to η ∈ Ŝφ under JWc .
(3). Assume that φ is a tempered L-parameter for O(V2n), then for each Whit-
taker datum Wc of
⊔
V •2n
O(V •2n),
• there is an unique W+c -generic representation π in Πφ, which corre-
sponds to the trivial character under JWc(π);
• there is an unique W−c -generic representation π in Πφ, which corre-
sponds to κφ under JWc(π), where κφ is defined in 4.5.
(4). For π ∈ Πφ and Wc1 ,Wc2 be two Whittaker data of
⊔
V •2n
O(V •2n), we have
JWc2 (π) = JWc1 (π) ⊗ ηφχV ,c2/c1 ,
where φχV = φ⊗ χV and ηφχV ,c2/c1 is defined in 4.4.
(5). π ∈ Πφ is a tempered representation iff φ is a tempered parameter and
π ∈ Πφ is a discrete series representation iff φ is a discrete parameter.
(6). Let Wc be a Whittaker datum of
⊔
V •2n
O(V •2n). Then π is a representation
of O(V +2n) if and only if
JWc(π)(zφ) = χV (c).
(7). The following are equivalent:
• φ ∈ Φǫ (O (V2n));
• some π ∈ Πφ satisfies π ⊗ det 6= π;
• all π ∈ Πφ satisfy π ⊗ det 6= π.
(8). For π ∈ Πφ, the determinant twist π ⊗ det also belongs to Πφ, and
JWc(π ⊗ det) = JWc(π)⊗ κφ.
(9). (Local intertwining relation) Assume that φ = φτ + φ0 + φ
∨
τ , where
φ0 is an element in Φtemp (O(V2n0)) and φτ is an irreducible tempered
representation of WDF corresponding to τ ∈ Irr(GLk(F )), so there is a
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natural embedding Sφ0 →֒ Sφ. Let P be a parabolic subgroup of O(V •2n)
with Levi subgroup
MP ∼= GLk(F )×O(V •2n0)
and π0 be the irreducible tempered representation of O(V
•
2n0) corresponding
to (φ0, η0) under L and JWψ,c . Then the induced representation IndO(V
•
2n)
P (τ ⊗ π0)
has a decomposition
Ind
O(V •2n)
P (τ ⊗ π0) =
⊕
η
πWc(φ, η),
where the sum runs over all Ŝφ such that η|Sφ0 = η0. Moreover if φτ is
self-dual and of orthogonal type. Let
RWc(w, τ ⊗ π0) ∈ EndO(V •2n)
(
Ind
O(V •2n)
P (τ ⊗ π0)
)
be the normalized intertwining operator associated to the Whittaker datum
Wc (see section 7.1), where w is the unique non-trivial element in the
relative Wely group for MP . Then
RWc(w, τ ⊗ π0)|π = JWc(π)(a),
where a ∈ Sφ corresponding φτ .
(10). (Compatibility with Langlands quotients) Assume that
φ = φ1| · |s1F ⊕ · · · ⊕ φr| · |srF + φ0 ⊕ φ∨r | · |−srF ⊕ · · · ⊕ φ∨1 | · |−s1F ,
where
• φi is an irreducible tempered representation of WDF of dimension di;
• φ0 ∈ Φtemp(O(V2n0));
• s1 ≥ · · · ≥ sr > 0;
• d1 + · · ·+ dr + n0 = n.
We write τi to be the irreducible tempered representation of GLdi(F ) cor-
responding to φi, then the L-packet Πφ consists of the unique irreducible
quotients π of the standard modules
Ind
O(V •2n)
P (τ1| · |s1F ⊗ · · · ⊗ τr| · |srF ⊗ π0) ,
where P is a parabolic subgroup of O(V •2n) with Levi subgroup MP
∼=
GLk1(F ) × · · · × GLkr (F ) × O(V •2n0) and π0 runs over elements of Πφ0 .
Moreover, the natural embedding Sφ0 →֒ Sφ is an isomorphism and
JWc(π) = JWc(π0)
if we identify Sφ0 with Sφ via the above isomorphism.
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(11). The map respects standard γ-factor. Namely, we have
γ(s, π, χ, ψ) = γ(s, φ⊗ χ, ψ)
for π ∈ Πφ and any character χ of F×.
(12). The map respects Plancherel measures. Namely, we have
µψ(τs ⊗ π) = γ(s, φτ ⊗ φ∨, ψ) · γ(−s, φ∨τ ⊗ φ, ψ−1)
× γ(2s,∧2 ◦ φτ , ψ) · γ(−2s,∧2 ◦ φ∨τ , ψ−1)
for any π ∈ Πφ and τ ∈ Irr(GLk(F )) with L-parameter φτ .
The LLC for quasi-split even orthogonal groups has been proved by Arthur
[Art13] and was explicated in Atobe-Gan [AG17b]. More precisely, they proved
Theorem 4.5. Let V +2n = V2n be the orthogonal space associated to (d, 1).
(1). There exists a surjective
LA : Irr (O(V +2n)) −→ Φ (O(V2n)) ,
which is a finite-to-one map. For φ ∈ Φ(O(V2n)), we denote the inverse
image of φ by Πφ(O(V
+
2n)).
(2). For a Whittaker datum Wc of O(V
+
2n), there exists a canonical bijection
JAWc : Πφ(O(V +2n)) −→ ̂¯Sφ.
Moreover, the map LA and J A
Wc
satisfies all the other properties in Theorem
4.4.
Remark 4.6. 1. Mœglin [Mœg11, §1.4 Theorem 1.4.1] and Mœglin-Renard
[MR18] have partially extended Theorem 4.5 to pure inner forms as well,
though we are not sure if all the statements in Theorem 4.4 were verified
in their work.
2. When disc(V +2n) = d /∈ F×2, then as in 2.2, we have
V +2n
∼= V(d,1) ⊕Hm−1, V −2n ∼= V(d,c0) ⊕Hm−1
for a c0 /∈ NE/F (E×). In particular, both O(V +2n) and O(V −2n) are quasi-
split. Moreover, as in 2.5, we have an isomorphism
ιc0 : O(V
+
2n)
∼= O(V −2n).
For any π ∈ Irr(O(V +2n)), we may view π as an reprensentation of O(V −2n)
via the isomorphism ιc0 , to dinstingush it with representation π of O(V
+
2n),
we denote it by π˜. We may extend the map LA to Irr (O(V −2n)) by defining
LA : Irr (O(V −2n)) −→ Φ(O(V2n))
π˜ 7→ LA(π˜) := LA(π).
Let Πφ(O(V
−
2n)) be the the inverse image of φ under LA.
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• If c ∈ NE/F (E×), then Wψ,c is a Whittaker datum of O(V +2n), we
may extend the map J A
Wc
to Πφ(O(V
−
2n)) be defining
JA
Wc
(π˜) = JA
Wc
(π) ⊗ ηφχV ,c0 .
• If c /∈ NE/F (E×), then Wψ,c is a Whittaker datum of O(V −2n), we
define the map J A
Wc
to be
J A
Wc
(π) := JA
W1
(π)⊗ ηφχV ,c(π) for π ∈
⊔
V ±2n
Irr
(
O(V ±2n)
)
.
One can check that these extensions satisfy all the properties in Theorem
4.4. Hence when d /∈ F×2, Theorem 4.4 follows from Theorem 4.5 and
the constructions above. But our proof for Theorem 4.4 in later sections
will not use these constructions. In particular, it provides another way to
prove Theorem 4.4 for the case when d /∈ F×2.
We will use the local theta correspondence to construct the map L and JWc ,
and then prove they satisfy all the properties in Theorem 4.4. We will also prove
our classification coincides with Arthur’s in the quasi-split case, i.e.,
L|Irr(O(V +2n)) = L
A|Irr(O(V +2n)),
JWc |Πφ(O(V +2n)) = J
A
Wc
|Πφ(O(V +2n)) for c ∈ NE/F (E
×).
We emphasize that our proof for Theorem 4.4 relies on Theorem 4.2 and Theo-
rem 4.5.
The following sections are devoted to proving Theorem 4.4.
5 Construction
We construct the LLC for even orthogonal groups in this section. We first
construct the correspondence for tempered representations and then extend to
non-tempered representations by using the Langlands classification for p-adic
groups. Several properties in Theorem 4.4 will be proved along the way.
5.1 Construction of Lψ
Fix a non-trivial character ψ of F . Let V2n be a 2n-dimensional orthogonal
space with discriminant character χV . We will construct a map
Lψ :
⊔
V •2n
Irrtemp (O(V
•
2n)) −→ Φtemp(O(V2n)),
where V •2n runs over the 2n-dimensional orthogonal spaces with discriminant
character χV . Later in section 6, we will show that Lψ is independent of the
choice of ψ. So we get our desired L.
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For any π ∈ IrrtempO(V •2n), Consider the following two representations{
σ1 := θW2n,V •2n,ψ(π) of Sp(W2n);
σ2 := θW2n−2,V •2n,ψ(π ⊗ det) of Sp(W2n−2).
(5.1)
By the conservation relation 3.2, exactly one of σi is non-vanishing. We shall
attach a L-parameter to π in terms of the L-parameter of σi.
• Case I: If σ1 = θW2n,V •2n,ψ(π) 6= 0, then we have:
Lemma 5.1. Let φ+ be the L-parameter of σ1 = θW2n,V •2n,ψ(π). Then we have
χV ⊆ φ+.
Proof. By Theorem 3.7, we know that γ(s, σ, χV , ψ) has a pole at s = 1. On
the other hand, it follows from the Theorem 4.2 (8) that
γ(s, σ1, χV , ψ) = γ(s, φ
+ ⊗ χV , ψ).
So γ(s, φ+ ⊗ χV , ψ) has a pole at s = 1. Note that
γ(s, φ+ ⊗ χV , ψ) =ε(s, φ+ ⊗ χV , ψ)× L(1− s, (φ
+ ⊗ χV )∨)
L(s, φ+ ⊗ χV )
=ε(s, φ+ ⊗ χV , ψ)× L(1− s, φ
+ ⊗ χV )
L(s, φ+ ⊗ χV ) .
Since ε(s, φ+⊗χV , ψ) is holomorphic at s = 1 and L(s, φ+⊗χV ) is non-zero at
s = 1, we deduce that L(1− s, φ+ ⊗ χV ) has a pole at s = 1. Since φ+ ⊗ χV is
tempered, this implies that φ+ ⊗ χV contains the trivial representation, which
is equivalent to say φ+ contains χV .
In this case, we define the L-parameter of π to be
φ = (φ+ ⊗ χV )− 1.
• Case II: If σ2 = θW2n−2,V •2n,ψ(π ⊗ det) 6= 0, we simply define the L-
parameter of π to be
φ = (φ− ⊗ χV )⊕ 1,
where φ− is the L-parameter of σ2.
Note that we have φ ∈ Φ(O(V2n)) in both cases. Moreover, it follows from
Lemma 3.3 and Theoreom 4.2 (5) that both φ+ and φ− are tempered parame-
ters, so φ ∈ Φtemp(O(V2n)) in both cases. Combining these two cases, we defined
a map
Lψ :
⊔
V •2n
Irrtemp (O(V
•
2n)) −→ Φtemp(O(V2n)),
where V •2n runs over the 2n-dimensional orthogonal spaces with discriminant
character χV . For a parameter φ ∈ Φtemp(O(V2n)), we define the packet Πφ,ψ
to be the fiber L−1ψ (φ) and Πφ,ψ(O(V •2n)) = Πφ,ψ ∩ IrrtempO(V •2n).
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5.2 Local factors
So far we have associated a tempered L-parameter φ to every π ∈ Irrtemp(O(V •2n)).
We then show this assignment respects the standard γ-factors and the Plancherel
measures. These prove Theorem 4.4 (11) and (12) in the tempered case.
Lemma 5.2. Let π ∈ IrrtempO(V •2n) and Lψ(π) = φ. Let χ be a character of
F×. Then we have γ(s, π, χ, ψ) = γ(s, φ⊗ χ, ψ).
Proof. According to our construction, we need to consider two cases.
• Case I: If σ1 = θW2n,V •2n,ψ(π) 6= 0. It follows from Lemma 3.6 that
γ(s, σ1, χ, ψ)
γ(s, π, χχV , ψ)
= γ(s, χχV , ψ).
By Theorem 4.2 (8), we have
γ(s, σ1, χ, ψ) = γ(s, φ
+ ⊗ χ, ψ),
where φ+ = (φ⊗ χV )⊕ χV is the L-parameter of σ1. So
γ(s, π, χ, ψ) =
γ(s, σ1, χχ
−1
V , ψ)
γ(s, (χχ−1V )χV , ψ)
=
γ(s, φ+ ⊗ χχ−1V , ψ)
γ(s, χ, ψ)
= γ(s, φ⊗ χ, ψ).
• Case II: If σ2 = θW2n−2,V •2n,ψ(π ⊗ det) 6= 0. This follows from a similar
calculation in Case I and the fact
γ(s, π, χ, ψ) = γ(s, π ⊗ det, χ, ψ).
These two cases complete the proof.
Lemma 5.3. Let π ∈ IrrtempO(V •2n) and Lψ(π) = φ. Let τ be an irreducible
smooth representation of GLk(F ) and φτ be its L-parameter. Then we have
µψ (τs ⊗ π) = γ (s, φτ ⊗ φ∨, ψ) · γ (−s, φ∨τ ⊗ φ, ψ−1)
× γ (2s,∧2 ◦ φτ , ψ) · γ (−2s,∧2 ◦ φ∨τ , ψ−1) .
Proof. According to our construction, we need to consider two cases.
• Case I: If σ1 = θW2n,V •2n,ψ(π) 6= 0. It follows from theorem 3.8 that
µψ(τsχV ⊗ σ1)
µψ(τs ⊗ π) = γ(s, τ, ψ) · γ(−s, τ
∨, ψ−1).
Let φ+ be the L-parameter for σ1. Then by Theorem 4.2 (9), we have
µψ(τsχV ⊗ σ) = γ(s, φτχV ⊗ (φ+)∨, ψ) · γ(−s, φ∨τ χ−1V ⊗ φ+, ψ−1)
× γ(2s,∧2 ◦ (φτχV ), ψ).γ(−2s,∧2 ◦ (φ∨τ χ−1V ), ψ−1).
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So
µψ(τs ⊗ π) = µψ(τsχV ⊗ σ) · γ(s, τ, ψ)−1.γ(−s, τ∨, ψ−1)−1
= γ(s, φτχV ⊗ (φ+)∨, ψ) · γ(−s, φ∨τ χ−1V ⊗ φ+, ψ−1)
× γ(2s,∧2 ◦ (φτχV ), ψ) · γ(−2s,∧2 ◦ (φ∨τ χ−1V ), ψ−1)
× γ(s, φτ , ψ)−1 · γ(−s, φ∨τ , ψ−1)−1
= γ(s, φτ ⊗ φ∨, ψ).γ(−s, φ∨τ ⊗ φ, ψ−1)
× γ(2s,∧2 ◦ φτ , ψ).γ(−2s,∧2 ◦ φ∨τ , ψ−1).
Here we use φ+ = φ⊗ χV ⊕ χV .
• Case II: If σ2 = θW2n−2,V •2n,ψ(π ⊗ det) 6= 0. This follows by a similar
calculation as Case I and the fact
µψ(τs ⊗ π) = µψ(τs ⊗ (π ⊗ det))
in [GI14, Lemma B.1].
5.3 Counting sizes of packets
Our next goal is to attach a character of component group to each π ∈ Irrtemp(O(V •2n)).
To do this, we need some preparations. In this subsection we consider the be-
haviour of L-parameters under local theta correspondence and count the sizes
of L-packets.
The following lemma will be used later.
Lemma 5.4. Let G = O(V •2n) (resp. G = Sp(W2n)) and π1 and π2 (resp.
σ1 and σ2) be two irreducible tempered representations of G with Lψ(π1) =
φ1,Lψ(π2) = φ2 (resp. L(σ1) = φ1,L(σ2) = φ2). Assume that
µψ(τs ⊗ π1) = µψ(τs ⊗ π2),
µψ(τs ⊗ σ1) = µψ(τs ⊗ σ2)
for all k ≥ 1 and all irreducible smooth representation τ of GLk(F ). Then we
have
φ1 = φ2.
Proof. It follows Theorem 4.2 (9) and Lemma 5.3 that the map Lψ and L respect
the Plancherel measures, so we have
γ (s, φτ ⊗ φ∨1 , ψ) · γ (−s, φ∨τ ⊗ φ1, ψ−1) = γ (s, φτ ⊗ φ∨2 , ψ) · γ (−s, φ∨τ ⊗ φ2, ψ−1)
for any irreducible smooth representations τ of GLk(F ) with L-parameter φτ ,
then it follows from Lemma 4.1 that φ1 = φ2.
Next we prove the L-parameter of π and π⊗det are the same, which proves
the first part of Theorem 4.4 (8) for tempered representations.
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Proposition 5.5. Let π ∈ Irrtemp(O(V •2n)). Then we have
Lψ(π) = Lψ(π ⊗ det).
Proof. By [GI14, Lemma B.1], we know that
µψ(τs ⊗ π) = µψ(τs ⊗ (π ⊗ det))
for any k ≥ 1 and any irreducible smooth representations τ of GLk(F ). Then
this proposition follows from Lemma 5.4.
The next proposition describes the behaviour of L-parameters under the
local theta correspondence.
Proposition 5.6. (i) Let π ∈ Irrtemp (O(V •2n)) and Lψ(π) = φ.
• If σ := θW2n,V2n,ψ(π) 6= 0, then
L(σ) = (φ ⊗ χV )⊕ χV .
• If σ := θW2n,V2n,ψ(π ⊗ det) 6= 0, then
L(σ) = (φ ⊗ χV )⊕ χV .
(ii) Let σ ∈ Irrtemp (Sp(W2n−2)) and L(σ) = φ−. If π := θV •2n,W2n−2,ψ(σ) 6= 0,
then
Lψ(π) = (φ− ⊗ χV )⊕ 1.
Proof. We first prove (1). By Proposition 5.5, we have
Lψ(π ⊗ det) = Lψ(π) = φ.
Then (i) follows from our construction of Lψ. The proof for (ii) is similar.
The following corollary is a consequence of Proposition 5.6.
Corollary 5.7. (1) Let π ∈ Irrtemp (O(V •2n)) and Lψ(π) = φ. If 1 * φ. Then
we have
θW2n−2,V •2n,ψ(π) = θW2n−2,V •2n,ψ(π ⊗ det) = 0.
So by the conservation relation 3.2, both θW2n,V •2n,ψ(π) and θW2n,V •2n,ψ(π ⊗
det) are non-zero.
(2) Let σ ∈ Irrtemp Sp(W2n) and L(σ) = φ+. If χV * φ+, then
θV +2n,W2n,ψ
(σ) = θV −2n,W2n,ψ
(σ) = 0.
So by the conservation relation 3.2, both θV +2n+2,W2n,ψ
(σ) and θV −2n+2,W2n,ψ
(σ)
are non-zero.
28
Proposition 5.8. (i) Let π ∈ Irrtemp (O(V •2n)) and Lψ(π) = φ. If 1 ⊆ φ,
then exactly one of θW2n−2,V •2n,ψ(π) and θW2n−2,V •2n,ψ(π⊗det) is non-zero.
In particular, we have π ≇ π ⊗ det in this case.
(ii) Let σ ∈ Irrtemp (Sp(W2n)) and L(σ) = φ+. If χV ⊆ φ+, then exactly one
of θV +2n,W2n,ψ
(σ) and θV −2n,W2n,ψ
(σ) is non-zero.
Proof. We first prove (i). Put
φ+ = (φ⊗ χV )⊕ χV , φ− = (φ⊗ χV )− χV .
We define a map:
θψ,2n :
⊔
V •2n
Irrtemp (O(V
•
2n)) −→ Irrtemp (Sp(W2n))
by
θψ,2n(π) =
{
θW2n,V •2n,ψ(π) if θW2n,V •2n,ψ(π) 6= 0,
θW2n,V •2n,ψ(π ⊗ det) otherwise.
Then θψ,2n(π) is non-zero by the conservation relation 3.2. By Proposition 5.6,
the restriction of θψ,2n to the packet Πφ,ψ gives
θψ,2n : Πφ,ψ −→ Πφ+ . (5.2)
It follows from the Howe duality that
θψ,2n(π1) 6= θψ,2n(π2) if π1 6= π2 and π1 6= π2 ⊗ det . (5.3)
So for every σ ∈ Πφ+ , the fibre θ−1ψ,2n(σ) contains at most two elements.
Next we shall separate into two cases according to 1⊕ 1 ⊆ φ or not.
• Case I: If 1⊕ 1 ⊆ φ, then χV ⊆ φ−. Define
θψ,2n−2 : Irrtemp (Sp(W2n−2)) −→
⊔
V •2n
Irrtemp (O(V
•
2n))
by
θψ,2n−2(σ) =
{
θV +2n,W2n−2,ψ
(σ) if θV +2n,W2n−2,ψ
(σ) 6= 0,
θV −2n,W2n−2,ψ
(σ) otherwise.
Then θψ,2n−2(σ) is non-zero by the conservation relation 3.2. By Proposition
5.6, the restriction of θψ,2n−2 to the packet Πφ− gives
θψ,2n−2 : Πφ− −→ Πφ,ψ. (5.4)
Moreover, it follows from the Howe duality and the conservation relation 3.2
that
θψ,2n−2(σ1) 6= θψ,2n−2(σ2) if σ1 6= σ2,
θψ,2n−2(σ1) 6= θψ,2n−2(σ2)⊗ det for all σ1, σ2.
(5.5)
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So the image of Πφ− under θψ,2n−2 is at most half size of Πφ,ψ. Composing 5.2
and 5.4, we get
θψ,2n ◦ θψ,2n−2 : Πφ− −→ Πφ+ .
It follows from 5.3 and 5.5 that θψ,2n ◦ θψ,2n−2 is injective. On the other hand,
since 1⊕1 ⊆ φ, the inclusion map Sφ− →֒ Sφ+ is an isomorphism, then it follows
from Theorem 4.2 (2) that
|Πφ− | = |̂¯Sφ− | = |̂¯Sφ+ | = |Πφ+ |. (5.6)
Hence θψ,2n ◦ θψ,2n−2 is a bijection. From the surjectivity of θψ,2n and 5.3, we
deduce
|Πφ,ψ | ≤ 2|Πφ+ |.
On the other hand, it follows from 5.5 that
|Πφ,ψ| ≥ 2|Πφ− |.
Combining 5.6 and these inequalities, we deduce
|Πφ,ψ| = 2|Πφ+ | = 2|Πφ− | = 2|̂¯Sφ− | = |Ŝφ|.
Hence for π ∈ Πφ,ψ, exactly one of π and π⊗det is in the image of θψ,2n−2, this
proves Case I.
• Case II: If 1⊕ 1 * φ, then χV * φ−. We define a map
θ+ψ,2n−2 ⊔ θ−ψ,2n−2 : Πφ− ⊔ Πφ− −→ Πφ,ψ (5.7)
by {
σ 7→ θV +2n,W2n−2,ψ(σ) for σ in the first copy of Πφ− ,
σ 7→ θV −2n,W2n−2,ψ(σ) for σ in the second copy of Πφ− .
Since χV * φ−, both θV +2n,W2n−2,ψ(σ) and θV −2n,W2n−2,ψ(σ) are non-zero by Corol-
lary 5.7, hence the map θ+ψ,2n−2 ⊔ θ−ψ,2n−2 is well defined. Again, it follows from
the Howe duality and the conservation relation 3.2 that(
θ+ψ,2n−2 ⊔ θ−ψ,2n−2
)
(σ1) 6=
(
θ+ψ,2n−2 ⊔ θ−ψ,2n−2
)
(σ2) if σ1 6= σ2,(
θ+ψ,2n−2 ⊔ θ−ψ,2n−2
)
(σ1) 6=
(
θ+ψ,2n−2 ⊔ θ−ψ,2n−2
)
(σ2)⊗ det for all σ1, σ2.
(5.8)
Composing 5.2and 5.7, we get
θψ,2n ◦ (θ+ψ,2n−2 ⊔ θ−ψ,2n−2) : Πφ− ⊔ Πφ− −→ Πφ+ ,
and it follows from 5.3 and 5.8 that θψ,2n◦(θ+ψ,2n−2⊔θ−ψ,2n−2) is injective. On the
other hand, we have |Sφ+ | = 2|Sφ− | in this case, then it follows from Theorem
4.2 (2) that
2|Πφ− | = 2|̂¯Sφ− | = |̂¯Sφ+ | = |Πφ+ |. (5.9)
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So θψ,2n ◦ (θ+ψ,2n−2 ⊔ θ−ψ,2n−2) is an bijection. Similar to Case I, together with
5.3 and 5.8, we deduce
|Πφ,ψ| = |Πφ+ | = 2|Πφ− | = 2|̂¯Sφ− | = |Ŝφ|.
Hence for π ∈ Πφ,ψ, exactly one of π and π ⊗ det is in the image of (θ+ψ,2n−2 ⊔
θ−ψ,2n−2), this proves Case II.
The proof for (ii) is similar.
As a consequence of the Corollary 5.7 and Proposition 5.8, we can count the
sizes of the fibers of Lψ .
Corollary 5.9. Let φ ∈ Φtemp(O(V2n)). Then the size of the packet Πφ,ψ is
exactly the same with the size of Ŝφ.
Proof. The case when 1 ⊆ φ follows directly from the proof of Proposition 5.8.
So it sufficient to prove the case when 1 * φ. We define
θψ,2n :
⊔
V •2n
Irrtemp (O(V
•
2n)) −→ Irrtemp (Sp(W2n))
π 7→ θW2n,V •2n,ψ(π).
By Propsition 5.6, Proposition 5.8 and the Howe duality we deduce that the
restriction of θψ,2n to Πφ,ψ gives a bijection
θψ,2n : Πφ,ψ → Πφ+ , (5.10)
where φ+ = (φ⊗ χV )⊕ χV . It follows from Theorem 4.2 (2) that
|Πφ+ | = |̂¯Sφ+ | = 12 |Ŝφ+ |. (5.11)
On the other hand, since 1 * φ, we deduce
Sφ+ ∼= Sφ ⊕ (Z/2Z)e and |Ŝφ| =
1
2
|Ŝφ+ |, (5.12)
where e correspond to χV ⊆ φ+. Combining 5.10,5.11 and 5.12, we deduce
|Πφ,ψ| = |Πφ+ | =
1
2
|Ŝφ+ | = |Ŝφ|.
This finishes the proof.
5.4 Construction of J ψWc
Given a tempered parameter φ ∈ ΦtempO(V2n), we have shown that the size
of the packet Πφ,ψ equals the size of Ŝφ. For each Whittaker datum Wc of⊔
V •2n
O(V •2n), we are going to define a bijection
J ψ
Wc
: Πφ,ψ −→ Ŝφ
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in this subsection. We will prove J ψ
Wc
is independent of the choice of ψ in
section 6, hence get our desired JWc .
Fix a Whittaker datum Wψ,c of
⊔
V •2n
O(V •2n), we shall construct J ψWc ac-
cording to 1 ⊆ φ or not.
• Case I: If 1 * φ, then by 5.10, we know that
θψ,2n : Πφ,ψ → Πφ+
π 7→ σ = θW2n,V •2n,ψ(π)
(5.13)
is a bijection, where φ+ = (φ⊗ χV )⊕ χV . On the other hand, we have
Sφ+ ∼= Sφ ⊕ (Z/2Z)e,
where e is the element corresponding to χV ⊆ φ+. This induces an isomorphism
ℓ : Sφ →֒ Sφ+ ։ S¯φ+ . (5.14)
For π ∈ Πφ,ψ , we define
J ψ
Wc
(π) := ℓ∗(JW′
ψ,c
(σ)),
where σ = θψ,2n(π) in 5.13.
Note that in this case, the following diagram
Πφ+ ̂¯Sφ+
Πφ,ψ Ŝφ
...................................................................................................
.
JW′
ψ,c
...
...
...
...
...
...
...
...
...
...
...
...
........
θψ,2n
........................................
..
ℓ∗
................................................................................................................................................................................................................................
.
J ψ
Wc
is commutative and every arrow in this diagram is a bijection.
• Case II: If 1 ⊆ φ. Let φ+ = (φ⊗ χV )⊕ χV . Then the map
ℓ : Sφ →֒ Sφ+ ։ S¯φ+ (5.15)
is surjective with kernel isomorphic to Z/2Z. Let Π+φ,ψ be the subset of all
representations π ∈ Πφ,ψ such that θW2n,V •2n,ψ(π) 6= 0. By Proposition 5.8,
π ≇ π ⊗ det for π ∈ Πφ,ψ
and exactly one of π and π ⊗ det lies in Π+φ,ψ, so Π+φ,ψ is half the size of Πφ,ψ.
It follows from Proposition 5.6 and Proposition 5.8 that the map
θψ,2n : Π
+
φ,ψ −→ Πφ+
π 7→ σ = θW2n,V •2n,ψ(π)
(5.16)
is a bijection. For each π ∈ Π+φ,ψ, we define
J ψ
Wc
(π) := ℓ∗(JW′
ψ,c
(σ)),
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where σ = θψ,2n(π) in 5.16.
Next we define J ψ
Wc
on the other half of Πφ,ψ. If π /∈ Π+φ,ψ, then π ⊗ det ∈
Π+φ,ψ by the conservation relation 3.2. We define
J ψ
Wc
(π) := J ψ
Wc
(π ⊗ det)⊗ κφ,
where κφ is defined by 4.2. It is easy to check that the map
J ψ
Wc
: Πφ,ψ −→ Ŝφ
we construct is an bijection in this case.
Combining these two cases, we deduce that our construction satisfies Theo-
rem 4.4 (2) for tempered representations:
Proposition 5.10. Let φ ∈ Φtemp(O(V2n)). For each Whittaker datum Wc of⊔
V •2n
O(V •2n), the map
J ψ
Wc
: Πφ,ψ −→ Ŝφ
is a bijection.
5.5 From tempered to non-tempered
So far, we have attached an L-parameter and a character of component group
for π ∈ IrrtempO(V2n). In this subsection, we will extend this construction to
non-tempered representations, using the Langlands classification.
Let π ∈ Irr(O(V2n)), by Langlands classification for p-adic groups [Sil78],
[Kon03]. We know that π is the unique irreducible quotient of the standard
module
Ind
O(V2n)
P (τ1| · |s1F ⊗ · · · ⊗ τr| · |srF ⊗ π0) ,
where
• P is a parabolic subgroup of O(V2n) with Levi component GLk1(F )×· · ·×
GLkr (F )×O(V2n0);
• τi is an irreducible tempered representation of GLki(F ) for i = 1, · · · , r;
• π0 is an irreducible tempered representation of O(V2n0);
• n = k1 + · · · kr + n0 and s1 > · · · > sr > 0.
Then we define
Lψ(π) := φ1| · |s1 ⊕ · · · ⊕ φr| · |sr ⊕ φ0 ⊕ φ∨r | · |−sr ⊕ · · · ⊕ φ∨1 | · |−s1 ,
where φi is the L-parameter of τi and φ0 = Lψ(π0). The natural embedding
Sφ0 →֒ Sφ is an isomorphism in this case and we identify Sφ with Sφ0 via this
isomorphism. For a Whittaker datum Wc of
⊔
V •2n
O(V •2n), we define
J ψ
Wc
(π) := J ψ
Wc
(π0).
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Since the standard module is unique up to Weyl group conjugation, the maps
Lψ and J ψWc are well defined. It then follows from this construction that
Proposition 5.11. For each Whittaker datum Wc of
⊔
V •2n
O(V •2n), the maps
Lψ and J ψWc we constructed are compatible with Langlands quotients, i.e., satisfy
Theorem 4.4 (10).
We first extend Proposition 5.10 from tempered representations to general
cases.
Proposition 5.12. For each Whittaker datum Wc of
⊔
V •2n
O(V •2n), the map
J ψ
Wc
: Πφ,ψ −→ Ŝφ
is a bijection. Hence Theorem 4.4 (2) holds for our construction.
Proof. We have proved this for φ ∈ Φtemp(O(V2n)) in Proposition 5.10. The
general cases follows from the tempered cases and our construction in this sub-
section.
We then extend Lemma 5.2 and Lemma 5.3 to general cases.
Proposition 5.13. The map Lψ we constructed respect the standard γ-factor
and the Plancherel measures, i.e., it satisfies Theorem 4.4 (11) and (12).
Proof. We have proved this for tempered representations in Lemma 5.2 and
Lemma 5.3. The general case follows from the tempered case and multiplicativ-
ity of the standard γ-factors [LR05] & Plancherel measures [GI14, Section 10.2,
Appendix B.5].
5.6 Some Properties
We shall prove the LLC we constructed satisfy Theorem 4.4 (4) and (5) in this
subsection.
Proposition 5.14. Let π ∈ Πφ,ψ and Wc1 ,Wc2 be two Whittaker data of⊔
V •2n
(O(V •2n)). We have
J ψ
Wc2
(π) = J ψ
Wc1
(π)⊗ ηφχV ,c2/c1 ,
where φχV = φ ⊗ χV and ηφχV ,c2/c1 is defined in 4.4. Hence Theorem 4.4 (4)
holds for our construction.
Proof. By Proposition 5.11, it is enough to prove the case when φ ∈ Φtemp(O(V2n)).
Let π ∈ Πφ,ψ(O(V •2n)). We divided it into two cases:
• Case I: If θW2n,V •2n,ψ(π) 6= 0. Let σ = θW2n,V •2n,ψ(π) and φ+ be the L-
parameter of σ. Then by Proposition 5.6,
φ+ = (φ⊗ χV )⊕ χV .
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Moreover, by our construction of J ψ
Wc
, we have
J ψ
Wc1
(π) = ℓ∗(JW′
ψ,c1
(σ)),
J ψ
Wc2
(π) = ℓ∗(JW′
ψ,c2
(σ)),
where ℓ : Sφ → S¯φ+ is the isomorphism in 5.14. It follows from Theorem 4.2
(4) that
JW′
ψ,c2
(σ) = JW′
ψ,c1
(σ) ⊗ ηφ+,c2/c1 .
Hence
J ψ
Wc2
(π) =ℓ∗(JW′
ψ,c2
(σ)) = ℓ∗(JW′
ψ,c1
(σ)⊗ ηφ+,c2/c1) = J ψWc1 (π)⊗ ηφχV ,c2/c1 .
• Case II: If θW2n,V •2n,ψ(π) = 0, then θW2n,V •2n,ψ(π ⊗ det) 6= 0 by the conser-
vation relation 3.2. Hence by Case I,
J ψ
Wc2
(π ⊗ det) = J ψ
Wc1
(π ⊗ det)⊗ ηφχV ,c2/c1 . (5.17)
On the other hand, by our construction of J ψ
Wc
, we have
J ψ
Wc1
(π) = J ψ
Wc1
(π ⊗ det)⊗ κφ,
J ψ
Wc2
(π) = J ψ
Wc2
(π ⊗ det)⊗ κφ.
(5.18)
So by 5.17 and 5.18, we deduce
J ψ
Wc2
(π) = J ψ
Wc1
(π) ⊗ ηφχV ,c2/c1
as desired.
Proposition 5.15. Let π ∈ Irr(O(V2n)). Then we have
(i) π ∈ Irrtemp(O(V2n)) iff φ = Lψ(π) ∈ Φtemp(O(V2n));
(ii) π is a discrete series representation iff φ = Lψ(π) ∈ Φdisc(O(V2n)).
Hence Theorem 4.4 (5) holds for our construction.
Proof. (i) automatically follows from our construction. We then prove (ii).
First, we prove π ∈ Πφ,ψ is a discrete series representation if φ is a discrete
parameter. We prove this according to 1 ⊆ φ or not.
• Case I: If 1 * φ, then by Proposition 5.6 and Corollary 5.7, we have
σ = θW2n,V2n,ψ(π) 6= 0
and the L-parameter of σ is
φ+ = (φ⊗ χV )⊕ χV .
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Since φ is a discrete parameter and 1 * φ, we deduce that φ+ is also a discrete
parameter, then σ is a discrete series representation of Sp(W2n) by Theorem 4.2
(5). It then follows from Lemma 3.4 that π = θV2n,W2n,ψ(σ) is a discrete series
representation of O(V2n).
• Case II: If 1 ⊆ φ, then by Proposition 5.8, exactly one of
θW2n−2,V2n,ψ(π) and θW2n−2,V2n,ψ(π ⊗ det)
is nonzero. Since π is a discrete series representation iff π ⊗ det is a discrete
series representation, without loss of generality, we may assume that
θW2n−2,V2n,ψ(π) 6= 0.
Let σ = θW2n−2,V2n,ψ(π). Then by Proposition 5.6, the L-parameter of σ is
φ− = (φ ⊗ χV )− χV .
Since φ is a discrete parameter, so is φ−. So it follows from Theorem 4.2 (5)
that σ is a discrete series representation of Sp(W2n−2). Note that 1 ⊕ 1 * φ
since φ is a discrete parameter, hence χV * φ+. It follows from Corollary 5.7
that
θV2n−2,W2n−2,ψ(σ) = 0.
Then by Lemma 3.4, π = θV2n,W2n−2,ψ(σ) 6= 0 is a discrete series representation
of O(V2n).
Next, for π ∈ Irrtemp(O(V2n)), we prove φ = Lψ(π) is a discrete parameter
if π is a discrete series representation. We also prove this according to 1 ⊆ φ or
not:
• Case I: If 1 * φ, then by Corollary 5.7, we have
θW2n−2,V2n,ψ(π) = 0 and θW2n,V2n,ψ(π) 6= 0.
Let σ = θW2n,V2n,ψ(π) and φ
+ be the L-parameter of σ. Then σ is a discrete
series representation of Sp(W2n) by Lemma 3.4. Hence φ
+ is a discrete param-
eter by Theorem 4.2 (5). On the other hand, it follows from Proposition 5.6
that
φ = (φ+ ⊗ χV )− χV .
So φ is also a discrete parameter.
• Case II: If 1 ⊆ φ, then by Proposition 5.8, exactly one of
θW2n−2,V2n,ψ(π) and θW2n−2,V2n,ψ(π ⊗ det)
is non-zero. Since
Lψ(π) = Lψ(π ⊗ det),
without loss of generality, we may assume
θW2n−2,V2n,ψ(π ⊗ det) = 0 and θW2n−2,V2n,ψ(π) 6= 0. (5.19)
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Let σ = θW2n−2,V2n,ψ(π) and φ
− be the L-parameter of σ. It follows from Lemma
3.4 that σ is a discrete series representation of Sp(W2n−2). Then by Theorem
4.2 (5), φ− is a discrete parameter. Note that by Proposition 5.6, we have
φ = (φ− ⊗ χV )⊕ 1. (5.20)
We shall prove that χV * φ−, which will imply φ is a discrete parameter by
5.20. We prove it by contradiction. Suppose χV ⊆ φ−, then by the conservation
relation 3.2, Corollary 5.8 and 5.19, we have
θV2n−2,W2n−2,ψ(σ) 6= 0.
But by Lemma 3.4, this will imply π = θV2n,W2n−2,ψ(σ) is a tempered but
not discrete series representation, which contradicts with our assumption. This
completes the proof.
6 Variation of ψ
We shall prove that Lψ and J ψWc are independent of the choice of ψ in this
section. Note that every non-trivial additive character of F is of the form ψa
for some a ∈ F×.
The method is to study the behaviour of theta correspondence under the
change of ψ. More precisely, we would like to compare θW2n,V2n,ψa(π) and
θW2n,V2n,ψ(π) for π ∈ Irr(O(V2n)) and a ∈ F×. For any σ ∈ Irr(Sp(W2n)), let
σδa ∈ Irr(Sp(W2n)) be defined in 4.9.
Lemma 6.1. Let π ∈ Irr (O(V2n)) and a ∈ F×. We have
θW2n,V2n,ψa(π) = (θW2n,V2n,ψ(π))
δa .
Proof. See [Kud96, II Corollary 6.2] and [Kud96, IV Proposition 1.9]
Proposition 6.2. For π ∈ Irr (O(V2n)) and a ∈ F×, we have
(i) Lψ(π) = Lψa(π);
(ii) J ψ
Wc
(π) = J ψa
Wc
(π).
Proof. Since the LLC we construct is compatible with the Langlands classifica-
tions, it is enough to prove these for tempered representations. Hence we may
assume that π ∈ Irrtemp (O(V2n)). We divided into two cases:
• Case I: If θW2n,V2n,ψ(π) 6= 0. Let σ = θW2n,V2n,ψ(π). Then by Lemma 6.1,
we have
θW2n,V2n,ψa(π) = (θW2n,V2n,ψ(π))
δa = σδa .
It follows from 4.10 that the L-parameters for σ and σδa are the same. Then
by our constructions of Lψ and Lψa , we have
Lψ(π) = Lψa(π).
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Next we consider the map J ψ
Wc
. By our constructions of J ψ
Wc
and J ψa
Wc
, we have
J ψ
Wc
(π) =ℓ∗
(
JW′
ψ,c
(σ)
)
J ψa
Wc
(π) =ℓ∗
(
JW′
ψa,c
(σδa)
)
,
(6.1)
where ℓ : Sφ → S¯φ+ is defined in 5.14. By 4.10, we have
JW′
ψa,c
(σδa) = JW′
ψ,c
(σ). (6.2)
So J ψ
Wc
(π) = J ψa
Wc
(π) by 6.1 and 6.2.
• Case II: If θW2n,V2n,ψ(π) = 0, then θW2n,V2n,ψ(π ⊗ det) 6= 0 by the conser-
vation relation 3.2. Hence, by Case I, we have
Lψ(π ⊗ det) =Lψa(π ⊗ det),
J ψ
Wc
(π ⊗ det) =J ψa
Wc
(π ⊗ det).
On the other hand, it follows from Proposition 5.5 and our construction of J ψ
Wc
that
Lψ(π ⊗ det) =Lψ(π),
J ψ
Wc
(π ⊗ det) =J ψ
Wc
(π)⊗ κφ.
Hence (i) and (ii) also hold for Case II.
Since the map Lψ and J ψWc does not depend on the choice of ψ, we may
drop the symbol ψ and denote them by L and JWc . These give the desired LLC
for even orthogonal groups.
So far we have constructed the map L and JWc for each Whittaker datum
Wc of
⊔
V •2n
O(V2n). We also proved this construction satisfies Theorem 4.4 (1),
(2), (4), (5), (10), (11), (12).
7 Preparations for local intertwining relation
Our next goal is to prove our construction satisfies the local intertwining rela-
tion. In this section, we do some preparations. We first recall the definition of
normalized intertwining operators, and then construct an important equivariant
map, which is key to the proof.
7.1 Normalized intertwining operators
In this subsection, we define the normalized intertwining operators. We mainly
follow [Art13], [AG17b] and [Ato18].
Let V = V2n be a 2n-dimensional orthogonal space with discriminant d ∈
F×/F×2 and discriminant character χV . Let W = W2n be a 2n-dimensional
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symplectic space. Let r be the Witt index of V and k be a positive integer with
k ≤ r. As in section 2.3, we put
V = X ⊕ V0 ⊕X∨, W = Y ⊕W0 ⊕ Y ∨
with X = Xk, X
∨ = X∨k and Y = Yk, Y
∨ = Y ∨k . Hence dim(V0) = dim(W0) =
2n − 2k. Let P = Pk = MPUP and Q = Qk = MQUQ be the parabolic
subgroups defined in section 2.3 such that
MP ∼= GL(X)× O(V0), MQ ∼= GL(Y )× Sp(W0).
Using the basis {v1, . . . , vk} of X (resp. {w1, . . . , wk} of Y ), we identify GL(X)
(resp. GL(Y )) with GLk(F ). Hence we can define an isomorphism i : GL(X)→
GL(Y ) via these identifications.
Let τ be an irreducible tempered representation of GLk(F ) on a space Vτ
with a central character ωτ . We may regard τ as a representation of GL(X) or
GL(Y ) via the above identifications. For any s ∈ C, we realize the representation
τs := τ ⊗ | det |sF on Vτ by setting τs(a)v := | det(a)|sF τ(a)v for all v ∈ Vτ and
a ∈ GLk(F ). Let π0 (resp. σ0) be an irreducible tempered representation of
O(V0) (resp. Sp(W0)) on a space Vπ0 (resp. Vσ0). We consider the induced
representations
Ind
O(V )
P (τs ⊗ π0) and IndSp(W )Q (τs ⊗ σ0)
of O(V ) and Sp(W ). They are realized on the spaces of smooth functions
Ψs : O(V )→ Vτ ⊗ Vπ0 and Φs : Sp (W )→ Vτ ⊗ Vσ0
such that
Ψs (uPmP (a)h0h) = | det(a)|s+ρPF τ(a)π0(h0)Ψs (h) ,
Φs (uQmQ (a
′) g0g) = |det (a′)|s+ρQF τ (a′)σ0(g0)Φs (g)
for any uP ∈ UP , a ∈ GL(X), h0 ∈ O(V0), h ∈ O(V ) (resp. uQ ∈ UQ, a′ ∈
GL(Y ), g0 ∈ Sp(W0), g ∈ Sp(W )). Let AP (resp. AQ) be the split component of
the center of MP (resp. MQ) and W (MP ) = NO(V )(AP )/MP (resp. W (MQ) =
NSp(W )(AQ)/MQ) be the relative Weyl group for MP (resp. MQ). Note that
W (MP ) ∼=W (MQ) ∼= Z/2Z.
We denote by w (resp. w′) the non-trivial element in W (MP ) (resp. W (MQ)).
For any representative w˜ ∈ O(V ) of w (resp. w˜′ ∈ Sp(W ) of w′), we define an
unnormalized intertwining operator
M (w˜, τs ⊗ π0) : IndO(V )P (τs ⊗ π0) −→ IndO(V )P (w (τs ⊗ π0)) ,
M (w˜′, τs ⊗ σ) : IndSp(W )Q (τs ⊗ σ0) −→ IndSp(W )Q (w′ (τs ⊗ σ0))
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by (the meromorphic continuations of) the integrals
M (w˜, τs ⊗ π0)Ψs (h) =
∫
UP
Ψs
(
w˜−1uPh
)
duP ,
M (w˜′, τs ⊗ σ0)Φs (g) =
∫
UQ
Φs
(
w˜′−1uQg
)
duQ,
where duP and duQ are the Haar measures given in [Ato18, §6.3]) and w (τs ⊗ π0)
(resp. w′ (τs ⊗ σ0)) is the representation of MP on Vτ ⊗ Vπ0 (resp. MQ on
Vτ ⊗ Vσ0) given by
w (τs ⊗ π0) (mP ) = (τs ⊗ π0)
(
w˜−1mP w˜
)
,
w′ (τs ⊗ σ0) (mQ) = (τs ⊗ σ0)
(
w˜′−1mQw˜
′
)
for mP ∈MP (resp. mQ ∈MQ).
We shall normalize the intertwining operatorsM (w˜, τs ⊗ π0) andM (w˜′, τs ⊗ σ)
depending on the choice of Whittaker data. Having fixed the additive character
ψ of F, for any c ∈ F×/F×2, we use the Whittaker datum Wc of
⊔
V •2n
O(V •2n)
and W′ψ,1 of Sp(W2n) as in subsection 4.2. The normalized intertwining opera-
tors
RWc(w, τs ⊗ π0) : IndO(V )P (τs ⊗ π0)→ IndO(V )P (w(τs ⊗ π0)) ,
RW′
ψ,1
(w′, τs ⊗ σ0) : IndSp(W )Q (τs ⊗ σ0)→ IndSp(W )Q (w′(τs ⊗ σ0))
will be defined as follows:
RWc(w, τs ⊗ π0)Ψs(h) = ǫ(V )k · χV (c)k · |c|kρPF · r(w, τs ⊗ π0)−1 ·M(w˜c, τs ⊗ π0)Ψs(h),
RW′
ψ,1
(w′, τs ⊗ σ0)Φs(g) = r(w′, τs ⊗ σ0)−1 · M(w˜′1, τs ⊗ σ0)Φs(g),
where
• ǫ(V ) is the normalized Hasse-Witt invariant of V = V2n.
• w˜c and w˜′1 are defined by
w˜c = wP ·mP (c · a) ·
(
(−1)k1V0
)
,
w˜′1 = wQ ·mQ (a′) ·
(
(−1)k1W0
)
,
(7.1)
where a ∈ GLk(F ) ∼= GL(X) (resp. a′ ∈ GLk(F ) ∼= GL(Y )) is given by
a =
 (−1)
n−k+1
. .
.
(−1)n
 , a′ =
 (−1)
n−k+1
. .
.
(−1)n
 .
Note that
det(w˜c) = det(wP ) · det (mP (c · a)) · det
(
(−1)k1V0
)
) = (−1)k. (7.2)
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• Following [Art13], [Ato18, §6.2] and [AG17b, §3.7], r (w, τs ⊗ π0) and r (w′, τs ⊗ σ0)
are defined as
r (w, τs ⊗ π0) = λ(E/F, ψ)k × L (s, φτ ⊗ φπ0)
ε (s, φτ ⊗ φπ0 , ψ)L (1 + s, φτ ⊗ φπ0)
× L
(
2s,∧2 ◦ φτ
)
ε (2s,∧2 ◦ φτ , ψ)L (1 + 2s,∧2 ◦ φτ ) ,
r (w′, τs ⊗ σ0) = L (s, φτ ⊗ φσ0)
ε (s, φτ ⊗ φσ0 , ψ)L (1 + s, φτ ⊗ φσ0 )
× L
(
2s,∧2 ◦ φτ
)
ε (2s,∧2 ◦ φτ , ψ)L (1 + 2s,∧2 ◦ φτ ) ,
(7.3)
where λ(E/F, ψ) is the Langlands λ-factor associated to E = F (
√
d),
φτ , φσ0 and φπ0 are the L-parameters for τ, σ0 and π0 respectively. Note
that
λ(E/F, ψ)2 = χV (−1). (7.4)
Remark 7.1. 1. The representatives w˜c and w˜
′
1 are choosen according to an
F -splittings of O(V ) and Sp(W ); see [Ato18, §6.2] for details.
2. In Arthur [Art13], the Haar measures of uP and uQ are choosen with re-
spect to an F -splittings of O(V ) and Sp(W ). Readers can consult [Ato18,
§6.3] for details. The factors |c|kρP appears because of the different choices
of Haar measures.
Lemma 7.2. RWc (w, τs ⊗ π0) and RW′ψ,1 (w′, τs ⊗ σ0) are holomorphic at s =
0 and
RWc (w,w(τs ⊗ π0)) ◦ RWc (w, τs ⊗ π0) = 1,
RW′
ψ,1
(w′, w′(τs ⊗ σ0)) ◦ RW′
ψ,1
(w′, τs ⊗ σ0) = 1.
Proof. The case when G is symplectic group or quasi-split even orthogonal group
is proved in [Art13, Proposition 2.3.1]. When G is even orthogonal group, we
will give a proof in Appendix B.1 based on the explicit formula for Plancherel
measures.
Now assume that w(τ ⊗π0) ∼= τ ⊗π0 and w′(τ ⊗σ0) ∼= τ ⊗σ0, both of which
are equivalent to τ∨ ∼= τ . We take
Aw = Aτ,w ⊗ 1Vpi0 : Vτ ⊗ Vπ0 → Vτ ⊗ Vπ0 ,
Aw′ = Aτ,w′ ⊗ 1Vσ0 : Vτ ⊗ Vσ0 → Vτ ⊗ Vσ0
be the unique intertwining isomorphism such that
• for any mP ∈MP ,mQ ∈MQ,
Aw ◦ w(τ ⊗ π0)(mP ) = (τ ⊗ π0)(mP ) ◦ Aw
Aw′ ◦ w′(τ ⊗ σ0)(mQ) = (τ ⊗ σ0)(mQ) ◦ Aw′ ;
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• Λ ◦Aτ,w = Λ and Λ ◦Aτ,w′ = Λ for a fixed non-zero Whittaker functional
Λ on Vτ with respect to the Whittaker datum (Bk, ψUk) , where Bk is the
Borel subgroup consisting of upper triangular matrices in GLk(F ) and
ψUk is the generic character of the unipotent radical Uk of Bk given by
ψUk(x) = ψ (x1,2 + · · ·+ xk−1,k). Here we identify GL(X) and GL(Y )
with GLk(F ) via the identification in the beginning of this subsection.
Note that A2w = 1Vτ⊗Vpi0 and A2w′ = 1Vτ⊗Vσ0 . We define the self-intertiwining
operators
RWc(w, τ ⊗ π0) : IndO(V )P (τ ⊗ π0)→ IndO(V )P (τ ⊗ π0),
RW′
ψ,1
(w′, τ ⊗ σ0) : IndSp(W )Q (τ ⊗ σ0)→ IndSp(W )Q (τ ⊗ σ0)
by
RWc(w, τ ⊗ π0)Ψ(h) = Aw (RWc(w, τs ⊗ π0)Ψs(h)|s=0) ,
RW′
ψ,1
(w′, τ ⊗ σ0)Φ(g) = Aw′
(
RW′
ψ,1
(w′, τs ⊗ σ0)Φs(g)|s=0
)
,
(7.5)
where Ψs ∈ IndO(V )P (τs ⊗ π0) and Φs ∈ IndSp(W )Q (τs ⊗ σ0) are holomorphic
sections satisfying Ψs|s=0 = Ψ and Φs|s=0 = Φ respectively. By Lemma 7.2 and
our construction, we have
RWc(w, τ ⊗ π0)2 = 1,
RW′
ψ,1
(w′, τ ⊗ σ0)2 = 1.
(7.6)
Remark 7.3. 1. The definition of the self-intertwining operator RWc(w, τ⊗
π0) involves the additive character ψ, but an easy computation shows that
different choices of ψ give the same RWc(w, τ⊗π0), so RWc(w, τ⊗π0) only
depends on the choice of Whittaker datum Wc of
⊔
V •2n
O(V •2n). Similarly,
one can show
RW′
ψa,1
(w′, τ ⊗ σ0) = RW′
ψ,1
(w′, τ ⊗ σ0) · ωτ (a)
for any a ∈ F×. In particular,
RW′
ψa,1
(w′, τ ⊗ σ0) = RW′
ψ,1
(w′, τ ⊗ σ0) if a ∈ F×2,
so RW′
ψ,1
(w′, τ ⊗ σ0) depends only on the choice of the Whittaker datum
W′ψ,1 of Sp(W2n).
2. Following [GI16, §7.3], we could also use the normalizing factors r (w, τs ⊗ π0)
and r (w′, τs ⊗ σ0) defined by
r (w, τs ⊗ π0) = λ(E/F, ψ)k · γ(s, φτ ⊗ φπ0 , ψ)−1 · γ(2s,∧2 ◦ φτ , ψ)−1,
r (w′, τs ⊗ σ0) = γ(s, φτ ⊗ φσ0 , ψ)−1 · γ(2s,∧2 ◦ φτ , ψ)−1.
(7.7)
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These are not exactly the same with 7.3, but they share the same analytic
behaviours near s = 0. So the final self-intertwining operators RWc(w, τ ⊗
π0) and RW′
ψ,1
(w′, τ ⊗ σ0) will not change if we use these normalizing
factors.
We end up this subsection by comparingRWc(w, τ⊗(π0⊗det)) andRWc(w, τ⊗
π0). Note that there is an isomorphism as O(V )-representations:
Ps : IndO(V )P (τs ⊗ π0)⊗ det ∼= IndO(V )P (τs ⊗ (π0 ⊗ det))
Ψs 7→ Ps(Ψs)
(7.8)
for Ψs ∈ IndO(V )P (τs ⊗ π0), where
Ps(Ψs)(h) = Ψs(h) det(h) for h ∈ O(V ).
Here we realize Ind
O(V )
P (τs⊗π0)⊗det on the same space with IndO(V )P (τs⊗π0),
but with the action twisted by det. We identify these two representations via
this isomorphism, then
M (w˜c, τs ⊗ (π0 ⊗ det)) (Ψs) (h) =
∫
UP
Ψs
(
w˜−1c uPh
)
det
(
w˜−1c uPh
)
duP
= det(w˜−1c ) · det(h) ·
∫
UP
Ψs
(
w˜−1c uPh
)
duP
= (−1)dim τ · det(h) ·
∫
UP
Ψs
(
w˜−1c uPh
)
duP
= (−1)dim τ · M (w˜c, τs ⊗ π) Ψs(h) · det(h).
Here we use the equation 7.2. This implies
M (w˜c, τs ⊗ (π ⊗ det)) = (−1)dim τM (w˜c, τs ⊗ π) (7.9)
via the isomorphism Ps. Since the Langlands paramter for π0 and π0 ⊗ det are
the same,M (w˜c, τs ⊗ π0)) andM (w˜c, τs ⊗ (π0 ⊗ det)) share the same normal-
izing factors. So we deduce from 7.9 that
RWc(w, τ ⊗ (π0 ⊗ det)) = (−1)dim τRWc(w, τ ⊗ π0) (7.10)
via the isomorphism Ps.
7.2 Weil representations and mixed models
In this section, we recall some explicit formulas for the Weil representations.
We retain the notations in subsection 7.1. For simplicity, we write:
• ω00 for the Weil representation ωψ,V0,W0 of Sp(W0) × O(V0) on a space
S00;
• ω0 for the Weil representation ωψ,V0,W of Sp(W )×O(V0) on a space S0;
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• ω for the Weil representation ωψ,V,W of Sp (W )×O(V ) on a space S .
We take a mixed model
S0 = S (V0 ⊗ Y ∨)⊗S00
of ω0, where we regard S0 as a space of functions on V0 ⊗ Y ∨ with values in
S00. Similarly, we take a mixed model
S = S (X∨ ⊗W )⊗S0
of ω, where we regard S as a space of functions on X∨⊗W with values in S0.
Also, we write
•ρ00 for the Heisenberg representation ofH(V0⊗W0) on S00 with the central
character ψ;
•ρ0 for the Heisenberg representation of H (V0 ⊗W ) on S0 with the central
character ψ.
Similar to those of [Ato18, Lemma 6.2,6.3,6.4] and [GI16, §7.4], we obtain
some explicit formulas for these Weil representations.
For ϕ0 ∈ S0 and x ∈ V0 ⊗ Y ∨, we have
[ω0(g0)ϕ0] (x) = ω00(g0)ϕ0(x), g ∈ Sp(W0),
[ω0(h0)ϕ0] (x) = ω00(h0)ϕ0(h
−1
0 x), h0 ∈ O(V0),
[ω0 (mQ(a))ϕ0] (x) = χV (det a)| det(a)|n0F ϕ0(a∗x), a ∈ GL(Y ),
[ω0 (uQ(b))ϕ0] (x) = ρ00 (b
∗x, 0)ϕ0(x), b ∈ Hom(W0, Y ),
[ω0 (uQ(c))ϕ0] (x) = ψ
(
1
2
〈cx, x〉
)
ϕ0 (x) , c ∈ Sym (Y ∨, Y ) ,
[ω0 (wQ)ϕ0] (x) = γ
−k
V
∫
V0⊗Y
ϕ0
(
I−1Y z
)
ψ (−〈z, x〉) dz,
where γV is a 4-th root of unity satisfying γ
2
V = χV (−1).
For ϕ ∈ S and x ∈ X∨ ⊗W , we have
[ω(g)ϕ] (x) = ω0(g)ϕ(g
−1x), g ∈ Sp(W ),
[ω(h0)ϕ] (x) = ω0(h0)ϕ(x), h ∈ O(V0),
[ω (mP (a))ϕ] (x) = |det (a)|nF ϕ(a∗x), a ∈ GL(X),
[ω (uP (b))ϕ] (x) = ρ0 (b
∗x, 0)ϕ (x) , b ∈ Hom(V0, X),
[ω (uP (c))ϕ] (x) = ψ
(
1
2
〈cx, x〉
)
ϕ (x) , c ∈ Sym (X∨, X) ,
[ω (wP )ϕ] (x) =
∫
X⊗W
ϕ
(
I−1X z
)
ψ (−〈z, x〉) dz.
7.3 Construction of equivariant maps
Recall that we put
V = X ⊕ V0 ⊕X∨, W = Y ⊕W0 ⊕ Y ∨
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with dim(X) = dim(Y ) = k in subsection 7.1. Using the basis {v1, . . . , vk} of
X (resp. {w1, . . . , wk} of Y ), we identify GL(X) (resp. GL(Y )) with GLk(F ).
Hence we can define an isomorphism i : GL(X) → GL(Y ) via these identifica-
tions. Put
e = v1⊗w∗1 + · · ·+ vk⊗w∗k ∈ X⊗Y ∨, e∗ = v∗1 ⊗w1+ · · ·+ v∗k⊗wk ∈ X∨⊗Y.
For ϕ ∈ S = S (X∨ ⊗W )⊗S0, we define functions f(ϕ), fˆ(ϕ) on Sp(W )×
O(V ) with values in S0 by
f(ϕ)(g, h) = (ω(g, h)ϕ)
 e∗0
0
 ,
fˆ(ϕ)(g, h) =
∫
X∨⊗Y
(ω(g, h)ϕ)
 x0
0
ψ (〈x, e〉) dx
for g ∈ Sp(W ) and h ∈ O(V ). Here, we write an element in X∨⊗W as a block
matrix  y1y2
y3

with y1 ∈ X∨ ⊗ Y, y2 ∈ X∨ ⊗W0 and y3 ∈ X∨ ⊗ Y ∨. We also define functions
f(ϕ), fˆ(ϕ) on Sp(W )×O(V ) with values in S00 by
f(ϕ)(g, h) = ev(f (ϕ(g, h)) ,
fˆ(ϕ)(g, h) = ev
(
fˆ(ϕ)(g, h)
)
,
where
ev : S0 = S (V0 ⊗ Y ∨)⊗S00 → S00
is the evaluation at 0 ∈ V0 ⊗ Y ∨. If f = f(ϕ) or fˆ(ϕ), then
f(uQg, uPh) =f(g, h), uP ∈ UP , uQ ∈ UQ,
f(g0g, h0h) =ω00(g0, h0)f(g, h), h0 ∈ O(V0), g ∈ Sp(W0),
f(mQ(i(a))g,mP (a)h) =χV (det(a))| det(a)|ρP+ρQF f (g, h) , a ∈ GL(X).
Let τ be an irreducible (unitary) tempered representation of GLk(F ) on a
space Vτ . We may regard τ as a representation of GL(X) or GL(Y ) via the
above identifications. Let σ0 and π0 be irreducible tempered representations of
Sp(W0) and O(V0) on spaces Vσ0 and Vπ0 , respectively. Fix nonzero invariant
non-degenerate bilinear forms 〈·, ·〉 on Vτ × Vτ∨,Vσ0 × Vσ∨0 and Vπ0 × Vπ∨0 . Let
〈·, ·〉 : (Vτ ⊗ Vσ∨0 )× Vτ∨ → Vσ∨0 ,
〈·, ·〉 : (Vτ ⊗ Vπ∨0 )× Vτ∨ → Vπ∨0
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be the induced maps.
Now assume that
σ0 = θV0,W0,ψ(π0) 6= 0.
We fix a nonzero Sp(W0)×O(V0)-equivariant map
T00 : ω00 ⊗ σ∨0 → π0.
For ϕ ∈ S ,Φs ∈ IndSp(W )Q (τsχV ⊗ σ∨0 ), h ∈ O(V ), vˇ ∈ Vτ∨ and vˇ0 ∈ Vπ∨0 , put
〈Ts (ϕ⊗ Φs) (h), vˇ ⊗ vˇ0〉
= L(s, τ)−1 ×
∫
UQ Sp(W0)\ Sp(W )
〈
T00(fˆ(ϕ) (g, h)⊗ 〈Φs (g) , vˇ〉), vˇ0
〉
dg.
Note that 〈Φs (g) , vˇ〉 ∈ Vσ∨0 .
Proposition 7.4. We have :
1. The integral 〈Ts (ϕ⊗ Φs) (h) , vˇ ⊗ vˇ0〉 is absolutely convergent for ℜs > 0
and admits a holomorphic continuation to C.
2. For ℜ(s) < 1, we have
〈Ts (ϕ⊗ Φs) (h) , vˇ ⊗ vˇ0〉
= L(s, τ)−1γ(s, τ, ψ)−1
×
∫
UQSp(W0)\ Sp(W )
〈T00 (f(ϕ) (g, h)⊗ 〈Φs (g) , vˇ〉) , vˇ0〉 dg.
3. The map
Ts : ω ⊗ IndSp(W )Q (τsχV ⊗ σ∨0 )→ IndO(V )P (τs ⊗ π0)
is Sp(W )×O(V )-equivariant.
4. For Φ ∈ IndSp(W )Q (τχV ⊗ σ∨0 ) with Φ 6= 0, there exists ϕ ∈ S such that
T0(ϕ,Φ) 6= 0.
Proof. The proof is similar to that of [Ato18, Proposition 7.2].
7.4 Compatibilities with intertwining operators
Now we shall prove a key property of the equivariant map we have constructed.
Having fixed τ, π0 and σ0 = θψ,W0,V0(π0) 6= 0, we let
M(w˜c, s) =M (w˜c, τs ⊗ π0) and M (w˜′1, s) =M (w˜′1, τsχV ⊗ σ∨0 )
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be the unnormalized intertwining operators defined in subsection 7.1. By the
Howe duality, the diagram
ω ⊗ IndSP(W )Q (τsχV ⊗ σ∨0 )
Ts−−−−→ IndO(V )P (τs ⊗ π0)y1⊗M(w˜′1,s) yM(w˜c,s)
ω ⊗ IndSP(W )Q (w′(τsχV ⊗ σ∨0 ))
T−s−−−−→ IndO(V )P (w(τs ⊗ π0))
commutes up to a scalar. The following proposition determines this constant of
proportionality explicitly.
Proposition 7.5. For ϕ ∈ S and Φs ∈ IndSp(W )Q (τsχV ⊗ σ∨0 ), we have
M (w˜c, s) Ts (ϕ⊗ Φs) =ωτ (−1/c) · |cF |−k(ρP+s) · γkV · χV (−1)k · L(s, τ)−1
× L (−s, τ∨) · γ (−s, τ∨, ψ) · T−s (ϕ⊗M(w˜′1, s)Φs) .
Proof. The proof is similar to that of [GI16, Proposition 8.4].
As a consequence of Proposition 7.5, we deduce:
Corollary 7.6. For ϕ ∈ S and Φs ∈ IndSp(W )Q (τsχV ⊗ σ∨0 ), we have
RWc (w, τs ⊗ π0) Ts (ϕ⊗ Φs) =ωτ (−1/c) · χV (−c)k · α(s)
× T−s
(
ϕ⊗RW′
ψ,1
(w′, τsχV ⊗ σ∨0 )Φs
)
,
where
α(s) = |c|−ksF ·
ε(−s, τ∨, ψ)
ε(s, τ, ψ)
.
In particular, if τ ∼= τ∨, then α(0) = 1 and
RWc (w, τ ⊗ π0) T0 (ϕ⊗ Φ) = ωτ (−1/c)·χV (−c)k·T0
(
ϕ⊗RW′
ψ,1
(w′, τχV ⊗ σ∨0 )Φ
)
for Φ ∈ IndSp(W )Q (τχV ⊗ σ∨0 ).
Proof. The corollary immediately follows from Proposition 7.5 and the fact that
λ(E/F, ψ) = ǫ(V ) · γV .
where γV is the Weil constant associated to V which appears on the explicit
formula for the Weil representation, and λ(E/F, ψ) is the Langlands constant
which appears in the normalizing factors.
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8 The proof of local intertwining relation
We begin to prove the Theorem 4.4 (9), i.e., local intertwining relation, for our
construction. We retain the notations in subsection 7.1. Let φ ∈ Φtemp(O(V ))
such that
φ = φτ ⊕ φ0 ⊕ φ∨τ ,
where φτ is an irreducible tempered representation of WD(F ) corresponding
to τ ∈ Irr(GLk(F )) and φ0 ∈ Φtemp(O(V0)). In this case, we have a natural
embedding Sφ0 →֒ Sφ. Let π0 ∈ Πφ0 be an irreducible tempered representation
of O(V0). Our goal is to analyze the induced representation Ind
O(V )
P (τ ⊗ π0).
We divide our proof into two part. In the first part, we analyze the L-
parameter for each irreducible constituent π of Ind
O(V )
P (τ ⊗ π0), and as a corol-
lary, we get some information on the reducibility of Ind
O(V )
P (τ ⊗ π0). In the
second part, we analyze the charaters JWc(π) for each Whittaker datum Wc of⊔
V •2n
O(V •2n).
8.1 L-parameter and reducibility
We first determine the L-parameter of π ⊆ IndO(V )P (τ ⊗ π0).
Lemma 8.1. Let π be a irreducible constituent of Ind
O(V )
P (τ ⊗ π0). Then the
L-parameter of π is φ.
Proof. We divided it into two cases:
• Case I: if θW,V,ψ(π) 6= 0, let σ = θW,V,ψ(π), then by Lemma 3.5, we have
σ ⊆ IndSp(W )Q (τχV ⊗ σ0) ,
where
σ0 = θW0,V0,ψ(π0).
Let φ+ and φ+0 be the L-parameter of σ and σ0. Then by Theorem 4.2 (6), we
have
φ+ = (φτ ⊗ χV )⊕ φ+0 ⊕ (φ∨τ ⊗ χV ).
On the other hand, it follows from Proposition 5.6 that
φ+ = (φπ ⊗ χV )⊕ χV ,
φ+0 = (φ0 ⊗ χV )⊕ χV ,
where φπ is the L-parameter of π. We deduce φπ = φ from these equalities.
• Case II: if θW,V,ψ(π) = 0, then θW,V,ψ(π ⊗ det) 6= 0 by the conservation
relation 3.2. It follows from 7.8 that
π ⊗ det ⊆ IndO(V )P (τ ⊗ (π0 ⊗ det)).
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Since by Proposition 5.5,
L(π0 ⊗ det) = L(π0) = φ0,
we deduce from Case I that L(π⊗ det) = φ. Then again by Proposition 5.5, we
have
L(π) = L(π ⊗ det) = φ.
This completes the proof.
Next we analyze the reducibility of Ind
O(V )
P (τ ⊗ π0).
Lemma 8.2. The representation Ind
O(V )
P (τ⊗π0) is semisimple and multiplicity
free.
Proof. Since τ and π0 are unitary representations, so is Ind
O(V )
P (τ ⊗ π0), hence
it is semisimple.
Next we prove Ind
O(V )
P (τ ⊗ π0) is multiplicity free. Let π ∈ Irr(O(V )) such
that
m(π) = dimHomO(V )(π, Ind
O(V )
P (τ ⊗ π0)) ≥ 1.
We prove m(π) = 1 according to θW,V,ψ(π) = 0 or not:
• Case I: If θW,V,ψ(π) 6= 0, let σ = θW,V,ψ(π). As in the proof of Lemma 3.5,
there is an injective map
HomO(V )(ω, Ind
O(V )
P (τ ⊗ π0)) →֒
(
Ind
Sp(W )
Q (τ
∨χV ⊗ σ0)
)∨
,
then it is easy to see that
m(π) ≤ m(σ∨)
where
m(σ∨) = dimHomSp(W )
(
σ∨,
(
Ind
Sp(W )
Q (τ
∨χV ⊗ σ0)
)∨)
.
By Theorem 4.2 , we have m(σ∨) ≤ 1. Hence m(π) = 1.
• Case II: If θW,V,ψ(π) = 0, then by the conservation relation 3.2, θW,V,ψ(π⊗
det) 6= 0. Note that by 7.8, we have
π ⊗ det ⊆ IndO(V )P (τ ⊗ (π0 ⊗ det)).
It then follows from Case I that
m(π ⊗ det) = dimHomO(V )(π ⊗ det, IndO(V )P (τ ⊗ (π0 ⊗ det))) = 1.
On the other hand, by 7.8, we have m(π) = m(π ⊗ det = 1. This prove Case
II.
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Remark 8.3. This lemma will also follows from the abelianess of the R-group
and the induction in stages. The abelianess of the R-group was proved by
Goldberg [Gol94] for the quasi-split special orthogonal groups, and by Choiy-
Goldberg [CG16] for pure inner forms of quasi-split special orthogonal groups.
But the proof in [CG16] is based on the conjectural LLC for pure inner forms of
quasi-split special even orthogonal groups. To avoid a circlar reasoning, we give
a proof of the lemma here, which is independent of the results for R-groups.
Now we analyze the reducibility of Ind
O(V )
P (τ ⊗ π0). Recall that there is a
natural embedding Sφ0 →֒ Sφ of component groups. We divide into two cases
depending on the relative size of Sφ0 and Sφ.
Corollary 8.4. Assume that φτ ⊆ φ0, so the natural embedding Sφ0 →֒ Sφ is
an isomorphism. Then the induced representation Ind
O(V )
P (τ⊗π0) is irreducible.
Proof. We denote by
JH(Ind
O(V )
P (τ ⊗ π0))
the set of irreducible constituents of Ind
O(V )
P (τ ⊗ π0). Consider the set⊔
π0∈Πφ0
JH(Ind
O(V )
P (τ ⊗ π0)).
By the Howe duality, Lemma 8.1 and Lemma 8.2, this set is a subset of Πφ.
Hence
|Πφ| ≥
∣∣∣∣∣∣
⊔
π0∈Πφ0
JH(Ind
O(V )
P (τ ⊗ π0))
∣∣∣∣∣∣ ≥ |Πφ0 |.
On the other hand, by Proposition 5.10, we have
|Πφ| = |Ŝφ| = |Ŝφ0 | = |Πφ0 |.
Hence we must have ∣∣∣JH(IndO(V )P (τ ⊗ π0))∣∣∣ = 1
for all π0 ∈ Πφ0 . This implies IndO(V )P (τ ⊗ π0) is irreducible.
Corollary 8.5. If φτ 6⊆ φ0, so the image of Sφ0 inside Sφ is an index 2 subgroup.
Then Ind
O(V )
P (τ ⊗π0) is sum of two non-isomorphic irreducible representations.
Proof. It follows from Lemma 8.2 that Ind
O(V )
P (τ ⊗ π0) is multiplicity free, so
we only need to prove Ind
O(V )
P (τ ⊗ π0) is reducible of and of length two.
We first prove ∣∣∣JH(IndO(V )P (τ ⊗ π0))∣∣∣ ≥ 2, (8.1)
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in other words, Ind
O(V )
P (τ ⊗ π0) is reducible. Let
φ+ = (φ⊗ χV )⊕ χV ,
φ+0 = (φ0 ⊗ χV )⊕ χV .
Depending on the relative size of Sφ+0 and Sφ+ , there are two cases:• Case I: If φτ 6= 1, then Sφ+0 is a index 2 subgroup of Sφ+ . It follows from
the conservation relation 3.2 that at least one of
θW0,V0,ψ(π0) and θW0,V0,ψ(π0 ⊗ det)
is non-zero. Note that we have the isomorphism
Ind
O(V )
P (τ ⊗ (π0 ⊗ det)) ∼= IndO(V )P (τ ⊗ π0)⊗ det
in 7.8, so the reducibility of Ind
O(V )
P (τ ⊗ (π0 ⊗ det)) is the same as the reducibil-
ity of Ind
O(V )
P (τ ⊗ π0). Without loss of generality, we may assume that
θW0,V0,ψ(π0) 6= 0.
Put
σ0 = θW0,V0,ψ(π0),
then the L-parameter of σ0 is φ
+
0 by Proposition 5.6, so is σ
∨
0 by 4.11. It then
follows from Theorem 4.2 (6) that
Ind
Sp(W )
Q (τχV ⊗ σ∨0 )
is reducible and has two non-isomorphic irreducible constituents. Put
Ind
Sp(W )
Q (τχV ⊗ σ∨0 ) ∼= σ∨1 ⊕ σ∨2 .
Recall that we have constructed a Sp(W )×O(V )-equivariant map
T0 : ω ⊗ IndSp(W )Q (τχV ⊗ σ∨0 )→ IndO(V )P (τ ⊗ π0)
in subsection 7.3. By the non-vanishing result in Proposition7.4, we know that
the restriction of T0 on ω ⊗ σ∨1 and ω ⊗ σ∨2 are both non-zero. Moreover, their
images are irreducible and non-isomorphic to each other by the Howe duality.
Hence
Ind
O(V )
P (τ ⊗ π0)
is reducible.
• Case II: If φτ = 1, then the natural embedding Sφ+0 →֒ Sφ+ is an isomor-
phism. Our assumptions imply that 1 * φ0. It then follows from Lemma 5.8
that both
θW0,V0,ψ(π0) and θW0,V0,ψ(π0 ⊗ det)
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are non-zero. Put
σ+0 = θW0,V0,ψ(π0) and σ
−
0 = θW0,V0,ψ(π0 ⊗ det).
Then σ±0 both have L-parameter φ
+
0 by Proposition 5.6, so are (σ
±
0 )
∨ by 4.11.
By Theorem 4.2 (6), both
Ind
Sp(W )
Q
(
τχV ⊗
(
σ+0
)∨)
and Ind
Sp(W )
Q
(
τχV ⊗
(
σ−0
)∨)
are irreducible. Put (
σ+
)∨
= Ind
Sp(W )
Q
(
τχV ⊗
(
σ+0
)∨)
,(
σ−
)∨
= Ind
Sp(W )
Q
(
τχV ⊗
(
σ−0
)∨)
.
Recall that we have constructed non-zero O(V )× Sp(W )-equvariant maps
T +0 : ω ⊗ IndSp(W )Q
(
τχV ⊗
(
σ+0
)∨)→ IndO(V )P (τ ⊗ π0) ,
T −0 : ω ⊗ IndSp(W )Q
(
τχV ⊗
(
σ−0
)∨)→ IndO(V )P (τ ⊗ (π0 ⊗ det)) .
in subsection 7.3. Let
π+ := Im(T +0 ) ⊆ IndO(V )P (τ ⊗ π0) ,
π− := Im(T −0 ) ⊆ IndO(V )P (τ ⊗ (π0 ⊗ det)) = IndO(V )P (τ ⊗ π0)⊗ det .
Then π± are irreducible by the Howe duality and the L-parameter of π± are
φ by Lemma 8.1. Since 1 ⊆ φ, it follows from Proposition 5.8 that π+ 6∼=
π−⊗ det. Note that both π+ and π−⊗ det lies in IndO(V )P (τ ⊗ π0), this implies
Ind
O(V )
P (τ ⊗ π0) is reducible.
It remains to show that∣∣∣JH(IndO(V )P (τ ⊗ π0))∣∣∣ = 2.
Again we consider the set ⊔
π0∈Πφ0
JH(Ind
O(V )
P (τ ⊗ π0)).
By the Howe duality, Lemma 8.1 and Lemma 8.2, this set is a subset of Πφ.
Hence by 8.1, we have
|Πφ| ≥
∣∣∣∣∣∣
⊔
π0∈Πφ0
JH(Ind
O(V )
P (τ ⊗ π0))
∣∣∣∣∣∣ ≥ 2|Πφ0 |.
On the other hand, by Proposition 5.10, we have
|Πφ| = |Ŝφ| = 2|Ŝφ0 | = 2|Πφ0 |.
Hence we must have ∣∣∣JH(IndO(V )P (τ ⊗ π0))∣∣∣ = 2
for all π0 ∈ Πφ0 . This completes the proof.
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8.2 Charater of component group
For any irreducible representation π ⊆ IndO(V )P (τ ⊗π0), we have shown that the
L-parameter of π is φ in the previous subsection. In this subsection, we study
the map JWc for a fixed Whittaker datum Wc of
⊔
V •2n
O(V •2n). We divide it
into three cases:
• Case A: 1 6⊆ φ0 and φτ 6= 1;
• Case B: 1 ⊆ φ0;
• Case C: 1 6⊆ φ0 and φτ = 1.
Put
φ+ = (φ⊗ χV )⊕ χV ,
φ+0 = (φ0 ⊗ χV )⊕ χV .
Then the following diagram
Sφ0 −−−−→ Sφ+0y y
Sφ −−−−→ Sφ+
(8.2)
is commutative.
Proposition 8.6. Assume that we are in Case A or Case B.
(i) Put JWc(π0) = η0 and JWc(π) = η. Then
η|Sφ0 = η0.
(ii) If we further assume that φτ is self-dual and of orthogonal type, then the
restriction of the normalized intertwining operator RWc(w, τ ⊗ π0) to π is
the scalar multiplication by η(a), where a ∈ Sφ corresponding to φτ .
Proof. We first prove statement (i).
In Case A, it follows from Lemma 8.1 that the L-parameter for π is φ. Since
1 6⊆ φ, by Corollary 5.7, we have
θW,V,ψ(π) 6= 0.
Then Lemma 3.5 implies that
θW0,V0,ψ(π0) 6= 0.
Let
σ = θW,V,ψ(π), σ0 = θW0,V0,ψ(π0).
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It follows from Proposition 5.6 that
L(σ) = φ+ and L(σ0) = φ+0 .
Put JW′
ψ,c
(σ) = η+ and JW′
ψ,c
(σ0) = η
+
0 , we have
η|Sφ0 =
(
η+|Sφ
) |Sφ0 (by our construction of η)
=
(
η+|S
φ
+
0
)
|Sφ0 (by the commutative diagram 8.2)
= η+0 |Sφ0 (by Theorem 4.2 (6))
= η0. (by our construction of η0)
In Case B, it follows from Lemma 8.1 that the L-parameter for π is φ. Since
1 ⊆ φ, by Proposition 5.8, exactly one of
θW,V,ψ(π) and θW,V,ψ(π ⊗ det)
is non-zero. If θW,V,ψ(π) 6= 0, then we may apply the same argument in Case A
to π. So we may assume that
θW,V,ψ(π) = 0 and θW,V,ψ(π ⊗ det) 6= 0.
Then by Lemma 3.5, we have
θW0,V0,ψ(π0) = 0 and θW0,V0,ψ(π0 ⊗ det) 6= 0.
By a similar argument to Case A, we have
JWc(π ⊗ det)|Sφ0 = JWc(π0 ⊗ det). (8.3)
On the other hand, since 1 ⊆ φ0, it follows from our construction of JWψ that
η = JWc(π) = JWc(π ⊗ det)⊗ κφ,
η0 = JWc(π0) = JWc(π0 ⊗ det)⊗ κφ0 .
(8.4)
Hence by 8.3 and 8.4, we have η|Sφ0 = η0. Here we use the fact that κφ|Sφ0 =
κφ0 .
We then prove the statement (ii). It follows from the Lemma 8.2 and Schur’s
lemma that RWc(ω, τ ⊗ π0) acts on π by scalar multiplication.
In Case A, we have
σ = θW,V,ψ(π) 6= 0 and σ0 = θW0,V0,ψ(π0) 6= 0.
Recall that we have construct the O(V )× Sp(W )-equivariant map
T0 : ω ⊗ IndSp(W )Q (τχV ⊗ σ∨0 )→ IndO(V )P (τ ⊗ π0)
in subsection 7.3. By Lemma 3.5, we have
σ ⊆ IndSp(W )Q (τχV ⊗ σ0),
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then
σ∨ ⊆ IndSp(W )Q (τχV ⊗ σ∨0 ).
Here we use the assumption that τ is self-dual and the fact that Ind
Sp(W )
Q (τχV ⊗
σ0) is semi-simple. It follows from the Howe duality and Proposition 7.4 that
the restriction of T0 to ω ⊗ σ∨ gives an epimorphism
T0 : ω ⊗ σ∨ → π.
Then by Corollary 7.6, we have
RWc(w, τ ⊗ π0)|π = ωτ (−c) · χV (−c)k · RW′ψ,1(w′, τχV ⊗ σ0)|σ∨ . (8.5)
It follows from Theorem 4.2 (6) and 4.11 that
RW′
ψ,1
(w′, τχV ⊗ σ0)|σ∨ =JW′
ψ,1
(σ∨)(a′)
=JW′
ψ,1
(σ)(a′) · ηφ+,−1(a′)
=JW′
ψ,1
(σ)(a′) · ωτ (−1) · χV (−1)k,
(8.6)
where a′ ∈ Sφ+ corresponding to φτ ⊗ χV . On the other hand, by Theorem 4.2
(4), we have
JW′
ψ,c
(σ)(a′) = JW′
ψ,1
(σ)(a′) · ωτ (c) · χV (c)k. (8.7)
Recall that by our construction of JWc , we also have
JWc(π)(a) = JW′c(σ)(a′). (8.8)
Combining the equalities 8.5, 8.6, 8.7 and 8.8, we deduce
RWc(ω, τ ⊗ π0)|π = JWc(π)(a).
In Case B, if θW,V,ψ(π) 6= 0, then we may apply the same argument in Case
A to π. So we may assume that
θW,V,ψ(π) = 0 and θW,V,ψ(π ⊗ det) 6= 0.
By a similar argument to Case A, we have
RWc(w, τ ⊗ (π0 ⊗ det))|π⊗det = JWc(π ⊗ det)(a). (8.9)
Since 1 ⊆ φ, it follows from our construction for JWψ in section 5.4 that
η = JWc(π) = JWc(π ⊗ det)⊗ κφ. (8.10)
On the other hand, by 7.10, we have
RWc(w, τ ⊗ (π0 ⊗ det))|π⊗det = (−1)dim τ · RWc(w, τ ⊗ π0)|π. (8.11)
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So by 8.9, 8.10 and 8.11, we deduce
η(a) =JWc(π)(a)
=JWc(π ⊗ det)(a)× κφ(a)
=RWc(w, τ ⊗ (π0 ⊗ det))|π⊗det × (−1)dim τ
=RWc(w, τ ⊗ π0)|π.
This finishes the proof.
Remark 8.7. To apply the similar argument to Case C, we need the formula
JWc(π0 ⊗ det) = JWc(π0)⊗ κφ0 for π0 ∈ Πφ0
in the case when 1 6⊆ φ0. But this does not directly follow from our construction.
We will prove this formula in the next proposition.
Let π ∈ Πφ, then π ⊗ det ∈ Πφ by Proposition 5.5. We compare JWc(π)
with JWc(π ⊗ det):
Proposition 8.8. Let φ ∈ Φtemp(O(V2n)) and π ∈ Πφ. Then we have
JWc(π ⊗ det) = JWc(π)⊗ κφ,
where κφ is defined in 4.5.
Proof. The proof follows an idea in [Ato18]. If 1 ⊆ φ, then this follows from our
construction of JWc in section 5.4. So we assume that 1 6⊆ φ, write
φ = m1φ1 ⊕ · · · ⊕mlφl ⊕ ϕ⊕ ϕ∨,
where φi are pairwise distinct irreducible ki-dimensional orthogonal representa-
tions of WDF and ϕ is a sum of irreducible tempered representations of WDF
which are not orthogonal. Then
Sφ =
l⊕
i=1
(Z/2Z)ai,
where ai corresponding to φi.
For any i ∈ {1, 2 · · · l}, let τi be the irreducible unitary representation of
GLki(F ) corresponding to φi. We consider the induced representation
Ind
O(V ′)
P ′ (τi ⊗ π) and IndO(V
′)
P ′ (τi ⊗ (π ⊗ det)),
where V ′ = V⊕Hk and P ′ is a parabolic subgroup of O(V ′) with Levi component
MP ′ ∼= O(V )×GLki(F ). Put
φ′ = φi ⊕ φ⊕ φ∨i .
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Since φi ⊆ φ, the inclusion Sφ →֒ Sφ′ is an isomorphism. It then follows from
Proposition 5.5, Lemma 8.1 and Corollary 8.4 that both Ind
O(V ′)
P ′ (τi ⊗ π) and
Ind
O(V ′)
P ′ (τi ⊗ (π ⊗ det)) are irreducible and have L-parameter φ′. Write
π′ = Ind
O(V ′)
P ′ (τi ⊗ π),
then by 7.8, we have
π′ ⊗ det ∼= IndO(V
′)
P ′ (τi ⊗ (π ⊗ det)).
If we identify Sφ′ with Sφ through the natural isomorphism, then it follows from
Proposition 8.6 (Case A) that
JWc(π)(ai) = JWc(π′)(ai) =RWc(w, τi ⊗ π)|π′ ,
JWc(π ⊗ det)(ai) = JWc(π′ ⊗ det)(ai) =RWc(w, τi ⊗ (π ⊗ det))|π′⊗det.
(8.12)
On the other hand, by 7.10, we know that
RWc(w, τi ⊗ (π ⊗ det))|π′⊗det = (−1)kiRWc(w, τi ⊗ π)|π′ . (8.13)
Hence by 4.5, 8.12 and 8.13, we have
JWc(π)(ai) = JWc(π ⊗ det)(ai) · (−1)ki = JWc(π ⊗ det)(ai) · κφ(ai).
This finishes the proof.
Now we can prove Proposition 8.6 for Case C.
Corollary 8.9. Assume that we are in Case C, i.e., 1 6⊆ φ0 and φτ = 1.
(i) Put JWc(π0) = η0 and JWc(π) = η, then
η|Sφ0 = η0.
(ii) If we further assume φτ is self-dual and of orthogonal type, then the re-
striction of the normalized intertwining operator RWc(ω, τ ⊗ π0) to π is
the scalar multiplication by η(a), where a ∈ Sφ corrresponds to φτ .
Proof. It follows by Proposition 8.8 that
JWc(π0 ⊗ det) = JWc(π0)⊗ κφ0 .
So now we can apply the same argument in Proposition 8.6 for Case B to this
case.
Combining Lemma 8.1, Corollary 8.4, Corollary 8.5, Proposition8.6 and
Corollary 8.9, we deduce the local intertwing relation for even orthogonal groups:
Corollary 8.10. The map L and JWc we constructed satisfy the local inter-
twining relation in Theorem 4.4 (9).
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9 Comparison with LLC la Arthur
Let Wc be a Whittaker datum of O(V
+
2n). In this section, we shall prove that
our parameterization maps L and JWc equal to Arthur’s parameterization maps
LA and J A
Wc
for O(V +2n).
Let π ∈ Irr(O(V +2n)). Recall that in section 5, we associated a pair
(φ = L(π), η = JWc(π))
to π. Also, in Theorem 4.5, Arthur and Atobe-Gan also associated a pair(
φA = LA(π), ηA = JA
Wc
(π)
)
to π.
Theorem 9.1. We have
φ = φA and η = ηA.
Proof. By Proposition 5.11 and Theorem 4.5, both two LLC are compatible
with Langlands quotients. Without loss of generality, we may assume that π is
tempered. It follows by Lemma 5.3 and Theorem 4.5 that
µψ(τs ⊗ π) = γ(s, φτ ⊗ φ∨, ψ) · γ(−s, φ∨τ ⊗ φ, ψ−1)
× γ(2s,∧2 ◦ φτ , ψ) · γ(−2s,∧2 ◦ φ∨τ , ψ−1)
and
µψ(τs ⊗ π) = γ(s, φτ ⊗ (φA)∨, ψ) · γ(−s, φ∨τ ⊗ φA, ψ−1)
× γ(2s,∧2 ◦ φτ , ψ) · γ(−2s,∧2 ◦ φ∨τ , ψ−1)
for any τ ∈ Irr(GLk(F )), where φτ is the L-parameter of τ . Hence
γ(s, φτ ⊗ φ∨, ψ) · γ(−s, φ∨τ ⊗ φ, ψ−1) = γ(s, φτ ⊗ (φA)∨, ψ) · γ(−s, φ∨τ ⊗ φA, ψ−1).
Then by Lemma 4.1, we deduce that φ = φA.
Next we prove η = ηA. Write
φ = m1φ1 ⊕ · · · ⊕mlφl ⊕ ϕ⊕ ϕ∨,
where φi are pairwise distinct irreducible orthogonal representation of WDF
and ϕ is a sum of irreducible tempered representations of WDF which are not
orthogonal. Then
Sφ =
l⊕
i=1
(Z/2Z)ai,
where ai corresponds to φi.
58
For any i ∈ {1, 2, · · · , l}, let τi be the irreducible unitary representation of
GLki(F ) corresponding to φi. We consider the induced representation π˜i =
Ind
O(V ′)
P ′ (τi ⊗ π), where V ′ = V ⊕ Hk and P ′ is a parabolic subgroup of O(V ′)
with Levi component
MP ′ ∼= O(V )×GLki(F ).
It follows from Corollary 8.10 and Theorem 4.5 that π˜i is irreducible, with
L-parameter
φ′ = φi ⊕ φ⊕ φ∨i .
and corresponds to {
η under JWc ,
ηA under J A
Wc
.
Here we identify Sφ′ with Sφ through the natural isomorphism Sφ′ ∼= Sφ. Let
RWc(w, τi ⊗ π) be the normalized intertwining operator defined in subsection
7.1. Apply Corollary 8.10 and Theorem 4.5 again, we have
η(ai) = RWc(w, τi ⊗ π)|π˜i = ηA(ai). (9.1)
Hence
η = ηA.
This completes the proof.
We then prove Theorem 4.4 (6) holds for our construction:
Corollary 9.2. Let Wc be a Whittaker datum of
⊔
V •2n
O(V •2n). Then π is a
representation of O(V +2n) iff
JWc(π)(zφ) = χV (c).
Proof. We divided the proof into two cases:
• Case I: If Wc is a Whittaker datum of O(V +2n), i.e., c ∈ NE/F (E×), we
have χV (c) = 1. Then this case follows from Theorem 4.5 and Theorem 9.1.
• Case II: If Wc is a Whittaker datum of O(V −2n), i.e., c /∈ NE/F (E×). Then
this case follows from Case I and Proposition 5.14.
10 Completion of the proof
So far, we have proved that our construction of LLC satisfies Theorem 4.4
(1), (2), (4), (5), (6), (9), (10), (11), (12). In this section, we shall prove our
construction of LLC satisfies (3), (7) and (8) in Theorem 4.4, hence complete
the proof of Theorem 4.4.
We first prove that our construction satisfies Theorem 4.4 (8):
59
Proposition 10.1. Let φ ∈ Φ(O(V2n)) and π ∈ Πφ. Then the determinant
twist π ⊗ det also belongs to Πφ, and
JWc(π ⊗ det) = JWc(π)⊗ κφ.
Proof. By our construction in subsection 5.5, it is enough to prove this when
φ ∈ Φtemp(O(V2n)). Then this follows from Proposition 5.5 and Proposition
8.8.
Before proving Theorem 4.4 (3), we do some preparations. Let O(V2n) be
a quasi-split even orthogonal group and Wc be a Whittaker datum of O(V2n).
Let U ′, U˜ and µ′c, µ
+
c be those defined in subsection 4.2. The following lemma
computes the Whittaker module of the Weil representation ω = ωV2n,W2n,ψ.
Lemma 10.2. We have
ω(U ′,µ′c)
∼= indO(V2n)
U˜
µ+c .
Proof. See [GRS97] and [MS00] for an analogous computation. We omit the
details.
Let π ∈ Irrtemp(O(V2n)). We calculate
HomO(V2n)×U ′(ω, π ⊠ µ
′
c)
in two different ways. On one hand, we have
HomO(V2n)×U ′(ω, π ⊠ µ
′
c)
∼= HomU ′(ΘW2n,V2n,ψ(π), µ′c)
∼= HomU ′(θW2n,V2n,ψ(π), µ′c),
where the last equality follows from Lemma 3.3. On the other hand, by Lemma
10.2, we have
HomO(V2n)×U ′(ω, π ⊠ µ
′
c)
∼= HomO(V2n)
(
ind
O(V2n)
U˜
µ+c , π
)
∼= HomO(V2n)
(
π∨, Ind
O(V2n)
U˜
(µ+c )
∨
)
∼= HomU˜
(
π∨, (µ+c )
∨
)
∼= HomU˜
(
π, µ+c
)
.
Here the last equality follows from the fact that both π and µ+c are unitary. So
we deduce the following proposition:
Proposition 10.3. Let O(V2n) be a quasi-split even orthogonal group and Wc
be a Whittaker datum of O(V2n). Then π ∈ Irrtemp(O(V2n)) is W+c -generic iff
σ = θW2n,V2n,ψ(π) is Wψ,c-generic.
We then prove Theorem 4.4 (3):
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Proposition 10.4. Assume that φ ∈ Φtemp(O(V2n)), then for each Whittaker
datum Wc of
⊔
V •2n
O(V •2n),
• there is an unique W+c -generic representation π in Πφ and JWc(π) is the
trivial representation of Sφ;
• there is an unique W−c -generic representation π in Πφ and JWc(π) = κφ.
Proof. The first statement follows from Theorem 4.2 (3), Proposition 10.3 and
our construction of JWc . Note that π isW+c -generic iff π⊗det isW−c -generic, so
the second statement follows from the first statement and Proposition 8.8.
Finally we prove Theorem 4.4 (7):
Proposition 10.5. Under the LLC we constructed, the following are equivalent:
• φ ∈ Φǫ (O (V2n));
• some π ∈ Πφ satisfies π ⊗ det 6= π;
• all π ∈ Πφ satisfy π ⊗ det 6= π.
Proof. Note that for φ ∈ Φ(O(V2n)), we have
κφ 6= 1 iff φ ∈ Φǫ(O(V2n)).
Then this Proposition follows from Theorem 4.4 (2) and (8), which we have
proved in Proposition 5.12 and Proposition 10.1.
So we have completed the proof of Theorem 4.4.
A LLC for special even orthogonal groups
In [Art13], Arthur established a weaker version LLC for quasi-split special even
orthogonal groups from the LLC for quasi-split even orthogonal groups. This
was explicated by Atobe-Gan [AG17b]. Since we now construct the LLC for even
orthogonal groups, following Arthur’s idea, we can deduce a weaker version LLC
for special even orthogonal groups. We shall do it in this appendix.
Let V = V2n be an orthogonal space and χV be the discriminant character of
V . By [GGP12, §8] and [AG17b, §3], an L-parameter for the special orthogonal
group SO(V2n) is a 2n-dimensional orthogonal representation φ of WDF . We
define
Φ(SO(V2n)) = {φ : WDF → O(2n,C)| det(φ) = χV }/(SO(2n,C)-conjugacy).
Note that Φ(SO(V2n)) is different from Φ(O(V2n)) since we modulo the SO(2n,C)-
conjugacy rather than O(2n,C)-conjugacy here. There is a natural surjective
map
Φ(SO(V2n))։ Φ(O(V2n)), (A.1)
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we define Φǫ(SO(V2n)) to be preimage of Φ
ǫ(O(V2n)). It is easy to check that
the map A.1 is bijective on the subset Φǫ(SO(V2n)) and is a two-to-one map on
Φ(SO(V2n)) \ Φǫ(SO(V2n)).
As in subsection 4.2, for every c ∈ F×/F×2, we have a Whittaker datum Wc
of
⊔
V •2n
SO(V •2n). Next we state the local Langlands correspondence for special
even orthogonal groups, the reader can consult [AG17b, §3.3] for a detailed
description.
Desideratum A.1. Let V = V2n be an orthogonal space and χV be the dis-
criminant character of V .
(1). There exists a surjection
L :
⊔
V •2n
Irr (SO(V •2n)) −→ Φ(SO(V2n))
which is a finite-to-one map, where V •2n runs over the 2n-dimensional or-
thogonal spaces of discriminant character χV . For any φ ∈ Φ(SO(V2n)),
we denote L−1(φ) by Πφ and call it the L-packet of φ. We also write
Πφ(SO(V2n)) = Πφ ∩ Irr (SO(V2n)).
(2). For each Whittaker datum Wc of
⊔
V •2n
SO(V •2n), there exist a canonical
bijection
JWc : Πφ −→ Ŝ+φ . (A.2)
(3). The L-packet Πφ and the bijections JWc satisfy analogues of Theorem 4.4
(3)-(12).
Desideratum A.1 has not been established. However, following what Arthur
did in [Art13], we can deduce a weaker version of Desideratum A.1 as follows.
We introduce an equivalence relation ∼ǫ on Irr(SO(V •2n)). Choose an ele-
ment ǫ ∈ O(V •2n) such that det(ǫ) = −1. For π0 ∈ Irr(SO(V •2n)), we define its
conjugate πǫ0 by
πǫ0(h) = π0(ǫ
−1hǫ) for h ∈ O(V •2n).
Then the equivalence relation ∼ǫ on Irr(SO(V •2n)) is defined by
π0 ∼ǫ πǫ0.
The canonical map Irr(SO(V •2n)) → Irr(SO(V •2n))/ ∼ǫ is denoted by π 7→ [π0].
We say that [π0] ∈ Irr(SO(V •2n))/ ∼ǫ is tempered (resp. discrete) if so is some
(and hence any) representative π0. We also define an equivalence relation ∼det
on Irr(O(V •2n)) by
π ∼det π ⊗ det for π ∈ Irr(O(V •2n)).
Then the restriction and the induction gives a canonical bijection
Irr(O(V •2n))/ ∼det←→ Irr(SO(V •2n))/ ∼ǫ .
We state the weaker version of LLC for SO(V2n) as follows:
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Theorem A.2 (Weak LLC for special even orthogonal groups). Let V = V2n
be the orthogonal space and χV be the discriminant character of V .
(1). There exists a surjection
L :
⊔
V •2n
(Irr (SO(V •2n)) / ∼ǫ) −→ Φ(O(V2n))
which is a finite-to-one map, where V •2n runs over the 2n-dimensional
orthogonal spaces of discriminant character χV . For φ ∈ Φ(O(V2n)),
we denote L−1(φ) by Π0φ and call it the L-packet of φ. We also write
Π0φ(SO(V2n)) = Π
0
φ ∩ Irr (SO(V2n)).
(2). For each Whittaker datum Wc of
⊔
V •2n
SO(V •2n), there exist a canonical
bijection
J 0
Wc
: Π0φ −→ Ŝ+φ . (A.3)
(3). The L-packet Π0φ and the bijection J 0Wc satisfy analogues of Theorem 4.4
(3)-(12).
(4). For φ ∈ Φ(O(V2n)), let Πφ be the L-packet defined in Theorem 4.4. Then
the image of Πφ under the map
Irr(O(V •2n)) −→ (Irr(O(V •2n))/ ∼det) −→ (Irr(SO(V •2n))/ ∼ǫ)
is the packet Π0φ and the diagram
Πφ
JWc−−−−→ Ŝφy y
Π0φ
J 0
Wc−−−−→ Ŝ+φ
is commutative for any Whittaker datum Wc of
⊔
V •2n
SO(V •2n).
Proof. This follows from Theorem 4.4; see also Atobe-Gan [AG17b, §3.5] for an
explication.
B The Plancherel measures and normalized in-
tertwining operators
We recall the definition of Plancherel measures and prove Lemma 7.2 in this
appendix.
We retain the notations in subsection 7.1. Let P = MPUP be the opposite
parabolic subgroup to P of O(V ) and consider the induced representation
Ind
O(V )
P
(τs ⊗ π0) .
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Similar to those of subsection 7.1. They are realized on the space of smooth
functions
Ψs : O(V )→ Vτ ⊗ Vπ0
such that
Ψs (uPmP (a)h0h) = | det(a)|
s+ρP
F τ(a)π0(h0)Ψs (h)
for any uP ∈ UP , a ∈ GL(X), h0 ∈ O(V0), h ∈ O(V ).
As in [GI14, §12], we define the standard intertwining operator
JP |P (τs ⊗ π0) : IndO(V )P (τs ⊗ π0) −→ IndO(V )P (τs ⊗ π0)
by (the meromorphic continuations of) the integrals
JP |P (τs ⊗ π0)Ψs(h) =
∫
UP
Ψs(u¯h)du¯
for Ψs ∈ IndO(V )P (τs⊗π0). Similarly, we have the standard intertwining operator
JP |P (τs ⊗ π0) : IndO(V )P (τs ⊗ π0) −→ Ind
O(V )
P (τs ⊗ π0).
By [GI14, §12], the Plancherel measures µ(τs ⊗ π0) are defined as
JP |P (τs ⊗ π0) ◦ JP |P (τs ⊗ π0) = µ(τs ⊗ π0)−1.
The definition of µ depends on the choice of Haar measures on UP and UP . We
refer to [GI14, Appendix B] for the choice of these Haar measures.
Fix a Whittaker datum Wc of
⊔
V •2n
O(V •2n). Let w˜c be the lift of w in 7.1.
Then there is a intertwining isomorphism
ℓ(wc, τs ⊗ π0) : IndO(V )P (τs ⊗ π0)→ Ind
O(V )
P (w(τs ⊗ π0))
given by left translation(
ℓ(wc, τs ⊗ π0)Ψs
)
(h) = Ψs(w˜
−1
c h)
for Ψs ∈ IndO(V )P (τs ⊗ π0) and h ∈ O(V ). It is easy to check that the following
diagram
Ind
O(V )
P (τs ⊗ π0)
J
P |P (τs⊗π0)−−−−−−−−→ IndO(V )
P
(τs ⊗ π0)∥∥∥ yℓ(wc,τs⊗π0)
Ind
O(V )
P (τs ⊗ π0)
M(w˜c,τs⊗π0)−−−−−−−−−→ IndO(V )P (w(τs ⊗ π0))
(B.1)
is commutative. Note that
w˜2c = mP ((−1)k−1) · 1V0 .
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Hence w˜2c lies in the center of MP . We have an intertwining isomorphism
ℓ(w2c , τs ⊗ π0) : IndO(V )P (τs ⊗ π0)→ IndO(V )P (w2(τs ⊗ π0)) = IndO(V )P (τs ⊗ π0)
given by left translation(
ℓ(w2c , τs ⊗ π0)Ψs
)
(h) = Ψs((w˜c)
−2h) = ωτ (−1)k−1Ψs(h). (B.2)
for Ψs ∈ IndO(V )P (τs ⊗ π0) and h ∈ O(V ). Here ωτ is the central character of τ .
Then we have the following commutative diagram
Ind
O(V )
P
(τs ⊗ π0)
JP |P (τs⊗π0)−−−−−−−−→ IndO(V )P (τs ⊗ π0)yℓ(wc,τs⊗π0) yℓ(w2c ,τs⊗π0)
Ind
O(V )
P (w(τs ⊗ π0))
M(w˜c,w(τs⊗π0))−−−−−−−−−−−→ IndO(V )P (τs ⊗ π0).
(B.3)
Combining the B.1, B.2 and B.3, we have
M(w˜c, w(τs ⊗ π0)) ◦M(w˜c, τs ⊗ π0)
=ℓ(w2c , τs ⊗ π0) ◦ JP |P (τs ⊗ π0) ◦ JP |P (τs ⊗ π0)
=ωτ (−1)k−1 × µ(τs ⊗ π0)−1.
(B.4)
Now we begin to prove Lemma 7.2 for even orthogonal groups.
Proposition B.1. Let RWc (w, τs ⊗ π0) and be the normalized intertwining
operator defined in subsection 7.1. Then we have
(i) RWc (w,w(τs ⊗ π0)) ◦ RWc (w, τs ⊗ π0) = 1;
(ii) RWc (w,w(τ−s¯ ⊗ π0))∗ = RWc (w, τs ⊗ π0).
In particular, RWc (w, τs ⊗ π0) is unitary when s is purely imaginary. Hence
RWc (w, τs ⊗ π0) is holomorphic at s = 0.
Proof. We first prove (i): Let φτ and φ0 be the L-parameter of τ and π0. Then
by B.4 and Corollary 8.10, we have
RWc (w,w(τs ⊗ π0)) ◦ RWc (w, τs ⊗ π0)
= ǫ(V )2k · χV (c)2k · r(w,w(τs ⊗ π0))−1 · r(w, τs ⊗ π0)−1
× |c|kρPF · |c|
kρ
P
F ·M(w˜c′ , w(τs ⊗ π0)) ◦M(w˜c′ , τs ⊗ π0)
= r(w,w(τs ⊗ π0))−1 · r(w, τs ⊗ π0)−1 · ωτ (−1)k−1 × µ(τs ⊗ π0)−1
= r(w,w(τs ⊗ π0))−1 · r(w, τs ⊗ π0)−1 · ωτ (−1)k−1 · γ(s, φτ ⊗ φ∨0 , ψ)−1
× γ(−s, φ∨τ ⊗ φ0, ψ−1) · γ(2s,∧2 ◦ φτ , ψ)−1 · γ(−2s,∧2 ◦ φ∨τ , ψ−1)−1
= 1,
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where the last equality follows from 7.3, 7.4 and the following formulas
γ(s, φ, ψ) =
ε(s, φ, ψ) · L(1− s, φ∨)
L(s, φ)
,
ε(s, φ, ψ−1) = det(φ)(−1) · ε(s, φ, ψ)
for any representation φ of WDF .
The second statement follows from a similar argument in [Art13, Proposition
2.3.1], we omit the details here.
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