Convolutional coding techniques for data protection by unknown
AUGUST 9, 1971 
FINALREPORT FDR TRIRD YEAR 
(Sept. 16, 1969 to Sept. 15, 1970) 
NASA GRANT NGL 15-004-026 
"CONVOWTIOATAL CODING TECHMI-S 
PUR DA% PROTECTION" 
https://ntrs.nasa.gov/search.jsp?R=19710025846 2020-03-11T22:30:19+00:00Z
AUGUST 9, 1971- 
FINAL REPORT FOR THIRD YEAR 
(Sept. 16, 1969 t o  Sept. 15, 1970) 
NASA GRANT NGL 15-004-026 
"CONVOWTIONflL CODING TECHNIGBIES 
FOR DAm PROTECTION" 
.-. 
4 
ABSTRPlCT 
._ 
This report describes the principal results obtained during the third 
year of Pesearch under NASA Grant NGL 15-004-026. These results are compiled 
in the following four categories: 
(1) 
(2) Contributions to sequential decoding, 
(3) Sub-baud coding, and 
(4) Inverse systems. 
This report also gives a list of publications issuing from this research 
Contributions to the theory of convolutional codes, 
together with a list of personnel performing research under this grant. 
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I. Summary of Main Research Results 
- 
In the following sub-sections, we describe the main research results 
issuing -from the research performed under this grant during the period from 
Sept. 16, 1969 to Sept. 15, 1970. 
1. Contributions to the Theory of Convolutional Codes. 
The principal investigator in his presentation at the First NASA Coded 
Communications Conference (See Section I1 (3) ) showed that non-systematic 
codes while giving superior undetected error probability compared to system- 
atic codes are also often easier to encode. He also showed a simple trick 
for reducing encoder complexity and showed that this could be applied to the 
quick-look-in codes and also to the Jelinek-Bahl "complimentary codes ." The 
March 2, 1970 Quarterly Progress Report gives the details of this construction. 
The importance of the construction is that these two classes of non-system- 
atic codes are the most powerful yet found. 
Costello and Morrissey (See Section I1 (6)) improved the known lower 
bound on the definite decoding minimum distance of convolutional codes and 
showed this bound had the form conjectured earlier by the principal investi- 
gator. By using the ensemble of time-varying convolutional codes, they were 
able to get their results from simple arguments in contrast to the complicated 
arguments which the principal investigator had used to study fixed codes. 
Interestingly, they also considered systematic codes only. This work f i l l s  
in a definite void in the theory of convolutional codes. 
Morrissey (See Section I11 (5)) also reported on how his stochastic 
sequential machine techniques can be applied to a decoder using the "Viterbi 
algorithm." 
expression for the steady-state error probability of such a decoder. 
In principle, his method makes it possible to derive an exact 
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2. Contributions to Sequential Decoding 
During this period, Geist (See Section I1 (8)) completed a major study 
of sequential decoding that includes a number of theoretical and practical 
advances. By concentrating on algorithmic features, he was able to show the 
essential sameness of the path in the coding tree eventually found by both 
the Fano and the Jelinek algorithms. He was also able to formulate ways 
of comparing these two algorithms to permit quantitative judgments to be made 
therefrom. Geist showed that, except for code rates well below the computa- 
tional cut-off rate, the Jelinek algorithm is faster than the Fano when both 
are programmed on a general-purpose computer. 
Geist also showed how sequential decoding can be used as a non-optimum 
but rapid solution to graph searching problems of the type usually associated 
with dynamic programming. 
Perhaps the most significant theoretical result obtained by Geist was 
his discovery of an "unquantized Fano algoritkun" in which the quantizing 
or threshold-spacing parameter A of the original Fano algorithm is eliminated. 
Unfortunately, simulations proved the unquantized algorithm to be slower than 
the quantized when decoding for the binary symmetric channel and for the 
Gaussian channel, provided an optimum choice of A is used. This is the same 
effect observed for the unquantized and the quantized Jelinek algorithms. 
The explanation for the superiority of the quantized algorithms appears to 
be that the cruder decisions made by the quantized algorithms provide a 
greater speed-up of decoding during times when the channel is relatively quiet 
than the corresponding slow-down due to quantization when the channel is quite 
noisy; 
Geist and the principal investigator reported on methods for comparing 
the Fano and Jelinek algorithms at the First Nasa Coded Communications Con- 
ference (See Section I1 ( 2 ) ) .  This matkrial was also made available in a 
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technical report (See Section 11 (4)) which in addition contained a number 
of programming tricks developed by Geist for simulating the Fano and Jelinek 
decoders. 
During this period, the'principal investigator made a.theoretica1 con- 
tribution in showing that the metric proposed originally by Fano for sequential 
decoding is precisely the required statistic for minimum error probability 
decoding of variable length codes. His analysis showed further that the 
"natural" choice of bias in the metric is the code rate and gave insight into 
why the Fano metric has proved to be the best practical choice in sequential 
decoding. The more recently devised Zigangirov-Jelinelr "stack algorithm" is 
shown to be a natural consequence of this interpretation of the Fano metric. 
Moreover, the analysis indicates that the bias should be eliminated from the 
tail branches in the truncated portion of the coding tree for best computa- 
tional performance. These results are descriljed in the August 15, 1970 
Quarterly Progress Report. 
3. Sub-Baud Coding 
The basic problem of sub-baud coding was proposed by the principal 
investigator and J. J. Uhran (See Section I1 (10)). 
x = (x1,x2,, . .x ) is called a sub-baud codeword if the digits (0 or 1) in 
An n-place binary vector 
n - 
determine the polarity (+ or -) of n successive pulses whose concatenation 
forms the baud waveform for a binary signalling scheme, i. e. every T seconds 
either this composite signal or its negative is transmitted according to the 
value of the data bit for that baud. The purpose of sub-baud coding is to 
expand bandwidth so as to reduce multi-path and/or multi-user interference. 
Massey and Uhran introduced the odd correlation function for sub-baud 
sequences which they showed has equal importance with the ordinary periodic 
(or even) correlation function. They also showed that cyclic codes are a 
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fruitful source of sequences with both good even and good odd autocorrelation 
functions. 
-. 
Seguin has built upon this work and introduced the class of "weakly- 
The finite autocorrelation function of the sequence - x Barker" sequences. 
is defined as 
n-k 
Fk = Xjxj+k, 
j=1 
The even and odd correlation functions respectively may be written 
0 -  k Fk - Fn-k. 
A Barker sequence is a sequence 
Seguin defined a weakly-Barker sequence to be a sequence - x such that 
such that IF I 5 1, 0 < k < n. n-k - 
IFn-kl 5 - 1, 0 < k < (n + 1)/2, (See Section I1 ( 7 ) ) ;  Seguin showed that 
weakly-Barker sequences have the desirable property that their even and odd 
correlation functions are of the same quality. He also showed that weakly- 
Barker sequences exist for all lengths n in contrast to Barker sequences 
which are known to exist only for  n = 1, 2, 3 ,  4, 5, 7, 11, and 13. Seguin 
also made a computer search of all weakly-Barker sequences of length 31 and 
less to find those with the best correlation functions. This search revealed 
that good weakly-Barker sequences exist at all.these lengths and turned up 
a number of interesting new sequences for sub-baud coding. 
Seguin also showed how the study of the even and odd correlation functions 
can be interchanged which was a surprising development in the study of sub- 
baud codes. This work is described in the August 15, 1970 Quarterly Progress 
Report. Seguin's result depends on the properties of the so-called 
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dualizing sequence" 2 of odd length n defined as z = (1, 0 ,  1, 0 ,  . , . 0, 1). 
Seguin shows that the modulo-two addition of z to x interch9nges the even and 
odd autocorrelation functions of the latter up to sign. 
surprising, consequence is that for every sequence with a good even correlation 
function (such as a PN sequence) there is a corresponding sequence with 
equally good odd correlation function. 
For the case of more than one sequence, Seguin showed'that the modulo- 
11 - 
- - 
A trivial, but 
two addition of z t o  all sequences also interchanges the even and odd cross- 
correlation functions (again up to sign. ) 
4. Inverse Systems 
During this period, Olson completed the presentation of his work on the 
invertibility of finite-state systems carried out under this grant (See 
Section 11 ( 9 )  ) . 
Olson has given the necessary and sufficient condition for a machine to 
. be invertible with delay L and showed numerous structural properties of such 
machines. He also related the concepts of invertibility a'nd information loss- 
lessness. 
One interesting new feature of Olson's work was the concept of output 
equivalence which is a new kind of state equivalence which is closely related 
to invertibility questions. A state reduction of an invertible machine based 
on output equivalence preserves invertibility, but not necessarily inverse 
delay. Moreover, information losslessness is preserved under this reduction 
for strongly-connected machines. 
Olson also derived a number oT'specia1 invertibility results for machines 
with finite memory and for linear machines. 
to formulate the necessary and sufficient condition for a feedforward inverse-- 
a result later used by Forney in his algebraic treatment of convolutional codes. 
In the latter case, he was able 
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... 
Olson also obtained the exact bound on inverse 
showed how the inverse could be.constructed. .- 
Olson also found a class of binary output 
with N states having inverse delay N/2.. It is 
upper bound on inverse delay' for such machines 
.. 
found . 
M. K. Sain and the principal investigator 
how their earlier work on the invertibility of 
delay for linear machines and 
s tr ongly-c onnec t ed machines 
believed that this is the 
but no proof has yet been 
(See Section I1 (1)) showed 
linear time-invariant dynami- 
cal systems could be applied to the multi-input case when it is desired to 
recover each input with the least possible delay. 
test used for ordinary invertibility could be modified to handle this problem 
and that the ordinary inverse construction could also be correspondingly 
modified. They also showed that the results are applicable to either time- 
discrete or time-continuous systems. 
11. List of Publications 
They showed that the same 
The following technical reports and/or journal articles disclosing re- 
search performed under this grant were made public or submitted for publica- 
tion during the period covered by this report (Se-pt, 16, 1969 to Sept, 15, 
1970.) 
National Aeronautics and Space Administration and to private investigators 
expressing an interest in receiving these publications. 
Reprints and/or preprints of a l l  these reports were supplied to the 
(1) M. K. Sain and J. L. Massey, "A Modified Inverse for Linear 
Dynamical Systems," Proc. IEEE 8th Adaptive Processes Symposium, Penn. State 
Univ., November 1969, pp. 5-a-1 to 5-a-3. 
(2) 5 .  M. Geist and J. L. Massey, "A Comparison of the Fano and Jelinek 
Sequential Decoding Algorithms ," (abstract only) presented at First NASA 
Coded Communications Conference, JPL-Pasadena, Calif., Feb. 27, 1970. 
(3) J. L. Massey , "Non-Systematic Convolutional Codes f o r  Sequential  
Decoding," ( abs t r ac t  only) presented a t  F i r s t  NASA Coded Comunications 
Conferen-ce, JPL-Pasadena, Cal i f . ,  Feb. 27, 1970. 
(4)  J. M. G e i s t ,  "A Comparison o f ' t h e  Fano and Je l inek  Sequential  De- 
coding Algorithms," Tech. Rpt. No. EE-701, Dept. of Elec.  Engr . ,  Uniu. of 
Notre Dame, Notre Dame, Ind.,  Jan. 31, 1970. 
( 5 )  T. N. Morrissey, Jr.,  "A Markovian Analysis of Viterbi  Decoders 
for Convolutional Codes," Proc. Nat. Elec. Conf., vol. 25, pp. 303-307, 
December 1969. 
(6)  D. J. Costello,  Jr. and T.  N .  Morrissey, Jr., "Strengthened Lower 
Bound on Defini te  Decoding Minimum Distance f o r  Periodic Convolutional Codes," 
IEEE Trans. Info.  Theory, Vol. IT-17, pp. 212-214, March 1971 (Submitted 
March 1970.) 
(7)  G. Seguin, "Binary Sequences with a Relaxed Barker Cr i te r ion ,"  
Tech. Rpt. N o .  EE-704, Dept. of Elec. Engr., Univ. of Notre Dame, Notre 
Dame, Ind., August 10,  1970. Also appeared i n  Proc. N a t .  Elec. Conf. , 
Vol. 26, pp. 456-457, 1970. 
(8)  J. M. Geist, "Algorithmic Aspects of Sequential  Decoding," Tech. 
Rept. No. EE-702, Dept. of Elec. Engr. , Univ. of Notre Dame, Notre Dame, 
Ind. ,  August 1970. 
(9)  R. R. Olson, "On t h e  I n v e r t i b i l i t y  of F i n i t e  S t a t e  Machines," Tech. 
Rpt. N o .  EE-703, Dept. of Elec. Engr., Univ. of Notre Dame, Notre Dame, 
Ind., Ju ly  23, 1970. 
(10) J .  L. Massey and J. J. Uhran, "Sub-Baud Coding and Cyclic Codes," 
( abs t r ac t  only) presented at  IEEE In te rna t iona l  Symposium on Information 
Theory,.Noordwijk, The Netherlands, June 15-19,1970, 
t 
111. Personnel 
Table I gives a complete list of all personnel engaged in research 
under this grant during the period covered by this report (Sept. 16, 1969 
to Sept. 1 5 ,  1970.) The source of support for graduate students is shown 
only if different from this grant. 
We are pleased to report that Mr. John M. Geist completed the require- 
ments for  the Ph. D. degree with the support of this grant in September 1970 
and is now an assistant professor of electrical engineering at the U.S. 
Naval Postgraduate School in Monterey, Calif. 
report that M r .  Raymond R. Olson completed the requirements for the Ph. D. 
degree with the support of this grant in September 1970 and is now employed 
at the Bendix Missile and Aerospace Division in Mishawaka, Indiana. 
We are likewise pleased to 
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Name 
Dates of 
Category Affiliation 
(1) Dr. J.L. Massey Principal Investigator 9-16-69 to 9-15-70 
Source of 
Support 
(2) M r .  J . K .  Chang Res e ax- c h As si s t ant 9-16-69 to 9-15-70 Teaching 
As si st ant ship 
(3) .Mu. J.M. Geist Research Assistant 9-16-69 to 9-15-70 
(4) M r .  W.F. Hartman Research Assistant 9-16-69 to 9-15-70 Teaching 
(5) Mr. R.R.  Olson Research Assistant 9-16-69 to 9-15-70 Bendix 
As si st ant ship 
(6) M r .  G.E. Seguin Research Assistant 9-16-69 to '9-15-70 
Table I. Personnel Involved in Research under this Grant 
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