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Patients with chronic pain have complex pain profiles and associated problems. Subgroup analysis can 
help identify key problems. We used a data-based approach to define pain phenotypes and their most 
relevant associated problems in 320 patients undergoing tertiary pain management. Unsupervised 
machine learning analysis of parameters “pain intensity”, “number of pain areas”, “pain duration”,  
“activity pain interference” and “affective pain interference”, implemented as emergent self-
organizing maps, identified three patient phenotype clusters. Supervised analyses, implemented as 
different types of decision rules, identified “affective pain interference” and the “number of pain 
areas” as most relevant for cluster assignment. These appeared 698 and 637 times, respectively, in 
1000 cross-validation runs among the most relevant characteristics in an item categorization approach 
in a computed ABC analysis. Cluster assignment was achieved with a median balanced accuracy of 
79.9%, a sensitivity of 74.1%, and a specificity of 87.7%.  In addition, among 59 demographic, pain 
etiology, comorbidity, lifestyle, psychological, and treatment-related variables, sleep problems 
appeared 638 and 439 times among the most important characteristics in 1000 cross-validation runs 
where patients were assigned to the two extreme pain phenotype clusters. Also important were the 
parameters “fear of pain”, “self-rated poor health”, and “systolic blood pressure”. Decision trees 
trained with this information assigned patients to the extreme pain-phenotype with an accuracy of 
67%. Machine learning suggested sleep problems as key factors in the most difficult pain 
presentations, therefore deserving priority in the treatment of chronic pain. 
 
Introduction 
Pain intensity is a valid measure in acute pain, but its validity as the primary measure in chronic pain 
has been questioned [48]. A recent study found that the health-related quality of life of patients with 
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persistent pain is associated with multiplicity of pains, pain-related distress, and effects of pain on daily 
life, but not with pain intensity when other pain-related factors were taken into account [97]. Thus, 
the subjective health state of a pain patient is likely to depend more on the complex of pain-related 
factors than on the mere intensity of pain, and it is the pattern of these pain-related factors that we 
should address in treatment. However, the pattern of pain-related factors, or the success of treatment, 
may be affected by other factors as well, such as comorbidities or the psychological consequences of 
persistent pain. 
To clarify the complex profiles of pain and associated factors, several studies have analyzed how pain 
patients may be grouped. A well-known line of research has identified: the “adaptive coper”, 
characterized by low pain intensity and pain interference, low affective distress, and high activity and 
life control; the “interpersonally distressed”, distinguished by high interpersonal distress; and the 
“dysfunctional”, characterized by high pain intensity and pain interference, high affective distress, and 
low activity and life control [13,94,95]. When demographics, anxiety symptoms, depression, and pain 
acceptance were included in the analysis, those in the group with the highest pain intensity and pain 
interference had also the highest number of pain areas, lowest proportion of university education, 
highest load of anxiety and depressive symptoms, and lowest pain acceptance [29]. Also, the lowest 
pain thresholds in quantitative sensory testing were found with the highest pain intensity and highest 
number of pain areas [22]. Taken together, a recurring finding is the identification of three or four 
subgroups of patients, with groups at the extreme ends with respect to pain intensity, pain 
interference, and vulnerability factors. However, previous research has not included variables such as 
comorbidities or lifestyle factors. Also, it is not clear which attributes or problems most clearly signal 




In this study, we used a data-driven approach in a cohort of patients with persistent pain of various 
causes to identify the most important attributes or problems specific to different pain phenotypes. In 
addition to pain phenotype-related factors, 59 further variables, representing factors recognized to be, 
and others possibly, associated with pain phenotypes were identified, including demographic factors, 
pain etiology, comorbidities, lifestyle factors, psychological variables, and treatment-related factors. 
These data were analyzed using unsupervised and supervised machine learning methods with the aim 
of (i) identifying and interpreting patterns arising from different pain phenotypic parameters and (ii) 
selecting among the further parameters those that were informative in associating a patient with a 
particular pain phenotype. 
Methods 
Study setting and design 
This was an observational cohort study in chronic pain patients treated in three multidisciplinary 
tertiary pain clinics in Finland. A multi-center "KROKIETA" study was used to collect patient data on a 
broad scale, including socioeconomic factors, lifestyle factors, psychological variables, previous 
treatments, and biochemical indicators [98]. The study adheres to the STROBE guidelines 
(www.equator-network.org) for reporting observational studies. 
Participants 
The cohort comprised 320 patients, enrolled between September 2013 and November 2016. Patients 
were invited to participate by mail with an invitation to the first appointment in the multidisciplinary 
pain clinics of participating hospitals (two university hospitals, one central hospital). The mailing 
included the usual pre-appointment questionnaires on pain, health, treatment experiences, and 
lifestyle factors, which the patients completed at home. The patients who agreed to participate in the 
study filled in additional questionnaires on psychological factors, nutrition, substance use, and quality 
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of life during their first visit to the pain clinic. Nurses measured patients’ weight, height, and blood 
pressure, and physicians registered diagnoses, medications, and previous treatments. All study data 
were stored in an electronic database. The coordinating ethics committee of the Helsinki and Uusimaa 
Hospital District approved the study protocol (29/13/03/00/12). All patients agreeing to participate 
signed an informed consent form. The only exclusion criteria were active cancer or inability to answer 
questionnaires in Finnish. 
Variables and measurements 
The identified parameters were grouped into seven different categories comprising (i) pain phenotype-
related features, (ii) pain etiology-related information, (iii) psychological parameters, (iv) demographic 
parameters, (v) lifestyle-related parameters, (vi) information about previous treatments, and (vii) 
information about comorbidities (Table 1). 
Pain phenotype-related variables 
Pain intensity, activity pain interference, and affective pain interference were assessed with the Brief 
Pain Inventory (BPI) [20]. The BPI quantifies pain intensity with four items (worst, least, average, right 
now), activity pain interference with three items (walking, work, general activity), and affective pain 
interference with four items (mood, relations with other people, enjoyment of life, sleep) [19]. All 
items are scored using an 11-point numerical rating scale ranging from 0-10. For this study, we used 
the mean score of the four items for pain intensity, of the three items for activity pain interference, 
and of the four items for affective pain interference. Several studies have validated the psychometric 
properties of the scales [7,19,52,88]. 
The number of pain areas was obtained from the pre-appointment health questionnaire, using a figure 
of the human body where the patient had marked all the areas with pain. For calculating the sum of 
pain areas, the figure was divided into 11 subareas (head, face, front of neck, back of neck, shoulders, 
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chest, upper limbs, stomach, upper back, lower back, and lower limbs). The duration of the pain was 
queried using a six-interval scale (less than a month, 1-3 months, 3-6 months, 6-12 months, 1-2 years, 
and more than 2 years). 
Pain etiology 
Pain etiology was recorded by a physician after patient examination on the first visit to the pain clinic, 
using the categories (i) any neuropathic pain, (ii) back pain, (iii) other musculoskeletal pain, (iv), 
complex regional pain syndrome (CRPS), (v) headache, (vi) phantom limb pain, (vii) fibromyalgia, (viii) 
chronic pain syndrome, and (ix) other pain diagnosis. 
Psychological parameters 
Self-rated health was queried by asking the patients to rate their current health as excellent, good, 
average, rather poor, or very poor [65,82]. Childhood adversities were queried as the sum of 
adversities present before the age of 16 years, as applied in the Health 2000 epidemiological survey 
[79]. Adversities included financial difficulties in the family, parental unemployment, parental serious 
illness, paternal alcohol abuse, maternal alcohol abuse, paternal serious psychiatric condition, 
maternal serious psychiatric condition, serious conflicts within family, parental divorce, own serious 
illness, and bullying at school. 
Beck Depression Index II (BDI-II) [8] assessed depressive symptoms. BDI-II comprises 21 items, 
answered on a scale from 0 to 3. The psychometric properties of the BDI-II have proved reliable in 
patients with chronic pain [36].  
Chronic Pain Acceptance Questionnaire (CPAQ) [69] measures acceptance of chronic pain. It comprises 
20 items, which the patient answers on a 7-point scale ranging from “never true” to “always true”. The 
items divide into the subscales “activity engagement”, which refers to an outlook of keeping up with 
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life activities despite the presence of pain, and “pain willingness”, which reflects how much the patient 
considers avoiding or controlling as ineffective strategies to handle pain. Psychometric studies have 
found both the factor structure and the internal consistencies (Cronbach’s α [21] = 0.83 - 0.89) of the 
scales to be good [104]. 
Pain Anxiety Symptoms Scale 20 (PASS-20) was used to assess pain-related anxiety [68]. PASS-20 
comprises four subscales that measure different anxiety components: cognitive anxiety, 
escape/avoidance behavior, fear of pain, and physiological anxiety symptoms. The measure includes 
20 items, which the patient answers on a 6-point scale ranging from “never” to “always”. The factor 
structure has been confirmed in several samples [1,84], and internal consistencies for the scales are 
acceptable (Cronbach’s α = 0.75 - 0.86) [68]. 
Demographic parameters 
Demographics were queried in the pre-appointment health questionnaire. Household income was 
recorded as the total income before taxes (category 1, < €10,000, followed by categories with €10,000 
increments). 
Lifestyle-related parameters 
Body mass indices (BMI) were calculated from measurements taken by nurses during the first visit to 
pain clinics. Blood pressure was calculated as the average of two sedentary measurements after a 10-
min rest. In addition, nurses measured waist circumference. Current smoking was assigned when the 
patient had smoked regularly for at least a year and continued to smoke, as queried in the nationwide 
health study FINRISK [77]. Exercising activity was assessed by asking patients to estimate the weekly 
frequency of leisure-time physical exercise producing at least a slight shortness of breath and 
perspiration, and lasting for at least 20 min at a time [77]. Self-reported exercise frequency has been 
associated with the subjective measure of fitness [38], the activity category measured by an electronic 
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monitor, and the maximal oxygen consumption in a treadmill test [56]. The number of daily sitting 
hours was queried as the sum of the patient’s estimate of the time spent sitting while at work, at home 
watching TV or at a computer, and in a motorized vehicle during the day. 
Sleep problems were assessed with five items from the Basic Nordic Sleep Questionnaire (BNSQ) [75]. 
Items queried difficulties in falling asleep, waking up during the night, sleep medication usage, 
tiredness in the morning, and tiredness during the day. Items were summed to form an index of sleep 
problems severity (sleep problems index). These items have been selected previously for research 
purposes based on clinical judgment and the criteria for insomnia in the International Classification of 
Diseases, Tenth Revision (ICD-10) [98]. 
The nutritional index was constructed to reflect adherence to the national nutritional 
recommendations [27] from the patient-reported consumption of fruit and vegetables, fish, whole 
grains, dairy products, and fats (0 indicating adherence in none of these areas and 5 indicating 
adherence in all). Drug abuse was assigned as none, has used, or dependency by asking “Have you ever 
abused drugs in your life?”, and if so, “Can you manage without the drugs for at least one week?” The 
frequency of drinking alcohol was recorded with a question from the Alcohol Use Disorders 
Identification Test (AUDIT) [87] with categories “never”, “once a month or less”, “2-4 times a month”, 
“2-3 times a week”, or “4 times a week or more”. 
Previous treatments 
The number of physician visits and the number of work days missed due to sickness within the previous 
12 months were queried in the pre-appointment health questionnaire. The number of negative and 
positive treatment experiences was summed from the pre-appointment questionnaire, where the 
patient had indicated whether the following treatments had been used for pain, and the result 
(negative experience when the result had been poor or made pain worse, and positive when the result 
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had been mediocre to very good): guidance on pain management, nonsteroidal anti-inflammatory 
medication, muscle relaxant medication, opioid medication, neuropathic pain medication, 
physiotherapy, exercises for muscles or joints, relaxation exercises, increase in movement, hot/cold 
packs, pain management group, transcutaneous electrical nerve stimulation, acupuncture, voice 
massage therapy, chiropractor/naprapathy/osteopathy, traditional massage, trigger point 
manipulation, laser treatment, temporomandibular joint manipulation, occlusal splint, occlusal 
adjustment, cortisone injections, surgery, or treatment other than specified. 
Comorbidities 
Comorbidities were queried in the pre-appointment health questionnaire by asking the patient 
whether a physician had diagnosed or treated any of the following diseases within the previous 12 
months: hypertension, heart failure, angina pectoris, diabetes, asthma, chronic obstructive pulmonary 
disease, rheumatoid arthritis, disease of joints other than rheumatoid arthritis, low back pain, 
depression, other psychiatric disorder. Additional questions included whether the patient had ever 
had a high level of cholesterol, was using cholesterol-lowering medications, had ever had high blood 
pressure, had ever used antihypertensive medication, and the type of diabetes (if diagnosed by a 
physician). 
Data analysis 
The data analysis was performed using the R software package version 3.6.1 for Linux (http://CRAN.R-





The variables (Table 1) included in the data set were conceptually grouped into seven main categories. 
These comprised (i) d = 5 pain-related parameters used for the pain phenotype definition; (ii) d = 11 
pain diagnoses such as neuropathic pain, fibromyalgia, CRPS, abdominal pain, facial pain, and others; 
(iii) d = 9 psychological factors such as those queried in the BDI or PASS inventories; (iv) d = 8 
demographic variables such as age, gender, number of children, marital status, education, household 
income, and field of professional work; (v) d = 8 variables related to lifestyle, such as smoking, use of 
alcohol and illicit drugs, exercise status, and nutritional habits; (vi) d = 4 variables related to previous 
treatments, such as the number of therapies having made pain worse, or the frequency of seeing a 
doctor; and (vii) d = 14 possible comorbidities such as diabetes, hypertension, heart failure, or asthma. 
Variables with more than 20% missing information were excluded from the analyses. 
Data analysis strategy 
The data analysis was performed in two main steps (Figure 1). The first step focused on the pain 
phenotype and included (i) the unsupervised evaluation of a pain phenotype cluster structure 
emerging in the d = 5 pain-related parameters described above. Following the identification of the 
pain-related clusters in the high-dimensional data set, (ii) an interpretation of the cluster structure was 
sought. Therefore, supervised algorithms were applied to allow a correct summary interpretation of 
the pain-related phenotypes. The procedure was considered successful if (i) the phenotypes were 
captured by the interpretation with high (balanced) accuracy and (ii) the phenotypes reflected a 
relevant clinical framework. Therefore, algorithms of explainable artificial intelligence (XAI) [6] were 
used as this type of algorithm creates sets of simple rules that mimic the clinical decision process and 




The second step of the data analysis was aimed at identifying associations of the other parameters 
with the identified pain-phenotypes, i.e., it aimed at a mapping of parameters from the six other 
categories, not directly derived from pain, to the pain phenotype clusters. Therefore, supervised 
methods were used.  
The analyses also included selection of parameters that were relevant in the context of the pain 
phenotype clusters, both directly among the five pain-related parameters, and indirectly among the 
further parameters. Therefore, feature selection steps were included [86], where parameters that did 
not provide useful information for phenotype cluster assignment were removed from subsequent 
analyses.  
Identification of pain phenotype cluster structure 
Cluster analysis of pain-related parameters 
The pain phenotype was searched in a cluster structure in the data space given by the d = 5 pain-
related features. The correlation structure among the features was assessed by calculating Spearman’s 
ρ [91]. In the case of relevant correlations, uncorrelated variables were obtained by orthogonal 
projection of the data onto a lower-dimensional linear space, i.e. the principal subspace, so that the 
variance of the projected data was maximized [42,76]. The PCA was performed using unit variance 
scaling including centering of the data. Of the resulting principal components (PCs), those with 
eigenvalues > 1 were retained [35,47]. Subsequent cluster analysis was performed according to the 
workflow proposed elsewhere [50], i.e. cluster analysis was carried out on the PCs and implemented 
as hierarchical clustering using Ward’s method [102] and the Euclidean distance. The clusters were 
subsequently consolidated using k-means clustering [63] to improve the initial partition obtained from 
hierarchical clustering [50]. As default in the R library, a maximum of 10 iterations was allowed for the 
latter procedure. These calculations were performed using the R libraries “FactoMineR“ 
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(https://cran.r-project.org/package=FactoMineR [58] and “cluster” (https://cran.r-
project.org/package=cluster [64]). 
Verification of the number of clusters, assessment of the stability of the cluster allocation of the 
patients, and assessment of the cluster quality were performed using 1000 times repeated cluster 
analyses of random data sets obtained by means of Bootstrap resampling [25] from the original data 
set. The most consistent cluster number was determined by automatic recognition implemented in 
the library “FactoMineR“. In addition, a total of 30 different indices available for this purpose was 
calculated using the R library “NbClust” (https://cran.r-project.org/package=NbClust [18]). The final 
number of clusters, among [2,…,15] clusters allowed, was determined by following the majority rule, 
i.e. (i) the cluster count proposed by the largest number of indices and (ii) the most common number 
of clusters obtained during the 1000 runs. Cluster stability was evaluated by calculating the adjusted 
Rand index [81] between the original cluster assignment of the resampled data and a new cluster 
assignment obtained with the same clustering strategy as described above. Cluster quality was 
evaluated by calculating the Silhouette index [85]. The calculations were performed using the R 
libraries “cluster” and “fossil” (https://cran.r-project.org/package=fossil [99]). The 95% confidence 
intervals of the estimated cluster stability and quality criteria were obtained as the 2.5th and 97.5th 
percentiles of the values obtained in the 1000 runs. 
Interpretation of pain phenotype cluster structures 
After evaluations of cluster number, stability, and quality, the clusters were interpreted based on the 
original variables used for cluster analysis. Using supervised machine learning techniques [62], the 
relevant variables underlying the resulting cluster structure were selected, using the raw pain-related 
variables to create rules suitable for a comprehendible cluster interpretation. That is, the aim of this 
procedure was to reduce the data space to relevant components and to create simple and 
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understandable rules for the assignment of a patient to the correct phenotype cluster. Ideally, only a 
few short rules should be created. 
Therefore, a feature selection step was performed using filter techniques [86] based on an item 
categorization technique into relevant and less important features. This was implemented as 
computed ABC analysis [96], which aims to divide a set of positive numerical data into three disjoint 
subsets called “A”, “B”, and “C”. Set “A“ should contain the “important few”, i.e. those elements that 
make it possible to obtain a maximum yield with a minimum effort [46,74]. These calculations were 
done using our R package “ABCanalysis” (http://cran.r-project.org/package=ABCanalysis [96]). The 
numerical data submitted to computed ABC analysis consisted of a measure of feature importance, 
obtained as the decrease in classification accuracy when the feature had been omitted from classifier 
building. This was repeated 1000 times on data randomly resampled from the original data set (Monte 
Carlo resampling [34]) into disjoint training (2/3 of the data) and test (1/3 of the data) data subsets. 
The final size of the feature set corresponded to the most common size of set “A” in the 1000 runs. 
The members of the feature set were selected in descending order of their appearances in ABC set 
“A”. 
With an emphasis on cluster interpretability, the classifiers were deliberately chosen to be symbolic 
[73], i.e.  the decision on how to obtain a classification can be interpreted by a domain expert from a 
combination of conditions on the features. This is in line with current informatics research efforts to 
make machine-learned algorithms explainable [71]. Typical implementations are hierarchical “if-then-
else” rules assembled in decision trees, which are currently used (i) in the form of classification and 
regression trees (CART [12]) and (ii) as rule sets based on partial decision trees (PART), which focus on 
simple and short rules in the form of PART decision lists [28]. These calculations were carried out using 
the R packages “rpart” (https://cran.r-project.org/package=rpart [93]) and “RWeka” (https://cran.r-
project.org/package=RWeka [40]). Hyperparameter tuning had indicated the use of Gini impurity [33] 
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as the split criterion for CART. In addition, the requirement was that a minimum number of 20 
observations had to be in a node to try a split, and a maximum depth of the tree of 30 successive splits 
was allowed. In PART, the rules were pruned with a confidence threshold of 0.25, being the default 
setting in the used library. 
However, since simple understandable rules can lead to simplified and thus poorly functioning 
classifiers, their performance was tested against a standard subsymbolic classifier, i.e. where a 
potentially better performance is sought by forgoing the possibility of easily obtaining biomedical 
explanations for the functioning of the algorithm [62]. Random forests [11,39] are qualified for this 
task because they provide a commonly used standard classifier that typically uses hundreds of simple 
trees. The class assignment is obtained by a majority vote that conceals the decision-making process 
from immediate topical interpretation. Hyperparameter tuning assessments had indicated the use of 
sqrt(d) parameters for each tree in the random forest, which corresponds to the standard procedure 
implemented in the R library “randomForest” (https://cran.r-project.org/package=randomForest 
[61]). Using this setting, the out-of-bag error decreased up to forest sizes of approximately 300 - 500; 
however, forest sizes of 1500 trees were used in further analyses since this has been shown to not be 
penalized with overfitting [92]. Furthermore, to also include a more common classification procedure 
known from statistical data analyses, a regression analysis was performed. This was implemented as 
multinomial log-linear regression using the R library “nnet” that fits the model via neural networks 
(https://cran.r-project.org/package=nnet [100]). 
The performance of the obtained classifiers to assign patients to the correct phenotype clusters was 
evaluated by running the classifiers on 1000 different disjoint training and test data sets generated by 
Monte Carlo resampling [34] to split the original data set into a training (2/3 of the data) and a disjoint 
test (1/3 of the data) data subset. To further address possible overfitting, a negative control condition 
was created by randomly permuting each feature in the training data subset. It was expected that a 
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classifier trained with these data will merely provide a 50% balanced classification accuracy, equivalent 
to a coin toss. Classification performance was judged mainly by balanced accuracy [14]. In addition, 
further standard measures of classification performance were calculated, such as sensitivity, 
specificity, positive and negative predictive values, precision, recall [4,5], and the F1 score [44,90]. The 
performance measures were calculated using the R library “caret” (https://cran.r-
project.org/package=caret [55]). In addition, the area under the receiver operating characteristic (ROC) 
curve, AUC-ROC, was calculated using the “multiclass.roc” procedure implemented in the R library 
"pROC" (https://cran.r-project.org/package=pROC [83]). Further measures of classifier performance 
were implemented as discriminant power [9,89] and Youden’s index [107]. Finally, standard statistical 
comparisons of parameter values among clusters were performed using Kruskal-Wallis tests [54]. The 
α level was set at 0.05 and corrected for multiple testing according to Bonferroni’s proposal [10]. 
Mapping of other phenotypic factors on the pain phenotype cluster structure 
A mapping of the six other categories of phenotypic parameters on the pain phenotype clusters was 
performed using the same supervised methods as described above. Categorical variables with more 
than one category were “one-hot” encoded, i.e. for each category a new [0,1] scaled variable, 
indicating “yes” or “no”, respectively, was created. Missing values (Table 1) in numeric or nominal data 
were replaced by the median or mode, respectively, of the parameter values, but only for those 
variables with ≤ 20% missing values; otherwise, the variable was omitted from the analysis. Considering 
the heterogeneity of parameters (including interval scaled, ordinal scaled, categorical, and binary 
variables), tree-based classifiers were again used, which also provided analytical consistency with the 
pain phenotype interpretation assessments. Similarly, the focus was again on XAI aimed at providing 




The analyzed cohort consisted of n = 277 patients (age: range 18 – 77 years, mean ± standard deviation: 
45.7 ± 13.2 years, sex: 96 men, 181 women) for whom key pain, demographic, and psychology-related 
data were complete (Figure 1 and Table 1). Variables concerning the use of blood pressure medication, 
nutritional index, drug abuse, and alcohol consumption frequency had > 20% missing values and were 
therefore omitted from the analyses. 
Pain phenotype cluster structure 
Number and cluster stability of pain phenotype clusters 
Among the d = 5 pain phenotype-related parameters (number of pain areas, duration of pain, pain 
intensity, affective pain interference, and activity pain interference), the first two parameters, i.e. the 
number of pain areas and the duration of pain, were weakly correlated (Spearman’s ρ = 0.2), while the 
last three, i.e., pain intensity, affective pain interference and interference with activities, showed 
moderate or higher correlations (pain intensity and affective pain interference: ρ = 0.58, pain intensity 
and activity pain interference: ρ = 0.59, affective pain interference and activity pain interference: ρ = 
0.65). In addition, the number of pain areas was weakly but significantly correlated with pain intensity 
and affective pain interference (ρ = 0.11 and 0.16, respectively). Therefore, principal component 
analysis (PCA) was performed, which resulted in two PCs with eigenvalues > 1 (Table 2) that explained 
45.9% and 22.9% of the total variance in the pain-related parameters, respectively. PC1 carried 
loadings mainly from the parameters derived from BPI, while PC2 carried mainly loadings from the 
number of pain areas and pain duration. It is noteworthy that the correlation analyses were carried 
out on the pain-phenotype -related data with a view to the subsequent cluster analysis in order to 
avoid redundant components and not to analyze a general correlation structure of the whole data set.  
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The latter would have provided only limited information given the very heterogeneous, non-pain-
related data, including one-hot encoded nominal data (Table 1). 
Hierarchical Ward clustering with subsequent consolidation using k-means clustering identified k = 3 
clusters ( 
Figure 2 A) as the most common solution among 1000 retries with randomly resampled data. In 
particular, k = 3,...,8 clusters had resulted in 56.6, 37.2, 0.44, 0.11, 0.04, and 0.03% of the runs 
according to the cluster number by the “HCPC” procedure implemented in the R library “FactoMineR”. 
A number of k = 3 clusters was also the majority vote of the 30 different indices to determine the 
number of clusters. Clusters #1, #2, and #3 included 81, 109, and 87 subjects, respectively. The use of 
k = 3 clusters in 1000 runs on random Bootstrap resampled data yielded a median adjusted Rand index 
of 0.49 (95% confidence interval, CI: 0.17 - 0.89) and a median Silhouette index of 0.35 (95% CI: 0.3 - 
0.41). 
Interpretation of pain phenotype clusters 
Feature selection based on the computed ABC analysis of the decrease in classification accuracy when 
the feature was omitted resulted for all three algorithms, i.e. CART, PART and RF, in d = 2 pain-related 
parameters as the most frequent size of set “A”. That is, its most frequent members were “affective 
pain interference” and the “number of pain areas”. For CART, which was later chosen as the basis for 
cluster interpretation, the "affective pain interference" was part of set "A" 693 times in the 1000 
repeated runs with data subsets taken at random from the original data set, while the "number of pain 
areas" was in set "A" 637 times. 
Trees or rule sets built from these two parameters were able to assign patients to their correct 
phenotype at a median balanced accuracy, across the three clusters, of 79.9% and 80.4% for CART and 
PART, respectively (Table 3). This was only slightly outperformed by RF (81.3% balanced accuracy), or 
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by multinomial regression (82.1% balanced accuracy). In contrast, training the algorithms with 
permuted data resulted in balanced accuracies of approximately 50%. However, the reduction to two 
features was penalized by a reduction in classification accuracy. Classifiers built with the full set of d = 
5 pain phenotype-related parameters provided approximately 10% more median balanced 
classification accuracy (Table 3). Consistently, all pain phenotype-related parameters differed 
significantly between the three clusters ( 
Figure 2 C). Kruskal-Wallis tests were significant for the number of pain areas (χ2 = 87.314, df = 2, p < 
2.2 · 10-16), duration of pain (χ2 = 60.258, p = 8.227 · 10-14), pain intensity (χ2 = 111.86, p < 2.2 · 10-16), 
affective pain interference (χ2 = 157.11, p < 2.2 · 10-16), and activity pain interference (χ2 = 132.52, p < 
2.2 · 10-16), i.e. all p-values were below the corrected α level of 0.01. 
CART provided a total of seven rules for the assignment of patients to the three pain phenotype 
clusters ( 
Figure 2 C), whereas PART provided nine rules. The RF algorithm was not designed to provide simple 
interpretations of the classification process. As CART was only narrowly outperformed by PART in the 
above performance analyses, the desired simplicity in the class assignment rules was considered as 
best obtained using the reduced feature set and the decision tree-based rules obtained with the CART 
algorithm. For example, the CART-based rules ( 
Figure 2 B) assigned a subject either to pain phenotype cluster #1 or to cluster #3, depending on the 
value of affective pain interference (< 6.4 or ≥ 6.4). Whether the subject was finally moved to cluster 
#2 depended on combinations of the two parameters selected for the final rule set. Class assignment 
was not perfect as indicated by the number of correctly or incorrectly classified patients shown in the 
bottom leaves of the decision tree in  
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Figure 2 B and also not equally good for each of the three clusters. Specifically, class assignment 
succeeded at median balanced accuracies of 86.6%, 70.9%, and 83.7% for clusters #1, #2, and #3, 
respectively (upper part of Table 4). 
Signal parameters for core factors in chronic pain phenotypes 
In line with the better performance of the assignment to pain phenotype clusters #1 (lowest pain 
intensity and pain interference) and #3 (high pain intensity and pain interference, and the greatest 
number of pain areas) through the use of pain phenotype-related parameters, the same clusters were 
also more accessible through hierarchical rules built from other categories of phenotypic parameters 
(Table 4). Moreover, for the three-cluster solution, or for cluster #2 versus the two other clusters, the 
confidence interval of the balanced accuracy occasionally included 50%, so it could not be clearly 
established that some classifiers exceeded guesswork in this task. The analysis therefore focused on 
the pain phenotypes #1 and #3, both times against the two other phenotypes clusters combined. Both 
PART and RF required 11 to 15 parameters for only slightly better accuracy than CART, which required 
d = 3 parameters (Table 4). 
Therefore, CART-based rules were again considered best suited to meet the desired simplicity in cluster 
interpretation. The tested scenarios provided the phenotypic parameters, not directly related to pain, 
that were most informative for the assignment of a patient to the extreme phenotypes in the present 
cohort, i.e. pain-based clusters #1 (lowest pain intensity and pain interference) or #3 (high pain 
intensity and pain interference, and the greatest number of pain areas) (Figure 3 A and B, respectively). 
Among them, the index “sleep problems” and “PASS fear of pain” appeared most frequently in the 
decision trees. That is, among the 1000 runs performed with CART to map feature space on cluster #1 
versus the other clusters, "sleep problems" was member of the ABC set "A" 638 times and "PASS fear 
of pain" 406 times. For cluster #3 versus the other clusters, "sleep problems" was member of set "A" 
439 times, and "PASS fear of pain" 401 times. In both scenarios, three characteristics were the most 
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frequently observed size of set "A” (Table 4). For assignment to cluster #1, systolic blood pressure 
played an additional role, whereas for assignment to cluster #3, self-rated health was important.  
The CART-based rules (Figure 3) assigned a subject to pain phenotype #3, depending on the value of 
“sleep problems” (≥ 15) and on either a rating of “fear of pain” ≥ 15 or a rating of “self-rated health” ≥ 
4.5. However, the class assignment was weak, as indicated by the number of correctly or incorrectly 
classified patients shown in the bottom leaves of the decision trees, and moreover, by the modest 
values of classification accuracy which did not exceed a median of 65% (lower part of Table 4).  
Discussion 
The analysis revealed three clusters, with two clusters in the extremes with regard to pain-related 
factors, a finding replicated in previous research [22,29,94]. Cluster #1 had the lowest pain intensity 
and pain interference, while cluster #3 showed a combination of high pain intensity and high pain 
interference, and the greatest number of pain areas. Among the pain-related factors, the variables 
with the highest accuracy in predicting group membership were affective pain interference and the 
number of pain areas. Among the rest of the variables, the sleep problems factor was the most 
important for assigning a patient to the extreme phenotypes, followed by fear of pain, self-rated 
health, and systolic blood pressure. 
Affective pain interference over pain intensity 
Interestingly, affective pain interference (pain disrupting enjoyment of life, social relationships, mood, 
and sleep) emerged as the most distinctive factor for the pain phenotypes, while pain intensity did not. 
Research has associated more difficult pain with decreased life satisfaction [16], increased negative 
emotions [30], and increased sleep problems [43,101]. In addition, brain imaging findings suggest that, 
as pain becomes chronic, brain activity shifts from sensory regions involved in acute pain to emotion-
related regions [37]. Thus, pain experience in chronic pain may be associated more with the overall 
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negative sequelae that impact emotions than with the mere intensity of pain. Affective pain 
interference probably captures the continuum from least to most difficult pain better than pain 
intensity ratings. 
Common underlying processes? 
Greater affective pain interference, more pain areas, more sleep problems, greater fear of pain, and 
lower self-rated health emerged as the distinctive combination of features for patients in cluster #3 
with the most severe pain presentation (high pain intensity and pain interference, and the greatest 
number of pain areas). These features among all parameters recorded could be used to assign patients 
to the identified pain clusters. However, all classifiers that were trained to make these assignments 
were complex. Thus, no single feature could be separated out alone for cluster assignment: each was 
always found in combination in the different rule sets used in the different classifiers. Nevertheless, 
hierarchical classifiers, such as the CART classifier, allow the features to be ranked in the top-down 
direction of the decision tree, suggesting that sleep problems were the most important among the 
parameters not directly related to pain, since the initial assignment decision was always made on this 
basis, while further refinements of cluster assignment were made on the basis of other characteristics. 
The scope of this study was not to investigate the relationships between these factors, but the question 
emerges of whether these factors are indicative of key processes that are closely linked and that 
exacerbate persistent pain. More sleep problems, greater fear of pain, and lower self-rated health have 
been associated with recurring, more intense, more interfering, and more widespread pain in previous 
research as well [22,29,43,65,82,101,105]. 
Evolutionarily, pain is a strong signal to prepare for a threat with both physiological (arousal) and 
cognitive (attentional demand) reactions [24]. Anxiety, such as fear of pain, may lead to further 
arousal, setting the stage for problems like prolonged stress or sleeping difficulties. Polysomnographic 
recordings have revealed that anxiety increases both the latency of sleep onset and the time spent in 
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lighter sleep stages [41]. Continuing problems with sleep may predispose to more pain. In a diary study, 
worse sleep quality increased the following day’s pain intensity, pain interference, negative affect, and 
need for rest [31]. Problems with sleep may also lead to more anxiety. Sleep disturbance has predicted 
the emergence of generalized anxiety, once exposed to a stressful life period [49]. Thus, pain, anxiety, 
and sleep problems may amplify each other, creating a vicious circle for the pain patient. 
A greater number of pain areas may indicate the involvement of central sensitization, i.e. nociceptive 
neurons increasing their responsiveness and endogenous pain control mechanisms working less 
effectively. Recent research has also suggested that pain may spread because of neuroinflammatory 
processes [45]. In both processes, sleep problems may play a role [3,26,66]. 
The finding that sleep problems and fear of pain appear as distinctive features for cluster #1 as well 
(with least pain and pain interference) seems to provide more evidence for their importance. Perhaps 
their absence serves as a protective factor even if pain persists. Fear of pain has held a strong foothold 
in chronic pain research for years, and its associations with pain intensity, pain interference, and 
disability have appeared frequently [59]. Sleep problems have predicted the development of chronic 
pain [57]. In chronic pain, better sleep has predicted lessening of pain and pain-related anxiety [23,60]. 
Diagnosed sleep disorders have appeared among 44% of patients with chronic pain, with problems 
occurring in sleep continuity (delay in falling asleep, less time spent asleep, nightly awakenings) more 
than in sleep architecture [67]. Research on pain and sleep is moving its focus from mere associations 
to the underlying mechanisms [26]. This research may gain new momentum from discoveries such as 
the glymphatic system and its function in the clearance of cellular waste products from the brain [72], 
with sleep possibly being an important facilitator in the process [106]. 
Among the distinctive features in cluster #1, with least pain and pain interference, was the absence of 
high systolic blood pressure. Chronic pain patients are at an increased risk of high blood pressure, with 
evidence of reduced baroreflex sensitivity contributing to the risk of hypertension and predisposing to 
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more pain [15]. Normal activation of the baroreceptors initiates descending pain inhibitory pathways, 
thus producing analgesia, which helps to restore arousal levels in acute pain. Preserved normal 
regulation in the cardiovascular system may then protect pain patients from worse pain. 
Surprising no-show: depression 
It may seem surprising that some factors with high prevalence among those with difficult pain, like 
depression, did not appear in the list of the most important factors in the analysis. Bearing in mind 
that the analysis did not investigate cluster differences within the factors, but rather the most relevant 
factors for assigning a patient to a pain phenotype, this merely indicates that the selected factors were 
better in this task. 
In the case of depression, one explanation may be that sleep problems and fear of pain may predispose 
a subgroup of pain patients to more severe pain, a portion of which then also develop depressive 
symptomatology. Research has suggested that insomnia is a stronger predictor of depression than vice 
versa [17]. Also, anxiety problems may more often precede the development of persistent pain than 
does depression [53]. 
Strengths and limitations 
The main strength of this study is the broad inclusion of variables, reflecting many different lines of 
research on vulnerability to chronic pain. Since chronic pain has proven to be complex, it is likely that 
highly multifactorial data will be necessary in future research. Consequently, methods like the machine 
learning used here will be needed to select the most informative of these factors. In this study, the 
analysis was able to provide information on the most relevant factors for pain phenotypes.  However, 
when using non-pain phenotype variables, the final algorithm performed only modestly. This may be 
related to the choice of a simple algorithm; however, using the random forest algorithm did not 
convincingly improve performance. Hence, more factors than those included in the present data set 
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seem necessary to increase algorithm performance. Finally, while the study cohort was reasonably 
large, there were some variables that only a few respondents indicated as positive (e.g. occupation in 
agriculture), and machine learning could not make use of these variables. 
The pain-related data showed a considerable amount of “noise” (Figure 2 A and C), which potentially 
challenges the clustering of this data set. In fact, the question of whether cluster structures are present 
in a data set or not (cluster capability) is not easy to answer. For an up-to-date overview of the methods 
used to decide on clustering capability, see [2]. According to the criteria suggested there, the data set 
with the five pain-related parameters is clearly clusterable. First, the use of a suitable projection (PCA) 
structure indicated a cluster structure (Figure 2 A). Secondly, the various measurements of optimal 
cluster numbers indicated clusters with a considerable agreement in pointing to three clusters 
determined in the 1000 runs on randomly selected data subsets. Third, the statistical tests for 
differences between clusters were highly significant for all pain-related parameters. Fourth, a synoptic 
view of the n-dimensional data clearly shows clustering (Figure 2 C). Moreover, in addition to the 
criteria list mentioned above, the consistent selection of only two of the five pain-related parameters, 
in their original raw version and not in their PCA projection, as informative for the cluster structure 
further contradicts the view that all data were only unstructured noise. 
The combination of pain clusters for their tree-based interpretation by parameters not directly related 
to pain could also be criticized. As reported in the results section, the confidence interval of the 
balanced accuracy of the CART classifier was occasionally 50% for the three-cluster solution. However, 
analyses with trained 3-class CART showed that sleep problems were again at the top of the tree, thus 
being the most important parameter for cluster assignment (Supplementary Figure 1). Hence, the main 
conclusion of their particular importance remains valid. Therefore, a re-analysis according to a 





With the increasing number of recognized factors involved in the clinical picture of persistent pain, 
selecting the most informative ones becomes important. This data-driven analysis shows one approach 
to this problem with the use of machine-learning methodology. The results reveal that, among the 
several psychological, lifestyle, and other variables included in the study, sleep problems best capture 
the association with the extreme phenotypes of pain. Sleep problems thus warrant priority in the 
treatment of chronic pain. 
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Figure 1: Flow chart of data analysis.  The figure gives an overview of the applied scientific approach 
to the data. After case selection (framed by a green dashed line), data analysis was performed in two 
main steps, which (i) aimed at the creation and interpretation of a pain-related phenotype cluster 
structure ("pain phenotype creation" and "pain phenotype interpretation"; framed by a blue dashed 
line), which was associated with non-pain-specific parameters in a second main step of the analysis 
(non-pain-specific "phenotype signal detection"; framed by a red dashed line), both of which included 
separate feature selection steps. In the flowchart, open rectangles represent cases (patients, case 
numbers coded with "n") or features (parameters, numbers coded with "d") or headings, while filled 
rectangles indicate the bioinformatic or statistical methods used. The first major analytical step was 
the creation of clusters in the data structure given by the five pain-related parameters, followed by 
cluster interpretation based on the pain-related characteristics used for cluster identification. Since 
pain-related characteristics were considered phenotype-defining variables, missing values were not 
imputed, but the corresponding patients were excluded. Clustering was performed using hierarchical 
clustering, followed by consolidation of the clusters using k-means clustering. Cluster interpretation 
was performed with algorithms of explainable artificial intelligence (XAI), which were implemented as 
classification and regression trees (CART) and partial decision trees (PART). For comparison, a standard 
non-XAI type classifier implemented as random forests was used. Feature selection, i.e. the selection 
of the most informative parameters, was implemented as a computed ABC analysis, which is an item 
categorization technique. CART-based hierarchical rules of cluster interpretation were finally created 
from the relevant features. The second main analytical step involved the phenotype signal detection 
among the parameters not directly related to pain. There, < 20% of missing data were imputed. The 
workflow of cluster assignment and feature selection was analogous to the second part of the first 
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analytical step. The figure has been created using Microsoft PowerPoint for Windows (version 2019, 
Microsoft Corporation, Redmond, WA, USA). 
 
 
Figure 2: Clustering of the d = 5 pain phenotype-related parameters. A: Factorial plot of the individual 
data points on the principal component map, obtained following hierarchical Ward clustering and 
subsequent k-means based cluster consolidation. The colored areas visualize the cluster separation. B: 
Tree-shaped decision rules for the assignment of patients to the pain phenotype clusters based on the 
d = 2 parameters that prevailed as informative following feature selection performed during 
40 
 
interpretation of the clusters. The leaves at the bottom are color-coded for clusters. The first number 
in each leaf displays the number of correctly assigned cases with respect to cluster membership, while 
the second number displays the total number of cases assigned to this leaf. C: Original data of the pain 
phenotype-related parameters, shown as bean plots, separately for the three clusters. The individual 
observations are shown as black circles in a one-dimensional scatter plot, surrounded by the 
probability density function (pdf) of the distributions (colored areas). Box and whisker plots of the 
same data are overlaid on the bean plots. They have been constructed using the minimum, quartiles, 
median (solid black red line within the box), and maximum. The whiskers add 1.5 times the 
interquartile range (IQR) to the 75th percentile or subtract 1.5 times the IQR from the 25th percentile. 
The parameters found to be relevant for the pain-phenotype clustering are emphasized with red 
frames. The figure has been created using the R software package (version 3.6.1 for Linux; 
http://CRAN.R-project.org/ [80]) and the R packages “yarrr” (https://cran.r-project.org/package=yarrr 
[78]) and “rpart.plot” (https://cran.r-project.org/package=rpart.plot [70] and “ggplot2” 
(https://cran.r-project.org/package=ggplot2 [103]).  
Pain intensity = mean score of Brief Pain Inventory pain intensity items (worst, least, average, right 
now). Affective pain interference = mean score of Brief Pain Inventory affective pain interference items 
(mood, relations with other people, enjoyment of life, sleep). Activity pain interference = mean score 





Figure 3: Tree-shaped decision rules for the assignment of patients to pain phenotype clusters #1, 
with lowest pain intensity and pain interference, (A), or #3, with high pain intensity and pain 
interference, and the greatest number of pain areas, (B), based on the phenotypic parameters from 
the six other categories not directly related to pain that had passed the feature selection step during 
tree building. The leaves at the bottom are color-coded for clusters. The first number in each leaf 
displays the number of correctly assigned cases with respect to cluster membership, while the second 
number displays the total number of cases assigned to this leaf. At the right of the tree, the original 
data with respect to the phenotypic parameters used for the decisions to assign a patient to the 
respective phenotype cluster are shown as bean plots. Data are shown separately for the cluster #1 
versus the other clusters (top) or cluster #3 versus the other clusters (bottom). The individual 
observations are shown as black circles in a one-dimensional scatter plot, surrounded by the 
probability density function (pdf) of the distributions (colored areas). Box and whisker plots of the 
same data are overlaid on the bean plots. They have been constructed using the minimum, quartiles, 
median (solid black red line within the box), and maximum. The whiskers add 1.5 times the 
interquartile range (IQR) to the 75th percentile or subtract 1.5 times the IQR from the 25th percentile. 
The figure has been created using the R software package (version 3.6.1 for Linux; http://CRAN.R-
project.org/ [80]) and the R packages “rpart.plot” (https://cran.r-project.org/package=rpart.plot [70]) 
and “yarrr” (https://cran.r-project.org/package=yarrr [78]). 





Table 1: Parameters acquired for the present analysis and basic descriptive statistics. 
Parameter N Counts or descriptive statistical parameters 
Pain phenotype-related  Median Interquartile range 
Number of pain areas  277 3 2 - 5 
Pain intensity  277 6 5 – 7 
Affective pain interference  277 7 5 - 8.25 
Activity pain interference  277 6.85 5.67 - 8.33 
 N Count Value - 






1: < 1 month 
2: 1-3 months 
3: 3-6 months 
4: 6-12 months 
5. 1-2 years 
6: > 2 years 
Pain etiology-related  No Yes 
Any neuropathic pain  270 173 97 
Low back pain  270 188 82 
Musculoskeletal pain other than back 
pain  
270 199 71 
Facial pain  270 258 12 
Abdominal pain  270 260 10 
Complex Regional Pain Syndrome  270 254 16 
Headache  270 263 7 
Phantom limb pain  270 269 1 
Fibromyalgia  270 241 29 
Chronic pain syndrome  270 261 9 
Other pain diagnosis  270 243 27 
Psychological parameters  Median Interquartile range 
Self-rated health  277 4 3 - 4 
BDI-II  277 14 9 - 21 
Childhood adversities  277 2 1 - 3 
CPAQ Activity engagement  277 33 24 - 42 
CPAQ Pain willingness  277 17 11 - 22 
PASS Cognitive anxiety  277 15 10 - 19 
PASS Escape/Avoidance  277 13 9 - 16 
PASS Fear of pain  277 9 4 - 14 
PASS Physiological anxiety  277 8 4 - 12 
Demographic parameters  Median Interquartile range 
Age in years 277 46 37 - 55 
Number of children  277 2 0 - 2 
Education in years  271 13 11 - 15 
Household income  264 4 3 - 7 
  Count Code 






















2: manual work 
3: office work 












2: yes, part-time pension 
3: yes, temporary pension 
4: yes, permanent pension 
Lifestyle-related  Median Interquartile range 
Exercise periods of >20 min per week  274 1 0 - 3 
Hours spent sitting per day  265 6 3.5 - 9 
Sleep problems index  273 17 14 - 20 
Nutritional index  185 1 1 - 2 
Body Mass Index  274 27.4 24.1 - 32.4 
Systolic blood pressure, mmHg  275 134 124 - 150 
Diastolic blood pressure, mmHg  275 86 77 - 94 
Waist circumference  274 94.25 83.25 – 105.87 
  Count Code 








1: has used 
2: dependent 




5: 4  
1: never 
2: once a month or less 
3: 2-4 times a month 
4: 2-3 times a week 
5: 4 times a week or more 
Previous treatments  Median Interquartile range 
Negative treatment experiences  277 3 1 - 4 
Positive treatment experiences  277 4 2 - 6 
Physician visits within previous 12 
months  
259 10 5 - 14 
Missed work days within previous 12 
months  
247 35 0 - 180 
Comorbidities  No Yes 
Hypertension  275 193 82 
Heart failure  275 267 8 
Angina pectoris  275 258 17 
Diabetes  274 248 26 
Asthma  275 230 45 
Chronic obstructive pulmonary disease  275 267 8 
Rheumatoid arthritis  275 271 4 




Low back pain  275 128 147 
Depression  273 197 76 




Hypercholesterolemia ever in life  233 128 105 
Using cholesterol medication  235 202 33 
High blood pressure ever in life  274 156 118 




  Count Code 







2: no, but elevated blood sugar level 
3: yes, type 1 diabetes 
4: yes, type 2 diabetes 
5: yes, but I don’t know the type 
6: yes, diabetes during pregnancy 
 
Pain intensity = mean score of Brief Pain Inventory pain intensity items (worst, least, average, right 
now) 
Affective pain interference = mean score of Brief Pain Inventory affective pain interference items 
(mood, relations with other people, enjoyment of life, sleep) 
Activity pain interference = mean score of Brief Pain Inventory activity pain interference items 
(walking, work, general activity) 
BDI-II = Beck Depression Inventory II 
CPAQ = Chronic Pain Acceptance Questionnaire 
PASS = Pain Anxiety Symptoms Scale 
 
Table 2: Results of a principal component analysis (PCA) of the d = 5 pain phenotype-related 
parameters. Five principal components (PCs) were obtained. Components with eigenvalues > 1 
(bolded) were retained for further analyses. 
Parameter Principal 
component 
    
PCA summary PC1 PC2 PC3 PC4 PC5 
Eigenvalue 2.29 1.14 0.83 0.41 0.32 
% of explained variance 45.89 22.85 16.61 8.23 6.42 
Cumulative % of explained 
variance 
45.89 68.74 85.35 93.58 100.00 
Variable loadings      
Number of pain areas  0.15 -0.67 -0.72 0.04 0.08 
Duration of pain  0.11 -0.71 0.68 -0.11 0.06 
Pain intensity 0.56 0.04 0.10 0.78 -0.26 
Affective pain interference  0.57 0.08 -0.05 -0.59 -0.56 
Activity pain interference  0.57 0.19 0.02 -0.16 0.78 
 
Pain intensity = mean score of Brief Pain Inventory pain intensity items (worst, least, average, right 
now) 
Affective pain interference = mean score of Brief Pain Inventory affective pain interference items 
(mood, relations with other people, enjoyment of life, sleep) 
Activity pain interference = mean score of Brief Pain Inventory activity pain interference items 
(walking, work, general activity) 
 
 
Table 3: Classification performance for the assignment to a pain phenotype-related cluster, obtained when training different classifiers (classification and 
regression trees (CART), partial decision trees (PART), random forests (RF)), multinomial log-linear regression (lReg) with the phenotypic parameters from the 
first category directly related to pain. Results represent the medians and 95% confidence intervals of the performance measures obtained during 1000 runs 
using random splits of the data set into disjoint training (2/3 of the data set) and test (1/3) data subsets, across the three pain phenotype clusters. The classifiers 
were trained on the full feature set of d = 5 pain phenotype-related parameters and on reduced sets with d = 2 pain-related parameters obtained following a 
feature selection step of the data analysis. Classifiers were trained on the original data set and again on a randomly permuted training data, which served as a 
negative control to detect possible overfitting.  
Performance 
parameter 
Full feature set Reduced feature set 
 Original data Original data Permuted data 
Algorithm CART PART RF lReg CART PART RF lReg CART PART RF lReg 
Number of included 
parameters  
5 5 5 5 2 2 2 2 2 2 2 2 
























(0 - 80.6) 
6.9 
(0 - 100) 
33.3 
(7.4 - 69) 
18.5 
(0 - 100) 
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Balanced accuracy [%] 85.4 



























































































(1 - 2.79) 
0.03 










Youden’s index [%] 70.8  

































*According to [89], an algorithm is a poor discriminant if DP < 1, limited if DP < 2, fair if DP < 3, and good in all other cases.  
n.d. = not defined.
 
 
Table 4: Classification performance for the assignment to a pain phenotype-related cluster, assessed 
for the complete three-cluster solution, and for each pain cluster separately versus the other 
clusters. The classification performance was assessed when training three different classifiers 
(classification and regression trees (CART), partial decision trees (PART), random forests (RF)) with (i) 
the phenotypic parameters from the first category directly related to pain (upper part of the table) and 
again, (ii) with phenotypic parameters from the six other categories not directly related to pain (lower 
part of the table). Results represent the medians and 95% confidence intervals of the performance 
measures obtained during 1000 runs using random splits of the data set into disjoint training (2/3 of 
the data set) and test (1/3) data subsets, across the three pain phenotype clusters. The classifiers were 
trained on the full feature set of d = 5 pain phenotype-related parameters and on reduced sets with d 
= 2 pain-related parameters obtained following a feature selection step of the data analysis. Classifiers 
were trained on the original data set and again on a randomly permuted training data, which served 





Cluster #1 Cluster #2 Cluster #3 
Pain features      
Features in ABC set “A” CART 2 2 2 2 
 PART 2 2 2 2 
 RF 2 2 2 2 
Balanced accuracy [%]      
CART Orig. 79.9 
(67.7 - 90.7) 
86.6 
(77.8 - 93.7) 
70.9 
(62.6 - 77.9) 
83.7 
(73.7 - 91.5) 
 Perm. 50.7 
(31.6 - 72.4) 
50 
(35.4 - 76.6) 
50 
(35.4 - 65.6) 
50 
(36.5 - 67.8) 
PART Orig. 80.4 
(68.6 - 91.7) 
86.3 
(77 - 92.1) 
71.4 
(63.5 - 79.2) 
79.7 
(70.6 - 87.5) 
 Perm. 50 
(34.5 - 69.2) 
50 
(46.9 - 57.4) 
50 
(39.1 - 64.4) 
50 
(42.8 - 57) 
RF Orig. 81.3 
(71.2 - 91) 
87.7 
(80.9 - 96.2) 
70.9 
(64 - 78.4) 
85.8 
(78.6 - 92.4) 
 Perm. 51.1 
(36.8 - 65.8) 
50.3 
(38 - 65.8) 
51.9 
(40.5 - 63.6) 
52.7 
(41.5 - 64.9) 
Other features      
 
Features in ABC set “A” CART 5 3 5 3 
 PART 11 13 13 13 
 RF 13 15 15 13 
Balanced accuracy [%]      
CART Orig. 61.4 
(47.6 - 71.9) 
64.5 
(53.6 - 74.6 
59 
(48.5 - 68.7) 
64.6 
(54.9 - 73.9) 
 Perm. 50 
(35.4 - 64.9) 
50 
(39.5 - 61.7) 
49.7 
(38.9 - 60.4) 
50 
(35.4 - 64.9) 
PART Orig. 62.1 
(50.8 - 72.7) 
60.8 
(50.2 - 70.4) 
60.9 
(51.3 - 69.2) 
67 
(57.3 - 76.5) 
 Perm. 50 
(37.9 - 63) 
49 
(39.2 - 62.2) 
49.5 
(38.8 - 61.8) 
50.8 
(38.6 - 63) 
RF Orig. 64.2 
(50.2 - 75) 
65.3 
(57.3 - 72.8) 
57.6 
(49.7 - 65.8) 
65 
(56.8 - 73.8) 
 Perm. 50 
(38 - 63.2) 
50 
(45.2 - 55.9) 
49.2 
(41 - 58.9) 
50.1 
(43.8 - 59.8) 
ABC = computed ABC analysis 
CART = Classification and Regression Trees 
PART = Partial Decision Trees 
RF = Random forests 
Orig. = original data 
Perm. = permuted data 
