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Microprocessor-Based Integrated LMFBR Core Surveillance 
Abstract: 
This report results from a joint study of KfK and INTERATOM. The aim of 
this study is to explore the advantages of microprocessors and micro-
electronics for a more sophisticated core surveillance, which is based 
on the integration of separate surveillance techniques. 
Due to new developments in microelectronics and related software an 
approach to LMFBR core surveillance can be conceived that combines a 
number of measurements into a more intelligent decision-making data 
processing system. 
The following techniques are considered to contribute essentially to an inte-
grated core surveillance system: 
- subassembly state and thermal hydraulics performance monitoring, 
- temperature no~se analysis, 
- acoustic core surveillance, 
- failure characterization and failure prediction based on DND- and cover 
gas signals, and 
- flux tilting techniques. 
Starting from a description of these techniques it is shown that by combina-
tion and correlation of these individual techniques a higher degree of cost-
effectiveness, reliability and accuracy can be achieved. 
The proposed data process~ng system is organized in five levels: 
the reactor instrumentation level, the common communication level, 
the signal evaluation level, the decision making level, and 
the output generation level. 
This layered architecture is modular and therefore allows to integrate or 
substitute individual parts if this should be necessary due to technological 
developments. 
In addition, a complementary approach to core surveillance and fault diagnosis 
based on methods of parameter and state estimation is considered. 
This complementary approach can be integrated in the signal evaluation 
level of our proposed data processing system, too. 
Part of this study was funded by the European community under contract 
ECI-909-B-7222-82-D. 
Ein integriertes, mikroprozessorgesteuertes System zur Kernüberwachung 
bei Schnellen Brutreaktoren 
Zusammenfassung 
Dieser Bericht beschreibt eine gerneinsame Studie zwischen KfK und 
INTERATOM. Ziel dieser Studie ist es, den Vorteil der Mikroprozessor-
technologie für eine fortgeschrittene Kernüberwachung von Brut-
reaktoren aufzuzeigen. 
Aufgrund neuerer Entwicklungen der Mikroelektronik und der 
Softwaretechnologie wird ein Konzept vorgestellt, in dem eine Reihe 
von individuellen Überwachungsverfahren zu einem integrierten 
Messwertverarbeitungssystem zusammengestellt werden. 
Die folgenden Überwachungsverfahren liefern wesentliche Beiträge zur 
integrierten Kernüberwachung: 
- Temperaturüberwachung der einzelnen Brennelernente 
- Temperaturrauschen 
- Akustische Überwachungsverfahren 
Messung und Überwachung der verzögerten Neutronen sowie des 
Schutzgases. 
Ausgehend von einer Beschreibung dieser Verfahren wird gezeigt, daß 
durch eine Kombination bzw. eine Korrelation dieser individuellen 
Verfahren ein höherer Grad an Zuverlässigkeit, Kosteneffizienz 
und Genauigkeit erreicht werden kann. 
Das vorgeschlagene Datenverarbeitungssystem besteht aus fünf Ebenen: 
der Reaktorinstrurnentierungsebene, der Kornrnunikationsebene, 
der Signalauswertungsebene, der globalen Entscheidungsebene sowie 
der Ausgabeebene. 
Diese schichtenweise Organisation ist modular und erlaubt es, 
individuelle Teile zu integrieren oder zu ersetzen, sofern dies not-
wendig sein sollte. 
Darüberhinaus wird ein komplementärer Ansatz zur Kernüberwachung und 
Fehlerdiagnose behandelt, der auf Methoden der Parameterschätzung 
basiert. Dieser komplementäre Ansatz kann innerhalb der Signalaus-
wertungsebene in das vorgeschlagene Datenverarbeitungssytern 
integriert werden. 
Ein Teil dieser Arbeiten wurde von der Europäischen Gerneinschaft 
unter ECI-909-B-7222-82-D gefördert. 
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W. Glauner, KfK-PSB 
A. Holick, Interatom 
This study is based on R+D-work for the German Fast Breeder 
Reactor. Cooling disturbances within the core are a major concern 
for safety and availability considerations. A fault propagation 
diagram has been set up and the potential of different individual 
advanced measuring techniques and analysis procedures is explored. 
The aim of this study is now to explore the advantage of 
microprocessors for a more sophisticated core supervision. 
Efficient utilization of the information contained in the measure-
ments is a basic concern of the surveillance methodologies. The 
availabil ity of microprocessors provides an opportunity for 
applying advanced concepts of 11 information technology 11 to the 
enhancement of the availability and safety of fast breeder plants 
in particular. The CEC sponsored joint study on 11 Integrated LMFBR-
Core Surveillance 11 from KfK and Interatom has chosen an approach, 
where a number of individual monitaring techniques are combined 
for the purpese of exploring the power of advanced microprocessor-
based information processing concepts. The resulting protection 
and control system is expected to approach the state of the art 
in real time information processing and will contribute to increa-
sing the cost effectiveness of LMFBR plants. 
KfK's contribution to this study (chapter 2 and 3) focusses 
on the advanced individual methods, including the application of 
micrJprocessors to on-line signal evaluation. In a next step, the 
integral systemwill be considered and the surveillance variables 
associated with the various measurement channels will be provided 
simultaneously to a single decision making entity, where corre-
lation techniques and cause-consequence analysiswill be employed 
to support the early warning capability of the protection system. 
The KfK-approach rests upon the results of the R+D-work for 
the German Fast Breeder Reactor and, in particular, upon conclu-
sions to be drawn from accident analysis. It aims mainly at the 
early detection of cooling disturbances and the identification 
of pin failures. The rationale of the approach is introduced in 
the following in some more detail. 
If we omit - for this study - the so-called hypothetical 
accidents, we then have to deal mainly with cooling disturbances 
in fuel subsasssemblies. They may be caused by pin failures, pin 
bowing, foreign materials, spacer failures, or inadequate clea-
rances and tolerances (see Fault Propagation Diagram, Fig. 1-1). 
These could lead to blockages in the fissile zone (internal 
blockages) or at the subassembly inlet (external blockages). The 
chemical reactiun between fuel and sodium is of particular impor-
tance with respect to blockage formation around defective fuel 
pins. 
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The increased volume of the reaction product could lead to a 
temperature increase within the blocked area and to a further 
propagation of the defect by affecting adjacent pins etc. Also 
the release of fuel or the fuel-coolant compound from the defect 
area and its deposition on the down-stream spacergrid is a 
possible blockage mechanism. 
Up to now, we will have the surveillance of: 
the mean coolant outlet temperature from each fuel element 
(chapter 2.1), 
delayed neutrons (DND-technique) in the coolant, which indi-
cates the possible release of fission products from defected 
fuel pins (chapters 2.5, 2.6). 
The mean coolant temperature from each fuel element and the 
fission product release measurements, made by the DND-systems are 
connected to the automatic shutdown system, in a conventional 
way. 
A good status of knowledge for released fission product moni~ 
toring has been reached by a series of loop and in-core measure-
ments with artificially and naturally defected fuel pins. In 
addition to the DND-technique, other methods, especially for 
released fission gases are studied. 
Whereas the temperature monitaring supervises each individual 
fuel subassembly the DND-systems observes only the total coolant 
flow of the primary system. This does not allow to localize the 
defective fuel element, and other means are to be investigated to 
identify the faulty position. This can be achieved by the 11 flux-
tilting11 procedure, which is a part of this study and will be 
found in chapter 2.6. 
A probabilistic risk analysis has shown a very low probability 
for the occurance of different blockage scenarios, and by the 
installation of sensitive measuring devices, the probability for 
a defect propagation between fuel elements is expected to be 
S lo-6/a. · 
Besides blockages and possible consequences on defect propagation, 
the release of fission products and fuel into the coolant is also 
undesirable from the viewpoint of system contamination and mainte-
nance. 
Whereas the mean temperature and the DN-supervision are already 
part of the breeder design, further R+D-work on new methods for 
sensitive coolant disturbance detection is performed, namely 
- temperature fluctuation analysis: coolant disturbances (blockages) 
within a fuel element bundle cause an increase of the turbulences, 
measurable by an increase of temperature noise at the fuel ele-
ment outl~t (chapter 2.3), 
- advanced methods for sensitive measurement of the mean coolant 
temperature from a fuel element: even large total local blockages 
within the fuel bundle cause only a small decrease of the total 
flow rate or only a slight increase of the mean outlet tempera-
ture, which is difficult to determine due to natural background 
fluctuation from coolant flow, neutron power etc. 
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T h e so- c a 1 1 e d 11 c o m p e n s a t i o n m e t h o d 11 a 1 1 o w s t h e e 1 i m i n a t i o n o f 
undesired noise-contributions and a more precise measurement 
of the mean outlet temperature (chapter 2.2) 
acoustic boiling detection: in case a blockage causes sodium 
boiling in a fuel-assembly, measurement of the acoustic signal 
will be a means to detect it (chapter 2.4). 
Furthermore, the general potential of neutron-noise analysis 
for the detection of different phenomena in the core has been 
investigated (chapter 2.7). Within the frame of this study, the 
application is made only for the 11 compensation method 11 for sub-
assembly state and performancemonitaring (chapter 2.2). 
Fig. 1-1 shows the principal detection potential of these 
methods at the different stages of the fault development process. 
In many cases, diverse detection of specific events is possible. 
The status of the R+D-work of these new methods is such, that 
the basic phenomenological effects are investigated and are under--
stood, from out-pile and in-pile experiments. On the other hand, 
reactor experience is still lacking. Here the KNK-II reactor will 
serve to get some more experience on the long term behaviour of 
the reactor itself and of the measuring chains also. 
The measuring methods developed correspond to the phenomena 
to be observed - so we use thermocouples, neutron sensors, special 
microphones and different fission product detection devices. 
The signal analysis methods are individually tailored for the 
problern under investigation. Except for fission product release 
monitaring (DND, fission gas measurements etc. ), no attempt up 
to now has been made to combine or correlate the results from the 
different new measurement methods. It is thought that this could 
be a next step in the R+D-work, which needs some efforts to iden-
tify the possible chains of events, their possible time scales 
and probabilities. The use of microelectronics should be incorpo-
rated into this task. Chapter 3 proposes the concept of a micro-
processor based integrated core surveillance system. 
The installation of an integrated core surveillance system 
in the SNR 300 is not planned up to now. However, the advantages 
of having such an integrated system are obvious. 
Interatom 1 S contribution (chapters 4,5,6,7) focusses on the 
application of parameter and state estimation to the measurements 
from the out-of-core instrumentation, excluding the DND-signal, 
covergas monitaring and acoustic measurements. The expected gain 
in employing on-line estimation techniques lies in the opportunity 
to maximise the amount of information which can be extracted from 
the standard out-of-core measurements and can be provided to the 
decision-making subsystems. The concept provides a global picture 
of core dynamics and will be called, therefore, 11 Global Core 
Surveillance Procedure 11 (GCSP) for easy reference. 
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The GCSP aims at monitaring coolino - and reactivity-anoma-
lies by means of two basically different modules: 
Estimator for core state (i .e. fuel temperature and thermo-
hydraulic core parameters (chapter 4.4, 4.5) 
Estimator for the various reactivity contributions and reacti-
vity parameters (chapter 4.6, 4.7). 
There is a rather large number of estimation/identification 
methods available. Dynamic data systems methodology (DOS) has 
been applied already to simulated and real LMFBR data in an attempt 
to assess the feasibility of on-line monitaring systems and to 
non-nuclear large scale problems. It seems feasible, therefore, 
to place the estimation technique employed in this study within 
this frame. 
The basis of the DOS approach is the auto-regressive moving 
average (ARMA) analysis of time ordered signals. In the most simple 
case, when only scalar measurement samples are considered, the · 
ARMA-madel can be looked upon as a digitial filter whose input is 
a wide noise sequence and whose output is the observed sequence. 
The ARMA-model has been generalized in the literature to the 
so-called ARMAX-model, which includes non-zero mean random input 
processes. Its most general form is based on a state space formu-
lation. 
The objective of on-line estimation is here to find the ele-
ments of the state vector and of the state-transition matrix from 
the measured system response to the input disturbance. 
One has to cope with a combined parameter- and state-estima-
tion task. Its solution can be found, for instance, with the 
''mutual interactive state and parameter estimation procedure " 
(MISP). MISP makes use of alternatively two Kalman-filters, one in 
state space and one in parameter space. The two filters interact 
recursively in performing optimal estimation in such a way, that 
the result is unbi~sed. Consistancy is especially important for 
the estimate of system order. 
Interatom's parameteradaptive approach to core surveillance 
requires also that a combined parameter and state estimation prob-
lern in state space formulation (ARMAX-model) is tobe solved. But 
the solution method can be greatly simplified - as compared with 
MISP- because of the following arguments: 
The coefficients of the ARMAX-model are derived from a physical 
model of core thermohydraulics, whose validity has been already 
tested. Hence, model order is known a priori and the coefficients 
are known in terms of the physical model parameters (section 4.1), 
deviations of the actual plant behaviour from the (model based) 
predicted behaviour will be sensed and indicated (section 4.8). 
-5-
. The standard out-of-core instrumentation and, especially, the 
standard analog-ta-digital conversion equipment does not allow 
for preserving the process noise properties in computing the 
surveillance variables, hence, it is not possible to rely on 
system excitation solely due to process noise, even if the noise 
amplitudes would suffice. External excitation is needed during 
well defined calibration control intervals (section 4.3). 
Excitation profile and duration bear close resemblence to auto-
matic feedback control signals. 
Recursive interaction between parameter and state estimation, 
which is a characteristic feature of MISP, has been omitted and 
an analytical Separation between the two tasks has been achieved 
(section 4.2). The significance of the bias problern in the least 
square algorithms is greatly reduced, because of the prefilte-
ring of data needed to smooth quantization noise (appendix A4.3 
and section l2.) Note again, that model order is known a priori. 
Interatom's choice of method is characterized by analytical 
separation of the parameter from the state estimation task (in-
creased failure tolerance level ), by external excidation of the 
core (automatic calibration) and by insensitivity against process 
noise distortion (no need for special instrumentation). Neither 
the least square algorithms nor the Kalman filter need to be 
modified. 
Fuel temperature was found to be a sensitive indicator of 
cooling anomalies (section 4.5). The coefficients of the prediction 
model. (section 4.1) will be automatically updated, if the residual 
observation exceeds a prespecified bound (section 4.4). Detection 
and identification of slug flow requires modification of the 
Kalman filter (appendix A4.l), 
Reactivity monitaring concepts are under development in USA, 
France and Germany. R.A. Harris (see chapter 6) showed, that 
systematic errors have to be expected in the reactivity balance 
and may reach magnitudes which are much larger than the actual 
signal. Therefore, the method relies heavily upon costly calibra-
tion schemes for slowly developing bias errors, whose origin cannot 
be identified. 
Gauthier et al. (chapter 6) report good performance of the 
French concept during stationary operation and aim at extending 
the algorithms to the non-statianary case. The German cancept far 
reactivity balance monitaring is similar to the US and French 
appraach and is still being tested at the KNK li-plant. 
In chapter 6 af this repart, the conventianal reactivity monita-
ring concept is briefly described and the coefficients of the pre-
diction model are analytically expressed in terms af care state 
and physical core parameters. 
Section 4.6 and 4.7 describe a new concept based on parameter 
and state estimation, which is characterized by the independence 
of the reactivity feedback model caefficients of the thermohydrau-
lic core state. 
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The diagnostic potentials of the 11 Global Core Surveillance Proce-
dure11 and the need for automating the diagnostic process within 
the frame of artificial intelligence is discussed in section 4.7. 
Convergence and consistancy of the recursive parameter and state 
estimation procedures are tested in chapter 5 by means of simula-
tion. Thermohydraulic monitaring performance is illustrated in 
terms of, for instance, a partial blockage with simultaneaus per-
turbation of the radial power distribution, slug flow in a parti-
cular fuel element and continuous estimation of subassembly flow. 
Simultaneaus estimation of all relevant thermohydraulic parameters 
has also been achieved with high accuracy. Estimation of reactivity 
parameters and itemized reactivity contributions is discussed in 
the sections 5.4, 5.5 and 5.6 It seems worthwhile emphasizing, that 
the reactivity contributions of the control rods are continuously 
determined without having to rely on rod position measurements. 
Performance tests for reactivity surveillance during non-stationary 
reactor operation is also treated. 
In chapter 6, camparisans are made between the parameteradaptive 
Global Core Surveillance Procedure (GCSP) and other known monita-
ring methods, mainly in terms of sensitivity, adaptiveness to 
different reactors and time varying conditions, the need for special 
instrumentation and inherent diagnostic capabilities. The data 
base for the comparison is tables of surveillance variables which 
can be attributed to the various methods, plus timing constraints 
and the accuracies attainable. A discussion on the expected gain 
in coverage by adding the DND-signal, covergas monitoring, and 
acoustic measurements is also presented in chapter 6. 
Experimental verification has been si,:1rted with the off-line 
analysis of data from the KNK-plant. Thu experiment consists of 
disturbing the bank position or the flow rate manually in accordance 
with a given sequence of alternating constant and ramplike functions 
over a total of several minutes (section 6.1). Preprocessing schemes 
for the measured data are described in section 6.2. The objective 
is to reduce the effect of error sources which are typical for the 
out-of-core instrumentation system. The prediction model of the 
parameter estimation algorithms is identical to the on-line simu-
lator and it is verified by comparison with measurements during 
smal 1 core transients. It is surprising how well the measurements 
can be reproduced with a very elementary model. The non-ideal thermo-
couple is introduced in terms of a time constant and a gain factor 
(first order lag) which are considered unknown and are estimated in 
context with the core parameters. The model of the thermocouple is 
embedded into the core model. 
It is shown, that the input-disturbance profile chosen for this 
experiment does not excite the core sufficiently and that, therefore, 
the core transient response does not contain sufficient information 
on all thermohydraulic parameterstobe estimated. However, reali-
zable excitation functions are found which guarantee observability. 
Finally, section 6.4 is concerned with the parameter estimation 
task under the restrictions posed by the particular experimental 
conditions. 
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2. Current activities 




2.1 A Microprocessor-Based System 
for the Evaluation of Fuel Element Outlet Tamperatures 
U. Vages 
Institut für Datenverarbeitung in der Technik 
A microprocessor-based reactor safety shut-down system is described 
which is monitaring the fuel element outlet temperatures of a fast 
reactor for the purpese of detecting local cooling disturbances and 
initiating automatic shut-down of the reactor (scram) in case of 
possible emergency situations. 
different subsystems each of 
The system consists of four functional 
which consists of three redundant 
microprocessors which communicate with each other for error detection 
and fault tolerance. The licensing of this system is one of the main 
objectives of this project. 
2.1.1 Introduction 




limited use of programmable computers in 
a reactor. This is mainly due to the fact 
that neither industry nor licensing authorities push this cause since, 
among other reasons, there exists only little experience with the 
validation of software. 
We attempt to overcome these difficulties and we show a way to 
demoostrate the reliability of software. This attempt is made for a 
computerised reactor safety shut-down system which is monitaring the 
fuel element outlet temperatures at an L~FBR for cooling disturbances. 
In chapter 2.1.2 the purpese of the protection system will be 
explained. Chapter 2.1.3 gives some details on the shut-down 
algorithms to be applied. Chapter 2.1.4 introduces the hardware 
design, chapter 2.1.5 the software structure. In chapter 2.1.6 the 
validation methodology will be outlined and chapter 2.1.7 will present 
some conclusions. 
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2.1.2 Purpose of the system 
We are in the process of developing a safety shut-down system for the 
liquid metal fast breeder reactor KNK II at Karlsruhe. Currently there 
exists a hardwired safety system which we want to duplicate with a 
computerised system. 
Enhanced algorithms shall be reali~ed in this new system, which will 
first run in parallel to the existing system, but only in an open-loop 
fashion. Depending on the running experience it may later be working 
in closed-loop operation in parallel to the hardwired system or even 
replacing the old system. 
The purpese of the system is the inspection of the coolant outlet 
temperature at each individual fuel element in order to detect local 
cooling disturbances. In case of emergency, that is if the temperature 
is exceeding certain fixed or calculated set points, either a message 
to the operators is given or an immediate automatic shut-down is 
initiated. 
At the K~K II there are 29 fuel elements, each of which is 
instrumented with three redundant thermocouples. The measurement of 
these thermocouples has tobe scanned cyclically. The tota: reaction 
time of the system has to be less than about five seconds for the time 
between temperature exceeding set points and shut-down (control rods 
in final position). 
Although the design for the KNK II is presented in this paper, the 
same methodology can be applied for other L;!FBRs. Similar systems have 
been in discussion for the S~R300, eg. 
2.1.3 Shut-down algorithms 
Five different shut-down algorithms shall be applied. Same of them are 
exactely the ones used i~ the existing hardwired system, some are more 
sophisticated ones which were discussed for the SKR300. Part of these 
limits are constant, the other part are floating limits which are 
newly calculated in every cycle. An overview on the algorithms is 
given in table 2.1-1. 
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The first algorithm is concerned with only some of the fuel elements, 
the elements within the test zone. For them individual fixed upper 
limits exist. If they are exceeded agairr a shut-down is initiated. No 
lower limit exists in this case. This is a rather KNK II special 
feature algorithm which probably \vill have no counterpart in normal 
reactors. 
The second algorithm is calculating a floating limit. For this the 
fuel elements are grouped tagether according to their behaviour 
dependence on their position and the position of the control rods. For 
the small KNK II only two groups are formed. For larger cores like the 
SNR300 some five groups could be necessary. For each group the mean 
value is calculated. If the temperature of a group member is too much 
above the group mean value, scram is initiated, if it is diverging too 
much below this mean value, an alarm message is printed. 
The third algorithm is mainly a kind of plausibility check. The major 
fixed limits are considered. If the upper limit of 650 degree is 
exceeded, a shut-down is initiated. If the temperature is below the 
lower limit, the inlet temperature, an alarm message to the operators 
is given, since this is probably a defect in the measuring system. 
So far the algorithms were only concerned with th2 actual measurement 
value, no history was involved. The following are keeping a memory of 
the measurement values and do some kind of digital filtering. 
The fourth algorithm is calculating some mean value over the last 10 
or so measurement cycles. If the actual measurement is deviating too 
much from this mean value a shut-down (too high) or an alarm message 
(too low) is initiated. 
Finally, the fifth algorithm is similar to the previous one, but not 
only 10 but about 100 cycles are used and a global mean value is 
calculated, not an individual one. Again, in case of deviation of the 




The systemwas subdivided into four subsystems, each with a different 
purpose. Each subsystem itself consists of three redundant 
microprocessors. These are connected with each other. Among these 
subsystems an extensive exchange of information is taking place. This 
shall provide each single system with good error recognition 
capability. In addition, failure of single components (e. g. 
communication lines or computers) can be tolerated to a certain degree 
since redundant information is available. 
The safety and availability is not influenced by this, but early 
failure detection is necessary to eliminate double failure which could 
resul t in a fail-safe reaction, that is shut -dm.;n. 
The structure of the system is shown in figure 2.1-1. 
The first group (~1,M2,M3) receives the process data, makes some 
plausibility checks and calculates the mean value of the three 
redundant input channels which is then sent to the next groups (A and 
F). 
The second group (A1,A2,A3) takes the actual measuremenTs and 
calculates therefrom the floating set points and evaluates wheU.er at 
any position a floating or a fixed setpoint is exceeded. The 
algorithms I to III are performed in this group. The results of this 
evaluation are given to group four (K). 
The third group (F1,F2,F3) takes not only the actual measurements but 
applies a digital 
also the history. 
filtering technique, thereby taking into account 
This is the realisation of algorithms IV and V. 
Again the floating set points are calculated and an evaluation is made 
with the results given to the fourth group (K). 
The fourth group (K1,K2,K3) makes a final combined evaluation of the 
results of groups A and F. This evaluation is just a simple check 
whether at any position there is a scram situation detected by one of 
the algorithms. ~o correlation analysis is carried out at the :ime 
being, but investigations an its value seem to be usefull. The output 
is a simple binary result, either '1' (keep an going) or 'o' 
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(shut-down). 
This signal is then used by the final hardware two-out-of-three voter 
to act on the control rods. This voter is designed inherently 
fail-safe. This is necessary because it is the bottle-neck of the 
design which cannot be redundant. 
In addition there is a protocdl unit which is taking the alarm 
messages and other information from the individual units, provides the 
operators \vith information, and conducts some data logging. 
The t\velve microprocessors within the system are mainly identical, the 
only difference is the amount of i/o-ports. 
For our realisation we have chosen the Siemens SMP E8, a single board 
computer based on the Intel 8088 microprocessor chip. This 
microcomputer \vas selected due to the good price-performance relation. 
It is based on a powerful 16-bit microprocessor and shows a small and 
compact board design. In addition the indirect connections to the bus 
via plugs and the probably good earth quake resistance are features 
which improve the validation and licensing procedures. 
Each >ingle computer consists of 
- ctassis with power supply 
- CPU 
- up to 64k byte main memory (EPROM + RAM) 
- I/0 interfaces (parallel and serial). 
There is no peripheral unit associated to a computer. Only for 
:naintenance there is the possibility to connect some diagnostic aid to 
~n otherwise unused i/o-port. 
The connection of the microprocessors is not via a common bus, but by 
separate point to point connections. Thereby the probability of a 
common mode failure due to the bus system is eliminated. 
Each redundant line (~1, Al, Fl, Kl; M2, A2, F2, K2; M3, A3, F3, K3) 
will be in a separate compartment and finally also in a separate room. 




are generally more powerful than microcomputers, but 
a more complex operating system ~nd have a more complex 
structure. Therefore more effort is needed during the validation and 
verification process for licensing. 
The use of microcomputers has a considerable influence on the 
complexity of the single units and the whole system, too. 
The separation of tasks is leading to smaller units with lower 
complexity, and the possibility of error propagation is rather limited 
compared with a solution incorporating minicomputers. 
2.1.5 Software structure 
The software of the microprocessors can be separated into the 
following four parts 
- Supervisor/operating system 
- communication software 
- application software 
- self-testing software. 
For validation purposes the operat,ng system will be kept at a 
minimum. Since the hardware structure _: not too complex, not too many 
functions are needed of the operating system. The main functions 
needed from the software side are i/o-drivers and task-management. 
Since several tasks are running in one processor, the correct 
scheduling and also the time control are important subjects. 
The communication software incorporates 
thereby also features for error d0tection. 
the protocol mechanism and 
The protocol itself can be 
rather simple, since we have only point to point Connections and not a 
bus structure. There is only the computer internal local bus. The 
amount and kind of information to be exchanged is also fixed. Only the 
amount of messages in case of errors is changing. A certain amount of 
redundancy is incorporated into the transfered data for error 
detection (e.g. parity, control words). 
The application soft1\are contains the actual problern solving programs. 
This is the part which will vary between the different groups while 
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the other three parts remain identical in groups M, A, F, and K. 
software is running in the spare time of each The self-testing 
processor. Its purpose is to control the correct functioning of the 
check the constant part of the memory and to test the hardware, to 
interprocessor communication lines. In addition a certain amount of 
checking is performed. The results of these checks are neighbor 
reported 
group. 
to a central protocol processor as well as to the following 
By these self-tests errors shall be detected as soon as 
possible in order to have a very low probability of double error 
within one unit between maintenance phases. 
2.1.6 Validation methodology 
Since licensing is involved in this project, large portians of the 
work go into validation and verification. The validation procedure 
which will be applied in this project consists of constructive and 
analytical parts. Both partswill be explained in more detail in the 
fo llo\v ing. 
2.1.6.1 Constructive methods 
Starting at the beginning of the development cycle the use of a formal 
specification language has to be mentioned. Error analysis studies 
have shown that many errors have their origin in the specification 
/Endres75, Gmeiner78/. Either the specification was not precise enough 
or it was incomplete or contradictory. \vithout a formal specification 
language the detection of these errors is quite hard. Therefore we are 
trying to eliminate as many of these specification errors as possible 
by the use of the specification language ESPRESO /Eckert81/ for thl 
software specification of the system. 
After the formal specification the implementation is done in high 
level programming languages. Similar to the redundancy in hardware we 
apply diverse programming in the software. 
In our case we selected PASCAL, PL/M and IFTRAN /IFTRA~79/ (a 
structured FORTRA~) as implementation languages for the application 
software. These implementations areclone by independent teams. By 
means of this technique we attempt to eliminate common mode errors 
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which might arise if the same software is loaded to the redundant 
computers and an overlooked coding or design error is activated. 
But not only the probability of common mode software errors is 
decreasing by this technique. Also the probability of occurance of the 
same hardware error at the same time is at least diminished since 
different software will activate different hardware functions in the 
redundant computers. 
2.1.6.2 Analytical methods 
\ve mainly distinguish between reviews and testing techniques. 
In order to use review techniques the software development cycle has 
to be marked with milestones to which certain documents are 
associated. The reviews are performed by following a checklist. The 
new documents are compared with the previous ones. By this iterative 
kind of checking the consistency between the different documents of 
the separate development phases can be guaranteed. 
Our reviewswill be conducted in two phases. 
of a review within the development team. 
tagether with the licensi1g authority. 
The first step consists 
The second step is made 
The main advantage of the review technique is that every document and 
every phase of the development cycle (specification, design, program, 
e.g.) is controlled. So possible errors should be detected as early as 
possible. 
The testing techniques are mainly concerned with the program code. Our 
approach consists of three steps: 
- module test 
- program test 
- system test. 
During the module test the programmer will test his program according 
to his own standards until he considers his program error-free. 
The program test will be conducted by an independent test team. The 
test data will be derived from the program structure and the design 
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description, and the expected test results will be derived from the 
program specification or the requirements specification. This is 
assisted by the use of automated testing tools like RXVPso™ /RXVPSO, 
Geiger80/, which can do a static and dynamic analysis of the program. 
There is no coupling to the process during the program test. The 
program will be tested off~line by bottom-up integration. Thereby the 
amount of extra test bed design can be minimised. Part of this test 
can even be made on a hast computer. 
During the system test the complete system, including the hardware, is 
tested under real-time conditions. The necessary test data are no\v 
chosen application- and specification-oriented. 
During the specification-oriented system test the different test cases 
are derived from the program specification in order to exercise all 
different cases and functions. This is aided by the use of a 
decision-table-like combination table. 
The above mentioned process applies mainly to the special developed 
application software. For the other parts a slightly different 
approach will be taken. The operating system is a manufacturer made 
system which is al 0 used in other application areas. Part of the 
validation will be substituted by this operating experience. The 
communication software is self-made and has to undergo rigid testing. 
Since the scope of it is limited, this should be possible to a large 
extent. The self-testing software has a well-defined objective. It has 
tobe demonstrated that it is capable of detecting certain errors, and 
that these are the most common errors. 
The final phasf of the system test is clone by using the original 
process data. Slnce in our case a hardwired protection system already 
exists and the process is available, the coupling to the process can 
be clone. The final test will therefore be a long term test on-line 
open-loop, i. e. the original process data are used. In addition to 
this, since the emergency probability is very low, some emergency 
situations have to be simulated by changing some of the process data. 
But until the final license is achieved no immediate shut-down may be 
initiated, but only a messagewill be given to the operators. 
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2.1.7 Conclusions 
We introduced the design of a microprocessor-based reactor shut-down 
system and the associated approach for validation and licensing. By 
the use of single board computers a simple hardware structure is 
achieved. Combined with the functional separation of the tasks and 
distribution to independent processors this supports and eases the 
validation process. 
The use of constructive techniques for the software in connection with 
analytical validation methods shall provide a good result and convince 
the licensing authority of the quality and reliability of the final 
product. 
Hardware and software have to be looked at together. This integrated 
approach shall demonstrate that hardware and software solutions for 
fault tolerance and error recognition can assist each other and help 
to achieve the required overall reliability. 
As an advantage of the computer-based protection system as compared to 
the existing hard-wired system the follo\{ing can be pointed out. The 
moc fication of the f(i)-values which is necessary about every monthis 
mor8 easy and also easier to protocol. The threshold values can be 
adopted according to the operating experience. It is possible to 
change the algorithms and ~ven extend the system to some new ones. Ko 
additional cabling is necessary, 'only' some reprogramming. An 
extension in the direction of correlated analysis of the different 
realised algorithms could be made quite easily. Therefore the effort 
neccessary to license such a system consisting of hardware and 
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I temperature(i) > fixed_limit(i) 
for all test zone fuel element positions i 
with individual fixed_limits(i) 
I! delta_temp(i) > f(i) ~~ group_mean_value(group_num) 
+ delta(2) 
for all fuel element positions i belanging to 
group group_num 
for all groups 
group_mean_ value(group_num) = ( 1 I II n(group_num) II ) ~·: 
delta_temp(i) 
i ~ group(group_nurn) 
III ternperature(i) > 650 degrees centigrade 
for all fuel elernent positions i 
IV delta_ternp(i) > short_terrn_ternp(i,k) + delta(4) 
for all fuel element positions i 
short_terrn_ternp(i,k) = 1/S * delta_temp(i) 
+ (S-1)/S * short_terrn ternp(i,k-1) 
k cycle nurnber 
S integration range ( in the range of 10 ) 
V long_terrn_ternp(i,k) > f(i) ,·: long_terrn_mean_value(k) + delta(S) 
for all fuel elernent positions i 
with cycle number k 
long_terrn_ternp(i,k) = 1/L * delta_ternp(i) 
+ (L-1)/L ~·: _ >ng_terrn_temp(i,k-1) 
long_terrn_rnean_value(k) = 1/N ·~.--~ong_terrn_temp(i,k) 
i 
N nurnber of fuel elernents 
L integration range ( about 100 ) 
delta_ternp(i) = outlet_temperature(i) - inlet_ternperature 
del ta(j) : individual algorith:n threshold 
Table 2.1-1: SHUT-DO\{N ALGORITH~!S 
-20-
V 
---·Communication for redundancy and control 
__ ...,.. Data flow 
T Therrnocouples 
M Microprocessor for rnean value calculation 
A Microprocessor for lirnit control taking actual values 
F Hicroprocessor for lirnit control taking filtered values 
K Microprocessor for criteria evaluation 
V Hardware 2-out-of-3 voter 
Fig. 2.1-1: Structure of the Reactor Shut-Down System 
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Beitrag zur EG-Studie 82/83, Teil 1 
Microprocessor-based Integrated Core Surveillance System 
-1 
Udo Vages, KFK/IDT 
21. 7. 1983 
A Microprocessor-Based System for the 
Evaluation of Fuel Element Outlet Temperatures 
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2.2 Subassembly State and Performance Monitaring 
M. Edelmann 
Institut für Neutronenphysik und Reaktortechnik 
Abstract 
In the following chapter a method is described by which local loss of 
cooling in LMFBR subassemblies can be detected with improved sensitivity, 
i. e. at an early stage of a developing blockage. It is expected that in 
general a blockage can be detected before it causes boiling of coolant in 
the wake behind it. In addition, thermal hydraulic fuel element parameters 
as, for instanr-e, an integral heat transfer coefficient between fuel and 
coolant can be .10nitored. Using individual subassernbly (SA) outlet tempera-
ture signals the method provides for indirectly monitaring SA coolant flow 
with high precision. In Fig. 1-1 it is indicated by the symbols TM and FI 
at which stages of fault propagtion local loss of coolant might be detected 
in this way. 
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2.2.1. General Considerations on SA State and Performance Monitaring 
Fast reactor fuel elements due to their high power densities are sensitive 
to cooling disturbances. In future LMFBR's therefore the coolant flow rate 
through the subassemblies will be monitared indirectly by individual 
temperature instrumentation. However, with conventional monitaring narrow 
tolerance bands are not feasible for individual fuel element outlet 
temperatures because of significant changes of outlet temperatures under 
normal operating conditions. This is due to power and inlet temperature 
noise, load variation and burn-up. 
On the other hand, local cooling disturbances within a fuel element, i. e. 
local blockages, swelling or bowing of fuel pins, may lead to thermal 
overload of fuel or cladding without producing a significant additional 
pressure drop. In this case the total flow rate of coolant and therefore 
also the outlet temperature would not change significantly. 
Consequently, the coolant flow through the subassemblies has to be measured 
with high precision to detect local cooling disturbances. For this measure-
ment simple and relia~ le techniques are required. At present only tempera-
ture instrumentation seems to be practicable in commercial fast breeder 
reactors. Individual redundant and high precision flow instrumentation for 
all subassemblies is prohibitive for technical and economic reasons. 
Therefore, the only way to detect local lass of cooling in a fast reactor 
subassembly before local boiling of sodium or pin failure may occur will be 
by more sophisticated surveillance of outlet temperatures. Several 
different techniques are investigated in this respect as, for instance, 
using dynamic references for outlet temperatures /Jacobi 76/ or the 
analysis of outlet temperature noise /Weinkötz 79/. 
The major reason why conventional outlet temperature monitaring is only 
moderately sensitive to cooling disturbances in a single subassembly is due 
to the fairly large variations of reactor power and inlet temperature under 
normal operating conditions. These may cause changes in SA outlet 
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temperatures of more than 10 K. Correspondingly, alarm or scram levels have 
to be set around 15 K temperatu re rise. This is equi valent to about 
10 % reduction of coolant flow. 
From investigations at the sodium cooled test reactor KNK at Karlsruhe it 
is concluded that SA outlet temperatures would deviate by no more than 1 K 
from their stationary mean values if there were no changes in SA power and 
inlet temperature. This corresponds to less than 1 % flow variation for a 
typical temperature rise of the coolant of about 200 K in fast reactor fuel 
elements. Consequently, SA outlet temperature monitoring would be much more 
sensitive to loss of c6oling if the ~fect of power and inlet temperature 
Variations on SA outlet temperature could be eliminated. 
In an earlier paper /Edelmann 77/ a novel method of monitoring individual 
SA coolant flow using SA outlet temperature signalswas proposed. In this 
method high sensitivity and quick response to cooling disturbances is 
achieved by balancing-out the operational variations of SA outlet tempera-
tures. The principle of this method consists of simulating normal fuel 
element performance and intercomparing model-predicted outlet temperatures 
to actually measured ones. 
For simulating the individual thermal hydrau lic perf ormance of the fuel 
elements a very simple theoretical model turned out to be sufficient. As 
shown earlier /Edelmann 79/ a fairly good estimate of SA outlet tempe-
ratures is obtained by low-Pass filtering and delaying a neutron detector 
signal (being proportional to SA power) and adding an inlet temperature 
signal. Digital filter algorimthms are simple and fast enough for on-line 
simulating the whole core of an LMFBR on a small digital computer in this 
way. 
Subtracting the model-predicted outlet temperatures from the measured ones 
provides "balanced" ( zero mean) temperatu res which only depend on SA 
coolant flow. An increase of a balanced outlet temperature would be a clear 
sign of a loss of cooling in the corresponding SA as long as the SA model 
parameters remain constant. Since the model parameters may change over long 
periods of reactor operation they have to be verified and readjusted from 
time to time. 
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Besides the temperature rise a local blockage in a SA would produce some 
other effects that might be utilized to detect it. So, for instance, it 
might cause additional (high frequency) outlet temperature noise or even a 
DND (delayed neutron detector) signal if the blockage consists of fissile 
material from failed fuel. At later stages a growing blockage also might be 
detec ted by acoustic sensors if sodium boiling occurs in the wake behind 
the blockage. Sodium boiling might be detected by monitaring the reactivity 
or power noise of the reactor, too. 
It can be expec ted that combining the various signals that might be aff ec-
ted by a cooling disturbance would enable more sensitive and more reliable 
techniques of monitaring individual SA performance. This has been demon-
strated already for detecting of sodium boiling by neutron and acoustic 
noise /Wright 75/. In this case it was found that individual drawbacks or 
limitations of the single measurement techniques can be overcome or reduced 
at least by using cross correlation technqiues for a combined analysis of 
independent signals. An integrated core surveillance system would use all 
of the available informations and highly sophisticated techniques for their 
optimum evaluation in order to provide early and reliable indications of 
developing malfunctions or deviations from normal reactor operating 
condit ions. 
Such a system, in addition, might be used to obtain useful information on 
physical plant parameters also under normal operating conditions. So, f or 
instance, simulating of individual SA performance as discussed before does 
not only provide a means for sensitive monitaring of coolant flow relative 
to subassembly power. It could also be applied to measure fuel element 
parameters such as absolute coolant f low and power as well as average fuel 
temperature and heat transfer coefficients by fitting simulator outputs to 
actual plant signals. No special or additional instrumentation is needed 
for these measurements. They are based on the inherent noise of reactor 
power only and use only normally available plant signals. Theref ore the 
measurements can be performed at any time during normal reactor operation. 
The change of fuel element parameters with time and reactor operating 
conditions can also be measured in this way. 
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2. 2. 2. Thermal Hydraulic Fuel Element 1-1odel for Predic ting SA Outlet 
Temperatures 
The theoretical model used to describe the fuel element thermal hydraulics 
is the same as developed earlier /Edelmann 77/ for KNK I. Ho\vever, in the 
following a more general approximation of the SA power-to-outlet tempe-
rature transfer function is derived for simulating individual SA perfor-
mance. 
In the model a fuel element consists of t\vo regions. One is representing 
the fuel rod bundle being the heat source, the other one, the heat sink, is 
comprising the coolant and all subassembly structure with negligible heat 
generation. In the following only the active zone of the subassembly is 
considered. Axial blankets and subassembly structure is not acounted for. 
The system is completely determined by the temperatures and heat capacities 
of the two regions, an integral heat transfer coefficient between them and 
the heat generation rate as well as by the heat removed per unit time by 
the coolant. The heat balance between the two regions is given by the 
following equations, 
with 
P(t) - k(Tf(t) - Tc(t)) 
T +T. 
0 ~ 
mean temperature of fuel r~gion 
2 mean coolant tem~erature 




heat capacity of fuel and coolant region 
p subassembly power 
k overall heat transfer coefficient between fuel 
and coolant region 
h specific heat of coolant 
F coolant mass flow rate 
For stationary operating conditions only inlet temiJerature and pmver are 
independent variables of time. Non-stationary conditions can be included to 
a first approximation by allowing srnall variations of the pararneters in the 
stationary solutions. 
The Laplace transforms of Eqs. (1) and (2) can be solved explicitely. For 
the mean coolant temperature one obtains in the frequency domain 
T (jw) = H(jw) · P(jw) + H. (jw) · T. (jw) 



















The relationship between the coolant temi;erature Tc and subassembly power 
and inlet temperature are described by the t>vo transfer functions (4) and 
(5) representing modified (feedback) lmv-pass characteristics of secend and 
first order, respectively. The two time constants defined in Eqs. (7) and 
(8) are assigned to the fuel and coolant region, respectively, because of 
their proportionality to the corresponding heat capacities. The model para-
meter given by Eq. (6) also has a physical meaning. For the stationary 
r;, ~an values of fuel and coolant temperature, Tf and Tc, it follo>v-s directlx 
f rom Eq. ( 2) 
- -T - T. 
c l. 
= y 
The third parameter (6) of the transfer function (4) therefore represents 
the ratio of average stationary temperature rises in coolant and fuel. 
From the quantities in Eq. (3) only Tc and Ti can be measured directly. 
Subassembly power and coolant flow rate in general are not available in 
absolute units. Only the ratio of their stationary mean values P(o)/2hF is 
known through the temperature rise Tc(o) - Ti(o). In a fast reactor the 
signal of a power ruonitor can be considered proportional to subassembly 
power, too. The corresponding calibration factor needs not to be known 
explicitely. Its value relative to the outlet temperature signals is 
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automatically accounted for by relating the temperature signals to a 
neutron detector signal instead of the original physical quantities. The 
other model parameters can be calculated according to Eqs. (6) through (8) 
if the necessary fuel element data are known with sufficient accuracy. This 
is not true for the heat transfer coefficient k. This parameter strongly 
depends on the heat conductance between fuel and cladding which is known 
only with very low certainty. 
The model parameters can also be determined eyperimentally by fitting Eq. 
(4) to a measured transfer function. The power-to-outlet temperature trans-
fer function of a fuel element can be measured easily by noise analysis 
techniques /Schlitt 72/ during normal reactor operation if there is 
sufficiently high power noise in the relevant frequency range. Otherwise 
the power fluctuations had to be increased by external reactivity modula-
tion. This is also possible during normal power operation because only 
small amplitude reactivity oscillation is required. Since the fuel heat 
capacity is known fairly well the over-all heat transfer coefficient k can 
be obtained from the fitted fuel time constant '1· From this coefficient in 
turn the specif ic heat conductance between fuel and cladding (gap conduc-
tance) can be determined if the other heat conductances (fuel, cladding, 
cladding/ cool <J.nt) are given. This method has the further advantage that all 
thermal para11a:ters remain unchanged during the measurement because the 
power and temperature fluctuations are very small in comparison to their 
stationary mean values. 
Theoretical estimations showed, and measurements at KNK II confirmed, that 
in general, only the fuel time constant '1 is significantly influencing the 
SA tran~fer functions. The coolant time constant '2 is by more than a 
f ac tor o' ten less than the fuel time constant (and the response time of 
thermocouples used for SA outlet temperature measurements). Furthermore, 
typical fast reactor power noise is limited to frequencies far below the 
corner frequency of a low pass with a time constant equal to '2· Inlet 
temperature noise is limited to even lower frequencies. Thus, the 
measurement of SA transfer functions will normally provide a single time 
constant only. 
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Whereas the lack of high frequency content in power and inlet temperature 
noise imposes difficulties in determining both time constants it favours 
simple approximations of the transfer functions (3) and (4). For KNK-II at 
frequencies f << 1 Hz second-order terms of w co uld be neglec ted and the 
transfer functions H and Hi to a good approximation are given by 
and 
v1herein 





1 H. (jw) ;:e H. (jw) = 





T + T 
1 2 




Thus, tlle );X>\ler to outlet tem1--erature transfer function is reduced to a 
first-order loll-pass characteristics vlith the time cunstant T0 • Since the 
coolant tir1.e constant T 2 in ty;:Jical fast reactor fuel elements is much 
SEaller than the fuel time constant it will have no significant effect on 
the amplitude of SA out-•-=t temiJerature noise. It lvill only c.ause a phase 
shift Hhich can be appru:.dmated by a small delay bet1veen power and o utlet 
temperature noise. Therefore, the time constant obtained by fitting the 





1 - y 
rather than that dt-!fined in Eq. (12). For similar reasons Hi(jw) 
good approximation in' practical applicaitons. 





1 is a 
(14) 
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which can be used to determine the over-all heat transfer coefficient from 
the measured time constant, calculated heat capacity of the fuel rod bundle 
and nominal coolant flow rate of the subassembly. 
For completeness, it should be mentioned here that at KNK-I as shown in 
ref. /Edelmann 77/ a further simplification uas applied to Eq. (lO) because 
of a too low level of pü'.-ler noise araund the fuel corner frequency f 0 
corresponding to the fuel time constant T 1• For the lo\ver frequency noise 
the gain of the transfer function is not frequency dependent, only a linear 
phase shift representing a time delay according to the time constant (12) 
is left. This delay is not attenuated by a slow thermocouple like the magni-
tude of the temperature fluctuations. To the contrary, the time delay is 
increased by the time constant of the thermocouple. From the measured delay 
time between poHer and outlet temperature noise signals the fuel time 
constant and therefore the heat transfer coefficient can be obtained, too 
if the time delay of the thermocouple and the involved signal channel are 
known. 
If the r;,easurements are performed v!Jth slo\v thermocouples having time 
constants not much smaller than those of the fuel element the thermocouple 
has to be included in the theoretical oodel as \vell as in the fuel element 
simulator. To a good approximation the transmission properties of a 
therrrocouple can be described by a first-order lo1rpass characteristics 
G(jw) = 1 (1 5) 
1+jwT 
11ith the tirae constant T. Thus, 11e finally obtain for the simulated outlet 
temperature signal Ts 
T (jw) = U(jw) 
P(jw) 
+ G(jw) T. (jw) 
s hF ~ 
(16) 
Hith 
U(jw) G(jw) H(jw) 1 = = 




Thus far the transit time of the coolant from the point subassembly model 
located near to the core midplane to the thermocouple is not yet included 
in the theoretical model. It is accounted for separately in the time domain 
only when measured and simulated temperature signals are intercompared. The 
transit time of the coolant between the thermocouples at the reactor inlet 
and subassembly outlet causes a delay of the inlet temperature component in 
the outlet temperature signals relative to the inlet temperature signal. 
For the extremely low frequencies of the inlet temperature noise this 
difference is negligible in general and in the second term of Eq. 16 we can 
set G(jw) = 1. 
2.2.3 Fuel Element Simulation and Outlet Temperature Monitaring 
In which way a fuel element is to be simulated depends on the intended 
application. For monitaring of stationary coolant flow the simplified 
transfer function (10) or possibly a pure ti'' ·~ delay is sufficient to 
derive an outlet temperature signal from a net'.tron detector signal. Which 
one of these possibilities has to be chosen depends on the required 
sensitivity and false alarm rate of a balanced temperature signal with 
respect to changes of coolant f low as well as on the spec tral composition 
of power noise and on the actual values of the fuel element time constants. 
This interdependence is described in /Edelmann 77/ in more detail. 
The balanced outlet temperature signal 1b to be monitared is formed by 
subtracting the simulated signal from the measured one. The simulated 
outlet temperature signal is obtained by filtering and amplifying a neutron 
detector signal in a single active low-pass filter with the time constant 
T0 and adding an inlet temperature signal. If necessary an additional 
low-pass filter is used to simulate the thermocouple. The corresponding 
signal processing procedures can be realized using either individual analog 
devices for each subassembly or preferably a small digital computer for the 
whole core. 
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The principle of sensitive SA outlet temperature monitaring is represented 
schematically by the block diagram shown in Fig. 2.2-1. It comprises the 
procedures for the outlet temperature simulation and the surveillance of 
both original and balanced outlet temperatures with respect to their stati-
stical parameters. This principle was realized and tested with the experi-
mental SA surveillance system KASUMOS /Edelmann 82/ developed at KfK Karls-
ruhe. Experience obtained with this System at the sodium cooled test reac-
tor KNK II confirmed that using balanced outlet temperatures instead of the 
originally measured ones provides for significantly increased sensitivity 
in SA coolant flow monitoring. At KNK II in this way a sensitivity of less 
than 1 % relative change in SA coolant flow was achieved as opposed to some 
10 % attainable with conventional outlet temperature monitoring. 
This improvement is essentially due to the fact that the balanced outlet 
temperature signal is not sensitive to changes in coolant temperatures 
caused by changes of total reactor power. This in turn is possible only 
when outlet temperature signals are being combined with neutron detector 
signals for SA coolant flow monitoring. Thus, we have here a first example 
of how an integrated core surveillance system by combining different plant 
sig nals can provide more prec ise inf ormation on plant c !)erating parameters. 
From the improved accuracy in monitaring system parameters one can expect 
earl ier indications of developing malfunc tions or f ailures. 
This was also demonstrated in practical applications of the balanced outlet 
temperature monitaring using XASUMOS during anomalies that occured in the 
primary cooling system of KNK II. These anomalies were caused by cover gas 
entrained in the coolant /Hopp~ 79/. Power and ternperature signals measured 
during such events are shown in Fig. 2.2-2. 
When passing the core the gas reduces the coolant density for a few 
seconds, thus causing a power drop (because of the negative reactivity 
effect) and a lass of cooling simultaneously. The outlet temperature 
decreased at all SA outlets. The power drop was always overriding the lass 
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of cooling effect. Therefore the conventional monitaring of outlet 
temperatu res does not provide any inf ormation on the individual loss of 
flow in a SA. In the balanced signals the power drop effect is removed. 
They would clearly increase if the gas content would reach 1 % or more. 
This was not observed in general. Only during a few extremely !arge 
anomalies an increase of balanced temperatures was found at all SA outlets. 
It has to be concluded theref ore that the gas is not passing a single or a 
few of the SA's only, but rather it must be distributred uniformly over the 
whole core. This means that the KNK II primary cooling system anomaly does 
not have any consequences on proper SA cooling. This was demonstrated with 
KASUMOS f or a !arge number of events of this kind. 
The general scheme of SA state and performance monitaring within an inte-
grated core surveillance system is outlined in Fig. 2.2-3. In addition to 
producing dynamic reference signals and balanced outlet temperatures for 
each SA according to the functional diagram shown in Fig. 2.2-1 it includes 
procedures for the estimation of the SA model parameters necessary for 
individual outlet temperature prediction. The parameter estimation module 
could be operated continuously for monitaring the thermal-hydra,, '.ic fuel 
element parameters, e. g. heat transfer coefficient between fuel and coo-
lant. From time to time it has tobe run to check or up-date the data base 
of the temperature prediction module. 
The Surveillance module in a first approach would provide a series of early 
warnings in the case that any one of the balanced SA outlet temperatures as 
produced by the dynamics compensation module would exceed prescribed fixed 
levels corresponding to various deg rees of coolant f low reduc tion. 
For a more detailed diagnosis the original and balanced temperature signals 
could be compared to more complex sig nal pat terns. For this purpose a fault 
patterns and criteria library is included in the general scheme. An inte-
grated core surveillance system would extend this diagnostic potential by 
including additional plant signals and procedures for their combined 
analysis and evaluation. 
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2.2.4. Conclusion 
From theoretical considerations and first practical experience it is found 
that monitaring balanced outlet temperatures represents a very sensitive 
method for detecting local lass of cooling in fast reactor fuel elements. 
The method is based on modeling individual thermal hydraulics performance 
of the fuel elements. It can be extended to monitaring other thermal-
hydraulics SA parameters by continuously adapting the model parameters 
during normal reactor operation. The diagnostics potential of this tech-
nique mainly results from a combined analysis of neutron and temperature 
measurements. It is expected that including other plant variables in an 
integrated core surveillance system would enable to further improve both 
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2.3 Detection of Cooling Channel Disturbances by Measurement and 
Analysis of Temperature Fluctuation Signals at the Outlet of 
an LMFBR 
Abstract 
G. Weinkötz, L. Krebs 
Institut für Reaktorbauelemente 
Coolant disturbances within a fuel element subassembly of an L}WBR produce 
temperature fluctuations with higher level than in the undisturbed case. A 
promising method for detection of coolant disturbances by measurement of the 
temperature fluctuations downstream of the subassembly outlet is discussed ~n 
this chapter. Theoretical and experimental studies show that the RMS-value of 
the temperature fluctuations is more significant than the mean temperature. 
Using fast response steel-sodium thermocouples higher frequency signal parts 
of the temperature fluctuations in the coolant lead additionally to more 
sensitivity. This detection method is indicated by Temperature Noise (TN) 
in the L.J:al Faults Propagation in Fig. 1.-1. 
2. 3. 1 Introduction 
The early detection of cooling disturbances in the core of a Liquid Metal-
cooled Fast Breeder Reactor (LMFBR) constitutes an effective means of re-
ducing the risk of a darnage propagation in the fuel element and thus of 
enh;_,ncing the safety of the plant. 
Thermocouples are a significant element of reactor instrumentation for 
the surveillance of fuel elements during operation. As a matter of fact, 
the temperature signal T(t) measured by a thermocouple can be separated 
into two portions, the time averaged linear mean value of the temperature 
T and the temperature fluctuation signal 8(t) always superposed to this 
temperature mean value. 
T(t) T + 8(t) ( 1) 
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At present, only the temperature mean value T is evaluated as a signal variable 
in reactor plants. 
In addition the analysis of the temperature fluctuation signals is considered 
to be a successfull surveillance method for the detection of a local cooling 
disturbance in an individual fuel element. 
Investigations performed on the electrically heated fuel element simulator 
/Weinkötz 82b/ have shown that the cooling disturbances in the fuel element 
which were produced by cooling channel blockages can be detected with a higher 
sensitivity by analyzing the temperature fluctuation signals than by exclusive 
measurement of the temperature mean value. 
However, an analysis of the temperature fluctuation signals with a view to 
detecting cooling channel disturbances in a fuel element calls for a precise 
knowledge of the physical process producing temperature fluctuations and of 
signal transmission parameters. 
2. 3. 2 Analysis of the Temperature Fluctuation Signals 
The spread of cooling disturbances downstream of a fuel element is strongly in-
fluenced by the v~~ocity field behind the fuel element outlet. Using the re-
sults of basic rest·arch on a water test section /Krebs 81/ and on a similar 
sodium test section /Krebs 82/ the decay of temperature mean value and tempe-
rature fluctuations can be calculated, 
Ternperature fluctuations at the outlet of the fuel element are generated by tem-
perature gradients within the coolant. These ternperature gradients can be caused 
by different fuel rod loadings, dissimilar cooling channel geometries in the sub-
channels of lhe fuel elements or in the case of an incident by coolant channel 
blockages. However, the nature of the fluctuating signals is stochastic which 
means that they can be described with the help of the probability laws. The 
frequency of the ternperature fluctuation signals depends on the velocity of the 
coolant and on the place where they are rneasured. The dependance of the frequen-
cy response on the velocity and the therrnocouple location was analyzed in 
water and sodium experirnents /Krebs 79, Weinkötz 79b/. 
To analyze and evaluate the onset of cooling channel disturbances the following 
pararneters and characteristic functions are of importance: 
Parameters: 
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the R}~ value can be composed at little expenditure in terms of measuring 
technology and signal processing. This is important above all for the sur-
veillance of a great number of fuel elements. Since the RMS value at the 
same time constitutes a sensitive indicator of cooling disturbances in the 
fuel element of an LHFBF, it is particularly suited for reactor in-
strumentation. The skewn2ss and the flatness are also of interest, but they 
give additional information only in special cases. Therefore they will not 
discussed further in this more general paper. 
Since the characteristic functions (Eqs. (4) and (5 ))require more expenditure 
in computer hardware and in computation time, these functions are applied 
only if a cooling channel disturbance detected by the RMS value must be 
further analyzed. 
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However, the RMS value of the temperature fluctuation signals at the bundle 
outlet depends on the response behavior of the temperature measuring 
probes used and on the respective operating conditions of the reactor. 
Therefore these parameters must be taken into account in the detection of 
cooling disturbances in the fuel element based on the RMS value of the 
temperature fluctuation signals. The operating conditions (i.e. reactor 
power ~ and the coolant flow Q at the respective moment) influence the 
coolant temperature rise 6T between the fuel element inlet and outlet. For 
instance, at the reactor KNK II the coolant flow Q is controlled by the 
reactor power ~ and the temperature rise 6T depends on both parameters as 
it is shown in Fig. 2.3-la. Within the power range 0- 30% ~1 , the temperature [, 
rise 6T is proportional to the reactor power with the coolant flow Q . re-
ml.n 
maining constant, and in the power range 30 % - 100 % ~' the coolant flow 
is proportional to the reactor power with the temperature rise 6T remaining 
constant. 
In Fig.-lb the dependence has been plotted of the RMS value of the temperature 
fluctuation signal versus the reactor power ~ considering the response 
behavior of the temperature measuring probe. It is assumed that the 
temperature probe is capable of transmitting without signal decay the 
fluctuation signals appearing at maximu1n coolant flow, 
This means: 
The cut-off frequency of the temperature measuring probe TC is greater than 
the frequency of the temperature fluctuation signals occurring at maximum 
coolant flow. 
Then the following refations are obtained for the RMS value of the 
temperature fluctuations a: 
a "-' for 
a "-' for 
0 - 30 % 
30 - 100 % 
(6) 
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In summary, taking into account different functional relationships depending 
on the reactor Operating conditions poses some difficulties in signal 
analysis. 
By low-pass filtering of the temperature fluctuation signal the influence 
of coolant flow variation on the RMS value can be eliminated. This 
has been represented in plot (c) of Fig. 2.3-1. Assuming that the cut-off fre-
quency of the temperature probe is smaller than the cut-off frequency at 
minimum coolant flow 
f (TC) < f ( o ( t) ) 
g g Qmin 
we obtain for the RMS value of the temperature fluctuations a: 
0 = cons t. 
for 0 - 30 % ~ 
for 30 100 % ~ 
These relations have been confirmed by measurer. ~nts with three-~vire 
thermocouples with steel/sodium junctions, made above the fuel element 
central position of KNK II. 
( 7) 
Normalizing the RMS value of the temperature fluctuations by the temperature 
rise 6T gives on the assumption above a parameter termed k-value which 
is independent of the respective reactor operating conditions. In plot 
(d) of Fig.-1 the development of the para~eter k has been represented 
as a function of the reactor power. 
k 
RNS value ( low-pass fi ltered) 
coolant temperature rise 
As has been shown by out-of-pile measurements /Weinkötz 79. a,b/ the 
k-value undergoes variations only if a cooling disturbance occurs 1vithin 
the fue 1 e lernen t. 
(8) 
As a second example Fig. 2.3-2 shows the results of measurement ~n case the 
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pararneter k is applied in the signal analysis of ternperature fluctuations 
at a fuel elernent sirnulator accornrnodating 28 electrically heated rods. 
The figure allows a cornparison to be rnade between the case of undisturbed 
bundle geornetry (bundle without blockage) with the rneasurernents rnade in 
a disturbed coolant flow (bundle with 34 % blockage). 
In the right part of the figure the scherne of the 28-rod bundle is shown 
tagether with the flow rnixer and the therrnocouple plane 7 as well as the 
bundle cross section with the therrnocouple positions projected to the 
heater rods. The lower plot in Fig. 2.3-2 shows the ternperature rnean values 
of the eight therrnocouples installed on plane 7. The rneasured ternperature 
rnean values differ but slightly. This is rnainly caused by different inlet 
ternperatures during the two experirnents. 
The upper plot shows the k-values of the respective ternperature fluctuation 
signals deterrnined by relation (7). By cantrast the k-values of the 
temperature fluctuations differ considerably from that of the bundle 
with undisturbed bundle geometry. The k-value averaged over all measuring 
positions is about four times greater for the 34 % blockage than for the 
unblocked bundle. 
2.3.3 Temperature Measuring Probes 
Therrnocouples are a significant elernent of reactor instrurnentation. To 
record the temperature rnean values most of the LMFBRs are provided with 
thermocouples at the fuel element outlet. These thermocouples normally 
have a diameter of 1. 5 rnrn or rnore which irnplies lon,s response tirnes. 
The cut-off frequency of these therrnocouples is les:3 than I Hz. 
Since 1n turbulent coolant flow of these reactors ternperature fluctuations 
occur at a cut-off frequency of rnore than 20Hz, a considerable part of 
these fluctuation signals are not recorded /Weinkötz 82. a/. This substantially 
reduces the sensitivity of detection of cooling channel disturbances 1n 
the fuel elernent. The problern can be solved by use of the three-wire 
thermocouple. A ternperature rneasuring probe with a three-wire therrnocouple 
for recording the ternperature fluctuation signals is shown in Fig. 2.3-3. 
The three-wire thermocouple consists of an isolated Cr-Al junction for 
the rneasurernent of the ternperature rnean value and a fast responding steel-
sodium junction for recording the ternperature fluctuation signals. 
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Moreover, a reference thermocouple T
2 
for the steel-sodium junction T
1 
has been installed within the probe. This reference measuring point must 
be surrounded by stagnant sodium so that no temperature fluctuation signals 
appear at this point. 
A temperature measuring probe of the design shown in Fig. 2.3-3 was installed 
to record temperature fluctuation signals at KNK II. Fig. 2.3-4 shows a 
comparison of the signal response behavior of this probe with the 
operating measuring probe used at KNK II. In the left part of Fig. 2.3-4 
the power density spectra have been plotted of a 1.5 mm diameter operating 
thermocouple with chromel-alumel junction for 30 % and 95 % reactor power 
and in the right part the spectra are shown of the 1.5 mm diameter three-wire 
therrnocouple with steel-sodium junction. Both thermocouples had been fixed 
at the outlet of the KNK II central element. The steel-sodium thermocouple 
transmits at 30 % ~ temperature fluctuation signals with a cut-off 
frequency of 6 Hz related to the spectral power density of the temperature 
fluctuation signal at 1.5 Hz. The cut-off frequency of the temperature 
fluctuation r~ses to approx. 12Hz at 95 % reactor power. By contrast, 
the power spectra of the operation thermocouple differ but slightly at 
30 % and 95 % reactor power. Moreover, the steel-sodium thermocoup 
shows a signal power of the measured temperature fluctuations which 1s 
greater by a factor 5 at 1.5 Hz as compared to the operating thermocouple 
although the steady-state thermoelectric valtage (~v/K) of the chromel-
alumel thermocouple is greater by approximately the factor 3 than of the 
steel-sodium thermocouple. 
2.3.4 Signal Processing 
On the basis of the foregoing statements and the experimental investigations 
~n Sections 2 and 3 a concept is indicated for fuel element surveillance 
which relies on the analysis of the temperature fluctuation signals. On 
account of the multitude of fuel elements to be surveyed and since a 
coolant disturbance occurring in a fuel element shall be recorded as 
quickly as possible, it is necessary to process the temperature signals 
generated both in a parallel mode and in a serial mode. Therefore, the 
proposed concept for a fuel element surveillance system has been subdivided ~n 
Fig. 2.3-5 into an analog signal process for parallel data processing and a 
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digital signal process for serial data process~ng. 
On the left hand side of Fig.-5 the analog part is shown for temperature 
signal processing including the following steps: 
- amplification of the temperature signals T(t), 
- separation of the temperature fluctuation 0(t) from the temperature 
mean value T, 
-high and low-pass filtering of the temperature fluctuation signals, 
- determination of the RMS value of the temperature fluctuation signal, 
- determination of the temperature rise 6T at the fuel element on 
the basis of the coolant inlet temperature TE and the coolant outlet 
temperature TA at each fuel element. 
By parallel signal processing the number of the system elements entered 
~n the analog process part depends on the number of the fuel elements 
to be surveyed in a reactor . 
. Serial data process~ng takes place in a digital data processing system. 
The :'ollowing tasks were assigned to this system: 
- Serial recording and processing of the signal variables present ~n 
the analog process part (RMS value 0 and 6T) of n fuel elements. 
- Computation of the k-values from 0 and 6T for n fuel elements and 
display on a monitor. 
- Alarm signal in case the limit value is exceeded. 
- Sampling and recording of the fluctuating signal of the disturbed fuel 
element and computation and representation of the characteristic func-
tions ~(T) and S(f) and/or other values and functions. 
2.3.5 Conclusions 
In this contribution the potential of the analysis of temperature fluctuations 
at the fuel element outlet of LMFBR's is discussed for reactor surveillance. 
Considering the results of out-of-pile experiments on a 28-rod bundle 
and in-pile experiments at KNK II, it has been demonstrated, that the 
RMS-value normalized by the temperature rise of the fuel element, - the 
k-value- is suitable, for detection of cooling disturbances, especially 
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blockages. Using fast responding thermocouples the sensitivity of the 
method has been increased, but it is not yet well known, how sensitive 
this method can be made. This is a point of further investigation, and 
~n addition the development of an suitable data processing is also proposed 
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2.4 Acoustic Noise Detection 
H.A. Rohrbacher 
Institut für Reaktorentwicklung 
Acoustic noise detection methods (AN) for an early boiling or loose 
parts detection offer a new and redundant possibility for the incore 
safety surveillance L-NIEMANN 71_7, L NIEMANN 74_7. The method is 
based on a continuously updated catalog for the acoustic background 
and it uses the pattern recognition technique for separating the 
derived incore signals from the reactor noise. Acoustic signals may 
become cross correlated to neutranie noise. Although a large number 
of datas per time must be analyzed and calculated, the acoustic system 
responds within one second. 
General 
The possibility of application of an acoustic noise analysis system 
~n sodium cooled reactors is a redundant technique allowing correlation 
to already existing and classic measuring methods. 
2.4.1 Boiling Detection 
As it is known from experiments that sodium boiling can become detected 
by acoustics even ~n a high background noise level which is nomally 
present in a reactor under working conditions L-Rohrbacher 82 7. 
Acoustic boiling spectra are found in a broadband range from up to 
200 kHz. Originally, the acoustic source is a white noise generator 
in a much higher frequency span. 
The source signal transfer is a reactor individual signal transport 
from the source to the sensors positioned in the sodium plenum, i.e. 
in the sodium outlet domain. 
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2.4.2 Frequency Window 
Ta get separated from the high energy acoustic background, it was found 
the frequency-window from 40 kHz to 80 kHz to be an optimal detection 
range for boiling detection. Different reactors may show different window 
bandwidths, moreover, it is typical that more than but only one frequency 
window is used as a consequence of the complex transfer function for the 
acoustic transport. 
2.4.3 Background Patterns 
The acoustic background from 0 to 200 kHz changes it? spectral compo-
sition and its stochastic behaviour as a function of time, temperature 
span and power rate. Consequently, a background catalogue must be set 
up for each instrumented acoustic sensor position. Let be N the number 
of sensors, P the periodicity of updating the background and S the 
number of samples for a given background bandwidth, the total minimum 
number of datapoints D per time unit (sec) is given by: 
D = N'P·S Samples, average value per second 
-I 
or, for a fixed total bandwidth 6F (s ) following the SHANNON m1n1mum 
requirements: 
Samp les /sec 
For a coarse assumption with N = 20, P = 0,017 (10 m1n. update) and 
6F = 200kHz, the data rate Rci for an acoustic background pattern is: 
6 
Rci = 8· 10 samples/for each 10 minutes 
Since the first 20 kHz of the background spectra risk to interfere the 
boiling signals due to their high dynamic signal contents they must 
be cut off by filtering so that they do not contribute data for the 
background pattern catalogue. Above 20 kHz, signal dynamics are 
restricted to about 46 dB, thus, the samples need to be drawn at a 
resolution of I by 200 or at 8 bits for each sample. 
2.4.4 Creating an Updated Sample Average 
The information of an acoustic catalogue for all background signals 
cannot be drawn from a single Rci-value but only from an minimum number 
of repetitive Rd-rates and their average taken in an suitable time 
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interval Ts· A sufficient nurober of Rd-values is NR = 16 for a time-
interval Ts = 100 seconds. Averaging the NR times Rcl-rates forms the 
shape of the new updated acoustic background information which is the 
reference for each sensor position making a camparisau to all detected 
sound until the following update. 
The updating process therefore claims for an online spectrum analysis 
of NR•Rd = 1,28•108 samples for the named example and it refers to 
the presence of 20 sensors. 
2.4.5 Uninterrupted Background Pattern Camparisan 
In order to ensure a gapless signal comparison to the catalogue during 
the update time and its associated averaging delay the prevLous catalogue 
content must be held effective in the memory until the total update which 
takes 100 seconds has been completed and the new catalogue is ready to 
be shifted from a buffer to the main memory. The shift delay may not 
exceed 100 milliseconds to avoid a justifiable dead time. 
2.4.6 Background Analysis 
The background signals from each individual sensor are processed by use 
of a spectrum analyzer which could be a part of the computer syste''fl, A 
twenty channel analyzer executing fast Fourier Transform (FFT) anu 
having the capability for cross correlation is a substantial component 
for the data evaluation described in 2.4.2 to 2.4.5. 
2.4. 7 Signal to Background Coherence 
The patterns from boiling signals are unrelated to the measured and 
stored background information, therefore the relevant coherence LS 
much below 1. 
In case of appearance of a nurober of anomalaus signals which da not meet 
a minimum coherence in the frame of the preset frequency windows or of 
certain repetition rates and/or of the programmed RMS-contents which 
all is part of the analysis software for the pattern recognition 
technique L-Niemann 81_/, the acoustic diagnosis must lead to apre-
alarm. The occurance of single acoustic signals such as bursts or sharp 
impulses and their relevant low spectral density as well as their non-
repetitive status within a preset time interval are valuation datas for 
a discriminating system suppressing disturbances and interference signals, 
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electrical no1se peaks and non periodic single events from mechano-
acoustic sources. The latter ones are formed by thermal stress and 
cracks and they must become separated from boiling noise by means of 
an additional pre-filtering incorporated in the pattern recognition 
system. 
2.4.8 Correlating Acoustic Signals 
The occurance of boiling noise 1s detected from a large part of the 
sodium immersed transducers in the upper plenum simultaneously. Depend-
ing from their individual geometrical position the acoustic transducers 
will sense the sound pressure wave fronts emitted from the boiling 
source at different propagation time delays and thus expressed by a 
nurober of individual phase displacements. The time phase shift as a 
consequence from different sound transfer paths offers an additional 
potential for a signal to noise separation by means of the time 
discriminating technique. A signal pick-up from more than one sensor 
position with an undue phase delay or single pulses from only one sensor 
in the plenum are then ignored by the correlator. 
2.4.9 Out-of-Tank Noise Sensors 
Most of periodic noise is generated by the pumps and other rotating 
components such as motor drives and cooling fans. In many cases a higher 
frequent noise distribution is known from the sodium flow at different 
flow rates and temperatures. Same of the named 20 microphones must be 
used to sense the most prominent noise sources from out of the tank 
area, i.e. the rotating sodium pumps: Their acoustic signals form a 
base for the pattern fielci and relevant background catalogue update. 
2.4.10 Correlated non-acoustic External Datas 
The acoustic background is controlled by a nurober of variables of 
state which are foundamental patterns for its catalog. Hence, the 
following operating datas are needed: 
Pump speed from all sodium pumps 1n each circuit 
- Total primary Flow Rate 
- Inlet Temperature (Na) 
- Outlet Temperature (Na) 
Outlet Temperature (Na) 
- Neutron flux 
- Reactor Power 
-~-
- Control Rads: Position and displacement activity 
Accordingly, about 12 non-acoustic datas are requested for the acoustic 
data processing device. 
2.4. II Data Format from Acoustic Sensors 
Acoustic sensors transform mechanical pressure transients into analog 
electrical signals at very low levels (0 to 10 mV max). Pre- and 
mainamplifieres provide for a galvanically isolated analog amplification 
up into the volt domain, associated with a suitable bandpass-Filtering. 
2.4. 12 Data Format from External Signals 
Analogaus to the acoustic signals the signals from the reactors 
operating system are expected to be already conditioned 0 - 10 Volts 
datas. Their source impedances must be less 500 Ohms. 
2.4. 13 Alarm-Signal 
The acoustic alarm signal is created in a alarm generator associated 
to the acoustic pattern recognition system. The alarm trigger may 
consist by a relais contact and/or a TTL-output step signal connected 
to the main processor. 
2.4.14 Acoustic Data Chain 
Fig. 2.4-1 shows the block diagram of the acoustic no~se detectiQn 
system, its data transfer into the analyzer and the pattern recognition 
processor incorporated. The analog part consists by the pre/main-
amplifiers I + 2 and the multiplexer section 3 followed by the 
AD-converter and the digital FTT system. The buffers 5 arranged ~n 
the batch mode serving as intermediate memories are connected to the 
pattern recognition analyzer system 6 which responds by an alarm 
generator 7. Its output, however, represents the cross section to 
the processing unit 8. That one working in connection to all other 
reactor detection and measuring systems like neutron noise surveillance 
9 which offers in some cases a cross correlation with acoustics. 
-58-
2.4. 15 Diagnostic Potential 
The results available to this date from background measurements in 
the reactor performed over extended periods of time and knowledge 
derived from out-of-pile boiling experiments in bundle geometry as 
well as from quite a number of model experiments lead to the 
conclusiön that the evaluation of acoustic boiling concentrates on 
three methods: 
- Creating the autocorrelated Power-Density-Spectrum (PSD) and 
analyzing the peak-spectrum up to 200 kHz 
- Calculation for the RMS-values within the named signal-spectrum 
with the aim to improve the S/N-ratio. Since high spikes and most 
of the electric pulse peaks occurring temporarily have normally 
but a low energy content they are filtered by the RMS-evaluation 
as pure interferences. 
- One-dimensional Pattern Recognition method using well known 
algorithms for the statistical problem. 
Both, spectrum analysis and RMS data evaluation represent the classic 
methods for an acoustic surveillance system in a reactor. However, 
- -
it was shown L Pridöhl 80 / that a surveillance system based only 
on the s· ectrum analysis is not recommended for a severe background-
noise si :·tation. In cantrast to these methods, Pattern Recognition 
supported by modern computer standards offers an already experienced 
method ~n the area of military acoustic and sonar surveillance systems 
and in the medical field L-Quante 78_7. 
In the UK L-SMEDLEY 83 7 acoustic leak detection systems based on 
the detection of high frequency impingement noise have been tested 
~n est rigs and on the PFR. The data have enabled the writing of 
a 1( ak detection algorithm using pattern recognition which will give 
detection of escalating microleaks with a spurious detection rate 
of less than 0.5 per reactor operating year. 
2.4. 16 Nomenclature 
N Number of Sensors 
Ne Number of Data rates for averaging 
p Periodid ty of updating 
s Number of Samples 
D Number of Data points per time 
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~F = Bandwidth of background 
Rd = Data rate (Samples I time) 
Ts = Time interval 
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2.5 DETECTION OF FAILED FUEL ELEMENTS 
by 
S, Jacobi 
Institut für Reaktorentwicklung 
The operation of a nuclear power plant with a failed fuel element requires, 
especially in case of an LMFBR, comprehensive knowledge for evaluating 
the situation in the proper way. This knowledge is needed as regards several 
differing subject areas: 
- science and technology of nuclear fuels, 
behaviour of failed fuel subassemblies during plant operation, 
- mechanisms governing the release and transport of fission products, 
- techniques for detection and location of failed fuel subassemblies, 
- safety and availability of the plant during operation with failed fuel 
elements, 
plant specific requirements. 
Since an expert provided with these requirements cannot be available at every 
moment, the attempt is made to substitute him by the most recent data processing 
technology. ~oth the theoretical knowledge and experience already derived and 
still to be cerived from plant operation and experiments should be stored ~n a 
formalised manner. The said system receives further data from the plant as 
instantaueaus measured values without the necessity of installing additional 
sensors which!is a noticeable feature. At the final stage of development the 
system, in the same way as an expert now, shall give to the operator recommen-
dations for the subsequent Operation of the plant based OU a linking of all 
data av,lilable. The system in this way becomes a "Consulting Core Surveillance 
System", 
2.5. I Introduction 
It ~s an exper~ence established worldwide that failures of the cladding tubes 
of fuel subassemblies cannot be avoided in nucl2ar power plants. Cladding 
tube failures in this context mean a leak in the confinement of the fissile 
material and of the radioactive fission products generated during nuclear 
fission. The causes of such leaks may vary considerably and can be broken dmm 
into the following groups: 
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a) Defects already existing at the beginning of operation: 
defects in manufacturing not detected in the course of the var1ous 
controls; 
- defects caused during handling prior to first use. 
b) Early defects originating at low burnup: 
- defects in manufacturing; 
- unfavorable manufacturing tolerances for cladding tube and fuel. 
c) Late defects originating approximately upon attainment of the target 
burnup: 
chemical and mechanical interactions of cladding tube, fuel and fission 
products; 
chemical interaction of cladding tube, coolant and its impurities; 
- embrittlement of cladding tube material as a result of irradiation. 
d) Defects due to overload or disturbances in cooling. 
Groups a) and b) are the Begin-of-Life (BOL) defects whilst group c) 
constitutes the End-of-Life (EOL) defects. But in every case a cladding 
tube failure implies a Cantamination of the primary cooling circuit with 
radioactive fission proudcts, in case of major defects also a contamination 
with fuel, which can be tolerated up to defined limits only. 
In principle, the si:L·.tements above apply to all reactor types but they 
are greatly mitigated in case of light water reactors on account of the high 
chemical resistance of uo
2 
to cooling r.vater. By contrast, Liquid ~letal 
'• 
Cooled Fast Breeder Reactors (~!FBRs) are 1n a less advantageaus position 
due to the chemical reaction taking place bet\oJeen the sodium coolant and the 
mixed oxide (U, Pu)Oz and the oxygen contained in the sodium and fuel, 
respectively: l'a3 (U, Pu)o4 is formed which makes grm.;r small primary defects 
or gives rise lo secondary defects L Adamsan 76 7. 
In the worst case such a defect of a fuel p1n could develop to a disturbance 
1n cooling necessitating a shutdown of the plant {-Smidt 76 7. 
Tne main problern is the proper choice of the time of reactor shutdown which, 
especially for an ~!FBR, calls for extensive expert knowledge L Brudermüller 8!, 
Jacobi 82_/. Regarding reactor shutdown the main consequences of a wrong 
decision are: 
Unnecessary Shutdown 
- Thermal stresses on the 
plant, 
- 0,5 mio ~/day for substi-
tute electricity, 
- If too often and too lang: 
negative public image, 
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Shutdown too Late 
- High fission product 
contamination of the primary 
loop,x) 
Fuel in the primary loop,x) 
- Potential start of a 
disturbance ~n cooling. 
x)problems of repair and 
maintenance 
After a cladding tube failure has appeared, ~.e., after it has been detected, 
it is of paramount importance to loc~te the defect. Besides the methods of 
individual coolant sampling or tagging, flux tilting will become increasingly 
important in the future because of the specific problems associated with 
the methods mentioned first (see separate chapter on that subject and 
L-Jacobi 82_7. Under the flux tilting method variations in power within 
various core zones allow one to determine those core positions where the failure 
has occurred, But this method calls for a particular wealth of expert knowledge 
and can hardly be realized in large reactors without the use of computers. 
To irnprove this situation an expert would have to be perrnanently available 
at each ~IFBR with knowledge and experience gathered ~n 
- Failed Fuel Detection (FFD), 
- Various rnethods of Failed Fuel Location (FFL), 
- Behaviour of defective fuel elements during reactor operation, 
- Problems of safety and availability as regards a failed fuel element and 
plant operation. 
Since these conditions cannot be fulfilled in the future at each plant 
and at any time, a Microprocessor-based Integrated Core Surveillance System, 
supplemented by appropriate expert knowledge and on-line signal evaluation, 
shall give advice to the operator in decision making. A part of this system 
will be the Consulting Core ~urveillance ~ystem COCOSS, a subsystem for 
detection and location of failed fuel elements, see also chapter 2.6 LOCATION 
OF FAILED FUEL ELEMENTS and L Hoffmann 83_7. 
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2.5.2 Fission Products as an Indicator of Failed Fuel Elements 
If leaks occur in the claddings of individual fuel rods during operation of 
LMFBRs fission products and possibly, also fuel may be released into the 
coolant L-Jacobi 82_/. When analyzing such phenomena, different mechanisms 
of fission product releases must be taken into account. 
- Releases into the coolant by recoil. 
Releases into the coolant by diffusion. 
- Releases by recoil into open fuel pores and an into the coolant. 
- Releases by diffusion into the plenum and an into the coolant. 
- Releases into the coolant by knock-out mechanisms. 
- Releases by knock-out mechanisms into open fuel pores and on into the 
coolant. 
2.5.3 Releases into the Coolant by Recoil 
In releases of radioactive fission products caused by recoil mechanisms it 
is assumed that fission products formed in a layer of the thickness Li 
right underneath the defect area F are spontaneously released into the coolant 
by recoil in a fraetion o, After an equilibrium eondition has beeome established, 
the following equation holds: 
RiR = 5 • F · Li • Ai · vi ' S (I) ~fodel A 
R - -2 R· L s I Aetivity release rate of nuclide l. into the eoo lan t l. 
by recoil. 
L 
- 7 0 I Geometrie eseape coefficient. 
F L-cm2 7 Geometrie defeet area. 
-L· L em I Recoi 1 length of nuclide l. • l. -
L 
- -1 
I ,\. s Decay eo!lS tan t of nuclide l.. l. -
L 
- 7 v. I Cumulative fission yield of nuclide l. • 
l. 
L 
- -I -3 7 fission s s cm Speeifie rate. -
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2.5.4 Releases Into the Coolant by Diffusion 
If radioactive fission products are released by diffusion, the fission 
products generated are assumed to migrate through the fuel up to the fuel 
rod defect and an into the coolant as a result of a concentration gradient. 
Under the additional assumptions of a linear, aue-dimensional geometry and 
the absence of any repercussions an diffusion processes in the fuel of the 
concentration of fission products in the coolant, it follows, after an 




- -2 -L s _I 
- 2 -1 -L cm s I 
(2) Model B 
Activity release rate of nuclide 1 into 
the coolant by diffusion. 
Diffusion coefficient of nuclide 1 in the 
fuel region. 
2.5.5 Releases by Recoil into Open Fuel Pores and on into the Coolant 
For releases of radioactive fission products by recoil mechanisms into open 
fuel pores and on into the coolant, the followir,r, model is assumed to be 
p 
valid: Fission products formed in a layer of the thickness L. and an area F , 
1. 
which surrounds the open porosity, are released spontaneously into the free 
pores by recoil in a fraction o, Fission product noble gases also released 
carry part of:. the fission products from the open porosity through the rod 
defect into the coolant. An Arrhenius type release is assumed to prevail. 







A. . A 
1. 
A.· + ,\ 1 
- -2 -L s _I 
- -) -L s 1 
- 2 -L cm _I 
e 
6 L· 1 
e 
Fp . v· s 1 (3) ~fodel C 
Activity release rate of nuclide i by 
recoil into the open porosity and on 
into the coolant. 
Escape coefficient. 
Surface of open porosity 1.n the reg1on 
of the fuel rod defect. 
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The other three release mechanisms mentioned above are not at present treated 
mathematically and numerically. 
2.5.6 The k-Factor 
The fissuring factor, k, has been defined as the ratio of the effective 
recoil area to the geometric defect area, in which case fission product 
release by recoil was assumed /-Jacobi 77 /. Fora specific nuclide it can 
be expressed as follows: 














- 7 I 
- -2 7 s 
- -2 7 s -
(4) 
Fissuring factor relative to nuclide i. 
Measured radioactivity release rate of nuclide 1, 
Radioactivity release rate of nuclide 1 calcu-
lated by means of a recoil model. 
If the real radioactivity release is diffusion controlled, R.G can be expressed 
1 





,\. 1 /2 
1 
Eqs. (Skand ( I ) ' Eq. ( 4) 
k· 1 cS·Li 
·(~i) 1/2 
(6) can be converted into 








In deriving Eq. (6) it has been assumed that the fuel will not change 
chemically after the occurrence of the defect. However, this condition does 
not always exist if sodium is used as a coolant because, when certain oxygen 
concentrations in the fuel and the sodium are exceeded, part of the fuel will 
be converted into Na3M04 or similar compounds. The letter M in this case stands 
for metal, i.e., U or Pu. Since also the density of the fissile material taken 
into account changes in this transformation also different specific fission 
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R - -1 -3 -
S L s cm _/ 
B - -1 -3 -
S L s cm _/ 
D.R L cm2s-l 7 
1 
1/2 
Eq. (8) can be changed into: 
D. 
1 
L.2 . 62 . 
1 
>,. • ( SB\ • k. 2 
1 SR J 1 
(8} 
Specific fission rate in the 
Na3M04 reaction layer. 
Specific fission rate 1n M02 fuel. 
Diffusion coefficient of nuclide 1 
in the reaction layer. 
(9) 
However, if the actual radioactivity release is controlled by recoil into 




Fp SB e t5 . L. . >.. . . . V. 
1 A .+A 1 1 1 (I 0) 
1 e 




l A.+,\ F (I I ) 
l e 
If this type of release prevails, it is assumed that there has been no chemical 
conversion of'' the fuel or that such (Na 3Ho 4 ) reaction layer has been reduced 
again. 
2.5. 7 Instrumentation for Failed Fuel Detection and Location 
The instrumentation of LNFBRs for failed fuel detection and location 1s very 
similar in all these reactors. Therefore the following brief description of 
the instrumentation of the KNK II)x may serve as a typical example. 
IC~K II has t\vo systems for failed fuel element detection. The first system 
consists of two DND (= Qelayed I:.!_eutron Qetector) monitors, one of each is 
attached to the two main primary sodium pipes (Fig. I) dmmstream of their 
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outlet from the reactor vessel. Each monitor contains eight 3He counters 
connected in pairs to an amplifier. Three pairs make up three redundancies 
in the DND system, one pa1r serves for standby purposes, The counting tubes 
are enclosed in a moderater block made of polyethylene and are strongly 
shielded against y-radiation and core neutrons. Each DND measuring station 
has a y-dose rate monitor and is equipped with a temperature sensor. If a 
calculated_limit value of the DND counting rate of 2000 cps is exceeded, 
tiw reactor 1.-.rill be scraTIUJled. Alarm is given by 1500 cps. 
The second system consists of measur1ng the fission product gas concentration 
in the primary cover gas. For this purpose, the KNK-II facility has a separate 
gas circuit (Fig. 2) for failed fuel detection. It contains two Nal(Tl) 
detectors equipped with amplifiers, single-channel discriminators and 
ratemeters, a computerized on-line y-measuring station with high purity 
germanium detector, multi-channel analyzer as well as three different types 
of precipitators L Richard 82_/. 
D 

















Fig. I. DND Moni toring System KNK II Fig. 2. Failed Fuel Detection System 
on the Cover Gas ~~K II 
) X • ) !ompakte ~atr1umgekühlte !ernreaktoranlage Karlsruhe (KNK II , 20 ~Me 
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2.5.8 Codes Established to Date 
Ta calculate the expected count rates of the DND detectors the FICTION 
(~ssion Produ~ Signal Calculation) codewas written, Table 1. Recoil of 
the fission products into the coolant was assumed as the release mechanism. 
In addition, the k-factor was programmed. The following formulae were used 
L Hoffmann 82_7: 
For short 
with 
N. 0 . L. . F . k . "-· . \)• . lli . s (12) ]. ]. ]. ]. 
- -2 -
activity N. L s I Neutron release rate of 
]. 
nuclide i into the coolant 
lli L 7 Emi tted neutrons per nuclide 
disintegration 
N ~ 
10 ( N. I ) ( 13) c . L: ]. -;\·. t n p . . e l. i=1 Q 
- -1 7 c L s - Count rate of DND detector 
-
7 n L I - Neutron sensitivity of DND detector 
~ L 
- 3 
7 cm Valurne of Na sample vessel 
-
g/s_7 Q L Sodium flow 
)I - 3 -
p L g/cm _/ Sodium density 
t I L s 7 Transit time of sodium from the defect 
~ I ' 
point to the DND detector. 
sodium recirculation times i t ho lds 
R N P m 
c = n · p • v · L: 
L: __ J. • (14) 
j=l 







Count rate of DN detector taking 
account of sodium recirculation 
recirculation time of sodium 
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The variable input quantities include F, K, S, ~. pN, ~. Q, t 1 and tu. 
The following nuclides are taken into account: Br-87, Br-88, I-137, Br-89, 
Rb-93, I-138, As-85, Br-90, Rb-94 and I-139. 
Table 1. F I CTI ON Code 
Fission Product Slgnal Calculation 
Bi rth rates Basis: ORI GEN 
• l::mEirical migration values of fission proJucts 
in mixed oxide fuel 
' I Open porosity I 
• 
EmEirical release values of fission products 
through the surface of the fuel 
+ 
l'ree fuel surface in contact with the sodium 
as a function of time = f(t) 
9 ' Ox):gen concentration Fuel loss 
in the sodium and the 
fuel 
• 
Thickness of Na 3Mo 4 Concentration of fuel 
f(t) in sodium = f(t) = 
' ' DND signal = f(t) 
later: cover gas signals = f(t) 
k-factor = f(t) 
Shutdown criteria l 1 
Reactor instrumentation criterial 1 
Recommendations to reactor operation)l 
l 1 Notpart of the code, but application 
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2.6 LOCATION OF FAILED FUEL ELEMENTS 
BY FLUX TILTING 
by 
S. Jacobi 
Institut für Reaktorentwicklung 
This chapter 2.6 is the direct continuation of the previous chapter 2.5 
DETECTION OF FAILED FUEL ELEHENTS. After the information that anywhere 
in the core a failed fuel elernent exists, that rneans after the detection 
the location of the subassembly with the failed fuel element is the next 
important step. From this and the following information about size and type 
of the failure significant decisions are derived for the further operation 
of the plant. The instrument for this task will be the Consulting Core 
Surveillance ~ystem COCOSS, described in this chapter. 
2.6. I State of the Art 
Regarding failed fuel elements a great deal of complex knowledge has been 
obtained from in-· 'ile tests and LHFBR operation. Compared to this, the 
inforrnation provided by the failed fuel detection systems lS not adequate, 
especially as far as the evaluation and derivation of decisions are 
concerned. This is illustrated by the following examples: 
- Few applications of computers or microprocessors to failed fuel 
subassembly detection and location. 
- Conventional hardwired electronic devices are currently used. 
-No correlation and linking of rneasurements and operational parameters. 
- A harmless momentary burst of fission products may give rise to an 
unnecessary scram. 
- Global scram levels for the whole core without taking into account 
individual subassembly conditions. 
- Especially flux tilting calls for an expert to interpret the cornplex 
fission product signals (explanations on the flux tilting method will 
be given in the next chapter). 
- Owing to the complexity of signal evaluation computer aided recommenda-
tions arenot available for the subsequent operation of the plant, e.g., 
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immediate or'temporary shutdown, reduction Ln power, decisions Ln favor of 
compaigns for locating the failure. 
Thus, for plant operation with defective fuel elements 
the decisions rely on the special 
knowledge of the operators and/or 
the availability of experts. 
It should be rnentioned here that quite a number of attempts have been made 
to install disturbance analysis systems at nuclear power plants. Examples 
cited here are the publications by W. Bastl, C.D. Heising and A.B. Long 
L Bastl 82, Heising 82, Long 80 7. Unlike the goals pursued with the .. , 
Consulting Core ~urveillance ~ystem COCOSS which will be discussed here, 
all systems previously described have in common: 
- They have been designed to apply to the whole "nuclear power plant" 
system. An application to the "failed fuel detection and location" partial 
area accompanied by recommendations for subsequent plant operation has not 
been described until this date. 
- The system serve the purpose of status surveillance and disturbance 
analysis~ e.g., Disturbance Analysis System DAS L-Long 8o_7 and Störungs-
analyse-Rc:chner (disturbance analysis computer) STAR L-Bastl 82_7. 
- The previous systems are solely intended to lend assistance to the operator 
in decision making in a disturbance by means of a cause-consequence 
analysis and reduction of data without providing recommendations based on 
signal evaluation. 
Disturbance prediction Ls still lacking, i.e,, the anticipated subsequent 
development of the disturbance in case that one or the other intervention 
in t.he plant is performed or omitted, is not known. 
2.6.2 Flux Tilting 
2.6.2. I Experience Gathered at KNK II 
Unlike collecting individual samples from each fuel subassembly or tagging 
involving investment costs on the order of several millians of $, flux 
tilting constitutes a method of failure location not requiring additional 
expenditure in equipment L-Jacobi 82_/. Since this method will play a major 
role in this paper, some explanations will be given below. 
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The rate of fission product generation is proportional to the fission 
power of a given volume of fuel. Leaving aside quite a lot of other effects, 
the rate of fission product release from a failed fuel pin into the 
coolant is thus proportional to the local fission power, By an appropriate 
inst1:_umentation measuring out of pile the fission product activity 
concentration 1n the coolant signal changes will be recorded in case of 
power changes at the point of cladding tube failure. This effect 1s · 
utilized in flux tilting with a view to locate the failure. 
Initially, all control rods are immersed to the same depth; the distribution 
of power density in the core is symmetric. While this symmetric distribution 
i~ maintained, the entire reactor power is strongly reduced. 30 % of the 
nominal power is a realistic value; in the first of these eh~eriments 
performed at KN'K II the average reactor power was only 15 '?o of the nominal 
power because particular care had been taken L-Richard 82_/. Evidently, 
the reduction of fission power implies a similar reduction of the fission 
product signal emanating from the defective fuel pin. The subsequent actions 
depend on the nurober of main coolant pipings leaving the reactor tank. 
KNK II 1s equipped with two main coolant pipings with one monitor each 
installed for Relayed ~eutron ~etection (DND) allowing to detect fission 
products in the sr rl.ium L-Jacobi 79 and 82a::_ 7; The main coolant pipings leave 
the tank 1n the wes tern and eas tern directions (Fig. I). 
Pumps and Intermediate Heat Exchanger 
OHO 0 
East 
49 Reflecting Elements -~=::::--;;r.' 
22 Driver Elements -----4-:c.l:'{ 
7 lest Elements -----J_..L 
5 Breeding Elements ---+'""'-/"'\ 
I Radial Blanke\ I 
5 Control Rods 




Fig. I. KNK II. Cross-section of core configuration and pr1mary 
coolant circuits. 
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Thanks to the configuration shm.,rn in Fig. I reductions and increases, 
respectively, Ln power are possible by insertion and withdrawal, respec-
tively, of the control rods into and from the opposite core halves, namely 
North-South and East-West (see upper half of Fig. 2). 
600 l 6.35 h 6.30 h IO.JO h _/' '\.16~ 1J h 17.48 h 
+------''- I ~~-" -~ I =~----~~~Jj(ontro( Rod ---=------- -11~-1;:;;;- 1i06h-15\oh ---- 19.11 h 
. Position Cantrot Rod Ho. JOB 
600 l lmml 
400 ..J.J'------=--- --l-06----
100 
~~]-~---------~----------~--- ~::::;::.-1 ___ _ 






15 1 I Count Rote 








t I Ctod< Time I -
12 1J t5 16 17 18 19 
Fig. 2: KNK II. Control rod positions above bottarn of the core (cold) and 
DND-signals during flux tilting on August 28, 1980 from 6.35 h to 
19.22 h. Bottom left the central part of the core, control rods 
No. 302, 306, 308, 310, 312, shut down rod No. 304 and the sur-
rounding subassemblies, compare Fig. I. 
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Parallel to these changes ~n the control rod positions the fission power 
near the already detected but not yet located fuel pin failure changes 
accordingly. Consequently, the rate of fission product release and thus 
also the signals DND-West and DND-East (Fig. 2, bottarn half) undergo varia-
tions. It can be noted from the signal developments in case of flux tilting 
North and West that the signal DND-East rises. Other details such as the 
decay of signal DND-East during flux tilting North or the peaks of DND-East 
upon transition of flux tilting North to flux tilting South and of flux 
tilting West to symmetric rod position fit the familiar picture of failed 
fuel element behavior. In this way, an expert, referring to a number of very 
different criteria of selection, will be in a position to locate the failed 
fuel subassembly with the help of the plots shown in Fig. 2. The failed fuel 
subassembly in this example was in core position 202 (Fig. 2;''bottom left) 
I Richard 82_/. This expert knowledge shall be implernented later-on in 
cocoss. 
2.6.2.2 From the Experimental Reactor to the Large Power Station 
The target of all breeder development work consists in realizing a large 
power station of more than 1000 MWe. Whi. 1st at KNK II the interpretation 
of the DND-signals during flux tilting is already a relatively complex task, 
the use of computers seems to be indispensable in a large power station 
because of the necessity of operating control rods also individually. Table 
will give an impression of the development work and. indicate the development 
trend regarding COCOSS. 
Table 1: The Three Development Stages of the LMFBR 
Experimental Prototype Large Power 
Power Plant, Plant, Plant, e,g. 
e.g. KNK II e.g. SNR 3oo Super Phenix 
Electric power (MWe) 20 300 1200 
Number of fuel 
subassemblies 29 205 364 
Number of control 
8 12 24 
rods 
Number of cooling 2 3 4 
circui ts 
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2.6.3 The Consulting Core Surveillance System COCOSS 
2.6.3. I Purpose and Target of COCOSS 
COCOSS is presently developed at KNK II and it is intended to test it at 
this plant. However, it should be underlined that all activities are being 
carried out with a view to application at a large power station. COCOSS is 
permanently operated on-line during reactor operation. Its major tasks during 
the final stage of realization will include: 
a) Avoidance of unnecessary or too late shutdowns; see INTRODUCTION. 
b) Core surveillance during operation without failed fuel subassemblies: 
- Information about the status of the plant, 
- Automated test of the measuring chains, 
- Plausibility consideration of the measuring signals, 
- Recording of background signals Hhich undergo changes for var1ous 
reasons (may be important above all during flux tilting because the 
signal amplitudes are small in that case). 
c) Diagnosis upon occurrence of fission product signals caused by cladding 
tube failures: 
- Gorrelation of all relevant measuring signals available, 
- Access to data banks where expert knowledge has been stored regarding 
types of failure and their behaviour with time as a function of different 
operating conditions of the plant, 
- Comparison of present measuring signals with information derived from 
the data banks above, 
- Gorreetion of transient background signals and their subtraction from 
the measured value, 
Information to the operato~ concerning the most probable status of the 
failed fuel subassembly: nature and size of failure and core zone 
affected, 
- Observation of the subsequent development of the failure and permanent 
updating of information to be provided to the operator. 
b) Prediction of disturbance, i.e., comparison of the respective actual 
condition with the expert knowledge stored in the data banks concerning 
the development with time of previous cladding tube failures. Information 
about the most probable subsequent development of the failure. 
e) Recommendations for subsequent reactor operation, derived from the pre-
diction of disturbance, e.g.: 
- Immediate shutdown of the plant, 
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Shutdown of the plant at a time recommended by COCOSS, 
- Immediate or soon reduction of power. 
f) Recommendations for diagnosis operation of the plant for the purpose 
of failure location. 
g) Support in flux tilting: 
- Programmed on-line signal evaluation, 
- Comparison of the fission product signals and coolant temperatures at 
the fuel subassembly outlet with information from the data bank, 
- Recommendations for subsequent diagnostic operation, i.e., operation 
of individual control rods, 
- Information about the core zone ~n which the cladaing tube failure 
has occurred, continued, if possible, until an individual position 
can be indicated. 
The more reliable the result of failure location ~s, the les~ handling of 
fuel subassemblies will be required. This aspect should be taken into 
account above all in case of s·ubassemblies with a high burnup. Less handling 
in fact means less probability of human errors or plant-specific equipment 
errors. On the other hand, quick location of the failure means a shorter 
time of non~availability of the plant. In this way, COCOSS increases within 
certain given limits both the safety and the avai.lability of the plant. 
2.6.3.2 Necessary Investments 
When thinking of realizing COCOSS, the question of the information required, 
i.e., measuring values from the plant, ~s in the foreground. It must be 
stated here as an advantageaus feature of COCOSS that all necessary sensors 
are already installed in the plant so that an expensive additional 
instrumentation can be dispensed with (Table 1): 
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Table 1: Plant Specific Input Information for COCOSS 
{1easuring Variable 
Fission product 




products in the 
cover gas 
Cover gas pressure 
and flow at gamma 
spectrometer 
Measurement of reactor 
power 





at the outlets of the 
fuel subassemblies 





detection at the 
main coolant 
















for safety instrumentation 
Existing as operation 
surveillance system 
Existing as instrumentation 
for operation 
Except for possibly required isolation amplifiers, the requested signals 
are thus obtained without additional costs in a suitable quality a1 d with 
sufficient availability. The acquisition of 
with external devices is necessary. 
appropriate mLcroprocessors 
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2.6.4 Stepwise Development of COCOSS 
For the reasons stated below COCOSS is being and will be further developed 
stepwise: 
- Novelty of the problern and its treatment, 
- Process of learning by the development team and COCOSS computer from one 
step to the next, 
Simultaneaus elaboration of necessary criteria for decision making by ~n­
pile experiments with open fuel L Hoffmann 82_/. 
2.6.4. I COCOSS I 
The first essential and large step was the development of the L~~BR-specific 
computerized gamma spectrometer for evaluation of the cover gas signals 
- - ., 
L Hoffmann 80_/. This was followed by the processing of further signals: DND, 
reactor power, other signals and parameters of the cover gas system. Daily, 
weekly or monthly plots are now available on request of the 
- DND signals, 
- Pressure corrected cover gas signals, 
- Reactor power. 
Computer printouts and spectrum diagrams ~n any form are completing this 
information (Fig. 3). This system in the COCOSS I version already operai · s 
in an interactive mode with the reactor, e.g.: 
- automated setting of the collimator position at the gamma spectrometer; 
- preselection of measuring time for the Ge-detector; 








Amplifiers I= ~I · Ontn 
log 
Fig. 3: Information flow sheet of COCOSS I 
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The following hardware is used to operate the RECOS (Reactor Core Obser-
vation Software) surveillance program: 
A DEC computer PDP 11/34 with 128 K byte memory, two disk drives RLOI, one 
line printer, one multi-channel analyzer with 4096 channels, one four-
color platter and one Canberra 6911 Datanim computer interface with eight 
counter/timer channels for the acquisition of measuring data and one device 
actuator for moving the collimator. 
The first in-pile calibration tests Hith open uo2 fuel are completed; 
calibration tests Hith metallic fuel are in preparation L HoffmaJn 82 /. 
At this stage COCOSS I 
- has been capable of advising the expert, 
- has been qualified to take over expert knoHledge, 
- has constituted the basis for starting further werk. 
2.6.4.2 COCOSS II 
The following work has been started within :~e secend step of development: 
a) Cerrelation of information from different systems stored by the computer. 
b) Simplified functional model of the reactor simulating e.g. 
- The dependence of fission product release on reactor power and on the 
position of the failed fuel subassembly, 
- The ratio of effective to geometrical size of the failure (k-factor) 
depending on reactor poHer, position and burnup of the subassembly. 
c) Stored expert knowledge about the time dependence of typical cladding 
failures. 
d) The adapted vers~on of the computer code FICTION (Fission Product 
Signal Calculation) L-Jacobi 82b_/. This code calculates the free fuel 
surface of a cladding failure from the measured DND-signals and plant 
conditions. 
In this Hay COCOSS II gets the 
simplified knowledge of an expert. 
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At this stage of completion, "Plant Model", "Fixed Plant Data" and "FICTION 
code and Data" must be added in Fig. 3 as additional software for COCOSS II. 
The output of information is still the same, COCOSS II being only an interim 
solution on the way to the final goal. 
2.6.4.3 Cause-Consequence Trees 
It is the established goal of COCOSS to largely substitute the expert at the 
final stage and to give to the operator the same recommendations as an expert 
does. This means that COCOSS must make logical on-line decisions, starting 
from 
- very differing types of signals, 
different sequences in time of these signals, 
- different plant conditions, 
- a stored expert knowledge. 
To solve this problem, "Cause-Consequence Trees" are used as 1.n the disturbance 
analysis systems mentioned in the chapter on the State of the Art, which means 
signal flow diagrams with logical links, the items mentioned above being the 
input variables. Recommendations for given operations are derived from them. 
The siruplest cc.•.ce is the occurrence of a leaker, 1..e., a fuel p1.n failure 
where only fission gases are released and no direct contact is as yet 
established between the fuel and the coolant so that, consequently, no 









f-----------~~· From ONO System 
i 
B 
~ Video Display 
Fig. 4: Schematic cause-consequence tr~e for the simple case of a leaker 
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The cause-consequence tree is much more complex in case of a DND-failure. This 
is shown ~n a highly simplified representation in Fig. 5; colared graphical 
displays of the control rod positions and changes of coolant temperatures 
caused by them at the fuel subassembly outlet as well as continuous recording 
of the DND-signals undergoing permanent variations are just briefly mentioned 






Fig. 5: Simplified cause-consequence tree of a DND-failure. Values are 
typically for KNK II 
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2.6.4.4 COCOSS III 
To the extent not yet implemented in COCOSS II, COCOSS III now rece~ves 
additional formalized expert knowledge on failed fuel detection and 
location in additional memories and computer codes. This transfer breaks 
down into three groups: 
1. Active Signal Evaluation: 
- Computation of the most probable free defective area, still independ-
ent of the fuel subassembly position, 
- Diagnosis of the type of defect, 
- In case of large DND-signals computation of power reduction, 
- During flux tilting evaluation of the signals received, 
- After completion of flux tilting: 
computation of defect position, 
computation of defective area for these positions, 
computation of power reduction. 
2. Recommendations to the Operator: 
:., 
- Reactor shutdown or continuation of operation, possibly at reduced 
power, 
- Instructions for a restart, 
- Start flux tilti \g, 
- Procedure during flux tilting, 
- After indication of failure position: 
recommendations concerning subsequent operation. 
3. Disturbance Prediction 
Within a g~ven error band the mostprobable subsequent development 
of the fail'.1re can be extrapolated from the sum of expert knowledge, 
using a gra}hical colared display. 
- It can be estimated how long the reactor can still be operated at 
which power. Major criteria include: scram signal level and free 
defective area with possible consequences. 
By this transfer of expert knowledge the structure represented in Fig. 6 
~s obtained for COCOSS III. 
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In this versLon COCOSS III becomes an expert itself: 
- It evaluates the signals from the plant, 
- It gives recommendations, 






/~( '1 Plant 
~ 




Fig. 6: Information flow sheet of COCOSS III 
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2.7 Neutron noise analysis 
The potential of neutron noLse analysis for disturbance detection 
is well known and has been investigated in the frame of the R+D-
work on cooling disturbance monitoring. One application is given 
Ln chapter 2 where the combination of temperature- and neutron noise 
LS used for sensitive indirect flow rate measurements. Another appli-
cation is the determination of coolant boiling. As real in-pile boil-
ing experiments in an operating sodium-cooled reactor are rather 
difficult - especially from the licensing point of vLew - emphasis 
has been laid on boiling simulation experiments Ln our heavy water 
cooled research reactor FR2 and in theoretical investigations. Both 
have shown that boiling is detectable by neutron noise, but as the 
void-coefficient is zero on certain regions of the core of a Fast 
Breeder, these activities have been terminated. Furthermore, the 
potential of neutron noise analysis - correlated with the fuel ele-
ment outlet temperature - has been demonstrated by the identification 
of vibrating fuel elements. But as that is not part of this study, 
this top i .. , will not be considered here. 
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3. Integrated Approach 
L. Gmeiner, U. Vages 
Institut für Datenverarbeitung in der Technik 
The last chapter summarizes different core surveillance techniques and 
methods for aarly detection of coolant disturbances and of failed fuel 
I 
elements in an LNFBR. 
The methods considered are mainly the same as in the overview diagram 
of chapter 1. The figures within the brackets refer to the chapters 
with extended descriptions: 
- mean temperature supervision (TM, 2.1, 2.2) 
- (indirect) flow (FI, 2.2) 
- temperature noise (TN, 2.3) 
- acoustic noise detection (AN, 2.4) 
- reactivity noise (RN, 2.2, 2.4) 
- delayed neutron detection (DN, 2.5) 
- covergas monitaring (CM, 2.5) 
Additionally the 
- flux-tilting technique (FT, 2.6) 
is reviewed, which is especially appropriate for the location of 
failed fuel elements. 
Figure 3-1 describes the current situation for these individual core 
surveillance methods. The integration of these techniques is described 
in figure 3-2. 
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Fig .. 3-2: Improved Core SurveiUance 























Legend to Fig. 3-1 and Fig. 3~2 
input: 
input-id meaning number of J::edundan,cy 
data items 
i1 acoustic 10 
noise 
i2 rotation speed 
of pumps 
i3 neutron 5-10 
flux 
i4 primary flow per inlet 
rate 
iS core inlet per inlet 
temperature 
i6 FE outlet per FE 
temperature 
i7 DND signal 2-4 
i8 reactor power 1-2 
i9 GeLi-system 1-2 
count rate 
i10 precipitator 1-2 
count rate 
i 11 oosition of 1 per absorber 
·:tbsorber rods 
output: 
oa: output of alarm or scram 
or: output for data recording 
om: output of messages on printer or VDU 
processing: 









1 I s 
10/s 
1 I s 
1 ... 10/s 
1 ... 10/s 
measurement preprocessing (adjustment, filtering, etc.) 





-10 ... +10V 
-10 ... +10V 
0 ... +1 ov 
0 ... + 1 ov 
0 •.. + 1 ov 
0 ... +10V 
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The proposed integration concept is based on the assumption to use as 
far as possible existing capabilities of the freestanding surveillance 
methods. We can identify two main areas, where the integrated system 
differs from the original approach described in figure 3-1. 
1) The area of measurement precalculation and signal conditioning. 
2) The decision-making computers, 
surveillance techniques. 
located on top of our existing 
The integrated approach has some evident advantages. Especially 
duplication of measurement effort can be avoided. As can be seen from 
figure 3-1 there exist some measurements which are used by different 
surveillance techniques. 
The same argument, concerning duplication of effort, holds for the 
generated output, too. In an integrated system \ye need to have a only 
limited nurober of output units ( e. g. plotters, printers, graphic 
devices, . . . ) . 
Besides these economical arguments we have some reliability arguments, 
too. Our philosophy is to combine and correlate the outputs of the 
described monitaring techniques, in order to get a more sensitive , 
condensed information. This kind of information allows quicker 
rectcLion in the I , , I eär 1y -wctrrung äreä äil<l results, äs ä consequence of 
this, in higher reliabilty of control and safety decisions. As well we 
get improvements for plant availability. 
Starting from these considerations we propese an integrated core 
surveillance system whose structure is shown in fig. 3-2. The complete 
system can be subdivided into six levels: 
- reading and input level (RIL) 
- common communication level 1 (CCL1) 
- separate evaluation level (SEL) 
- common communication level 2 (CCL2) 
- decision making level (DML) 
- output generation level (OGL) 
In the reading and input level the raw, mainly analog, input data from 
the process (the reactor) are read and preprocessed. For each 
independent class of process signals there is a separate unit for 
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preprocessing. The preprocessing includes 
analog/digital conversion 
- standard noise removal 
- basic plausibility checks for data validity 
- fault detection for the measurement instrumentation 
- basic data operations. 
The result of this level is a set of improved input data. 
Via the common communication level 1 the data are transported to the 
next active level, the SEL. The structure of the CCLl can be partially 
a point-to-point connection from a unit of RIL to a unit of SEL, e. g. 
if an input data is used for a single evaluation unit only, and 
partially a common bus by which several units of RIL and SEL are 
interconnected. 
The separate evaluation level consists of independently working 
evaluation units. Each unit incorporates a different core surveillance 
method. Goropared with the separate realisation of each method here the 
units receive already prevalidated input in digital form. 
Again the single units of the SEL give their evaluation results via 
~ te CCL2 to the DML and the OGL. As is the case with the CCLl the CCL2 
can be organised partially by direct lines, partially by a common bus. 
The decision making level contains the major extension of the 
integrated approach as compared with the separate independent 
realisations of the core surveillance methods. Here the evaluation 
results are analysed in comparison and correlated with each other. A 
simple example of such a correlated analysis is the following: two 
independent methods report a reactor state which is still in the 
'normal' field, but close to the upper limits. For both methods 
individually this means only a low probability of disturbance. But for 
the correlated analysis this can be interpreted as a somewhat higher 
probability of a starting disturbance, and therefore some action is 
resulting. 
The sophistication of the DML can have different grades. This depends 
very strongly on the correlation between tha different core 
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surveillance methods which can be found through theory and 
experiments, and also on the effects the methods are detecting, and 
where the methods are located in the fault propagation diagram. 
Different rnethods can be applied for the decision making, e. g. 
- cause-consequence analysis 
- fault tree evaluation 
- pattern recognition 
- procedure prompting 
- expert systems. 
Which of these methods will be used depends on the level of knowledge 
available. 
Cause-consequence analysis and fault tree evaluation are closely 
related to the theory of the fault propagation diagram (compare fig. 
1-1). 
Pattern recognition is based as well on early test experience as well 
as on operating experience. Certain patterns - reactor states or state 
sequences in terms of input data and evaluation results - can be 
judged as possibly leading to a disturbance, others as being not 
dJ 1gerous. 
Procedure prompting is related to an interaction with the operator: 
depending on the different evaluations some actions could be suggested 
to the operators. 
The method of an expert systern is partially including the other 
methods. Based on previously gained information and knowledge and 
predefined decision rules a reactor state evaluation is rnade and 
resulting information is given to the operators, may be with the 
request for certain actions. 
The airn of these rnethods is to increase the capability and the 
knowledge of the integrated core surveillance systern even during 
operation. 
Finally, the output generation level is the last part processing the 
data. It is possible to realise here some data logging device which is 
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storing the data with high resolution ( e. g. 1 data block per sec ) 
for a short period of time ( e. g. 10 to 30 min ). In case of a 
disturbance or an accident this data is then available for post 
accident analysis etc. For lang term logging ( > 30 min ) only a lower 
resolution is sufficient ( > 1 data block per min ). 
In case some part of the system is operating in a closed loop fashion 
this can be achieved either by direct connection of the actuators with 
the respective evaluation unit or via the OGL. 
The envisaged integrated core surveillance system has two major 
advantages as compared with the separated stand-alone core 
surveillance systems. First, the inputs of the different surveillance 
methods are partially identical. Therefore a common preprocessing is 
possible which can save some instrumentation costs and efforts, and 
also give the possibility to do some more sophisticated preprocessing. 
Second, the outputs of the single methods can be correlated. This 
increases the capability for early fault detection. 
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4. Concept of Global LMFBR Core Surveillance Procedure 
A. Holick 
INTERATOM 
The "Global LMFBR Core Surveillance Procedure" (GCSP) is' 
thought to be part of the Signal Processing ~odule of the 
overall protection system with artificial intelligence 
features. It is based upon recursive parameter- and state-
estimation and provides all surveillance variables 'lv'hich 
are relevant to classifying core dynamics status to the 
decision making Subsystems (diagnostic modules) .- The 
following data are made available by means of direct and 
indirect measurements: 
Direct ~easurements: outlet tenperature for every fuel 
element, inlet te~perature, flow-
rate, neu~ron-density, reactivity, 
rod posit.i.on. 
In~irect ~easurements: consist o~ the ~ast reacting core 
state wit~ the components fuel 
temperature and smoothed average 
coolant tenperature for every f. e., 
itemized reactivity contributions, 
in particular, the feedback reac-
tivity and the effective control 
rod reactivity, 
and of the slowly varying core 
parameters such as 
heat transfer coefficients, coolant 
heat capacities, fract~on of power 
and flow in every f. e., time con-
stant and gain error of the thermo-
couples at the outlet, the estimates 
of the reactivity feedback coeffi-
cients and control rod parameters. 
Error Signals: 
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observation residuals (mean values) 
of the KaLIDan filters for estDmating 
subassembly thermohydraulic states and 
the reactivity balance. The basic func-
tion of the error signals is to provide 
a measure of uncertainty on the sur-
veillance variables to the diagnostic 
module. 
An overall blockdiagramm of the surveillance system is 
shown in Figure 1. The surveillance functions are sub-
divided into 2 categories: 
a) surveillance of fuel-element thermo-hydraulics 
associated with every fuel element, 
b) surveillance of reactivity contributions (balance meter) 
associated with the total core; it is anticipated, that 
the reactivity components :an be partitioned such, that 
every fuel element has ev~ntually its own balance meter. 
Surveillance of Fuel-Element Thermo-Hydraulics 
The concept of monitaring cooling abnormalities is shown 
in Figure 2. for one fuel element. It is thought to be 
applied to every fuel element which has a thermocouple at 
the outlet. The system architecture is modular and func-
tionally failure tolerant. The underlying sampled data 
fuel element model (prediction model) has the following 
form: 
( 4 -1) 
'.vhere 
T 
L oTf' X = 
T 
( oP, u = 





oT J c 
oT ' ow 1 
state vector of dimension 
n = 2 
input vector (measured) 
output (measured) 
vectoi of.process noise 
measurement noise 
The index denotes sampling time. Closed form expressions 
of the system matrices ~, r, M, D in terms of physical 
core parameters are given in /5/. 
A "Kalman filter Modul" with constant weighting factors 
/1/, /5/, provides estimates of the fuel- and coolant-
temperatures, and, hence, provides the basic surveillance 
function: 
( 4-2) "j+1 xj+1 = 
"j 
xj+1 + k· (y j+1 - y j+1) 
"j = q, "j + r u. xj+1 x. J J 
" "j 
yj+1 = M xj+1 + D uj+1 
where 
"i 
(oT f, oT )T estimate of based all x. = = x. on 
J c J 
measurements up to and including y. = y (t.) 
1. 1. 
KT = ( k1 'k2 J gain vector with k. 1. = constant 
" predicted y. = observation based on the most recent 
J .-..j -1 
estimate X. 1 and the measured input u .. J- J 
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The sirnplicity of the constant gain Kalrnan filter is shown 
in /5/, p. 54. 
The state estimates ~ are now available for surveillance 
in addition to the rneasurements. The variables are compared 
with prespecified thresholds and/or with the corresponding 
estimates of other fuel elernents in a subsequent comparator 
module not shown in the diagram. 
The availability of the fuel temperature in addition to 
the coolant temperatures (etc.) offers diagnostic capa-
bilities which are not at one's disposal in the case of 
conventional outlet ternperat~re monitoring. 
The condition of core cooling is, of course, not only 
characterized by temperatures. Knowledge of the fraction 
of flow in a fuel elernent, the fraction of power, the heat 
transfer coefficient and heat capacity of the coolant 
provid~ a significant early warning potenti3l. These 
paramE. ":!rs are determ:Lned in the "P2.>::"3.Y.leter Estimat ior: 
Module.:;''. 
It is a feature of the selected methods that parameter 
estimation can be performed without explicit knowledge 
of the state estimates (separation task Section 4.2). 
In order to accomplish Separation, the prediction rnodel 
(4,1) is transforrned to "output identifiable form" /5/, 
whc;re the system · Jt:a t. ::-ices have the following structure: 
( 4 -3) M = (Ir 0) 
r remains arbitrary 
p = n-r = 1 
r = dimension of the output vector = 1 
Note that the selector matrix in this space becomes the 
unit matrix I 2 . 
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~~ow the coefficients of the prediction model can be 
expressed in terms of the measurements only /2/, /5/: 
( 4-4) T Z = Z •fl. + V 
~here the scaler z and the row matrix ZT are functions of 
the measuremen.t~ 1 A is the parameter vector to be estima ted, 
and v is a noise term. 
Equation (4-4) Js in standard linear regression form and 
the parameter vector II. can be determined by means of the 
conventional recursive least square method without matrix 
inversion. The theoretical effort associated with trans-
formation to canonical form and with separation has 
obviously no other purpese than to reduce the task of 
on-line calibration of the Kalman filter to a standard 
least square problem. 
Th,e system matrices of the prediction model in output 
id~n-~ifiable form are very simple functions of the para-
meter3 II. .• They are computed in a separate modul and are 
l 
transfered to the Kalman filter upon request. 
Such a request can be initiated by the observation residual 
of the Kalman filter. If its expectation exceeds a pre-
specified threshold then the prediction model does not 
:natch the true situation and the system matrices need to 
be up-dated. In the case of failure in the parameter esti-
mation modul or in the computation of the system matrices 
the Kalman filter can still operate, but the estimation 
error increases with the model mismatch. 
The physical core parameters such as gap conductance 
(integral heat transfer coefficient) 1 k, fraction of flow, 
fraction of power, K , and coolant heat capacity, 
p 
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Ce' can be computed in a separate modul and in parallel 
since knowledge of these parameters is only nee~ed for 
diagnostics and, therefore, only occassionally. Failure 
in this modul dbes not degrade the basic surveillance 
function. 
Reactivity Surveillance (Figure 3) 
The promise of high performance rests upon a predictior. 
model with state indep~ndent coefficients and upc~ the 
capability to provide sufficiently detailed information 
upon core transients and parameter anomalies by means 
of on-line parameter and state estimation. 
The objectives are somewhat different from those of the 
conventional reactivity balance: 
a) surveillance is restricted to monitaring the time 
history of the reactivity feedback coefficients 
and rod worth. Thermohydraulic performance is 
monitared in a different su~veillance module. 
b) the reactivity balance signal is not the primary 
surveillance variable, but initiates the parameter 
estimation procedure (calibration) if it exceeds 
a prespecified bound. Hence: it allows for reducing 
the nwnber of calibrat.:i.ons needed. It does not 
classify system state into "normal" and "abnormal". 
Most of the disadvantages of the conventional concept 
(Section 5.2) can be overcome by expressing the pre-
diction formula in a space, where the physical 
reactivity contributions (characterized by the 
nearly constant coefficients ß.) can be determined 
l 
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separately on-line. A feasible equation for the 
reactivity feedback is: 
(4-5) ~~ 
The state space is represented in (4-5) by the 
perturbations of 
Tf = fuel temperature 
Tc = coolant temperature 
Tso = temperature of the upper part of 
the fuel-element-can 
TSI = temperature of the lower part of 
the fuel-element-can 
* TI = grid plate temperature 
and the reactivity feedback effects are given by the 
product terms 
~. ~ rr 
't> f = Doppler reactivity 
~7\· ~rrk- = axial expansion reactivity 
~ .dt. = coolant temperature reactivity c c 
~ .~'rso- b'lst = bowing reactivity 
?, ~.,- ~ 
~. ~ rr~ = grid plate reactivity 
~ r 
A = Q 
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sum of all reactivity feedback contri-
butions which are not correlated with 
state perturbations; they are rnodelled 
as a linear function of time. 
The control rod (bank) reactivity is described by 
( 4-6) 
or 
( 4 ;_ 7) 
where 
( 4- 8 ) \->c.ft = 
control rod reactivity worth before the 
control action is initlated at t = t ; 
0 
it includes the effect of differential 
expans~ons prior to control action. Note 
tha t A in equa tion ( 4-5) and ~c:.R,o cannot 
be separa ted, except if ll is a function 
of time. 
If information an the state can b~ provided for on-
line, then we have a basis for estimating the coef-
ficients ~~ from reactivity 
of the least square method: 
t ""'~· ~~ 
measurements by means 
L = nurober of parameters 
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or, in matrix notation 




~ ... E 
. ...,here 
(4-10) MK = [Gcr.r ~ ) &~~) (o~-l;~:)) b~it~ 1. ) ~t\< ] 
K The index k denotes sampling time and E is the random 
measurement error. The components of the observation 
gradient MK are not directly measurable with the usual 
out-of-core instrumentation. These indirect measurements 
are provided by the fuel element thermohydraulic sur-
veillance modules. Hence, the data vector MK is available 
~or reactivity monitaring as a by-product of core cooling 
surveillance. 
The temperatures of the fuel-element-can and grid plate 
could be measured directl: with thermo~couples and the es~i­
mation procedure be adapted to such a more comfortable 
instrumentation. But it is assumed in this report, that 
these temperatures are coupled to the coolant tempera-
tures at the inlet and outlet and that the time constants 
of the temperature transients of these structures are 
• 
known. Hence, the per:turbations oT 50 , oT SI and oT I can 





via first order lags (simple observers) . 
The reactivity surveillance procedure performs three 
functions: 
1. estimation of the slowly varying ß.-parameters 
l 
(calibration) whenever needed. If there is no control 
action during calibration, then ßcR = 0 and the number 
of parameters to be estimated is equal L = 5. The 
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stationary control rod worth including differential 
expansion effects are represented by ßcR . The . ,o 
calibration procedure takes approximately N•6t ~ 40 
seconds. 
2. Continuous computation of itemized reactivity feed-
back effects in accordance with equation (4-5) based 
upon the most recent estimates of the ß , I 3 • 
l 
3. Continuous estimation of the control rod contributa-
tion by means of the relation (see section 4.6, 
method 1) 
(4.11) 
Equation (4-11) provides a mean for compensating the 
effect of control actions upon the reactivity balance 
signal without reliance upon position measurements. 
~he estimate (4-11) holds even for the time varying 
case as lang as the feedback parameter estimates are 
correct. Otherwise the calibration procedure will be 
initiated by the diagnostics module and PcR~estimation 
can continue with high accuracy after approximately 
1 minute. Hence, reactivity feedback anomalies affect 
estimation accuracy only during the short time inter-
val between anomaly occurance and completion of para-
meter estimation. 
Rod worth can, in principle, also be determined from 




This method is susceptible to differential expansion 
effects and staggered control actions. But method 
(section 4.6) provides a mean for frequently up-
da ting knowledge on ~eR, 
0 
and CeR. 
It is shown in Chapter 5 with extensive simulation 
tests that recursive on~line least square estimation 
based upon the state space formulation (4-5), (4-11) 
and (4-12) can cope with the simultaneaus occurence 
of reactivity anomalies, rod movements and differen-
tial expansion effects. (Experience must still be 
gained in optimally combining the two methods of rod 
worth estimation for diagnostics.) 
Reactivity anomalies are indicated if I E L-Lo_/ I 
exceeds 0.5 ~- This small threshold is representative 
even during non-stationary operations. T~e cause of 
anomaly is identified by observing the ~~~e histories 
of the reacti vi ty coefficients 3. ( t) . Thresholds on 
l 
the 3.-estimates may serve to automize 1he surveillance 
l 
function. 
The parameter estimates, ß., tagether with the direct 
l 
and indirect measurements provide an opportunity for 
computing the coefficients of the conventional reac-
tivity prediction'model (see Appendix A4.5). The 
converss does not hold. 
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Figure 3 shows a bleck diagrarnm of the reactivity 
balance meter. The direct and indirect measurements 
are processed in the "Preprocessing Module" where 
the local measurements associated with fuel elements 
are combined to give average values for the total 
core and where the perturbations of structure 
temperatures (grid plate and fuel-element-can) 
are predicted from coolant temperature measurements. 
Detailsofthis module are shown in figure 4. 
The surveillance functions are performed in the 
reactivity balance module, 
parameter estimation module, 
diagnostic - with subsequent calibration 
control module. 
The reactivity balanc~.module provides estimates of 
the various feedback terms (transient and stationary) 
based upon the most recent parameter estimates. It 
also computes control rod transient contributions and, 
of course, the overall reactivity balance. ~he latter 
surveillance variable is led through a digital 
filter in order to reduce noise. It indicates slow 
anomalies (time constant is 3 seconds, at present). 
All the other outputs of this module describe the 
transient state. 
The continuously available information on transient 
state is fed into the diagnostic module where the 
decision is made whether or not calibration has to 
be initiated or alarm should be given. 
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The parameter estimation module computes estimates 
of the reactivity parameters, 6., based upon a set 
l 
of N measurement samples (N is usually equal to 200) 
The nurober of parameters to be estimated in a partic-
ular calibration process is optional, i. e., may 
range from 1 to 6. The appropriate input disturbance 
will be selected by the calibration control module. 
Calibration is required for both surveillance func-
tions - the fuel element thermohydraulics and reac-
tivity surveillance. Calibration success (which is 
equivalent to "complete observability" of the pre-
diction model parameters) is assured by exciting the 
core externally with small input perturbations in the 
neighbourhood of the nominal state over a ti~e inter-
val of less then 2 minutes. The required plant dis-
turbance should be judged in comparison with the 
effort needed to calibrate, for instance, the con-
ventional reactivity balance meter and should be 
traded off agai113t the gain in noise insensitivity 
(no special instrumenta~ion is required for retaining 
the process noise properties) . The input disturbance 
can be automized and does not place more constraints 
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4.1 Prediction Model for Parameter-and State-Estimation 
In state-estimation with a Kalman filter or observer 
A 
the estimate, x, is computed from the measurement 
vector, y, with an algorithm of the form 
. 
~ = A•x + Bu + K(t)• (y-Cx) 
where the measurements are linear combinations of the 
state components 
y = Cx 
The matrices A, B and C represent our knowledge from 
the process (prediction model) in the neighbourhood of 
the nominal state (moving equilibrium) and are 
determined or up-dated via parameter estimation 
(system identification). 
Model accuracy is in proportion to the accuracy of 
the standard out~of-cole instrumentation and is kept 
wi thin a range commonly. found in noise analysis in 
context with transfer function estimation. It should 
be kept in mind, that the parameters of the prediction 
model will be up-dated on-line from measurements. 
The thermohydraulic behaviour of one fuel element 
(index j) is descrLbed by the equations: 
• ~i. _M_. ( 4-1 3) ~i :Ii ( ~i 'Tci) ~i <;; 
. 
k' (" ) 1 crl '!t..,~ W ( 'l' . • '1' ) ~1 .. ~ f)- ~l ... Ce~ c1 t 
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where 
Tf = fuel temperature 
Tc = coolant temperature 
T = outlet temperature 
0 
Cf = heat capacity of fuel 
c = heat c capacity of coolant 
h = specific heat of coolant 
k = heat transfer coefficient 
w = primary flcr.·J 
p = core power 
between 
K . = fr1ction of flow in fuel element j 
WJ 
fuel 
K . = fraction of power in fuel element j 
PJ 
and coolant 
The reactivity prediction model is expressed in terms 
of coefficients, which are in~ependent of the thermo-
hydraulic core state: 
( 4-1 4) = 
(4-15) = ( ~D + ~A). ~~ t ~c. ~~ t ~S ~~~o- ~~1:) 
+ \\~~it + A 
It is shown in Appendix A4.5 that the coefficients of 
the conventional reactivity model depend upon core 
state (i.e. fuel temperature), thermohydraulic para-
meters and the above ß, s. In Appendix A4.6, a non-
l 
stationary version of the conventional reactivity 
feedback model is derived for comparison. 
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The external reactivity contribution (control rod) is 

























axial expansion coefficient 
coolant temperature coefficient 
bowing coefficient 
gridplate coefficient 
rod-worth per unit position variation 
= grid plate temperature 
TSO'TSI = temperatures of the fue~element-can 
upper and lower end 
h = bank position . 
at the 
The constant term ßCR,o can be separated from the 
bias term 6 in {lt-~S) only, if !'::. is a function of time. 
Otherwise, reactivity feedback model errors and 
differential expansions are not separable. 
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The Doppler- and axial expansion coefficients are 
state-dependent; the latter is assumed to be coupled 
with fuel temperature only, since the cladding 
temperature is not available yet. The bowing effect 
is taken to be dependent upon the temperature gra-
dient in the fuel-element-can being zero at 100% 
nominal power. The can temperatures are assumed to 
behave like :irst oder lags: 
.. 
~·(T.. Tsoi) "rSQä = ~~ 0~ 
(4-18) 'f$1. .: ~·(T. ~tä.) lü • ! 
~ S1.3 
t's ::; 
...s_ • M,.~ 
o(..Sc. ~ 
Similar for the grid plate temperature 
(4-19) 
The discrete version of the thermohydraulic state 
equations has the structure (ideal thermocouple at 
the fuel element outlet) 
- + r. (4-20) 
+ 
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where + is the state transition rnatrix, r is the input 
rnatrix, and 
"' :::::: [:~I I r&: srr. 01 
~? 
u. = &~ 
bW 
Explicit expressions for ~ and r in terrns of the 
physical core pararneters are given in /5/ and 
M ~ L o 2 1 ., J) = ( 0 0 ] 
The expression for r holds whenever the input u can be 
assumed constant during the sarnpling interval L-o, t_/: 
t 
'1. tt) <?(t,o)· 




~(t., 0 )· y.. ) cp (i:,'t") . B. 0 ::: + J.L • !:t' 
0 
t 




The measJred and actual temperatures are not identical 
because of the lew-pass characteristics of the thermo-









KMj = gain factor, representing the radial 
mixing proc~ss at the outlet of neigh-
bouring fuel elements 
In discrete form: 
(4-22) :::: + 
= measured outlet temper2cure 
where 
~M ( -1 - ~ ) 
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~oise in the Observational Equations 
It is assumed that the rneasured variables y and u 
are corrupted by additive Gaussian process and 
rneasurernent noise: 
(4-23) y = -'/ + = + 
(4-24) + 




The ?rocess noise of the inputs is treated as a natural 
disturbance of the core and it is rneasured. The random 
errors of t~e inputs are, therefore, only due to the 
measurernent errors ~u .• The process no~se of the out-
.'1' ~ 
put is a3surned to be dorninated by the systern response 
to the input process noise. 
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4.2 Analytical Separation of Parameter- and State-
Estimation 
In order to separate the parameter est.::_mation task 
from state estimation, it is necessary to relate the 
elements of the system matrices directly to the 
measurements of the output, y, and input, u. It is 
accomplished by eliminating the state vector x in 
the thermohydraulic state equations associated with 
the fuel elements: 
~· + 
(4-26) 
'tlhere the index denotes sampling time, the transition 
matrix ~ and the input matrix r are given in /5/ as 
explicit functions of the physical core parameters 
and the sampling interval, and the observation gradients 
are given by 
= t 0 0 1 
for the case with ideal thermocouples. 
System (4-26) is transformed to output identifyable 
form in order to accommodate elimination of x: 
(4-27) 'I- = '?. '/. 
-p " r~·~ :] 4l~ (4-28) :::::. := ete ... ,H~.Js of 4> 2.. <?. ~1\ ') J.l 
and 
)(~-t" 4:>. )( lC - K - + r. u. .. 
(4-29) 




D =- ]) 




+ C~u~K + ~- ~ + k',\~) - U:t, 
The lower index denotes the element of the vectors x, 
-
u and of the input matrix r. The state vector x at 
time tK can be expressed, therefore, in terrns of the 
measurements y and u: 
(4-31) (: _: :J 





l :. [ ...l~' ~ 'I • ö • ., -A.og 1 
~' ...l -= 
-
.J_i\ ::::: 4:>."':&. 'l. 
(4-33) ~ = ~~ cp~. f~ _l = ~-~~~n. 't 
.1. : ~ -4Ju.·~~ J_ ::::: 'f:~A '5 I» 
.A.. =- ~\], ..A. 'B ~ß ' i 
Note that the second column of r can be expressed 
in terms of the third column: 
(4-34) 
::: 
Hence, the nurober of parameters can be reduced from 
8 to 6 and disturbance of the input u 2 = 6T1 is not 
needed in order to determine the system matrices from 
the measurements. It is sufficient to disturb u
1 
= 6P 
and u 3 = 6W. 
The observational equations.(4-32) are in standard 
linear regression form and can be sol 1red for the 
parameter ve::tor 1\ by means of the recursive least 
square procedure. 
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The transformed system matrices, q, , r, are related 
to the original system matrices as follows: 
-
~~ ::: 4>..,_ • <?M ~~. ct 
q:,h = ~' ..... <Pu 
(4-35) ~ .. 2.· t;1 -::::: ~ = ~·r ~~ = ., ~ ') 
..... 
~\ = 1. ( ~:z. r + ~~ ~ ) ' 4'\ -
~ = 1· ( ~ r~ + c.?"1. ~ ) -r = 2 · t~ rß + <?l3. rl"!t ) '!.~ 
The q, and r matrices are given in /5/ as explicit 
functions of the physical core parameters. 
2.· ~~ 
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Observability Problem and Calibration Control 
Estimability of the thermohydraulic and of the 
reactivity parameters (i.e.: the capability of 
determining these parameters from the direct and 
indirect measurements) can be quantified in terms 
of the convergence properties of the estimation error 
covariance matrices, Pj. If the normalized covariance 
matrix is diagonally dominant, then the considerations 
can be restricted to the diagonal elements, P .. , of Pj. 
l_l_ 
The ith component of the parameter vector A can be 
estimated from the data, if P.~ decreases sufficiently 
]_l_ 
rapid with j (the nurober of measurement samples) - it 
is said tobe ~Observable''. The converse holds also. 
If P.~ does not converge sufficiently rapid, then the 
l_l_ 
data do not contain information on the parameter A. -
l_ 
it is not observable. 
Observability Analysis of the Thermohydraulic Parameters 
The structure o~ the estimation algoritb~s (see 
section 4.2 and reference /5/) already guarantees 
"observability" with respect to the thermohydraulic 
model parameters. Hence, the amount of information 
contained in the measurements on these parameters 
solely depends upon the particular time functions we 
are able to choose for the input disturbances. 
The core-inputs (control rod position, flow rate and, 
possibly, inlet temperature) must be changed in such a 
manner, that the transient behaviour of the measurements 
is affected by all the parameters to be estimated. 
Limiting factors are the speeds by which the control 
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rods and the flow rate can be changed. The disturbance 
ampli tude can be kept small·. Its effect on core power 
does not need to exceed + 2 % of the nominal value. 
An experimental procedure has been adopted for 
determining a proper'disturbance function. The co-
variance matrix of estimation error will be computed 
as a function of time, i. e. of the nurober of measure-
ments processed for a particular sample disturbance 
function. If all the diagonal elements converge suffi-
ciently rapid with increasing nurober of measurements, 
then the system is completely observable. Otherwise, 
the free parameters of the disturbance function must 
be varied until convergence is achieved. 
Because of the constraints on rod movements and flow-
rate perturbations, a "random walk type disturbance" 
has been picked, where a period of constant input is 
followed by a period of constant change, and s. f .. 
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--------~--------~~-~----~i-------------~t 'E>~ 'Bl. ~ 
The total random function will be made up of a sequence of 
these random walk elements, where the time differences 
(B 2 - B1), (B 3 - B2 ) and the velocity signs are uniformely 
distributed random variables. The standard deviations of these 
random variables need to be varied between successive 
computer runs, until the system is completely observable. 
Then, a "disturbance profile" is found which guarantees 
the convergence of the parameter estimation procedure for 
the particular core-design. 
In the case of KNV-II, the speed of the control bank is 
2 ! 0.5 mm/s and tht~ flow-rate can be varied with! 0.2 kg/s . 
Excitation of the inlet-temperature is not required for 
the estimation of the thermohydraulic parameters. The corre-






Tt - Tc. 
r ::: w r 4'1 T - T: 1"!> 
t c. 
It is difficult in practice, at present, to disturb bank 
position and flow-rate simultaneously. Excitation of only 
one core-input implies, that not all A-parameters can be 
estimated. It will be shown in c;ection b-~ thn.t 
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are observable, if the bank position is disturbed and 
are observable otherwise. Since we have 5 physical 
core parameters 
we need to select 4 parameters with the highest 
diagnostic value, i. e.: 
and relate them to the A.-estimates. 
l 
If Ce cannot be computed from the geometry and the 
a-priori knowledge of specific heats and the densities, 
then bank position and flow-rate have to be disturbed 
simultaneously. 
Extension of the observability analysis to the case 
with non-ideal thermocouples is considered in 
section 6.3, where also experimental results are 
shown. 
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Observability of Reactivity Parameters 
It follows from the equations (4-14), (4-15), (4-16) 
and (4-17), that the observation gradient is defined 
as follows: 
&rr\ ' " ~rrs~ ) "" ~'f ~ t~'fso- l 6f{'t ') ~ ~ ') 
&rr. 1. 6't~ ., lö~~ - eS rr,~ ) 6'\'l'l ~ ., ) 1 ) 1 
Y1 = • 
• 
& 
~'f, N tJ (6~ & rr. tJ ) ~ 1'~ ~ f ') ~"rc.. ') St ) t , 1 
The index denotes sampling time. Cornplete observability 
requires, that the colurnns of ;1 are linearily inde-
pendent (which is equivalent to requiring convergence 
of the estirnation error statistics) and, hence, that 
"' Tf' Tc' T80 , TSI' TI becorne sufficiently disturbed. 
In this report, the observability test for the reac-
tivity pararneters is based on the disturbance of 
primary flow and/or coolant i~let temperature. The 
latter is not easy to irnplement at.the plant, but 
required for estimating the grid plate coefficient. 
If this coefficient can be neglected or can assurned 
to be known, then the bank position can replace the 
inlet ternperature in providing sufficient core dis-
turbance. A further restriction placed upon the obser-
vability test was to ernploy elernentary disturbance 
functions such as 2 consecutive steps with opposite 
sign rather then binary random sequences or randorn 
walk type disturbance. Table 1, 2, 3 and 4 show the 
norrnalized standard deviations of the estirnation errors 
for various types of core input disturbances. 
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The index j of O""j in the tables refers to the 
reactivity coefficients: 
j = 1 . . . ~1> + ~~ 
j = 2 ~c 
j = 3 ~f, 
j = 4 ~ 
j = 5 ~c~,o 
Step-like disturbance of flow and inlet tempe-
rature (Table 1) produces data which contain 
information on the Doppler, axial expansion and 
on the rod worth parameter ~p· But the tempera-
ture gradient in the fuel element can does not 
ceviate sufficiently from its nominal value. 
Hence, the bowing effect is neglegible and the 
bowing coefficient ~ is not observable. The 
diagonal element P33 was set, ther~fore, equal 
to a very small initial value pretending to 
know ~ very well. Grid plate reactivity contrib-
utes very little to the reactivity balance in 
comparison with Doppler etc. and varies only 
slowly with time as a consequence of the large 
grid plate time constant (~ ~ 30 seconds). 
Hence, the fourth column of M is nearly propor-
tional to ~he 5th column for this type of input 
disturbance. Convergence of P44 is poor. 
Convergence of P44 can be improved either by 
removing the other. reactivity components from 
the estimation procedure (setting the corre-
sponding Pii(O) equal to a small value after an 
estimate has been obtained) or by modifying 
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the inlet temperature disturbance profile. Table 
2 shows the effect of taking P11 , P22 and P33 equal 
to 0.1 E-05. Convergence can be improved further 
by increasing the frequency contents of the disturb-
ance function. Picking, for instance, a binary 
random sequence with a switching interval distributed 
uniformely between 0 and 30 seconds (equal to the 
time constant of the grid plate), the convergence 
becomes very good (see Table 3) o 
The bowir:g effect can contribute to the reactivity 
balance only, if the temperature difference between 
upper and lower part of the fuel element can de~ 
viates sufficiently from the nominal value. It can 
be estimated, therefore, separately without degrading 
the overall estimation accuracyo It seems necessary, 
however, to determine t~e differential expansion term 
simultaneously with the bowing coefficiento ~able 4 
shows the result for a rarnp-like disturbance of the 
flow. The corresponding maximum power disturbance is 
1 % 0 
Some precaution is required after set point change. 
New nominal values have to be introduced for the 
* estimates of Tf' Tc and T
1 
so that the entries of 
the observation gradient M are not dominated by the 
set point chanse. 
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It is concluded that every coefficient of the 
reactivity prediction model can be estimated on-
line requiring only small disturbances of the 
core inputs W and TI over a short time interval 
in the order of 1 ·minute. It is permissible to 
subdivide the set of coefficients into the 3 
subsets: 
1. ~f)+- ~ltt \>c. ., ~c.~, 0 ') 
2. \'ß ~c~,o '\ 
3. 
~Q ~c~,o .., 
and to estimate each subset separately with the 
appropriate input disturbance. The observability 
analysis will be comple~ented by rod ~osition 




Convergence for Flow and Inlet Temperature Disturbances 





0 1 1 1 1 
100 0.0648 0.167 1 0.987 
200 0.054 0. 138 1 0.965 
*) bowing reactivity coefficient known initially 
Table 2: 
Conve;-:gence for Inlet Temperature Disturbance 
Number of Normalized Standard Deviation of Estimation 
Samples ~il) il) +) 
" ~ ~ t(l.lf 
• 0 1 1 1 1 
100 1 1 1 0.908 
200 1 1 1 0.612 
*) Doppler, coolant temperature and bowing coefficients 












Convergence for Inlet Temperature Disturbance with 
Binary Random Sequence 
Number of Normalized Standard Deviation of Estimation 
Samples ~ ... , <t) c) 
-\ er.,_ ~ (5'~ 
0 1 1 1 1 
80 1 1 1 0.648 
400 1 1 1 0.106 







*) Doppler, coolant temperature and bowing coefficients are 
known initially 
Table 4: 
Convergence for Ramp-like Disturbance of Flow 
Number of Normalized Standard Deviation of Estimation Error 
Samples c:r.:4) ~-) 
~~ 
-t} 
<r's-" '1. (f'~ 
0 1 1 1 1 1 
100 1 1 0.30 1 ... 0.15 
200 1 1 0.09 1 0.12 
*) Doppler , coolant temperature and grid plate coefficients 
are known initially 
Table 5: Core. Input Disturbances for Estimation of Reactivity Coefficients 
Surveillance Disturbance of Core Input 
Variable 
Primary Flow Inlet Temperature Rod Position Maximum 
Power 
Perturbation 
~ + ~ ~ ~: ~ " I l ~ ~: ~ 1--+-f= 
1 
".. - 5 % 
% l OK I 
5 20 40 sec ---- · 
(\: as for (~'D -1- ~ k J as for (~n 1-~ k) - 5 % 
~ - as for ~~-p+~k) - 2.5 % 
~ Quasi-stationary flow ramp 
l D during the calibration - - 1 % 
interval 
~c~o as for (~l> -t ~") as for t~ +~k) - 5 % 
(\.R - - ramp-like dis-






4.4 Estirnation of Therrnohydraulic Core Parameters 
The estirnation procedure consists, in general, of the 
following rnajor steps: 
. initiation of the calibration period, during which 
the core inputs are excited in accordance with the 
results of section 4.3; 
. estirnation of the A-pararneters based on the obser-
vational equations derived in section 4.2: 
\(~"1.. IC,T ~Vl. 
(4-36) 1: ::::: l ..A_ + V ., k : ~, l. I ••. ') N 
VK+'L ~t'l. 
= -'\1 + '\J' \<. J...,. + ~H J... " • 1. 
I< K 
"' + ,t-\-1 . .A.3 +- '"l. . ..1~ + 't-\~· J...S' 
\(t~ 
~~~· ~ ,\<~. J.. + \~·-lb + t'\ 'l.. +-
Mö 8 
"\)~ K '"' :: ~M + \~ (_~ sed\o""" lt·1 ) 
. iterative cornputation of the physical core para-
rneters, k, K , K , C , Cf frorn the A-estirnates p w c 
by rneans of the Newton-Haphson rnethod after the 
estirnation procedure has been cornpleted (has 
converged) . 
The overdeterrnined systern of equations (4-36) is solved 
for A with the recursive least square procedure of 
Appendix A4.4. Parameter estirnation with the standard 
least square rnethod is advantageaus because of its 
simplicity and low cornputational requirernents. But a 
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basic disadvantage lies in the bias error which 
accumulat~as a consequence of noisy entries in the 
ff . ' t ' Z d h ' t VK+
2 ' ( 4 3 6) coe 1c1en matr1x an t e no1se erm 1n - . 
Solving (4-36) gives 
T . -o\ T T -" T 
j_ :::: ( l· l ) . t. . i. :::::: lt: t. )·l· ( l·J.. + V) 




(4-37) 1. :::::: ..A.. t .ß. 
The bias term, b, depends upon the covariance matrix 
T of estimation error, PN' and the product Z V. It is 
shown in Ap?endix A4.3, that 
where the elements of ~ are given by the measurement 





The inverse in (4-39) can be circumvented by observing 
that 
"1 ' 1!(~\i ~ 'P~\ . 1\ ~: .l. 
( 4-40) \Jl . .A :::: I .. .... " .................. ,. . _" .... ::::: ... .............. -





-A. ::. l _A_A l .Ä1. 1 
and 
(4-41) "" l-(R:G~) -(:+QJ '\' :::::: 
Hence 
,.. r~~-~~, .. ~1- t ~~~1 J... :::: _l t w. 
f~' I f".._ Q 
I 
I 
1'11 .1. 'P~" ~~ J( .J_ 
(4-42) :::: + N· 
)_.,_ .A ~ 1f~" _A. 
and the unbiased estimates become: 
(4-43) 
This method for unbi~sing the least square estimate 
is due to E.V. Bohn and M.K. de Beer /3/ and has the 
advantage not to burden the least square computations 
and not to affect the convergence properties of the 
sequential estimation procedure. Bias compensation 
can be carried out in parallel and after the calibra-
tion process has been terminated, i.e.: when the un-
biased estimates are needed. 
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A variety of other compensation methods are also 
available. But it did not seem worthwile to find the 
best possible procedure, since data prefiltering (see 
Chapter 6) reduces the statistical errors in z and Z 
and, hence, causes this type of bias to become 
neglegible against other sources of systematic 
estimation errors. 
The computation of the physical core parameters from 
the A-parameter estimates is, in general, only possible 
by solving the following nonlinear equation system 
iteratively by means of the Newton-Raphson procedure: 
where 
cp and T"' are functions of cp and r ' which, 
in turn, are functions of the core parameters 
cp = 6 (k, K p' K w' c c' Cf) 
r = r (k, K p' K w' Ce' Cf) 
If only single parameters (for instance Kw) are to be 
determined, then very simple equations are available, 
as it will be illustrated next with the fraction of 
flow, K : w 
If the sampling interval is sufficiently small, then 








coolant temperature (nominal value prior 
to calibration) 
inlet temperature (nominal value prior 
to calibration) 
coolant mass in the fuel element (nominal 
value prior to calibration) 
Variation in Kw can be expressed in terms of the 
variation in A6 : 
the index zero denotes 
nominal value or the pre-
vious calibration result 
None of the other physical core para.meters need to be 
"' known beforehand in order to determ;ne 8Kw from tt 6 . 
They are embedded in A1 ... A5 and can be computed as 
desired. 
Another simple example is the fraction of power 










'f'oit crL (! ~~w )· --
~wo rro. - ,..~ 
4.0 
smoothed value of the outlet temperature 
measurement prior to calibration 
"' The error in 8K /K will be slightly higher than in 
~ p p,o 
8K /K because of the residual smoothing error in 8T .. w w,o o,~ 
Similar relations are available for k and C . c 
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4.5 Estimation of Thermohydraulic Core State 
The core state represents the transient behaviour of 
the core and is made up of the fuel temperature for 
every fuel element which has a thermocouple at its 
outlet and of the corresponding coolant temperatures 
(averaged over the fuel element) . If non-ideal thermo-
couples have to be considered, then the state vector 
is augmented by the fuel element outlet temperatures, 
which are also not directly measurable because of the 
thermocouple time constants and of the radial mixing 
process in the upper mixing chambre. 
Discoupling of the state equations based upon physical 
reasoning allows for state vector partitioning. Every 
fuel element can be modelled separately. The only 
radial coupling occurs at the core-outlet and c3n be 
considered in terms of the thermocouple gain factor 
introduced in section 4.1. 
The fuel temperatures are sensitive measures of cooling 
disturbances. Phase differencies between fuel- and 
coolant temperatures in ~ particular subassembly provide 
additional information about the origin of a local 
power/cooling mismatch. Furthermore, knowledge of fuel 
tempe.:-crture is needed for compensating set-point 
dependent effects on the reactivity balance (see 
section 4.6). 
A means for computing the state components on-line 
from the measurements of the out-of-core instrumentation 
is the Kalman filter. Its most simple version with a 
constant gain matrix suffices for estimating subassembly 
state 
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x = (oTf' oTc)T ..... ideal thermocouple 
or 
x = (OTf' oTc' oT
0
)T ..... non-ideal thermocouple 








"j + K•(y.+1 - y j +1) xj+1 J 
cf> 
Aj 
+ r·u. X. 
J J 
M "j xj+1 + D•uj+ 1 
estimate of x for samplying time tj based 
upon all measurements up to and including 
yi = y(ti) 
K = constant filter gain vector 
Filter convergence is continuously monitared in terms 
of the observation residual: 
" t::,y. = y. - y. 
J J • J 
If its expectation exceeds a prespecified threshold, 
then the prediction model does not match the true 
situation and the system matrices cf> and r need to be 
up-dated. In case of failure in the parameter esti-
mation modul, the Kalman filter can still operate, but 
with degraded performance. 
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If it is desirable to estimate the coolant flow in 
particular fuel elements continuously and without 
having to disturb the system externally, then the 
"Augmented Kalman filter" provides a solution. The 





x = [ x 1 x 2 x 3 ] = augmented subassembly state 
X = OK 3 w 
K = fraction of flow in subasserobly 
w 
= r-~ 1. -~J 0 : .., r~ = (-~-] 
The filter gain matrix can not be computed here fron 
the stationary solution of the Riccati equation, since 
the 3. state equation in (4-44) is not corrupted by 
input-noise; hence, the corresponding gain element 
would tend to zero with increasing nurober of measure-
ments processed - the Kalman filter is known to 
diverge in this case. 
In order to avoid divergence, a limited memory filter 
is implemented, where the weighting matrix becomes 
reset to its initial value after a certain nurober of 
rneasurement samples have been processed. 
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4.6 On-line Estimation of Reactivity Parameters and 
Reactivity Contributions 
It has been shown in the sections 4 and 4.1, that the 
reactivity parameters can be linearily related to the 
reactivity measureme~ts: 
K K K 
PMEAS = M •ß + E: 
where 
and 
The index k denotes sampling time and sK is the random 
measurement error. It has also been shown, that the 
data vector ~1K is available for reactivity surveillance 
as , .. by-product of fuel-element cooling surveillance. 
The considerations in the sections 4.3 and 4.6 may seem 
redundant at a first glance. But convergence of P does 
not always imply success in estimating the parameters 
from the data (bias problem). Conversely, if bias in 
the estimates does not match the expectation, then it 
may be difficult sometimes to determine the cause with-
out the results of section 4.3. 
Table 5 shows a set of elementary disturbance profiles, 
which suffices to estimate all reactivity feedback 
parameters including the grid plate coefficient. If 
the latter is not required, then bank position can 
replace the inlet temperature disturbance in Table 5 
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and flow disturbance is only needed for estimating the 
bowing coefficient ßB. No sufficient effort has been 
expended yet to investigate the minimal disturbance 
amplitudes required. This task will be taken up again 
in context with experiments. It suffices for the time 
being to recognize, that plant operation will only be 
disturbed occasionally by a small power perturbation 
(see Table 5) of less than 2 minutes duration. It is 
proposed to automize the calibration process and to 
develop a microcomputer based calibration control module 
which initiates, terminates and checks bhe input dis-
turbances. 
If the set point is changed more than 5 %, then the 
dependency of the Doppler and axial expansion coeffi-
cients upon fuel temperature must be taken into account 
by one of the following methods: 
. estimatio1. of Au' B0 rather then s0 , 'tlhere 
ß = l_. (Au + Bn ) 
D Tf l'i': 
f 
• estimation of ß0 rather than ~ and B0 , but calibra-
tion after every large set point change. The reac-
tivity balance signal serves as an anomaly indicator 
and Lütiates. parameter estimation automatically . 
. prediction of ß0 + BA as a function of Tf between 
calibrations. The following prediction formula 
permits to waive calibration after regular set point 




= - 0.03334, + o. 60359 
= - 1 • 1 50 56 • 1 0- 5 = 
= fuel temperature in °K 
The index 0 refers to the most recent estimate. The 
range of the average fuel temperature of the KNK-core 
is shown in Figure 5 as a function of set-point. The 
corresponding Doppler and axial expansion coefficients 
are shown in Figure 6. Whatever error is made in taking 
a crude average over the total core, this error will 
not vary as a consecr1ence of srnall perturbations of 
the core state. We obse~ve the following variations 
over the power range: 
The burn-up effe~t on the reactivity coefficients is 
in the same order of magnitude: 
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days of full 0 255 365 
power Operation 
oB 
D I % I 0 4 - 1 
~ 
oBA 
I % I 0 1 5 -24 BA 
-
oßB 
I % I 0 1 2 17 
ßB 
Hence, the estimation accuracy obtained with the 
simple disturbance patterns of Table 5 obviously 
suffices to track the burn-up effects and the effect 
of set-point variations. The estimation accuracy is 
expected to become higher, if a disturbance function 
with a higher frequency contents can be chosen, i.e.: 
random walk type and if bank position is disturbed 
rather than inlet temperature. 
Partitioning of the reactivity model is in progress 
and will eventually allow to detect small changes 
of the reactivity coefficients for every fuel element. 
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On-Line Estimation of Control Rod Reactivity Worth 
At a first glance, it seems simple to measure rod 
position and to deduce the corresponding rod worth 
from a predetermined characteristic relating posi-
tion ·.-~i th reactivi ty; Rod drop exper iments performed 
every six month could provide, for instance, the 
calibration curve. Such a measurement system has been 
implenented at the KNK-II plant with + 0.05 mm quan-
tization error. Total position range is 600 mm corre-. 
sponding to approximately 24 $ reactivity. 
Tests have shown, that the average rod movements due 
to co~trol actions fall within the position quanti-
zatio~ error (less 0.005 mm). Furthermore, differen-
tial expansion effects, where worth changes occur 
wit~out position changes, cannot be detected by the 
posi~ion measurements. Individual rod position errors 
rela~ive to the bank position are difficult to assess, 
etc. 
The problems associated with rod worth estimation from 
position measurements can be overcome by using the 
facts that PeR = pMEASURED - pfd and that Pfd is 
esti_~ted continuously in the balance meter. 
Three complementary methods are available for deter-
mining rod worth with the reactivity balance meter 
(users options) : 
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Method 1: The estimate of rod reactivity is the difference 
between measured total reactivity and estimated feed-
back reactivity: 
" ~ CR = ~ MEASURED -
where 
1\ 
~ fd = (see section 4) 
,.. 
and where the ~~ are the results of the most recent 
calibration. The estimate of ~ CR is erroneous if 
the feedback coefficients have changed meanwhile. 
But the error will be small, since the ~~ 1s are not 
expected to vary much in comparison with rod reacti-
vity contribution~ An error can be present only during 
the small time interval between anomaly occurence and 
subsequent on-li~e calibration. 
It is noted ~hat the expectation of the reactivity 
balance, E f~~J, is zero as a consequence of the 
above equations and has little value as a surveillance 
variable. It will only indicate those discrepancies 
between ~ MEASURED and 
pressed by the digital 
,.. " ~ fd + ~ CR which are sur-
smoothing filter the estimate 
~ CR is passed through in order to reduce noise. Hence, 
E [b~] will only indicate transient anomalies which ,. 




Anomalies would be detected in the diagnostic module 
by examining the itemized reactivity contributions 
rather than the reactivity balance, and by examining 
I\ 
the parameter estimates, ~ i' after calibration. 
Method 2: Position measurements are related to rod 
worth by the equation 
The coefficient CCR can be determined on-line with 
method 1 during set point change or rod movement, 
if no perturbation of feedback coefficients ~~ has 
been indicated by the diagnostic module. Otherwise 
calibration of the ~~ has to be repeated. Note that 
est mation of feedback coefficients and rod worth 
can be combined, if equation (4-17) instead of (4-16) 
is inserted into the observational equation. 
The reactivity balance, A9, may indicate here anomalies 
in ~ fd and ~ CR. But its diagnostic value is still 
ser~ously degraded by the opportunity of mutual com-
pensations between anomalies. The diagnostic informa-
tion lies in the itemized reactivity contributions 
and in the parameter estimates.· 
where 
(l>c~ and (\~.o are elements of the parameter vector 
(L = 6). If no rod movement occurs during calibration 
then ~eR = 0. 
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4.7 Diagnostics 
The diagnostic concept is beyend the study objectives 
and will, therefore, only be sketched briefly. It 
seems important to show the diagnostic potential 
inherent in parameter- and state estimation, to 
indicate the need for automizing the diagnostic 
process and to establish some connection to 
~artificial intelligence~ I 13 I, I 14 /. 
The ~Global Core Surveillance Algorithms~ are part 
of the Signal Processing System (Figure r ) . The 
results of processing measured data are provided 
to the Expert Diagnostic System I 13 I where a 
pre-diagnosis is made. Every surveillance variable 
is classified 
normal uncertain abnormal 
dependent upon its value relative to a threshold and 
also dependent upon the classification of selected 
co-states. Then, during the next sampling interval, 
the prediagnosis will be evaluated by the knowledge 
based Expert System and a diagnosis will be made 
basej on all the information available at this time. 
The ~uilt-in capability of learning by experience 
and deciding on the validity of the decision rules 
are important features I 13 1. 
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Figure 7: 












The Signal Processing System (= Global Core Surveillance) 
provides the :ollowing data to the Diagnostic-System 





outlet temperature for every f. e., 
inlet ternperature, flow-rate, neutron 
density, rod position (bank position), etc. 
fuel ternperature and srnoothed average 
coolant temperature for every f. e., 
itemized reactivity contributions, in 
particular, the feedback reactivity and 
the effective control rod reactivity. 
heat transfer coefficient, coolant heat 
capacity, fraction of power and flow 
in every f. e., time constant and gain 
error of the thermo-couples at the 
outlet, the estimates of the reac-
tivity feedback coefficients and 
control rod parameters. 
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Error Signals: observation residuals (mean values) 
of the Kalman filters for estimating 
subassembly thermohydraulic states 
and the reactivity balance. The basic 
function of the error signals is to 
provide a measure of uncertainty on 
the surveillance variables to the 
diagnostic modules. 
The diagnostic potential can be improved by parti-
tioning the reactivity model so that every fuel 
element has its own reactivity balance meter. 
The large nurober of surveillance variables makes it 
already very desirable to automize a significant 
portion of the diagnostic process. But if one adds 
the even langer list of failure-states and logic 
Operations which are necessary to clearly identify 
anomalir 1, then automation becomes mandatory. 
Next, son~ of the features of the Global Surveillance 
Concept are summarized, which reduce the effort needed 
in the diagnostic module: 
Estimation of Fuel Temperature 
FueJ temperature is a very sensitive and relatively 
noiseless indicator of cooling anomalies. The availabi-
lity of both, fuel and coolant temperatures provide 
information about the cause of anomalies. The amplitude 
" /\ ratio and the phase angle between oTf and oTc are 
dependent upon wether the origin of the perturbation 
lies in the fuel element power or in the coolant flow. 
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Gas Bubble Problem. Gas bubbles in the coolant do 
not only affect the reactivity measurement, but also 
the flow rate, heat transfer coefficient and heat 
capacity of the coolant; hence, gas bubbles influence 
both, the measured as well as the predicted reactivity 
leaving the balance 6p unchanged. 
Estimation of Feedback Reactivity Coefficients. 
The time history of the feedback reactivity coeffi-
cients provides information on the combined effects 
of burn-up, conversion/breeding and poisoning. 
Prediction models would be required in order to 
separate these very low frequency comporients. 
Estimation of Rod Reactivity Coefficients. Since 
~oth, 3cR and ßcR,o are estimated, differential 
expansion effects can be diagnosed and the rod/bank 
characteristics will be available without costly 
calibration exp<~riments. 
Itemized Reactivity Contributions. Since feedback 
reactivity and control rod reactivity are both 
available as a function of time, the effect of normal 
control actions on reactivity can be easily distinguished 
froTI other types of reactivity perturbations. There is 
• 
no need for special compensation devices in order to 
avoid false alarm. 
Utilization of the Observation Residuals. Large 
expected values (time averages) of the Observation 
residuals of the Kalman filter and the balance meter 
indicate systematic errors either in the measurements 
or in the prediction models. Bias in the p-measurement 
can be diagnosed by testing the consistency of p- and 
n-measurements assuming, that simultaneaus occurence of 
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biases is unlikely. Bias in the T0 .-measurements can, J 
for instance, be tested by comparing outlet tempera-
tures of different fuel elements with equal flow and 
power. 
Having established the presence of model errors, a 
calibration control sequence plus parameter estimation 
is to be initiated. The updated model parameters enter 
the Diagnostic System, if the corresponding observation 
residuals are now unbiased. Otherwise, the calibration 
procedure is repeated. If a secend parameter estima-
tion has not been successful either, then a model 
deficiency of unknown cause w1ll be deduced and the 
corresponding observation residual will be classified 
"abnormal". 
How the classification of the observation residuals, 
üy, enters the pre-diagnosis will be shown with a 
simple example. 
Exa~ple: If the fuel temperature disturbance, oTfj' 
exceeds the threshold sf. langer than 6t. 
J J 
and if 6y j is "normal" or "uncertain" ~·. then 
the fuel temperature disturbance is classified 
a.bnormal. But if 6y is "abnormal", then the 
large fuel temperature disturbance is 
classified "uncertain". 
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Appendix A4.1: Cornpensation of Very Short Parameter 
Perturbations (Slug Flow) 
Slug flow through a fuel element is characterized by a 
very short local perturbation of the heat transfer coeffi-
cient, flow rate and heat· capacity (rnass) in accordance 
with slug size and coolant velocity. It is certainly not 
possible to adjust the prediction rnodel coefficients of 
the Kalrnan filter to these core pararneter Variations with-
in fractions of a second. Hence, the state estirnates will 
be erroneous (see Chapter 5) and the Observation residual 
will be substantially different frorn zero during the time 
interval of filter distuning. 
Consider the ~efinition of observation residual: 
(A4.1-1) Ay. • y~ 
A \~1\ 
M. 'I<. :D V..· 
~ ) ~ 
or 
(A4.1-2) ~y. 
( ,. ~ -1 
~-
I' i. i 
= y~ + .0.:~) - !t· ~. 6tr . + ~~-) ~ ~-~ n l-'1 ) 
- l. \:fu ~i .. ~ + ~u. ~i .. 1 ... ~ ~~...,) 
-"'i-1 Solving equation (A4.1-2) for oTf,j- 1 and Setting ßyj = 0 
gives the corrected fuel ternperature estirnate: 
(A4. 1-3) 
The right hand side of equation (A4.1-3) depends upon 
rneasurements only, since Tc = 0.5 (T0 +T1 ). The irnplernen-
tation of equation (A4.1-3) is shown in figure 8. 
6To.j "?;l 1 + + 2 
, ........ 
6P· ---+-1# j . 1:1 '{2'1 
i I 
f}.t 
· TP1 r"i1LJ L. -. 
I 
+ + ~t 
'Y22 BTr· ~ -- -.J . t2 
· TP2 . L.- I . . 
~t 
5Wj --t-i tJ .Y2J 
~t 
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BrL _____ _ 
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Figure 8 Compensation Device for Correcting the Fuel 
Tempe~ature in Case of Slug Flow 
r-· . 














Appendix A4.2 Augmented Kalman-Filter 
Parameter estima tion wi th the Augmented Kalman-f il ter is very 
attractive for continuously monitoring slow parameter variations, 
since it does not require the system inputs to be disturbed 
externally. Good experience.has been made with estimating the 
flow parameter,~ in addition to fuel and coolant temperature. w 
The corresponding process equations will be given in the sequel. 
Linearization of the equations (8) in Chapter III of reference 







'l'I<.H :~ 4> 'f,K + 9 \ \( 
\I'H r:: ,1< 
<\:> , r are given in Chapter III of I 5 I 
er 
'::1 [ e~ , e" 1 
8.., d' L" 
el. = ~· Lt 
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(A4.2-5) J ::: 
1~W·l~-~) 
Ce 
~ l ~ 4 ~6t ~ ~d L" -:::: "J11 • SA S1 S"·(~- SA) Q, + ~·(~- s_) e 1 
A l " 1 + tt;· s" 
::)~bt 
-4 + 't:'~ ~ ~A 
L'l. -· t€... + ~. ( '5~- >~) €,; ] = 't;.. s" s'). -s.". (~- s~) 
fl.t = sampling interval 
s 1 ' s2, T1 are given in /5/ in terms of 
the physical parameters. 
~~e basic Kalman filter for estimating x operates in canonical 
space. The transformation between the output identifiable form 
and the original process equations is very simple and should 
not be made more complex by increasing state dimension. 
Augmented Kalman filter is expressed, therefore, in a 
":::ixed S!?ace" as follows: 
(A4.2-6) x = state vector canonical 
space 
V = c0servability matrix 
(observability index 
i equal 2) 








(A4.2-8) ::: ? 4' ? 
") e = 
- _, r :: 'P t" 
and 
-~ 
[2:,. 1~1] (A4.2-9) 'P :::: cp. . are elements of cp l,J 
~ote that the third state component, ~ = OKw' remains un-
affected by the transformation. It is obvious that the 
augmented transformation P~ 
(A4.2-10) ?~ = l: 
is non-singular, if P is non-3ingular. The equations 
(.'\4. 2-7) can be combined in tE:rms of the "augrnented state 
'&' " vector lC. 
(A4.2-11) -lt ~. 'iit 
_,. 
'f.\(11 
:::: t r ~ !( 
where 
-tT l ~T 
' 1 
)( = , 
Equation (A4.2-11) is the basis for the Augmented Kalman 
filter. 
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Appendix A4.3: Bias Errors in Lea~Sguare Estimation 
The left hand side of equation (4-38) in itemized form 
becomes: 
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. Neglecting correlation of the 
measurement errors with respect to time and defining 
tJ 
1 I. ~ ~ 
N \t'\1~ ::: 
\(':'\ 
A ~ \(; '!< 
tJ L \KA. ~~ = Q. .. 
"""'4 
most of the above terms become zero. 
i 
~zv :::: 
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Appendix A4.4: Recursive Least Square and Kalman 
filter algorithms 
Least Square Approach 
The observational equations are 
+ 
where 
~ = process plus measurement noise 
L = number of parameters to be estimated 
and k deno~es sampling time. Estimates of the parameter 
vector ~ are computed with the following recursive algorithms: 
A.'f.. ,.. ~-" I< 
. ( )K K 
,. \(~" 
) ..A.= ..1\. + w M . _)._ 
w\(~ '((:-" \<T \'( t<.·, \<.T 
-'\ 
? M . \ M '? M -t -t) 
?t(.. '?\(-. - ?\{~4 M\<T. ( M K ~\(-t M KT + -"1 K ~-~~ ::::: i ) M p 
?\. K-1 KT The terrn ~1 P M is a scalar and, hence, no ma trix in-
version is needed. Two users options are provided in the 




0 "'0 P and A are input variables; 
P0 and A0 are computed recursively from the 
data vector MK for k = L 
(minimum norm case) 
c"" 
-4 ... I( I< 0 
-::::. (!- Q )· M Q :. ") 
~ 'l 
~· .:: c.~ft'. ct< 
Qt< V::-"4 ~K C " "'~' :::::. ~ + c 
i:r"" :::11: ~..: c'f( er 
0 
" t< )T 1<-~ f(l tc: 'RK. ::::. ( t - M ~ ·R . ~J:- MI<~\<)+- i-. j, 
~''t<. ,... l<•'\ tcT K 
\(-4 ,, \( 
.A ::: J_ +k .(~ - .A. . M ) 
'Ro ~'o = ..Ä. - 0 
Kalman filter 
\(t" 
1 ~ ~ Process: 1-. :: C;> 'I- + r A)., 
\( K ~ 'I = M y.. + :Do..-
Filter: ,.. ~·· 1\t( \ YK+• -
,.. K K+~) 
y,.. ~~-- = '1-. K.+\ K\(H. M.,c. =J)u. \('t 9 
l< p~ T ( M f~ ~ )1 - M· M + ~ kH \<H \(h 
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~ = state vector at sampling time tK 
,.... 
estimate of state vector at time t. based ~~ = 
~ 
J 
all measurements up to and including y. 
l 
R = covariance matrix of measurement noise 




Conventional Reactivity Feedback Coefficients; Stationary Case 
In order to derive the feedback coefficients i'P' ~T and ~W as 
explicit functions of core state, we start with a reactivity 
prediction rnodel which is characterized by the fact that its 
coefficients are state independent. 
A suitable rnodel is: 
(A4. s-1 l ~~<1. = [ ( ~"'·i .\"'i'H ~ ~ci .1'\'q ~ ~"'i S'l() + ~~i l6'l'so- ~1'$1 \i J 
~ 
+ ~G~rrf.• 
The sta te perturba tions ( 6lf) ., 6Tc..~ , X'T').') i, ~Tst i ) are sol utions 
of the discrete state equations: 
\( \H Q rr. . <\?. <\:{11 ST~~ r. r. r. ~-pl< ~~ ""') 
(_::1,.4.5-2) e' + ~J n.J -\~~ . ~er~< ~ 
~'i ~ui 
\(--'\ 
örC-) 67{' . ~· rza. r. L c.~ \. 1 ~ ~ dWK 
The index j denotes the fuel elernent and the index k denotes 
sarnpling time. The stationary solution of (A4.5-2) for unit step 
inputs beco-nes 
(A-1. 5-3) -- d~~ ~~1\ ~~ 
~~ ~-n 1 ~~~ 
= 
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:nserting (A4.5-3) into (A4.5-1) and collecting terrns gives: 
+ 2 ~1»~ ,:t, i ) 
+ 2. !l,. • q . ) 
l"'ß1 dn) 
Suppose (for sensitivity analysis only) that all fuel elernents 
are alike; then g 1 . = g 1 for all j and ,m, J ,rn 
~? = ~Ar1 • L (~. + ~A . ) + ~ .\~. r--+ 2~11~~1 . ~ 1 2~ L Cl 
':) i 1 
~w: ~l> . .z= (\bl + ~A~ ) + ~~'L)i + 2~1)[~ 1 
~": (~u."l: (~~ t ~~~) ~ ~.,_ 4-=(~i + 1~1li) _,_ . t ~ 1 
or J 
~1l: ~11 • \ \1> + ~ ~) + ~21 ~c. + 2~~ ~ß 
(A4.5-4) 
~w = ~1~. \~ + ~~) ~2.1. ~c. + 2dl~~ + 
~T: ~,.· (\!>+ ~A-) + ~ 7.~ ((\ + 2.(\) - 2 (\ + ~~ 
where the definition of the "global coefficients" is obvious. 
+ ~~ 
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Next, the model coefficients g .. are expressed in terms of 
lJ 
physical core parameters. Carrying out the matrix manip-
ulations in (A4.5-3) gives: 
A.,'l.~'\- ~ ~ Än. ßn- ~u. "an. 
~~-= 
Ä.rt ~~ - P-,'1:1. ~ ß 
~~ :: 
(\,. Au - Au. A211 
~n. = A11 ~'q. - A12. Al\ ~,, P..1:a-- An..At, 
(A4. 5-5) 
~:: 
~ ßu - f\" 'B2.1 A11 ßu - All V>u. ~l., "6r, - A" %z.'!> 
1\ Au- A'il.~1 ~ l:Z. = '\, ~- An.l\2.\ 
jb!= t:\ 11 A1..,_- Pr,-z.. A", 
where, for sufficiently small sampling interval,At, 
4> .. 
.V 




d(. .. ""' ~ .. ·bt ~ :f ~ ::::: I\ ., \) 
r.. ,.., ß···ll.t :::. 
~) . )
and I 5 I 
~ 
k A = ~ ::: - T T H f ~ 
1\l.\ = 
1<. \< +- 'l~?ftw w 
Ce ~ =- ~ (A4.5-6) 
'B,'\ :. ~ ~"2. ::: 0 "t>l\3 ~ "' 
:::: 0 
~I :::. 0 ~= 2~~w ~ 




Inserting (A4.5-6) into (A4.5-5) gives: 
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~~ :: 
J(>f. ~k + "-<1> ~w W ) 
~-n = 1. 
- Tt - 'rc. 




~~ :::. 112. = 1\ ~~~~ 2.~ \< XwW ~1\: 
and 
~I' = 2. ~ k "w W l\l\ + ~p,} (ic. + 1~ )fw W ) t (f'c-+ ~~I'>)\(] 
(_~4. S-8) rw = ~ ~ 'rc. L~~ +- ~~ +- ~C: +- 2_ ~ß 1 
~ :: ~D + (l,f\- + l'c +- ~ Ga 
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Appendix A4.6 
Non-stationary Version of the Conventional Reactivity Balance 
It is of interest to assess in which manner the equations (A4.5-8) 
change if the core state is not restricted to remain stationary. 
In order to simplify the algebra only 4 reactivity feedback 
coefficients will be considered (namely ~!J , ~~ , ~c.. and~~). 
It is necessary to eliminate the core state in (A4 .5-1) without 
beingable to rely on th~ stationary relation (A4.5-3). In order 
to express the state in terms of the measurements P, TI and 
· W the state equations are transformed into canonical space 
(output identifiable form) where the desired non-stationary 
replacement of (A4.5-3) can be obtained. 
The state equations in the original physical space are: 
\(H cp. f(. r. K '1. ::: X. + M-
c::-..4.6-1) 
'/K K K :::. M· "' +- 'D·4A-




:: <?· X t- r.M.. 
(A4. 6-2) - -K - I( 't"' :::. M ·)<. + 'D·AA 
where 
Y,.K p ~II\ c? _" 
--. 
~:r, r ::: '::: 'P cp p r 





[ r~i 1 (A4.6-4) 1' :: :: 
j_ 0 'l. 
After some simple manipulations, we obtain: 
[~] = [;: .. ] [;, ~. 0 l b ?'< l 0 0 0] HKH I ~(1. 'f,~ . bT "- . 0 d" 0 . ~T \<+" t. t. 
oWK 0 w \<~ 4 ) 
YK :: 6'lk 
0 = core outlet temperature 
or, in the original space 
(A4.6-5) l~l : 
- ) " \<. + l rr2- ~,1.. +- r-1"1 ~ ~T1. + r-h ~~ ~ w 
~ \ t'h ~1'~- + ~I~) dl;_l( + {'u. ~f~ H.J lt 
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Inserting (A4.6-5) into (A4.5-1) gives: 
or, since Pra. ~~ = o' 
K 
(A-4.6-6) ~~ =- (~ +~A) rn. ~~~ ~w\( 
\ (. ~ ) J ~ tr 1<- r.:~~ ~ K 
- l (~ +~~J. \t'n. '6\'2.- ~II t ~c. Pli "l + ((\ t~~) Pn. ~Tt + ~ ~\ 
t ((\'D+~A-)Pn + ~c. \"21 ]· ~ rroK 
Equation (A4.6-6) represents the reactivity feedback term in the 
balance equation for the non-stationary case. Note that it 
reduces to (A4.5-8) for stationa~y conditions, exce~t for the 
bowing term which has been left out for convenience. 
The coefficients in (A4.6-6) are functions of the thermohydraulic 
core parameters and can, in principle, be computed from the 
results obtained in the thermohydraulic surveillance module. 
Hence, the coefficients could be made easily available on-line 
for any set point. 
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5. Performance Tests by Means of Simulation 
A. Holick 
INTERATOM 
The performance of the GCSP has been tested by means 
of simulation, i.e. the measurements which are 
provided nornally by the out-of-core instrumentation 
have been conputed with the ~odel of section 4.1 plus 
the neutron ?Oint kinetics equations with 6 groups of 
delayed neutrons: 
~ 
'\-\, :::. 5 ~ • 'VI. +- L "'· c. .2. \ A. 
~ =4 
- '>.. c. r,~ c. ::::: + ~'l'\. i = 1 ' •.. ' 6 ... "' A. t 
~he physics o= the ~odel is rather crude, but contains 
all effects ~~ich need to be estirated on-line. It is 
pract~cal to =hoose a continuous copy of the discrete 
predi~tion ncdel of section 4.1. ~he results of para-
~eter ~nd sta~e estimation can be checked easily with 
this reference and errors can be attributed to the 
cause. The ~odel must holds only for first order per-
turbations aOüut slowly moving set-points betv;een 
30% and 110 % of nominal power. 
T~e total core is subdivided into 1 fuel element and 
the remainder in ord~r to simulate the local as well 
as the global effects. 
The performance of the thernohydraulic surveillance 
modules is shown in section 5.1, while section 5.2 
contains the results of the reactivity surveillance 
tests. 
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5.1 Performance of Core Cooling Surveillance 
Emphasized are anomalies such as slug-flow, partial 
blockage with simultaneaus perturbation of the radial 
power distribution, and on-line calibration by means 
of parameter estimation (rather than blindfolded 
removal of slowly developing bias) . 
Sensitive ~onitoring of Subassembly Cooling by Deternining 
Fuel Temperature in Addition to t~e Coolant Temperatures 
The noise problern is significantly reduced by both, the 
smoothing effect of the Kalrnan filter and the time 
constant of the fuel with respect to temperature tran-
sients. 
The effect of a sequence of flow disturba~ces with 
decreasing amplitudes is shown in Figure 9. The dis-
turbance impulses of 2 seconds length 'r.ave an amplitude 
of 2 %, 1 %, 0.5 % and 0.25 % of t~e no~i~al flow rate. 
Even the very small fourth impulse shows l recognizable 
effect upon fuel temperature. 
Parameter Esti~ation 
The core inputs were disturbed with binary random 
• 
sequences in addition to the simulated process noise. 
Disturbance amplitudes were in the order of 2 % of the 
nominal values. The measurement noise (responsible for 
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Table 6 shows the estimates after 200 measurement sarnples 
have been processed. No significant changes occur if the 
nurober of measurements is increased up to 600. The 
algebraic compensation procedure is applied only once, 
i. e. after all measurements have been processed. The 
bias errors can be reduced from almost 100 % down to 
approximately 1 %. 
The fraction of the bias errors which is caused by the 
input measurement noise can also be reduced by pre-
filtering. This is no problern in the case of step 
disturbances. If random disturbances are required, then 
a trade-off opportunity exists between the frequency 
contents of the disturbances (pulse length) , sarnpling 
interval and the critical frequency of the pre-filter 
(see section 6.2). 
Computation of the system matrices ~ and ~ from the 
pararn<'ters is rather simple. The error in the elements 
of the system matrices is in the order of %. These 
updated matrices are supplied to the Kalman filter and 
guarantee the basic surveillance function. 
The physical core parameters can be computed from t:-.2 
A-parameters in various ways. If all pararneters are 
rc~quired s imul taneous ly a Newton-Raphson procedure 
p1:ovides the result. The maximurn error is approximately 
20 % (at present) despite the small errors in A. If 
only single parameters are to be monitared then very 
simple equations are available (see section 4.4) and 
the estimation error reduces qown to approximately 1 %. 
Table 6: Accuracy of Parameter Estimation 
JL4 A'- )L":J _A_-1- _A_~ ..A., 
1.4061 0.48126 . 10-
2 0.3608 
-2 -0.3782 Exact Values -0.4269 0.638 • 10 
L. S. Estima- -0.3492 1.2371 0.9126 . 10-
2 0.2971 
-2 -0.3780 
tes · (Biased) 
0.3442 • 10 




. 0.639 . 10 
Error 
iQ) 
1.4 % 0.8 % 0.17% 0.9 % 0.16 % 0.2 % 





3.4 Detection and Identification of Slug Flow 
(see Appendix A4.1) 
A sequence ~4 slugs of decreasing axial length has been 
tested by rneans of sirnulation (Figure 10) . The axial length 
and corresponding reactivity effects of the test bubbles (gas) 
are surnrnarized in table 7. Note that the test bubbles No. 3 
and 4 are not detectable with the reactirneter. 
The corresponding fuel element outlet ternperature is shown 
in Figure 10. Slug No. 3 and 4 are already close to the 
noise level. But even if the bubbles are sufficiently large 
to cause a recognizable outlet ternperature perturbation 
(slug No. 1 and 2), the nature of this perturbaticn rernains 
dubious. 
Table 7: Effect of Test Slugs in 1 Fuel Element on 
Reactivity (KNK-II) 
Slug No. 1 2 3 4 
Slug Length 
(fraction of 0.40 0.20 0. 1 0 0.05 active core 
length) 
Reactivity 2.8 1 • 4 0.7 0.35 Con tr ibu t ion (4] 
The average fuel temperature in the fuel element affected 
(figure 11) is a sensitive indicator o~ such short cooling 
disturbances. Even the test bubbles No. 3 and 4 produce 
fuel temperature ~erturbations which are quite distinct 
frorn the noise. 
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The availability of both, fuel and coolant temperatures 
provide an opportunity for analysing the cause of 
anomalies. The amplitude ratio and the phase angle 
between oTf and oTc are dependent upon whether the 
origin of the perturbation lies in the fuel element 
power or in the coolant flow. Comparison of the 
Figures 9 and 11 illustrates this diagnostic potential. 
In Figure 9 only the mass flow is disturbed. All the 
other core parameters (k, K , C ) remain constant. The 
p c 
reactivity feedback effect causes negative power per-
turbations which dominate the effect of cooling dis-
turbances on fuel element temperature. Fuel and coolant 
temperature perturbations are of opposite sign. 
Slug flow causes not only flow perturbations but also 
perturbations of the heat transfer between fuel and 
coolant and of the heat capacity (mass of coolant). 
Figure 11 shows that the disturbed heat transfer bet-
ween fuel and coolant dominates the power perturbations 
caused by the reactivity feedback effects. The fuel 
temperature disturbance has positive sign. 
Continuous Monitaring of Subassembly Flow 
If continuous monitaring of Kw is desirable without 
having to disturb the system externally, the "Augmented 
Kalman filter" provides a solution (see section 4.6). 
Fig. 13 shows continuous tracking of a K -ramp of 
w 
1•10-3 / 1/s /. In order to maintain the estimation 
accuracy demonstrated in Figure 13 it is necessary that 
all the other core parameters (k, K , C ) remain con-
p c 
stant. Otherwise the observation residual of the Kalman 
filter will tend to deviate from zero indicating in-
creasing estimation error in Kw and a new calibration 
(parameter estimation) must be initiated. 
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5.2 Performance of Reactivity Surveillance 
Performance of the reactivity surveillance procedure 
is tested in this section in terms of selected examples 
and with some emphasis on nonstationary Operation. 
On-Line Esti.r.,ation of Reactivitv Feedback Coefficients 
Table 5 shows a set of elementary disturbance profiles, 
which suffices to estimate all reactivity feedback 
parameters including the grid plate coefficient. If 
the latter is not required, then bank position can 
replace the inlet temperature disturbance in Table 5 
and flow disturbance is only needed for esti.r..ating the 
bowing coefficient 38 . ~o sufficient effort has been 
expended yet to invest~:ate the mininal disturbance 
amplitudes required. This task will be taken up again 
in context with experiments. It suffices for the tL~e 
being to recognize, that plant operation will only be 
disturbed occasionally by a small power perturbation 
(see Table 5) of less than 2 minutes duration. It is 
proposed to automize the calibration process and to 
develop a microcomputer based calibration control module 
which initiates, terminates and checks the input dis-
turbances. 
The accuracy achieved with the disturbance set of 
Table 5 is in the order of 3 %, if more then one 
parameter have to be estimated simultaneously (differ-
ential expansion effects included). If, for instance, 
only the Doppler plus axial expansion coefficients 
are needed, then the estimation error is less than 
1 % after 200 measurement samples. 
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Estimation of Control Rod Worth 
Example 1: Differential expansion at time zero 
results in a constant external reactivity 
contribution of PcR,o = 0.2·10-J = 3.48 ~ 
The reactivity balance (Figure 14) shows the bias of 
the rod worth estimate with method 2. The calibration 
procedure is initiated arbitrarily at t = 10 seconds. 
Updated estimates of the ß-parameters are available 
after 40 seconds (200 measurement samples). The bias 
in E L-6p_j disappears and the remaining random fluc-
tuations are in the order of + 0.2 ~-
Rod worth estimates based upon method 1 and 2, respec-
tively, are shown in the figures 15 and 16. ~ethod 1 
gives the correct solution, while method 2 cannot get 
a grasp at the differential expansion effect. 
Since the rod worth estimate with ~ethod 1 coincides 
'tlith ßo, it may be assumed that the feedback coeffi-
cients of the prediction model are correct and, hence, 
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Ramp-like rod movement between 10 
and 40 seconds; maximum rod contri-
bution is - 17.4 i. No calibration. 
The reactivity measurement and the corresponding 
neutron density (noiseless), are shown in the fi-
gures 18 and 19. The estimated rod worth in figure 
20 illustrates the accuracy of method 1 since no 
feedback coefficient errors are indicated by the 
reactivity balance of method 2. The itemized 
feedback reactivity estimates do not announce any 
anomaly either. Therefore, the rod reactivity esti-
mate of figure 20 is an acceptable estimate of the 
actual rod contribution. Method 2 gives the same 
1\ 
result for ~~R , because no differential expansion 
has occurred by assumption. Note that the rod speed 
profile (rod motion may be staggered) has no effect 
on estimation accuracy and that posltion measurements 
are not. required. 
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Reactivity Surveillance during Non-Stationary 
Operations 
The essential result of this section is that the 
surveillance sensitivity or diagnostic potential 
is not degraded during set point changes. The time 
dependent control rod contributions can be determined 
with high accuracy even in the presence of differential 
expansion effects. No special compensation device is 
needed to eliminate the effect of rod movements on the 
reactivity balance. 
The same holds for flow disturbance or inlet tempera-
ture disturbance. The predicted feedback reactivity 
(4-15) will always (in t~e absence of anomalies) be 
very near to the actual ~alue, since the fuel tempe-
rature and structure teffi~eratures are available via 
"indirect measurements". 
In a l!irst test example, ::he set point is reduced 
from 100 % to approximately 80 % of nominal power 
ramp-like between 10 and 130 seconds (figure 21). 
The maneuver is repeated Nith opposit sign between 
250 and 370 seconds. The reactimeter outputs are 
shown in the figures 22 to 28. The reactivity b~lance 
}. ignal (method 1, figure 22) is slightly biased 
c.uring the periods of rod movement as a consequence 
of smoothing PeR: 
5 " 
ßp = PMEASURED- ii13i oxi 
smoothed 
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For method ( section 4. 6) 
A 
~ CR = ~ MEASURED J )(· I 
and needs to be smoothed mainly because of the 
noise in ~MEASURED' For method 2 (figure 23) 
I' .6.~~ 
~(. ~ = c 
c.R 
and is filtered in order to reduce the noise in 
the position measurements. The bias in A~ can be 
made arbitrarily small by taking a sufficiently 
small time constant for the digital filters and 
accepting larger random noise in the estimate of 
rod worth. 
The corresponding reactivity measurement ( igure 24) 
shows a low frequency bias of ~ 3 i and random noise 
with a standard deviation of 0.6 i. 
The nearly perfekt tuning (figure 23) of the balance 
meter during set point changes stems from the 
accurate rod worth estimation (figure 25), from the 
availability of the reactivity feedbac~ parameter 
estimates and from the "indirect measurement" of fuel 
tempera ture ( f igure 2 8) . 
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The only substantial feedback term is the Doppler 
reactivity (figure 26). Its time dependency is caused 
by the fuel temperature perturbation (figure 28). 
Coolant temperatu~e feedback adds only a few cents 
to the reactivity balance (figure 27). Bowing and 
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The figures 29 to 35 show a set-point change plus 
a perturbation of ~ by a factor 1.5 fort~ 50 
seconds (or equivalently, a perturbation of ~A by 
a factor 1.25). Disturbance of ~~ is taken step-
wise for convenience. Table 8 illustrates the nurober 
ranges which have to be recognized by the monitaring 
device. The ~0 and ~A-values of the (simulated) core 
depend upon Tf, while the estimated parameters of the 
balance meter are taken to be constant. 
The reactivity measurement (figure 29) reacts to the 
stepwise change of ( f>r> + p:," ) wi th a short peak 
similar to the neutron density in figure 30. Power 
is only reduced to 0.813 P instead of 0.787 P by 
0 0 
the maneuver as a consequence of the larger inherent 
negative feedback. The fuel temperature is also 
affected in both, the speed of change and the station-
ary ·alue ( = 1070 instead of 1050 °C). 
Of course the Doppler and axial expansion reactivity 
(figure 32) show the effect of the parameter pertur-
bation; but it turns out to be smaller than expected 
because the STf-values are smaller than in the 
normal case. • 
·rhe reactivity balance (figure 33) indicates the 
abnormal change of ( ~ + ~~ ) with a nearly stepwise 
increase of the ~~ -signal at t = 50 seconds, which 
increases then further as a consequence of the set-
point change with an incorrect ~ 0 . An anomaly 
-214-
is clearly indicated and calibration can be initi-
ated after the desired set-point has been reached 
(calibration during set-point change will be de-
scribed in a subsequent paper) . The anomaly signal 6p 
again becomes zero approximately after the initial 
set-point is reached; since 8Tf is zero at nominal 
power. 
Rod reactivity estimates with method 1 and 2 are 
shown in the figures 34 and 35. As expected, the 
curve obtained with method 1 is erroneous after the 
parameter anomaly has occurred, while the estimate 
obtained from processing position measurements 
(figure 35) has no bias. But even the large para-
meter error considered in this 3Xample only causes 
an almest neglegible rod worth error with method 1, 
which disappears after calibration. 
The actual diagno~tic value lies in the parameter 
estimates attainable with the balance meter. Cali-
bration can either be initiated by the irregularities 
observed or may be called for after every set-point 
change automatically. 
Some of the outputs of the reaqtivity balance meter 
for this test case are shown in the figures 36 to 40. 
The reactivity measurement in figure 36 has several 
more peaks because of the input disturbances during 
the calibration interval (140 - 180 seconds). The 
effect of these disturbances on fuel temperature is 
shown in figure 37. All reactivity feedback estimates 
are also affected, of course, by the input disturbances. 
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Figure 38 shows the domin~nt feedback contribution. 
The final value of o0 + :~ is negative instead of 
zero because of the incorrect initial value at the 
beginning of the second half of the power maneuver. 
The reactivity balance clearly indicates the abnormal 
situation (figure 39). It does not show any transient 
during the calibration period, where core inputs are 
disturbed and becomes zero again after calibration 
has been completed. 
Next, the sensitivity of the balance meter is tested 
by keeping the Doppler and axial expansion coeffi-
cients constant in the prediction model of the balance 
meter (i. e.: independent of the fuel te~perature). 
Otherwise, we repeat the set-point change plus step-
wise perturbation of s0 ~or the plant as described 
in the previous example (=igures 36 to 39). Figure 40 
shows the effect of such ~ discrepancy between pre-
diction model.and refere~ce. The reactivity balance 
increases from 0 to -4 ~ during the set-point change 
from 80 % back to 100 % of nominal power. It would 
again trigger the calibration procedure and the bias 
would be removed. The new values of the parameter 
estimates would reflect t~e dependence on fuel tem-
perature. 
Continuous updating of ßD + BA as described in 
section 4.6 removes this bias automatically and 
helps to avoid unnecessary calibration. 
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Table 8: 
Examples of Doppler and .~ial Expansion Coefficients 
with and without Anomaly 
Set Point No Anomaly With Anomaly 
f (T f) f (T f) constant 
100 % - 0.616 - 0.719 - 0.719 
80 % - 0. 602 - 0.694 - 0.719 
The table entries refer to the sum of the Doppler and 
axial expansion coefficients; itemized nominal values 
are: 
-217-
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6. Preliminary Verification with KNK-II Experiments 
A. Hollek 
INTERATOM 
Experimental verification of the "Q_lobal fore Surveillance 
Proceduren (GCSP) has been started with off-line analysis of 
data from the KNK-II plant. Bank position was disturbed in the 
experiment by a sequence of alternating constant and ramplike 
function over a total of a few minutes. The resulting power 
perturbations did not exceed + 2 % of the nominal power. 
The major problern areas were: 
1 Quantization error in the measurementsdue to the analog-
ta-digital conversion; its significance increases, if core 
excitation is kept small so that plant operation does not 
beco~e recognizably disturbed by the calibration experiments. 
Smoothing with kubic SPLINE-functions suffices to compensate 
the ef:ect on parameter estimation accuracy, if the signal 
to quanitzation - noise ratio is sufficiently large. If the 
power perturbations (at present) become smaller than 
+ 2% or tem~~rature perturbations sma 1.ler t~an + 3 °K, 
then the smoothing approach becomes unsound and the con-
version circuit has to be modified slightly by restricting 
the conversion range to ampiitude perturbations. 
2 Bi~s in the neutron density measurements; the bias can be 
identified with the on-line core simulator and can 
easily be removed before the parameter estimates start to 
drift. 
3 Lack of observability; the only cause is insufficient 
excitation of the core input (i. e.: bank position) and 
can be avoided by just modifying the bank position dis-
turbance function in accordance with an observability 
analysis prior to the experiment. 
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4 Large sampling interval; it causes a model error in the 
prediction function of the parameter estimation module. 
Its effect on estimation accuracy can be nearly eliminated 
by means of an interpolation scheme, which is based upon 
an on-line core simulator. Modification of the measurement 
sampling procedure is, of course, still desirable, but 
not cogent. 
It is concluded from this analysis, that disturbance of 
one core input, namely the bank position, suffices to 
estimate the following thermohydraulic core parameters: 
. fraction of flow and power in any fuel-elernent, 
• heat transfer coefficient between fuel and coolant, 
. time constant of the therrno-couple at the fuel element 
outlet, 
. gain factor of the above therrno-couple (= factor of 
radial rnixing at the core outlet). 
Approximately 200 rneasurernent sarnples are required at 
a rate of 1 (or better less) per second. Convergence 
of the procedure can be improved, if bank position and 
flow rate can be disturbed sirnultaneously. 
It is recommended to continu2 the off-line verification 
process with an irnproved disturbance profile for the 
bank position and, possibly, with a reduced quantization 
error. 
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6.1 Description of the Experiment 
The experiment is characterized by disturbing the core-
inputs (rod position or primary flow) with a sequence 
of alternating constant and ramplike functions over 
a period of several minutes. T~e set-point corresponds 
to 50 % of nominal power and t~e maximum power per-
turbations do not exceed approxL~ately ~ 2 %. The 
corresponding state perturbations are shown in figure 
41 and 42. In a third experiment, the flow was varied 
ramplike (figure 43). 
The following measurements have been recorded: 
Measurement Unit 
bank position mrn h 
reactivity rt p 
neutron flux g. 0 n 
primary flow, loop 1 m3 /h WV1 
primary flow, loop 2 m3 /h WV2 
inlet temperature, loop 1 oe TI 1 
inlet temperature, loop 2 oe TI2 
outlet temperature, central 
element oe TOi 
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The prirnary rnass flow is cornputed frorn the rneasured 




The inlet ternperature is the weighted average of the 
two rneasured loop ternperatures: 
::: + 
The flow-ra~e and inlet ternperature perturbations of 
the figures 41 and 42 are neglegible. The inforrnation 
on the pararneters is contained solely in the outlet 
and neutron density rneasurernents. The perturbation 
arnplitudes of experirnent 2 and 3 are rather srnall and, 
hence, the quantization error which is due to the 
analog-·to-digital conversion becornes the dominant error 
source. The curves frorn experirnent 1 are rnuch less 
affected by this error because of the larger pertur-
bation arnplitude. But it is still a serious problern 
and will be treated in section 6.2. 
The quantization error is caused by discretizing the 
rneasurernents and storing the result in a buffer register. 
The word length allows for approxirnately 2000 discrete 
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amplitude steps. If, for instance, a temperature of 
600 °e is discretized, then the quantization error is 
in the order of 0.3 °e and dominates the relative 
measurement error. An error reduction can easily be 
achieved by discretizing the perturbation amplitude 
rather than the total quantity. Since parameter esti-
mation requires only temperature perturbations of, at 
most, ~ 7 °e, the quantization error :an be reduced 
to O.C035 °e and would be neglegible. 
Another error source stems from the thermo couple time 
constant and the fact, that the temperatures ar= measured 
at some distance from the fuel element outlet and, 
especially, from the core inlet. 
This bias error in the outlet temperature measurements 
is modeled in terms of the time constant and the gain 
factor of a first order lag. Both unknown parameters ~re 
estimated on-line together with the other core parameters. 
The time constant, TIM' of the inlet ternperature measure-
ments is especially large (in the order of 15 seconds) · 
and requires special attention. It can be estimated 
separately from the inlet temperature measurements 
with the same method employed in this study to determine • 
the core parameters. It will be sketched, therefore, only 
br ief ly for la tc~r reference: 
The state components at the location of the measurement 
are 
x 1 = actual temperature perturbation 
= TIA - TIAO = unknown 
x 2 = measured temperature perturbation 
-234-








c = L o 1 ] 
The unknown transition matrix element, ) 22 , can be 
directly related to the measurements with the equation 
and, hence, can be estimated during any transient phase, 
if subsequent measurement samples differ sufficiently, 
i. e.: yK+ 1 - yK f 0. The actual inlet temperature at 
the location of the measurement is found with a simple 
observer. 
The transport time between location of measurement and 
core inlet is in the order of 35 seconds for the 50 % 
set-point and can be computed from the geometry and the 
known flow rate. 
3 The corresponding coolant volume is 5.34 m , the coolant 
density is approximately 873 kg/m3 and the prLffiary flow 
is 133.6 kg/s. 
The sarnpling inter~al is 1 second and becomes a problern 
in processing neutron density measurernents (see 
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6.2 Preprocessing of Data 
There are the following two error sources, which must 
be eliminated/reduced in the measurements before they 
enter the parameter estimation module: 
Quantization Error 
The effect of the discretizing scheme on the measurements 
of temperature and neutron density for the bank position 
disturbance is shown in the figures 44 to 47. It is a 
typical quantization error and can be removed to a large 
extent by smoothing with SPLINE-functions. The curves 
will be approximated with a set of 3rd order polynomials 
between the measurements and, furthermore, the measure-
ments will be smoothed. Smoothing could be improved 
further, by weighing the measurements in accordance 
with their deviation from the noving average (user's 
option of the subroutine) , but this feature has not been 
e; )lored. 
If the disturbance amplitudes become smaller, then the 
quantization error becomes dominant (see figure 42) and 
smoothing will not be a legitimate mean anymore for com-
pensating the analog-ta-digital conversion errors. The 
flow disturbance of section 6.1 (figure 42 and 43) is 
such a case and will, therefore, not be treated in this 
report. 
Bias in the Neutron Density Measurements 
The neutron density measurements 
on(t) = n(t) - n 
0 
can be biased either because of instrument calibration 
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The prediction model in the estLffiator reacts to this 
input error with a drift in fuel and coolant tempe-
ratures, which cause an erroneous contribution to 
the reactivity balance and, therefore, a drift in the 
computed power perturbation. The net effect is a drift 
in the parameter estimates. 
?igure 48 shows the measured and computed power per-
turbation, whereby the latter was obtained with the 
core simulator. Input to the simu~ator is the measured 
power perturbation (open-loop mode) . The drift can be 
removed by subtracting a constant quantity 010 from 
5n(t). A first trial with 010 = 0.116 · 10 6 led to 
overcornpensation (figure 49). The second trial with 
J10 = 0.043 · 10 6 was already successful in completely 
~emoving the drift. 
Hence, it turns out, that the on-line simulator is a 
sensitive instrument for determining bias errors Ln 
~he neutron density measurements during stationary 
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6.3 Observability Analysis 
The normalized estimation error standard deviations 
obtained with the bank position disturbance profile 
actually used in this experiment (see figure 41) are 
shown in figure 51. The estimates of A3 and A6 (or 
A~ and A~ ) converge very well, while the estimates 
\t ~ ~ of A1 and A2 (or A1 , A2 , A3 ) are on the borderline 
to unobservability and, hence, will be biased. 
In order to check what success can be expected from 
modifying the disturbance function, the test was 
repeated with simulated measurements. 
If the same disturbance function is used as in the 
experiment, then observability becomes worth because 
of the missing power-noise (figure 52) . If the random 
walk type function of figure 53 is employed, then 
obseY ·ability becomes satisfactory (figure 55). It 
can bE improved further, if bank position and flow-
rate are disturbed sirnultaneously. Added power-noise 
will also irnprove convergence. 
The observability test with flow-disturbance is shown 
in the figures 56 to 58 with sirnulated measurernents. 
The actual measurements contain too large a quantiza-
tion error (see section 6.1). 
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6.4 Parameter Estimation 
The off-line data analysis has revealed a variety of error 
sources. The bias in the measurernents, especially in the 
neutron density rneasurernents, is rernoved straight forwardly 
with a "diagnostic simulator". Quantization errors can be 
srnoothed by applying SPLINE-functions, at least, if the 
signal-to-quantization noise ratio does not becorne too srnall. 
In this section, it is left to deal with the large sampling 
interval, and with insufficient input excitation. 
At the outset, the parameter estirnation procedure has been 
tested with sirnulated measurements. The model in the Simu-
lator and in the pararneter estimation module were identical 
(zero orderhold in both). 
The parameter estirnates were found to coincide with the 
true values within the first 3 digits after the decimal 
point already after 20 measurement samples. 















Kw = 0,042328, 





following 1\.*-pararneters for 
'\ * = 0.3839 
10-6 
. 2 
A * = 0.1611 . 5 
10- 6 A * ::: 0.262477 8 
A11 = - 0.3934 
a sarnpling interval 
A3 * = 1.1896 
A6 * = 0.11166 
A * = 0.37492 9 
A12 = 0 
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Sensitivity Considerations 
Since Cf and Ce cannot be estimated in this experiment, it 
is of interest to investigate the sensitivity of the A-
parameters to errors in Cf and C . Furthermore, the Newton-. c 
Raphson procedure for computing the physical parameter 
.... 
estimates from the A. sometimes has no solution because of 
~ 
a variety of reasons. Sensitivity considerations can be 
helpful in identifying the principle error source. 
The following formulas relate the A.-parameters with the 
~ 
physical core-parameters for a sufficiently small sampling 
interval (the relations between the A- and A*-parameters 
are given in Appendix A6.3): 
! 1 ( k k +- ~ }(Iw W ) _ 
...J\.." = -'I +- tJ.v \ Lf + 
_A_'l "' 2. - At(~ + \( + 2(.... ~ w \ 
~ j 
A : '2. c.\7.- ·k. ~ ~~ 
..A = o. b 
The equations become already erroneous for moderate sarnpling 
intervals and are useful, for instance, if reduction of the 
actual sampling interval by rneans of interpolation between 
measured data is acceptable. Otherwise, the sensitivity 
analysis is to be based upon the transition rnatrix forrnulation 
of Appendix A6.3. 
Table 9 to 12 show the effect of variations in Cf' Ce und k 
on A
1
, A2 , A3 
and A6 for a 1 second sarnpling interval. 
Fuel elernent power and flow have been taken constant for 
simplicity. Some of the relations are shown graphically in 
figure 59. 
Table 9: Sensitivity of A1 With Respect to Variations in k, Cf, Ce; Sampling Interval 1 Secend 
Parameters A1 
k Cf c :;;: 2000 4000 6000 8000 9000 c 
10000 11000 - 0.206.1u -5 - 0.00091 - 0.0069 - 0.0192 - 0.0269 
10000 7000 - 0.123.10 
-5 
- 0.000542 - 0.00413 - 0.0114 - 0.0159 
8000 11000 - 0.672.10 -5 - 0.00180 - 0.0116 - 0.0295 - 0.04026 
8000 7000 
·-5 
- 0.4435.10 - 0.00119 - 0.00767 - 0.0195 - 0.0266 
8000 3000 
-5 




4000 11000 - 7.143.10 -5 - 0.00705 - 0.0326 - 0.0699 - 0.0903 
4000 7000 - 5.803.10 -5 - 0.0057 - 0.0265 - 0.0569 - 0.0734 
4000 3000 - 2.709.10 -5 - 0.00267 - 0.0123 - 0.0265 - 0.0343 
1000 11000 - 42.05.10 
-5 
- 0.0196 - 0.070:1 - 0.134 - 0.165 
1000 7000 - 39.92.10 -5 - 0.0186 - 0.0669 - 0.127 - 0.157 
1000 3000 - 33.0C.~0- 5 - 0.0154 - 0.0553 - 0.105 - 0.1299 
Table 10: Sensitivity of A2 With Respect to Variations in k, Cf, Ce; Sampling Interval 1 Second 
Parameters A2 
k Cf c = 2000 c 4000 6000 8000 9000 
10000 11000 0.595 0.6065 0.627 0.657 0.674 
10000 7000 0.449 0.469 0.497 0.531 0.550 
8000 11000 0.6338 0.644 0.667 0.701 0.721 
8000 7000 0.493 0.510 0.5377 0.575 .0.5957 
I 
8000 3000 u.210 0.249 0.2956 0.347 0.372 N 0'1 
CD 
I 
4000 11000 0.7656 0.7656 0.801 0.8826 0.880 
4000 7000 0.6437 0.6568 0.693 0.744 0.771 
4000 3000 0.365 0.388 0.430 0.483 0.511 
1000 11000 0.919 0.940 0.995 1. 064 1. 099 
1000 7000 0.876 0.897 0.952 1. 020 1. 055 
1000 3000 0.733 0.755 0.8098 0.878 0.9123 
Table 11: Sensitivity of A3 With Respec1: to Variations in k, Cf, Ce; Sampling Interval 1 Second 
Parameters A3 
k Cf c :;;; 2000 4000 6000 8000 9000 c 
*10-6 *10-6 *10-6 *10-6 *10-6 
10000 11000 0.174 0.339 0.467 0.548 0.573 
10000 7000 0.203 0.396 0.545 0.638 0.667 
8000 11000 0.178 0.347 0.473 0.546 0.567 
8000 7000 0.216 0.424 0.577 0.666 0.692 rv CD 
0 
8000 3000 0.207 0.421 0.581 0.673 0.699 I 
4000 11000 0.160 0.306 0.397 0.438 0.446 
4000 7000 0.216 0.416 0.541 0.599 0.611 
4000 3000 0.293 0.583 0.770 0.859 0.878 
1000 11000 0.069 0.125 0.153 0.160 0.161 
1000 7000 0.104 0.189 0.231 0.243 0.244 
1000 3000 0.208 0.383 0.470 0.497 0.498 
Table 12: Sensitivity of A
6 
With Respect to VariatiOJIS in k, Cf, Ce; Sampling Interval 1 Second 
Parameters A6 
k Cf c = 2000 4000 6000 8000 9000 c 










10000 7000 0.353 0.320 0.289 0. 261 0.249 
8000 11000 0.230 0.208 0. 1 8 6 0.168 0. 1 59 
8000 7000 0.321 0.290 0.261 0.234 0.222 
3000 0.541 0.467 0.420 0.378 0.359 
1\) 
8000 O"l ~ 
4000 11000 0.150 0. 1 3 3 0. 11 7 0.1035 0.0977.10 
-5 
4000 7000 0.220 0. 1 9 4 0. 1 7 2 0. 1 52 0. 1 4 4 
4000 3000 0.400 0.358 0. 31 8 0.282 0.267 
1000 11000 0.0482 0.0414 0.0356 0.031 0.029.10 
-5 
1000 7000 0.0742 0.0638 0.0549 0.0477 0.0447 
1000 3000 0.160 0.138 0.1194 0.1041 0.0975 
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The sampling interval appears to have a significant 
effect on sensitivity. The parameter A3 , for instance, 
would be expected to decrease linearily with k. But 
with a sampling interval of 1 second, the A3-variation 
is reduced by a factor of 10. 
Elimination of Bias due to a Large Sampling Interval 
The data flow at nuclear power plants with a centralized 
process computer system (KNK, RAPSODIE, PHENIX) is 
characterized by a large sampling interval due to 
multiplexing. In processing sampled data for parameter 
estimation, the inputs and outputs are related with a 
discrete plant model. The inputs to the predicition 
~odel are taken constant during the sampling interval 
(zero order hold). In the case of slowly varying inputs 
(like the inlet-temperature), the zero order hold 
assumption does not present any problem. But it causes 
substantial model errors for the neutron density (or 
pmver) input and, hence, causes bias e .. -rors in the para-
r:leter estimates if the samp~ir.z-: interval is large. 
Figure 63 illustrates the situation for the 1 second 
sampling interval of the experiment. Attempts to reduce 
the error by means of a first order hold circuit succeeded 
only partially because of the too large sampling interval 
and will not be discussed. 
A quite satisfactory remedy is to reduce the time 
interval between the actual measurements by means of 
interpolatiorr and to compute in-between measurements 
with the on-line core simulator. 
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The core simulator (for the purpese of interpolation) 
consists of the fuel element and reactivity models, 
and of a neutron kinetic model with 6 groups of delayed 
neutrons. Some care is required in exchanging results 
between the discrete thermohydraulic model (state tran-
sition formulation) and the neutron kinetic model (prompt 
jump approximation and Euler integration) . The following 
timing has beeq emplemented in the program in order to 
assure numerical stability: 
j+1 
X 
ct> , r = system matrices for the sampling interval 
6t = 6t/IAF' where 
= measurement sampling interval 
= nwnber of L.t.erpolation nodes to be placed 
between measurement samples 
= P(x j) 
. +1 . 
= g (CJ , PJ) 
If j = IAF' then 
= neutron density at tK+ 1 
= state at tj+1 
Figure 60 shows the measured and simulated fuel element 
outlet temperatures. The agreement is very good, 
especially if the model simplicity is taken into account. 
Note, that the model must hold only between two measure-
ment samples (i. e. for 1 second). The figures 61 and 62 
illustrate the availability of state components without 
the .need for state estirnation - these curves are out-
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In order to maximize the accuracy of interpolation, the 
simulated measurement curve, y , which may slightly deviate s 
from the actual curve, will be scaled such that y (tK+ 1 ) = K+1 s 
y • Note that the model must only hold between the measured 
sample values (yK, yK+ 1). 
The success of interpolation in reducing the estimation 
error is shown in figure 64, where the mean square observation 
residual is employed as the performance criterion. The cri-
terion value,~, decreases approximately quadratically with 
the sampling interval. A reasonable choice seems 6t = 0.005 
to 0.10 seconds. 
It ist obvious, that errors in the measurements (yK, yK+ 1 ) 
affect all interpolation results. Hence, the substitution 
of simulated measurements is only feasible, if yK and yK+ 1 
can be made sufficiently accurate by means of smoothing. 
The SPLINE-function approximation (see section 6.2) turned 
out to perform satisfac~orily. 
Parameter Estimation with Limited Observability 
It has been shown in section 6.3, that 
A* A*•A* A* A* 
H 1 I J\ 2 I JJ I H 4 I ll7 
are observable, in principle, if only bank position is 
disturbed, and that 
are at the borderline of being unobservable as a consequence 
of insufficient excitation. Unfortunately, the remaining 
errors in A1*, A2* and A3* affect the estimates of the 

































q"- --- -- ----- -- ---
CO- ------------· --· 
cf\· ------











~ ..9 ~ . 
Q g 0 
SCHEMES OF INTERPOLATION BETWEEN 
MEASUREMENT-SAMPLES 




[ Fig. 6 3 
T 
-~--































- &--0 O,'l O.tt ().~ 0·8 ..\.0 t1 At 
-- o o.~ 0·2 o:; 
EFFECT OF SAMPLING INTERVAL ON 
Es Af A, TIMATION ACCURACY IN 11
4
, 11 7 
Fig. 64 
-271-
The attempt will be made in the sequel to work with the 
erroneous A4* and A7* estirnates, since the experiment cannot 
be repeated with a more appropriate excitation profile during 
this study. First we note, that (Appendix A6.3}: 
A4 * :::: y A3 (k, Cf, c ;"e.p, -;e ) c' w 
A * 7 :::: y A6 (k' Cf' c c' ~~ -;.e,) w 
The heat capacities are fairly well known. Hence, it is 
practical to look upon A4* and A7 * as nonlinear functions 
of the fraction of flow, ~ , and the fraction of power, w 
~p' of the central fuel element. But the equation system is 
still underdetermined, because k, ~M and TM are unknown. 
The gain factor ~M is assumed to deviate only neglegibly 
from 1. 
If a small sarnpling interval of ~t = 0.1 second is implernent-
ed (by rneans of interpolation), then A7* becomes very small, 
since 
and the estimate A7* is~unreliable. We are left, therefc:e, 
only with the estimate A4*. 
The basic idea in eliminating the bias in A4 * caused by 
erroneous values of k and TM is to minimize their effect on 
the criterion function: 
IJ 
L~,: ~~~ = observation residual 
Figure 65 gives a coarse picture of the error sensitivity. 
The cr~terion, T, has a rninirnum for k ~ 1250, whereby TM 
was set equal 1 second. It decreases with increasing TM' but 
becomes unreliable below 0.002. Hence, the true TM is expected 
to lie between 1 and 1.25 seconds. It did not seem feasible 
to carry this procedure any further. 
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The functional dependence of A4* upon the physical core 
parameters can be expressed in a simple closed form expression 
for small ßt: 
or 
Assuming, for instance, that the true values of ~P' ~~ 




Ce= 10185, Cf= 6144, ~ = 0.0486, Lt = 0.1, A4 * 
-8 = 0.281 . 10 
Since TM was found to fall between 1 and 1.25 seconds, the 
heat transfer coefficient estimate must lie between 1750 
and 2195. 
With ßt = .0.05, we obtain the estimate A
4
* 
and the range for k becomes: 
. -9 
= 0.341 .. 10 
Hence, the result is nearly independent of the sampling 
interval, which confirms the choice of ßt. 
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Appendix A6.1: Generalized Systern-Matrices for the Case with 
Non-ideal Ternperature Measurernents 
The state equations for the continuous case are 
• 
~~ -~ ~ 0 ~ ~ ~ , 
~ - iz + '2l dP~ w &~ 0 O'T'c. ::: ~ ~ • 
e 
'2.~M .. 
·6T 0 ~ 
--- ~"0 0 't'M 
'"'J4. 0 0 
~ 
1~~w 2~ ':tl'wtr"c.-Tt) 




and the observational equation become 
~t'flft -t 
'f :::: ::: n. -t.. o,i 
where 




The discrete version of the state equations for the zero order 






~ : original transition matrix, where the outlet-temperature 
is measured with an ideal thermocouple 
~~-: 
'I 
'14 ] 'l. ( 'A .., \ - l ,: 1 -
. ~,.6t · S At . ~.d 
r. = A1 e. ~ 1 ~ + A"' .e.. + A1 .e i-:=. ~,l A 
~ 
.., 
Q ,.r_ A Ä -1\ - '!>'l 't;. l \- ~"\ ) . \ ~- q~'> ) 
-1 
'\'L ~ ~= l. 'tl. l \_- s-1) · l "')- s" ) 
~= ~~·~ A l \.- s") . ( S-z_ - ~"!>) 
""t.. :: ~,· ll:n + ~Lttr" " t s"- a~'3. ) . ( ~- ~~ ) 
4. 
'>'1 + •.L't""'' "= ~n: t sl.- s" ) · ( ~, - s" ) 
.,_ 
s,._ + (/ '"r1 
A~ = ~~: l s:z..- s" )· ( ~ - ~~) 
1: = q,_'\· At .e., 
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Augmented Input-Matrix 
p" : [-{;~) 
T' = original input matrix -
~1 = [ r-1 r1 r." 1 A 'l ~ 
-1 QnAt 'l. S At ~ \.4 
'\'~ 
.II 
" r. = lV, .. R- + 'f .. -e.. +- 'f .. -<L +-1 'l 1 1 ~ j = 1 , 2, 3 
1\': o..-..,,_ )f ,ß..<VI (\: !'11 :::: = ~ rt''L - ~'\ )- ( s,.- ~ ... ) a.')'!l 
1 l,. a."'Z. 't t .... " A2 k~ 'r, ::: -· l~-sA) · (et"~-\) . -'511 ~ 51\ 
." 
C\1>1.. Y: k"" fl..\~, 1f'1 :::: - ::::: ~ ~ ( s'l-- s11 ) • ( s,_- ~') ~ 
!\, ~~ A ~: -k Ä;"!, ) \ ~1. + '.l. + ::::: +t s., s'l.. 
'1. 11r -1 'l1 A.A 1-"271. t ~ ::::: 
'2. ~') 
l. ~~ . A-u lf~ ::::: 511 .,. 
• ~'1.1-"'fl. = s,_ 
.( l. "L. 't. 




f:\'1 Jr. 1\', :::: ~~ . '1~ 





. 1;.; lf. : ~ ; 
'1.. 'l.. 't.. 
~'t '".; ~ 
f:\ .... P...., ) -1t ~- + 
~ ~· Cl..'".l ..,1 $.z. 
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Appendix A6.2: Elimination of State for the Case with Non-ideal 
Temperature Measurements 
We proceed similar to the example already described in section 4.2. 
The structure of the system _matrices in canonical space is: 
0 0 
0 0 
-A- -rr -.".. 
-* r,~ ~'l ~"" f' :::: --lf- -1\ -* ~I ~1. ~; 
-+ -oll: -· ~I ~1. r, ... 
--l ( M = 1 0 0 ) 
The state can be expressed in terms of measurements as follows: 
_I( 
/' u.\( I<~· '1...4 0 0 0 0 0 0 ~ 'I 
y_'< K~• -~ _.,... -· u:: \(+1 ',A6. 2-1) = 1 r., r\'1. r.~ 0 0 0 l. . ~ 
-I( 
\( t'l. -.- -* _, 'f.. ----jl( IH4 ":4. y r~ r~ ~1o ~ 
-k -t 
~. r rf!, ~ ~ 
The details of transformation to canonical space are given next 
for the case, where the discrete model of the fuel-element and 
the thermo-couple are serially connected. 
-279-
Observability Matrix (observability index v = 3): 
0 0 
Its inverse 
~4h <R"L -\-\.lj ~ - 2't~ 2.X' ~ vzt .. ,. l~~ 





-1 0 0 
The elements of the system matrices in canonical space 
in terrns of the original system rnatrices are 
-1 -
~ = - i. ( ~?. ~\ - 4>~ c\1 ) : -~ . <?2-\ • 
t?~ = ( 4>2\ ~~ - ~~ ~1- ) - ~. ( ~~ + ~1.1. J ~ ~ - i C?1.2 
~: = ~ +- ~~ +~ :::: <?u. + i 
-.Jr --il.. r - -* 0 r - -~ '.:; = \'\ - .tl. - 0 
-".. 
r = 1 ~ r 2\ 2\ = r ~ '\1 
--~~:-
~~ :::: r· t 2 ~1.- ~ ) = <r·l~-~) 
-* -~~ = 1~ r~ ::: ~ ~~ 
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--lt 
2. ~ . [ ~~ ~" + ~~ r21 ~ ~ r2, 1 : ~ · C ~ + ~ ~, ) ~I\ ::: 
-"' l. ~ ~-l~t~~-~2.) ~1. -::::;' 2.~. t ~\ ~4 t <?u. r'Z,1. + ir~- +1 
-* 
~ ·l ~~ +- ~ ~~ ) ~" :: 1r· t ~I ~~ t- 4?1- r~ t ~ ~1:»] :::: 
The elements with bar but withont asterisk denote the 
case with ideal temperature measurements. 
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Inserting (A6.2-1) into 
1<-t""!, -f. - \<+) 
'I - M '( 
gives after some. manipulations: 
\(-t~ Ar. *' 'I - I 
where 








-~ ~ --t 
~ - q)~l.· ~ - 42"'-it-., .... · r;_.o\ 
- * ,. -.lA- 11 -"r" \,_ - ~,_. ~ - <R r 
1 ?' n = r:* ~t- -· ~~. r~ ;-., - )'l.. ~'!J 
"!>'!. 'l~ 
-~ ~.". r"' r2., - )'\ .o\4 
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Appendix A6.3: Relationshin between Ä and Ä 
The~t*-parameters for the case of non-ideal temperature measure-
ments can be expressed in terms of the originalJl-parameters and 
the time constant and gain factor of the thermo-couple at the 
outlet. The following table gives expressions for the parameter 
set No. 1 in terms of set No. 2 and in terms of the elements of 
the transition matrix and input matrix. The thermo-couple is 
characterized by 
Ll3 
r = ~M · t ~- i) 





















..A."' - ~ J...l. 
).._'1. + ~ 
't~ 
~· \11 + ~4-) 
'fJ..~ 
~-4 





Transition Matrix Formulation 
~· \ ~1. ~I - ~ ~7.~ ) 
~ ~ - c? cb - '1· \ ~ i4 I 44 ~ + <l) 
~ + <?41 +- ~ u. 
z~. ( q,2." ~ - ~ rl., ) 
~· [<PU ~I-~~,_ t 2. (t!>:LI ~,_-~ rn) 
2~ ( ~~ ~:\ - ~ r~ 1 
4~ Ti, 






The dependence of the A*, upon the physical core pa=ameters can 
be seen easily for small sample intervals. Expanding ~ and r 
in a Taylor-series and retaining only linear terms in ~t gives: 
cp = 1 + A · ~t 
r 
Hence, 
c:p~ ::: ~ - ~ot c? ::: _k_t.f: ~ tt <1 
~\ ::: ~ot ~: -1 \<+2~:l~Zw w cJ <i:. - Ce 
~ :::: ~6\. r4'1 -::::. 0 r <1 :: 0 ".:, 





This study consists of two parts. 
The first part is concerned with existing separate core surveillance 
techniques. Starting from the analysis of these techniques, a rough 
concept for an integrated microprocessor-based core surveillance system 
is given. 
The second part of this report describes the application of a parameter 
adaptive Kalman filtering technique to core surveillance. Its main features 
are, that all the surveillance variables which are relevant to classify-
ing core dynamics status into normal-uncertain-abnormal can be provided 
to the decision making subsystems and that the cause of anomaly can be 
identified. Further exposure to reactor data will increase confidence in 
the diagnostic potentials and early warning capability of the "Global Core 
Surveillance Procedure". 
Based on these results subsequent research and development work should 
concentrate on the following topics: 
From the. ca·;se-consequence diagram for disturbances(cp. Fig. 1-1) appro-
priate algorithms aimed at combining the results of separate core surveil-
lance techniques and gaining additional information through correlation 
of results should be identified. 
These newly developed algorithms and existing surveillance methods will 
form the basis for a systems analysis. This analysis should clarify the 
detail~d requirements for the microcomputer system with respect to speed, 
capaci:y, redundancy, diversity, reliability and the use of buses as a 
communication medium etc. Alternative approaches to the diagnosis of plant 
status, fault pattern classification and the automization of decision 
making should be explored particularly in situations where an earlier deci-
sion, whether resulting from greater individual measuring sensitivity or 
the combination of different measurements, could result in reduction of 
the Stresses placed upon the plant. Techniques for the processing of un-
certain information already applied to traffic control and medical diag-
nosis might be helpful. 
