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This paper investigates properties of certain nonlinear PDEs on fractal sets. 
With an appropriately defined Laplacian, we obtain a number of results on the 
existence of non-trivial solutions of the semilinear elliptic equation 
A u  + a ( x ) u  = f ( x ,  u ) ,  
with zero Dirichlet boundary conditions, where u is defined on the Sierpifiski 
gasket. We use the mountain pass theorem and the saddle point theorem to study 
such equations for different classes of a and f .  A strong Sobolev-type inequality 
leads to properties that contrast with those for classical domains. o 1999 Academic 
Press 
Key Words: Sierpifiski gasket; Laplacian operator; weak solution; mountain pass 
tlieor em; saddle point tlieor em; Sobolev-type iriequality. 
1. INTRODUCTION 
We consider the existence of non-trivial solutions for certain classes of 
nonlinear elliptic equations 
where V is the Sierpihski gasket in RN-  N 2 2, where Vo is its boundary 
(consisting of its N corners), and A is the Laplacian operator on the 
fractal domain V. The coefficient of linear term is a :  V -  R, assumed 
integrable, and f :  V X R - R is the nonlinear part, which is continuous 
and satisfies some growth restrictions both near zero and at  infinity, see 
below. We call (1.1)-( 1.2) the Dirichlet problem with zero boundary values. 
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The non-linear problem (1.1) is closely related to physical phenomena 
such as reaction-diffusion problems and elastic properties of fractal media 
and flow through fractal regions. 
There is an extensive theory for the study of nonlinear elliptic equations 
(1.1) on classical domains, that is, on open sets of R N ,  for example, using 
Sobolev spaces and Sobolev embedding theorems. A natural question 
arises of how to establish an appropriate framework to cope with (1.1) on 
fractal domains. There is no concept of a generalized derivative of a 
function, and so we need to clarify the notion of differential operators 
such as the Laplacian on fractal domains. Unfortunately, a Laplacian has 
been defined or constructed explicitly only on a few special fractals, see [2, 
3, 9-13, 171. Once a Laplacian is defined, we may introduce a Hilbert 
space structure and then establish compactness theorems allowing (1.1) to 
be investigated. In this direction, Mosco obtained some embedding theo- 
rems on variational flactals requiring strong assumptions such as global 
Poinc6re inequalities [14, 151 which are known to hold in a number of 
cases. 
Here we work on a specific fractal, the Sierpihski gasket V in RNpl 
( N  2 2), which is typical of the more general class of post-critically finite 
fractals [ 111. We will establish the existence of non-trivial solutions to (1. l), 
(1.2) on V. In Section 2 we review the definition of Laplacian on V given 
by Kigami [lo]. To do this we define an energy form leading to a Hilbert 
space H ; ( V )  of functions of finite energy. Due to the geometry of the 
Sierpihski gasket, there is a Sobolev-like inequality on V, see (2.5), which 
plays a central role in our analysis. In Section 3 we show that (1.1)-(1.2) 
possesses non-trivial solutions for certain f by employing the mountain 
pass theorem. In Section 4 we use the saddle point theorem to demon- 
strate non-trivial solutions for a different class of f .  It is interesting to note 
that we do not need a growth restriction on f ( x ,  t )  in t ,  unlike in the 
classical existence theory of non-trivial solutions to (1.1) for domains in 
, N 2 4, see [8, 191. Also, our condition on f ( x , t )  near t = 0 is 
considerably weaker than in the classical case. This work is motivated by 
the classical results and methods of [l,  191, but there are considerable 
differences stemming from the strong Sobolev inequality that holds in this 
fractal situation. 
Falconer [6] obtained existence results in the special case where a( x) = 0 
but for more general fractal domains. 
[ w N -  1 
2. PRELIMINARIES 
We review the definition of the Sierpihski gasket V in RNp ( N  2 2) 
and then introduce the energy form W(u)  for u :  V + R. From the energy 
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form W(u), we construct a Hilbert space Hd(V), leading to a striking 
embedding result (2.8), a consequence of the construction of the Sierpihski 
gasket. 
( N  2 2). 
For N 2 2, let p 1 , p 2 , .  . . , p N  E RN-  satisfy Ipi -pjl = 1 for i Z j .  De- 
fine 
We first recall the definition of the Sierpihski gasket in RN-  
e(x) = +(x -pi) + p i ,  
F,(x)  = FwloFw20  ... OF,_, 
i = 1,2  , . . . ,  N ,  
for each word w = w1w2 ... w, E {1,2, .  . . , N}" and define the mth ap- 
proximation to the Sierpihski gasket by 
V, = u FW ( I  P 1 9 P2 9 . . . 9 P N } )  9
w t { l ,  2 , .  . . , N ) m  
for m 2 0. The Sierpihki gasket V is defined as the closure of V ,  in 
, where V,  = U,, , V,, [4, 5, lo]. The set V, = { p l ,  p 2 , .  . . , p N }  is 
called the boundary of V. 
R N -  1 
For all u :  V,  + R, we define 
for m 2 0, see [13]. For all u :  V,  + R, the energy W(u)  is defined as 
W ( u )  = lim W,(u) (2.2) 
r r i w  
(possibly W(u)  = +m). The following lemma justifies this definition of 
For all u :  V ,  + R, W,(u) defined by (2.1) is nondecreasing 
in m 2 0. 
Pro05 This can be easily checked by induction and looking for the 
minimum of a quadratic function, see [9] for the proof in the case of 
W(u>. 
LEMMA 2.3. 
N = 3 .  I 
We also need the following 
LEMMA 2.4 (Sobolev-type Inequality). For all u:  V ,  + R, 
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where 
Pro05 This again may be established by generalizing the case N = 3, 
see [7]. I 
The estimate (2.5) allows all u :  V,  + R of finite energy to have a 
continuous extension to V. We will see that (2.5) plays a crucial role in our 
analysis. 
Let C ( V )  be the space of continuous functions on V and C,(V) = {ul 
u E C ( V )  and uly, = O}. We define 
which is endowed with the norm 
llull = Jw(u). 
Setting 
it is easy to see using Cauchy’s inequality that 
W ( u , u )  = lim Wm(u,u) 
r r i w  
exists and is finite if u ,  u E Hd(V). One can verify that H;(V)  with the 
inner product W ( , ) is a real Hilbert space, see [9]. 
Remark 2.7. From (2.5) and Ascoli-Arzkla theorem [22], we have that 
the embedding 
is compact. Moreover, by (2.5), for all u E H;(V),  
see also Fukushima and Shima [7]. 
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We now define Laplacian on the Sierpihski gasket V. Let H - ' ( V )  be 
the closure of L2(V)  with respect to the pre-norm 
llull-1 = sup l (u,g>l ,  
gtH,'(V) 
llgIl= 1 
where 
for u E L2(V)  and g E H;(V),  and p denotes the restriction to V of 
normalized e -d imens iona l  Hausdorff measure on V, so that p ( V )  = 1. 
Then H - ' ( V )  is a Hilbert space. Let W ( u , u )  be the inner product of 
u ,  u E H;(V).  Then the relation 
- W ( u , u )  = ( A u , ~ )  foral lu  E H ~ ( V ) ,  (2.10) 
uniquely defines a function A u  E H - ' ( V )  for all u E Hd(V); we term A 
the (weak)  Laplacian on V, see 1131. 
We say u E H,l(V) is a weak solution to (1.1)-(1.2) if 
W ( u , u )  - / a ( x ) u u d p + J f ( x , u ) u d p = O  fora l lu  E H ~ ( V ) .  
V V 
(2.11) 
While we mainly work with the weak Laplacian, there is also a directly 
defined version. We say that A,u is the standard Laplacian of u if A,u: 
V + R is continuous and 
where 
( f L u ) ( x )  = c M Y )  -G>) 
Y E  Vm 
ly-xl=Z-m 
for x E V,, see [ll]. We say that u E C,(V) is a strong solution of 
(1.1)-(1.2) if A,u(x) exists and is continuous for all x E V\V,, and 
A,u(x)  = f ( x , u ( x ) )  - a ( x ) u ( x )  forall x E V\V,. 
The existence of the standard Laplacian of a function u E Hd(V) implies 
the existence of the weak Laplacian A u  defined by (2.10). We state a 
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partial converse; see Strichartz [20] and Strichartz and Usher [21] for 
variations on this. 
Assume that u E H ; ( V )  and A u  is continuous in PROPOSITION 2.12. 
V\V,. Then 
Au( x) = A,u( x), x E V\V,. (2.13) 
We set A u ( x )  = cp(x), x E V\V,. Since cp(x) is continuous in Pro05 
V \ V,, the following linear problem 
A,w = cp, x E V\V,, 
wlv, = 0 
(2.14) 
has a unique solution w ( x ) ,  which belongs to Hd(V), see [ll,  Theorem 
6.91. Therefore, 
W(w,u) = - / A , w v d p  f o r a l l u E H d ( V )  (2.15) 
V 
see [ll,  Lemma 6.81. From (2.10) and (2.15), we have 
~ ( u - w , ~ )  = O f o r a l l u E H d ( V )  
giving u = w on V ,  and (2.13) follows immediately from (2.14). 
Proposition 2.12 gives rise to regularity of weak solutions to (1.1)-(1.2) 
for continuous functions a ( x )  and f ( x ,  t ) .  
LEMMA 2.16 (Regularity). Assume that u E Hd(V> is a weak solution to 
(1.1)-(1.2) with a ( x )  E C ( V )  and f ( x ,  t )  E C(V X R). Then u is a strong 
solution to (1.1)-(1.2). 
Since a E C ( V ) ,  f E C(V X R), and u E H;(V),  the functions 
a ( x ) u ( x )  and f ( x ,  u(x)) are continuous on V ,  and so belong to Hpl (V) .  
As H i ( V )  is dense in Hpl (V) ,  it follows from (2.10) and (2.11) that 
I 
Pro05 
A u  = f ( x , u )  - a ( x ) u  in H p l ( V ) ,  
so A u  is continuous on V, giving that A u  = A,u in V\V, by Proposition 
Lemma 2.16, together with the existence theorems for weak solutions of 
(1.1)-(1.2) (see Theorems 3.5, 3.18 and 4.2 below), implies that for suitable 
continuous functions a and f the solutions are also strong solutions. 
Let E be a real Banach space. Recall that a functional I :  E + R is 
Frichet differentiable at u E E if there exists a continuous linear map I ' (u ) :  
2.12. I 
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I I (u  + v )  - I ( u )  - I ’ ( u ) v I  
lim = 0. 
l l ~ l I + O  llull 
The mapping I ‘ (u)  is termed the Frichet derivative of I at u. We say 
u E E is a criticalpoint of a functional I if I’(u) = 0. A real number c is 
said to be a critical value of I if the set { u  E ElI (u)  = c and I ’ (u)  = O} is 
non-empty. Let C1(E,R) denote the set of functionals that are Frkchet 
differentiable with continuous Frkchet derivatives on E.  
We now define I :  H i ( V )  + R by 
I ( u )  = $ W ( u , u )  - iJ a ( x ) u ’ d p  + J F ( x , u )  d p ,  (2.17) 
V V 
where 
F ( x , u )  = J u f ( x , t )  dt .  (2.18) 
0 
PROPOSITION 2.19 (Variational Principle). Suppose we have f ( x ,  t )  E 
C ( V X  R,R) and lvla(x)l d p  < 00. Then the functional I given by (2.17) 
belongs to C1(Hi (V>,  R). Moreover, 
I ’ ( u ) v  = W ( U , V )  - a ( x ) u v d p  + J f ( X , u ) U d p ,  E H i ( V )  
JV V 
(2.20) 
for eachpoint u E Hd(V). Inparticular, u is a weaksolution of (1.1)-(1.2) if 
and only i f I ’ (u)  = 0. 
Pro05 For u E H i ( V ) ,  let 
J (  u )  = J F ( x ,  u )  d p .  
V 
We must show that 
J ’ ( u ) v  = J / ( x , u ) v d p ,  E H ~ ( V ) ,  
(2.21) 
(2.22) 
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for each u E H i ( V ) .  For u ,  v E Hd(V), by (2.9), 
J ( u  + v )  - 
where 0 I 8 I 1. Since f ( x ,  t )  is continuous on V X R, it follows that 
and thus J ( u )  has a Frkchet derivative given by (2.22) at each point 
u E H i ( V ) .  From (2.22) and (2.9), it is easy to see that J’(u)  is continuous 
on H , ~ ( v )  since f ( x ,  t )  E C(V x R, R). 
Similarly, one can easily show that the functional ~ / , a ( x ) u 2  d p  E 
C 1 ( H i ( V ) ,  R) provided that /vla(x)l d p  < 00, and its Frkchet derivative is 
the second term in the right side in (2.20). It is clear that the functional 
iW(u,  u )  E C 1 ( H i ( V ) ,  R) and its Frkchet derivative is given by W(u,  v). 
The last remark follows from (2.11). 
The above argument shows that I E C 1 ( H i ( V ) ,  R) pro- 
vided that f is continuous and a is integrable. No growth conditions are 
required on the nonlinear function f .  
A useful technical assumption-the Palais-Smale condition-repeat- 
edly occurs in critical point theory. For I E C 1 ( E ,  R), we say I satisfies the 
Palais-Smale condition (henceforth denoted by (PS)) if 
(PS) every sequence {u,} c E for which I(u,) is bounded and I’(u,) + 
0 as n + 00 possesses a convergent subsequence. 
We will see below that (PS) can also be obtained for I without recourse to 
growth conditions of f ( x , t )  in t .  This is very different from classical 
domains in R N p l ,  where If(x,t) l  is required to grow slower than ItlS, 
I 
Remark 2.23. 
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1 < s < H, if N 2 4 and slower than exp(t2) if N = 3, so that Sobolev’s 
embedding theorem can be applied. See [l,  8, 18, 191. 
The following proposition simplifies checking of the condition (PSI. 
PROPOSITION 2.24. Let I be given by (2.17). If the sequence {u,} is 
bounded in H; (V)  and I’(u,) + 0,  then {u,} is a Cauchy sequence in H i ( V )  
and so has a convergent subsequence. 
If {u,} is bounded in H;(V),  by (2.8) there exist a subsequence, 
which we denote by {u,} for the remainder of this proof, and a function 
u E C,(V) such that u, + u in C,(V) as n + 00. From (2.20) and (2.9), it 
follows that 
Pro05 
since I’(u,) + 0 and using the Lebesgue dominated convergence theorem. 
I 
3. EXISTENCE THEOREMS USING THE MOUNTAIN 
PASS THEOREM 
We recall the mountain pass theorem, see [l, 191. Let E be a real 
Banach space and write Bp for the closed ball with radius p in E and 
dBP = { u  E El llull = p}  for the boundary of Bp. 
PROPOSITION 3.1 (Mountain Pass Theorem). Let E be a real Banach 
space and I E C 1 ( E ,  R) satis& (PSI. Suppose that I (0)  = 0 and 
( I , )  there are positive constants p and a such that I ldB, 2 a ,  and 
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( I , )  there exists e E E\B, such that I ( e )  I 0. 
Then I possesses a critical point c 2 a ,  which can be characterized as 
c = inf max I ( u ) ,  
u t g ( [ O , l I )  
where 
r =  {gEC([O, l ] ,E ) lg (O)  = O a n d g ( l )  = e } .  
I 
We now impose conditions ( f , )  and ( f , )  on f and (a , )  on a that ensure 
that (1.1)-(1.2) has a non-trivial solution. To apply Proposition 3.1 to I 
given by (2.17), we assume that f E C(V X R) satisfies 
( f , )  there are positive constants M, and p such that 
MO b ( M , )  = max I f ( x , t ) l  I 
ItlSM, 
X t  v 2(  p + 1)(2N + 3), ’ 
( f , )  there are constants v > 2 and r 2 0 such that for It1 2 r ,  
tf( x, t )  I ”F( x, t )  < 0 ,  
where F is given by (2.18), and a E L1(V) satisfies 
(a , )  either a ( x )  I 0 for all x E V or lvla(x)l d p  < 1/(2N + 3)’. 
Remarks 3.2. (i) If 
f ( x 9 t )  
lim ~ = 0 uniformlyin x E V ,  
t + o l  t I (3.3) 
then ( f , )  is satisfied. However ( f , )  does not imply (3.3). For instance, if 
f ( x ,  t )  = sin t for It1 I 4(2N + 3)’, and M, = 4(2N + 3)’ and p = 1, 
then ( f , )  is satisfied since b(M,) = 1, but (3.3) is not true. Condition (3.3) 
is a usual assumption on f near zero in the classical setting for regular 
domains, see [l,  191. 
(ii) Integrating the inequality of ( f , )  shows that there exist positive 
constants b, ,  b ,  such that 
F ( x , t )  I -b,ltl” + b ,  (3.4) 
(iii) Let f ( x , t )  = - t l t lSp l ,  s > 1. Then it is easy to see that f ( x , t )  
satisfies ( f , )  and (f,). This is the canonical example of a function f 
satisfying these conditions. We shall see that such an f ( x ,  t )  also satisfies 
forall x E Vand t E R. 
( fJ  and ( f 4 >  below. 
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THEOREM 3.5. I f f  satisfies ( f , )  and ( f , )  and a satisfies (a , ) ,  then 
(1.1)-(1.2) possesses a non-trivial weak solution. Moreover, i f a  is continuous, 
then this solution is also a strong solution. 
The proof follows the pattern of the classical case, see [l, 191. 
Let E = H i ( V )  and let I be defined by (2.17). From Proposition 2.19, 
I E C 1 ( E ,  R); the weak solution of (1.1) will be obtained as a critical point 
of I using Proposition 3.1. By ( a , )  and (2.9), it follows that 
Pro05 
1 / 2  
llull = W ( u , u )  - V a ( x ) i c ? d p )  i 
is an equivalent norm to Jw(u) on H i ( V ) ,  a notation we adopt for the 
remainder of the proof. Thus in (2.17) 
I (  U )  = ~ 1 1 ~ 1 1 ~  + J F (  x, u )  d p .  (3.7) 
V 
We first verify that I satisfies ( I , ) .  Taking M, as in ( f , ) ,  (2.18) gives, using 
(2.91, 
I F ( x , t ) l  I / ' " ' I f ( x , t ) l d t  I M , b ( M , ) .  
0 
Therefore, for u E E with llull = p = M0/(2N + 31, (3.7) and ( f , )  give 
1 
2 
I ( u )  2 - p 2  -M,b (M, )  
1 M,2 - M,2 
2 ( 2 N  + 3), 2 -  2( p + 1) (2N + 3), 
and so ( I , )  holds with p = M0/(2N + 3) and ctl = & .M,2/2(2N + 3)'. 
To verify ( I , ) ,  note that by (3.4), 
J ( u )  = J F (  x, U )  d p  I -b,J lulV d p  + b,  (3.9) 
V V 
for all u E E.  Choosing u E E with llull = 1 and setting N ,  = j v l u l V d p  
> 0, 
I ( s u )  = isz + J F ( x , s u )  d p  
V 
I 4s' - b,N,s" + b,  
+ --oo, a s s  + 00, 
since v > 2; thus ( I , )  holds. 
(3.10) 
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It remains to verify that I satisfies (PS). Suppose that II(u,)l I b and 
I '(u,) + 0. We have for sufficiently large n ,  using (3.7), 
By (f2), the third term in (3.11) is non-negative while the second term is 
bounded by a constant independent of n. Since - d > 0, (3.11) implies 
that {u,} is bounded in Hi(V) .  Therefore, by Proposition 2.24, I satisfies 
Finally, note that I (0)  = 0, so by Proposition 3.1 that there is a critical 
point u with I ( u )  2 ctl > 0. Therefore, u is a non-trivial weak solution of 
(1.1) by Proposition 2.19. Lemma 2.16 then gives the strong solutions as 
stated. I 
Note that (2.9) plays a crucial role in the proof of Theorem 3.5 whereas 
the Sobolev embedding theorems are employed in the classical case, see [ 1, 
8, 191. 
Next we consider (1.1)-(1.2) when a ( x )  is non-negative and large (for 
instance, not satisfying (a,)). We now suppose that a E L1(V) is bounded, 
that is, there is a constant M 2 0 such that 
(PSI. 
(a,) 0 I a ( x )  I M ,  x E V. 
We shall show that (1.1)-(1.2) has a non-trivial solution if p is large in a 
sense involving the first eigenvalue of A greater than 1. 
From [9], we know that if a ( x )  2 0 with 0 < j v a ( x )  d p  < 00, then the 
eigenvalue problem 
A u  + ha( x)u = 0, 
ulv, = 0 
(3.12) 
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possesses a sequence of eigenvalues {A,} with 
0 < A, I A, I ... I A, I ... , A, + 00 as n + 00, (3.13) 
and the corresponding eigenfunctions { p,} form an orthogonal basis of the 
Hilbert space H i ( V ) .  
Let u E H,~(v) .  We may write u as 
cc 
u = c cr,p, a, E R , n  2 1. (3.14) 
n= 1 
If A, > 1, we have 
and so 
W( u ,  u )  - / v a ( x ) u z  d p  2 1 - 1 
(3.15) 
- W ( u , u ) .  
A, l i  
Thus (W(u, u )  - / ,a(x)u2 dp)''' can again be taken as a norm on H i ( V ) .  
Hence if f satisfies ( f , )  and ( f , )  and a is non-negative and integrable on 
V ,  and A, > 1, one can use Proposition 3.1 to establish the existence result 
for a weak solution to (1.1) as in Theorem 3.5. However, if A, I 1, ( I , )  no 
longer holds and the following variant of the mountain pass theorem is 
needed to allow a weaker version of ( I , ) .  
Let E be a real Banach space with E = El @ E,, 
where El is finite dimensional. Suppose I E C 1 ( E ,  R) satisfies (PS), and 
( I ;  there are positive constants p and ctl such that I I d ~ ,  E ,  2 ctl , and 
( I , )  there is an e E dB, n E ,  and R > p such that i fQ  = (BR n E l )  
@ {re1 0 < r < R}, then IIdQ I 0 ,  where d Q  is the boundary of Q relative to 
El  @ spade}. 
Then Ipossesses a critical value c 2 ctl which can be characterized as 
PROPOSITION 3.16. 
c = inf max I ( h ( u ) ) ,  
h t r  u t Q  
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where 
r = {h  E C ( e ,  E) lh  = id on d Q } .  
Pro05 See [19]. I 
Remark 3.17. Suppose IIEl I 0 and there is an e E dB, n E ,  and an 
R > p such that I ( u )  I 0 for u E E l  @ span{e} and llull 2 R. Then for 
large R ,  the set Q as defined in ( I 3 )  satisfies 11, I 0, see [19]. 
Let A,+, be the smallest eigenvalue of (3.12) that is 
greater than 1. Suppose that a satisfies ( a , ) ,  and f E C(V X R) satisfies ( f , )  
and ( f , )  with p > l/(A,+, - 1) and 
THEOREM 3.18. 
( f 3 )  t f b ,  t )  I 0 for all t E R. 
Then (1.1)-(1.2) possesses a non-trivial weak solution. Moreover, if a is 
continuous, then this solution is also a strong solution. 
Pro05 Let A, be the smallest eigenvalue of (3.12). If A, > 1, Theorem 
3.18 follows from the above remarks. Thus we suppose A, I 1 in what 
follows. We will show that I defined by (2.17) satisfies the assumptions of 
Proposition 3.16. Clearly I E C 1 ( E ,  R) by Proposition 2.19. Set El  = 
span{ p,, p,, . . . , p,} and E ,  = E: . For u E E ,  we get, as in (3.15), 
while by ( f , ) :  
M,2 
2( p + 1)(2N + 3), JvF( x, u )  d p  2 - M o b ( M o )  2 - 
Therefore, for each u E E ,  with dw(u)= llull = M0/(2N + 31, using 
(2.17) and that p > l/(A,+, - l), 
M,2 - M,2 I ( u )  2 - 1 - - . 
2 [ A p l i  1 ( 2 N  + 3)’ 2( p + 1) (2N + 3)’ 
1 
1 - - - -  
> 0. 
Hence I satisfies ( I ; ) .  To verify ( I3 ) ,  we first show that IIEl I 0. For 
u E E l ,  we may write u = C,P= , cfk  (Pk ,  ( c f k  E R), and since A, < 1, 
By ( f 3 ) ,  F(x, t )  I 0 for all x E V and t E R, so IIEl I 0.
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Next we assume without loss of generality that I I  pjll = 1 for 1 I j I p + 
1. Let e = pP+, and u = c$=+:ctlk’pk E E,  @ span{eS with Jw(u) = IIUII = 
1. For s E R, (2.17) and (3.4) give 
1 1 
2 2 v  V 
I ( s u )  = -~~11u11~ - -sZJ a ( x ) u 2  d p  + J F (  X ,  SU) d p  
(3.19) 
where b,  is a positive constant independent of u and s, since lc t lP+, l  I 1
and 
uniformly for ctl E RP+ with I ctll = 1. Therefore, I ( u )  I 0 for u E El @ 
spade} with llull large enough. Then I satisfies ( I , )  by Remark 3.17. 
It remains to check that I satisfies (PS). By Proposition 2.24, it suffices 
to show that if II(u,)l I b and I’(u,) + 0 then {u,} is bounded in H;(V). 
Choose y E (i, 3). Then for n large, by (f,), (2.17), (2.20), (3.4) and (a,), 
b + rllu,ll 2 I (  u,) - rI’( u , ) ~ ,  
= (4 - y)llu,1I2 - ( 3  - Y ) /  a ( ~ ) u i  d p  
V 
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(3.20) 
where b, is a constant independent of n. Using Holder's and Young's 
inequalities, we have 
(3.21) 
for all E > 0, where ~ I ( E )  is a constant depending only on E and v ,  but 
independent of n. Choosing E so small that b l ( y  - 1) 2 (i -  ME, it 
follows from (3.20)-(3.21) that 
and thus {u,} is bounded in Hd(V).  The stated result follows from 
Propositions 2.19 and 3.16 and Lemma 2.16. I 
It is interesting to establish the existence of multiple solutions of 
(1.1)-(1.2). An approach using genus theory was presented in [9]. Here we 
use another version of the mountain pass theorem, see [l, 191. 
Let E be a real Banach space and let I E C 1 ( E ,  R) be 
even (that is, I ( - u )  = I ( u )  for all u E E ) ,  satisfL (PS), and with I(0)  = 0. 
Suppose E = El  @ E,, where El  is finite dimensional and I satisfies 
( I ; )  there are positive constants p and ctl such that I I dB, E ,  2 ctl , and 
( I ; )  for each finite-dimensional subspace E" c E ,  there is an Ml = 
PROPOSITION 3.22. 
M,(E") such that I I 0 on E"\BMI. 
Then Ipossesses an unbounded sequence of critical values. 
We next assume that f E C(V X R) satisfies 
( f , )  f ( x ,  t )  is odd in t .  
THEOREM 3.23. Suppose that f satisfies ( f l ) ,  ( f,), and ( f,) and a satisfies 
(a,). Then (1.1)-(1.2) possesses an unbounded sequence of weak solutions in 
Hd(V).  If a is continuous, then these solutions are strong solutions. 
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Pro05 With E = Hd(V) as usual, and 
I ( u )  = ~ W ( U , U )  - i J ~ ( ~ ) u ‘ d p + J F ( x , ~ ) d p ,  
Proposition 2.19 shows that I ( u )  E C 1 ( E ,  R), and I(0) = 0. As in the proof 
of Theorem 3.18, I ( u )  satisfies (PS), and ( f 4 )  implies I is even. The 
estimates of (3.19) show that I satisfies ( I ; ) .  To verify ( I ; ) ,  let {pj}y be a 
sequence of eigenfunctions of (3.12), let El  = span{ pl,. . . , pk} where k is 
so large that 1 - l /hk  - &> &, and set E ,  = E: . 
V V 
For u E E ,  with llull = M0/(2N + 31, we have 
P M,2 
4( P + 1) ( 2 N  + 3), 2 
giving ( I ; )  where p = M0/(2N + 3) and ctl = & .M;/(2N + 3)’. 
Thus Proposition 3.22 implies that I possesses an unbounded sequence of 
critical values ck = I (uk ) ,  where uk is a weak solution of (1.1). Since 
I ’ ( U k ) U k  = 0, 
and it follows that 
c k  = Jv(F(  X ,  U k )  - if(., U k ) U k )  d p  + 0°, 
as k + 00. Therefore, by (2.8) and (2.9) {uk}  is unbounded in Hi(V) .  As 
before this leads to the solutions specified. 
Remark 3.24. Note that the above existence theorems for non-trivial 
solutions to (1.1)-(1.2) do not depend on the Euclidean dimension N - 1 
of the space RNp in which the Sierpihski gasket V lies. This is consider- 
ably different from the classical case, where non-trivial solutions on an 
open subset of RNp need not exist if N 2 4 by Pohozaev’s argument [16]. 
I 
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4. EXISTENCE THEOREMS USING THE SADDLE 
POINT THEOREM 
All the existence theorems above assume the condition (f,). However, 
if, for example, f ( x ,  t )  is constant for large Itl, the condition ( f , )  is 
violated, even though (1.1)-(1.2) would be expected to have a non-trivial 
solution. The saddle point theorem copes with this case. 
Let E = E l  @ E ,  be a real 
Banach space with El  # (0) andfinite dimensional. Suppose that I E C 1 ( E ,  R) 
satisfies (PS), and 
( I 4 )  there is constant ctl and a bounded neighborhood N of 0 in El  
( I 5 )  there is a constant y > ctl such that IIE, 2 y .  
PROPOSITION 4.1 (Saddle Point Theorem). 
such that I I dN I ctl, and 
Then Ipossesses a critical value c 2 y which can be characterized as 
c = inf max I ( h ( u ) ) ,  
h t T  u t N  
where 
r = {h  E C ( N ,  E ) l h  = id on aN}. 
Pro05 
In (1.1)-(1.2) we now assume that f E C(V X R) satisfies 
The proof of Proposition 4.1 is given in [18, 191. I 
( f 5 )  f ( x ,  t )  is bounded in V X R, that is, there is a constant M ,  such 
that 
I f ( x , t ) l  IM, f o r a l l ( x , t )  E v x  R, 
and 
and a E L1(V) satisfies 
( f 6 )  
( a , )  
~ ( x ,  5) = /if(., t )  dt + --oo, as 151 + -oo uniformly for x E V ,  
a (x )  2 0 ,  0 < j V a ( x ) d p  < 00. 
THEOREM 4.2. Assume that f E C(V X R) satisfies ( f 5 )  and ( f 6 )  and a 
satisfies (a , ) .  Then (1.1)-(1.2) possesses a non-trivial solution. Moreover, if a 
is continuous, then this solution is also a strong solution. 
Pro05 Let 
I ( u )  = + W ( U , U )  - + J ~ ( x ) u ~ d p + J F ( x , u ) d p  
V V 
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( F ( x ,  u0 + up) - F ( x ,  u ' ) )  d p  
lJv 
for all u E E = H i ( V ) .  Clearly I E C 1 ( E ,  R). It follows from ( a 3 )  that 
(3.12) has a sequence of eigenvalues { Aj}y in increasing order with corre- 
sponding normalized eigenfunctions { pj}y with 1 1  pjll = 1 for all j .  Let p be 
the integer such that A, I 1 < A, + 1. We assume the most awkward case 
when A, = 1 < A, + 1. If there is no such integer p ,  then the argument may 
be simplified by omitting the introduction of Eo.  
Let El  = span{p,, . . . , p,}, E ,  = E: , and so E = El CB E,. We will 
show I satisfies ( I 4 ) ,  ( I 5 )  and (PS) so that Theorem 4.2 follows from 
Proposition 4.1. 
For u E E,, we write u = Cy=,+ ajp j ,  and 
I ( 2 N  + S)M,llupll, (4.4) 
W ( u , u )  - J a ( x ) u Z d p >  
V 
Therefore, for u E E,, 
Thus I is bounded below on E ,  and so ( I 5 )  holds. 
Next if u = Cf=,ajpj E E l ,  then u = uo + u p ,  where uo E E o  = 
span{pjlAj = l }  and u p  E Ep = span{ pjlAj < l}. Thus 
+ J ( F (  x, uo + u p )  - F(x, u o ) )  d p .  (4.3) 
V 
and thus (4.3) gives 
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= 
where b, > 0, unless E -  is empty in which case llu-ll = 0. We claim that 
W(ut  + u; + u,', u,') - J a ( x ) ( u :  + u; + u,')u,' d p  
V 
J v F ( x ,  u o )  d p  + -m, (4.6) 
as lluoll + -oo uniformly for uo E Eo.  Indeed, let uo E E o  and write uo = tp  
where p E E o  with llpll = 1. Since p(x) $ 0 on I/, there exists a subset 
U = U(p) of I/ with p ( U )  > 0 such that F(x, t p )  + --oo on U by (f,) as 
t + -oo for all x E I/. From ( f 5 )  and (f,), we see that 
7 = IsupF(x,  S) l  < 00, 
X t  v 5s 
and so 
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in virtue of ( f 5 )  and (2.9), where b,  is a constant independent of n,  and 
thus {u,’} is bounded in H i ( V ) .  In a similar way, {u,} is bounded in 
H i ( V ) .  Next we show that { u t }  is also bounded in Hd(V). Observe that 
Since {u : }  is bounded in H i ( V ) ,  it follows from (4.4) that there is a 
positive constant b, independent of n such that 
and thus by (4.6) and ( f 6 ) ,  {u : }  is also bounded in Hd(V). Thus (PS) is 
satisfied, so the results follow from Propositions 4.1, 2.19, and Lemma 2.16. 
I 
5. DISCUSSION 
There is no doubt that the methods and results of this paper are valid 
for a much larger class of fractal domain. The crucial property that we use 
is the Sobolev-type inequality (2.5), and this is valid for many of the 
fractals on which the Laplacian has been constructed. In particular, (2.5) 
holds for a suitable exponent cr for all post-critically finite constructions, 
see Kigami [ lo ,  111. More generally, Mosco [14, 151 has introduced a 
framework for the Laplacian, based on Dirichlet forms and the notion of 
“variational fractals.” For definitions of the Laplacian which fall within 
this framework, inequality (2.5), and the consequent results on non-trivial 
solutions of (1.1)-(1.2), will hold provided that the intrinsic dimension d ,  of 
the construction satisfies d ,  < 2. (The intrinsic dimension is equal to the 
spectral dimension which gives the asymptotic distribution of the eigenval- 
ues of the Laplacian.) However, if d ,  > 2 the situation is rather differ- 
ent: no inequality of the form (2.5) is available, but nevertheless, the 
1 1 .  11~d,/(d,-~)-norrn of functions on V is controlled by W(u)’/’, see [6, 14, 
151. As in [6], this would lead to non-trivial solutions of (1.1)-(1.2) provided 
f satisfies a much more stringent growth condition than ( f 2 ) .  
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