An extension of Carlson's theorem for entire functions of exponential type  by Brück, Rainer
JOURNAL OF MATHEMATICAL ANALYSIS ANU APPLICATIONS 147. 372-374 i 1990) 
An Extension of Carlson’s Theorem 
for Entire Functions of Exponential Type 
RAINER BRCJCK 
Marhematisches Instirut, Justus-LiebiR-Uniorrsitiil Giessen, 
Arndlstrasse 2, D-6300 Giessen, Federal Republic of German? 
Submirted by R. P. Boas 
Received April 6, 1988 
Let f be an entire function of exponential type less than rc. Carlson’s 
theorem [ 1, 9.2.1) states that f(z) E 0 if f(n) = 0 for all positive integers n. 
Boas and Trembinska [2] recently proved that the conclusion of Carlson’s 
theorem remains true provided that C If(n)1 converges (where the sum 
ranges over all integers n), Ref(n) =0 for all integers n, and 
Re f( -n + i) = Im f(n + i) = 0 for all positive integers n. 
In this note we shall prove a generalization of this result that is valid 
under weaker assumptions on f, and our proof is much simpler. In the 
following let GI be always a real number satisfying exp(2ima) # - 1 for all 
positive integers m. 
THEOREM 1. Let f = u + iu be an entire function of exponential type less 
than z and u(n) = u(ne’“) = 0 for all positive integers n. Then f(z) = 0. 
Proof: We consider the functions 
g(z) :=f(z)+f@) and h(z) := f(ze’“) - f(ze’“). 
Clearly, g and h are entire and of exponential type less than rr, and for 
real x 
g(x) = 24x) and h(x) = 2iu(xe’“). 
Consequently, g(n) = h(n) = 0 for all positive integers n, and by Carlson’s 
theorem g(z) E h(z) = 0. Therefore we have the equations 
f(z) = -f(T) 
and 
,f(ze’“) = f(zei”). 
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Replacing z by zeia in (1) we obtain in common with (2) 
f(ze’“) = -f(zC’“), 
or 
f(ze2’“) + f(z) = 0. 
Now let f(z) = C,“=, a,~“. Then we get by (3) 
(3) 
f. a,[eZima + l] zm = 0. (4) 
We remark that up to the present all equations hold for an arbitrary real 
a. By the assumptions on tx we conclude from (4) that all u, must be zero, 
and thus f(z) = 0. 
Remark. If exp(2imcr) = -1 for some positive integer m, then 
Theorem 1 is false as the example f(z) = iz” shows. Furthermore we can 
characterize all counterexamples. In order to do that let m be the smallest 
such positive integer. By (1) and (2) we conclude that f(x) is purely 
imaginary andf(xe’“) is real, and thus by (4) f must be of the form 
f(z)=i 1 bkZ(2k+‘)m, 
k=O 
where all b, are real. All these functions f satisfy U(X) = u(xe”) E 0. 
By our method we can also prove extensions of two other well known 
theorems [l, 10.2.11 and 3.1.51. 
THEOREM 2. Let f = u + iv be an entire function of zero exponential type, 
and for some nonnegative real number p and all integers n let 
lu(n)/ = O(lnlP) and \v(ne’“)l = O(lnlP), as InI + 00. Then f is a polynomial 
of degree not exceeding p. In particular, if /u(n)1 = o( Inl) and Iv(ne’“)l = 
o(lnl), us InI + co, then f is constant. 
Proof: Considering again the entire functions g and h in the proof of 
Theorem 1, that are now of zero exponential type, we obtain Ig(n)j = 
WlnlP) and Ih( = WlnlP), as Inl -+ co. Then [l, 10.2.111 g and h are 
polynomials of degree not exceeding p, and by our method we conclude 
f(ze2’“)+ f(z)= g(2)--=: P(z), 
where P is a polynomial of degree not exceeding p. Hence 
‘f a,[e2’“” + l] zm = P(z) = ‘$ b,,,z”‘, 
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and by the assumptions on SI we have a,,, = 0 for all m > p which gives the 
assertion. 
THEOREM 3. Let f’= u + iv be an entire function of minimal type with 
respect to the order 4, and for some nonnegative real number p and all 
positive integers n let la(n)1 = O(nP) and lv(ne”)l = O(nP), as n + CO. Then 
f is a polynomial of degree not exceeding p. In particular, if [u(n)1 = o(n) and 
Iv(ne”)( = o(n), as n + co, thenf is constant. 
The proof of Theorem 3 is just the same as that of Theorem 2 if we prove 
that an entire function F of minimal type with respect to the order i 
reduces to a polynomial of degree not exceeding p if IF(n)/ = O(nP), as 
n + co. But this can be easily deduced from Theorem 3.1.5 in [l] by con- 
sidering the entire function G(z) := [F(z) - P(z)]/zcpl + ‘, where P denotes 
the sum of the Maclaurin expansion of F up to terms of order [p], and an 
application of Cartwright’s theorem for a half plane [ 1, 10.2.11. 
REFERENCES 
1. R. P. BOAS, JR., “Entire Functions,” Academic Press, New York, 1954. 
2. R. P. BOAS AND A. M. TREMBINSKA, An extension of Carlson’s theorem for analytic 
functions, J. Math. Anal. Appl. 129 (1988), 131-133. 
