Mammalian gene expression is tightly controlled through the interplay between the RNA and protein life cycles. Although studies of individual genes have shown that regulation of each of these processes is important for correct protein expression, the quantitative contribution of each step to changes in protein expression levels remains largely unknown and much debated. Many studies have attempted to address this question in the context of steady-state protein levels, and comparing steady-state RNA and protein abundances has indicated a considerable discrepancy between RNA and protein levels. In contrast, only a few studies have attempted to shed light on how changes in each of these processes determine differential protein expression-either relative (ratios) or absolute (differences)-during dynamic responses,
and only one recent report has attempted to quantitate each process. Understanding these contributions to a dynamic response on a systems scale is essential both for deciphering how cells deploy regulatory processes to accomplish physiological changes and for discovering key molecular regulators controlling each process.
RATIONALE:
We developed an integrated experimental and computational strategy to quantitatively assess how protein levels are maintained in the context of a dynamic response and applied it to the model response of mouse immune bone marrowderived dendritic cells (DCs) to stimulation with lipopolysaccharide (LPS). We used a modified pulsed-SILAC (stable isotope labeling with amino acids in cell culture) approach to track newly synthesized and previously labeled proteins over the first 12 hours of the response. In addition, we independently measured replicate RNA-sequencing profiles under the same conditions. We devised a computational strategy to infer per-mRNA translation rates and protein degradation rates at each time point from the temporal transcriptional profiles and pulsed-SILAC proteomics data. This allowed us to build a genome-scale quantitative model of the temporal dynamics of differential protein expression in DCs responding to LPS.
RESULTS:
We found that before stimulation, mRNA levels contribute to overall protein expression levels more than double the combined contribution of protein translation and degradation rates. Upon LPS stimulation, changes in mRNA abundance play an even more dominant role in dynamic changes in protein levels, especially in immune response genes. Nevertheless, several protein modulesespecially the preexisting proteome of proteins performing basic cellular functions-are predominantly regulated in stimulated cells at the level of protein translation or degradation, accounting for over half of the absolute change in protein molecules in the cell. In particular, despite the repression of their transcripts, the level of many proteins in the translational machinery is up-regulated upon LPS stimulation because of significantly increased translation rates, and elevated protein degradation of mitochondrial proteins plays a central role in remodeling cellular energy metabolism.
CONCLUSIONS:
Our results support a model in which the induction of novel cellular functions is primarily driven through transcriptional changes, whereas regulation of protein production or degradation updates the levels of preexisting functions as required for an activated state. Our approach for building quantitative genome-scale models of the temporal dynamics of protein expression is broadly applicable to other dynamic systems. † Aviv Regev 1, 8, 9 || Protein expression is regulated by the production and degradation of messenger RNAs (mRNAs) and proteins, but their specific relationships remain unknown. We combine measurements of protein production and degradation and mRNA dynamics so as to build a quantitative genomic model of the differential regulation of gene expression in lipopolysaccharide-stimulated mouse dendritic cells. Changes in mRNA abundance play a dominant role in determining most dynamic fold changes in protein levels. Conversely, the preexisting proteome of proteins performing basic cellular functions is remodeled primarily through changes in protein production or degradation, accounting for more than half of the absolute change in protein molecules in the cell. Thus, the proteome is regulated by transcriptional induction for newly activated cellular functions and by protein life-cycle changes for remodeling of preexisting functions.
M ammalian gene expression is tightly controlled through the interplay between the RNA and protein life cycles (Fig. 1A) . Although studies of individual genes have shown the importance of regulating each of these processes for correct protein expression (1) (2) (3) (4) , the quantitative contribution of each process to changes in protein expression levels (Fig.  1A) remains largely unknown and much debated (5, 6) . Many studies have attempted to address this question in the context of steady-state protein levels (5, (7) (8) (9) (10) (11) (12) (13) , and comparing steady-state mRNA and protein abundances has indicated a considerable discrepancy between mRNA and protein levels (5, (7) (8) (9) (10) (11) (12) (13) . Furthermore, protein expression is more conserved across species than is mRNA expression (11, 14, 15) , both suggesting a substantial contribution of the protein life cycle. A recent study using metabolic pulse labeling of proteins and mRNA in an asynchronously proliferating mammalian cell line (16) concluded that gene-to-gene differences in protein synthesis rates contributed most to final protein levels (~55%), followed by mRNA abundance (40%), whereas degradation of mRNA and protein played only minor roles. However, reanalysis of this data challenged some of these conclusions, arguing that the contribution of mRNA levels could be as high as 84% and that of protein synthesis as low as 8% (6) .
In contrast, only a few studies (5, 12, (17) (18) (19) (20) have attempted to shed light on how changes in each of these processes determine differential protein expression-either relative (ratios) or absolute (differences)-during dynamic responses, and only one recent report (20) has attempted to quantitate each process. However, none of these has comprehensively accounted for experimental measurement errors, nor have they deconvolved interdependencies of the data. Understanding these contributions to a dynamic response on a systems scale is essential both for deciphering how cells deploy regulatory processes to accomplish physiological changes and for discovering key molecular regulators controlling each process.
Results

A pulsed-SILAC strategy to measure protein dynamics
We assessed how protein levels are maintained in the context of the model response of mouse immune bone marrow-derived dendritic cells (DCs) (21) to stimulation with lipopolysaccharide (LPS) (22) (23) (24) (25) (26) . This is a compelling system because DCs are mostly postmitotic, and LPS synchronizes them (27) and causes dramatic regulatory changes from the expression of thousands of transcripts (22, 24, 25) to protein phosphorylation (26) . To monitor protein production and degradation during a dynamic response, we used a modified pulsed-SILAC (stable isotope labeling with amino acids in cell culture) approach (Fig. 1B) (28, 29) to track newly synthesized and previously labeled proteins over time. We cultured DCs for 9 days in medium-heavy-labeled (M) SILAC medium then substituted the M SILAC medium with heavylabeled (H) SILAC medium and immediately stimulated them with LPS or medium (MOCK). Newly synthesized proteins were thus labeled with heavy (H) amino acids, serving as a proxy for protein synthesis, whereas proteins with mediumheavy (M) amino acids decayed over time, reflecting cellular half lives. For normalization, we spiked in a reference sample, extracted from a mix of unstimulated and stimulated DCs grown in light (L) SILAC media. We collected biological replicate samples at 10 time points over 12 hours (0, 0.5, 1, 2, 3, 4, 5, 6, 9, and 12 hours) after LPS or mock stimulation. We quantified 6079 proteins by means of liquid chromatography-tandem mass spectrometry (LC-MS/MS) in at least one sample and 2288 proteins in all samples (time points, conditions, and replicates) ( Fig. 2A and table S1 ). We independently measured replicate RNA-sequencing (RNA-Seq) profiles under the same conditions ( Fig. 2A and (Fig. 1B and fig. S1 ) (29). We defined a model that describes the relevant processes and associated rates (such as translation rate and protein degradation rate) and then fitted the parameters (such as rates) in the model with our mRNA and protein data. Specifically, we used an ordinary differential equations model describing, for each gene i, the changes in M i (t) and Hi(t) [dM i (t)/dt and dH i (t)/dt, respectively] as a function of (i) a production term, governed by mRNA abundance R i (t) and a per-mRNA molecule translation rate constant, T i (t); and (ii) a degradation term, modeled as an exponential decay function, governed by a protein degradation rate constant, D i (t). Both terms are also affected by g(t), the global M SILAC label recycling rate (figs. S1 and S2) (29). All rate constants are dynamic, and the mRNA levels, per-mRNA translation rate constant, and protein degradation rate constant are also gene-specific. We modeled the change over time in the permRNA translation rate constant [T i (t)] and in the degradation rate constant ([D i (t)] as linear functions. This assumption reduces the number of free parameters, thus providing robustness while retaining the capacity to detect the effect of sustained changes, even if these changes do not manifest linearly in vivo (as in the case of step functions).
We fitted the different parameters in the model ( fig. S1 ) with the RNA-Seq and MS data (29) using an empirical Bayes strategy (29), which prevents overfitting of noisy MS data by sharing information across genes. In this approach, our most differential and reliable parameter estimates correspond to the well-quantified genes (29), whereas proteins with less reliable measurements are not associated with reliable changes. This ensures a low rate of false positives (calling a change where none exists) but may result in false negatives and, hence, in some underestimation of the contribution of protein synthesis and degradation.
Fitting the parameters for 3147 genes that passed our filtering criteria (29), separately for each of our replicates (Fig. 2B, fig. S3 , and table S3), we found good reproducibility of the LPS/ MOCK ratios of key fitted values (Fig. 2B and  fig. S4 ) and of the relative differences in permRNA translation rates [for example, fig. S5B ). The robustness of these results was further supported by (i) the fair correlation of our translation and protein degradation rate estimates in resting cells (table S3 and mRNA levels contribute the most to protein expression levels before stimulation
To determine the relative contribution of each step to steady-state protein levels in unstimulated, postmitotic DCs, we first estimated absolute protein levels from four additional MS data sets in resting DCs (0 hours) that rely on distinct peptides (29): two biological replicate samples, which were each digested in two technical replicates with LysN and AspN, respectively, rather than by trypsin, which was used for the pulsed SILAC samples (29).
Next, we assessed the contribution of each regulatory step to gene-to-gene differences in overall protein levels by comparing (with Spearmancorrected coefficients of determination) (29) the independently measured absolute protein levels to steady-state protein levels predicted by our model when setting one or more of the three regulatory steps (mRNA level, per-mRNA translation rate constant, or protein degradation rate constant) to its per-gene inferred value (at time 0 hours) and setting the remaining steps to their pan-genome median value (29). By sequentially adding to the model further per-gene values rather than pan-genome medians (such as mRNA level, translation rate, and last, degradation rate) and assessing the corresponding change in the correlation measure, we can assign additive regulatory contributions to the three steps (29). Because these three steps are not statistically independent from each other and may interact in a nonlinear manner, we explored every possible ordering of consideration.
Considering all three variables together, we account for nearly 79% of the variance of the independently measured protein levels (figs. S10 and S11A) (29). Of these 79%, mRNA levels explained 59 to 68%, per-mRNA translation rates 18 to 26%, and protein degradation rates 8 to 22% (Fig. 3A and fig. S11A ) (29). We believe the unexplained variance is due to systematic errors in the measurements and modeling that could not be accounted for. In addition, we have separately estimated the variance in translation rates in the same cells under identical conditions using ribosome profiling to measure TE values [above and (29) A "standard, " light (L) SILAC labeled sample is spiked in.The resulting measurements ("Data") include M/L and H/L ratios (proxies for protein degradation/removal and production, respectively), as well as RNA-Seq data at each time point.These are used to fit the parameters of an ordinary differential equation model ("Analysis"), where R(t) = modeled mRNA change over time; T(t) and D(t) = per-mRNA translation and protein degradation rate constants over time, respectively; γ(t) = recycling ("impurity") rate; and H(t) and M(t) = modeled change in heavy (H/L) and medium (M/L) channels, respectively.The result ("Model") are the estimated per-mRNA translation and degradation rates over time. Details are provided in the text and (29).
SCIENCE sciencemag.org 6 TE values instead of our pulsed-SILAC derived translation rates, we estimate a comparable contribution of protein synthesis (Fig. 3B and fig. S10 ). Thus, in postmitotic DCs, mRNA levels are contributing more to protein-to-protein variation in total protein levels than is the protein life cycle (synthesis and degradation rates combined).
mRNA abundance dynamics dominate protein changes after stimulation
Next, we determined the contribution of each regulatory step to protein fold changes at 12 hours. We used the model fit from a given replicate to predict the protein fold change at 12 hours, when using either MOCK-estimated parameters or one or more LPS-estimated parameters for mRNA level, translation rate, and degradation rate.
We then compared these predictions to the fitted fold changes from the other replicate. Starting with all parameters set to MOCK-estimated rates, we sequentially used LPS-estimated parameters for mRNA, translation rate, and degradation rate (in every possible order) and thus assessed the contribution of each step as the increase in the Spearman-corrected coefficients of determination (29).
We found that mRNA levels explain~87 to 92%, per-mRNA translation rates~4 to 7%, and protein degradation rates~3 to 6% of protein fold changes after 12 hours (Fig. 3C and fig.  S11B) Fold changes in induced immune response proteins (29) were particularly dominated by mRNA level changes (Figs. 2B and 3E and table  S6 ). For example, transient up-regulation of the mRNA encoding the negative immune regulator Trafd1 (Fig. 3F) (34) is the main cause of a strong increase in its protein. In Trafd1 and hundreds of other genes, a transient, strong, spiked change in mRNA, combined with a time-constant protein half-life much longer than the 12-hour time course, result in a monotonous increase in protein levels, so that global protein fold changes at 12 hours after LPS correlate best to mRNA changes at 5 hours (fig. S13) . Only a handful of proteins [for example, Tnfaip2 (26, 35, 36) ] show peaked, transient protein expression within our time scale; all have very high basal degradation rates, which typically do not increase further. Last, a few key regulators of DCs and the LPS response [such as CCAAT/enhancer-binding protein b (Cebpb), a pioneer transcription factor whose mRNA is already very highly expressed prestimulation, and Rela] (Fig. 3F ) are considerably dynamically regulated at the protein level, so that increased protein degradation rates (Rela) and/or increased per-mRNA translation rates (Rela and Cebpb) are main drivers for protein change. These changes cannot be observed solely from total protein and transcript levels, but the corresponding rate changes are readily apparent (Fig. 3F) .
Although our global model incorporates the data of only 3147 genes, several lines of evidence suggest that this did not bias our global conclusions. First, although the 3147 modeled genes are somewhat enriched for higher expressed genes ( fig. S14 ), we do model a substantial number of lowly expressed mRNAs ( fig. S14) . Second, computationally correcting for this bias by recalculating the contributions of mRNA, per-mRNA translation, and protein degradation rates while proportionally up-weighting the impact of underrepresented expression bins (29) does not affect our conclusions ( fig. S15) . Third, the correlation between our protein translation at baseline (t = 0 hours), as estimated with pulsed-SILAC data or TE values, is comparable when considering only the lowest expressed 25% (Pearson r~0.52), the highest expressed 25% (r~0.58), or all modeled proteins (r~0.5) (fig. S16, A and B) . Last, there is no significant difference in the distribution of TE values in the (underrepresented) lowly expressed mRNA bins between those proteins we detect (in the 3147 proteins) versus those we could not include in our model (P = 0.069, t test) (fig.  S16C) ; thus, it is unlikely that the lowly expressed genes that we could not model have different regulatory modes.
Protein life-cycle changes primarily affect proteins performing basic cellular functions
Although mRNA fold changes contributed most to relative changes in protein expression (ratios of LPS to MOCK-simulated protein levels), protein synthesis and degradation rates do change significantly for 357 proteins (~11% of consistently detected proteins) (tables S7 and S8) (29) and in particular for proteins performing essential cellular functions ("housekeeping proteins") (Figs. 2B and 3E and table S6), including cytoskeletal, metabolic, ribosomal (Fig. 4A) , and mitochondrial proteins (Fig. 4B ). Because these are among the most abundant in the cell (13, 16, 37, 38) , we reasoned that although mRNA changes may dominate the relative (fold) changes in protein levels after LPS stimulation, changes in the protein life cycle could contribute substantially more to differences in absolute cellular protein abundance than to relative changes. For example, consider two genes: Gene 1 is induced 10-fold from 10,000 to 100,000 proteins (a substantial change in relative protein abundance), whereas gene 2 is induced 1.2-fold from 1,000,000 to 1,200,000 proteins (a substantial change in absolute protein abundance). We asked whether relative and absolute changes are associated with different regulatory mechanisms. Indeed, we found that changes in translation and degradation rates together explain more of absolute protein changes than do changes in mRNA levels (mRNA,~32 to 43% of the fit value; per-mRNA translation rates,~22 to 41%; protein degradation rates,~19 to 36%) ( Fig.   3D and fig. S11C ). Thus, posttranscriptional regulation contributes substantially more to absolute protein level changes than to relative protein level changes.
An increase in degradation rates of mitochondrial proteins is associated with mitophagy
Upon LPS stimulation, a substantial decrease in the level of mitochondrial proteins is associated with increased degradation rates, although these proteins are among the most stable in unstimulated DCs (Figs. 2B, 3E, and 4B and table S6 ). This increase in protein degradation is accompanied by a significant decrease (P < 10 −10 , Wilcoxon rank sum test) ( Fig. 3E and table S6 ) in mRNA levels and in per-mRNA translation rates (P < 10
, Wilcoxon rank sum test) ( Fig. 3E and  table S6 ), suggesting decreased production of new mitochondrial proteins and increased destruction of old ones. Both structural mitochondrial proteins and enzymes in key mitochondrial metabolic pathways have increased degradation. The increased degradation of key enzymes-such as Sucla2, Aldh2, and Aco2-is consistent with a SCIENCE sciencemag.org reported shift in LPS-stimulated DCs from oxidative phosphorylation and oxygen consumption to glycolysis, glucose consumption, and lactate production (39) (40) (41) (42) . The increased loss of structural proteins and enzymes in the mitochondria may be due to either a targeted metabolic shift in carbon and energy metabolism through a reduction of a specific subset of the mitochondrial proteome or a more global loss of entire mitochondria through mitophagy. To experimentally distinguish between the two hypotheses, we measured the mitochondrialto-nuclear DNA ratio in unstimulated DCs and at 12 hours and 24 hours after LPS stimulation (the latter time point was chosen to account for any delay in complete mitochondrial DNA degradation) (Fig. 4C) . There was no significant change in the ratio of mitochondrial-to-nuclear DNA at 12 hours after LPS stimulation, but there was a significant (~25%; P = 0.016, t test) reduction at 24 hours after stimulation (Fig. 4C) . Indeed, analyzing pulsed SILAC data collected at 24 hours after LPS and mock stimulation, we saw a decrease in the M/L ratios (a proxy for increased degradation) of~80% of annotated mitochondrial proteins in LPS versus MOCK samples (Fig. 4D ) and in nearly all mitochondrial proteins with a higher mitochondrial localization prediction score [from MitoCarta (43)-over 95% of the 156 proteins with a score >20 of the 472 measured mitochondrial proteins] (fig. S17 ). These results suggest that mitophagy is a driver of LPS-induced mitochondrial protein degradation in DCs, which is consistent with previous observations of mitophagy in virus-or bacteria-infected DCs (44) and might also contribute to epitope presentation, as previously proposed (45) .
Discussion
We determined the contribution of changes in mRNA levels, protein synthesis, and protein degradation rates during a dynamic response and found that changes in mRNA levels dominate relative fold changes. When considering also absolute changes in protein molecules (abundance), our data suggest a model in which the cellular proteome is dynamically regulated through two strategies.
In the first strategy, mRNA regulation acts primarily to ensure that specific functions-here, immune response proteins-are only expressed when needed and thus explains most of the foldchange differences in protein levels, contributing to LPS-induced protein fold changes at least 8 times as much as the combined protein life cycle within the 12-hour time scale of our measurements. It is possible that protein life-cycle changes are important to turn over key regulatory and signaling proteins at later phases of the response. Although our study does not directly address which steps in mRNA regulation account for this, our related work on the RNA life cycle during the first 3 hours in LPS-stimulated DCs suggests that transcriptional changes may in turn dominate differential mRNA expression, whereas dynamic changes in RNA processing or degradation affect only a minority of genes, albeit with important function (46) . Furthermore, in contrast to previous reports in which degradation rates contributed only marginally (16, 20) , but consistent with Li et al. (6) , we see that within the protein life cycle, changes in protein degradation rates play an equal role to changes in per-mRNA translation rates. Although some of this is due to turnover from increased secretion of some proteins (figs. S9C and S18), excluding the secretome (33) from our analysis did not strongly alter this global trend (fig. S18) . Last, although mRNA changes dominate changes in protein levels, it may be difficult to discern this relationship in the absence of a model-driven analysis. Thus, whereas mRNA induction is readily reflected in protein level induction ( fig. S19 and table S9 In the second strategy, regulation at the protein level primarily readjusts the preexisting proteome, especially "housekeeping" proteins, in order to meet the requirements of a new cellular state, such as change in shape or metabolism. Thus, when we consider the contribution of a change in each rate to the change in the number of proteins (rather than the relative fold change), the contribution of changes in the protein life cycle is substantially increased (Fig. 3D) . We find similar patterns of contributions when we use the Spearman rank correlation rather than Pearson correlation ( fig. S20 ) (29), suggesting that our conclusions are robust to outliers with particularly strong changes.
The extent to which this two-part strategy applies in other dynamic settings remains to be determined. Recent studies comparing protein and translation rate differences between different states (for example, differentiated versus nondifferentiated cells or between different yeast strains) suggested that translation rate differences affect differential protein expression only modestly (20, (47) (48) (49) (50) (51) but do affect some highly expressed proteins, including ribosomal proteins (49, 50) , which are also translationally regulated in our system.
Our analysis of unstimulated (resting) postmitotic DCs refines and extends previous models of protein level regulation in steady state. In our cells, nearly two thirds of the gene-to-gene variation in total protein levels is explained by regulation of mRNA levels-a higher contribution than previously reported in dividing mammalian cells (16) , possibly because of the regulatory mechanisms active in primary postmitotic, homeostatic resting cells. For example, the increased role we observed for protein degradation, in contrast to prior studies (16, 20) , may be needed by postmitotic cells that cannot simply renew their protein pool through division-coupled passive dilution. Furthermore, our analysis corrected for RNA-Seq expression reproducibility, intralibrary protein expression reproducibility, and library-dependent protein expression biases ( fig. S21) (29) , all of which are essential to avoid inadvertent attribution of measurement errors to modeled translation and protein degradation rates. Indeed, whereas from raw data mRNA explains 27% of the gene-to-gene variation in protein levels at baseline (t = 0), using modeled expression values it explains 42%, and once correcting for data reproducibility (29), it explains 52%. This compares well with a recent study (6) that found that mRNA levels explain at least 56% of the differences in protein abundance [when estimating the variances of errors with control measurements (16) ] and possibly as much as~84% [using TE values to estimate the systematic error in translation rates in (16) ]. Each of these strategies highlights the importance of determining and correcting for stochastic and systematic errors in the data. Even with our conservative estimates, the protein life cycle is estimated to contribute, at minimum, about a third of the final steady-state protein expression level. Because protein expression levels span around 4 to 5 orders of magnitude (13, 16, 37, 38) , differences between genes in the protein life cycle can easily cause a 10-to 100-fold change in protein expression.
Our experimental and analytical design should be broadly applicable to study similar events in diverse dynamical cell systems. Our analytical model distinguishes per-mRNA translation and protein degradation rates that were confounded in previous, model-free analyses of raw H/L and M/L ratios from dynamic pulsed-SILAC data (20) because of, for example, the contribution of mRNA and protein degradation to the H/L signal and of recycled labeled amino acids to the M/L signal (29). Our empirical Bayes strategy also handles noise in proteomics data in a principled and conservative way. Nevertheless, we make some simplifying assumptions in our model (such as linear changes in per-mRNA translation rates and degradation rates) that may be refined in the future [for example, with sigmoidal functions (22, 52, 53) ], allowing us to estimate additional valuable parameters (such as time point of rate change). This would require finer-resolution data, such as from ribosome profiling (49, 54, 55) , puromycinassociated nascent chain proteomics (56) , or the combination of pulsed-SILAC labeling with pulselabeling by using the methionine analog azidohomoalanine (33, 57) . Such enhanced methods will provide a framework to study the contributions of the protein life cycle in diverse dynamic systems and help identify new key regulators of these responses. Data 
