In this paper, an approach for the implementation of a qualitybased Web search engine is proposed. Quality retrieval is introduced and an overview on previous efforts to implement such a service is given. Machine learning approaches are identified as the most promising methods to determine the quality of Web pages. Features for the most appropriate characterization of Web pages are determined. A quality model is developed based on human judgments. This model is integrated into a meta search engine which assesses the quality of all results at run time. The evaluation results show that quality based ranking does lead to better results concerning the perceived quality of Web pages presented in the result set. The quality models are exploited to identify potentially important features and characteristics for the quality of Web pages.
INTRODUCTION
The low quality of pages on the Web has often been lamented. Useless or heavily biased content, spam and unsatisfactory usability among the reasons most often mentioned in the literature for bad Web page quality. Search services need to account for that fact in order to serve users with high quality pages. Many information needs might be solved with several Web pages which contain similar content. The user would prefer these pages out of all these relevant resources which are of superior quality. However, these pages are hard to distinguish by standard information retrieval technology and representation methods which rely on content.
Low quality and spam are some of the most serious challenges for any Web search engine. Search engines and research reacted with a heuristic approach to approximating quality [21] by assessing the links pointing to a page. Link analysis became the most prominent solution discussed for the quality problem [5] .
Nevertheless, link analysis has many drawbacks. It is obvious, that "there is still ample room for improvement" [22] . One promising approach is the use of additional information within as well as across pages [22] .
In recent years, several prototypical systems based on alternative approaches for the automatic quality assessment of Web pages have been developed and evaluated. Automatic quality assessment based on the features of a Web page has led to significant research. Promising results have been achieved with systems learning from previous human judgments and correlating them to the features of Web pages. However, most prototypes developed fail to address all challenges involved in quality information retrieval for the Web. This paper describes the development and evaluation of a quality based search system based on human judgments. The system is called AQUAINT (Automatic Quality Assessment for Internet Resources). The evaluation takes the quality aspect as well as the subjectivity of the search engines users into account.
The remainder of the paper is organized as follows. The next section discusses related work and shows the shortcomings of previous approaches. Section 3 shows, how the quality search engines has been developed. Section 4 presents evaluation results and discusses how the challenges of quality information retrieval are taken into consideration. Section 5 gives an analysis of the developed quality models and shows which features of Web pages were particularly relevant for quality. A resume and an outlook close the paper.
RELATED WORK
Many definitions for the quality of information products have been discussed in the literature. The user interface and the content are inseparable on the Web and as a consequence, their evaluation cannot always be separated easily. As a consequence, content and interface are usually considered to form two aspects of quality and they are jointly assessed for Web pages. A helpful quality definition in this context is provided by Huang et al. [23] . It is shown in table 1. Many researchers in the area of automatic quality assessment agree that an objective notion of quality cannot be found. Nevertheless, quality can be treated as independent of relevance.
Relevance describes the situational value of a page in a search setting. Quality describes aspects of pages independent of any current information need.
It is not well understood how humans assess the overall quality of Web pages. However, experiments show that layout and design aspects are very important for human quality and also trust decisions [7, 19, 34] . Consequently, AQUAINT relies heavily on the detection and analysis of design aspects in order to distinguish high quality from low quality pages.
The assignment of quality to Web pages does not seem to be universally constant. Design and content features which humans consider important for their quality decisions are culturally dependent. Lists of quality criteria from several countries proved to partially contain different criteria and to assign different importance to the same criteria. An exemplary survey in Peru and Germany revealed great differences as well [15] .
Link Analysis
Link analysis is the approach most often discussed for automatic quality assessment in information retrieval [16] . Some search engines claim that they implement link analysis in their ranking algorithm [5, 9] . Link analysis applies well known measures from bibliometrics to the Web. The number of references to a scientific paper has been used as an indicator for its quality. For the Web, the number of links to a Web page has been exploited as the main indicator for the quality of that page [14] .
The most popular algorithm is PageRank. The basic assumption of PageRank and similar approaches is that the number of in-or back-links of a Web page can be used as a measure for the popularity and consequently for the quality of a page [9] . PageRank assigns an authority value to each Web page which is primarily a function of its back links. Additionally, it assumes that links from pages with high authority should be weighed higher and should result in a higher authority for the receiving page. To account for the different values each page has to distribute, the algorithm is carried out iteratively until the result converges [27, 9] .
However, link analysis has several serious shortcomings. The assignment of links is a social process leading to remarkable global patterns. The number of in-links for Web pages follows a power law distribution [1, 17] . In such a distribution, the median value is much lower than the average. This means, that many pages have few in-links while few pages have an extremely high number of in-links. This finding indicates that Web page authors choose the Web sites they link to without a thorough quality evaluation. Much rather, they act according to economic principles and invest as little time as possible for their selection. As a consequence, authors as social actors in networks rely on the preferences of other actors [3] . Pages with a high in-link degree are more likely to receive further in-links than other pages [32] . Another reason for setting links is thematic similarity. A cocitation matrix between Web pages of different topics shows that most links are based on topical similarity [11] . Definitely, quality considerations are not the only reason for setting a link.
The quality or authority value derived from the link-structure needs to be aggregated with the retrieval ranking [38, 16] . The power law distribution of authority values makes the values of some pages very dominant while others have little influence.
The structural position of a page within a Web site also has a great influence on the number of in-links which a page receives. Homepages and other pages which can be found at a high hierarchical position are much more likely to have links pointing to them than pages deeper in the hierarchical structure of a Web site. This is surprising because most detailed information can be found on pages embedded deep in the site than at Homepages. An empirical study found that the likelyhood of a page receiving inlinks drops by approximately one order of magnitude [28] .
An evaluation study of university sites questions the assumption that quality is associated with high in-link counts. It was shown that the links from university sites do not even lead to pages with scientific material in most cases with which high quality would be associated in most cases. The links on university pages refer the user more often to link collections and subject specific resources [33] .
The popularity of link analysis and the assumptions about its role in serach engine rankings has led to great efforts by search engines optimization professionals. Many links are set only to gain influence on the ranking of certain pages. These so called link spamming efforts occur in a large scale and have a large effect as recent empirical work shows [18, 36] .
Some researchers have combined link analysis with log-file analysis. The objective of these approaches is to ground the quality evaluation on a broader knowledge base. Not only the pages often cited by Web page authors but also pages ofen visited should be regarded as being of high quality. However, it is not clear whether users really regard these pages as being of high quality or visit them due to other reasons. A so called Usage Aware PageRank assigns higher weights to pages frequently visited [31] . A similar system is dedicated to site search [37] . Logfile based approaches are limited to one site, because log-files are not widely available on the Web.
Page Design
Assessing the quality of individual Web pages is the aim of many approaches. One of the first automatic quality assessment systems originated in Web engineering and did HTML syntax checking. In an interesting study, six features of Web pages were manually derived and compared to usage data. The initial hypotheses was, that pages which follow popular Web design guidelines might attract more viewers than other pages. The judges looked for the dominant color, the presence of advertisement, logos, animations and frames and the frequency of links and graphics. Some of the features were better predictors for the high usage of the pages than others [11] . These results indicate that atomic features which can be extracted automatically may be useful for the quality assessment.
Site Design
In an early effort, the design of sites was analyzed quantitatively. The approach of Botafogo et al. evaluated the balance and structure of the hypergraph of a site were analyzed with newly developed graph based measures [6] . The degree of compactness of a hypergraph is measured as the degree to which pages are linked to each other. Another measure called stratum captures the degree of linearity of the site structure. This measure is low for fully hierarchically organized. However, site structure is merely one aspect of Web quality and seems to be sufficient for a quality search engine. The information scent analysis in the Bloodhound project uses link analysis to extract the link labels and compares the anchor text and its surroundings with the information on the linked page [13] . The system simulates log-files by automatically navigating through a site and determines the quality measure of the site as the average similarity between link text and the text on the following link. The integration with log-files shows the interaction focus of the approach. In the Bloodhound project, link analysis has been successfully combined with log-analysis. However, this approach is not applicable for a general system because it requires the access to log files.
Machine Learning Approaches
Three central approaches to Web quality assessment are presented in this section. In addition, an approach for determining the quality of a text is presented. The approach implemented by Zhu & Gauch explicitly integrates quality assessment into an information retrieval system. Six criteria for quality are extracted from Web pages: "currency, availability, information-to-noise ratio, authority, popularity, and cohesiveness" [39] . These criteria are used to influence the ranking of documents in retrieval. In retrieval experiments, it was shown that the average precision of the rankings including quality measures outperformed those which relied solely on traditional 1 E.g. http://www.webxact.com/ information retrieval measures in some cases. However, this evaluation does not take the quality of the results into account but only the relevance of the pages in the result list. An appropriate evaluation needs to investigate whether the average quality of the result list has increased. In order to do that, test users need to be asked to judge the results pages according to their subjective quality perception. The experiment was done on the basis of 20 sites. Amento et al. also stress the importance of a distinction between relevance and quality. An experiment involving some 1000 pages carried out by Amento et al. suggests, that the human perception of the quality of Web pages can be predicted equally well by four formal features. These four features include link analysis measures like the PageRank value and the total number of inlinks. However, simple features like the number of pages on a site and the number of graphics on a page also correlated highly with the human judgments [2] . The topics were selected from popular themes in Yahoo. In a first step, experts evaluated the resource and in a second step, these resources were graded by experts. The resulting ranked lists were compared to lists based on the formal features. Simple measures like the number of pages at a site and the number of graphics on a page correlated also with the human judgements [2] . The system was evaluated in a retrieval test, however, only the relevance of the pages in the result set was measured not their quality.
The system WebTango extracts more than 150 atomic and simple features from a Web page and tries to reveal statistical correlations to a set of sites rated as excellent [24] . The extracted features are based on the design, the structure and the HTML code of a page. WebTango includes the ratings of the Weblint syntax checking system [8] . The definition of the features is based on hypotheses on the effect of certain design elements on usability. As a consequence, the approach is restricted by the validity of these assumptions. The data was extracted form an internet design award for popular pages. Pages adjudged the award were considered to be high quality pages. The data set contained 5400 pages from 639 sites. A third fell into the categories good, average and poor. Classifiers could learn this assignment with an accuracy of 94% in the test set [24] . A different application domain is addressed by the Intelligent Essay Assessor which based on Latent Semantic Indexing (LSI) [20] . LSI is a reduction technique. In text analysis, usually each word is used for the semantic description of the text resulting in a large number of descriptive elements. LSI analyzes the dependencies between these dimensions and creates a reduced set of artificial semantic dimensions. The Intelligent Essay Assessor considers a set of essays graded by humans. For each essay, it calculates the similarity of the essay to the graded essays using text classification methods. The grade of the most similar cluster is then assigned to the essay. For 1200 essays, the system reached a correlation of 0.7 to the grades assigned by humans. The correlation between two humans was not higher than that [20] . The Intelligent Essay Grader could be modified for the Web and used to evaluate the text on pages. A similar system is even used in a real-world application to grade the essays of students who want to enter college. The text quality evaluation system reduced the human effort to grade the essays [30] . Such systems still need to be adapted to the domain texts on the Web. They would he language dependent.
Summary of Related Work
The most promising approaches for automatic quality assessment during Web information retrieval are based on machine learning. Automatic feature extraction by Web mining and a labeled set of pages need to be used as input for a learning algorithm. However, the prototypes developed so far have covered only small data seta and they have neglected some of the issues associated with quality search engines. Some use relevance judgments for evaluation [39] and others only compare the results of their systems to the training benchmark [2] . No system so far, has built a quality model based on human ratings and evaluated it in a user search setting with test users whose decisions were not involved in the quality model construction.
Several potential knowledge sources for quality decisions are available. Link analysis considers the perspective of Web page authors. This source is the one most widely used and its disadvantages have been discussed above. Another source are Web log-files which show which pages have been visited more often than others. Such approaches are limited to a small number of sites which are willing to provide the log-files. Moreover it is not clear whether users visited the page because of its high quality or whether they evaluated it negatively during their visit. We believe that explicit quality decisions are more reliable than implicit decisions as represented in link anaylsis and log-files. Many explicit decisions are available in quality controlled. internet directories where humans judge sites and pages and decide whether they are included in the directory.
A more comprehensive overview of the state of the art is given in [29] .
SEARCH ENGINE DEVELOPMENT
The quality search engine AQUAINT was developed in JAVA. The quality model is grounded in human decisions about the quality of Web pages derived from internet directories. The high quality pages are compared to random pages collected by querying search engines. The crawling of the pages from both sources and the analysis of the pages is carried out with a modified open source crawler 2 . The model which distinguishes between high and low quality pages is integrated into a search service. The overall process of the quality model development and its integration into a search service is shown in figure 1.
Quality Model Parameters
In order to classify the Web pages, several atomic parameters needed to be selected and automatically detected in the pages. Many of the features ultimately selected for AQUAINT were also used in other experiments [2, 24, 39] , others have been developed for the system presented. Most of the atomic features are determined by the graphic and visual design of the page, however, some also are based on the content of the page. This approach is justified because we focus on the subjective judgment of the individual user and the human judgment is highly correlated with the visual aspects of a page [19, 34] .
The 113 features used for the approach presented here, are extracted at runtime from the Web pages. This is done by creating a DOM of each page and traversing that DOM for features. For the model creation, the efficiency did matter much, however, in the search scenario several pages need to be downloaded and analyzed at run time. As a consequence, complex link analysis measures were not included because they require full knowledge Many features capture in some way the complexity of the page. The structural complexity is correlated, for example, to the number of DOM elements encountered.
Several features intend to measure the level of balance in a page with respect to several aspects. Balance is an important aspect in graphic design. Good design needs to find a tradeoff between a high level of structure and a high level of complexity. Structure is emphasized, for example, through symmetry. Highly symmetric pages appear well structured, however, too much symmetry or too simple forms of symmetry may lead to a lack of visual stimuli which might ultimately cause boredom. High visual complexity can be caused by a lack of symmetry or by many symmetry axis.
Other features capture in some way the graphic design of the page. These include the number of graphics on a page, the number of links to graphics, the relation between the number of graphics and the file size. Some of these features are motivated by the work in [24] , however, our approach has no pre-defined notion of the meaning of a specific feature. The effect of the feature on the quality model is purely defined through machine learning based on the examples. On the contrary, other approaches are based on rules for good Web design. However, the rules might not be appropriate under all circumstances and they may not be perceived by the users in the same way as it is intended by the experts. In addition, there are many different rules for supposedly good Web design.
The measures concerning mainly balance are motivated by the structural measures for Web sites. In particular, Botafogo has proposed a imbalance measure for site structures [6] .
The language features and especially the number of stopwords and file size and some relations calculated based on these atomic features try to capture the information to noise ratio of a Web page. These measures are motivated by the information to noise ratio proposed in [39] and extend it to language features.
The measures used in AQUAINT cannot account for all effects on Web pages. Animations with authoring tools requiring plugins cannot be analyzed with this approach. However, in such a dynamic environment like the Web, no system can cover all requirements. The AQUAINT approach puts its focus more on stability.
Data for Quality Model Development
In order to train a machine learning system to distinguish high from low quality pages, a data set of such pages is necessary. We gain data sets with high quality pages from quality reviewed Web directory sites. For the experiment conducted here, we extracted the pages for a general topic from a Web directory, in our case Yahoo. We decided to focus the quality search engine on the topic health. Web page quality for health is considered of great importance and even quality meta-data standards have been developed for health sites 3 .
Consequently, the Yahoo pages were extracted below the main health category. Also the random pages and the search topics for the user test were about health.
The guidelines of Yahoo state that the editors evaluate the quality of Web pages which are included in the directory. This sort of information work has been exploited in several studies e.g. for thematic text categorization [26] . In this study, we focus on mining the quality review aspect.
In order to gain pages of unknown quality which supposedly means low quality in most cases, we selected random pages. These pages are collected by extracting the main keywords occurring in the Yahoo sample on health and sending these to search engines. The pages returned by the search engines are considered as a sample of the low quality examples. Because their quality has not been manually assessed. They may certainly contain some high quality pages, but nevertheless, this methods leads to a data set with a clear distinction between assessed pages and random Web pages.
For the study presented here, the focus was on the distinction between the two classes. In another experiment, we included a third class of explicitely low quality pages. A list was provided by a commercial serach engine. The pages are manually identified as low quality due to several reasons (spam, illegal content, undesired content) and removed form the serach engine index. The results for classification are quite satisfying. They show that it is possible to learn to distinguish between the high and low quality pages as we have defined them.
For the information retrieval application AQUAINT, a quality ranking function was needed. As a consequence, we also trained some models for numerical prediction. The assignments to the two sets of pages was not interpreted as a class label but as the target value 1.0 or 0 for high and low quality pages respectively. The best results for numerical prediction are listed in table 3. The predicted values exhibit a high correlation to the original data. It can be stated that the numerical methods also lead to good results on this data set.
For the search engine application AQUAINT, one model based on linear regression was trained and selected based on the whole dataset. Linear regression was chosen because the model is small and prediction is very efficient while the effectiveness does not suffer much.
Prototypical Search Engine
The search service AQUAINT acts as a meta search engine. It receives a query, forwards it to a standard Web search engine which allows meta querying. The meta search engine approach was chosen because building a full scale search engine with crawler, index and query processing requires a prohibitive amount of resources for the evaluation of quality retrieval.
AQUAINT extracts the results of the base Web search engine and records the original ranking. In the next step, AQUAINT tries to download all pages in the results set. Pages are accessed and processed in parallel. After a pre-defined timeout, the process continues and some pages may be neglected.
Successfully downloaded pages are parsed and analyzed. The 113 features are extracted and form a page profile. The quality model constructed using different data is then used to calculate a quality value for each page. At this point, AQUAINT contains two rankings of the result pages, the original one and a quality ranking.
A fusion step integrates both rankings. The focus of the user experiment with AQUAINT was quality retrieval and not fusion. Therefore, only the following basic strategies were implemented: The search engine is implemented as a simple HTML page as user interface which calls a JAVA servlet. All other components are also implemented in JAVA. For the numerical prediction, JAVA classes from WEKA are called to load the quality model and evaluate the page profiles with the model. Figure 2 shows the AQUAINT search service form the perspective of the user.
USER EVALUATION
In order to evaluate the performance of the quality search engine, a user test was carried out. Most information retrieval systems are evaluated according to the Cranfield paradigm which is named after one of the first large evaluation experiments. The subjectivity of the individual user is ignored and the user is replaced by a prototypical and abstract user who is represented by domain experts. Systems do not need to be evaluated in action, but the domain experts in their role as jurors look at the documents found by the systems and grade them as relevant or non relevant or assign some intermediate form of partial relevance. Statistical performance measures are subsequently calculated in order to compare and contrast systems. Real relevance is thus replaced by an abstract form of relevance which is thought to be an objective measure [35] . This basic method is still applied at current, large scale information retrieval evaluation initiatives like TREC 5 or CLEF 6 .
However, it is not clear whether the Cranfield paradigm can be applied to the evaluation of quality information retrieval systems as discussed here as well. The observed quality of retrieved documents seems to be far more subjective then the notion of relevance. Due to the quality definition chosen, quality can hardly be objectively decided on by jurors. Much rather, it needs to be assessed by users in the context of their search. The results of our experiments confirm this assumption. This approach was also taken by other evaluation experiments where quality was investigated [2] .
Leaving the Cranfield paradigm also has some disadvantages. Test queries cannot be run solely once and jurors cannot objectively decide upon the quality of the systems. Much rather, several users need to interact with a system and search for documents for an information need. It can be expected that they retrieve partially different documents and judge the same documents differently according to relevance as well as to quality. This leads to a test with much less queries run than in a traditional retrieval experiment than, for example, at evaluation initiatives. However, this is the most adequate option to evaluate quality retrieval appropriately.
Test Setup
The retrieval test was setup as a user test. The 20 test users were University students who received a book gratuity for their participation.
The goal of the user test was to determine which ranking function provided the best results. The test subjects had no knowledge of the search engine used nor of the algorithms applied. Ranking functions were chosen randomly by the system for each search task. Not even the test administrators could know which function led to the result displayed. As a consequence, users were not biased against any specific ranking function. In some cases, the results were displayed in reverse order according to the quality values. Using this approach, a potential bias for pages listed at top positions of the result was balanced out. The AQUAINT (Automatic Quality Assessment for Internet Resources) system described in section 3 was used for this test. It retrieved a primary search result from three different basic Web search engines which allow meta-querying. The three different systems were randomly balanced throughout the experiment. All pages were rated by the quality model developed based on the Yahoo pages. As soon as a minimum of 15 pages had been successfully downloaded and rated, a randomly chosen ranking of these pages was presented to the user. The ranking was either the original one, a random one, based on the quality values or the reverse quality order. Since all quality values were logged and the ratings of the users were known, the effectiveness of the different ranking methods could be calculated and compared.
The test users were told to search for information needs stated briefly on a piece of paper. All information needs had to do with health, the topic of the crawl of Yahoo pages. Any quality model might be domain specific and consequently, the evaluation queries were restricted to the domain for which the quality model was developed.
A simple search engine interface was provided where subjects could type their queries and review a list of result pages. Subjects were instructed that they could open each page and evaluate it but that they should not navigate further. Each subject completed five search tasks.
The subjects were asked to assess as many pages as they wanted until they felt that the information need is answered. They were required to grade pages opened during the test according to both relevance and quality on a six-point scale with grade 1 being the best. This scheme corresponds to the German high-school grading system and was therefore well known to the subjects. The assessments were recorded by test administrators and the search results were logged by the system.
Results
Alltogether, 1747 pages have been displayed during the user test and the 20 test subjects opened and evaluated 404 of these pages. For each of the 95 queries, between two and nine pages were opened. The grades assigned for the five search tasks differed between 2.4 and 3.1 which is less than one grade. The average was 2.68 for quality and 2.68 for relevance. The standard deviation was larger for relevance grades than for quality grades (1.64 compared to 1.40). The difficulty of the tasks and the quality of the pages returned did not differ greatly.
As expected, users tended to open pages which are presented on top positions on the result list. However, there is only a very weak correlation between rank and quality grade assigned (0.28). The effect of this behavior on the evaluation has been aliviated randomly presenting some result lists in reverse quality order.
During the user tests, the utterances of the test subjects were recorded. Most comments were based on the design and the layout of the pages. Especially, clearly arranged items were praised. These user comments justifiy that design features formed the basis for the metrics developed for AQUAINT. The second large cluster of the comments was about the content. Worries about trust and on potential subjectivity of information were uttered.
Recording the ratings of the subjects for the pages displayed, the performance for each potential ranking could be calculated. Considering only the best grade, the test led to the results listed in table 4. It can be observed, that the random ranking performs worst in all categories. Considering only the top three documents, more documents were opened by the users for the quality ranking, however, more pages received the best rating for quality as well as for relevance. That may be due to obvious heuristics applied by search engines which tend to rank homepages in top ranks. No such heuristics were applied in the quality ranking. For the top five documents, the AQUAINT quality ranking is superior for opened and relevant pages, but not for quality pages. For the top ten documents, the quality ranking leads to the best results for all categories.
Considering a more relaxed rating and including the best two and three grades for relevance and quality, the test led to the results presented in table 5. The results in table 5 reveal again, that the quality ranking proved superior at ten result documents according both to the number of quality and relevance ratings. At five documents, the quality ranking proved superior for quality ratings when the quality condition is relaxed and the best two and the best three grades are considered. The results can also be calculated as the precision at the first n documents. Precision is traditionally used for information retrieval evaluation and gives the proportion of relevant (or in our case high quality) pages in the results list displayed.
Precision is a measure appropriate for quality retrieval. In traditional information retrieval evaluation, precision is complemented by the recall which measures the percentage of the relevant documents found. However, the number of high quality pages is unknown, very difficult to assess and also a subjective number. For many Web information needs, high precision is preferable over high recall anyway and therefore, often precision is the main measure for Web retrieval experiments. Consequently, only precision was used to evaluate AQUAINT. The positive effect of the quality retrieval is especially visible at ten documents and less clear at five documents. This may be due to the fact that search engines apply additional heuristics to increase the retrieval performance for the first hits. None of these heuristics was applied in AQUAINT. The main results are summarized in figure 4 and show that the quality based ranking outperforms other ranking methods used in the experiment. AQAINT improved the subjective perception of the quality of the pages within a result set of Web pages.
Several pages were presented several times during the test. All subjects were confronted with the same information needs and consequently the queries entered into the test search engine were often similar. However, although several pages were presented in the result set more than once, they were not always opened and judged by the test users. Nevertheless, more than 20 documents were judged at least four times and ten documents were judged at least five times. These ten documents were never rated equally be two users. Overall the difference in ratings for documents judged multiple times was approximately one grade. These findings confirm that quality is a subjective issue and evaluations need to be aware of that fact. This study confirms previous findings.
The experiments and the results are described in further detail in [29] .
QUALITY MODEL ANALYSIS
The quality models are applied within AQUAINT as black boxes. In addition, they may also serve as knowledge source for determining features important for quality. We chose three methods to select important features: correlation between individual features and quality, the weights of features in the linear regression model and the feature selection algorithm cfssubst which is included in WEKA. Cfssubst evaluates with several combinations of features in order to detect the most dominant ones. The success of the classifier is used as evaluation function in a best first search in the tree of potential combinations.
These three methods were applied both to the learning data and the set of pages evaluated in the user test. In the tables 7 and 8, the features which were considered as important by at least two methods as listed. It seems that most features selected are in some way normalized based on the length of the page. Surprisingly many language aspects are present in the set.
In order to determine the features which were especially relevant for quality decisions during the user test, another quality model needed to be developed by machine learning. The results for this classification task are shown in table 9. Some 900 pages were opened during the user test and 215 were evaluated positively (at least grade 2). Positively rated pages formed one class for the machine learning methods and the other pages formed the second class. The results for the pages based on the user experiment are much lower than the results for the data which was used during the quality model development (Yahoo-pages in contrast to random Web pages). One reason may be, that the user test does not provide sufficient training data for the machine learning algorithms for a classification task with over 100 features.
Again, the most important features were selected by three different methods. Only the two features in table 10 were selected by more than one method. Many of the features selected as important for quality decisions are language features. Less features than expected describe graphic and design aspects. As a consequence, future quality assessment systems should consider both languages related and design related features for their quality model development.
CONCLUSION AND FUTURE WORK
The automatic assessment of the quality of Web pages is a serious problem for Web search engines. Reliable quality definitions can only be developed empirically. The state of the art overview showed that more and more experimental systems are being developed and that systems based on machine learning are the most promising ones. These systems tend to include more and more features in order to reach a more reliable definition of quality whereas link analysis relies solely on one single parameter.
In this paper, we presented the quality search engine AQUAINT which applies a quality model developed offline at run time. Some 100 features of Web pages are extracted by a page profiler. They are mainly derived from the HTML code and try to capture design aspects. Several features are collected from the text of the pages. AQUAINT is a meta search service where all result pages are evaluated according to their quality and re-ranked accordingly.
The evaluation of AQUAINT is the first evaluation of a quality information retrieval system where the evaluation is focused on the quality aspect and where the evaluation is carried out in the live Web. Furthermore, the data for the model development and the evaluation are not identical. The results show that quality metrics can improve the user-percieved quality of the pages in a result list.
Nevertheless, further evaluation studies are necessary. The system presented here is limited to one topic area, health, and all users are from one national culture, Germany. Future studies need to explore the differences between the quality features in different topic areas and differences between the perception of members from several countires. According to previous research on quality criteria [15] , we expect that different quality metrics will prove best.
The metrics for AQAUINT need to be further refined during the process of generalization. Other application areas might require new features and many candidate features need to be testeed. The approach could also be refined by applying appropriate metrics to different areas of the pages like menu, header and content. Some systems can already identify these regions with considerable accuracy [12] .
The AQAUINT approach and the metrics developed so far are suited to measure the design of Web pages. These measures can be used for other applications as well. For example, it can be measured, how different the Web pages are across topics and countries. We propose a new area within Web Mining. In addition to Structure Mining, Content Mining and Usage Mining, Web Design Mining should be established. Design Mining can provide quantitative insights into the use of design elements, page design and the relationship between aesthetic design and page features. Knowledge gathered in this manner can be exploited to educate Web designers and to provide comparative data to support design decisions.
Web metrics can also be used in Web information retrieval. So far, mostly link analysis and link lablels are exploited. We intend to use metrics from AQUAINT for comparative Web information retrieval experiments with a controlled corpus [25] .
ACKNOWLEDGMENTS
This research was in part supported by a personal grant (MA 2411/3-1) from the German Research Foundation (Deutsche Forschungsgemeinschaft, DFG).
The author wishes to to thank Lycos Europe for providing a list of rated URLs and information about this valuable data.
