Two-stage stochastic programs with random right-hand side are considered. Optimal values and solution sets are regarded as mappings of the expected recourse functions and their perturbations, respectively. Conditions are identi ed implying that these mappings are directionally di erentiable and semidi erentiable on appropriate functional spaces. Explicit formulas for the derivatives are derived. Special attention is paid to the role of a Lipschitz condition for solution sets as well as of a quadratic growth condition of the objective function.
Introduction
Two-stage stochastic programming is concerned with problems that require a hereand-now decision on the basis of given probabilistic information on the random data without making further observations. The costs to be minimized consist of the direct costs of the here-and-now (or rst stage) decision as well as the costs generated by the need of taking a recourse (or second stage) decision in response to the random environment. Recourse costs are often formulated by means of expected values with respect to the probability distribution of the involved random data. In this way, two-stage models and their solutions depend on the underlying probability distribution. Since this distribution is often incompletely known in applied models, or it has to be approximated for computational purposes, the stability behaviour of stochastic programming models when changing the probability measure is important. This problem is studied in a number of papers. We only mention here the surveys 13 They are based on directional di erentiability properties of the underlying optimization problems with respect to the parameter that carries the randomness ( 17] , 32]) or the probability measure ( 31] ). These directional di erentiability results for values (in 32]) and solutions (in 17], 31]) lead to asymptotic results via the so-called delta-method. For a description of the delta-method we refer to Chapter 6 in 26], 32], to 33] for an up-to-date presentation and to 15] for a set-valued variant. These papers illuminate the importance of the Hadamard directional di erentiability (for single-valued functions) and of the semidi erentiability (for set-valued mappings) in the context of asymptotic statistics. The present paper aims at contributing to this line of di erential stability studies. The results in 17], 31] apply to fairly general stochastic optimization models, but impose conditions that are rather restrictive in our context. The present paper deals with special two-stage models and, using structural properties, avoids certain assumptions that complicate or even prevent the applicability of those general results to two-stage stochastic programs. Such assumptions are the (local) uniqueness of solutions and di erentiability properties of perturbed problems, which are indispensable in 17], 31]. Before discussing this in more detail, let us introduce the class of two-stage stochastic programs, we want to consider: minfg(x) + Q (Ax) : x 2 Cg; The assumptions (A1) and (A2) imply thatQ is nite, convex and polyhedral on IR s . Due to (A3) also Q is nite and convex on IR s (cf. 14], 36]). Observe that, in general, an expected recourse function Q may be nondi erentiable on a certain union of hyperplanes in IR s and that, indeed, di erentiability properties of Q depend on the degree of smoothness induced by the measure (cf. 14], 19], 35] , 36] and Remark 4.8). Another observation shows that the uniqueness of solutions to (1.1) is guaranteed only if the constraint set C picks just one element from the relevant level set of g( )+Q (A ). This set may be large since Q (A ) is constant on translates of the null space of the matrix A (see Example 1.1 in 25]). Proposition 2.1 below provides some more insight into the structure of the solution set to (1.1) and elucidates the role of the set-valued mapping (y) := argminfg(x) : x 2 C; Ax = yg in this respect. Note that assumption (A1) could be relaxed by introducting the set K = fy 2 IR s : Q (y) < +1g. Then (A2) and (A3) imply that K is a closed convex polyhedron and that Q is convex and continuous on K (cf. 36] ). Now (A1) can be replaced by the condition K A(C) (relatively complete recourse), and much of the work done in this paper carries over to this more general setting by using spaces of functions de ned on d(x; S t ) = 0g:
Both sets are closed and the lower set limit is contained in the upper limit. If both limits coincide, the family (S t ) t>0 is said to converge and its limit set is denoted by lim t!0+ S t . For sequences of sets (S n ) n2IN the de nitions of set limits are modi ed correspondingly. We also derive conditions implying that the limits de ning the directional derivatives exist uniformly with respect to directions v belonging to compact subsets of certain functional spaces. The limits are then called ( rst-or second-order) Hadamard directional derivatives and semiderivatives for set-valued maps, respectively. The corresponding directional derivatives are de ned on tangent cones to the cone of convex functions in certain functional spaces. For more information on concepts of directional di erentiability and multifunction di erentiability we refer to 5 Let us x some notations used throughout the paper. k k and h ; i denote the norm and scalar product, respectively, in some Euclidean space IR n ; B(x; r) denotes the open ball around x 2 IR n with radius r > 0; d(x; D) denotes the distance of x 2 IR n to the set D IR n ; for a real-valued function f on IR n , rf denotes its gradient in IR n and the (n; n)-matrix r 2 f its Hessian; if f is locally Lipschitzian near x 2 IR n , @f(x) denotes the Clarke subdi erential of f at x; f 0 (x; d) denotes the directional derivative of f at x in direction d if it exists; for x 2 C, T(C; x) denotes the tangent cone to C at x, i.e., T(C; x) = lim inf (IR s ). The sensitivity analysis of the mappings ' and is carried out by exploiting structural properties of the optimization model (1.1). We obtain novel di erentiability properties of solution sets and extend our earlier results on directional di erentiability of optimal values in 12] considerably. As one might expect, the basic ingredients of our analysis are a Lipschitz continuity result for solution sets with respect to the distance in C 11] , where the delta-method is utilized and a central limit theorem for all selections belonging to a Castaing representation of the approximate solution sets is derived. Further applications to asymptotics are beyond the scope of this paper and will be done elsewhere.
Basic directional properties
The rst step in our analysis of directional properties consists in establishing results on the lower Lipschitz continuity of and on the directional uniform quadratic growth of the objective near its solution set. Both results become important for our method of deriving directional di erentiability properties for the optimal value function ' and the solution set mapping at some given expected recourse function Q . Their proofs are based on a decomposition of the program minfg(x) + Q(Ax) : x 2 Cg; (2.1) with Q belonging to K C , into two auxiliary problems. The rst one is a convex program with decisions taken from A(C) and the second represents a parametric convex program which does not depend on Q. Proposition 2.1 Let Q 2 K C and (Q) be nonempty. Then we have '(Q) = inff (y) + Q(y) : y 2 A(C)g = (Ax) + Q(Ax); for any x 2 (Q); and Since the convexity of is immediate, the proof is complete. The proof can now be completed as follows. Let Q 2 K C be such that kQ?Q k L;r < . 
Directional derivatives of optimal values
In this section, we study rst-and second-order directional di erentiability properties of the optimal value function ' on its domain K C . We begin with the rst-order analysis and show that ' as a mapping from K C to the extended reals is Hadamard directionally di erentiable at some given expected recourse function Q 2 K C . Here K C is regarded as a subset of C 0 (IR s ). Recall that ' is Hadamard directionally di erentiable at Q on 11 K C i for all sequences (v n ) converging to some v in C 0 (IR s ) and all sequences t n ! 0+ such that the elements Q + t n v n belong to K C the limit 
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The preceding result can also be proved by using the methodology of Theorem 6.4.1 in 26]. There the compactness of the constraint set is assumed and Gateaux directional di erentiability of ' at Q together with its Lipschitz continuity is shown. Here we prefer a direct two-sided argument, which will also be used in the subsequent secondorder analysis of '. Namely, we will rst derive an upper bound for the second-order Hadamard directional derivative of ' at some Q 2 K C , where K C is equipped with the C 0;1 -topology. Secondly, we identify conditions implying that the upper bound coincides with the Gateaux directional derivative of ' at Q for all directions taken from T r (K C ; Q ). (v n (y + t n n ) ? v n (y)) k n kd H (@v n (ỹ n ); @v(ỹ n )) + h~ n ; n i and, for some~ 2 @v(y), lim sup n!1 1 t n (v n (y + t n n ) ? v n (y)) lim sup n!1 h~ n ; n i = h~ ; i max 2@v(y) h ; i:
Here, the identity follows from the upper semicontinuity of @v( ). This completes the proof. Proof. Let Next we consider particular perturbations Q n of Q , namely, Q n := Q + t n (Q ? Q ) for some Q 2 K C , > 0 and su ciently large n 2 IN. Then v n = (Q ? Q ) 2 T r (K C ; Q ). In the following result we give conditions implying that the second-order (Gateaux) directional derivative exists and coincides with the upper bound of the previous proposition. The result extends those in 12] although its proof parallels in parts that of Theorem 3.6 in 12].
14 Theorem 3.4 Let Q 2 K C and assume that (Q ) is nonempty, bounded. Let g be twice continuously di erentiable, Q be strictly convex on some open convex neighbourhood of A (Q ) and twice continuously di erentiable at y, where f yg = A (Q ). Let x 2 (Q ), v 2 T r (K C ; Q ) and assume that The latter equality is due to (ii) and to the fact that the necessary optimality condition for x yields hrg( x); zi + hrQ ( y); Azi 0; for all z 2 T 2 (C; x; ); 2 S( x):
Hence, the limit lim t!0+ 1 t 2 ('(Q + tv) ? '(Q ) ? t' 0 (Q ; v)) exists and is equal to the in mum subject to 2 S( x). Moreover, this in mum is attained at 2 S( x). Hence, (ii) and the general assumptions of Corollary 3.5 are satis ed and ' 00 (Q ; v)
exists for any v 2 T r (K C ; Q ). It holds that ' 00 (Q ; v) = Hence, the desired limit exists and the proof is complete.
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Let us nally note that all minimization problems appearing as bounds or formulas for second-order directional derivatives represent convex programs. Those in the results 3.4, 3.5 and 3.8 have convex cone constraints, which are polyhedral if C is polyhedral. Moreover, the solution sets of the convex minimization problems in 3.4, 3.5 and 3.8 are nonempty. Indeed, we show next that these solution sets represent certain derivatives of the set-valued mapping at the pair (Q ; x).
Di erentiability of solution sets
It is well-known that second-order di erentiability properties of optimal values in perturbed optimization are intrinsic for establishing the di erentiability of solutions (see e.g. 8]). We also pursue this approach and derive conditions implying directional di erentiability properties of the solution set mapping by exploiting the results of the previous section. Our rst results in this direction concern Gateaux directional di erentiability, and complement Theorem 3.4 and its corollary. We note that Example 3.7 shows that, in general, the directional di erentiability property of gets lost at those pairs (Q ; x), x 2 (Q ), where Q is not strongly convex on some neighbourhood of A (Q ).
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Finally, we turn to directional di erentiability properties of where the derivatives exist uniformly with respect to directions taken from compact sets of certain functional spaces. For our rst result we consider the space C 1 (IR s ) and equip the set K C \ C '(Q + t n v n ) ? '(Q ) ? t n ' 0 (Q ; v n ) = g( x + t n n ) + Q (A( x + t n n )) ? g( x) ? Q (A x) ? t n v n (A x) 
)) from K C into the extended reals has the Lipschitzian property of Theorem 2.3 at Q . Indeed, we may select x n 2 (Q + t n v n ) for large n 2 IN, such that for some constantsL > 0 and r > 0, k x ? x n k = d( x; (Q + t n v n )) L t n kv n k L;r . Hence, the sequence ( has a convergent subsequence whose limit belongs to lim sup n!1 1 tn ( (Q + t n v n ) ? x). If the Lipschitz property of d( x; ( )) is violated, the upper set limit may be empty. This is illustrated by Example 3.7, in which we have x = 0, (Q + t n v) = f p t n g and, thus, (IR s ), respectively) are satis ed for any nonsingular (s; s)-matrix B. This criterion is particularly useful for probability distributions which have the property that all one-dimensional marginal distributions of and all linear transforms B, for all nonsingular matrices B, belong to the same class of measures. For instance, all multivariate normal and all logarithmic concave probability measures (e.g. 14]) form classes having this property.
