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1 Introduction
Forecast combination is often used to improve forecast accuracy. A linear combi-
nation of two or more predictions may often yield more accurate forecasts than
using a single prediction to the extent that the component forecasts contain
useful and independent information (Newbold and Harvey, 2002). To generate
independent forecasts two alternative methods can be followed. One is to ex-
amine different data, and the other is to use different forecasting methods. On
the one hand, the use of several sources of data can add useful information and
can also adjust for biases. On the other hand, forecasting combining methods
can reduce errors arising from faulty assumption, bias, or mistake data.
This paper considers a hierarchical procedure to increase the efficiency of fore-
casting combining methods is provided. The procedure is based on the approach
proposed by Kisinbay (2007), but in this paper paper the RMSFE encompassing
testing approach is discussed to show under which conditions the encompassing
test developed by Harvey, Leybourne and Newbold (1998, hereafter HLN) can
be used to check for forecast encompassing in one direction, and a multiple en-
compassing test (Harvey and Newbold, 2000) is used to assess the robustness
of the model selection strategy.
The procedure consists of several steps. Firstly, the overall forecasts are ranked
using RMSFE measure. The forecasting models are then selected for combina-
tion using the HLN encompassing test. Thus, the hierarchical approach aims to
unit model selection and model averaging methods. Larger weights are assigned
to the models with higher forecasting performance and which add information
not covered by other models. Estimated forecasts with lower accuracy and
that are encompassed by all the other models are discarded as their weights
will be insignificant (Hendry and Clements, 2004). For these reasons, the hi-
erarchical procedure can be considered as an alternative to the optimal com-
bination method based on the variance-covariance matrix of forecasting errors.
The hierarchical algorithm is aimed at selecting a given model M1 with greater
forecasting accuracy vis a vis the rival M2 only if the former presents a greater
informative content. In general terms, if a given model has a lower RMSFE than
the other forecasting models, the sufficient condition to minimize its RMSFE is
to verify that it encompasses all the other competing models (Ericsson, 1992).
For these reasons, the HLN test is only performed in one direction. The model
selection through the hierarchical procedure operates as described below. Con-
sider 3 models, M1, M2 and M3, where RMSFE1 < RMSFE2 < RMSFE3. In
the first step, M1 (the first best model in terms of forecast accuracy) is com-
pared with M2 and M3 using the encompassing test. If M1 encompasses M2
but not M3, then RMSFE1 < RMSFE2. M1 is not the only retained forecast.
In a successive step M2 (the second best model) is tested against M3. If M2
does encompass M3, the latter is discarded. On the other hand, if M2 does not
encompass M3, no model selection occurs through the algorithm and forecast
averaging is performed using all the forecasting models.
The robustness of the procedure is investigated in the last step using the relative
RMSFE, computed as a ratio between the RMSFE of the hierarchical forecast
and the RMSFE from both the best single model and the combination of overall
forecasts. When the relative RMSFE is significantly less than one, the hierar-
chical forecast outperforms the competing models.
The procedure here considered is applied to Italian monthly industrial produc-
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tion. We exploit several short-term forecasting models currently used at ISAE
(Institute for Studies and Economic Analyses) to obtain forecasts up to six-steps
ahead, both in a recursive and rolling regression framework. Our findings show
that forecasts deriving from the hierarchical procedure outperform in terms of
RMSFE those obtained by both the best single forecasting model and combining
overall models. Clear-cut evidence is obtained using simpler averaging meth-
ods.
This paper is organized as follows. Section 2 discusses the conditions under
which HLN test can be used to check for forecast encompassing in one direc-
tion. Section 3 presents the hierarchical procedure. Section 4 describes the
seven ISAE forecasting models. Section 5 presents empirical results. Section 6
concludes.
2 Forecast encompassing and RMSFE
In this section the RMSFE encompassing testing procedure is reviewed to show
the conditions under which the HLN test can be used to check for forecast
encompassing in one direction. To improve the detection of the predictive ability
across non-nested models, Ericsson (1992) shows that the forecast encompassing
test is a sufficient condition for RMSFE dominance, i.e. to minimize RMSFE
of a given model. The starting point is to consider two alternative non-nested
linear models for the same dependent variable yt, both estimated over the sample
period [1, T ]:
M1 : yt = δ′1z1t + ν1t, (1)
M2 : yt = δ′2z2t + ν2t, (2)
where z1t and z2t do not have regressors in common and are linked by the
relation z1t = Πz2t + ε1t. Substituting the expression for z1t into (1), equation
(2) is re-parameterized with the following restrictions:
δ′2 = (δ
′
1Π), (3)
ν2,t = ν1,t + δ′1ε1,t. (4)
Assuming that the forecasts from models (1) and (2) are yˆ1j = δ
′
1z1j and yˆ2j =
δ
′
2z2j , (j = T+1,..., T+n), restriction (3) (forecast-model encompassing) implies
that z2j has no power to explain the forecast error given z1j . This is equivalent
to testing for γ = 0 in the equation yj = δ′1z1j + γz2j + ν1j . From restriction
(4), we obtain
E(yj − yˆ2j)2 = E(yj − yˆ1j)2 + δ′1Ωδ1, (5)
where E(yj − yˆ1j)2 is the RMSFE of model 1, E(yj − yˆ2j)2 is the RMSFE of
model 2 and Ω = E(ε′1jε1j). Testing this hypothesis is equivalent to testing for
α = 0 (forecast encompassing) in the equation
yj = δ′1z1j + αyˆ2j + ν1j . (6)
As shown in Ericsson (1992), the sufficient condition for this is that γ = 0. Fur-
thermore, this implies that Ω is a positive definite matrix, so that RMSFE1 <
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RMSFE2 (RMSFE dominance). From the discussion above, the sufficient con-
dition to minimize the RMSFE of a given model is to verify that it encompasses
all the other competing models. This implies using the encompassing test in
only one direction.
In the HLN test, if the forecasts from model 1 encompass the forecasts from
model 2, then the covariance between e1t and e1t − e2t will be negative or zero,
where e1t and e2t are the two sets of forecast errors obtained from using the two
models. The alternative hypothesis is that the forecasts from model 1 do not
encompass those from model 2, in which case the covariance between e1t and
e1t − e2t will be positive. Specifically, in the empirical application we use the
following statistics proposed by Harvey et al. (1998):
HLN = D
d¯√
n−12pif̂d(0)
, (7)
where D = n−1/2[n + 1 − 2h + n−1h(h − 1)]1/2, d¯ = n−1∑T+nt=T+1 dt, dt =
e1t(e1t−e2t), f̂d(0) is a consistent estimate of the zero-frequency spectral density
of dt, n denotes the out-of-sample forecast observations and h is the number of
steps ahead. In order to obtain a consistent estimate of fd(0), we follow the
recommendations contained in Diebold and Mariano (1995) and Harvey et al.
(1997) and use an unweighted sum of the sample autocovariances up to h − 1
that is 2pif̂d(0) = γˆ0 + 2
∑h−1
τ=1 γˆτ , with γˆk the lag-k sample autocovariance.
3 Forecast encompassing and combining meth-
ods
The issue of complementarity between RMSFE and the encompassing test is
used to develop a hierarchical procedure for the efficient selection of non-nested
forecasts to be combined. The procedure considers out-of-sample forecasts as
inputs. The basic idea is to compare all forecasting models with each other using
the HLN encompassing test in order to eliminate the encompassed models, and
to use several methods to combine the remaining forecasts. The hierarchical
procedure is described as follows:
Step 1. Calculate the RMSFE of the out-of-sample forecast for each model
using out-of-sample forecasts and realized values. Rank the models ac-
cording to their past performance based on RMSFE;
Step 2. Select the best forecasting model (i.e. the model with the low-
est RMSFE), and using the HLN statistics test sequentially whether the
best forecasting model encompasses other models. If the best model en-
compasses the alternative model at some significance level α, delete the
alternative model from the list;
Step 3. Repeat step 2 with the second best model. The list of models includes
the best model and those which are not encompassed by the best model;
Step 4. Continue with the third best model and so on, until no encompassed
model remains in the list;
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Step 5. Obtain the hierarchical forecast combination (HFC) with all the pre-
viously selected models using several forecast combining methods;
Final step. Compare for each combining method the RMSFE for the hierar-
chical forecast combination (RMSFEHFC) with the one obtained from the
single best model (RMSFEBM) and with that obtained from combining
all models (RMSFEALL). When two relative RMSFE indices are com-
puted (RMSFEHFCRMSFEBM and
RMSFEHFC
RMSFEALL
), a ratio of less than one denotes that
the hierarchical forecast outperforms the competing models.
Several issues should be addressed regarding the empirical application. Firstly,
an initial set of 24 out-of-sample forecasts is considered for applying the HLN
test. Secondly, several significance levels α of the HLN test are considered
(see section 5). Thirdly, a multiple encompassing F-test (Harvey and Newbold,
2000) is applied to verify the robustness of our model selecting procedure based
on the HLN encompassing test. At each step of the sequence procedure, the
F-test confirms whether the best model encompasses all the competitors or
not. Finally, several forecast-combinations methods are used. The combining
methods take the form of a linear combination of the individual forecasts:
yˆhc,t+h|t = w0,t +
k∑
i=1
wi,tyˆ
h
i,t+h|t, (8)
where yˆhc,t+h|t is a given combination forecast whose weights, {wi,t}ki=0, are
computed using the individual out-of-sample forecast, k is the number of the
models and h is the forecast horizon. As regards the combining forecast method,
we consider:
a) the mean, the trimmed mean and the median. With regard to the mean,
we set w0,t = 0 and wi,t = 1k in equation (8); the trimmed mean uses w0,t = 0
and wi,t = 0 for the individual models that generate the smallest and largest
forecasts at time t, while wi,t = 1(k−2) for the remaining individual models;
with respect to the median (case not encompassed by equation (8)), the sample
median of the forecasts set {yˆhi,t+h|t}ki=1 is computed;
b) the unrestricted OLS combining method (see Granger and Ramanathan,
1984). The combining weights are calculated using OLS regression;
c) the WLS combining method proposed by Diebold and Pauly (1987). We
apply the “t-lambda” approach which consists of a combining method with
weights calculated by WLS estimator. Diebold and Pauly suggest using the
weighting matrix Ψ = diag[Ψtt] = [κtγ ], where κ, γ > 0, t = 1, ..., T and T
is the number of observations used in the WLS regression. In our empirical
application we use γ = 1 (weights that decrease at a constant rate) and γ = 3
(weights that decrease at an increasing rate);
d) the DMSFE (Discount Mean Square Forecast Errors) combining methods.
Following Stock andWatson (2004), the weights in equation (8) depend inversely
on the historical forecasting performance of the individual models:
wi,t =
λ−1it∑n
j=1 λ
−1
jt
, (9)
where
λi,t =
T+n∑
s=T+1
δT+n−s(yhs − yˆhi,s|s−h)2, (10)
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w0,t = 0, and δ is a discount factor. When δ = 1 there is no discounting; when
δ < 1, greater importance is attributed to the recent forecast performance of
the individual models. In the empirical application, we use δ = 0.9, 1.0.
4 Forecasting models
In this section the seven time series models for forecasting the Italian industrial
production (IPI ) are described: four single-equation models, a dynamic factor
model, a VAR model, and an ARIMA model. The VAR model is the first to be
used at ISAE to obtain IPI multi-step forecasts. The main aim is to forecast
the industrial production well beyond two-steps ahead (as the official release is
available about 45 days after the end of the reference period). As a result, the
choice of the variables is restricted to potential predictors of the industrial pro-
duction characterized by a well defined leading pattern (Bruno and Lupi, 2004).
As regards the very short-run horizons, the forecasting performance of the VAR
model substantially deteriorates with the persistent moderation of industrial
activity. To improve the predictive accuracy in the short-run, especially con-
cerning the estimation of the nowcasts, a number of single-equation models are
developed. Some specifications are based on both coincident and quantitative
indicators of the industrial production, taken at their latest available updates.
One single-equation specification is exclusively based on indicators obtained ap-
plying a factor model to ISAE business survey data. As these data are promptly
available towards the end of the respective month, this model is aimed at ob-
taining estimates of industrial production in advance with respect to the models
based on hard indicators, which are released about half a week after the end of
the month. In addition, once the differences in publication lags are accounted
for, the contribution of hard indicators to the forecast is lessened while the con-
tribution of the business surveys becomes of preeminent importance (Banbura
and Ru¨nstler, 2007).
The general specification of single−equation multivariate models is:
∆12yt = α+ γ∆12yt−h +
p∑
j=h
βjx
mh
t−j + δdt + ε
mh
t , (11)
where yt is the log-transformed industrial production index, m denotes the mod-
els for each forecasting step (h=1,...,6), ∆12 = (1− L12), dt denotes the deter-
ministic components (month-on-month trading days variation up to 1 lag), xmh
are not seasonally adjusted regressors and εt is the idiosyncratic error term.
The regressors are log-transformed and seasonal differenced in order to obtain
stationarity. All variables are considered at monthly frequency.
Specifically, the SE model includes the quantity of raw materials transported by
rails (TONN ) and the purchasing managers’ index (PMI ) as regressors. The
PMI index is not differenced and rendered unbounded through the following
transformation: (PMI − 50)/100. The GW model includes the following re-
gressors: the supply of electric energy (EE ), the lagged endogenous variable
and the PMI. In the third model GWc, the supply of electric energy (EE ),
PMI (both lagged by 1 period), the variable C˜q,t and a set of seasonal dum-
mies (which take value equal to C˜q,t in the reference month and zero otherwise)
are included. The C˜q,t variable is defined as the deviation of Cq,t (the current
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temperature in period q and year t) from its average level observed in the same
month over the latest five years (Cq,t−1,..., Cq,t−5). The C˜q,t variable is con-
sidered since some of the electricity components could be significantly affected
by temperature patterns (on this point see Bodo and Signorini, 1987; Bodo,
Cividini and Signorini, 1991; Marchetti and Parigi, 2000). The Gas model is
based on the volume of natural gas required by the industrial sector (Snam)
and PMI index.
For each single-equation model, a reduced form is obtained from a general unre-
stricted model (GUM ) which is estimated over the period 1997:1-2005:9 (with
the exception of the Gas model) using up to the 12th lag of the independent
and dependent variables. The General-to-Specific approach is performed run-
ning Pc-Gets and the ‘conservative’ selection strategy is chosen. It delivers
an overall significance level of approximately 1% (Hendry and Krolzig, 1999;
Krolzig and Hendry, 2001). To get forecasts for more than one-step ahead with-
out using any prediction of the selected indicators, each GUM is constructed
discarding lower lagged regressors (Ru¨nstler and Se`dillot, 2003).
In addition, two other models based on different functional forms are considered.
Following Stock and Watson (1998, 2002), a dynamic factor model (Factor) is
estimated:
∆12ymht = β0 +
4∑
i=1
BiFˆi,t−h + γ∆12yt−h + εˆmht , (12)
where m denotes the models for each step (h=1,...,6), and i = 1, ..., 4 are the
number of estimated factors (Fˆit). Lagged values of the dependent variables also
appear as predictors since the error term can be serially correlated. The factors
are extracted from a large data-set of monthly ISAE business surveys regarding
the manufacturing sector (current assessments on demand, production and in-
ventories, short-term prospects for orders, production and prices), expressed in
terms of net balance. The survey data are found to be stationary, thus matching
the condition required for estimation of factor models. The number of factors
are computed using the IC(3) criterion proposed in Bai and Ng (2002) and the
estimates of the factors are obtained using the Principal Component method
(Stock and Watson, 1998, 2002).
The second model is based on a VAR specification (Bruno and Lupi, 2004) where
indicators are re-parameterized in seasonal differences, since this proves useful in
order to obtain quasi-orthogonal regressors. Unrestricted starting model takes
the form:
∆∆12yt = α∆12yt−1 +
13∑
j=1
βj∆∆12yt−j + φdt + εt, (13)
where yt = (IPIt, TONNt, PPt), ∆ = (1 − L), ∆12 = (1 − L12), PP denotes
monthly ISAE production expectations which are rendered unbounded through
the transformation −log(200/(PP +100)− 1) and dt represents the determinis-
tic components (for the specification of the deterministic components see Bruno
and Lupi, 2004). Finally, we consider an ARIMA time series model as a bench-
mark model which involves double differencing, both at regular and seasonal
frequencies. According to the Schwarz information criterion for lag length se-
lection, the final specification consists of an ARMA(2,3) polynomial for the
regular part, MA(1)12 for the seasonal frequencies.
The indicators relative to all of the above models are plotted in Figure 1 which
6
shows the log-transformed IPI, the energy indicators (EE and Snam) and the
raw materials (TONN ) in seasonal differences, the unbounded PP and PMI.
5 Empirical results
All models presented in section 4 are estimated over a common sample 1997:7-
2005:9 (with the exception of the Gas model whose sample begins in 2002:1).
In order to evaluate in-sample correct specification the standard diagnostics are
performed (the results are available upon request from the authors). The fore-
casting exercise is carried out using both recursive and rolling schemes. The
latter is generally used when there are concerns about turning points and biases
from the use of older information. The rolling scheme is used for a sensitivity
analysis with respect to the results of the combination obtained through the
hierarchical procedure. The dimension of the rolling window varies with each
model to account for the different time span over which the indicators are avail-
able (starting in 1979 for TONN, in 1991 for IPI and PP, in 1997 for PMI, and
in 2001 for Snam).
In Table 1 the RMSFE of the out-sample forecasts for each model is reported.
On the basis of these results, the models are ranked from the best to the worst
for each forecast horizon (see Table 2). Different results in terms of the ranked
models are found for recursive and rolling estimations respectively. With re-
gards to the first-step ahead, the SE model is first ranked in both estimation
frameworks, but its forecasting accuracy worsens in the successive steps ahead.
When the recursive scheme is considered, the GWc model shows higher rankings
at several prediction steps and has a slightly better performance than the rolling
estimates for h=1, 2. When six-steps ahead are considered, the VAR model is
characterized by significantly higher performances and outperforms all the other
models, as is generally expected. Its predictive ability slightly improves in the
rolling schemes, due to the process of discarding the more dated observations in
presence of the long lag structure of model equations.
On the basis of the rank classification, the HLN test is applied to eliminate
models that are encompassed by others (see Tables 3-4). Given the number
of steps ahead and the estimation scheme, the number of models selected for
combination depends on the significance level. The lower the significance level
α, the stronger the selection becomes between competing models. As α rises,
a larger number of forecasts are selected for combination. As regards the first-
step ahead, at the significance level of 25% four models are selected in the both
recursive (SE,GW,GWc,Gas) and rolling (SE,VAR,Gas,GWc) schemes. At
lower value of α, the selected models are reduced to three (the fourth model in
each scheme is ruled out respectively) and at significance level of 1%, only the
SE model is selected in both estimation frameworks.
In the recursive scheme, the selected models are GWc and SE for h=2 irrespec-
tive of the significance levels; GWc and Gas for h=3 (VAR is only chosen when
α = 0.25). As regards the rolling estimates, four models enter the combination
for h=2 and α ∈ [0.05, 0.25] (GW,GWc,Gas,Factor). The models based on the
electricity indicator are the only ones used for the combination when h=3 and
the GW model is the only selected when α ≤ 0.15. For the six-steps ahead, the
VAR model outperforms all the other models.
The multiple encompassing F-test would seem to confirm the HLN test findings
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(similar results are found using the multivariate analogue Diebold-Mariano test,
MS∗, also proposed by Harvey and Newbold (2000). They are available upon
request from the authors). The selection model results are reported in Table
5. The F-test is applied to each best model against all the competing models
at all steps of the hierarchical procedure. For each significance level, the rejec-
tion of the null hypothesis indicates that at least some of the rival models are
not encompassed by the best model. As regards the one-step horizon for the
recursive scheme, the F-test supports the HLN test results at each step of the
procedure. Thus, the multiple encompassing test assesses the robustness of our
hierarchical algorithm in selecting models that are not encompassed. Similar
results are found for the rolling scheme. With respect to the second-step ahead
for the recursive scheme, the F-test confirms the results based on the HLN test.
The only difference is found in the first step of the hierarchical procedure in
which the F-test rejects the null hypothesis at significance level of 5% (instead
of 1% as is observed in the HLN test). In the rolling scheme, for h = 1, 2, the
F-test results show higher probability than that one in the HLN test. Thus
there is a greater tendency to accept the null hypothesis of encompassing. For
h > 2, multiple encompassing F-test confirms the HLN test results.
As a general result from the empirical exercise, the recursive scheme generally
provides better findings in terms of forecasting accuracy. In this framework, the
superiority of the hierarchical combination turns out to be substantially better
when longer forecast horizons are concerned (h > 1). For the first-step ahead,
the forecast accuracy of the combination algorithm results only slightly better
than the one obtained in the rolling scheme.
When model selection takes place, the hierarchical combination is able to out-
perform both the single best model and the combination of the overall models in
terms of RMSFE. In order to assess the robustness of the algorithm procedure,
we evaluate the relative RMSFE, computed as a ratio between the RMSFE of the
hierarchical forecast combination (HFC) and the RMSFE from both the best sin-
gle model (BM) and the combination of overall models (ALL) (RMSFEHFC/BM
and RMSFEHFC/ALL respectively; see Table 6). Results for the six-steps ahead
are not reported as the first ranked model systematically encompasses all the
others regardless of the significance levels. The RMSFE indices are significantly
less than one in many cases at 5%. These findings confirm the goodness of the
hierarchical procedure.
Regardless of the combination methods and of the number of steps ahead, the
best results in terms of relative RMSFE are obtained for higher significance
levels, hence allowing for the averaging of a large number of models. At the
low significance levels, very few forecasts are considered for combination and
the overall forecast benefits less from the advantages of combining. The upper
significance level is set at α = 0.25, since no significant improvement in terms
of forecast accuracy is found using the hierarchical combination for higher sig-
nificance values. Similar results are also found in Kisinbay (2007).
The performance of the several combination methods can be ranked in terms
of relative RMSFE. In both schemes, the basic linear pooling methodologies
(mean, median and trimmed mean) perform remarkably better than other com-
bination methods (with the only exception of the OLS method in the case of
rolling scheme for the RMSFEHFC/BM and h=2). These results are consistent
with the prevailing international literature and with most of the Italian em-
pirical evidence. With respect to the Italian forecasting research, Bodo and
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Signorini (1987) and Bodo, Cividini and Signorini (1991) find that the combi-
nation forecasts are better than any single model in terms of the RMSFE and
that the simple average methods for combination provide better results. In con-
trast to this evidence, Marchetti and Parigi (2000) find that the combination
of forecasts is not fully satisfactory as yields only marginal improvements when
several methods of combining forecasts are used.
The relative RMSFE is also less than one in the case of discounted combination
method (DMSFE) in which the weights are estimated so as to be affected by
most recent past model performance (Newbold and Harvey, 2002). The worst
results are obtained using the WLS method. Recent literature has stressed the
poorer performance of this method for combination (Newbold, Zumwalt and
Kannan, 1987).
6 Conclusions
In this paper a hierarchical procedure to increase the efficiency of forecasting
combining methods is provided. The procedure considers out-of-sample fore-
casts as inputs. Ericsson (1992) shows that the forecast encompassing of a
given model versus the other non-nested models is a sufficient condition to min-
imize RMSFE. This result is employed in our hierarchical procedure. The basic
idea is to compare all forecasting models with each other using the Harvey et
al. (1998) encompassing test in one direction in order to eliminate those mod-
els which are encompassed by others, and subsequently to use several forecast
combining methods to combine the remaining forecasts. Thus, the hierarchical
procedure aims to unit model selection and model averaging methods, using
larger weights for forecasts that provide information which is not contained in
most of the remaining models and discounting the predictions that are encom-
passed by other forecasts. The robustness of the procedure is then investigated
in terms of the relative RMSFE using ISAE (Institute for Studies and Economic
Analyses) short-term forecasting models for monthly industrial production in
Italy. Results confirm the goodness of the hierarchical procedure.
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Figure 1: Indicators for forecasting models.
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Table 1: Forecast errors measures. Recursive and Rolling estimation
Models (recursive) RMSFE(1) RMSFE(2) RMSFE(3) RMSFE(6)
GW 0.0192 0.0211 0.0388 0.0423
Gas 0.0205 0.0203 0.0214 0.0270
GWc 0.0201 0.0168 0.0202 0.0222
SE 0.0180 0.0182 0.0399 0.0379
VAR 0.0236 0.0240 0.0243 0.0206
ARIMA 0.0297 0.0265 0.0391 0.0413
Factor 0.0279 0.0210 0.0372 0.0368
Models (rolling) RMSFE(1) RMSFE(2) RMSFE(3) RMSFE(6)
GW 0.0375 0.0194 0.0202 0.0248
Gas 0.0342 0.0207 0.0215 0.0254
GWc 0.0344 0.0206 0.0207 0.0230
SE 0.0178 0.0422 0.0412 0.0352
VAR 0.0314 0.0315 0.0303 0.0213
ARIMA 0.0367 0.0353 0.0353 0.0354
Factor 0.0388 0.0272 0.0400 0.0367
Notes: numbers in parentheses are the steps-ahead forecast.
Table 2: Rank Classification. Recursive and Rolling estimation
Recursive Rolling
rank h=1 h=2 h=3 h=6 h=1 h=2 h=3 h=6
1 SE GWc GWc VAR SE GW GW VAR
2 GW SE Gas GWc VAR GWc GWc GWc
3 GWc Gas VAR Gas Gas Gas Gas GW
4 Gas Factor Factor Factor GWc Factor VAR Gas
5 VAR GW GW SE ARIMA VAR ARIMA SE
6 Factor VAR SE ARIMA GW ARIMA Factor ARIMA
7 ARIMA ARIMA ARIMA GW Factor SE SE Factor
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Table 3: Encompassing (HLN) test results. Recursive estimation.
Recursive h=1 h=2 h=3 h=6
1◦ step Best Model: SE Best Model: GWc Best Model: GWc Best Model: VAR
p − values
(Models)
0.150
(SE/GW)
0.004
(GWc/GW)
0.220
(Gwc/GW)
0.278
(VAR/GW)
0.112
(SE/Gas)
0.073
(GWc/Gas)
0.005
(GWc/Gas)
0.422
(VAR/Gas)
0.103
(SE/GWc)
0.061
(GWc/SE)
0.230
(GWc/SE)
0.286
(VAR/Gwc)
0.183
(SE/VAR)
0.561
(GWc/VAR)
0.375
(GWc/VAR)
0.336
(VAR/SE)
0.426
(SE/ARIMA)
0.794
(GWc/ARIMA)
0.009
(GWc/ARIMA)
0.381
(VAR/ARIMA)
0.052
(SE/Factor)
0.880
(GWc/Factor)
0.465
(GWc/Factor)
0.261
(VAR/Factor)
2◦ step Best Model: GW Best Model: SE Best Model: Gas Best Model: -
p − values
(Models)
α = 0.25 0.167
(GW/Gas)
0.508
(SE/GW)
0.194
(Gas/GW)
0.033
(GW/GWc)
0.409
(SE/Gas)
0.190
(Gas/SE)
0.031
(GW/VAR)
0.420
(Gas/ARIMA)
0.075
(GW/Factor)
α = 0.20 0.167
(GW/Gas)
0.508
(SE/GW)
0.420
(Gas/ARIMA)
0.033
(GW/GWc)
0.409
(SE/Gas)
0.031
(GW/VAR)
0.075
(GW/Factor)
α = 0.15 0.167
(GW/Gas)
0.508
(SE/GW)
0.420
(Gas/ARIMA)
0.033
(GW/GWc)
0.409
(SE/Gas)
0.075
(GW/Factor)
α = 0.10 0.075
(GW/Factor)
0.508
(SE/GW)
0.420
(Gas/ARIMA)
0.490
(SE/Gas)
α = 0.05, 0.01 - 0.508
(SE/GW)
0.420
(Gas/ARIMA)
3◦ step Best Model: GWc Best Model: - Best Model: VAR Best Model: -
p − values
(Models)
α = 0.25 0.220
(GWc/Gas)
0.373
(VAR/GW)
0.322
(GWc/VAR)
0.279
(VAR/SE)
0.151
(GWc/Factor)
α = 0.20 0.220
(GWc/Gas)
0.322
(GWc/VAR)
0.151
(GWc/Factor)
α = 0.15, 0.10 0.151
(GWc/Factor)
4◦ step Best Model: Gas Best Model: - Best Model: - Best Model: -
p − values
(Models)
α = 0.25, 0.20 0.273
(Gas/Factor)
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Table 4: Encompassing (HLN) test results. Rolling estimation.
Rolling h=1 h=2 h=3 h=6
1◦ step Best Model: SE Best Model: GW Best Model: GW Best Model: VAR
p − values
(Models)
0.154
(SE/GW)
0.874
(GW/Gas)
0.657
(GW/Gas)
0.269
(VAR/GW)
0.070
(SE/Gas)
0.279
(GW/GWc)
0.290
(GW/GWc)
0.546
(VAR/Gas)
0.243
(SE/GWc)
0.256
(GW/SE)
0.274
(GW/SE)
0.256
(VAR/Gwc)
0.065
(SE/VAR)
0.306
(GW/VAR)
0.331
(GW/VAR)
0.597
(VAR/SE)
0.595
(SE/ARIMA)
0.502
(GW/ARIMA)
0.214
(GW/ARIMA)
0.304
(VAR/ARIMA)
0.206
(SE/Factor)
0.019
(GW/Factor)
0.197
(GW/Factor)
0.359
(VAR/Factor)
2◦ step Best Model: VAR Best Model: GWc Best Mode: GWc Best Model: -
p − values
(Models)
α = 0.25 0.086
(VAR/GW)
0.007
(GWc/Factor)
0.707
(GWc/ARIMA)
0.049
(VAR/Gas)
0.467
(GWc/Factor)
0.085
(VAR/GWc)
0.029
(VAR/Factor)
α = 0.20 0.086
(VAR/GW)
0.007
(GWc/Factor)
0.467
(GWc/Factor)
0.049
(VAR/Gas)
α = 0.15, 0.10 0.049
(VAR/Gas)
0.007
(GWc/Factor)
α = 0.05 - 0.007
(GWc/Factor)
α = 0.01 - -
3◦ step Best Model: Gas Best Model: Gas Best Model: - Best Model: -
p − values
(Models)
α = 0.25 0.776
(Gas/GW)
0.144
(Gas/Factor)
0.243
(Gas/GWc)
0.075
(Gas/Factor)
α = 0.20, 0.15, 0.10 0.776
(Gas/GW)
0.144
(Gas/Factor)
α = 0.05 0.144
(Gas/Factor)
4◦ step Best Model: GWc Best Model - Best Model - Best Model -
p − values
(Models)
α = 0.25 0.600
(GWc/Factor)
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Table 5: Multiple encompassing test results. Recursive and Rolling estimation.
Recursive h=1 h=2 h=3 h=6
1◦ step Best Model: SE Best Model: GWc Best Model: GWc Best Model: VAR
F − test
(p−values)
3.16
(0.069)
3.96
(0.041)
5.89
(0.018)
0.94
(0.380)
2◦ step Best Model: GW Best Model: SE Best Model: Gas Best Model: -
F − test
(p−values)
4.12
(0.034)
0.63
(0.543)
2.65
(0.183)
3◦ step Best Model: GWc Best Model: − Best Model: VAR Best Model: -
F − test
(p−values)
2.12
(0.182)
0.87
(0.452)
4◦ step Best Model: Gas Best Model: − Best Model: − Best Model: -
F − test
(p−values)
1.45
(0.281)
Rolling h=1 h=2 h=3 h=6
1◦ step Best Model: SE Best Model: GW Best Model: GW Best Model: VAR
F − test
(p−values)
1.96
(0.064)
3.87
(0.044)
1.85
(0.210)
0.76
(0.517)
2◦ step Best Model: VAR Best Model: GWc Best Model: GWc Best Model: -
F − test
(p−values)
2.80
(0.092)
2.14
(0.180)
0.35
(0.643)
3◦ step Best Model: Gas Best Model: Gas Best Model: - Best Model: -
F − test
(p−values)
1.80
(0.99)
1.31
(0.298)
4◦ step Best Model: GWc Best Model: − Best Model: − Best Model: -
F − test
(p−values)
0.26
(0.763)
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Table 6: Relative RMSFE results. Recursive and Rolling estimation.
Recursive Rolling
Combining RMSFEHFC/BM RMSFEHFC/ALL RMSFEHFC/BM RMSFEHFC/ALL
Methods h=1 h=2 h=3 h=1 h=2 h=3 h=1 h=2 h=3 h=1 h=2 h=3
Mean
α = 0.25 0.864∗∗ 0.937∗∗ 0.861∗∗ 0.908∗∗ 0.933∗∗ 0.937∗∗ 0.901∗∗ 0.900∗∗ 0.882∗∗ 0.924∗∗ 0.931∗∗ 0.937∗∗
α = 0.20 0.864∗∗ 0.937∗∗ 0.861∗∗ 0.908∗∗ 0.933∗∗ 0.937∗∗ 0.923∗∗ 0.900∗∗ 0.882∗∗ 0.928∗∗ 0.931∗∗ 0.937∗∗
α = 0.15 0.872∗∗ 0.937∗∗ 0.866∗∗ 0.924∗∗ 0.933∗∗ 0.942∗∗ 0.923∗∗ 0.900∗∗ - 0.928∗∗ 0.931∗∗ -
α = 0.10 0.872∗∗ 0.937∗∗ 0.866∗∗ 0.924∗∗ 0.933∗∗ 0.942∗∗ 0.923∗∗ 0.900∗∗ - 0.928∗∗ 0.931∗∗ -
α = 0.05 - 0.937∗∗ 0.866∗∗ - 0.933∗∗ 0.942∗∗ - 0.900∗∗ - - 0.931∗∗ -
α = 0.01 - 0.937∗∗ 0.866∗∗ - 0.933∗∗ 0.942∗∗ - - - - - -
Median
α = 0.25 0.866∗∗ 0.938∗∗ 0.866∗∗ 0.930∗∗ 0.942∗∗ 0.938∗∗ 0.989∗∗ 0.908∗∗ 0.890∗∗ 0.940∗∗ 0.943∗∗ 0.934∗∗
α = 0.20 0.866∗∗ 0.938∗∗ 0.866∗∗ 0.930∗∗ 0.942∗∗ 0.938∗∗ 0.900∗∗ 0.908∗∗ 0.890∗∗ 0.949∗∗ 0.943∗∗ 0.944∗∗
α = 0.15 0.878∗∗ 0.938∗∗ 0.870∗∗ 0.934∗∗ 0.942∗∗ 0.943∗∗ 0.900∗∗ 0.908∗∗ - 0.949∗∗ 0.943 ∗∗ -
α = 0.10 0.878∗∗ 0.938∗∗ 0.870∗∗ 0.934∗∗ 0.942∗∗ 0.943∗∗ 0.900∗∗ 0.908∗∗ - 0.949∗∗ 0.943∗∗ -
α = 0.05 - 0.938∗∗ 0.870∗∗ - 0.942∗∗ 0.943∗∗ - 0.908∗∗ - - 0.908∗∗ -
α = 0.01 - 0.938∗∗ 0.870∗∗ - 0.942∗∗ 0.943 ∗∗ - - - - - -
T-Mean
α = 0.25 0.891∗∗ 0.951∗∗ 0.806∗∗ 0.931 ∗∗ 0.941 ∗∗ 0.942 ∗∗ 0.907∗∗ 0.905∗∗ 0.887∗∗ 0.944∗∗ 0.941∗∗ 0.941 ∗∗
α = 0.20 0.891∗∗ 0.951∗∗ 0.806∗∗ 0.931 ∗∗ 0.941 ∗∗ 0.942 ∗∗ 0.929∗∗ 0.905∗∗ 0.887∗∗ 0.954∗∗ 0.941∗∗ 0.941 ∗∗
α = 0.15 0.904∗∗ 0.951∗∗ 0.810∗∗ 0.939 ∗∗ 0.941 ∗∗ 0.947 ∗∗ 0.929∗∗ 0.905∗∗ - 0.954 ∗∗ 0.941 ∗∗ -
α = 0.10 0.904∗∗ 0.951∗∗ 0.810∗∗ 0.939 ∗∗ 0.941 ∗∗ 0.947 ∗∗ 0.929∗∗ 0.905∗∗ - 0.954∗∗ 0.941∗∗ -
α = 0.05 - 0.951∗∗ 0.810∗∗ - 0.941 ∗∗ 0.947 ∗∗ - 0.905∗∗ - - 0.941 ∗∗ -
α = 0.01 - 0.951∗∗ 0.810∗∗ - 0.941 ∗∗ 0.947 ∗∗ - - - - - -
OLS
α = 0.25 0.917∗ 0.978∗∗ 0.925∗∗ 0.979∗∗ 0.990∗∗ 0.985∗∗ 0.944∗ 0.864∗∗ 0.928∗∗ 0.954∗ 0.985∗∗ 0.987∗∗
α = 0.20 0.917∗ 0.978∗∗ 0.925∗∗ 0.979∗∗ 0.990∗∗ 0.985∗∗ 0.967∗ 0.864∗∗ 0.928∗∗ 0.967∗ 0.985∗∗ 0.987∗∗
α = 0.15 0.973∗ 0.978∗∗ 0.929∗∗ 0.997∗ 0.990∗∗ 0.990∗∗ 0.967∗ 0.864∗∗ - 0.967∗ 0.985∗∗ -
α = 0.10 0.973∗ 0.978∗∗ 0.929∗∗ 0.997∗ 0.990∗∗ 0.990∗∗ 0.967∗ 0.864∗∗ - 0.967∗ 0.985∗∗ -
α = 0.05 - 0.978∗∗ 0.929∗∗ - 0.990∗∗ 0.990∗∗ - 0.864∗∗ - - 0.985∗∗ -
α = 0.01 - 0.978∗∗ 0.929∗∗ - 0.990∗∗ 0.990∗∗ - - - - - -
Continued overlaf
Notes: i) T-Mean denotes trimmed mean combining method; ii) *, **, *** Indicates rejection
of the null hypothesis of equal forecasting accuracy at 10%, 5%, 1%.
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Table 6: Continued.
Recursive Rolling
Combining RMSFEHFC/BM RMSFEHFC/ALL RMSFEHFC/BM RMSFEHFC/ALL
Methods h=1 h=2 h=3 h=1 h=2 h=3 h=1 h=2 h=3 h=1 h=2 h=3
WLS (γ = 1)
α = 0.25 0.937∗∗ 0.999∗∗ 0.864∗∗ 0.981∗∗ 0.998∗ 0.971∗ 0.971 0.971∗ 0.951∗ 1.003 0.996∗ 0.998∗
α = 0.20 0.937∗∗ 0.999∗∗ 0.864∗∗ 0.981∗∗ 0.998∗∗ 0.971∗ 0.988 0.971∗ 0.951∗ 1.002 0.996∗ 0.998∗
α = 0.15 0.938∗∗ 0.999∗∗ 0.869∗∗ 0.986∗∗ 0.998∗∗ 0.976∗ 0.988 0.971∗ - 1.002 0.996∗ -
α = 0.10 0.938∗∗ 0.999∗∗ 0.869∗∗ 0.986∗∗ 0.998∗∗ 0.976∗ 0.988 0.971∗ - 1.002 0.996∗ -
α = 0.05 - 0.999∗∗ 0.869∗∗ - 0.998∗∗ 0.976∗ - 0.971∗ - - 0.996∗ -
α = 0.01 - 0.999∗∗ 0.869∗∗ - 0.998∗∗ 0.976∗ - - - - - -
WLS (γ = 3)
α = 0.25 0.936∗ 0.998∗∗ 0.945 0.982 0.993∗ 1.035 0.929∗ 0.967 0.941 1.007 1.017 1.010
α = 0.20 0.936∗ 0.998∗∗ 0.945 0.982 0.993∗ 1.035 0.983 0.967 0.941 1.013 1.017 1.010
α = 0.15 0.942 0.998∗∗ 0.950 0.995 0.993∗ 1.041 0.983 0.967 - 1.013 1.017 -
α = 0.10 0.942 0.998∗∗ 0.950 0.995 0.993∗ 1.041 0.983 0.967 - 1.013 1.017 -
α = 0.05 - 0.998∗∗ 0.950 - 0.993∗ 1.041 - 0.967 - - 1.017 -
α = 0.01 - 0.998 ∗∗ 0.950 - 0.993∗ 1.041 - - - - - -
DMSFE (δ = 1)
α = 0.25 0.883∗∗ 0.942∗∗ 0.862∗∗ 0.948∗∗ 0.959∗∗ 0.960∗∗ 0.919∗∗ 0.944∗∗ 0.923∗∗ 0.963∗∗ 0.953∗∗ 0.958∗∗
α = 0.20 0.883∗∗ 0.942∗∗ 0.862∗∗ 0.948∗∗ 0.959∗∗ 0.960∗∗ 0.937∗∗ 0.944∗∗ 0.923∗∗ 0.974∗∗ 0.953∗∗ 0.958∗∗
α = 0.15 0.911∗∗ 0.942∗∗ 0.867∗∗ 0.969∗∗ 0.959∗∗ 0.965∗∗ 0.937∗∗ 0.944∗∗ - 0.974∗∗ 0.953∗∗ -
α = 0.10 0.911∗∗ 0.942∗∗ 0.867∗∗ 0.969∗∗ 0.959∗∗ 0.965∗∗ 0.937∗∗ 0.944∗∗ - 0.974∗∗ 0.953∗∗ -
α = 0.05 - 0.942∗∗ 0.867∗∗ - 0.959∗∗ 0.965∗∗ - 0.944∗∗ - - 0.953∗∗ -
α = 0.01 - 0.942∗∗ 0.867∗∗ - 0.959∗∗ 0.965∗∗ - - - - - -
DMSFE (δ = 0.9)
α = 0.25 0.878∗∗ 0.937∗∗ 0.849∗∗ 0.948∗∗ 0.956∗∗ 0.959∗∗ 0.915∗∗ 0.933∗∗ 0.913∗∗ 0.954∗∗ 0.939∗∗ 0.944∗∗
α = 0.20 0.878∗∗ 0.937∗∗ 0.849∗∗ 0.948∗∗ 0.956∗∗ 0.959∗∗ 0.967∗∗ 0.933∗∗ 0.913∗∗ 0.967∗∗ 0.939∗∗ 0.944∗∗
α = 0.15 0.901∗∗ 0.937∗∗ 0.954∗∗ 0.995∗∗ 0.956∗∗ 0.964∗∗ 0.967∗∗ 0.933∗∗ - 0.967∗∗ 0.939∗∗ -
α = 0.10 0.901∗∗ 0.937∗∗ 0.954∗∗ 0.995∗∗ 0.956∗∗ 0.964∗∗ 0.967∗∗ 0.933∗∗ - 0.967∗∗ 0.939∗∗ -
α = 0.05 - 0.937∗∗ 0.954∗∗ - 0.956∗∗ 0.964∗∗ - 0.933∗∗ - - 0.939∗∗ -
α = 0.01 - 0.937∗∗ 0.954∗∗ - 0.956∗∗ 0.964∗∗ - - - - - -
Notes: *, **, *** indicates rejection of the null hypothesis of equal forecasting accuracy at
10%, 5%, 1%.
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