We show that the propagation effects of optical beams in three-dimensional photonic crystal structures can be modeled using a direction-dependent effective diffractive index model. The parameters of the model (i.e., the effective diffractive indices) can be calculated using the curvatures of the band structure of the photonic crystal at the operation point. After finding these indices, the wave propagation inside the photonic crystal can be analyzed using simple geometrical optics formulas. We show that the model has good accuracy for most practical applications of photonic crystals. As an example, the application of the model for diffraction compensation in a tetragonal woodpile photonic crystal is demonstrated.
INTRODUCTION
The idea of periodic dielectric structures, known as photonic crystals (PCs), for engineering the photonic density of states [1, 2] and realizing synthetic optical materials [3] has stimulated considerable research activity lately. Dispersive properties of two-dimensional (2D) PCs in planar structures have shown attractive potential [4] [5] [6] . On the other hand, recent advances in the fabrication of threedimensional (3D) PC structures, including layer-by-layer processing [7] , direct laser writing by multiphoton lithography [8] [9] [10] , and multibeam interference lithography [11] [12] [13] have made possible the realization of such structures for practical applications. Applications including beam shaping, dispersion control, and spectroscopy are among a variety of possibilities in which unique dispersive properties of 3D PCs can be used [14, 15] . However, to design and implement these structures efficiently and systematically, it is essential to have a basic understanding of the propagation effects in 3D PCs.
The amount of memory and computation cost required in direct space-domain simulation of 3D PC structures for dispersion-based applications makes direct techniques such as the finite-difference time-domain (FDTD) method highly inefficient. A modal approach is more efficient in this case because it reduces both the required memory and the computation cost for large structures. The model can be, under certain conditions, simplified to make a direct intuitive connection between propagation effects inside PCs and those of ordinary bulk media. In particular, it has been shown recently that the propagation of light in 2D PCs can be accurately and efficiently analyzed using an effective diffractive index model [16] . The 2D diffractive index model has been successfully used to design and optimize 2D PC structures for applications such as wavelength demultiplexing [17] and diffraction compensation [18] . Here, we report the development of a 3D diffractive index model for efficient analysis of wave propagation in 3D PC structures. We show that the propagation of the electromagnetic waves (at a certain frequency, direction, and polarization) inside such structures can be modeled by two principal diffractive indices that describe the beam behavior in two directions perpendicular to the direction of propagation. We will investigate the accuracy of the model by comparing its results for different 3D PC structures with those of direct numerical simulations.
In what follows, we will develop the diffractive index model for 3D PC structures in Section 2. The model will be verified and the extent of its applicability to practical problems will be discussed in Section 3. In Section 4, the model will be used to analyze the negative diffraction effect in 3D PC structures as an example of practical dispersive applications. Concluding remarks will be given in Section 5.
DIFFRACTIVE INDEX MODEL FOR THREE-DIMENSIONAL PHOTONIC CRYSTALS
The problem of interest in most dispersive applications of PCs is the modeling of the evolution of optical beams propagating through the periodic structure. Recently, some models have been suggested to describe these effects for special cases [19, 20] , but a general model for 3D PCs is still missing. To analyze these structures, modal approaches can be directly used by expanding the beam over the modes of the PC structure. This, however, requires a detailed mode matching process, which is a tedious task. At the same time, in most dispersion-based applications of PCs we are not interested in the details of the beam profile inside the periodic structure. In most practical cases, an accurate description of the behavior of the envelope of the optical beam is the main interest. In this section, we develop an easy to use model for the analysis of the envelope of an optical beam as it propagates through a 3D PC structure. This model can also provide useful insight into the process of beam propagation through 3D PC structures. It has been shown [14] that in 2D PCs an envelope transfer function (ETF) (using the band structure) can be defined to model the evolution of the special envelope of the beam inside the PC structure. Here, we extend this idea to define the amplitude transfer function for 3D PCs. Local quadratic approximation of the band structure at the operation point is then used to define diffractive indices that describe the diffraction of optical beams inside the PC structure at different wavelengths.
One main concept that differentiates between the 3D and the 2D PCs is the vectorial nature of the electromagnetic fields in the 3D case, which cannot be modeled using scalar quantities as in the 2D case. Nevertheless, it can be shown [21] that the polarization of the modes of 3D PC structures in most practical cases have Bloch components with well-defined transverse eigenstates. In addition, these polarization states have smooth variations over the band structure. As a result, an optical beam with limited spatial-spectral content in a 3D PC can be locally modeled using a scalar field by projecting its actual vector field over the dominant polarization state. In what follows, such a scalar model is used to develop approximate solutions; the validity of this assumption will be discussed in more detail in Sections 3 and 4.
For simplicity, we consider a tetragonal woodpile 3D PC in our derivations. The formulation can be extended readily to other lattices, and the results are not limited to the choice of lattice. Assume we have an optical beam with an initial scalar (electric or magnetic) field distribution p 1 ͑x , y͒ along z = z 1 (i.e., a plane normal to the z axis) inside the PC. We can expand this distribution over the PC modes as 
in which, K x =2 / a x , K y =2 / a y , and K z =2 / a z are the reciprocal lattice vectors of the PC in the k domain (a x , a y , and a z are the corresponding lattice constants in the x, y, and z directions, respectively). The initial scalar field expansion, thus, can be written as
͑3͒
where Ũ mnl ͑k x , k y ͒ represents the Fourier expansion coef- 
Assuming that the beam profile covers a limited spectrum around ͑k x , k y ͒ = ͑k x0 , k y0 ͒, we can extract the envelope of the beam by filtering out the high-frequency portion of the spectrum around ͑k x0 , k y0 ͒ and moving it to the baseband by shifting the spectrum by −k x0 and −k y0 in the k x and k y directions, respectively [14] . The resulting spectrum of the envelope, represented by P 1 ͑k x , k y ͒, is
Note that all m and n 0 in Eq. (5) correspond to the higher spatial frequency terms corresponding to rapid spatial variations in the length scales smaller than a PC unit cell. For the analysis of propagation of optical beams in a dispersive PC structure, the optical beam usually covers multiple unit cells, and such rapid variations will not be of interest in designing PC structures for practical applications.
At the monitoring output plane, z = z 2 , the spectrum of the envelope of the beam can be calculated as
If z 2 − z 1 =2q / K z (with q being an integer), the summation term in Eqs. (6) and (7) will be exactly the same, resulting in
which means that the effect of propagation from z = z 1 to z = z 2 on the envelope of the beam is only a phase change in the spectral domain similar to a plane-wave-type propagation with propagation constant k z . Thus, the main effect of propagation in 3D PCs on the beam envelope is the phase variations of the modes from the initial plane to the observation plane.
Based on Eq. (8), we can define an ETF for the structure to describe the propagation from the z = z 1 plane to the z = z 2 plane as
where k z = k z ͑k x + k x0 , k y + k y0 ͒ is related to k x and k y through the dispersion relation of the structure at the constant temporal frequency ͑͒ of the beam. The ETF for 3D PCs [given by Eq. (9)] is similar to what was obtained for 2D PC structures [14] , with the main difference being the extension of the ETF from a single-variable function to a two-variable one. Using the analogy with propagation in bulk media, we can extend Eq. (9) to the case of beam propagation along the direction (normal to the constant frequency surface at the point of operation, i.e., parallel to
where the coordinates , , and are defined in Fig. 1 .
Equation (10) can be used readily to investigate beam propagation effects for the most general case inside a 3D PC. The analogy with propagation in normal bulk media can be further utilized if we express the exponential term of the spectral response in Eq. (9) in terms of its Taylor expansion. Knowing that the diffraction of an optical beam (defined by and k) inside a PC is governed by the curvatures of the constant frequency surface at the operation point, we need to first calculate the PC band curvatures at the operation point. Using the second-order approximation,
a standard method can be adopted to find these curvatures [22] . First, we define W as the magnitude of the gradient at the operation point, given by
Then, the parameters for the first fundamental form of the surface (associated with the tangent plane) can be found as [22] 
and those of the second fundamental form (associated with the second-order curvatures) can be calculated as 6 . ͑14͒
Using these relations, which are coefficients of the fundamental forms of a quadratic surface, we can calculate the Gaussian curvature as
and the mean curvature as
Finally, the two principal curvatures can be calculated as
͑18͒
The principal directions, v i , can be calculated by inserting these principal curvatures in the characteristic equation,
which determines the principal directions projected on the xy plane. From these directions, we can find the two directions at the operation point on the band structure, which are normal to the gradient direction,
The two directions obtained from this process determine the principal directions corresponding to the principal curvatures at the operation point on the band structure. Since these curvatures describe the diffraction of the optical beam inside the structure, we will refer to these two principal directions as the principal diffraction directions. Without loss of generality we assume the directions of and in Fig. 1 to be along the principal diffraction directions at the operation point. Note that in the special case that the two curvatures are equal (i.e., the degenerate case), the choice of the principal diffraction directions is arbitrary. Fig. 1 . Portion of an isofrequency surface (at normalized frequency n0 ) of a general 3D PC in the k space is shown. The directions tangent to the surface (i.e., and ) and the direction normal to the surface ͑͒ are defined in the figure.
To summarize, for each mode of the 3D PC structure (at a given and k), there are two principal diffraction directions in the plane perpendicular to the direction of group velocity for that mode. A principal diffractive index can be defined for each of these directions to describe the diffraction of an optical beam along that specific direction. Based on the analogy with bulk media, we can find the principal diffractive indices ͑n d , n d ͒ at the operation point as
The same phenomenon of anisotropic diffraction, in principle, occurs in ordinary anisotropic media as well, but the extent of the contrast between the two principal diffractive indices can be much larger in 3D PCs (for instance they can have opposite signs), and the beam propagation effects in 3D PCs can show practically significant effects from a device point of view. Equation (21) is the final result of our model. To implement this model for an arbitrary 3D PC, we need to first calculate the 3D band structure, which can be efficiently done by analyzing one unit cell of the PC structure using a standard technique such as plane wave expansion or FDTD. Then, we can calculate the curvatures of the isofrequency surface of the band structure at the operation point of interest. The advantage of this model is that the calculation of curvatures is fast (much faster than the analysis of wave propagation in even a small 3D PC). Furthermore, once the diffractive indices are calculated, they can be readily used to study propagation effects of optical beams for different propagation lengths and in a variety of applications of that PC structure.
RESULTS
To verify the applicability of our approximate diffractive index model, we investigate the propagation of a Gaussian beam inside a woodpile PC structure with a tetragonal unit cell [as shown in Fig. 2(a) ] with f x = f y = 0.3, f z = 0.5, and a z = 2.4a x = 2.4a y = 2.4a. The relative permittivity of the material used for fabricating the 3D PC is assumed to be r = 2.5 throughout this paper, which is the typical value in structures realized in polymer-based PCs. We assume the incident wave to be a Gaussian beam coming from a homogeneous bulk material (with r = 2.5) at ␣ = 38°and = 0°[i.e., propagation in the xz plane in Fig.  2(b) ], where ␣ is the angle between the incident wave vector and the z axis, and is the angle between the plane of incidence and the x axis as shown in Fig. 2(b) . For this lattice, the dominant polarizations of the PC modes are very close to the conventional transverse electric (TE) and transverse magnetic (TM) polarizations [21] . By direct calculation, we can also verify that the principal diffraction directions in this case are parallel and normal to the xz plane. Figure 3 shows the cross section of a Gaussian beam inside this PC structure at different propagation lengths. The beam is assumed to be at normalized frequency of a / = 0.45 with TE polarization (electric field normal to the plane of incidence) and a symmetric shape with a beam waist of 41.2 upon entrance to the PC structure. Results in Fig. 3 (a) are calculated using a direct modal approach based on the plane wave expansion technique as a point of reference, and those in Fig. 3(b) are calculated using our ETF discussed in this paper. The fluctuations on the profile of the beam for the exact method (i.e., the direct modal approach) are caused by the nonuniformity of the refractive index inside the PC structure. It can be observed that the approximate profile calculated by the ETF is an accurate estimate for the envelope of the beam for most practical purposes. Different broadenings in the two principal directions are also evident from the beam shapes in Fig. 3 . Figure   Fig beam propagating inside these structures. The immediate applications of this property are diffraction compensation [18] and beam shaping. To obtain an appropriate 3D PC structure with negative diffraction, we can use our diffractive index model and design the PC structure for the desired diffractive indices along the two principal diffraction directions. More importantly, we can use these indices along with the well-known analytical formulas of geometrical optics to analyze the propagation of the optical beam in such a negative diffraction structure at any arbitrary propagation length. For this analysis, we consider an incident Gaussian beam at the normalized frequency of a / = 0.57 with the symmetric beam waist of 20.6 incident at an angle ␣ = 21.75°and = 0°from the substrate region on the 3D PC structure in the geometry shown in Fig. 2(b) . We choose a woodpile PC structure with a x = a y = a, a z = 2.4a, f x = f y = 0.3, f z = 0.5, and r = 2.5, similar to the one in Fig. 2 . The 3D isofrequency surface for this PC at the operation normalized frequency is shown in Fig. 5(a) . The excitation point on the band structure is marked by an arrow in Fig. 5(a) , showing that the isofrequency surface at this operation point has different curvatures in the x and y directions. We assume that the beam initially propagates a distance of L pre = 1960a in the substrate with r = 2.5 (and thus, broadens to a beam spot of 2w =77 in each lateral direction) before entering the PC. The two diffractive indices for this structure at the operation frequency of a / = 0.57 are n dx = −0.16 and n dy = 0.90 [calculated from the band structure using Eq. (21)]. The beam profiles normal to the direction of propagation (the z direction) at two different propagation lengths inside the PC structure are shown in Figs. 5(b) and 5(c). Perfect diffraction compensation in the x direction at L = 500a is observed from Fig. 5(c) , and the transfer-limited spot size is retrieved. Further propagation inside the PC region beyond this point results in the broadening of the beam. It is interesting to note the difference between the diffraction effects in the x and y directions. The beam undergoes normal diffraction in the y direction and continues to broaden upon propagation (since n dy Ͼ 0), while the diffraction effect in the x direction is opposite to that of ordinary bulk materials (since n dx Ͻ 0), and results in focusing of the beam. Figure 5 (d) compares the widths of the beam in the x and y directions obtained from direct ETF simulations with those obtained by fitting a Gaussian beam propagation into the calculated data based on a modal analysis. The estimated diffractive indices in the x and y directions from this fitting process are n dx = −0.14 and n dy = 0.87, respectively, which are in good agreement with direct calculations of diffractive indices from the band structure. It is clear that choosing an appropriate 3D PC structure for diffraction compensation and confirming its effect on the incident beam with direct simulation of propagation (using methods such as FDTD) is very time consuming. This clearly shows the importance of our diffractive index model in the analysis, design, and optimization of 3D PC structures for practical applications.
DISCUSSION
The applicability of the diffractive index model is mainly determined by the accuracy of the quadratic approximation of the ETF [Eqs. (10) and (11)]. Any difference between the ETF and our second-order approximation corresponds to diffraction effects during propagation that are ignored in the diffractive index model. Therefore, the error in using the diffractive index model increases by increasing the spatial bandwidth (i.e., range of k) of the incident beam. In most practical applications of 3D PCs (such as wavelength demultiplexing, self-guiding, and diffraction compensation), the incident beam is forced to be collimated (or have a small spatial bandwidth) by the requirements of that application. For such practical cases, the accuracy of our model is very good. Nevertheless, we can improve the accuracy of the model by defining higherorder diffractive indices similar to the two-dimensional case [18] using higher-order approximations to improve the accuracy. Figure 6 shows beam profile of a Gaussian beam at different propagation lengths in the same structure as the one described in Fig. 5 , when the beam waist of the incident light is reduced by a factor of 2 (i.e., the spatial bandwidth is increased by a factor of 2) compared to the incident beam used in the simulations in Fig. 5 . The higherorder diffraction effect in this case results in an asymmetrical beam profile and appearance of sidelobes in the output beam profile. Note that again, since the signs of the diffractive index along the x and y directions are different, focusing of the beam along the x direction is observed as opposed to the normal beam broadening along the y direction.
Another possible source of error in our effective diffractive index model is the deviation of the actual situation from the assumption of scalar diffraction used in our model. Noting that the polarization of the incident light is usually fixed, the variation of polarization of the PC modes in the wave-vector excitation range of interest results in reduced coupling efficiency to the PC mode of interest or possibly coupling to other PC modes. However, for almost all 3D PCs of interest for practical applications in relatively low-index-contrast materials (i.e., woodpile structure, FCC lattice, and diamondlike structure [11] in polymers) PC modes have almost linear polarizations with gradual variations over the band structure [21] . As a result, our model has a good accuracy in analyzing practical structures of interest.
It is important to note that the diffractive index model presented here describes the spatial distribution of the beam during propagation and cannot be used for the analysis of reflection at the interface of 3D PCs with other media. For analyzing the reflection and coupling efficiency, a mode matching scheme can be used at the interface of the PC by including both the propagating and the evanescent modes of the structure [23] . Once the strength of each mode inside the PC structure is found, the propagation of the mode can be analyzed using the diffractive index model.
CONCLUSIONS
We demonstrated here an accurate and efficient model based on effective diffractive indices for the analysis of = 0°, with a symmetric beam waist of 2w 0 = 41.2, and is originally broadened to a beam width of 77. Cross sections of the beam inside the PC structure is shown at (b) z = a (i.e., upon entrance to the PC region) and (c) z = 500a. (d) The evolution of the width of the beam during propagation through the PC structure is calculated using the ETF method and our simple diffractive index model, showing good agreement. Using Gaussian beam propagation formulas and by fitting the parameters into the calculated ETF beam widths, the diffractive indices are estimated to be n dx = −0.14 and n dy = 0.87, which are in good agreement with those calculated in our simple model. beam propagation effect inside 3D periodic structures. We showed that two principal diffractive indices (corresponding to two principal diffraction directions) can be defined to describe the propagation of beams in an arbitrary direction inside these structures. The model has good accuracy for the analysis of all 3D PCs of interest for practical applications. Using this method, the beam propagation effects can be studied using simple geometrical optics formulas, which significantly reduces the amount of memory and computation cost needed for the 3D structure compared to other approaches. Thus, the model enables efficient analysis, design, and optimization of 3D PC structures and opens up new possibilities for practical applications of 3D PCs by facilitating their modeling. 
