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ABSTRACT
Feature Selection and Non-Euclidean Dimensionality Reduction: Application to
Electrocardiology
by
Dae Yon Jung
Chair: Alfred O. Hero III
Heart disease has been the leading cause of human death for decades. To improve
treatment of heart disease, algorithms to perform reliable computer diagnosis using
electrocardiogram (ECG) data have become an area of active research. This thesis
utilizes well-established methods from cluster analysis, classification, and localization
to cluster and classify ECG data, and aims to help clinicians diagnose and treat heart
diseases. The power of these methods is enhanced by state-of-the-art feature selection
and dimensionality reduction. The specific contributions of this thesis are as follows.
First, a unique combination of ECG feature selection and mixture model clustering is
introduced to classify the sites of origin of ventricular tachycardias. Second, we apply
a restricted Boltzmann machine (RBM) to learn sparse representations of ECG signals
and to build an enriched classifier from patient data. Third, a novel manifold learning
algorithm is introduced, called Quaternion Laplacian Information Maps (QLIM), and
is applied to visualize high-dimensional ECG signals. These methods are applied to
design of an automated supervised classification algorithm to help a physician identify
the origin of ventricular arrhythmias (VA) directed from a patient’s ECG data. The
xi
algorithm is trained on a large database of ECGs and catheter positions collected
during the electrophysiology (EP) pace-mapping procedures. The proposed algorithm
is demonstrated to have a correct classification rate of over 80% for the difficult task
of classifying VAs having epicardial or endocardial origins.
xii
CHAPTER I
Introduction
1.1 Motivation
Heart disease is a leading cause of human death [1, 2]. The high mortality rate
of heart disease is predicted to continue at least until 2020 throughout the world [3].
This high mortality has generated significant demands for improving diagnosis, pre-
diction, and treatment of heart disease. The electrocardiogram (ECG) is widely used
to identify pathological conditions, and there is a hope that ECG analysis will be
able to help diagnose the presence of heart disease [4, 5] and predict future events
including myocardial infraction [6] and arrhythmias [7, 8, 9]. The ECG provides a
recording of a heart’s electrical activity, but is usually not sufficient, when used alone,
to diagnose heart disease. For accurate diagnoses, pace-map data is collected during
a heart catheterization procedure in the electrophysiology (EP) lab. In this invasive
procedure, pace-map data is collected by the clinician in order to associate abnormal
ECGs with specific locations on the heart wall using the catheter to stimulate and/or
ablate locations on the myocardium.
This thesis is motivated by the prospect that the ECGs during ventricular ar-
rhythmias alone contains sufficient information to localize, at least coarsely, the ori-
gin of ventricular arrhythmias without pace-map data. This could lead to improve
diagnostic accuracies, reduce medical costs, and facilitate and shorten pace-mapping
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procedures. For example, the origin of ventricular tachycardia (VT), a fast-beating
arrhythmia that can potentially develop into life-threatening ventricular fibrillation,
can be identified by analyzing ECG data collected from multiple pace-map locations.
Identifying the precise locations or regions in the heart from which the VT arises helps
clinicians to treat patients with appropriate heart surgeries, defibrillator implanta-
tion and radiofrequency ablation, and medications. Despite its obvious benefits to
clinicians and patients alike, pace-map ECG analyses are challenging because they
use complete signals of 12-lead ECGs from multiple patients. This use of ECG data
is different from the well-established analyses for rhythm recognition or arrhythmia
prediction, where the analyses can be performed on ambulatory ECGs, which consist
of fewer leads, from fewer numbers of patients [6, 7, 8, 9].
The objective of this thesis is to design automated algorithms for localizing the
origin of arrhythmias based on the ECG. To this aim we introduce novel approaches
that are based on machine learning methods of cluster analysis, classification, and
localization. There are several challenges that this thesis addresses.
1. High variance data: ECG signals from different patients have various ranges of
peak amplitudes, signal durations, and morphology changes that can depend
on the patient’s gender, heart size, heart disease history, etc.
2. High dimensional data: ECG signals are collected over time from 12 leads based
on 10 electrodes attached to a patient’s body, and the hundreds of time samples
in each signal leads to very high dimensional data.
3. Large range of ECG features: Many different types of features have been pro-
posed for ECG analysis, including onset, amplitude, slope, template matching,
and wavelet coefficients. The performance of an automated classification algo-
rithm is highly dependent on the choice of ECG features.
These problems can lead to bias and overfitting during the training phase of machine
2
learning methods.
In order to overcome the problems while identifying VT origins using ECG data,
a new ECG feature, which fulfills the intended purpose, is required. In this thesis, the
improvement of ECG analysis is achieved by dimensionality reduction of the original
ECG data and selection and extraction of the most relevant ECG features. This
permits the classification and localization of VT origins to be accurately and reliably
performed with reduced overfitting error or bias.
1.2 Background and Contributions
1.2.1 Electrocardiogram
The ECG is a recording of the cardiac electrical activity. The first ECG apparatus
is invented by Willem Einthoven in 1903 for which he won the Nobel Prize in 1924 [10].
The ECG is measured from ten electrodes placed on the outside of the body, four
from the limbs and six from the chest. A complete ECG has 12 different leads, which
are signals of varying electrical potentials. The leads are named as follows: I, II,
III, aVL, aVR, aVF, V1, V2, V3, V4, V5, and V6. Leads I, II, and III measure the
differences in potentials among the two arms and the left leg. Leads aVL, aVR, and
aVF are called augmented leads and are derived from leads I, II, and III versus the
Wilson central terminal electrode, which is an average of the potentials from the two
arms and the left leg. Together the leads I, II, II, aVL, aVR, and aVF constitute the
limb leads and can be used to determine frontal electrical axis of the heart. Leads V1
through V6 are the precordial leads. They are located over the patient’s chest: V1 and
V2 are located in the fourth intercostal space on both sides of the sternum, and V3
through V6 are located in the fifth intercostal space along the left lateral chest. The
six precordial electrodes record the electrical activity between the electrodes placed
on the chest and the Wilson center terminal electrode.
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A single beat of an ECG signal is composed of “waves” that are produced at
different phases of depolarization and repolarization in the heart muscle [11]. It
starts with a P-wave (atrial depolarization) and moves on to QRS-wave (ventricular
depolarization), which is referred to as the “QRS complex.” QRS complex is followed
by the T-wave that corresponds to the repolarization phase. A U-wave can be present
in some patients at the end. A standard ECG signal can be represented as in Figure
1.1a. A real-time ECG would not necessarily have all six wave components, and
each wave would not necessarily have the same shape shown in Figure 1.1b. These
wave variations are associated with different heart characteristics and conditions. The
variations, moreover, enable electrophysiologists and signal analysts to use the ECG
for diagnosis, prediction, and treatment of heart disease.
1.2.2 Ventricular Tachycardia and Pace-mapping
1.2.2.1 Ventricular Tachycardia
Tachycardia is an arrhythmia with a heart rate over 100 beats per minute, and
ventricular tachycardia (VT) is a tachycardia originating from a ventricle. Ventricular
tachycardia can result in a low blood pressure that ultimately can cause a faint or
syncope of the individual. Ventricular tachycardia can degenerate into ventricular
fibrillation (V-fib) resulting in cardiac arrest and death unless ventricular fibrillation
is promptly terminated [12].
VT most often occurs in patients with structural heart disease; i.e. they had a
prior myocardial infarction or have non-ischemic cardiomyopathy. Both conditions
have scar as the common denominator that constitutes the pathological substrate
for VT. However, people without structural heart diseases in the absence of scar
can also have arrhythmias. The most common arrhythmia in humans are premature
ventricular complexes (PVC). They consist of a single ectopic ventricular beat, and
most often PVCs occur in the absence of structural heart disease. Some patients can
4
P
Wave
PR
Segment
QRS
Complex
ST
Segment
T
Wave
U
Wave
PR
Interval
QT
Interval
(a) A Schematic Representation of a Normal ECG
Signal. Reprinted from Electrocardiography, In
Wikipedia,n.d., Retrieved April 14, 2015, from
http://en.wikipedia.org/wiki/Electrocardiography.
Reprinted with permission.
0 500 1000 1500
V6
V5
V4
V3
V2
V1
aVF
aVL
aVR
III
II
I
Time(ms)
(b) A Real Time ECG Signal. The pacing is per-
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Figure 1.1: ECG Signals
also have VT without structural heart disease. In the absence of structural heart
disease, ventricular arrhythmias, especially PVCs, are usually benign [13].
1.2.2.2 VT Treatments and Cardiac Ablation
Two treatment options are available for VTs: medical therapy with antiarrhyth-
mic medications to suppress VT or catheter ablation where VT is eliminated with
local delivery of radiofrequency energy. VT is acutely terminated either by over-
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driven pacing via a catheter or a defibrillator or by synchronized cardioversion via
an external or internal defibrillator. Whereas overdrive pacing even if delivered via
an implantable cardioverter defibrillator (ICD) is usually painless, terminating VT
with a shock results in substantial discomfort to patients and has been reported to
increase mortality rates [14]. Because suppression of VT with medication is often
ineffective and can result in non-tolerated side effects, alternative therapy options
have been developed. Catheter ablation using radiofrequency energy has been used
to treat VT and has resulted in improvement of symptoms, reduction in morbidity,
and improvement in survival in patients with prior myocardial infarctions [15, 16, 17].
Cardiac ablation for the VT treatment is performed using a radiofrequency (RF)
catheter. A cardiac catheter is inserted into the heart and placed at a location on the
ventricular heart wall that is suspected to be the origin of VT. Ablation of the tissues
around the VT origin will stop the polarization that causes a different beat from the
other parts of a heart. For the ablation procedure, a catheter is placed inside of the
heart through blood vessels, e.g. the femoral vein or the femoral artery. The outside
of the heart can be reached either by accessing the pericadial space (space surrounding
the heart) with a puncture below the chest bone or by accessing the outside of the
heart via open heart surgery. The tissue generating the VT, often scar tissues, is
localized with mapping procedure by using pace-mapping. Once the origin of the
VT has been identified, radiofrequency energy is delivered, and the arrhythmogenic
substrate is destroyed. The success of RF catheter ablations in different types of
heart disease has been demonstrated by many studies [18, 19, 20, 21, 22].
1.2.3 Signal Analysis and Machine learning in Electrocardiology
1.2.3.1 Previous Work by Others
Since the invention of ECG, clinicians and researchers attempted to utilize ECG
data beyond monitoring patients’ current heart conditions. Through ECG signal
6
analysis, researchers have reportedly been able to classify abnormal heart rhythms
(beats), stratify patient population, predict future cardiac events, and thereby deter-
mine patient prognoses. Over many years, ECG signal analysis has been standardized
into two steps: (1) extracting an ECG feature and (2) constructing or selecting a clas-
sification model or an estimation model. These two steps differentiate the approaches.
ECG feature extraction and feature selection are critical rate limiting steps.
In the 1960s, an initial study of ECG analysis with feature selection began. Black-
burn et al. [23] extracted eight different visual criteria from 12-lead ECGs. At this
time, since they used the term “code” instead of “feature”, Blackburn et al. named
this group of features the Minnesota Code. Using the Minnesota Code, they classi-
fied the patient population and abnormal rhythms by hand. After all the work with
the Minnesota Code, Blackburn published a summary review paper stating that even
though ECG is an objective record and gives valid information about arrhythmias
and heart disease, human annotation and measurement errors produced features that
were difficult for clinical experts to interpret [24]. Therefore, at the end of the paper,
Blackburn insisted on the need for computer processing for making ECG analysis
clinically useful.
In one of the first computerized analyses, Cox et al. [25] introduced amplitude-
zone-time epoch coding (AZTEC), a smoothing of ECG signals for rhythm analysis.
As a smoothing transformation, AZTEC simplifies the signal and reduces the signal
noise. Due to the simplification and noise reduction, Cox et al. states that AZTEC
would be an appropriate feature (termed as pre-processing) of ECG for a real-time
analysis; in fact, AZTEC was later used in QRS complex detection and abnormal
rhythm classification by Birman [26].
After the use of computer in signal analysis was popularized, ECG feature extrac-
tions using various types of transforms were introduced. In particular, in the paper
by Gritzali [27], a wavelet transform was used to represent the ECG signal as a linear
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superposition of orthogonal waveforms. The ECG feature from the wavelet transform
was defined as the set of wavelet coefficients extracted from the ECG signal. Wavelet
features were considered advantageous because (1) they are extracted from the full
duration signal, (2) they are applied independently to multi-lead ECGs, (3) they re-
duce the dimension of the feature, and 4) they provide better signal approximation
as compared to previous ECG features [27].
Subsequently, a combination of feature extraction using wavelet transform and
classification using support vector machine (SVM) enjoyed the increasing popularity.
Zhao et al. [28] combined wavelets and SVMs to achieve over 99% classification ac-
curacy with 6 heart rhythm classes. Song et al. [29] reduced the feature dimension to
only 4 linear combinations of wavelet coefficients by using linear discriminant analysis
(LDA). The rhythm classification accuracy was over 99% for this method as well.
A modification in the SVM classifier was proposed in the paper by U¨beyli [30].
Using the wavelet transform features for the ECG signals, U¨beyli classified heart
rhythms using SVM with error correcting output code (ECOC). Applying error cor-
recting output codes, inspired from digital communication theory, automatically cor-
rects possible erroneous classification by assigning a hamming code to each class.
U¨beyli compared the classification results from SVM with ECOC to the results from
a multi-layer perceptron.
Lastly, Martis et al. [31] presented a comprehensive study in classifying heart
rhythms using wavelet ECG features from nine different wavelet bases and three
different classifiers (Gaussian mixture model, artificial neural network, and SVM).
According to this paper, differences in the wavelet bases do not cause large differences
in the classification accuracy, but the SVM classifier gives outstanding classification
results compared to the other two classifiers.
Recently, a new ECG feature was introduced by Chia et al. [9] in an application of
atrial fibrillation prediction. They used two methods, independent component anal-
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ysis (ICA) and silence-energy minimization, to extract a novel ECG feature. Based
on a priori knowledge about the average atrial activation time period, Chia et al. ex-
tract independent components from the ECG signals. Also, based on the knowledge
that different ECG components originate from different phases of the electrical car-
diac activation, the ECG was separated into atrial beats and ventricular beats using
silence-energy minimization. These two feature extractions were designed for atrial
fibrillation prediction, which is different from the objective of this thesis that deals
with VT.
1.2.3.2 Contribution of the Thesis
Most of the previous work in signal analysis and machine learning in electrocardi-
ology has been developed to classify and predict heart rhythms. However, as stated
in Section 1.1, the objective of this thesis is to identify the locations of VT origins.
To do this, we use machine learning methods of cluster analysis, classification, and
dimensionality reduction.
Before classifying VT and pace-map origins from ECG signals, the thesis reports
on results of clustering patient groups and selecting ECG variables to design an effec-
tive ECG feature. The patient groups are clustered using spectral clustering method
applied to cross-validated samples of patient-pairwise SVM classification performance
used as an inter-patient distance metric. ECG signals along with their class labels are
examined with sparse linear discriminant analysis (sLDA) [32]. This analysis found
that the slopes in particular leads and time segments of the QRS complex are distinct
for VTs and pace-maps originating from different locations in the heart and allow to
separate into different classes, and based on the results, a novel ECG slope feature
is designed. To the best of our knowledge, these two approaches are the first in us-
ing spectral clustering and sparse LDA for patient stratification and ECG feature
selection, respectively.
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For classifying and localizing the origin of VTs, the SVM is used as a baseline
classification method throughout the thesis. Both linear and kernelized SVM are
used, and all classifications are cross-validated with leave-one-patient-out, leaving out
one patient’s VTs and pace-maps as testing samples and using all the other patients’
signals in training. This leave-one-patient-out cross-validation provides meaningful
results because the inter-patient variation is large.
To produce accurate estimates of VT origin coordinates, the likelihood function
between ECG signals and their corresponding myocardial coordinates is constructed
with mixture models. The Von Mises-Fisher mixture model [33] is applied for co-
ordinate estimation, and Gaussian mixtures are used for region estimation. The
likelihood functions learned with Gaussian mixtures are utilized in classification of
regions through likelihood-ratios test. This is the first time that the mixture models
have been applied to pace-map location estimation and classification.
A novel manifold learning algorithm was developed to perform non-Euclidean di-
mensionality reduction on ECG data. This dimensionality reduction method, called
Quaternion Laplacian Information Maps (QLIM), is an extension of Spherical Lapla-
cian Information Maps (SLIM) and applied to visualize the ECG signal distributions.
Finally, we propose a new type of pace-map classifier that is implemented using a
restricted Boltzmann machine (RBM). While the performance of the RBM is not as
good as the mixture of Gaussian model that we introduced earlier in the thesis, the
RBM provides a new methodological framework for the ECG classification. RBMs,
and, more generally, deep learning architectures, require many training samples and
we believe that the proposed RBM classifier can approach or exceed the performance
once a larger training set of patient ECGs becomes available.
A summary of the contributions of this thesis is as follows:
• This thesis develops a machine learning algorithm that analyzes and clusters
12-lead ECG signals with the novel objective of localizing the myocardial origin
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of VTs from pace-map data.
• The thesis proposes a new ECG feature and a classifier based on the mixture
model to classify VT origins from ECGs.
• The thesis evaluates the use of restricted Boltzmann machines in ECG analysis.
• The thesis presents a novel manifold learning method called QLIM in order to
reduce the dimensionality of ECG signals while preserving VT and pace-map
origin information.
• The thesis introduces and analyzes ventricular arrhythmia ECG signals with
intramural origins.
• The ECG analyses in this thesis use the VT and pace-map ECG dataset pro-
vided from the University of Michigan Cardiovascular Center. There are 3,277
12-lead pace-map ECGs and 51 VT ECGs collected from 43 patients. This cor-
pus represents the largest pace-map dataset published to date, permitting the
application of the machine learning methods proposed in this thesis.
1.3 Outline of the Thesis
Chapter II reviews the process of automated ECG analysis for localizing and
classifying the origin of pace-maps and VTs. The ECG dataset is analyzed with
sparse linear discriminant analysis to create new ECG features based on their regional
differences of VT origins. A joint distribution of ECG signals and corresponding
coordinates of the origins are obtained using mixture models. Using this model,
both estimation of the origin coordinates and classification of the origins’ regional
categories can be performed. However, this thesis only presents experiments for the
region classification due to the low spatial resolution of the available pace-map data.
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In Chapter III, the restricted Boltzmann machine is applied to ECG analysis.
First, the equivalence between Gaussian mixture model and Gaussian-softmax RBM
is proven. Using the connection between the means of Gaussian mixtures and the
columns of the weight matrix in RBM, the joint distribution of ECG signals and
regional labels are described with Gaussian RBMs. Since the advantage of discrim-
inative RBMs is its capability of learning an expressive relationship between ECG
signals and labels, a classifier of the origin of pace-maps is modeled and tested.
Chapter IV introduces the new method of manifold learning. Quaternion Lapla-
cian Information Maps, abbreviated as QLIM, is a manifold learning methodology
that contributes to non-Euclidean dimensionality reduction and clustering. Unlike
the previous methods of manifold learning, QLIM focuses on embedding into quater-
nion space. QLIM is demonstrated on both the ECG dataset and a turntable image
dataset, acquired in the Vision Lab from the department of electrical engineering and
computer science, with rotational variations.
In Chapter V, we consider classification of an unconventional ventricular arrhyth-
mia (VA) with the site of origin located in the middle of the heart wall. These
VAs, called intramural VAs, are associated with differently shaped ECG signals as
compared to non-intramural VAs. By averaging the pace-map ECGs from different
aspects of the myocardium (i.e. epicardium or endocardium) close to the target in-
tramural VA, we obtain a signal that is highly correlated to the ECG of that target
VA. The Pearson correlation coefficient and root mean square error are used to nu-
merically measure the similarity among the pace-map ECGs, the combination signals,
and the target VA ECGs.
1.4 Publications
The publications that have come out of research presented in this thesis are as
follows.
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Journals
[1] Mario Njeim*, Dae Yon Jung*, Miki Yokokawa, Alfred O. Hero III, Eric Good,
Fred Morady, Frank Bogun. Electrocardiographic Characteristics of Scar Related
Intramural Septal Ventricular Tachycardias, in preparation.
[2] Miki Yokokawa*, Dae Yon Jung*, Alfred O. Hero III, Kazim Baer, Fred
Morady, Frank Bogun. Single- and Dual-Site Pace Mapping of Idiopathic In-
tramural Ventricular Arrhythmias, Heart Rhythm, 2015, in revision.
[3] Miki Yokokawa*, Dae Yon Jung*, Kim K. Joseph, Alfred O. Hero III, Fred
Morady, Frank Bogun. Computerized Analysis of the 12-Lead Electrocardiogram
to Identify Epicardial Ventricular Tachycardia Exit Sites, Heart Rhythm, 2014.
(* indicates equal contribution)
Conferences
[1] Dae Yon Jung, Sungjin Kim, Alfred O. Hero III. Quaternion Laplacian Infor-
mation Maps for Dimensionality Reduction, in preparation.
[2] Kihyuk Sohn, Dae Yon Jung, Honglak Lee and Alfred O. Hero III. Efficient
Learning of Sparse, Distributed, Convolutional Feature Representations for Ob-
ject Recognition, In Proceedings of 13th International Conference on Computer
Vision (ICCV), 2011.
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CHAPTER II
Analysis of Electrocardiograms for Localizing and
Classifying Ventricular Tachycardia and Pace-map
Origins
2.1 Introduction
A high dimensional signal is not the best representation of information; the latent
information is not easily observed, and the computation becomes heavy. Therefore,
an effective low dimensional feature should be extracted and selected from high di-
mensional data. The signal collected from a human heart for clinical purposes is one
of these overwhelmingly high dimensional signals. The clinicians often need to answer
simple questions, many times yes-no (binary) questions, in analyzing collected data.
Electrocardiography, a recording of heart activities over the time domain, produces
high dimensional signals that are useful descriptors of the status of a heart. By ana-
lyzing the electrocardiograms (ECGs), the information about the origin of ventricular
tachycardia (VT) can be classified, and later the spacial coordinates of the VT origins
on the heart surface can be precisely estimated.
Ventricular Tachycardia is an arrhythmia that is often caused by a dense fibrous
scar created in the ventricles. To cure life-threatening VTs, an ablation procedure
can be performed. Prior to the ablation, the origin of the VT needs to be identified,
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and pace-mapping is a technique that helps identify the sites of origin of VT within
scar tissue. Theoretically, if the catheter is at the site of origin (also called exit site),
the ECG morphologies of the VT and the pace-map have to be identical. However,
in today’s clinical practice, pace-maps are analyzed by visual inspection. If the QRS
complex morphology from more than 10 out of the 12 leads appears similar to a
reference VT QRS morphology, the location of catheter where the pace-map was
obtained is considered to be the origin for that VT. Figure 2.1 shows the overlapping
between a reference VT signal and the corresponding pace-map from the site of origin.
Two other pace-maps from the same patient are presented to show how the ECGs
are different when pace-mapping is performed from other locations.
The ultimate objective in this chapter is to build the framework for estimating
each pace-map’s locational information within the heart from the temporal 12-lead
ECG signals. Assuming that all patients’ heart shapes can be mapped to a universal
heart, which will transfer all the pace-maps from different patients to a universal
coordinate, we can design a coordinate estimation model using the mixture model.
As an initial step toward this goal, a classification of VT origin being either the
outside of the heart (Epicardium) or the inside of the heart (Endocardium) is reported
in this chapter. In general, the QRS morphology that is generated by pacing from
the catheter-tip that is used for mapping (the so called pace-map) is a surrogate of a
VT that originates at the site where pacing is performed. Pace-mapping is performed
throughout the cardiac surface, and the resulting pace-maps are considered to be the
equivalents of VT. The pace-maps are used in this manner in this chapter.
The distinction between epicardial and endocardial origin can be viewed as a sim-
ple binary classification of epicardial and endocarial pace-maps. However, there are
sources of variances. First, there is patient variance. Heart size, and cardiac location
within the thorax, distance of the heart from the skin surface are not identical in
every patient, neither is the location of scar and the scar architecture that deter-
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mines the origin of the VTs. These factors among others cause different durations,
amplitudes, and orientations of the ECG signals. Since all the pace-maps are not
from a single patient, epicardial and endocardial pace-maps will have variances ac-
cording to the patients. Second, VTs originating from different regions in the heart
will have different QRS morphologies. Even though ECG signals from the inside of
the heart are categorized as one endocardial class, the regional differences including
origin within the right or left ventricle or origin at the anterior or posterior heart wall,
etc., will result in different QRS morphologies. An appropriate classifier, therefore,
needs to be able to correct for all the variabilities and select the correct property that
distinguishes both classes.
This chapter followed with a brief explanation about the related work and back-
ground in Section 2.2. Section 2.3 describes the 12-lead ECG dataset that is used
throughout the analyses in this chapter and the whole thesis. Section 2.4 describes
the estimation model and the epicardial-endocardial ECG classification method. Also,
analyses on ECG signals and patient clusterings are presented that help understand
the dataset and the extracted ECG features. The experimental settings and the clas-
sification results are presented and discussed in Section 2.5. Lastly in Section 2.6, we
conclude the chapter, and possible upcoming work to this project is discussed.
2.2 Background
2.2.1 Related Work
ECG analyses have been used in rhythm recognition [34] and arrhythmia predic-
tion [9, 35] use the features of beat to beat analysis for comparison. For classification
and localization of the VT origin, ECG features that represent complete characters of
12-lead ECGs need to be used. Cardiologists rely on physical properties of ECGs: the
duration of QRS complex, the time interval from the beginning of the QRS complex
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VT8 487 RV 68 RV 398 Epi
Figure 2.1: Patient 8’s VT, Its Exit Site (489 RV) Pace-map, and Two Other Pace-
maps
to the peak of the R wave, the QRS peak, etc. [36, 37]. Signal analysts use features
built on the physical features: wavelets [35, 38], normalized energy [39], and neural
networks [34, 40].
Yokokawa et al. [41] described the value of the QRS morphology using a comput-
erized algorithm in localization of the VT origin. Using 774 pace-maps and 58 VTs,
they were able to classify VTs into 10 endocardial regions in the left ventricle with a
70% accuracy. Berruezo et al. [37] reported a 87% sensitivity and 95% specificity for
distinguishing epicardial from endocardial VT origins in 9 patients with 69 VTs from
the left ventricle. Focusing solely on the absence of Q waves in 636 pace-maps and
19 VTs from 15 patients, Bazan et al. [42] demonstrated that features distinguishing
epicardial from endocardial origins are site specific. More recently, Valles et al. [36]
reported a 95% classification accuracy using a stepwise algorithm focusing on one
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specific cardiac area to distinguish epicardial from endocardial origins.
The previous work assessing accuracy of VT origin tends to have a high classifi-
cation rate. To put the prior work in the correct perspective, one needs to be aware
of the exact datasets that are described in the different publications. The datasets
are all limited to a select group of patients and a very narrow spectrum of VT origins
(i.e. the basal left ventricular wall), and a small number of VT samples. The number
of VT samples is in some of the publications complemented by sites of pace-mapping
which is a legitimate way to increase the number of QRS morphologies that can be
generated and analyzed per patient; unfortunately this method is underutilized in
the prior reports. Furthermore, these studies did not report actual cross-validated
classification rates. Rather they reported apparent error rates when the classifier is
trained and tested in the entire sample. Thus these accuracy rates are often not
achievable in practice.
2.2.2 Pace-mapping and its Procedure
Pace-mapping is a technique in cardiac electrophysiology (EP) to map the heart
surfaces to its corresponding ECGs. For the purpose of transmitting an electrical
stimulus and excite the heart locally, a mapping catheter (the same catheter can
be used for both mapping and ablation) is positioned at the inside of the heart
(endocardium) or the outside of the heart (epicardium). The placement of a catheter
at the endocardium is less invasive since the catheter is inserted into the blood vessels
and then directed to the endocardium. It is more invasive to reach the epicardium and
requires a puncture of the pericardial space below the sternum. This approach has
more potential complications and should only be performed by experienced operators.
Rarely open heart surgery is needed to place the catheter outside of the heart. For
exact tracking the catheter , the tip contains a localization sensor that can be tracked
in the three dimensional space with an accuracy of 1 mm. The location of sites
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where pace-maps are generated can thereby be recorded with high accuracy. They
are reported as xyz coordinates on the 3D map.
In a given patient, after informed consent is obtained, a 6F quadripolar electrode
catheter is introduced into a femoral vein and positioned at the right ventricular
apex. Programmed right ventricular stimulation is performed with 1-4 extrastimuli
to induce VT [43]. Once the VT is induced and terminated, the mapping procedure
starts. The mapping procedure uses three dimensional data that are obtained by
touching the cardiac walls with the mapping catheter. A system that is often used is
the CARTO system (Biosense Webster, Inc., Diamond Bar, CA, USA) in combination
with a 3.5-mm-tip, open-irrigation ablation catheter (Thermocool Navistar, Biosense
Webster). Electrograms are filtered at 50-500 Hz. The intracardiac electrograms and
leads V1, I, II and III are displayed on an oscilloscope and recorded at a speed of 100
mm/sec. The recordings are stored on optical disc (EPMed Systems, West Berlin,
NJ, USA). A voltage map of the left ventricle is generated during sinus rhythm and
consists of touching the wall of the endocardium with the mapping catheter and
recording the local electrograms at each site of contact. The voltage determines the
tissue integrity;. low voltage is defined as bipolar voltage with an amplitude <1.5
mV [44]. It indicates scar tissue whereas normal voltage ≥1.5 mV indicates healthy
tissue. Epicardial access is performed as needed if arrhythmias can not be localized
to the endocardium using a subxyphoid approach described by Sosa et al. [45].
Pace-mapping is performed mainly from within the low-voltage areas in patients
with cardiomyopathy. The cycle length of pace-mapping is that of the targeted VT.
Pace-mapping is performed uniformly throughout the low voltage area at sites where
the local electrograms differ from the prior mapping site. Pace-mapping is also per-
formed at normal voltage sites in an attempt to evenly cover endocardial and epicar-
dial surfaces. Two consecutive captured beats are required for analysis.
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2.2.3 Sparse Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) is a supervised classifier that seeks for the
largest separation among the data according to their class labels. In the procedures of
LDA, it projects the data onto the most discriminant directions in a lower dimensional
space, which helps the interpretation of the data [32].
The formulation of LDA is to maximize the between-class covariance and mini-
mizing the within-class covariance. Let’s X be the n by p data matrix with each row
xi is a p dimensional data vector. All n samples have a class label from K possible
classes. The between-class covariance matrix is defined as Σb =
∑K
k=1 µkµ
T
k , where
µk is the mean vector of class k. The within-class convariance matrix is defined as
Σw =
1
n
∑K
k=1
∑
i∈Ck(xi− µk)(xi− µk)T , where Ck is the indices of the data vector in
the kth class. The K − 1 discriminant vectors, βk, can be optimize by maximizing
maximize
βk
{βTk Σbβk} subject to βTk Σwβk = 1, βTk Σwβl = 0 ∀l < k (2.1)
In the paper by Clemmensen et al. [32], a sparse LDA (sLDA) is introduced by
adding `1 penalty to the discriminant vectors. However, the within-class covariance
is not full rank when p > n, and it causes the optimization challenging. Therefore,
Clemmensen et al. use the other formulation that yields the LDA, called optimal
scoring, which is presented in the paper by Hastie et al. [46]. This formulation adds
two new variables: optimal score θk and class indicator matrix Y . Y is a n by K
matrix, where Yik = 1 if xi belongs to kth class. Also, a positive definite matrix Ω is
added to prevent Σw from not having full rank. Sparse LDA optimization is achieved
by solving
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minimize
βk,θk
{||Y θk −Xβk||2 + γβTk Ωβk + λ||βk||1}
subject to
1
n
θTk Y
TY θk = 1, θ
T
k Y
TY θk = 0 ∀l < k, (2.2)
where γ and λ are the tuning parameters. When λ is large, βk becomes a sparse
vector. The paper by Clemmensen et al. describes how to solve this optimization
problem, and the access to the code is open to the public by the authors.
2.2.4 Mixture Model
A mixture model is a statistical model describing the distribution of the whole
dataset with a set of possibly overlapping concentrated distributions, each represent-
ing a distinct cluster. The specification of a mixture model requires a set of mixture
distributions and mixture parameters. These parameters, also called coefficients, de-
scribe the proportional contribution of a given mixture component to the overall
distribution. A general expression for a mixture model is,
fMM(x) =
K∑
k=0
pikf
(k)(x; θk). (2.3)
pik is the weight of each mixture, and f
(k) is a probability distribution with param-
eters, θk. The distribution of the mixture components can be any distributions, and
in this chapter, we will use the Gaussian distribution and the Von Mises-Fisher dis-
tribution [33].
Mixture models are commonly used in applications due to the simplicity of training
using the expectation maximization (EM) algorithm. Gaussian mixtures are the most
widely used in the applications involving continuous distributions.
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2.2.4.1 Gaussian mixture models
The likelihood function of inputs using the Gaussian mixture model (GMM) is
expressed as a convex combination of the Gaussian distributions. The expression for
the Gaussian mixture model (GMM) with K+ 1 Gaussians can be written as follows:
fgmm(v) =
K∑
k=0
pikN (v;µk,Σk) (2.4)
This notation of GMM is used throughout this chapter and in Chapter III.
2.3 Dataset: Electrocardiograms from Pace-mapping and VTs
2.3.1 The Dataset of Pace-map Signals
The pace-maps were collected from 43 different patients. The total number of
pace-maps was 3,277; however, the number of pace-maps from a single patient varied
from 4 to 227. Out of those 3,277 pace-maps, there were 1,696 epicardial and 1,581
endocardial pace-maps. The balance between epicardial and endocardial pace-maps
was not always even for each patient; however, the overall ratio of epicardial to
endocardial pace-maps was balanced (51.8% epicardial and 48.2% endocardial pace-
maps).
From each 12-lead ECG morphology, a single QRS complex was manually labeled.
Therefore, the size of a raw input pace-map signal to start the classification was 12
by the length of QRS complex (t).
For each pace-map, in addition to the endocardial and epicardial origin, other
labels were provided:
1. The pacing site location either from the left or right ventricle. The left ventricle
wass divided into 10 regions (A-J), and the right ventricle was divided into 4
regions (K1, K2, L1, and L2). Considering that each section has an epicardial
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part and an endocardial part, except for the 6 septal regions (A, B, E, F, L1,
L2) which only have endocardial parts, there were a total of 22 possible regions
where pacing was performed. For a pictorial description of the heart regions,
see Figure 2.2.
2. The type of structural heart disease for each patient. Four distinctions were
made specifying the cardiac disease process in each of the 43 patients:
(a) Idiopathic ventricular arrhythmia in patients without structural heart dis-
ease
(b) Non-ischemic cardiomyopathy
(c) Ischemic (post-infarction) cardiomyopathy
(d) Arrhythmogenic right ventricular dysplasia/cardiomyopathy
3. The bipolar voltage of pace-mapping locations. If the bipolar voltage was
≥1.5mV, it was considered as normal voltage tissue. If the bipolar voltage
was <1.5mV, the tissue was considered abnormal indicating scarring.
4. The time delay from the pace-mapping stimulus to the beginning of the QRS
complex.
5. The QRS width.
Any of these labels can cause irregularity in the ECG morphology and would affect
ECG analysis including the epicardial and endocardial classification. Hence, there is
a need to collect these extra labels and analyze the data within these subcategories.
2.3.2 The Dataset of Validation ECG Signals
Prior to the procedure of pace-mapping, VTs were induced to gather all the VT
morphologies that required ablation treatment. The origin of the VTs was then
identified by pace-mapping that allowed for ablation of the VTs. Those VTs where the
site of origin was identified by pace-map were used for validation of the classification.
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Figure 2.2: Left and Right Ventricle Regions. The region labels in gray are the septal
regions with only endocardial sites.
The 12-lead ECGs of 51 VTs from a subgroup of 26 patients were selected to
validate the pace-mapping data. Sites with the stimulus to QRS interval time ≤
30 % of the VT cycle length where the pace-mapping morphology matched the VT
morphology in ≥ 10/12 leads were defined as the exit site.
2.4 ECG Analysis: Estimation and Classification
2.4.1 The Model among Pace-maps, Category Labels, and Coordinates
When the pace-maps are all collected, we have the following variables:
• X ∈ Rd : A d dimensional ECG signal from each pace-map point
• y ∈ Z : A regional category label about the pace-map origin’s region
• Z ∈ R3 : A 3 dimensional coordinate of the pace-map origin
The assumptions in modeling the mapping between the d dimensional signal space
and the 3 dimensional coordinate space is as follows:
1. There is a universal heart space that all the patients can map their own hearts’
coordinates.
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2. The shapes of the left and right ventricles from the universal heart are de-
formations of unit spheres in S2, similar to those of left and right ventricular
chambers.
3. The distribution of the pace-map sites in the coordinate space (R3) follows the
Von Mises-Fisher distribution. Note that the pace-mapping coordinates on the
heart surface can be homeomorphically deformed to a unit sphere since the
ventricular chamber is topologically identical to a sphere.
4. The distribution of the pace-map signals in the signal space (Rd) follows the
multivariate Gaussian distribution over a d dimensional Euclidean space. Note
that the ECG signals do not lie on a unit sphere unless they are pre-normalized
by dividing by the signals’ Euclidean norms (root mean square energy).
Based on these assumptions, we construct a model of the pace-map origin coordi-
nates from given ECG signals. In the classification problem, a model of the pace-map
origin regional label given an ECG is constructed.
Zi
Coordinate (Z) space: S2, 3d sphere ECG signal (X) space: d-dim Euclidean
Xi
fk(X|Z,y) fk(Z|y)
Figure 2.3: A Mapping Between the Pace-map ECGs and the Coordinates
2.4.1.1 MAP Estimation of Coordinates Using Mixture Model
The objective of the pace-map origin reconstruction problem is to estimate the
coordinate value Z when an ECG signal X is given. Z can be estimated using the
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maximum a posteriori (MAP) estimation approach with a mixture distribution func-
tion. MAP estimation starts from maximizing the conditional probability of Z | X,y.
max
Z
f(Z | X,y) (2.5)
f(Z | X,y) = f(Z,X | y)
f(X | y)
=⇒ max
Z
f(Z,X | y)
This joint probability f(Z,X | y) is modeled as a sum of mixtures. In this process,
the joint probability is separated to a likelihood function and the prior distribution.
f(Z,X | y) =
K∑
k=0
pi(k)(y) · f (k)(X | Z,y) · f (k)(Z | y) (2.6)
In this K + 1 mixture model, the likelihood represents the distribution in the
signal space, which follows the multivariate Gaussian as assumed previously. The
posterior is the distribution in the coordinate space, and this is in Von Mises-Fisher
distribution.
f (k)(X | Z,y)⇒ N (X;µk,Σk)
f (k)(Z | y)⇒ φvMF (Z;µk,κk)
2.4.1.2 Classification using Mixture Model
A classifier should be able to identify the set of categories, the regional index
y, to which the test ECG signal belongs. Likelihood based classification maximizes
the likelihood ratio, defined as the ratio of the posterior distribution of one class
divided by that of a reference class. The classification decision regions are defined by
this maximization and lie in the space of ECG signals X. The distance between the
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distributions, e.g., as measured by Kullback-Liebler distance, determines the accuracy
of the classifier.
The objective in classifying pace-map ECGs is to find out the category label y
from the given ECG signal X. y can be estimated similarly to Equation 2.5 but
without the coordinate variable Z.
max
y
f(y | X)→ max
y
f(y,X) (2.7)
The joint probability f(y,X) has a similar form to Equation 2.6.
f(y,X) = f(X | y) · f(y) =
[
K∑
k=0
pi(k)(y)f (k)(X | y)
]
· f(y) (2.8)
From this mixture model, the distribution of the data given a category is learned
with Gaussian mixtures. Since the distribution of the regional categories f(y) is a
function representing the proportion of samples in each category, it is fixed indepen-
dently of the mixture components. In a Bayesian binary classification problem with
y = 0 or y = 1, the largest of f(X,y = 0) and f(X,y = 1) determines the class
assigned to X.
H0 : X ∼ f(X,y = 0)
H1 : X ∼ f(X,y = 1)
When the label y does not have a prior probability, the theory of most powerful
tests specifies the best binary classifier having a particular false alarm level [47]. By
the Neyman Pearson Lemma [48], the most powerful test at a given false alarm rate
α is as follows:
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Φ(X) =

1, if f(X | y = 0) < ηf(X | y = 1)
q, if f(X | y = 0) = ηf(X | y = 1)
0, if f(X | y = 0) > ηf(X | y = 1)
(2.9)
,where q and η are chosen according to the false alarm rate α 1.
2.4.2 Feature Extraction for Epicardial and Endocardial ECG Classifica-
tion
In the perspective of signal analysis and machine learning, performing a classifi-
cation from an unknown, complex dataset is designed as a two-step process: feature
extraction and classification. Most of the time, the information that is needed for
classification is not apparent from the raw data. Training a classifier, such as support
vector machine (SVM), on the high dimensional unprocessed raw data will not nec-
essarily result in high classification accuracy. Projection of the raw data onto a lower
dimensional space prior to training the classifier is a pre-processing method that can
be used to reduce dimensionality. This dimension reduced, derived data is called a
“feature”, and the preprocessing step is called “feature extraction.”
Support vector machine [49], which finds a separating hyperplane in the Euclidean
data space, is widely used and generally known for fast optimization and accurate
results [50]. If there is a large number of samples, mixture models can be used to learn
distributions of the data points. Using these learned distributions from each class of
data, the likelihood ratio test can be implemented to classify the labels. Selecting an
appropriate classification method on the basis of implementation complexity, model
accuracy, number of available training samples, and other criteria is important.
In order to figure out the class separating criteria among the pace-maps, dis-
criminant vectors of sparse linear discriminant analysis (sLDA) [32] were analyzed.
1α = q ·P [f(X,y = 0) = ηf(X,y = 1) | H0] +P [f(X,y = 0) < ηf(X,y = 1) | H0]
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sLDA was performed 43 times, once for each set of pace-maps from a single patient,
which eliminates the patient variance while doing each analysis. The QRS complex,
the region of interest from each ECG signal for analysis (refer to Chapter I Section
1.2.1), was divided into three regions (front, middle, and end), and the number of
active peaks in the sLDA discriminant vector was observed. From Figure 2.5, which
is a histogram of number of activation (non-zero amplitudes in sLDA discriminant
vector) in each region for all twelve leads, it is apparent that the middle region has
the most activation compared to the other two regions. Generally, the peak of the R
waves are located in the middle part. The amplitudes of the R wave peaks, the slopes
of reaching and ending R wave peaks, and/or the locations where R wave peaks are
located (time interval from the beginning of the QRS complex to the peak of the R
wave) can be the possible properties that make sLDA to focus more on the middle
region of the QRS complex.
Figure 2.4: Averaged ECG Signal (blue) of a Single Patient’s Pace-maps and Its
sLDA Discriminant Vector (red) Overlapped
The regions with high amplitudes in sLDA discriminant vector were analyzed ad-
ditionally. Higher amplitudes indicate that sLDA is holding more weight to those
parts in separating the data according to classes. As shown in Figure 2.6, the region
with a high-amplitude activation has an apparent difference in QRS complexes of the
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Figure 2.5: Histogram of Number of Activations from sLDA Discriminant Vectors in
the Front, Middle, and End of QRS Complexes. The middle region of QRS complexes
generally have more activations compared to the front and end regions.
displayed pace-maps. Focusing the analysis on this region for feature identification
was beneficial for the distinction of epicardial and endocardial pace-map origins. For
instance, sLDA of the patient’s pace-maps shown in Figure 2.6 has the highest acti-
vation in the last part of V6. When actual pace-maps were examined, epicardial and
endocardial signals have different slopes tendencies in that region. This is suggesting
that the slope in the final part of the QRS complex is different for epicardial and
endocardial pace-maps.
However, each patient has different regions of interest when decomposed by sLDA.
In order to include all the information, a new feature consisting of local slopes was
extracted. The QRS complex was divided into 9 equidistant segments, and the slopes
in these small regions were calculated and concatenated to a single vector. Therefore,
instead of analyzing the raw signal or some projected signal by PCA or LDA, the
slope information throughout the signal was used to categorize the origin of the pace-
maps. This was done for all 12 leads; however, through sLDA, we found that some
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V6 ECGs
Figure 2.6: A patient’s sLDA Discriminant Vector and his/her Exemplary Epicardial
and Endocardial lead V6 ECG Signals
leads ahad less distinguishing value compared to others. Figure 2.6 shows that the
patient analyzed has less activations in lead II, III, V4, and V5. Therefore, the new
slope feature only selected 8 leads instead of all 12 leads, which generally gave less
variance over all patients.
Therefore, the feature that we used for the classification of epicardial and eno-
cardial VT and pace-map origins was the slopes of each lead in equi-divided regions
(called the “slope feature” in this thesis). The steps from the analysis using sLDA to
the extraction of the slope feature are shown in the Figure 2.7.
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Epicardial pace-maps Endocardial pace-maps
sLDA
Epicardial Endocardial Epicardial Endocardial
       12-Lead ECG Signals 
of Epicardial and Endocardial Pace-maps
Selected Variable Regions 
using sLDA Results
Extracted Slope Feature 
from Equi-divided Regions
Figure 2.7: The Flow of Analysis and Extraction of the “Slope Feature”
2.4.3 Patient Group Analysis
High data variability is a common problem encountered in analyzing ECG data,
and more probably any medical data. The human ECG data has notoriously high
variability due to the many factors that determine cardiac function, stress, disease,
circadian rhythm, etc. Even simple differences such as variability in heart size and
torso size may cause variations in the amplitude and orientation of the QRS complex.
Also, if a patient has a particular cardiomyopathic process, this may impact on the
QRS morphology.
In the context of estimating and classifying pace-map and VT origins, these vari-
ances are a major challenge to be overcome. We proposed a method to stratify the
patient population in terms of their signal differences using difficulty of pace-map
site classification as a stratification measure. In this section, the 43 patients in the
dataset were analyzed and compared in order to observe how the cluster of patient
groups are formed based on their classification accuracy results.
The proposed measure proceeded as follows. First, an affinity matrix among the
patients was calculated. If two patients’ ECG characteristics are similar to each
other, the mixed pace-maps from the two patients will perform classification as well
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as training and testing from a single patient’s pace-map ECGs. Thus, for every pair
of patients, the two patients’ pace-maps were merged to a single set of ECG data, and
epicardial versus endocardial classification was performed with 4-fold cross-validation.
Out of the 43 patients that we have, 7 patients (patient 20, 23, 27, 36, 38, 41, 42) were
excluded because they had two or less pace-maps in either one of the classes. The
remaining 36 patients were paired, resulting in
(
36
2
)
pairs, and 4-fold cross-validation
on epicardial and endocardial classification were performed for each pair using only
the data from that pair.
With the affinity matrix constructed with the classification accuracy, patients
were clustered with spectral clustering. Specifically, the eigendecomposition of the
pairwise affinity matrix was performed, and the two eigenvectors associated with the
two largest eigenvalues were computed. These two eigenvectors were used to form a
36× 2 matrix which was left multiplied by the diagonal 2 × 2 matrix of square root
eigenvalues. Each row was plotted as ordered pairs in Figure 2.8a. To help visualize
the clusters and the affinity of each patient node, all nodes were connected with the
minimal spanning tree (MST) in Figure 2.8b.
(a) Spectral Clustering of 36 Patients (b) Patient Clusters Graphed with Minimal Span-
ning Tree
Figure 2.8: Spectral Clustering on the Patient Affinity Matrix
In this visualization, some clusters of patients appear and others appear to be
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Figure 2.9: Patient Clusters Labeled with Structural Heart Disease Symptoms. The
colors indicate different structural heart disease type that each patient has. Blue: no
structural heart disease, Yellow: non-ischemic cardiomyopathy, Light Blue: ischemic
cardiomyopathy, Red: arrhythmogenic right ventricular dysplasia.
outliers. Specifically, a normalized minimum cut of the MST in Figure 2.8b produces
two clusters separated by the cut link between patient 31 and 7. Also, we can see
how patient 1, 4, and 16-24 together are central to the clusters. Patient 3, 6, and 35
are patients that diverge from the clusters. There were no significant biographical or
medical particularities found for those patients diverging from the group. However,
the labels of each patient’s structural heart disease history reveal some structure in
the graph.
In Figure 2.9, clusters of patients with the same structural heart disease history can
be observed. There are indeed overlaps among the patient groups, but there is a trend
separating different groups. Patients without structural heart disease are located on
the right side of the spectrum, whereas patients with structural heart disease tend to
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be on the left of the spectrum, and patients with nonischemic cardiomyopathy (yellow
dots) are spread over the entire spectrum.
The outlyers to the general trend in Figure 2.9 graph are patients 19 and 24.
Patient 19 has arrhythmogenic right ventricular dysplasia (ARVD) but is closer to
the patients with no heart disease. In contrast, patient 24 has no heart disease but is in
the left side of the scatter along with the patients with structural heart diseases. These
outlier patients indicate that structural heart disease labels are not the single factor
that instigates the clusters based on classification accuracy affinity. However, this
patient clustering analysis shows that each patient’s ECGs have stronger similarities
to a particular group of patients over other groups.
2.5 Experiments and Results
2.5.1 Experimental Settings for Training and Testing
Since 3,277 pace-maps were from 43 different patients, the patient variability had
to be considered. In fact, if two different pace-maps from the same patient are one in
the training set and the other in the testing set, the classification accuracy increases
significantly. To reduce the generalization error, the testing pace-maps had to be
completely blinded to the classifier during training. Therefore, data from different
patients were placed in the respective training and testing sets. If one patient’s pace-
maps were used for testing the classifier, only the other 42 patients’ pace-maps were
used for training the classifier. All 43 patients were tested by the feature extrac-
tion and the classification method introduced in Section 2.4, and both the average
classification accuracy over these 43 runs and the accuracy over the total number of
pace-maps were reported in Table 2.5.
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2.5.2 Epicardial and Endocardial Classification Over All Pace-maps
The overall accuracy using the mixture model was 84.48% over patients and
80.38% over the total number of samples. The sensitivity and specificity was 80.96%
and 79.76% over all pace-map samples. For detailed results over all the patients, see
Table 2.5 attached at the end.
When patients with and without structural heart disease were compared, the
accuracy of the computerized algorithm in patients without structural heart disease
was 92.74% (averaged over each patients) and in patients with structural heart disease
was 80.45%. The accuracies in patients with structural heart disease ranged between
77.38% (arrhythmogenic right ventricular cardiomyopathy) and 81.13% (idiopathic
cardiomyopathy) in patients with structural heart disease. It was 80.96% in patients
with coronary artery disease. Pace-mapping sites with higher bipolar voltage (>1.5
mV) had a higher accuracy (81.57%) as compared to low voltage (≤1.5 mV) sites
(79.57%).
Structural disease # of patients # of pace-maps Classification Accuracy
No heart disease 14 468 92.74
ARVD 6 566 80.96
Non-ischemic CMP 18 1704 81.13
Ischemic CMP 5 554 77.38
Table 2.1: Classification Accuracies by Structural Heart Diseases
This shows that the patients with no structural heart disease and the normal
(high bipolar voltage) heart tissue tend to give a better classification accuracy. We
can interpret that the pace-map under the normal category that we defined has more
definite distinction of epicardium and endocardium.
For the last, accuracy varies from region to region; ranging from 67.62% (right
ventricle) to 86.78% (basal left ventricle). It is apparent that in general pace-maps
from the left ventricle were more distinct when epicardial signals were compared to
endocarial signals.
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Regional Category
Left Ventricle Right Ventricle
C D G H I J K1 K2
Number of Samples 255 711 224 255 250 183 458 525
Accuracy (%) 81.18 86.78 83.04 81.57 82.80 74.32 78.17 67.62
Table 2.2: Classification Accuracies by Regions
2.5.3 Validation with VTs
The classification accuracy for the 51 VTs for which exit sites were determined
was 84.31% for differentiating epicardial from endocardial origins with a sensitivity
of 88.89% and a specificity of 79.17%.
2.5.4 Comparisons with Other Classifiers
This 80.38% classification accuracy had to be compared with other generally
known classifiers. Using singular vector machine (SVM) with the slope feature as
the input, the results were significantly lower than that of the mixture model classi-
fier (LIBSVM [51] was used for SVM training and testing). These low classification
accuracies happened for both linear and kernelized SVMs, which implied that the
distribution of the pace-maps are not easily separable by hyperplanes in the feature
space.
Classifier Classification Accuracy Sensitivity Specificity
SVM (linear) 50.71% - -
SVM (poly) 66.66% - -
SVM (radial basis) 71.93% 75.06% 68.56%
Mixture Model 80.38% 80.96% 79.76%
Table 2.3: Classification Accuracies from Other Classifiers
2.5.5 Slope Feature with Different Numbers of Equi-divided Regions
In Section 2.4.2 while describing the slope feature, the number of equi-divided
regions was not fixed. By classifying with various slope features extracted from QRS
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complexes divided into different numbers of regions, the classification performance
was evaluated.
Number of Equi-divided Regions Classification Accuracy
6 79.62%
9 80.38%
12 80.35%
15 80.32%
18 80.14%
Table 2.4: Classification Accuracies Using Slope Features with Different Numbers of
Equi-divided Regions
The number of equi-divided regions can be interpreted as a resolution of the ECG
signal. If the number of divisions is small, the signal slopes are roughly sampled,
and the classification accuracy decreases. When the number of equi-divided regions
is large, the slope feature extracted becomes closer to the original signal and will not
perform as good as the slope feature. Out of 5 different numbers of divisions that we
tested, 9 equi-divided region slope feature had the best classification result.
2.6 Conclusion and Future Research
The ECG as a 12-lead temporal signal is high dimensional and hard to compar-
atively analyze. We modeled (1) pace-map ECG signals to three dimensional coor-
dinates for estimation and (2) ECGs to one dimensional region categories for their
classification. By analyzing the signals with their known origins, we designed a new
set of ECG features to use. We proved by experiments that the binary classification
of epicardial and endocardial classification can perform with an accuracy of over 80%
accuracy.
The present work sets the ground for future development regarding the distinction
of VT origins based on the 12 lead ECG morphology. Further development of the
concept of the universal heart is envisioned where certain ECG patterns (i.e. VT
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morphologies) are anchored with precise coordinates corresponding to a cardiac ECG
atlas that has region specific ECG patterns.
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Patient
Num of 
samples
Num of 
epi
Num of 
endo
Classification 
Accuracy (%) PPV (%) NPV (%) Sensitivity (%) Specificity (%)
1 30 27 3 90.00 90.00 NA 100.00 0.00
2 87 54 33 86.21 88.89 81.82 88.89 81.82
3 193 105 88 67.36 65.44 71.93 84.76 46.59
4 95 88 7 80.00 91.57 0.00 86.36 0.00
5 64 41 23 84.38 86.05 80.95 90.24 73.91
6 140 84 56 70.00 80.88 59.72 65.48 76.79
7 143 70 73 71.33 85.37 65.69 50.00 91.78
8 52 45 7 86.54 86.54 NA 100.00 0.00
9 46 19 27 82.61 72.00 95.24 94.74 74.07
10 105 58 47 81.90 78.26 88.89 93.10 68.09
11 69 38 31 65.22 61.67 88.89 97.37 25.81
12 17 12 5 88.24 100.00 71.43 83.33 100.00
13 72 41 31 56.94 56.94 NA 100.00 0.00
14 94 48 46 51.06 51.06 NA 100.00 0.00
15 73 28 45 73.97 69.57 76.00 57.14 84.44
16 67 57 10 94.03 93.44 100.00 100.00 60.00
17 155 16 139 97.42 87.50 98.56 87.50 98.56
18 35 13 22 74.29 70.00 76.00 53.85 86.36
19 112 67 45 86.61 98.15 75.86 79.10 97.78
20 9 8 1 100.00 100.00 100.00 100.00 100.00
21 80 35 45 67.50 71.43 66.10 42.86 86.67
22 146 38 108 73.97 NA 73.97 0.00 100.00
23 5 3 2 100.00 100.00 100.00 100.00 100.00
24 79 63 16 88.61 88.57 88.89 98.41 50.00
25 87 58 29 89.66 91.53 85.71 93.10 82.76
26 18 9 9 100.00 100.00 100.00 100.00 100.00
27 50 48 2 100.00 100.00 100.00 100.00 100.00
28 145 69 76 84.83 97.96 78.12 69.57 98.68
29 117 59 58 82.05 83.93 80.33 79.66 84.48
30 107 31 76 79.44 76.47 80.00 41.94 94.74
31 116 76 40 90.52 89.16 93.94 97.37 77.50
32 120 34 86 91.67 87.50 93.18 82.35 95.35
33 112 37 75 68.75 100.00 68.18 5.41 100.00
34 29 20 9 89.66 94.74 80.00 90.00 88.89
35 227 124 103 78.41 76.98 80.68 86.29 68.93
36 26 2 24 92.31 50.00 100.00 100.00 91.67
37 43 7 36 97.67 100.00 97.30 85.71 100.00
38 4 2 2 100.00 100.00 100.00 100.00 100.00
39 9 5 4 100.00 100.00 100.00 100.00 100.00
40 29 2 27 96.55 66.67 100.00 100.00 96.30
41 10 8 2 80.00 80.00 NA 100.00 0.00
42 5 3 2 100.00 100.00 100.00 100.00 100.00
43 55 44 11 92.73 95.45 81.82 95.45 81.82
total 3277 1696 1581 84.48 84.85 83.66 83.26 73.58
sample 
average
80.38 80.96 79.76
Table 2.5: All Pace-map Details and Epicardial vs. Endocardial Classification Results
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CHAPTER III
Analysis of Electrocardiograms with Neural
Network Algorithms
3.1 Introduction
One of the major goals of machine learning is teaching computers to learn from
data as humans do. As an initial attempt in the early 1940s, people developed an
algorithm that describes connections among the data similar to the interconnection of
neurons in a brain. This algorithm was the beginning of the neural networks, learning
the network structure among the data and outputs hidden (latent) patterns [52].
About a decade ago with a new breakthrough in the training technique of one of
the neural networks, RBM, learning the networks in a hierarchy of multiple layers
was introduced [53]. This model of multi-layer network is called deep learning, and it
enables the machines to learn a rich connection between the data input layers and the
final output layers. Thus, in various fields of applications, the performance using the
output from deep learning is better than that obtained using other features. However,
the success of deep learning hinges on matching the suitable learning algorithms to
the application to ensure that computers learn meaningful elements.
One of the most studied applications using neural networks and deep learning
is object recognition, proliferated in the 2000s [54]. At that time, deep learning
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was applied to extract image features that perform better for recognition. In fact,
classification using features extracted with deep learning algorithms proved to show
higher accuracies than that of using raw images or image features in object recogni-
tion [55, 56]. However, while images and image features are spatial signals, there was
almost no application to temporal signals.
The first attempt of applying neural networks to temporal data was for acoustic
modeling in speech recognition. For many years, the state-of-the-art results in speech
recognition were achieved by a combination of hidden Markov models (HMMs) with
Gaussian mixture models (GMMs) [57]. In 2009, Lee et al. [58] started by apply-
ing deep belief networks (DBNs) to audio signals. By 2011, Mohamed et al. [59]
introduced an innovational acoustic analysis model with outstanding speech recogni-
tion performances by transforming the temporal acoustic signals to Mel Frequency
Cepstral Coefficients (MFCCs) in the frequency domain and using DBNs. In their
subsequent paper, they also explain the theoretical reason DBNs perform better than
other acoustic models presented before [60].
As explained in the previous chapter, electrocardiograms (ECGs) that we use
are composed of multi-lead temporal signals. For classifying ventricular tachycardia
(VT) origins of ECG signals, GMMs are the basic blocks in the model. However,
GMMs are statistically insufficient when the data are distributed on a nonlinear
manifold [57]. Moreover, due to the covariance matrix in the multivariate Gaussian
distribution, learning the mixtures is computationally heavy. When the covariance
matrix is diagonalized to reduce the computational load, which is applied to the
experiments in Chapter II as well, GMMs represent the data distribution with an
assumption that all data dimensions are uncorrelated.
As a solution to resolve these disadvantages of using GMMs, GMMs can be re-
placed with restricted Boltzmann machines (RBMs), which is a building block of
deep belief network (DBN). In our previous paper, written with Sohn et al. [56], we
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presented the equivalence between Gaussian mixtures and Gaussian-softmax RBM in
order to use GMM as an initialization step of training RBM efficiently. This equiva-
lence offers a possibility of replacing GMMs in the ECG analysis presented in Chapter
II with RBMs and possibly to stack the RBMs to form a deep architecture.
This chapter is organized as follows. In Section 3.2, RBM and discriminative
RBM is introduced as a background. The equivalence between GMM and RBM is
mathematically shown in Section 3.3. As GMM is used as the classifier model in
Chapter II, RBM is used as the classifier model in this chapter, and the application
of RBMs to ECG signals and their learned weight matrices are presented in Section
3.4. In Section 3.5, the epicardial and endocardial classification results using RBM
is discussed. Finally, the chapter is concluded in Section 3.6 with the mention about
future work of using different neural networks and deep learning to ECGs.
3.2 Background
3.2.1 Restricted Boltzmann Machines
The restricted Boltzmann machine is a bipartite, undirected graphical model with
visible (observed) and hidden (latent) units. The RBM can be understood as a
Markov random field (MRF) with latent factors that explains the input visible data
using binary latent variables. The RBM consists of visible data v of dimension L that
can take real values or binary values, and stochastic binary variables h of dimension
K. The parameters of the model are the weight matrix W ∈ RL×K that defines a
potential between visible input variables and stochastic binary variables, the biases
c ∈ RL for visible units, and the biases b ∈ RK for hidden units.
When the visible units are real-valued, the model is called the Gaussian RBM,
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and its joint probability distribution can be defined as follows:
P (v,h) =
1
Z
exp(−E(v,h)), (3.1)
E(v,h) =
1
2σ2
∑
i
(vi − ci)2 − 1
σ
∑
i,j
viWijhj −
∑
j
bjhj
where Z is a normalization constant. The conditional distribution of this model can
be written as follows:
P (hj = 1|v) = sigm( 1
σ
∑
i
Wijvi + bj), (3.2)
P (vi|h) = N (vi;σ
∑
j
Wijhj + ci, σ
2). (3.3)
where sigm(s) = 1
1+exp(−s) is the sigmoid function, and N (·; ·, ·) is a Gaussian dis-
tribution. Here, the variables in a layer (given the other layers) are conditionally
independent, and thus we can perform block Gibbs sampling in parallel.
3.2.2 Discriminative Restricted Boltzmann Machines
RBM and RBMs in deep architecture, called deep belief network (DBN), are com-
monly used to model the inputs of applications, thus the tasks benefit from expressive
features learned. The joint distribution of the inputs and associated labels (classes)
can be modeled, and the label can be predicted directly. This algorithm is called
Discriminative restricted Boltzmann machines (dRBM) [61].
Discrimative RBM adds the label variable y to the energy function, and corre-
spondingly, a parameter defining the potential between label variables and the hidden
variables, U, is added. Therefore, the joint distribution is
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P (y ,v,h) ∝ exp(−E(y ,v,h)), (3.4)
E(y ,v,h) = −
∑
i
civi −
∑
i,j
viWijhj −
∑
k
dk~yk −
∑
k,j
~ykUkjhj −
∑
j
bjhj (3.5)
,and (W, U, b, c, d) are the parameters and ~y is the class indicator vector of the
label y . From this joint distribution function, the conditional distributions can be
derived.
P (v|h) =
∏
i
p(vi|h) (3.6)
P (vi = 1|h) = sigm(
∑
j
Wjihj + cj) (3.7)
P (y |h) = exp(
∑
j Ujyhj + dy)∑
k exp(
∑
j Ujkhj + dk)
(3.8)
P (h|y ,v) =
∏
j
p(hj|y ,v) (3.9)
P (hj = 1|y ,v) = sigm(
∑
i
Wijvi + Ujk + cj) (3.10)
This dRBM model is simply described in Figure 3.1 as a diagram. It is trained
using contrastive divergence similar to how RBM is trained. In terms of applying to
classification tasks, a hybrid training model is used since generative training is less
dependent on the number of samples. The gradient of log likelihood is optimized both
in discriminative and generative training [61].
As a classifier, the distribution between the input v and the label y has to be
computed. While P (y ,v) is intractable, the conditional distribution P (y |v) is exactly
computable.
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Classification using Discriminative Restricted Boltzmann Machines
of a classification task, they can also model the joint
distribution of the inputs and associated target classes
(e.g. in the last layer of a Deep Belief Network in Hin-
ton et al. (2006)). In this section, we will focus on
such joint models.
We assume given a training set Dtrain = {(xi, yi)},
comprising for the i-th example an input vector xi and
a target class yi ∈ {1, . . . , C}. To train a generative
model on such data we consider minimization of the
negative log-likelihood
Lgen(Dtrain) = −
|Dtrain|∑
i=1
log p(yi,xi). (1)
An RBM with n hidden units is a parametric model
of the joint distribution between a layer of hidden
variables (referred to as neurons or features) h =
(h1, . . . , hn) and the observed variables made of x =
(x1, . . . , xd) and y, that takes the form
p(y,x,h) ∝ e−E(y,x,h)
where
E(y,x,h) = −hTWx− bTx− cTh− dT~y − hTU~y
with parameters Θ = (W,b, c,d,U) and ~y =
(1y=i)
C
i=1 for C classes. This model is illustrated in
Figure 2. For now, we consider for simplicity binary
input variables, but the model can be easily gener-
alized to non-binary categories, integer-valued, and
continuous-valued inputs (Welling et al., 2005; Hinton
et al., 2006). It is straightforward to show that
p(x|h) =
∏
i
p(xi|h)
p(xi = 1|h) = sigm(bi +
∑
j
Wjihj) (2)
p(y|h) = e
dy+
P
j Ujyhj∑
y∗ e
dy∗+
P
j Ujy∗hj
(3)
where sigm is the logistic sigmoid. Equations 2 and 3
illustrate that the hidden units are meant to capture
predictive information about the input vector as well
as the target class. p(h|y,x) also has a similar form:
p(h|y,x) =
∏
j
p(hj |y,x)
p(hj = 1|y,x) = sigm(cj + Ujy +
∑
i
Wjixi).
When the number of hidden variables is fixed, an RBM
can be considered a parametric model, but when it
is allowed to vary with the data, it becomes a non-
parametric model. In particular, Freund and Haus-
sler (1994); Le Roux and Bengio (2008) showed that
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Figure 1. Restricted Boltzmann Machine modeling the
joint distribution of inputs and target classes
an RBM with enough hidden units can represent any
distribution over binary vectors, and that adding hid-
den units guarantees that a better likelihood can be
achieved, unless the generated distribution already
equals the training distribution.
In order to minimize the negative log-likelihood (eq. 1),
we would like an estimator of its gradient with respect
to the model parameters. The exact gradient, for any
parameter θ ∈ Θ can be written as follows:
∂ log p(yi,xi)
∂θ
= −Eh|yi,xi
[
∂
∂θ
E(yi,xi,h)
]
+Ey,x,h
[
∂
∂θ
E(y,x,h)
]
.
Though the first expectation is tractable, the second
one is not. Fortunately, there exists a good stochastic
approximation of this gradient, called the contrastive
divergence gradient (Hinton, 2002). This approxima-
tion replaces the expectation by a sample generated
after a limited number of Gibbs sampling iterations,
with the sampler’s initial state for the visible variables
initialized at the training sample (yi,xi). Even when
using only one Gibbs sampling iteration, contrastive
divergence has been shown to produce only a small
bias for a large speed-up in training time (Carreira-
Perpin˜an & Hinton, 2005).
Online training of an RBM thus consists in cy-
cling through the training examples and updating the
RBM’s parameters according to Algorithm 1, where
the learning rate is controlled by λ.
Computing p(y,x) is intractable, but it is possible
to compute p(y|x), sample from it, or choose the
most probable class under this model. As shown in
Salakhutdinov et al. (2007), for reasonable numbers of
classes C (over which we must sum), this conditional
distribution can be computed exactly and efficiently,
by writing it as follows:
p(y|x) = e
dy
∏n
j=1 1 + e
cj+Ujy+
P
iWjixi
)∑
y∗ e
dy∗
∏n
j=1 1 + e
cj+Ujy∗+
P
iWjixi
) .
igure 3.1: Restricted Boltzmann Machine Modeling the Joint Distribution of Inputs
and Target Labels. Reprinted from ”Classification using Discriminative Restricted
Boltzmann Machines” by H. Larochelle and Y. Bengio, ICML 2008.
P (y |v) = exp(dy)
∏n
j=1(1 + exp(
∑
iWijvi + Ujy + cj))∑
k exp(dk)
∏n
j=1(1 + exp(
∑
iWijvi + Ujk + cj))
(3.11)
3.3 Equivalence between mixture models and RBMs with a
softmax constraint
This section was initially addressed to provide a novel training algorithm for RBMs
by exploiting the relationship between clustering methods and RBMs since training
RBM is know to be difficult. We show that a Gaussian RBM with softmax hidden
units can be converted into a Gaussian mixture model, and vice versa. This con-
nection between mixture models and RBMs with a softmax constraint completes the
chain of links between K-means, GMMs, Gaussian-softmax RBMs, and sparse RBMs.
This chain of links motivate an efficient training method for sparse RBMs.
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3.3.1 Gaussian mixture models
As in Chapter II, the likelihood of a GMM with K + 1 Gaussians can be written
as follows:
P (v) =
K∑
k=0
pikN (v;µk,Σk) (3.12)
For the rest of the chapter, we denote the GMM with shared spherical covariance
as GMM(µk, σ
2I), when Σk = σ
2I for all k ∈ {0, 1, . . . , K}. For the GMM with
arbitrary positive definite covariance matrices, we will use the shorthand notation
GMM(µk,Σk).
3.3.2 Gaussian-softmax RBMs
We define the Gaussian-softmax RBM as the Gaussian RBM with a constraint that
at most one hidden unit can be activated at a time given the input, i.e.,
∑
j hj ≤ 1.
The energy function of the Gaussian-softmax RBM can be written in a vectorized
form as follows:
E(v,h) =
1
2σ2
||v − c||2 − 1
σ
vTWh− bTh (3.13)
subj. to
∑
j
hj ≤ 1
For this model, the conditional probabilities of visible or hidden units given the
other layer can be computed as:
P (v|h) = N (v;σWh + c, σ2I) (3.14)
P (hj = 1|v) =
exp( 1
σ
wTj v + bj)
1 +
∑
j′ exp(
1
σ
wTj′v + bj′)
, (3.15)
where wj is the j-th column of the W matrix, often denoted as a “basis” vector for
the j-th hidden unit. In this model, there are K + 1 possible configurations (i.e., all
hidden units are 0, or only one hidden unit hj is 1 for some j).
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3.3.3 Equivalence between Gaussian mixtures and Gaussian-softmax RBMs
As Equation 3.14 shows, the conditional probability of visible units given the hid-
den unit activations for Gaussian-softmax RBM follows a Gaussian distribution. From
this perspective, the Gaussian-softmax RBM can be viewed as a mixture of Gaussians
whose mean components correspond to possible hidden unit configurations.1 In this
section, we show an explicit equivalence between these two models by formulating the
conversion equations between GMM(µk, σ
2I) with K + 1 Gaussian components and
the Gaussian-softmax RBM with K hidden units.
Proposition III.1. The mixture of K+1 Gaussians with shared spherical covariance
of σ2I is equivalent to the Gaussian-softmax RBM with K hidden units.
Proof. We prove by constructing the following conversions.
(1) From Gaussian-softmax RBM to GMM(µk, σ
2I):
We begin by the decomposition using a chain rule:
P (v,h) = P (v|h)P (h),
where
P (h) =
1
Z
∫
dv exp(−E(v,h)).
Since there are only a finite number of hidden unit configurations, we can explicitly
enumerate the prior probabilities:
P (hj = 1) =
∫
dv exp(−E(v, hj = 1))∑
j′
∫
dv exp(−E(v, hj′ = 1))
If we define p˜ij =
∫
dv exp(−E(v, hj = 1)), then we have P (hj = 1) = p˜ij∑
j′ p˜ij′
, pij.
1In fact, the Gaussian RBM (without any constraints) can be viewed as a mixture of Gaussians
with an exponential number of components. However, it is nontrivial to use this notion itself to
develop a useful algorithm.
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In fact, p˜ij can be analytically calculated as follows:
p˜ij =
∫
dv exp(−E(v, hj = 1))
=
∫
dv exp(− 1
2σ2
||v − c||2 + 1
σ
vTwj + bj)
= (
√
2piσ)L exp(bj +
1
2
||wj||2 + 1
σ
cTwj)
Using this definition, we can show the following equality:
P (v) =
∑
j
pijN (v;σwj + c, σ2I).
(2) From GMM(µk, σ
2I) to Gaussian-softmax RBM:
We will also show this by construction. Suppose we have the following Gaussian
mixture with K + 1 components and the shared spherical covariance σ2I:
P (v) =
K∑
j=0
pijN (v;µj, σ2I). (3.16)
We can convert from this GMM(µk, σ
2I) to a Gaussian-softmax RBM using the fol-
lowing transformations:
c = µ0 (3.17)
wj =
1
σ
(µj − c), j = 1, ..., K (3.18)
bj = log
pij
pi0
− 1
2
||wj||2 − 1
σ
wTj c. (3.19)
It is easy to see that the conditional distribution P (v|hj = 1) can be formulated as
a Gaussian distribution with mean µj = σwj + c, which is identical to that of the
Gaussian-softmax RBM. Further, we can recover the posterior probability of hidden
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units given the visible units as follows:
P (hj = 1|v) =
pij exp(− 12σ2 ||v − σwj − c||2)∑K
j′=0 pij′ exp(− 12σ2 ||v − σwj′ − c||2)
=
exp( 1
σ
wTj v + bj)
1 +
∑K
j′=1 exp(
1
σ
wTj′v + bj)
Therefore, a Gaussian mixture can be converted to an equivalent Gaussian RBM with
a softmax constraint.
Similarly, the Gaussian mixture with shared diagonal covariance is equivalent to
the Gaussian-softmax RBM with a slightly more general energy function, where each
visible unit vi has its own noise parameter σi, as stated below.
Corollary III.2. The mixture of K+ 1 Gaussians with a shared diagonal covariance
matrix (with diagonal entries σ2i , i = 1, ..., L) is equivalent to the Gaussian-softmax
RBM with the following energy function: E(v,h) =
∑
i
1
2σ2i
(vi−ci)2−
∑
i,j
1
σi
viWijhj−∑
j bjhj.
Further, the equivalence between mixture models and RBMs can be shown for
other settings. For example, the following corollaries can be derived from Proposi-
tion III.1.
Corollary III.3. The binary RBM (i.e., when the visible units are binary) with a
softmax constraint on hidden units and the mixture of Bernoulli models are equivalent.
Corollary III.4. GMM(0,Σk) with arbitrary covariance matrices and the factored
3-way RBM [62] with a softmax constraint on hidden units are equivalent.
3.3.4 Implication
Proposition III.1 has important ramifications. First, it is well known that K-
means can be viewed as an approximation of a GMM with spherical covariance by
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letting σ → 0 [63]. Compared to GMMs, the training of K-means is highly efficient;
therefore, it is plausible to train K-means to provide an initialization of a GMM.2
Then, the GMM is trained with EM, and we can convert it to an RBM with softmax
units. This can provide an efficient initialization for training sparse RBMs.
3.4 Application of RBM to Electrocardiograms
Following from Chapter II, the objective is to classify the ventricular tachycardia
and pace-map origins to either epicardial or endocardial by analyzing their ECG sig-
nals. In Chapter II, ECG signals were decomposed using sparse LDA, and through
that analysis, the slopes in equidivided time ranges were found to have high dis-
criminating values. Having these slopes as the input ECG feature, the likelihood
distribution between the inputs and their corresponding origin classes was learned.
GMM was used as the trainable distribution model, and the classification results
using that GMM likelihood distribution were reliable.
In the previous section, the equivalence between GMM and Gaussian softmax
RBM has been proven. This indicated a possibility of designing an epicardial versus
endocardial classifier with RBM instead of GMM. RBM has a comprehensive network
between the input layer and the hidden layer, and can therefore be thought of as more
expressive than GMM. Also, neural networks, such as RBM, can be stacked into
multiple layers, learning latent information in hierarchies that might give a refined
interpretation of the input data.
In this section, pace-map ECGs were learned with the discriminative RBM, intro-
duced in Section 3.2. In a classification problem, the distribution of labels given input
signals must be calculated, and the discriminative RBM estimates this distribution
by having both the signals and its corresponding labels as inputs. While learning the
2K-means learn cluster centroids and provides hard-assignment of training examples to the cluster
centroids (i.e., each example is assigned to one centroid). This hard-assignment can be used to
initialize GMM’s parameters, such as pik and σ, by running one M-step in the EM algorithm.
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pace-maps with the discriminative RBM, the change in weight matrices depending on
the number of hidden layers was examined. We observed that the number of hidden
units influences the accuracy of the discriminative RBM training performance. Here,
for the purpose of variable selection, a discriminative RBM on each of the 12 ECG
lead signals was trained separately.
3.4.1 RBM and the Number of Hidden Units
Training an RBM model requires control of numerous meta-parameters. Some
parameters are related to the process of training iterations, such as the learning
rate, the momentum, and the weight-cost. Some other parameters are set to target
the desired model specifications, such as the sparsity value and the number of hidden
units. Since Proposition III.1 in Section 3.3.3 states that the number of hidden units in
RBM corresponds to the number of mixtures in GMM while showing the equivalence
between GMM and Gaussian softmax RBM, RBM trained on the pace-map ECG
dataset with different numbers of hidden units are examined in this section.
Following from the intuition of a mixture model, the number of hidden units can
be interpreted as the maximum possible number of components to learn a good ex-
planatory model for a given training dataset. As the complexity of a dataset increases,
the number of required components to describe the data grows as well. The paper
by Le Roux et al. [64] proved that an RBM with a larger number of hidden units is
guaranteed to better describe the likelihood function, while simultaneously defining
the representational power of RBM and deep belief network. In order words, having
more numbers of hidden units guarantees to describe the input dataset better.
The change in the weight bases of the RBM according to different numbers of
hidden units was investigated with the pace-map ECG dataset used in Chapter II.
The 3277 pace-map ECGs were used to train discriminative RBMs at given numbers
of hidden units. According to the RBM training guide written by Hinton [65], a good
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recipe for choosing a number of hidden units is to multiply the number of bits needed
to describe each input vector (estimated by negative log2 of p(v)) by the number of
training samples, and reduce the result by an order of magnitude. For the pace-map
ECG dataset, the number of hidden units following Hinton’s recipe varied from 200
to 400. However, a full sequence of numbers of hidden units was chosen to show the
changes in RBM training, starting from 25 hidden units to 500 hidden units. For
illustration purposes, we restricted the analysis in this section to a single lead ECG
signal from lead V5.
(a) 25 Hidden Layers (b) 50 Hidden Layers (c) 100 Hidden Layers
(d) 200 Hidden Layers (e) 500 Hidden Layers
Figure 3.2: Weight Matrix Visualizations for Different Numbers of Hidden Units.
The size of an RBM weight matrix is the dimension of the input by the number
of hidden units. For each subfigure, the left image is the learned weight matrix
(transposed), and the right plot is the column vectors of the weight matrix overlapped
to a single plot. In the image of the weight matrix, blue indicates negative values, red
indicates positive values, and the color close to yellow and green indicates the values
near zero.
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Figure 3.2 presents the learned weight matrices with the different numbers of hid-
den units. The column vectors of an RBM weight matrix represent the weight bases,
and thus the number of columns is the number of hidden units assigned. For each
subfigure with a given number of hidden units, the left images show the transposed
weight matrix: blue indicates negative values, red indicates positive values, and the
color close to yellow and green indicates the values near zero. The plots in the right
sides are overlappings of each column vectors (signals) of the weight matrix. There-
fore, a left image and a right plot in each subfigure represent the same weight matrix
in two different ways.
When the signal of ECG lead V5 was trained with 25 hidden units, presented
in Figure 3.2a, an apparent trend in weight bases was observed. It took negative
weights in the first half of the signal and gave more positive weights in the second
half, which created a sigmoid-function-like shape. As the numbers of hidden units
increased to 50 and 100, the importance of the negative values in the first half and
the positive values in the second half was still observable, but there were additions of
noisy near-zero bases. As the numbers of hidden units were increased to 200 and 500,
the weight matrix image in the right side presented the trend better than the weight
signal plot in the left side. There were more blues (negative values) in the first half of
the weight matrices, and some reds (positive values) in the second half, that followed
the trend in weight matrices with lower numbers of hidden units.
When we observed the changes in plots from 25 hidden units to 500 hidden units,
the bases with 25 hidden units looked rough; however, 500 hidden units looked redun-
dantly dense. This redundancy may imply a property of the pace-map ECG dataset.
The classification performance according to the different numbers of hidden units will
be discussed with the results in Section 3.5.
54
3.4.2 RBM with ECG Signals from Each Lead
An 12-lead ECG consists of twelve time series signals. Although all twelve signals
are originated and collected from a single patient’s heart, the signals from each lead
represent different aspects of a heart rhythm. This, in other words, means that signals
from some leads can have more relevant information to the classification objective,
and some might contain less relevant information. By training discriminative RBM
with signals from each lead separately, the relevance of each lead to the epicardial
and endocardial classification was analyzed.
In Chapter II, each patient’s pace-maps were learned with sparse LDA to analyze
the components of the ECG signals having more importance to the epicardial and
endocardial classification. For the analysis in this chapter, each lead’s signals were
learned with discriminative RBM, and the trained weight matrices were visualized.
From the RBM notations used in the previous sections, W is the weight matrix
between the input ECG layer and the hidden layer. The column is the dimension of
the ECG time sequence, and the row is the samples of the hidden layer. Therefore,
each row vector represents a time series signal basis.
Each discriminative RBM was trained with 500 hidden layers, and the weights
were presented in Figure 3.3. The differences in the weight matrices trained with each
lead signal as an input were apparently observed. The weights can be categorized to
different types. Some of the leads had dynamic variances in the particular time ranges
of the signal, such as in lead I, II, V4, and V5. These leads showed dynamic weight
in the first one third of the time range (Figure 3.5 at the end of the chapter). Leads
like aVF, V2, and V3 had highly activated bases and numerous other bases without
high amplitude values. Among the bases without high amplitudes, some periodicities
were observable (Figure 3.6). There were leads with no trends in weight. Lead aVR
and aVL had dynamic spreads over the whole range (Figure 3.7).
The classification performance using each one of these trained discriminative RBM
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Figure 3.3: Weight Matrices Trained with Single Lead ECG Signals: All leads.
All images of the weight matrices are set to the same color scale for a fair comparison
among them: blue indicates negative values, red indicates positive values, and the
color between yellow and green is corresponding to the values near zero. This figure
is best viewed in color.
was examined. A binary epicardial and endocardial classification for pace-map sites
of origins was performed. The classifiers train by different ECG lead signals resulted
in classification accuracies ranging from 54% to 76%.
Lead V1, V2, and V3 were the leads underperforming in this classification. Espe-
cially, lead V2 had a very low classification rate, close to random guessing in binary
classification (54.3%). These leads were the ones that had two or three high ampli-
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tude bases with many low periodic bases, presented in Figure 3.6. The periodicity
over the range of time was because RBM cannot find good class separating bases.
High classification accuracies appeared in the leads with define trends in the bases.
The weigh matrices trained with Lead I, V4, V5, and V6 had dynamic amplitude
variances concentrated in the beginning and the end of the time range as shown in
Figure 3.5, and classifiers trained with those leads outperform those of other leads.
I II III aVR aVL aVF V1 V2 V3 V4 V5 V6
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Figure 3.4: Epicardial and Endocardial Classification Accuracy by Discriminative
RBM with ECG Signals from Each Lead
3.5 Results and Discussion
The experimental setting for the classification of epicardial and endocardial origins
of 3277 pace-maps was exactly identical to that of Chapter II. The pace-maps were
divided into 43 sets according to their belonging patients. The training and testing of
the classification was performed 43 times, using one patient’s pace-maps as a testing
set and the remaining pace-maps as a training set for each time (leave-one-patient-
out). The average classification accuracy over theses 43 runs was reported.
The overall classification accuracy between epicardial and endocardial pace-map
ECGs using discriminative RBM was 79.12% over all patients. We know that the
representational power of RBM is greater than that of GMM. However, with discrim-
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inative RBM as the classifier, both the raw ECGs and the slope feature from Chapter
II were not enough to reach over 80% accuracy. This result inspired the use of hy-
brid discriminative RBM, which is a mixed training of discriminative and generative
RBM, and deep learning networks for more detailed classifier.
The best result of 79.12% was achieved with 100 hidden units. The epicardial and
endocardial classification accuracy increased as the number of hidden units increases
up to 100. However, in numerous trials, the classification accuracies were lower for
the number of hidden units over 100. Especially, the biggest drop in performance
happened as the hidden units increase from 100 to 200. Although more hidden units
guaranteed improvements in achieving distributions according to Le Roux et al. [64]
as mentioned in Section 3.4.1, the 3277 pace-maps used for this classification problem
probably can be described with around 100 bases. It can be interpreted as the weight
bases becoming redundant and noisy as the number of hidden units is targeted to be
over 100.
Number of Hidden Units Classification Accuracy
25 78.65%
50 78.76%
100 79.12%
200 78.18%
500 77.47%
1000 77.18%
Table 3.1: Classification Accuracies Using Discriminative RBM with Different Num-
bers of Hidden Units
3.6 Conclusion and Future Research
Restricted Boltzmann machine has been widely used in numerous applications
with superior performances. As an effort to apply the RBM to ECGs in this chapter, a
mathematical equivalence between mixture model and RBM is established, and based
on that connection, a RBM classifier is designed following from the GMM classifier
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presented in the previous chapter. Epicardial and Endocardial ECG classificaiton
with discriminative RBM did not outperform the classification with GMM. However,
the trained weight matrices are analyzed to visually interpret the information learned
from the ECG signals.
There is a broad range of future work to be done with applying RBM and, more-
over, neural networks to ECGs. First, extensions of discriminative RBMs can be
used to train the classifier. Using a combination of discriminative and generative
RBM trainings, called hybrid discriminative RBM, and applying sparsity constraint
to the RBMs (sparse RBM) are the two most possible extensions to enhance the clas-
sifier and classification results. By approaching the problem with a more generative
perspective, we can attempt to learn the ECGs using unsupervised feature learning.
This will create a new representation of ECGs and advance the ECG feature sets.
Generally, this unsupervised feature learning problem can be extended to learning
the features from low-frequency, time-series signals.
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(a) Lead I
(b) Lead V4
(c) Lead V5
Figure 3.5: Weight Matrices Trained with Single Lead ECG Signals: Lead I, V4,
and V5. The weight matrices are from discriminative RBM trained with 500 Hidden
Units. The weight concentrated in the starting time range is observable with these
three leads.
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(a) Lead aVF
(b) Lead V2
(c) Lead V3
Figure 3.6: Weight Matrices Trained with Single Lead ECG Signals: Lead aVF, V2,
and V3. The weight matrices are from discriminative RBM trained with 500 Hidden
Units. High-amplitude bases and periodics bases are observable in these leads.
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(a) Lead aVR
(b) Lead aVL
Figure 3.7: Weight Matrices Trained with Single Lead ECG Signals: Lead aVR and
aVL. The weight matrices are from discriminative RBM trained with 500 Hidden
Units. Signals from these leads learned noisy bases with no particular trends.
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CHAPTER IV
Quaternion Laplacian Information Maps for
Dimensionality Reduction and Its Application to
Analysis of Electrocardiograms
4.1 Introduction
Extracting a meaningful representation (or a feature) from high dimensional data
has been a challenge for decades. [54, 66, 67, 68] One of the heavily studied methods
for finding a meaningful representation is manifold learning, which involves embedding
characteristic properties of the original high-dimensional data into a lower dimension,
Riemannian manifold [54, 69, 70]. Until recently, the distinctions of various manifold
learning methods come from (1) the measurement of proximity among the original
data points and (2) the embedding optimization.
A new approach to manifold learning adds an element of a priori knowledge that
there exists a low-dimensional Riemannian manifold embedded in the data. With
our a priori knowledge of the manifold, embedded points expose the desired latent
information from original data. For example, when images of an object from dif-
ferent angles are embedded into the surface of a sphere, the embedding represents
those changes in angle. This approach was originally presented with a method called
Spherical Laplacian Information Maps (SLIM) [71]. SLIM uses a priori knowledge
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and reconstructs a statistical manifold with a constraint that embedded points must
lie on the surface of a three dimensional sphere, 2-sphere (S2).
In this paper, we present an improved method called Quaternion Laplacian Infor-
mation Maps (QLIM), which constrains the embedding manifold to be a quaternion
space instead of a three-dimensional sphere. A quaternion is a four-dimensional num-
ber that can fully describe the rotations in three-dimensional Euclidean space, SO(3).
In terms of its geometry, a unit quaternion lies on a four-dimensional sphere, called 3-
sphere (S3). By extending a 2-sphere embedding in SLIM to a quaternion embedding
with QLIM, which is still interpretable, we introduce the benefits of this manifold di-
mension extension for applications in electrocardiogram (ECG) analysis and camera
angle estimation.
The remainder of the chapter proceeds as follows. In Section 4.2.1, an overview
of previous manifold learning methods and a brief background to unit quaternions
and a geodesic distance measure among quaternion points are presented. Section
4.3 illustrates the methodology of Quaternion Laplacian Information Maps, and its
application to different data is shown in Section 4.4. Finally, we conclude and present
future directions in Section 4.5.
4.2 Background
4.2.1 Related Work
More than a decade ago, many dimensionality reduction methods were newly
presented in order to enhance the previous methods such as principle component
analysis (PCA) or classical multidimensional scaling (MDS). PCA and MDS have
difficulties in finding the nonlinear structures contained in high dimensional data.
For example, if the data is existing in a curved space, two point which are laying very
closely in the Euclidean structure can be very far following their embedding curved
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space. Concerning these hidden low dimensional structures, Tenenbaum et al. [66]
introduced the method called isometric feature mapping, or Isomap. Isomap first
defines the neighborhood graph, which indicates only the data points that are near
each point. Either k-nearest neighborhood or the distance threshold (|xi − xj| < ε)
can be used to limit the near by points. From this neighborhood graph, the geodesic
distance is measured to be used as the weight among the neighboring points. The
selection of the metric in this step is important for the low dimensional embedding
output. Finally MDS is applied to the distance matrix from the previous step to find
the new embedding. This flow of dimensional reduction steps became very standard
from the introduction of this method, Isomap.
In the same period, similar reduction method called locally linear embedding
(LLE) is shown by Roweis et al. [72]. The motivation and aim of the method is
the same as that of Isomap: reduce the dimension to find the best neighborhood-
preserving embedding. The first step of finding the neighboring points in the high
dimensional space is the same. However in the second step, LLE creates a recon-
struction matrix, which reconstructs the data points from all the neighboring points.
Having this reconstruction matrix, it reconstructs the low dimension embeddings with
the goal of minimal reconstruction error. LLE basically adopted the idea of reducing
the reconstruction error, which is a basis in most learning methods.
The difference between Isomap and LLE is mentioned in the paper by Silva et al.
[73]. LLE only preserves the local geometry of the data. It maps the nearby point
in the high dimensional space to the nearby points in the low dimensional space.
However, Isomap preserves the global geometry of the data: embedding nearby points
to nearby and far away point to far away from the original data to the low dimensional
embedding.
Spherical Laplacian Information Maps (SLIM) by Carter et al. [71] is a combined
dimensional reduction method of two different methods: Laplacian eigenmaps by
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Belkin et al. [74] and Fisher Information Non-parametric Embedding (FINE) by
Carter et al. [75]. Laplacian eigenmaps is unique in its setting of the transformation.
Just like Isomap and LLE, it starts with setting the nearest neighbor graph. With this
graph, the weight between each neighboring points is assigned using Gaussian kernel
(or heat kernel), which is exponentially decaying as the distance between two points
grows. Using this weight matrix, the embedding objective function is set intuitively,
larger the weight closer the embedding, and this objective function is derived to be
an equation involving Laplacian matrix.
Fisher Information Nonparametric Embedding (FINE) [75] involves a new con-
cept to the dimensional reduction methodologies. Instead of calculating the distance
between each data points using some metrics, FINE realizes each data as a distribu-
tion on a statistical manifold, and computes the distance between each data point’s
distribution using Fisher information distance. After constructing this distance ma-
trix, the rest of the steps is similar to Isomap, finding the embedding using MDS. In
the process of dimensional reduction, setting the weight within the dataset is very
important. FINE made this process very simple by not specifying the metric, but
just by estimating the distribution of each data point.
Finally, Spherical Laplacian Information Maps [71] is the most recent work that
the following section will expand on. If we have some idea about what the low
dimensional structure would be, we can constrain the embedding space with its space.
For example, if we have a dataset of a single object images at different angles, we know
the hidden structure of this dataset will be in the three dimensional space, probably
within some radial space around the object. Using the distance matrix setting from
FINE and the kernel and objective function setting from Laplacian eigenmaps, SLIM
embeds the high dimensional data to a low dimensional spherical space.
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4.2.2 S3 and Unit Quaternion
A unit 3-sphere, S3, is mathematically defined as following:
S3 = {(x0, x1, x2, x3) ∈ R4 : x20 + x21 + x22 + x23 = 1} (4.1)
It is basically a sphere in the four dimensional space. The special orthogonal group
in three dimensions, SO(3), is about all rotations in the three dimensional Euclidean
space, R3. The unit quaternion is the coordinate system that has full description of
the SO(3) group.
S3 is a double covering group of SO(3). This means that two different points in
S3 correspond to one same rotation in the three dimensional space. This fact can be
easily shown by knowing the structure of the quaternion. The quaternion is a number
system combining two complex numbers. However, in the aspect of rotations, it is
a four vector representing the three dimensional rotation axis, v, and the angle, θ,
respect to that axis. With a simple manipulation of the equations, the axis and the
angle can be expressed with the coordinates of the quaternion points.
h = (x0, x1, x2, x3) = (cos
θ
2
, sin
θ
2
· v) (4.2)
θ = 2× arccos x0
v =
(x1, x2, x3)
sin θ
2
Under the SO(3) interpretation, two antipodal points in S3 represent the same
rotation.
−h = (−x0,−x1,−x2,−x3) = (cos θ
′
2
, sin
θ′
2
· v′) (4.3)
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θ′ = 2× arccos (−x0)
= 2× (pi − arccos x0)
= 2pi − θ
≡ −θ
v′ =
(−x1,−x2,−x3)
sin θ
′
2
=
(−x1,−x2,−x3)
sin (pi − θ
2
)
=
(−x1,−x2,−x3)
sin θ
2
= −v
As the sign of an angle is according to the direction of the axis (clockwise and
counter-clockwise), a negative angle rotation to a negative directed axis is identical
to the angle’s absolute valued (positive) rotation to the axis switched its direction to
positive.
It is obvious that only two antipodal points correspond to one same rotation. If
there are two different S3 points, h 6= h′ & h 6= −h′, and they represent the same
rotation, there is an obvious contradiction to the statement.
h = (x0, x1, x2, x3) h
′ = (x′0, x
′
1, x
′
2, x
′
3)
θ = 2× arccos x0 = 2× arccos x′0
→ arccos x0 = arccos x′0
∴ x0 = x′0 or x0 = −x′0 contradiction!
Using this basic relationships between S3 and SO(3), the optimization process in
QLIM will be justified. In the section 4.3.3, these properties of the unit quaternion
space will be used in calculating gradients for the optimization.
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4.3 Methodology: Quaternion Laplacian Information Maps
Quaternion Laplacian Information Maps, abbreviated as QLIM, is a methodology
of reducing the dimensionality of a given dataset to that of the unit quaternion space.
Although QLIM follows the steps of SLIM [71], the embedding objective function and
its optimization process are different from that of the embedding with the spherical
constraint. The first part of estimating (or actually calculating) the distribution and
constructing neighborhood matrix are followed from FINE [75]. Laplacian eigenmaps’
[74] methods of calculating weights among the points and setting the kernel matrix
in the embedding function are utilized. Finding the optimal embedding from the
objective function is specified according to the unit quaternion space.
4.3.1 Formation of a Weight Matrix from the Input Data
Given a dataset, each point’s density is calculated and denoted as pi, i = 1, ..., N ,
where N = the number of data points. The distance between two distributions is
defined by the Fisher information distance [76]. However, without the prior knowledge
about the geometry, or the prior’s of the distribution parameters, it is hard to compute
the exact value of the Fisher distance. Therefore, the Hellinger distance, which is
proven to converge to the value of Fisher distance when the two distributions are
similar [71], is used.
DH(pi, pj) =
√∫ (√
pi(x)−
√
pj(x)
)2
dx (4.4)
However, only the distances between the neighboring points are desired to be known
because knowing all the distances and reducing them are the same as MDS. Further-
more, Hellinger distance does not converge to Fisher distance if the two distributions
are very different. There are two ways to select the appropriate neighbor points: by
computing the k nearest neighbors based on the DH values or by thresholding the
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distance, DH < ε, and assigning a large value to the points beyond that threshold.
The weight matrix, which computes the weight based on this neighboring distance
matrix, is calculated using a Gaussian kernel.
Wij = exp(−DT (pi, pj)/t) (4.5)
DT (pi, pj) =

DH(pi, pj) if i and j are neighboring
maxDH(pi, pj) otherwise
(4.6)
,where t is some constant, which is considered as the kernel width. This weight matrix
is a summarization of the high dimensional information, and this matrix is the only
input to the embedding function beyond this step.
4.3.2 Design of the Embedding Objective Function with Quaternion Con-
straints
The objective of the low dimensional embedding is to place two samples highly
weighted closely and lightly weighted far away in the low dimensional manifold. In
order to design this objective with the given weight matrix, the geodesics in the
embedding space, the unit quaternion space in QLIM, have to be defined. It is
known that the geodesics in the spherical space are arc cosine of the inner product of
two points. It is simple derivation to show that the geodesics in the unit quaternion
space are the same as those of the spherical space:
Dq(qi, qj) = arccos(qi · qj) (4.7)
Knowing both the weight matrix of the original dataset and the geodesics in the
embedding space, we can utilize the Laplacian eigenmaps [74] framework, just like
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SLIM [71] did.
Q = arg min
qi
∑
i
∑
j
WijDq(qi, qj) (4.8)
Here, Q is all the embedding points, Q = q1, ..., qN . One trivial embedding satisfying
this objective function is to place all the point in one same place, leading all Dq’s
to zero. In order to avoid this situation, additional constraint is needed in the ob-
jective function. The goal of this constraint is to make the embedding points spread
throughout the space.
Q = arg max
qi
∑
i
∑
j
Dq(qi, qj)
γ (4.9)
, where γ is the parameter that controls the degree of the spread over the space.
Since the objective of the equation 4.9 is to maximize its value, the spread of the
embedding will try to become noisy to increase their summations of the point to point
geodesics by creating unnecessary zig zags instead of straight layout. A regulation
parameter, λ, is multiplied to decrease this unnecessary noisy occurring in the process
of optimization. Therefore, the final objective function that transforms the dataset
weight matrix to the low dimensional embedding is
Q = arg max
qi
∑
i
∑
j
λDq(qi, qj)
γ −WijDq(qi, qj) (4.10)
4.3.3 Optimization
Equation 4.10 does not have a closed form solution because the geodesics defined
are nonlinear. Therefore, the optimal embedding is found using gradient based op-
timization schemes. There are two options: first, the gradient ascent can be applied
directly in the quaternion space, which is a constrained optimization. Second, the
embedding points can be projected to the Euclidean space using stereographic pro-
jection. An unconstrained optimization can be applied in the Euclidean space and
then projected back to the original quaternion space. Both methods are valid, but
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the manipulation of gradients in the quaternion space is not fully proved yet.
Using the gradient descent (gradient ascent in the case with QLIM since it is
finding the maximum) on the open Euclidean space is straight forward. Moving the
variable according to its gradient direction, it will eventually arrive at the objective
function’s pivot points. However in the unit quaternion space, gradients can lead
the variables, the embedding points in QLIM, outside of the quaternion space since
a gradient of a quaternion point is not necessarily quaternion. Therefore, after each
steps, each point is normalized to be projected back to the unit quaternion space.
This procedure is introduced in the paper by Schmidt et al. [77], and the proof is
shown in Section 4.6: Appendix.
J =
∑
i
∑
j
λDq(qi, qj)
γ −WijDq(qi, qj) (4.11)
Qn+1 = Qn + µ
∂
∂Qn
J (4.12)
Qn+1 = ‖Qn+1‖ (4.13)
Equation 4.12 is the iterative steps in the gradient ascent method, and µ is the step
size.
There is a bijective mapping from Sn to Rn except for one pole in Sn, which is
called stereographic projection. If all the unit quaternion points, which is a subset of
S3, are projected to a plane in R3, unconstrained optimization can be used to optimize
QLIM embedding. To elaborate this mathematically, let U = S3 − (0, 0, 0, 1), and
ϕ−1 : U → R3 be the stereographic projection:
(x1, x2, x3, x4) ∈ U 7→
(
x1
1− x4 ,
x2
1− x4 ,
x3
1− x4
)
. (4.14)
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And ϕ : R3 → U ,
(X1, X2, X3) ∈ R3 7→ 1
1 +X21 +X
2
2 +X
2
3
(2X1, 2X2, 2X3,−1+X21 +X22 +X23 ). (4.15)
The objective function for QLIM is
J =
∑
i,j
(λDγij −WijDij) (4.16)
where Dij is the arc distance between sample points qi and qj, which is denoted as
Dq(qi, qj) in above equations.
Since all the maps involved are smooth, we use chain rule to compute the gradient
of J = J ◦ ϕ. Consider the gradients of J :
∂J
∂qi
=
∑
j 6=i
(λγDγ−1ij −Wij)
Dij
∂qi
(4.17)
=
∑
j 6=i
(λγDγ−1ij −Wij)
qTj√
1− 〈qi, qj〉2
(4.18)
Recall that J will be a function of R3n where n is the number of sample points.
It suffices to provide the gradient for the first three coordinates. This is step is
simple. For first three coordinates (X1, X2, X3), compute q1 = (x1, x2, x3, x4) =
ϕ(X1, X2, X3), and
∂J
∂X1,2,3
=
∂J
∂x1,2,3,4
◦ ϕ′ (4.19)
=
∑
j 6=1
(λγDγ−11j −W1j)
1√
1− 〈q1, qj〉2
qTj ϕ
′ (4.20)
The Hessian can be computed as well, but the matrix size will be very large (3n
by 3n), and it looks like there is no sparse structure either.
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4.4 Experiments and results
4.4.1 ECG Analysis: Dimension-reduced Embedding and Classification
of Pace-map Origins
12-lead ECG signals of VTs and pace-maps contain the information about their
sites of origin in the heart. VTs and pace-maps (induced VTs) are arrhythmias
that originate from scar tissue and electrically activate in a manner that results in a
particular 12 lead ECG morphology that is different for each VT. The origin of the
VT can be determined based on the 12 lead ECG morphology of the VT. The different
leads of the ECG record the electrical activation in different directions. The signals
generated by the VT reflect the directional electric activation along the recording
leads the ECG. As indicated in Chapter I Section 1.2.1, the ECGs are collected from
10 electrode leads that are placed on the limbs and the precordiums. Figure 4.1
describes the direction that each lead represents in the three dimensional space. The
leads from limbs (I, II, III, aVL, aVR, and aVF) describe the directions in the plane
parallel to the body. The precordial leads (V1-V6) covers the directions in the plane
that is perpendicular to the body.
The origin location and directional information in ECG signals are what we want
to extract through this dimension-reduced embedding. The experiments with ECGs
will show how QLIM presents this information better compared to other dimension-
ality reduction methods.
The ECG dataset from Chapter II, that consists of 3277 pace-maps from 43 pa-
tients and 51 VTs from 26 patients, has been labeled with regional information as de-
scribed in Section 2.3. Since we have the labels to each ECG data points, ECG signals
are embedded in Euclidean, spherical, and quaternion space using multi-dimensional
scaling (MDS), Laplacian eigenmap (LEM), SLIM, and QLIM. Using these embed-
ding representations, classification of the regions of pace-map origins is performed
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Figure 4.1: Directions of ECG Leads in Three Dimensions. Reprinted
from Electrocardiography, In Wikipedia,n.d., Retrieved April 14, 2015, from
http://en.wikipedia.org/wiki/Electrocardiography. Reprinted with permission.
with support vector machine (SVM).
4.4.1.1 Classification of Left Ventricle, Endocardial Pace-maps
In order to use QLIM for ECG analysis, an underlying assumption that the origin
of VTs and pace-maps lie on a single, closed manifold is needed. In previous research
by Yokokawa et al. [41], a classification of VTs and pace-maps originating only from
a single, endocardial chamber was presented. Pace-mapping was performed from a
total of 921 left ventricular, endocardial sites in 33 patients, and the pace-maps were
categorized to 10 regions in the left ventricle. Following this work, we started by
analyzing pace-map ECGs from left ventricle, endocaridum only. First, pace-maps
from the regions with less than 50 samples are excluded, that narrows down the
number of suitable pace-maps to 648 from 4 regions in 18 patients.
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The embeddings of 648 pace-maps using MDS, LEM, SLIM, and QLIM were
presented in Figure 4.2. The embedding space was well represented from the figure.
MDS and LEM projected the point into open Euclidean space, and SLIM forced the
point to be on the spherical surface. Since a unit quaternion is a four dimensional
vector, visualizing quaternions is not easy. The embedded quaternion points were
transformed to a three rotational angles, pitch, yaw, and roll, and those angular
values were plotted in XYZ coordinates.
(a) Embedding with MDS (b) Embedding with LEM
(c) Embedding with SLIM (d) Embedding with QLIM
Figure 4.2: 648 Endocardial Pace-maps Embedded with Different Dimensionality
Reduction Methods. The colors represent different regions in the left ventricle. Blue:
D endo, Yellow: G endo, Red: H endo, Brown: I endo.
Overall, a strong separation between pace-maps from region D (blue) and region
G (yellow) was observed from QLIM. Pace-maps from region H (red) were generally
76
spread over the range for all four embeddings. Based on these data it is difficult
to conclude the superiority of any of these methods over each other. Therefore,
classification in four regions was performed with each representation from different
dimensionality reduction methods. All classifications were trained and tested with
SVM with radial-basis kernel. It was cross-validated with leave-one-patient-out, fol-
lowing the procedure in Chapter II. For SLIM and QLIM, the embedding results were
not uniform for each trial because the gradient method was used for their optimiza-
tion. The classification accuracy was averaged over ten trials for SLIM and QLIM
embedding cases.
Dimensionality Reduction Classification Accuracy
None (raw signal) 64.97%
MDS 65.90%
LEM 67.13%
SLIM 67.75%
QLIM 68.07%
Table 4.1: 648 Endocardial Pace-maps’ 4 Region Classification Using Representations
from Different Dimensionality Reductions
All four embeddings resulted in a higher classification accuracy than the classi-
fication using raw ECG signals. With the knowledge that the pace-map points we
analyzed were on a closed surface of the inner ventricular wall (endocardium), which
can be interpreted as a deformation of a hemisphere, it is reasonable to postulate that
the embedding in quaternions resulted in the highest classification accuracy.
4.4.1.2 Classification of Epicardial Pace-maps
All epicardial VTs and pace-maps have their sites of origins on a closed surface
sourrounding both left and right ventricles. Therefore, epicardial pace-maps of left
and right ventricles can be analyzed together unlike the endocardial pace-maps.
As in the previous section, the regions with less than 50 samples were excluded.
843 epicardial pace-maps from 20 patients and 4 regions, including two regions from
77
the left ventricle and two regions from the right ventricle, were selected.
(a) Embedding with MDS (b) Embedding with LEM
(c) Embedding with SLIM (d) Embedding with QLIM
Figure 4.3: 843 Epicardial Pace-maps Embedding with Different Dimensionality Re-
duction Methods. The colors represent different regions in the epicardial ventricle.
Blue: C epi (LV), Light blue: D epi (LV), Yellow: K1 epi (RV), Red: K2 epi (RV).
For the embedding of epicardial pace-maps, an apparent separation between the
left ventricle (blue and light blue) and the right ventricle (yellow and red) pace-maps
exists in QLIM. Also, pace-maps from D region (light blue), K1 region (yellow), and
K2 region (red) have strong clusters together while pace-maps from C region (blue)
tend to spread through the embedding space. It is also interesting to see how SLIM
enforces the embedding on a circular strip. For QLIM, as the embedded quaternions
are presented with the pitch, yaw, and roll converted from the 4-vector quaternions,
the periodicity of these rotation angles cause discontinuity on the three dimensional
representation.
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Dimensionality Reduction Classification Accuracy
None (raw signal) 78.88%
MDS 78.41%
LEM 79.83%
SLIM 78.77%
QLIM 78.98%
Table 4.2: 843 Epicardial Pace-maps’ 4 Region Classification Using Different Dimen-
sionality Reductions
Unlike the previous endocardial pace-map classifications, the classification accu-
racies are very close for all of the dimension-reduced representations. Solely using the
raw ECG signal already has high classification results. LEM and QLIM by clustering
the pace-maps with larger separations have better classification accuracies than the
other methods.
4.4.2 QLIM with Images: Extraction of Rotational Information
By the nature of imaging, every image has a viewpoint direction or a camera
angle. Especially, if an image presents an object, we can describe the viewpoint
respect to the object’s coordinate plane. This process of interpreting angular(or
rotational) information from a given image is intuitive to human visual perception.
Using dimensionality reduction, a sequence of single object images from different
angles can be reduced to the space where rotation can be visualized and described.
Through the following experiments, we analyze the parameters of QLIM and test the
applicability of QLIM as a real image pose estimator.
4.4.2.1 Parameters
There are two parameters in the objective function that have impacts on the
embedding: γ, which controls the spread, and λ, which controls the noise level of the
embedding points. Both of these parameters are very important in order to embed the
points correctly. Since the dimensionality reduction is transforming high dimensional
79
data to low dimensional embedding points, distortions in representation can happen
if it is not appropriately embedded. The general functionalities of each parameter are
known from the setting of the objective function; however, it is desirable to better
understand this trend.
A synthetic car data is used for this experiment. This data is a sequence of images
of a red car pictured with a camera rotating 180 degree around the object in a circle.
A pair of γ and λ value is set for each embedding, and the series of embedding is
shown in a single figure. Ideally, the low dimensional trajectory supposed to be a
complete semi-circle which represents the camera trajectory around the car. The
complete results are shown in Figure 4.4.
The general trend of λ is that the embedding becomes noisier as the value in-
creases. This is because maximizing λDq(qi, qj)
γ becomes more significant than min-
imizing WijDq(qi, qj) in equation 4.10. Especially when it becomes greater than 1,
the noise significantly distorts the trajectory. The embedding is meaningless when
either γ or λ is too small since, in this case, only the term with the weight matrix,
WijDq(qi, qj), remains in the objective function, and the trivial embedding occurs. In
Figure 4.4, this is completely shown with γ = 0.01. The visually best embedding with
this dataset is with the value of γ = 0.8 and λ = 1. However, these parameter values
also depend on the number of data points. When the number of images of this car
is doubled without changing the camera rotation angles (180 degree around the car),
the best embedding seemed to appear at the γ value between 0.01 and 0.02 and the
λ value of 0.5. Therefore, if we can find more mathematical relationship between the
embedding, the number of data points, the spread through γ, and the noise through
λ, it will become a very powerful dimensionality reduction method.
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80 pictures of a car rotating 180 degrees
(a) The Car Image Dataset Used to Test the Parameter Trends
0.8
0.5
0.2
0.01
γ
0.2 0.5 0.8 1.0 1.5
λ
(b) The Parameter Trends. The vertical axis presents the values of γ and the horizontal axis presents
the values of λ
Figure 4.4: QLIM Parameter Anaylsis
4.4.2.2 360 Degree Rotation with a Real Image
Figure 4.5 shows the real telephone images as high dimensional data, the QLIM
embedding of that dataset, and the distance matrix, which is directly related to
the similarity matrix and the kernel matrix, used in that embedding. The exact
embedding of this dataset should be a whole circle, representing the full 360 degree
rotation of the camera around the telephone. The QLIM embedding seems like a
bent eclipse. This apparently is an inaccurate embedding, and it is not giving the
exact (near the ground truth) values of the camera angle. However, when the distance
matrix is examined, the QLIM embedding is reasonably explained. Although the first
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200 pictures of a phone rotating 360 degree
Distance Matrix
QLIM embedding with gamma value 0.02
Figure 4.5: QLIM Embedding of the Real Telephone Image Dataset and Its Distance
Matrix. The embedding is reasonably explained with the presentation of the distance
matrix.
and the hundredth images are very different, having a low kernel value, the images
near the hundredth images (80 120) are similar to each other. We can see the definite
high values through the diagonal from the right top to the left bottom. This is due
to the left and right views of the telephone being similar, and thus, embedding points
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cannot spread out. In order to get accurate angle values from the unit quaternion
embedding through QLIM, an appropriate setting of the kernel function and the
distance matrix should be able to recover this misleading information.
4.5 Conclusion and Future Research
In this chapter, we presented a dimensionality reduction methodology with a new
type of embedding space. By constraining the embedding space to a unit quater-
nion space, the embedding function and its optimization process were modified. The
quaternion embedding from QLIM provided better clusters and more information
compared to that of spherical embedding from SLIM and open Euclidean embed-
ding from MDS and LEM. The experiments with ECG data presented clusters by
the belonging regions of the pace-map origins. The precision of the pace-map clus-
tering is verified by classifying regions of the pace-map origins using the embedding
representations as inputs. Also with the turntable image data, QLIM parameters
were analyzed, and the rotational information that is contained in the images was
observed.
There are following future work:
1. In depth analysis about the convexity of QLIM optimization
2. More experimental results with datasets involving more than three dimensional
information (e.g. Electron Backscatter Diffraction (EBSD) data)
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4.6 Appendix
Relating the Method by Schmidt and Niemann [77] to Simple Normaliza-
tion
The notations in the paper by Schmidt et al.[77] are as follows: Given the initial
quaternion point as h0, and the gradient at that point as v4, the new quaternion
point, hz, shifted by the gradient is,
hz = sin θ × v4N + cos θ × h0
,where v4N =
v4
|v4| and θ = |v4|.
Now, let’s start from the normalizing the vector that is originally the sum of h0
and v4. As h0 is a unit quaternion, |h0| equals to the value of 1.
hz =
h0 + v4
|h0 + v4|
=
|h0|
|h0 + v4| × h0 +
|v4|
|h0 + v4| ×
v4
|v4|
= cos θ × h0 + sin θ × v4N
The conversion of the fractions to sine and cosine is visually apparent in Figure
4.6. Also, the size of θ is indeed equal to the norm of v4 because of the small angle
approximation.
θ ≈ tan θ = |v4||h0| = |v4|
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Therefore, the method in this paper is equivalent to normalizing the shifted four
vector so that it lies on the S3 surface, not necessarily projecting to a quaternion
point.
Figure 4.6: Shifting One Quaternion Point to Another Point on the Quaternion Sur-
face
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CHAPTER V
Analysis of Electrocardiograms from Ventricular
Arrhythmias with Intramural Origins
5.1 Introduction
In the previous chapters analyzing electrocardiograms, the common goal was to
identify the sites of origin of ventricular tachycardias. We started from classifying
the sites of origin being inside or outside of a heart (endocardial versus epicardial) in
Chapter II. In Chapter IV by using QLIM, we stratified the regional labels of origin.
Ventricular arrhythmia can originate from the endocardium, the epicardium, or from
within the myocardium (intramural). The distinction is important since the approach
to ablation procedures depends on the origin of the VTs; for endocardial VTs an
endocardial approach is required to eliminate VT, an epicardial approach is required
for VTs originating in the epicardium and a combined epicardial-endocardial approach
is often required for intramural VTs. In this chapter, we analyze the morphology of
intramural VA ECG signals to differentiate them from non-intramural VA ECGs.
Intramural VAs are poorly understood and foremost there are no ECG criteria
that distinguish intramural from epicardial or endocardial VAs. Although the exis-
tence of intramural VA has been has been suspected for some time [78], mapping and
ablation of these arrhythmias have been described recently [79, 80]. Mapping and
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ablation of intramural VAs is challenging and often results in procedural failure. For
successful ablation of intramural VAs, often radiofrequency energy needs to be deliv-
ered from both aspects of the wall containing the intramural source. ECG recognition
is important to adequately plan these procedures.
By pace-mapping, the origin of a VA is localized to the endocardium provided
there is a matching pace-map in the endocardium. If there is a matching pace-map
in the epicardium, the origin is epicardial. In case of an intramural VA, since the
origin cannot be reached with the mapping catheter, a matching pace-map would not
be expected from any location of the endocardium or epicardium. Since electrical
activation spreads to both surfaces containing the intramural VA source, pacing from
both surfaces where activation occurs first, is expected to result in a “combination
of pace-maps” that is closer to the pace-maps obtained from either surface alone.
Indeed, when combining pace-maps from the opposing walls and averaging them to
a combined signal, the correlation between the combined signal and the intramural
VA ECG increased significantly, and the mean square error decreased as compared to
any pace-maps obtained from either surface alone. For the non-intramural VA cases,
the correlation did not increase when the target pace-maps ECG were averaged with
the pace-maps from either side of the cardiac surface.
Yet, distinguishing characteristics differentiating intramural from epicardial and
endocardial VA origins remain to be described. One would expect though, that ECG
characteristics would be different if endocardial surfaces would be activated simu-
latenously from an intramural focus compared to activation that originates from the
endocardial vs the epicardial surface where the initial activation is prefereentially
from one surface that is closest to the origin of the VA. The slope feature that re-
sults in a dramatically different QRS morphology of endocardial vs epicardial ECG
morphologies would be expected to be intermediary for intramural VAs. However,
this intramural versus non-intramural classification is a part of future work and not
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presented in this chapter.
This chapter is organized as follows: A brief summary on the previous related work
is presented in Section 5.2. Section 5.3 explains analytically how the intramural and
non-intramural VA ECGs are different by comparing each signals to the intramural-
like ECG signals averaged from the two nearest pace-map signals on each side of the
heart wall. The numerical results to show the difference between the intramural and
non-intramural ECGs are presented in Section 5.4. In Section 5.5, we conclude the
chapter and list possible future work.
5.2 Related Work
Although it was not widely researched throughout the years, cardiologists have had
interest in the intramural heart. The interest to map and eliminate intramural VTs
was limited initially to patients undergoing surgical therapy of VT. The publications
outline limitations of the surgical procedure in eliminating these VTs [78].
The focus to arrhythmias originating from intramural heart was brought up from
the paper by Yokokawa et al. [79] in 2012. From 93 idiopathic patients having no
structural heart diseases, 7 patients wer found to have arrhythmias with intramural
sites of origins. Knowing that they have intramural VAs, the paper explains how
the ECG mapping is different and how the ablation was proceeded. To characterize
intramural ECG signals, they used the amplitude and time length of R and S waves
in lead V1 and V2. These ECG characteristics were not universal, only being able to
differentiate intramural VA ECGs occurring in certain regions of the heart.
A consecutive paper was published in the following year by Desjardins and Yokokawa
et al. [80]. This paper presented detection of intramural VAs from non-ischemic car-
diomyopathic patients using delay-enhanced magnetic resonance imaging (DE-MRI)
and voltage mapping. DE-MRI, being an imaging method, can precisely detect the
extent and location of the scar. Desjardins et al. also shows that voltage mapping can
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characterize intramural VAs, but not as accurately as the performance of DE-MRI.
Radiofrequency ablation is limited in reaching intramural foci if the depth is ¿3-5
mm within the myocardium. Ablation from both aspects of the intramural focus
by the use of a bipolar [81] or unipolar mode [82] has been described to result in
deeper lesion generation compared to sequential unipolar ablation which is the current
standard of care.
5.3 Distinction between ECGs of Non-intramural and Intra-
mural Ventricular Arrhythmias
If two classes of signals are separable, there should be characteristics of signals,
latent information, that are interpretable by the classifier. We know that non-
intramural VAs and intramural VAs are ECGs originating from different heart lo-
cations, and distinctions between the two should exist. In this section, these distinc-
tions are visualized by embedding the ECG signals into low dimensional space using
the dimensionality reduction methods from Chapter IV. Also, the combination of
pace-map signals with the origins nearby the target VAs are compared to the target
VA ECGs for both non-intramural and intramural cases. This comparison is based on
the signal morphology and the measures of similarity, Pearson correlation coefficient
(CC) and root mean square error (RMSE). The comprehensive numerical results will
be presented in Results and Discussion, Section 5.4.
5.3.1 The Dataset of Non-intramural and Intramural VAs
In order to analyze intramural VA ECGs, a new dataset of ECGs is required.
Unlike the ECG dataset in the previous chapters, controlled sets of non-intramural
and intramural VA ECGs are needed for a fair comparison between the two ECG
sets. To fulfill this requirement, only the patients without structural heart diseases
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(idiopathic patients) were collected in this analysis in order to control the variances
caused by inclusion of patients with different cardiac disease conditions. Eighteen
patients out of 228 idiopathic VA patients, who were referred to the University of
Michigan Cardiovascular Center for ablation, were found to have intramural VAs. A
total of 18 idiopathic patients with non-intramural VAs were selected as the control
group.
Electrophysiologists can identify a site of origin as intramural by directly reaching
the site of origin via a perforator vein. Alternatively, if there is no adequate perforator
vein, the discrepancy of the site of earliest activation from two aspects of the wall with
a non-matching pace-map (<10/12 leads) strongly argues for an intramural origin.
5.3.2 Visualization of Non-intramural and Intramural VAs Using Dimen-
sionality Reduction
The aim of the analyses in this section is to present that non-intramural and
intramural VA ECG signals are different from their nature. In order to achieve this
goal, the differences between the non-intramural and the intramural PVCs and pace-
maps were visualized by projecting ECGs to two or three dimensional space. As a
first step, the signal differences between the PVC ECGs and the closest pace-map
ECGs were calculated. The difference between a non-intramural PVC and its closest
pace-map was a near-zero signal because their morphologies should be overlapping.
The difference between a intramural PVC and its closest pace-map resulted in a signal
with non-zero values. These difference signals were reduced their dimensionality to
two dimensional space using multidimensional scale (MDS) and Laplacian Eigenmaps
(LEM), and the embeddings were shown in Figure 5.1.
Differences in the distributions among the blue points (non-intramural PVCs) and
the red points (intramural PVCs) were apparent in both embeddings. The blue points
were forming a smaller spread near the origin while the red points were tending to
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(a) MDS (b) LEM
Figure 5.1: The Differences between the PVCs and Their Closest Pace-maps Em-
bedded to Two-dimensional Euclidean Space Using MDS and LEM. Each blue point
indicates a difference signal between a non-intramural PVC and its closest pace-map.
Each red point indicates a difference signal between an intramural PVC and its closest
pace-map.
spread out. The differences between intramural PVCs and their closest pace-maps
were large and uneven, having a wide spread in the embedding.
Now, the 36 actual ECG signals of PVCs and the 36 corresponding closest pace-
map signals were embedded to a visualizable Euclidean space using various dimen-
sionality reduction methods. The embeddings presented in Figure 5.2 and Figure
5.3 have three subfigures each; the first figure is the embedding of 18 non-intramural
PVCs and their closest pace-maps. The second is the embedding of 18 intramural
PVCs and their closest pace-maps. The last figure, more comprehensive than others,
is the embedding of all PVCs and pace-maps from both cases of PVCs. In each sub-
figure, dark red points represent the PVCs, and dark blue points are referring to the
pace-maps. Each patient’s pair of a PVC and its closest pace-map is connected with
a line: the blue lines indicate non-intramural PVC pairs, and the red lines indicate
intramural PVC pairs.
In the embeddings of the non-intramural PVCs (Figure 5.2a), pairs of dark red
(PVCs) and dark blue (pace-maps) points were close to each other, resulting in short
blue lines. Some of the paired points were almost overlapping to each other that
indicate a close similarity between the PVC ECG and the pace-map ECG. The em-
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(a) MDS with the PVCs and the Closest Pace-
maps from the Non-intramural Patients
(b) MDS with the PVCs and the Closest Pace-
maps from the Intramural Patients
(c) MDS with the PVCs and the Closest Pace-maps from Both Patients
Figure 5.2: Multidimensional Scaling Embedding of the PVCs and the Closest Pace-
maps. In each figures, dark red points represent the PVCs, and dark blue points are
for the pace-maps. Each patient’s pair of a PVC and its closest pace-map is connected
with a line: the blue lines are indicating non-intramural PVC pairs, and the red lines
are indicating intramural PVC pairs.
beddings with the intramural PVCs (Figure 5.2b) had larger separations between the
PVCs and the paired pace-maps. There were pairs close to each other, but the gen-
eral length of the line was longer than that of non-intramural PVC embeddings. For
the intramural PVCs, even the pace-maps that were claimed to be the closest to the
PVCs had large separations.
Finally, all 36 PVCs and 36 corresponding pace-maps were embedded together in
Figure 5.2c. In this embedding, a direct comparison between the non-intramural PVC
and pace-map pairs (blue lines) and the intramural pairs (red lines) was possible. The
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(a) LEM with the PVCs and the Closest Pace-
maps from the Non-intramural Patients
(b) LEM with the PVCs and the Closest Pace-
maps from the Intramural Patients
(c) LEM with the PVCs and the Closest Pace-maps from Both Patients
Figure 5.3: Laplacian Eigenmaps Embedding of the PVCs and the Closest Pace-maps.
The format and color coding of the figure are identical to those of Figure 5.2.
lines between the intramural PVCs and pace-maps were longer than the lines between
the non-intramural PVCs and pace-maps. Although many interpretations about each
pair were reasonable, the analysis about the relationships among the pairs based on
the embedding was not reliable because all the PVCs were from different patients.
The patient variances were limited by collecting ECGs from idiopathic patients only;
however, the physical differences of each heart could not be controlled for the ECG
analyses.
The embedding outputs of LEM (Figure 5.3) presented more explicit differences
between the non-intramural and the intramural PVCs. Especially, the embedding of
all patients together was a good presentation of the PVC and pace-map pairs.
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(a) MDS
(b) LEM
(c) QLIM with the PVCs and the Closest Pace-maps from Both Patients
Figure 5.4: Dimensionality Reduction Embeddings to Three Dimensional Spaces of
the PVCs and the Closest Pace-maps from Both Patients Using Multidimensional
Scaling, Laplacian Eigenmaps, and Quaternion Laplacian Information Maps. The
format and color coding of the figure are identical to those of Figure 5.2.
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Lastly, representations from the dimensional reduction to three dimensional spaces
were analyzed. For the three dimensional representations, Quaternion Laplacian In-
formation Maps (QLIM) was used along with MDS and LEM. All three embeddings
were shown in Figure 5.4.
Unlike MDS and LEM, QLIM has an underlying assumption in its lower dimen-
sional embedding space. If all the inputs have a reference to a single, closed manifold,
QLIM has an advantage in displaying the latent information. The QLIM experiments
in Chapter IV used the datasets with this closed manifold constraint, such as pace-
map ECGs with the origins from a closed heart surface and the images of a single
object from a fix distance. Although the non-intramural and the intramural PVCs
could not be assumed to have the closed manifold property, QLIM was successful in
clustering the non-intramural PVCs and the corresponding pace-maps close to each
other and the intramural PVCs and their closest pace-maps far apart. Therefore, the
distinction between the non-intramural PVCs and the intramural PVCs was visually
obvious through the embeddings using the dimensionality reduction methods.
For a quantitative interpretation of the three dimensional embeddings presented
in Figure 5.4, we measured the length of the lines between the pairs. The mean and
standard deviation of the length of the lines from 18 intramural PVC pairs and 18
non-intramural PVC pairs were presented in Table 5.1.
Method Origin of VAs Length of the Pair p value
MDS
Intramural 8.82 ± 5.69
0.004
Non-intramural 4.63 ± 2.41
LEM
Intramural 0.027 ± 0.021
0.032
Non-intramural 0.017 ± 0.010
QLIM
Intramural 0.54 ± 0.42
0.001
Non-intramural 0.17 ± 0.09
Table 5.1: Average and Standard Deviation of the Length of the Lines Between the
PVC and the Closest Pace-map Pairs
The average length of the lines for the intramural PVC pairs were much longer than
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that of the non-intramural PVC pairs. The standard deviations for the intramural
PVC pairs were comparatively large. This indicated that the length of the line for
intramural PVC pairs could be either short or long. This broad distribution of line
length for intramural PVC pairs made an overlap with the distribution with the
non-intramural PVC pairs. However, with the p value being smaller than 0.05, the
difference in the two distributions were statistically significant for all three embeddings
from different dimensionality reduction methods.
5.3.3 Comparison with Combination Signals of Two Nearby Pace-map
ECGs
From the physicians’ experience on procedures and the work presented in the
previous chapters, we know that pace-mapping at the arrhythmia origin produces
an ECG that matches the VA ECG. However if the arrhythmia has an intramural
origin, pace-map ECGs do not match with the intramural VA ECG. Our hypothesis
is that a signal that matches the intramural VA ECG signal can be constructed by
the combination of pace-maps that are nearby the origin of the intramural VA.
In this section, two similarity measures are used: the Pearson correlation coeffi-
cient (CC) and the root mean square error (RMSE). First, the two pace-maps from
opposite sites of the myocardium with the highest CC to the VA are combined and
averaged (examples shown in Figure 5.5). The CC and the RMSE between the PVC
signals and all the pace-map signals from one aspect of the wall are calculated, and
those values are compared to the CC and the RMSE between the PVC and the
combination signals.
5.3.3.1 Intramural Arrhythmia Patients
Figure 5.6 shows an example of the 12 lead ECG morphology of an intramural
VA and the best matching pace-maps superimposed to each other. A 12-lead ECG
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Pace-map 1: 
Epicardial
Pace-map 2:
Endocardial
Combination
of the two
Pace-map 1: 
Epicardial
Pace-map 2:
Endocardial
Combination
of the two
Pace-map 1: 
Epicardial
Pace-map 2:
Endocardial
Combination
of the two
Pace-map 1: 
Epicardial
Pace-map 2:
Endocardial
Combination
of the two
Figure 5.5: Combination of Two Pace-map ECGs by Average.
The two exemplary pace-maps (blue) from a patient is averaged to construct the
combination signals (orange).
of the targeted PVC was plotted in black contours in all three subfigures. In Figure
5.6a, the signal of a pace-map (blue) obtained from the great cardiac vein (GCV) is
shown. The correlation coefficient between the targeted PVC and the pace-map from
GCV was 0.82, averaged over all 12 leads, and the root mean square error was 246.
The middle figure presents the signal of a pace-map (pink) obtained from the
right ventricular outflow tract (RVOT). The CC between the pace-map and the PVC
was 0.76, and the RMSE was 227. The pace-maps showed the highest correlation
coefficient with the VA at the epicardium (GCV) and the endocardium (RVOT).
The rightmost figure shows the constructed ECG (green), which is the combina-
tion of the pace-maps from the great cardiac vein and the right ventricular outflow
tract (GCV+RVOT). The correlation coefficient between the combination pace-map
and the PVC was 0.91 and the RMSE was 190. The combination pace-map had a
higher CC and lower RMSE value. The higher CC of a combination of pace-maps
compared to single pace-maps from either side of the myocardium argues in favor of
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(a) GCV Pace-map and PVC
(b) RVOT Pace-map and
PVC
(c) GCV and RVOT Pace-
maps Combined and PVC
Figure 5.6: Pace-maps from a Patient with an Intramural Ventricular Arrhythmia.
PVC is in black, and all other overlapped pace-maps are in colors. The numbers in
y-axis are the CC values between the two signals for each lead.
an intramural origin of the VA.
5.3.3.2 Non-intramural Arrhythmia Patients
A non-intramural VA patient’s ECG is presented in Figure 5.7. As in Figure 5.6,
a 12-lead ECG of the targeted PVC was plotted in black. The left figure shows an
overlapped pace-map (blue) obtained from the GCV. The CC averaged over all 12
leads was 0.97, the RMSE, averaged as well, was 154. In fact, this patient had the
site of origin of PVC in GCV, and this pace-map ECG shown was the best matching
pace-map to PVC. For this patient, the radiofrequency ablation procedure at this
site eliminated the PVC. The ECG of a combination of the pace-maps (green), one
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pace-map from the GCV and the other pace-map from the left aortic cusp, is shown
in the right figure. The CC of the combination pace-maps was 0.94 with an RMSE of
198. The combination pace-map for this non-intramural patient did have lower CC
and higher RMSE.
Therefore, identification of a pace-map with a high correlation coefficient when
pacing is performed from one side only compared to the targeted VA argues against
an intramural origin of the VA.
(a) GCV Pace-map and PVC
(b) GCV and Cusp Combined
and PVC
Figure 5.7: Pace-maps from a Patient with a Non-Intramural Ventricular Arrhythmia.
PVC is in black, and all other overlapped pace-maps are in colors. The numbers in
y-axis are the CC values between the two signals for each lead
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5.4 Results and Discussion
All relevant PVC and pace-map ECGs are collected from 36 patients, 18 intra-
mural PVC patients and 18 non-intramural patients. Each patient has ECGs from a
PVC, the best matching pace-map to that targeted PVC, and other pace-maps from
nearby locations of the targeted PVC. These pace-maps are combined and averaged
in pairs to find the best matching combination. The CC and RMSE are measured for
the best matching pace-map and the best matching combination of pace-maps with
respect to the targeted PVC. The comprehensive results are presented at the end of
this section in Table 5.3.
Table 5.2 is the summary of the results. In patients with intramural PVCs, the
combination ECGs of pace-maps had a significantly higher CC and lower RMSE
values compared to the single matching pace-maps. In contrast, in patients with non-
intramural VAs, single pace-maps from the sites of origin of the PVCs showed signif-
icantly higher CC than the combination signals obtained from pace-maps originated
at the nearby anatomic locations to the sites of origins. For these non-intramural
patients, RMSE increased when the pace-maps are combined. However, the p value,
being greater than 0.05, indicated that the change in RMSE is not statistically sig-
nificant.
Matching Combination
Origin of VAs Type of measure pace-map of pace-maps p value
Intramural
CC with PVC 0.84 ± 0.10 0.87 ± 0.10  0.0001
RMSE with PVC 255 ± 58 239 ± 63 0.003
Non-intramural
CC with PVC 0.93 ± 0.04 0.89 ± 0.05 0.005
RMSE with PVC 214 ± 58 221 ± 50 0.070
Table 5.2: Average Values of Correlation Coefficient and Root Mean Square Error for
18 Intramural and 18 Non-intramural PVC Patients
Graphical presentations of the CC and RMSE results in Table 5.3 are shown in
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Figure 5.8. For each graph, X-axes are the values between the targeted PVC and
the best matching pace-map, and Y-axes are the values between the targeted PVC
and the combination of pace-maps. Thus, the upper triangular region is where the
combination signals of pace-maps have higher values, and the lower triangular region is
where single matching pace-map signals have higher values. Although there were some
outlying patient points, the separations between the intramural and non-intramural
PVC patients were apparent for both CC and RMSE plots.
5.5 Conclusion and Future Research
This chapter presents an under-researched area of VAs with intramural origins.
Cardiologists found that arrhythmias can be originating from the intramural heart,
and the diagnosis of intramural VAs through ECG signals was needed. This chapter
successfully demonstrated that intramural VA ECG signals are different from non-
intramural VA ECGs. First, the dimension reduced representations of ECGs from
intramural and non-intramural patients presented different clusters between the two
groups. Second, Intramural VA ECG signals had higher affinity measures (higher CC
and lower RMSE) to the combination of two pace-map signals rather than to single
pace-maps. Non-intramural patient ECGs were also compared in the same way as
intramural patient ECGs to confirm that their ECG signals behave differently.
As the intramural VA is a relatively new field of research, there are different
aspects to extend the research for the intramural VA ECG analysis. First, the type
of patients in the intramural VA dataset can be diversified. The current intramural
patients are all idiopathic patients. The intramural VA ECGs from patients with heart
disease will have interesting variances as they did with the dataset used in Chapter
II, III, and IV. Second, features that can describe the difference of intramural VA
ECGs can be searched. As the fact that the intramural VA ECGs are different from
non-intramurals is demonstrated in this chapter, selecting the feature, by signal space
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(a) Correlation Coefficient
(b) Root Mean Square Error
Figure 5.8: Distribution of 36 Patients According to Correlation Coefficient and Root
Mean Square Value. X-axis is the value between the targeted PVC and matching
pace-map. Y-axis is the value between the targeted PVC and the combination ECG
of pace-map.
analysis and/or unsupervised feature learning, that can indicate this difference, will be
the next step. Lastly, an intramural VA classifier can be designed. This was mentioned
in the introduction of the chapter as the ultimate goal of this intramural VA project.
Learning a three-way classifier among epicardial, endocardial, and intramural VA
ECGs, by combining all the work in this thesis, will be ideal future work.
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Control 
patients
CC with 
matching 
pace-map
CC with 
Combination 
of pace-maps
RMS with 
matching 
pace-map
RMS with 
Combination 
of pace-maps
Combination 
CC larger?
Combination 
RMS smaller?
1 0.9021 0.8467 253.26 254.62 no no
2 0.9722 0.9607 154.15 168.65 no no
3 0.9298 0.8964 195.21 197.44 no no
4 0.9165 0.9131 257.09 243.24 no yes
5 0.9486 0.8410 193.82 205.75 no no
6 0.8786 0.7779 219.49 256.46 no no
7 0.8445 0.9539 259.22 210.38 yes yes
8 0.8832 0.9226 221.12 183.94 yes yes
9 0.9597 0.9788 218.46 225.46 yes no
10 0.9522 0.9259 190.30 186.46 no yes
11 0.9812 0.9436 178.06 182.49 no no
12 0.8616 0.8211 219.63 211.65 no yes
13 0.8769 0.8369 224.32 274.24 no no
14 0.9510 0.8900 196.56 191.02 no yes
15 0.9883 0.9193 138.01 192.08 no no
16 0.9608 0.8674 196.60 250.70 no no
17 0.9252 0.8735 169.29 199.59 no no
18 0.9601 0.8703 156.95 204.25 no no
average 0.9274 0.8911 214.05 221.11
std. dev. 0.0424 0.0523 58.14 50.17
Intramural 
patients
CC with 
matching 
pace-map
CC with 
Combination 
of pace-maps
RMS with 
matching 
pace-map
RMS with 
Combination 
of pace-maps
Combination 
CC larger?
Combination 
RMS smaller?
1 0.8482 0.9001 253.29 222.86 yes yes
2 0.9366 0.9498 200.50 191.50 yes yes
3 0.9375 0.9423 228.73 203.63 yes yes
4 0.9237 0.9395 291.25 243.17 yes yes
5 0.8095 0.8089 226.17 247.64 no no
6 0.7618 0.7760 260.70 222.25 yes yes
7 0.8648 0.8703 234.85 234.86 yes no
8 0.9173 0.9308 240.83 238.76 yes yes
9 0.8830 0.9137 214.22 196.51 yes yes
10 0.8795 0.9407 186.26 193.04 yes no
11 0.7760 0.8164 245.89 224.70 yes yes
12 0.9057 0.9569 220.47 200.11 yes yes
13 0.8601 0.9026 220.76 223.45 yes no
14 0.9617 0.9755 192.56 182.21 yes yes
15 0.8522 0.8698 264.38 228.45 yes yes
16 0.6482 0.6351 306.47 312.14 no no
17 0.8195 0.9052 246.25 189.85 yes yes
18 0.5716 0.6224 342.06 338.72 yes yes
average 0.8421 0.8698 255.09 239.35
std. dev. 0.0989 0.1002 58.42 62.54
Table 5.3: All 36 Patients’ Results of Correlation Coefficient and Root Mean Square
Error with Their Target PVC ECGs 103
CHAPTER VI
Conclusion
6.1 Summary of the Thesis
This thesis is motivated by a problem from electrocardiology, identifying loca-
tions and classifying regional information of ventricular tachycardia and pace-map
origins, which provides assistance to radiofrequency ablation treatments of ventricu-
lar arrhythmias. Feature selection and dimensionality reduction are applied to ECG
signals to achieve an advancement in classification and estimation of VT origins. Pro-
cessing and extracting the input ECG features and designing a model with the insight
about the space where the desired information lie resulted in a good representation
and an effective classification of ECG signals.
In Chapter II, two models, (1) an estimation function of three-dimensional co-
ordinates from pace-map ECGs and (2) a classification of one-dimensional region
categories from multi-dimensional ECG signals, are presented. By analyzing the sig-
nals with their known origins, we designed a new set of ECG features to use. We
proved by the experiments that the binary classification of epicardial and endocardial
ECGs can reach up to 80%.
Chapter III continues ECG analyses by applying neural networks, specifically
restricted Boltzmann machine. The equivalence between GMM and Gaussian-softmax
RBM is mathematically proven, and based on this proof, the distribution function
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learned with GMM in Chapter II will be modeled with discriminative RBM. Although
the epicardial and endocardial classification accruacy was not over 80%, we examined
the learned weight matrices of discriminative RBMs and analyzed the characteristics
of the pace-map ECGs.
Chapter IV presented Quaternion Laplacian Information Maps, a dimensionality
reduction methodology with a specified, quaternion embedding space. By constrain-
ing the embedding space to a unit quaternion space, the embedding function and its
optimization process had to be modified from the precedent method named Spherical
Laplacian Information Maps. The quaternion embedding from QLIM provided better
clusters and more information compared to that of spherical embedding from SLIM
and open Euclidean embedding from other dimensionality reduction methods. The
experiments with pace-map ECG signals clustered the data into their corresponding
regional sites of the origins. Also, with the turntable image data, QLIM parameters
were analyzed, and the rotational information that is contained in the images was
observed.
Lastly in Chapter V, ventricular arrhythmias with intramural origins is intro-
duced. In the previous chapters, VAs from epicardial and endocardial sites are pre-
sumed to have their origins on the surface of the heart. However, ventricular ar-
rhythmias also can originate from the intramural myocardium. This chapter aims
to demonstrated that intramural VA ECGs are different from non-intramural VA
ECGs. First, the dimension reduced representations of ECGs from non-intramural
and intramural patients presented different distributions and clusters between the two
groups. Second, intramural VA ECGs had better affinity measures (higher CC and
lower RMS) to the combination signals of two pace-maps nearby the PVC origins
rather than to single pace-maps.
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6.2 Summary of Future Research
The research in each chapter has future work to be continued, and it is presented
at the end of each chapter. An organized summary of the future work is listed below.
Expanding the scope of the thesis
1. ECG classification of VA and pace-map origins including intramurals
- The site of origin classification can be extended to a three-class problem
including epicardial, endocardial, and intramural.
2. ECG classification of VT origins within different heart region categories
- Left ventricle and right ventricle are categorized to 10 and 4 regions, re-
spectively. A detailed classification problem can be designed, better with
collecting more VT and pace-map ECGs.
3. Coordinate Estimation of VT origins
- Knowing the location coordinate of the origins will answer all the clas-
sification problems. If the coordinate data can be provided, coordinate
estimation is the ultimate objective to research. This will be approached
in the universal heart model.
Improving the work in this thesis
1. Using the extensions of discriminative RBM for classification (Chapter III)
- Hybrid discriminative RBM and Sparse RBM can be used for effective
learning of the ECG dataset and efficient training of RBM.
2. Analyzing the convexity of QLIM optimization (Chapter IV)
- The current QLIM optimization cannot be proved to be convex: only local
extrema are guaranteed. A convexity analysis in the quaternion space will
help analyze and design a robust QLIM optimization.
3. Characterize intramural VA ECGs for classification (Chapter V)
- As Chapter V demonstrated that intramural VAs are different from non-
intramurals, how they are different has to be studied.
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- Larger number of intramural VAs from various groups of patient should
be collected and researched.
4. Unsupervised learning of ECG feature with generative models
- ECG feature learning is a generative training of low frequency time series
data.
- Deep learning using deep belief network or convolutional DBN is effective
in feature learning if applicable.
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