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"Simplicity is the ultimate sophistication. " 
- Leonardo da Vinci 
Chapter 1: Introduction 
...and nature the ultimate sophisticate, for, hidden beneath that immense complexity, the 
extravagant beauty and the unpredictable ferocity are simple laws - nature's little secrets 
waiting to be uncovered. The inviolate laws of thermodynamics, the chemist's periodic table, 
the ubiquity of fractal geometries and the golden ratio are some of the several laws and pat­
terns of nature that stand testimony to her simplicity. For biologists today, the Central Dogma 
of genetics is a simple idea that acts as a unifying thread encompassing all organic life on 
earth. It postulates that information in biological systems flows in a linear fashion from DNA 
to RNA to proteins. Although variations to this theme have been observed in retroviruses, 
whose primary information carrier is RNA instead of DNA,1 the Central Dogma is the estab­
lished system for information transmission in living organisms. DNA, RNA, and proteins are 
polymeric macromolecules, each composed of a standard set of building blocks that are more 
or less conserved throughout organic life. DNA is made up of four nucleic acid building 
blocks, and in the sequence of these four molecules lies the information necessary to generate 
the machinery of life - the enzymes, which are globular proteins. The total DNA complement 
of any organism is called its genome and its identity is preserved carefully through 
redundancy - every cell in an organism has an intact copy of its genome. 
In 1990, the Human Genome Project2 was ambitiously initiated, the rationale being that if 
the human genome is completely sequenced and its grammatical laws deciphered, we would 
have the recipe for life. A deeper understanding of human health and disease was touted, and 
customized treatment for individuals based on their unique genetic makeup was envisioned. 
Although the latter lofty ideal still remains in the realm of science fiction, humanity can boast 
of great progress in the former. A case in point is the recent outbreak of the severe acute res­
2 
piratory syndrome (SARS), which first appeared in November 2002 in Guangdong Province 
in southern China. Its infectious nature was first recognized in mid-March 2003, and through 
a worldwide concerted effort was contained in less than four months, during which time it 
traveled to more than two dozen countries in Europe, North America, South America, and 
Asia. By the end of the epidemic, SARS had infected 8,098 people and claimed 774 lives.3 
By April 2003, the etiological agent was identified as a novel coronavirus and its genome 
was rapidly sequenced. In December 2004, China had completed an equivalent of a Phase I 
clinical trial for a SARS vaccine. This rapid progression from disease detection to etiological 
agent identification to vaccine development, all in a span of two years, was made possible 
due to the rapid technological progress made in gene sequencing and drug development 
technology over the last two decades. To put things in perspective, earlier flu epidemics such 
as the Spanish flu (1918-1919) took 20 to 50 million lives around the world, while the Asian 
flu (1957-1958) and the Hong Kong flu (1968) claimed 70,000 and 34,000 lives, respective­
ly, in the United States alone.3 
The SARS success story was possible due not only to rapid developments in genome 
sequencing technology, but also to concurrent progress in our ability to understand the 
molecular processes involved in life. The crowded environment of the cell is abuzz with the 
constant whir of molecular machinery continuously constructing and deconstructing the mol­
ecules of life. Central to this process are highly specific recognition events between cellular 
molecules that bring order to the chaotic melee of the cellular environment. This recognition 
specificity between molecules is based primarily on shape complementarity (sometimes in­
duced), the idea first proposed by Emil Fischer through his lock and key analogy. The current 
paradigm in drug discovery, therefore, involves exploiting this remarkable specificity of 
interaction between molecules (molecular recognition) to control molecular events in the cell 
thus, conceivably, shutting down the cause of a certain disease at the molecular level. 
As stated above, the high specificity of molecular interactions is attributed to shape 
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complementarity between interacting macromolecules; hence understanding the principles of 
molecular recognition depends on knowledge of their three-dimensional (tertiary) structures. 
Although genomic data grows exponentially (currently complete drafts of >200 genomes are 
available in online repositories),4 only the linear composition of the amino acids of proteins 
(primary structure) can be obtained from it. As early as 1954, Christiaan Anfinsen5 proved 
through his elegant experiments that the composition of proteins is such that they are 
thermodynamically predisposed to reversibly fold into a unique three-dimensional form, and 
therefore all the information required to determine the tertiary structure of a protein lies in its 
primary structure. Solving the tertiary structure of a protein from its sequence, however, is no 
trivial problem and is an active area of research even today,6 even though the underlying 
physics of atomic interactions that lead to protein folding is completely understood.6 It is 
possible to compute tertiary structures for small molecules from first principles, but since 
proteins are macromolecules involving interactions between several thousand atoms, 
computational treatment of such large systems is limited by the computing power currently 
available.7,8 
Fortunately, developments in experimental techniques such as X-ray crystallography and 
Nuclear Magnetic Resonance Spectroscopy (NMR) have enabled atomic-level probing of the 
tertiary structures of macromolecules. The Protein Data Bank9 is an online repository of 
experimentally determined protein structures, and their number continues to grow expo­
nentially, more recently through genomic-level structure determination efforts. Although the 
atomic-level information available from these structures greatly improves our understanding 
of molecular recognition, understanding enzymatic function from structure is akin to 
deducing what machines do just by looking at them. X-ray crystallographic structures are 
often obtained with molecules bound to them and provide only snapshots of the enzyme in 
action, but nevertheless are useful in gaining insights into their function. 
The free availability of protein structures has led to the development of several comput­
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ational techniques to study the principles of molecular recognition. One important technique 
- the computational docking of small molecules (ligands) to protein targets (receptors) is a 
crucial component in drug discovery and continues to be an area of active research. Pion­
eered by Kuntz in the early 1980s,10 the basic idea behind docking methods is to determine 
the orientation of the ligand and receptor for optimal complementarity. This process is further 
complicated by the fact that both the ligand and receptor are flexible and can sometimes un­
dergo conformational changes upon binding, thereby further increasing the computational 
complexity. Docking algorithms have two goals - to correctly determine bound conformat­
ions of ligands in receptor binding sites, and to predict biological activity. Much progress has 
been made in the former, so much so that modern drug design strategies often involve an in 
silico screening of molecular libraries for promising molecular leads with high binding 
specificity.11 For the latter goal, docking algorithms are supplied with scoring functions that 
predict biological activity from the predicted bound conformation of the ligand. Currently 
available scoring functions are imperfect and remain a major limiting factor for docking-
based drug design strategies.12 
In the past two decades, several docking strategies have evolved that differ in their 
computational treatment of the receptor (atomic, surface, or grid) and the ligand (rigid or 
flexible), the search strategies employed (systematic, random), and their formulation of the 
scoring functions. This dissertation deals with the use of AutoDock,13 a popular free-source 
software developed by Arthur Olson and his coworkers at the Scripps Research Institute, for 
probing structure-function relationships in three different carbohydrate-hydrolyzing enzymes. 
AutoDock allows a single receptor conformation, but allows ligand torsional flexibility. It is 
equipped with a Monte Carlo simulated annealing algorithm and a genetic algorithm-based 
method for random searching of the optimal ligand conformation. Its scoring function uses an 
AMBER-derived force field to estimate the docked energy. The latter is a sum of two ener-
gies - the receptor-ligand interaction energy and internal energy of the ligand (to account for 
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the strain introduced in the ligand due to binding). AutoDock also has an empirically derived 
scoring function that gives an approximate estimate of the binding free energy. 
Two distinct developments are reported here. The first is in tailoring AutoDock for 
docking sugars to carbohydrate-hydrolyzing enzymes. Sugar molecules offer several unique 
challenges to computational docking because of a high density of hydrogen bond-forming 
functionalities on their ringed structure. Additionally, the sugar ring is capable of sampling 
several conformations under biological conditions, which greatly increases the conformat­
ional search space for docking.14 The second development is a method to evaluate the forces 
on docked ligands in addition to the interaction energies that are reported by AutoDock. 
Since energies are scalar quantities, they are useful as a simple measure for ranking docked 
molecules, which is useful in identification of molecular leads for drug design. However, in 
enzyme structure-function relationship studies, as is the present case, an evaluation of the 
force vectors helps give insights into the dynamics of the ligand in the receptor binding site. 
The specific advantages of these developments are discussed in relation to protein structure-
function relationship studies on three different carbohydrate-hydrolyzing enzymes. 
OVERVIEW 
The three enzymes studied in this work are Hypocrea jecorina Cel7A, a cellobiohydro-
lase, FwMznwf» oaysporwrn Cel7B, an endoglucanase, and SoccAaromycgf cergviawzg a-1,2-
mannosidase. Cel7A and CelTB are cellulose-degrading enzymes that, based on structural 
homology, belong to glycoside hydrolase Family 7.^ In spite of the high structural similarity, 
the two enzymes have different substrate specificities and functions. While Cel7A binds 
crystalline cellulose and processively breaks cellobiose units from chain ends, Cel7B targets 
amorphous cellulose and makes internal breaks in cellulose chain with limited processivity.16 
Crystalline cellulose is very hard to degrade and Cel7A is believed to be a molecular motor 
that uses the energy of cellulose hydrolysis to disrupt crystalline cellulose.17 These two 
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enzymes are therefore studied relative to each other, to gain insights into the differences in 
their enzyme-substrate interaction mechanisms that lead to the different substrate specificities 
and mechanisms of action. a-l,2-Mannosidase was chosen for study because of its high 
substrate specificity and its ability to bind an unusual chair conformation (Appendix I).18 
Also, its binding site is very rigid, making it an interesting model system for studying 
carbohydrate-enzyme docking by AutoDock, which models the receptor as a rigid molecule. 
Chapter 2 is a survey of literature on Cel7A, Cel7B, and a-1,2-mannosidase and the state 
of the art in computational docking methodologies. A brief theoretical background of the 
AutoDock methodology is also provided. Chapter 3 discusses the results of the docking study 
with Cel7A. Cel7A has two distinct domains, the cellulose-binding domain (CBD) and the 
catalytic domain (CD) which are separated by a stiff linker. No crystal structure is available 
of an intact Cel7A with both domains; therefore very little is known about how the two 
domains interact to disrupt crystalline cellulose. Based on the energies and forces of docked 
cellooligosaccharides to the CBD and CD, we propose a molecular machine model that 
shows how the two domains collaborate to break crystalline cellulose. Chapter 4 deals with 
the docking of several cellooligosaccharides to Cel7B. The forces and energies of the docked 
cellooligosaccharides studied in comparison to those of Cel7A throw light on the different 
substrate specificities, their processive behavior, and the activities of the two enzymes. 
Chapter 5 describes the analysis of our docking results on the a-1,2-mannosidase. Hydrolysis 
of the glycosidic bond that joins two sugar molecules involves a distortion of one of the sugar 
rings to a high-energy transition state.19 Since AutoDock cannot model flexibility of the 
sugar ring, we generated sixteen different conformations of the sugar ring in order to study 
the different conformations adopted by it as it distorts to the transition state from its initial 
low-energy relaxed conformation. Chapter 6 carries a brief summary of the strategies devel-
oped and described here, specifically for carbohydrate docking. It also lists recommendations 
for further research initiatives. 
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Chapter 2: Literature Review 
This chapter has a review of relevant literature on the enzymes Cel7A, Cel7B, and a-1,2-
mannosidase. As both Cel7s digest insoluble cellulose, a brief description of the structure of 
cellulose is first described to enable an understanding of its unique features that make it a 
difficult substrate to digest. Cel7A and CelTB belong to Family 7 of glycoside hydrolases' 
and have similar structures and catalytic mechanisms; they are therefore discussed together. 
Also described are the latest developments in computational docking, a brief theoretical 
background on the AutoDock methodology, and a review of the various applications of 
AutoDock. Several sections in the review of the a-1,2-mannosidase and the AutoDock meth­
odology are adapted from the Master's thesis of Mulakala.2 
CELLULOSE STRUCTURE 
Cellulose, about 40% of the dry weight of plants, is the most abundant organic substance 
on earth. It is primarily present in plant cell walls, where it is embedded within other cell-
wall components such as hemicellulose and lignin, requiring harsh pretreatment methods to 
make it accessible. Besides, cellulose chains interact via hydrogen bonds to form both amor­
phous as well as stable crystalline microfibrils, rendering it highly resistant to degradation. 
Cellulose is a very difficult substrate to characterize because it has highly crystalline 
regions interspersed with amoiphous regions. The degree of crystallinity of the cellulose 
substrate differs depending on its source. The crystalline regions themselves assume different 
crystal forms and all of these factors affect the rate of hydrolysis by the cellulases. Modeling 
a cellulase enzyme system is, therefore, complicated because of the multitude of parameters 
introduced by the physical properties of the heterogeneous substrate, complexity of each 
cellulolytic system, synergistic effects between the various enzymes, and product inhibition.3 
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Fig. 2.1. Structure of cellulose. 
Chemically, cellulose is a polymer of (3-1,4-linked D-glucosyl units (Fig. 2.1). These 
polymer chains are packed parallel to each other to form microfibrils about 20-30 nm in 
diameter in the cell wall. Adjacent glucosyl residues are oriented 180° with respect to each 
other, making cellobiose the smallest repetitive unit in its structure. 
Very little is known about the structure of amorphous cellulose at the nanometer level.4 
Meyer and Misch5 proposed a structure for crystalline cellulose on the basis of x-ray crysta-
llographic studies as early as 1937. Its structure, however, remained unclear for a long time 
because of conflicting data interpretations. Atalla and VanderHart,6 on the basis of solid-state 
13C NMR of native cellulose, proposed that the crystals are composites of two distinct crys­
talline forms, Cellulose la and Cellulose 1(3. Of the two forms, cellulose la (monoclinic) is 
the dominant form in lower organisms and cellulose 1(3 (triclinic) is the major crystalline 
form in higher organisms. The three-dimensional structures of these two forms of cellulose 
were proposed by model fitting to two-dimensional fiber diffraction data7. Sheets of cellulose 
are formed by strong hydrogen bonds between the chains, and the sheets interact with each 
other through van der Waal s interactions. Atomic force microscopic studies of cellulose 
microfibrils have also been performed that have revealed the surface structure of cellulose at 
near-atomic resolution.8 
The tight packing of cellulose chains in crystalline cellulose renders it impenetrable for 
most molecules - its chemistry is therefore dominated by its surface properties. Solid state 
NMR spectroscopic studies indicate that chemical shifts of core crystallite chains differ from 
that of the surface chains,9 which has been attributed to a difference in hydroxymethyl con-
11 
formations of the surface chains.10 Also, the surface chains in higher plants show reduced 
intramolecular hydrogen bonding, enabling them to form more hydrogen bonds to external 
molecules.11 
FAMILY 7 CELLULASES 
Carbohydrate-hydrolyzing enzymes (glycoside hydrolases) have been classified into >90 
families based on structural homology.1 Glycoside hydrolase Family 7, whose members are 
almost all from ascomycotal or basidiomycotal fungi, comprise two types of cellulases: 
Cel7A, the cellobiohydrolases (EC 3.2.1.91) and Cel7B, the endoglucanases (EC 3.2.1.4). 
Cel7As act on crystalline cellulose and processively cleave cellobiose units from the reduc­
ing end of the chain, whereas Cel7Bs act on amorphous cellulose and break cellulose chains 
internally.12 
Family 7 cellulases (Cel7s) have two domains - a large catalytic domain (~ 450 residues) 
and a smaller cellulose binding domain (CBD) (~35 residues) connected by a highly 0-gly-
cosylated linker peptide (~30 residues).12 Three-dimensional structures of intact enzymes in­
cluding both domains and the linker have never been obtained. Cel7s have been extensively 
studied and crystal structures have been solved for the catalytic domains of Family 7 Cel7As 
from Hypocrea jecorina,12 Phanerochaete chrysosporium,13 and Talaromyces emersonii,u 
and Cel7Bs from Fusarium oxyporum,15 H. jecorina,16 and Humicola insolens)1 The overall 
structure of the Cel7A and CelTB consists of two curved anti-parallel ^-sheets forming a P-
sandwich with concave and convex faces.12 Long loops fold over the concave face to form a 
tunnel-like active site for Cel7A,12 whereas shorter loops in CelTB give rise to a cleft-like 
active site.15 The detailed structures of Cel7A and CelTB are described below. 
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Cel7A Catalytic Domain 
Docking studies were performed in this work on the H. jecorina Cel7A crystal structure 
(Protein Data Bank18 designation 8CEL), and therefore it is described in detail. The first cry­
stal structure of the H. jecorina catalytic domain (Fig. 2.2) complexed with the glucose deriv­
ative oiodobenzyl-1 -thio-f3-cellobioside was reported at 1.8 Â resolution.12 The structure 
consists of a single large domain of 434 residues with dimensions of 60 Â x 50 Â x 40 Â. 
Two large anti-parallel (3-sheets stack face to face to form a (3-sandwich. These two sheets 
are highly curved, forming concave and convex faces. Long loops between strands in the 
concave sheet fold over the concave face to form a 50-Â tunnel running along the length of 
the former. 
Crystal structures of catalytically deficient mutants of H. jecorina Cel7A complexed with 
cellotetraose, cellopentaose, and cellohexaose reveal ten well-defined subsites for binding of 
glucosyl residues in the 50-Â tunnels of Cel7A.12 From the positions of cellotetraose, cello­
pentaose, and cellohexaose in the tunnel, cellononaose was modeled there to cover subsites -
7 to +2 (Fig. 2.2).12 The subsite numbering is by convention, with increasing positive subsite 
numbers from the point of bond breakage towards the reducing end of a bound cello-
oligomer, and increasing negative numbers towards the nonreducing end. 
From subsites -7 to -4, the bound cellooligomer is in the extended conformation similar 
to that of native cellulose. Two twists of -56° and ~72° occur in the glycosidic bonds be­
tween subsites -4/-3 and —3/—2 that turn the cellulose chain almost upside down at subsite 
-2. The twist appears right-handed when looking down from the tunnel from the entrance at 
subsite -7. The indole rings of tryptophan residues at subsites -7 (Trp38), -4 (Trp40), -2 
(Trp367), and +1 (Trp376) form stacking interactions with the glycosyl residues. Stacking 
interactions with aromatic residues are a common feature in protein-carbohydrate interact­
ions.19 Protein-mediated hydrogen-bonding interactions increase during progression along 
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Fig. 2.2. Crystal structures of H. jecorina Cel7A with modeled cellononaose and F. oxysporum CelTB 
with three residues of the nonhydrolyzable thiopentasaccharide. The loops that fold over the concave 
face of the p-sandwich in H. jecorina Cel7A to make the tunnel are shown in dark blue. 
the tunnel, with the maximal number of interactions made at subsites -1/+1. X-ray crystal 
structures of Cel7A from these interactions are necessary to stabilize the distorted l,4fi con­
formation of the transition-state glucosyl residue in subsite -l.15 The active site of H. jecor­
ina Cel7A has three carboxylic acid residues, Glu212, Asp214, and Glu217, proven crucial 
for the catalytic mechanism through mutational analysis.20 From the arrangement of these 
residues with respect to the substrate, it has been proposed that Glu217 is the acid/base 
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catalyst and Glu212 is the nucleophile in the catalytic mechanism.12 Asp214 and His228 are 
believed to be responsible for maintaining the orientation and protonation state of Glu212. 
CelTB Catalytic Domain 
Cellooligosaccharides were docked in this work to the crystal structure of F. oxysporum 
CelTB.15,21 The 3.6-Â resolution of the H. jecorina CelTB structure was insufficient for 
docking purposes.16 F. oxysporum CelTB crystallized with a nonhydrolyzable thiopentasacc­
haride substrates revealed only three of its five residues, in subsites -2, -1, and +1 (Fig. 
2.2).15 The -1 subsite residue is distorted from the relaxed 4Ci conformation toward a boat 
conformation. Kinetic studies on the highly homologous CelTBs from H. insolens and H. 
jecorina predict the existence of four subsites in the active site.22 
Cellulose Binding Domain 
Both CelTA and CelTB CBDs belong to Family 1 of the carbohydrate binding modules 
(CBM I)1, which consists predominantly of fungal cellulose-binding sequences. I docked 
cellooligosaccharides to the CBD of H. jecorina CelTA. Three-dimensional NMR studies of 
this CBD (Protein Data Bank designation 1CBH) reveal a wedge-shaped structure (Fig. 
2.3).23"25 One face of the wedge is flat and hydrophilic, with suitably placed aromatic resi­
dues that stack on the surface of crystalline cellulose. The other face is rougher and less 
hydrophilic. The aromatic residues of the flat face are highly conserved, whereas the rough 
surface residues are not. Mutagenesis studies point to an involvement of the three flat-face 
tyrosine residues Tyr466, Tyr492, and Tyr493 in binding to crystalline cellulose26,27 and 
soluble cellooligosaccharides.24,25 It remains uncertain if the rough surface is involved in 
binding cellulose. A P4TTR mutation on the rough surface in the intact CelTA CBD caused 
significant reduction in enzyme binding and activity towards crystalline cellulose.26 The 
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Fig. 2.3. The cellulose binding domain of H. jecorina CelTA. The tyrosine residues that line 
the flat face of the wedge (Tyr466, Tyr493, and Tyr492 from left to right) are shown in red. 
same mutation in an isolated synthetic CBD, however, did not significantly affect its binding 
to cellulose.27 
Despite differences in size and topology, different cellulose families have evolved a simi­
lar CBD design.28 Thus various CBDs bind reversibly or irreversibly,29'30 to diffuse on the 
surface once reversibly bound30, to have different binding-site preferences,31 and even to aid 
in the nonhydrolytic disruption of the surface of crystalline cellulose.32,33 
Linker 
The linker between the CD and CBD is rich in prolines, threonines, glycines, and serines 
and is highly ^-glycosylated.34 Small-angle x-ray studies point to an extended structure with 
possible flexibility within the linker peptide.35,36 Deletion of the linker to different extents 
affects enzyme binding and activity.37 
Catalytic Mechanism 
Hydrolysis of the glycosidic bond can result either in retention or inversion of the ano-
meric conformation of the scissile bond, each requiring a different reaction mechanism. 
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Fig. 2.4. Catalytic mechanism of retaining glycosidases. 
Koshland38 proposed basic mechanisms for both these processes, and sufficient proof for 
them has accumulated over the years.39"41 All Family 7 members retain anomeric confor­
mation. The retaining mechanism proceeds via a two-step double-displacement reaction, with 
formation and hydrolysis of a covalent glycosyl-enzyme intermediate, both steps occurring 
via oxocarbenium ion-like transition states (Fig. 2.4). The active site of retaining enzymes 
consists of a pair of carboxylic acids -5.5 À apart. One of these carboxylic acids performs as 
the nucleophile, attacking the sugar anomeric center to form the glycosyl-enzyme intermed­
iate. The other acts as an acid/base catalyst, protonating the glycosidic oxygen in the first 
step and deprotonating the hydrolytic water molecule in the second step. 
o-Mannosldases in W-Glycan Synthesis 
Glycosidases of the eukaryotic secretory pathway, comprising the endoplasmic reticulum 
(ER) and the Golgi apparatus, are involved in the initial steps of M-glycan biosynthesis.42*45 
o-lJ-MANNOSIDASE 
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This begins by transfer of a preformed oligosaccharide precursor, usually GlcsMangGlcNAca, 
to an Asn/X/Ser(Thr) residue on the newly formed polypeptides from dolichyl phosphate in 
the ER (Fig. 2.5). GlcsMangGlcNAcz then undergoes trimming of the glucosyl residues by cc-
glucosidases in the ER to form MangGlcNAcz. This is followed by the removal of a-1,2-
linked mannosyl subunits by Class I a-mannosidases, both in the ER and the Golgi apparat­
us, which is necessary for maturation of the N-glycan to hybrid and complex oligosacchar­
ides. Removal of a-1,3- and a-l,6-linked mannosidases is essential for the synthesis of com­
plex TV-glycans, a task performed by Class II a-mannosidases in the Golgi apparatus. 
Class I enzymes are inverting glycosidases46'47 that specifically cleave a-l,2-linked 
mannosyl subunits and form glycosyl hydrolase Family 47.48 They are inhibited by pyranose 
monosaccharide analogs such as 1 -deoxymannoj irimycin but not by swainsonine, and require 
Ca2+ for their activity. Class II enzymes, on the other hand, are retaining,49 can cleave a-1,2-, 
a-1,3-, and a-1,6-linked mannosyl residues, are inhibited by furanose analogs such as swain­
sonine, and comprise glycosyl hydrolase Family 38. Other a-mannosidases provide an alter­
native route independent of Class II a-mannosidase for complex TV-glycan synthesis. Such 
enzymes have been reported in rat brain lacking Class II a-mannosidase activity,50 in rat 
liver,51"53 and in several tissues of Class II a-mannosidase knockout mice.54 
There is also a specific endo-a-mannosidase (Fig. 2.5) that provides an alternate pathway 
for trimming glucose residues from the oligosaccharide precursor.55 This is the only process­
ing glycosidase that cleaves an internal glycosidic linkage, producing MangGlcNAc? isomer 
A from Glc i .jMangGlcNAc2. The enzyme does not require a divalent ion and is inhibited by 
disaccharides Glc-a-1,3-( 1 -deoxy)mannojirimycin and Glc-a-l,3-(l,2-deoxy)mannose.56 
a-l,2-Mannosidases of the ER 
Removal of a-l,2-mannosyl residues from the oligosaccharide precursor begins in the 
ER immediately after, or along with, glucose trimming.42'43,57 Several ER a-mannosidases 
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Fig. 2.5. Major pathway representing ZV-glycan processing in mammalian cells. The enzymes indicated are Glc I, a-gluco-sidase I; 
Glc II, a-glucosidase II; ER Man I, a-1,2-mannosidase that forms Man8GlcNAc2 isomer B; ER Man II, a-1,2-mannosidase that 
forms Man8GlcNAc2 isomer C; Endo-a-Man, endo-a-mannosidase; a-1,2-Man, Golgi a-1,2-mannosidase; Man II, a-manno-sidase 
II; GnT I, N-acetylglucosaminyl transferase I. The inhibitors are indicated in dark grey boxes: DNJ, 1-deoxynojirimycin; CAS, 
castanospermine; KlF, kifunensine; DMJ, 1 -deoxymannojirimycin; SW, swainsonine. 
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Figure 2.6. Structures of Class I a-1,2-mannosidase inhibitors 
1 -deoxymannojirimycin and kifunensine. 
with distinct biochemical activities have been reported; however, the number of distinct a-
mannosidases in the ER and their molecular nature is unknown. High-resolution x-ray crys-
tallographic structures of the Family 47 ER enzyme that produces MangGlcNAc; isomer B 
(Fig. 2.5) from Saccharomyces cerevisiae5* and from humans, complexed with the potent 
inhibitors 1 -deoxymannojirimycin and kifunensine (Fig 2.6),59 have recently been obtained. 
The structure of these enzymes will be subsequently described in detail. 
There is increasing evidence implicating ER a-mannosidases in degradation of misfolded 
proteins from the ER, so that they play a role in the quality control of proteins synthesized 
therein. Heterologous expression of yeast prepro-a factor in a mammalian cell results in its 
rapid degradation as an abnormal glycoprotein, and inhibition of a-1,2-mannosidase activity 
by 1 -deoxymannojirimycin stabilizes this yeast glycoprotein.60 Other studies on the protea-
some-dependent degradation of T cell receptor (TCR) subunits indicate that the targeting of 
proteins for degradation is not solely due to the N-glycan structure but is also determined by 
the protein architecture. This has been demonstrated by the observation that degradation of 
the CD3-Ô subunit is inhibited by 1 -deoxymannojirimycin while that of the TCR-a subunit is 
not affected.61 Also blocked by the addition of 1 -deoxymannojirimycin or kifunensine is the 
degradation of tyrosinase,62 (%2-plasmin inhibitor,63 and a misfolded form of at-antitrypsin.64 
Aggregation of misfolded a,-antitrypsin in the ER leads to emphysema, and understanding 
the structural basis of inhibition of Class I a-1,2-mannosidases could help in the design of 
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therapeutic agents for emphysema and other such diseases characterized by rapid degradation 
of misfolded glycoproteins. 
Evidence implicating the role of ER a-1,2-mannosidase in quality control has also been 
obtained in S. cerevisiae.65,66 A misfolded carboxypeptidase Y mutant is rapidly degraded by 
wild-type yeast cells but is protected from degradation in the mnsl mutant cells lacking the 
ER enzyme that forms MangGlcNAcz isomer B. Since prolonged retention of misfolded and 
incompletely folded proteins in the ER leads to their degradation, it has been suggested that 
the removal of mannosyl residues by slow ER a-l,2-mannosidases might work as a timer for 
glycoprotein degradation.67,68 
a-l,2-Mannosidases of the Golgi Apparatus 
Golgi a-l,2-mannosidases trim mannosyl residues of oligosaccharide precursors to form 
MansGlcNAca. There are at least three different Golgi a-mannosidases in mammalian cells, 
and they differ in the order in which they cleave mannosyl residues from the oligosaccharide 
precursor. Three Class I a-mannosidases have been reported recently in the filamentous fun­
gus Aspergillus nidulans,69 the first report of the existence of multiple Class I a-mannosid­
ases in a fungal species. These enzymes, like all other enzymes of glycosidase Family 47, are 
Type II Ca2+-dependent transmembrane enzymes. Their //-terminal transmembrane domain is 
flanked by a variable cytoplasmic domain of about 10-35 amino acids, followed by a stem 
region that is not required for enzyme activity, and a large lumenal C-terminal catalytic 
domain. Golgi mannosidases differ in the order in which they cleave mannosyl residues from 
MangGlcNAc] in converting it to MansGlcNAca.57 
Role of the Conserved Residues in Family 47 
Nine conserved acidic residues have been identified in Class I a-mannosidases, and they 
were mutated in the a-mannosidase of a S. cerevisiae strain to identify their importance in 
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enzyme function. Five of the mutants, E214Q, D275N, E279Q, E435Q, and E503Q, had no 
a-mannosidase activity, while others, D86N, E132Q, E438Q, and E526Q, had very low act­
ivity compared to the wild-type enzyme.70 Two of the mutants, E214Q and E435Q, were 
poorly secreted when expressed as secreted proteins in Pichia postons. D275N, E279Q, and 
E438Q had no detectable 45Ca2+ binding, while D86N, E132Q, E503Q, and E526Q mutants 
exhibited 45Ca2+ binding similar to the wild-type enzyme. From the kinetic analysis of the 
mutants, it was concluded that Asp86, Glul32, and Glu503 are important for catalysis.70 
Crystal Structures 
The crystal structure of the catalytic domain of a Class I a-1,2-mannosidase that trims 
MangGlcNAci to MangGlcNAcz isomer B in the ER of S. cerevisiae has been determined.58 It 
has a novel (a,a>?-barrel structure with an N-glycan from one molecule extending into the 
barrel of an adjacent molecule, interacting with what is expected to be the active site of the 
enzyme (Fig. 2.7). The (a,007 barrel is comprised of fourteen a-helices alternating to form a 
barrel with approximately sevenfold symmetry, with a2, cx4, a6, a8, alO, a!2, and a!4 
forming the seven parallel inner helices while al, a3, oc5, cx7, a9, all, and al3 form the 
seven outer helices concentric and anti-parallel to them. There is a stabilizing disulfide bond 
between Cys340 and Cys385 that forms a bridge between the 3,o helix, located at the 
beginning of the inner alO helix, and al 1. The cysteine residues involved in this bond are 
highly conserved among family members. The barrel is plugged by a C-terminal (3-hairpin 
that protrudes back into the center of the barrel from one side. This and the arrangement of 
the (3-strands result in the formation of two structurally distinct sides of the barrel. On one 
end the pairs of inner and outer a-helices are connected by short loops of up to four residues, 
which the authors call the short connection or the SC side. Three high-mannose JV-glycans 
(HM1, HM2, and HM3) found on the SC side extend away from the surface of the barrel. 
The other end of the barrel, the long connection or LC side, is structurally more complex, 
HMl 
Fig. 2.7. Yeast a-1,2-mannosidase structure, (a) Schematic ribbon representation of the enzyme dimer, showing the 
protein-protein and protein-carbohydrate interactions. The three /V-glycans, HM1, HM2, and HM3, are shown in CPK 
colors. HM1 extends into the barrel of the adjacent protein molecule (b) view down the (a,a)7barrel axis from the LC side. 
Ca2+ is the blue sphere and the glycerol molecule (G) is shown in orange. The two disulfide bridges (S1 : Cys468-Cys471 
and S2:Cys340-Cys385) (yellow) are shown in ball and stick representation. 
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with (3-strands forming a series of anti-parallel ^-sheets surrounding the helix barrel. This 
results in a funnel-shaped cavity on the LC side, parallel to the barrel axis with a diameter of 
-25 Â at the level of the p-sheets. The diameter decreases to -10 À at the tube of the funnel 
that is plugged by Ca2+. The nine highly conserved residues and Ca2+, all essential for catal­
ytic activity, are present in the tube of this funnel-shaped cavity. Site-directed mutagenesis to 
give R273L in the yeast enzyme allowed it to cleave all four a-l,2-linked mannosyl residues, 
rather than just the single residue of the middle arm of MangGlcNAc2.71 
Crystal structures of the catalytic domains of human ER Class I a-1,2-mannosidases have 
also been recently determined with potent inhibitors kifunensine and 1 -deoxymannojirimy­
cin59 and a thiosaccharide substrate analog.72 Both inhibitors bind to the protein at the bottom 
of the active site, with Ca2+ coordinating 02 and 03 hydroxyl groups of the six-membered 
ring of both inhibitors in the ]Ca conformation and stabilizing them (Fig. 2.8a). The overall 
structures of the yeast and human enzyme are essentially the same. Pairwise superposition of 
the Ca atoms of the two crystal structures yielded a RMSD of 1.44 À. Although the amino 
acid sequences of the two enzymes are no more than 35% similar, the positions of critical 
amino acids that make up the active site in the two crystal structures are practically the same. 
Given the similarities in the active-site structure, it would be reasonable to assume that the 
inhibitors would bind in a similar manner in the yeast enzyme. 
Catalytic Mechanism 
The catalytic mechanism of inverting enzymes usually involves a pair of carboxylic acids 
at the active site located approximately 10 À (±2 À) apart, on the average, on opposite faces 
of the substrate-binding cavity. The reaction occurs via a single-displacement mechanism in­
volving an oxocarbenium ion-like transition state. The two carboxylic groups serve as gener­
al acid and general base catalysts. The-10 Â distance is required for the placing the substrate 
as well as a nucleophilic water between the carboxyl groups (Fig. 2.9).73,74 
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Fig. 2.8. Binding of 1-deoxymannojirimycin (DMJ) and kifunensine (KIF). (a) Location of DMJ 
(green) and KIF (orange) in the active site of a-1,2-mannosidase. Position of DMJ/KIF was 
obtained by superposition of the yeast a-1,2-mannosidase with the human enzyme. The putative 
catalytic residues are shown as white spheres (labels in bold). The position of the A/-glycan 
substrate is shown for reference, (b) Schematic representation of the Man9GlcNAc2 high-
mannose oligosaccharide. The residues indicated in gray show are seen in the electron density 
maps of the yeast a-1,2-mannosidase structure. The bond between M7 and M10 is cleaved by 
the enzyme to yield ManBGlcNAc2 isomer B. (c) Stereo structure showing the position of the 
putative catalytic residues (yellow). DMJ (green) is shown with its C1 atom represented as a 
sphere along with M7 (in CPK colors). The calcium ion is shown in blue. W54 and W195 (red 
spheres) are also believed to be involved in the catalytic mechanism. 
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Fig. 2.9. General mechanism for inverting glycosidases. Reaction involves a pair of acidic amino acids located -10 A apart, 
via a single displacement mechanism, wherein one carboxyl group acts as a general acid and the other as a general base. 
In the transition state, the sugar ring flattens and develops positive charge, forming an oxocarbenium ion-like intermediate. 
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An interesting interaction that is observed in the yeast crystal structure is the extension of 
the oligosaccharide of one molecule into the barrel of the adjacent symmetry-related mole­
cule. This protein carbohydrate complex is the enzyme-substrate complex for the enzyme 
since the terminal, middle-arm mannosyl residue, MIO, has been cleaved (Fig. 2.8b). 
Nine highly conserved amino acid residues of Family 47 are all present at the bottom of 
the cavity clearly establish the active site of this enzyme. Additional evidence is provided by 
the position of a glycerol molecule introduced during crystal freezing. This molecule is close 
to Ca2+ and the bottom of the active site, suggesting that it could be occupying the MIO 
binding site. The absence of MIO, however, poses a problem - the catalytic acid/base can 
now only be inferred and cannot be conclusively identified. The structural data, together with 
the distance between the carboxylic acids for catalysis to occur, suggested that the only 
residues possibly involved in the catalytic mechanism would be Glul32, Asp275, or 
Glu435.58'59 Due to the absence of MIO in the crystal structure, however, the two catalytic 
residues could not be clearly identified. 
Further information on the probable catalytic mechanism became available when human 
a-mannosidase structures were obtained with the inhibitors 1-deoxymannoj irimicin and kif­
unensine at the bottom of the active site. What was interesting with these structures is the fact 
that both inhibitors bind the active site in the conformation instead of the more energetic-
ally favorable conformation. This made it reasonable to assume that MIO may also bind 
in the active site in the 1C4 conformation. Given this ring pucker, it was established that 
Glu 132 would then have to be the catalytic acid for the enzyme to be inverting, and hence 
Asp275 or Glu435 would have to be the catalytic base. Since Glu 132 is too far away from the 
02 of M7 for direct attack, a second water molecule, W195, would have to be involved in the 
catalytic mechanism as the acid, suggesting a novel catalytic mechanism for this enzyme 
(Fig. 2.8c).59 An a-D-mannopyranosyl( 1 ->2)-a-D-mannopyranose docked in the putative 
transition identified the catalytic acid and base as Glul32 and Glu435, respectively.^ 
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COMPUTATIONAL DOCKING 
Docking refers to the process of determining the orientation and conformation of a ligand 
in a macromolecular (receptor) binding site. Docking algorithms have two aims: to find the 
correct bound conformation and to correctly predict biological activity, which involves 
estimating the free energy of binding of the ligand-receptor complex through a scoring 
function.76 Currently available docking algorithms differ in their representation of the ligand 
and receptor and their flexibility, the methods employed for conformational search, and their 
description of the scoring function. Each of these parameters are dealt with in some detail in 
the following sections. Modeling flexibility in the macromolecular receptors is expensive, 
but efforts have been made to model flexibility in parts of protein77 receptors through the use 
of side-chain rotamer libraries78 or through the use of an ensemble of proteins.79 
Molecular Representation of the Receptor 
Three approaches are popular for receptor representation: atomic, surface, and grid.80 
Atomic representations are computationally expensive and often used only in the final stages 
for ranking docked ligands.81 Molecular surface representations based on Connolly's meth­
od,82'83 attempt to align opposing surfaces by minimizing the angle between them.84 In the 
grid-based method pioneered by Good ford,85 the receptor is replaced by a precalculated grid 
of potential energies that is subsequently used for ligand scoring. 
Ligand Flexibility and Search Methods 
Ligand flexibility in docking algorithms is generally dealt with in three ways: systematic, 
random or stochastic, and simulation. Systematic methods, in exploring all the degrees of 
freedom, face the problem of combinatorial explosion. Ligands are therefore incrementally 
grown in the active site. The Hammerhead algorithm conducts a stepwise search by dividing 
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the ligand into fragments before docking in the active site, and then covalently linking the 
docked fragments.86 Another approach, adopted by DOCK87 and FlexX,88 is to break the 
molecule into rigid and flexible parts. The rigid core is first docked and the flexible parts 
added on in a systematic incremental manner. A third approach, implemented in FLOG,89 is 
to generate a library of ligand conformers; the problem is then reduced to one of rigid 
docking. Random methods, such as the Monte Carlo search (implemented in AutoDock)90 
and genetic algorithms (implemented in DOCK,87 GOLD,91 and AutoDock92), make random 
changes to a ligand or a population of ligands. Molecular dynamics is the most popular 
simulation approach.93 
Scoring 
Scoring functions in docking algorithms make many simplifying assumptions in evaluat­
ing modeled complexes and do not account for entropie and solvation effects. Free-energy 
simulation94,95 methods for predicting binding affinity for protein-ligand complexes are 
expensive and not always accurate. Currently available scoring functions can be classified 
into three types: force-field-based, empirical, and knowledge-based.76 
Force-field-based scoring functions evaluate a sum of two energies, a receptor-ligand 
energy and the internal energy of the ligand. Force-field scoring functions are based on vari­
ous force-field parameter sets, e.g., AutoDock92 is based on the AMBER force field96 and G-
Score88 is based on the Tripos force field.88 Ligand receptor interactions are usually described 
as a sum of van der Waals97 and electrostatic energy terms. The ligand internal-energy func­
tion is also usually of a similar form with van der Waals and electrostatic terms. Force-field-
based functions were originally formulated to model gas-phase enthalpic contributions to 
energy and do not include solvation and entropie terms, and have limited success in predict­
ing free energies. 
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Empirical scoring functions use statistical methods to reproduce experimental binding 
energies of available ligand-receptor complexes. The binding energies are evaluated as a sum 
of several parameterized functions are proposed by Bôhm.98 The coefficients of the various 
terms are obtained by regression analysis using experimentally determined binding energies. 
Empirical scoring functions are easy to evaluate, but are based on the same approximations 
as the force-field-based methods and are therefore, also inaccurate in predicting free energies. 
Knowledge-based scoring functions are formulated to reproduce experimental structures 
instead of binding energies. Examples of functions that use knowledge-based scoring are pot­
ential of mean force (PMF),99 DrugScore100 and SMoG.101 Despite the lack of availability of 
accurate scoring functions, virtual screening methods remain popular in drug discovery, not 
so much for their ability to distinguish between good leads and false positives, but because of 
their ability to rule out the bad leads. 
AUTODOCK METHODOLOGY 
The first AutoDock releases, versions 1.0,2.2, and 2.4, used the Metropolis method, also 
known as Monte Carlo simulated annealing for docking. The latest version, AutoDock 3.0, 
has three new search methods: a genetic algorithm, a local search method, and an adaptive 
search method based on Lamarckian genetics. The other advance in this version is an empir-
ical binding free energy force field that predicts the binding free energy for docked ligands. 
This force field could not be used, however, as it does not predict free energies of binding for 
carbohydrate ligands very well,102 and the old force field does a good job of predicting relat­
ive binding energies for similar ligands. The AMBER force-field parameters103 available 
with AutoDock 2.4 were used instead. 
AutoDock consists of a suite of three C programs: AutoTors, which defines rotatable 
bonds with the ligand coordinates as input; AutoGrid, which calculates the three-dimensional 
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Fig. 2.10. Grid for energy evaluation. 
grid of interaction energy based on the macromolecular coordinates; and AutoDock, which 
performs the docking simulation. 
Energy Evaluation 
AutoDock precalculates atomic affinity potentials for rapid energy evaluations during 
docking, in the manner described by Goodford.85 The protein is embedded in a three-dimen­
sional grid and a probe atom is placed at each grid point (Fig. 2.10). The interaction energy 
of this atom with the protein is assigned to the grid point. An affinity grid is calculated for 
each atom type in the substrate. An electrostatic grid is calculated similarly by using either a 
point charge of+1 as the probe, or a Poisson-Boltzmann finite difference method such as 
DELPHI.104,105 During docking, the energy of interaction of a particular substrate configur­
ation is determined by tri linear interpolation of the affinity values of the eight grid points 
surrounding each of the substrate atoms. The electrostatic energy is evaluated similarly by 
interpolation of the electrostatic potential of the eight grid points and multiplying it with the 
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charge on the atom. This makes the energy calculation during docking proportional to only 
the number of atoms in the substrate and not on the protein size. 
In AutoDock, pairwise-atomic interaction energy ( V )  is approximated as 
C C V(r) « -=- —B-
v / r" 
where 
c
- - ^ <  
Here m and n are integers, S is the depth of the energy well, and regm is equilibrium separation 
of the nuclei of the two atoms. 12-6 Lennard-Jones parameters (n = 12, m = 6) have been 
used to model van der Waals forces97 experienced between two instantaneous dipoles, and 
the 12-10 form of this expression (n = 12, m = 10) has been used to model hydrogen bonds. 
A sigmoidal distance-dependent dielectric function is used to model solvent screening:106 
B &(/")= A + 
\+ke -ABr 
where B = Bq- A; so (the dielectric constant of bulk water at 25°C) = 78.4; A = -8.5525, X = 
0.003627, and k = 7.7839. No distance cutoff was used to calculate electrostatic interactions. 
Search Methods 
AutoDock 3.0 has four search algorithms available for sampling across the conformation­
al, positional, and orientational space of the ligand. The Monte Carlo simulated annealing 
method has been successfully applied to predict the bound conformations of enzyme-inhibit-
or complexes, peptide-antibody complexes, and in one instance of using it imaginatively, 
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protein-protein interactions. This method, however, can handle no more than eight degrees of 
freedom, a shortcoming remedied with the genetic algorithm-based search methods devel­
oped in AutoDock 3.0. 
Simulated annealing: In this method, the protein is static and the ligand performs a random 
walk in the space surrounding it. For the search, the ligand molecule has the following deg­
rees of freedom: translation of its center of gravity, its orientation, and flexibility around each 
of its flexible dihedral angles. At each step in the docking simulation, a small displacement is 
applied to each of its degrees of freedom, and the interaction energy of the new configuration 
is compared with the energy of the preceding step. If the energy of the new configuration is 
lower, it is accepted immediately. If higher, the new configuration may or may not be accep­
ted based on a probability expression dependent upon a user-defined temperature, T. The 
probability of acceptance is given by 
P{AE) = e 
AE 
kBT 
where AE is the difference in energy from the previous step and ks is the Boltzmann constant. 
This distribution function implies that at a high temperature almost all higher energy steps 
are accepted, whereas at lower temperatures fewer higher energy steps are accepted. The 
simulation proceeds in a series of cycles, each at a specified temperature. Each cycle has a 
large number of steps, the number of steps accepted being a function of the current temper­
ature. After a specified number of acceptances or rejections the next cycle is executed at a 
lower temperature, lowered by a specific schedule such as 71 = g7]_,, where 7} is the tem­
perature at cycle i and g is a constant between 0 and 1. Simulated annealing allows efficient 
exploration of a configurational space with multiple minima typical of a docking problem. 
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Genetic algorithm: Genetic algorithms107 use the principles of Darwinian evolution108, 
where a large population with a lot of inherent variability is selected for suitable character­
istics by its fitness in the environment to which it is subjected. Variation is generated by 
interchange of characteristics within the existing genetic pool (or crossover) by mating and 
also the generation of new characteristics by random mutations. In molecular docking, each 
of the ligands' degrees of freedom corresponds to a gene. The fitness of each individual is the 
sum of total intermolecular interaction energy between the ligand and the protein, and the 
intramolecular interaction energy of the ligand. A large initial population is generated that 
uniformly covers the conformational space of the ligand. Random pairs of the population are 
mated using crossover, where the offspring inherit genes from either parent. Mutations of the 
gene pool are also generated for greater efficiency of exploration of the conformational space 
of the ligand. 
In the AutoDock implementation of the genetic algorithm,92 the genes are a string of real 
values representing the three cartesian coordinates for the ligand translation, four variables 
for the quaternion defining the ligand orientation, and one real value for each ligand torsion, 
in that order. The order of the genes that make up the torsion angles is determined by the 
torsion tree created by AutoTors. 
The genetic algorithm first generates a random population of individuals of a user-deter-
mined size. For each random individual in the population, each of the three translational co-
ordinates z, and z is given a uniformly distributed random value between the maximal and 
minimal x, y, and z extents of the grid maps, respectively. The four genes defining the orien­
tation are assigned a random orientation vector and rotation angle between -180° to +180°. 
The torsion angle genes, if any, are assigned random values between -180° and +180°. 
The random population generated is then looped over the number of user-defined gener­
ations, repeating until either the maximal number of generations or the maximal number of 
energy evaluations is reached. A generation consists of five steps: mapping a fitness evaluat­
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ion, selection, crossover, mutation, and elitist selection. Mapping translates genotype of each 
individual in the population to its corresponding phenotype - the three-dimensional cartesian 
coordinates for the ligand. The phenotype of the ligand allows its fitness to be evaluated. The 
fitness of the gene is the sum of the intermolecular interaction energy between the protein 
and the ligand and the intramolecular interaction energy of the ligand. Every time the energy 
is evaluated for an individual, a count of the total number of energy evaluations is incremen­
ted. This is followed by a process of selection to determine which individuals in the populat­
ion will reproduce. Individuals with a fitness value above the average have a greater chance 
of reproduction. The number of offspring to an individual is assigned as 
where n0 is the number of integer offspring allocated to an individual,^ is the fitness of the 
individual (the energy of the ligand),/*. is the fitness of the worst individual (highest energy 
of an individual in the last N generations, where N is user-defined), and (/) is the mean fit­
ness of the population. A check is made for fw = (/) and if true, the population is assumed to 
have converged and the docking is terminated. 
Crossover is then performed on random members of the population in user-defined rates. 
Two-point crossover is used with breaks occurring between genes. Both parents' chromo­
somes are broken into three pieces at the same position and one fragment is exchanged 
between the two. After this the population is subjected to random mutations. Mutation is 
performed by adding a random real number that has a Cauchy distribution to the real-valued 
gene variable.109 The distribution is given by 
where a > 0, p > 0, - oo < x < <», and a and P are parameters that affect the distribution mean 
f w  * ( / )  
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and spread. The Cauchy distribution has a bias toward small deviates but, unlike the Gauss­
ian distribution, has thick tails that enable it to generate large changes occasionally. 
Elitism is an optional user-defined parameter that defines how many of the top individu­
als automatically survive into the next generation. If non-zero elitism is specified, the new 
population that results from selection, crossover, and mutation is sorted according to its fit­
ness and the best n individuals are selected. 
Lamarckian genetic algorithm (LGA): "Lamarckism" or "Lamarckianism" is used to refer 
to the theory of evolution that traits acquired in an individual's lifetime can be passed down 
to the progeny.110 The LGA uses a local search algorithm at the end of the global search 
performed by the genetic algorithm, and the results of the local search are inherited by the 
offspring; hence the allusion to Lamarck. 
The local search method is based on the work of Solis and Wets (SW)U1 and has the 
advantage that the gradient information of the local energy landscape is not essential, thus 
facilitating torsional space search. In addition, the search algorithm is adaptive; the step size 
is modified depending upon the recent history of energies. A user-defined number of consec­
utive increases in the energies cause the step size to be doubled, and conversely, a user-
defined number of consecutive decreases in the energies causes the step size to be halved. A 
slightly modified version of the SW method has also been implemented in AutoDock. In the 
canonical SW algorithm the same step size is used for every gene. However, a change of 1 À 
in the translation gene would be much more significant than a change of 1 ° in the torsion.92 
The algorithm was hence modified for greater search efficiency to allow different step sizes 
for different genes. 
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APPLICATIONS OF AUTODOCK 
AutoDock is free for noncommercial use and continues to grow in popularity. An exhaus­
tive review of all the successful applications of AutoDock is therefore beyond the scope of 
the present review. A brief review of some selected applications of AutoDock that bring out 
its strengths and weakness are provided here. 
AutoDock 2.4 successfully reproduced crystallographically determined positions of lig­
ands with up to eight degrees of torsional freedom.^Structures of intermediates in the reac­
tion cannot be determined by x-ray crystallography, but their interactions with the protein are 
usually important for determining the reaction pathway - a problem that can be resolved by 
computational docking. For example, the steps along the reaction pathway for aconitase were 
revealed by docking cz's-aconitate, an intermediate in the formation of isocitrate from citrate. 
AutoDock generated four low-energy conformations of cz's-aconitate, of which one was 
similar to the isocitrate conformation and one was similar to the citrate conformation. These 
were postulated to be the two catalytic binding modes of cz's-aconitate, one leading to citrate 
and the other to isocitrate.112 
AutoDock has also been used as a tool in x-ray structure determination. Given the elec­
tron density of the ligand, AutoDock can narrow down conformational possibilities to help 
identify a good structure. For instance, in determining the structure of isocitrate dehydrogen­
ase complexed with isocitrate, the electron density of isocitrate was somewhat ambiguous. 
The lowest-energy conformation predicted by AutoDock matched the observed electron den­
sity for isocitrate, and this result was used to validate their selection of the isocitrate confor­
mer reported by them.113 AutoDock was used in the development of non-peptide inhibitors of 
HIV-1 protease as a part of the rational drug design cycle.114'115 FightAIDS@Home116 is an 
ongoing distributed computing project that uses AutoDock to identify drug leads for a HIV-1 
protease inhibitor to fight AIDS. 
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The most interesting applications are the ones that overcome the limit on the maximal 
number of torsional angles supported by AutoDock by careful experimental design. Hepta-
peptide binding to a Fab of an antibody raised against myoerethrin and even protein-protein 
interactions have been predicted. In the case of the heptapeptide, the central dipeptide was 
docked first, and amino acids were then added one at a time to each end and flexibly docked, 
restraining the center to the conformation predicted by previous docking simulations.117 
Stoddard and Koshland118 reported a clever use of AutoDock to predict the binding side of 
maltose-binding protein (MBP) to the ligand binding domain of the aspartate receptor. Two 
octapeptides on the surface of MBP were chosen on the basis of mutational studies as good 
candidates for binding. Only the side chains were allowed flexibility while the main chain 
was kept rigid. Remarkably, the relative positions of the docked octapeptides could be super­
imposed on the MBP structure, thus predicting the entire protein-receptor complex. 
A priori knowledge of the binding site is usually available for most docking studies, 
which is usually used to restrict the computational search space. However, this may not 
always be the case, especially in the era of structural genomics. A 'blind' docking experiment 
was performed by Hetenyi and van der Spoel,119 and through the use of a systematic strategy 
it was able to reproduce eight protein/ligand complexes with good success. 
Recently, AutoDock 3.092 has been comparatively evaluated for flexible ligand dock­
ing120 with four other docking algorithms - DOCK 4.0,87 FlexX 1.8,88 GOLD 1.291'121 and 
1CM 1.8.122 The primary goal was to test their applicability in drug design, so two different 
docking experiments were designed - 37 protein-ligand complexes were used to perform 
docking experiments and library of 10,037 compounds were screened against 11 different 
proteins. ICM 1.8 outperformed AutoDock 3.0, DOCK 4.0, FlexX 1.8, and GOLD 1.2 with 
acceptable accuracy in 93% of the docked molecules compared to 47%, 31%, 35% and 52% 
for the other four, respectively. FlexX was the fastest and AutoDock was the slowest among 
the tested algorithms. 
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AutoDock 3.0 has been used in our laboratory to dock to gain insights into the function 
of glucoamylase,123-126 (3-amylase,127'128, a C-type lectin,102 129-130 a-1,2-mannosidase,75 and 
phospholipase D131. An empirical free energy function for AutoDock with a training set con­
sisting of known carbohydrate-enzyme complexes was also developed.132 
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ABSTRACT 
Hypocrea jecorina (formerly Trichoderma reesei) Cel7A has a catalytic domain (CD) 
and a cellulose-binding domain (CBD) separated by a highly glycosylated linker. Very little 
is known of how the two domains interact to degrade crystalline cellulose. Based on the 
interaction energies and forces on cellooligosaccharides computationally docked to the CD 
and CBD, we propose a molecular machine model where the CBD wedges itself under a free 
chain end on the crystalline cellulose surface and feeds it to the CD active-site tunnel. En-
zyme-substrate interactions produce the forces required to pull cellulose chains from the 
surface and also to help the enzyme move on the cellulose chain for processive hydrolysis. 
The energy to generate these forces is ultimately derived from the chemical energy of glyco­
side bond breakage. 
INTRODUCTION 
Cellulases are of two types: endoglucanases (EGs, EC 3.2.1.4), breaking internal bonds in 
amorphous cellulose chains to form cellooligosaccharides; and cellobiohydrolases (CBH's, 
EC 3.2.1.91), releasing cellobiose (Cel?) from cellooligosaccharide and crystalline cellulose 
chain ends. CBH I's cleave Celz from reducing ends, leaving {3-anomers, while CBHII's 
cleave a-Ceh from nonreducing ends. Based on sequence similarities, glycosyl hydrolases 
are classified into >90 families.1 Glycoside hydrolase Family 7 (GH7), whose members are 
almost all from ascomycotal and basidiomycotal fungi, contains CBH I's (Cel7A's) and 
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some EGs. 
GH7 members usually have a large catalytic domain (CD) (~ 450 residues) and a small 
cellulose-binding domain (CBD) (-35 residues) connected by a highly ^-glycosylated linker 
(-30 residues). The first crystal structure of a Cel7A CD, from the filamentous fungus 
Hypocrea jecorina (formerly Trichoderma reesei), has 434 residues and a 50-À tunnel 
running along its whole length.2 CD crystal structures of catalytically deficient Cel7A 
mutants complexed with CeU, Celg, and Cel6 reveal ten well-defined subsites, each binding 
one glucosyl residue.3 From the positions of these ligands in the tunnel, Celg was modeled 
over subsites -7 to +2.3 
The H. jecorina Cel7A CBD belongs to carbohydrate-binding module Family 1 
(CBM1),1 whose members are almost exclusively fungal. Three-dimensional NMR of this 
domain reveals a wedge,4 one face being flat and hydrophilic, with conserved aromatic 
residues stacking on the crystalline cellulose surface.5 The other face is rougher and less 
hydrophilic. 
Substantial research on Cel7A's, most of it on the H. jecorina form, has been focused on 
CD catalytic properties,6 CBD structure and function,7™9 and on the relationship of the two 
domains to each other.10 Despite these advances in our understanding of Cel7A function, it is 
still not clearly known how the two domains interact with each other to degrade crystalline 
cellulose.10,11 Since Cel7A's do not quickly decrease its degree of polymerization, it appears 
that they processively release Cela from chain ends,12 acting as molecular machines that use 
the chemical energy of glycoside bond breakage to disrupt the cellulose crystallite.13 
We have used AutoDock (Scripps Research Institute, La Jolla, CA)14 to explain how the 
two domains collaborate to separate cellulose chains from the crystal and then to cleave 
them. AutoDock is a small-molecule docking program that searches the ligand 
conformational space for the conformer with the lowest sum of its internal energy plus its 
interaction energy with the enzyme, and we have used it to supplement knowledge of the 
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structure and function of glucoamylase,15 (3-amylase,16 a-1,2-mannosidase,17 surfactant 
protein D,18 and phospholipase D.19 In this work, docking energies of and forces on 
cellooligosaccharides docked to the H. jecorina Cel 7 A CD and CBD were computed to help 
explain its processive action and ability to disrupt crystalline cellulose. 
COMPUTATIONAL METHODS 
Binding Energy Computation 
All protein and ligand hydrogen atoms were explicitly modeled, with polar and nonpolar 
atoms being assigned Lennard-Jones 12-10 and 12-6 parameters, respectively. They were 
added to the H. jecorina Cel7A CD (Protein Data Bank designation 8CEL) using the WHAT 
IF web interface.20 The NMR structure of the CBD (1CBH) already had hydrogen atoms. All 
water molecules were removed during docking. Partial charges were assigned to the protein 
atoms using all-atom charges of the AMBER force field.21 Atomic solvation parameters and 
atomic fragmentai volumes were added with the AddSol program of AutoDock 3.06. 
To estimate the binding energies of the various CD subsites, glucosyl residues were 
extracted from the coordinates of modeled Celg in the CD tunnel.3 Hydrogen atoms were 
added with BABEL22 and glucosyl residue partial charges were generated with MOP AC.23 
Ligand rotatable bonds were defined using the AutoTors module of AutoDock. 
Van der Waals and electrostatic energy grid maps were prepared using AutoGrid 3.0.14 
The CD grid had 50 X 80 X 120 points spaced 0.375 Â apart and based on the center of Celg. 
The CBD grid had 128 X 112 X 102 points of 0.375-Â spacing and based on its center. 
AMBER force-field parameters were used to evaluate nonbonded interaction energies.21 
AutoDock 3.0 parameters were not used, as they are scaled to correlate with experimental 
binding free energies and cannot be used to calculate forces. Electrostatic interactions were 
evaluated using a distance-dependent dielectric constant to model solvent effects. 
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Since we sought only subsite binding energies, only a local search around each subsite 
using the pseudo-Solis and Wets method14 was carried out, keeping a constant ligand 
translation and orientation. The hydroxyl torsions were allowed to flex to optimize hydrogen 
bonding. The parameters were a maximum of 300 iterations per local search, a probability of 
performing a local search on an individual of 1.0, and a maximal number of consecutive 
successes or failures before doubling or halving the local-search step size of 4, with the lower 
bound on the step size, 0.01, being the local-search termination criterion. Each run had 500 
dockings. The glucosyl residues docked in the individual subsites were then used to recon­
struct one Cel? and two Celg structures, which were further minimized with fewer or no 
torsional degrees of freedom as necessary. For example, Cel? with the-1 glucosyl residue in 
the 4Ci conformation was constructed by using docked glucosyl residues in subsites -7 to -2, 
with a 4Ci chair added at the reducing end. It was then docked with only the subsite -2 and -
1 glucosyl torsions being allowed to flex. Celg with a 4Ci glucosyl residue in subsite -1 was 
constructed by adding Celz to minimized Cel?. It was docked with its subsite -2 to +2 
glucosyl torsions flexing. Transition-state Celg (CelgTS) was minimized without any 
torsional degrees of freedom, as it was already optimized.3 After Cel? docking, Cel? was 
further docked with Cel7 in the tunnel. 
For docking to the CBD, an extensive search of the conformational space around it used a 
different parameter set for the Lamarckian genetic algorithm (LGA). The optimal set had an 
initial random population of 200 individuals, 2.5 X 107 maximal energy evaluations, 27 
maximal generations, an elitism factor (the number of top individuals that survived into the 
next generation) of 1, a 0.02 probability that a gene would undergo a random change, and a 
crossover probability of 0.80, with the average of the worst energy being calculated over a 
window of ten generations. For local searches, the Solis and Wets method was used with a 
maximum of 200 iterations per local search, the other parameters being as in the CD local 
search. Each docking run had 600 dockings. Two antiparallel CeLj's were placed close to the 
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flat surface as starting positions for the first docking runs and only glycosidic torsions were 
allowed to flex. Two parallel low-energy forms were found after the initial docking, one 
bound to the flat surface and the other to the rough surface. These conformations were further 
minimized, allowing full torsional flexibility. The minimized CeU's were then used as 
templates to construct Cels's and CeU's that were docked to the CBD. 
All jobs were run on an SGI Origin 2000 with a 300-MHz MIPS R12000 processor and 1 
GB of memory running IRIX 6.5. 
Force Computation 
Since AutoDock outputs an energy grid, forces can be computed from it by -dy / dx = 
F(x), where V is the potential and F is the force experienced by the atom at point x. At a 10~8-
Â grid distance, force values converge, and the difference between the potentials of adjacent 
grid points divided by the distance between them can be used to compute the force on the 
atom. To minimize this computation, computed subgrids were separately centered around 
every individual ligand atom. Forces on all ligand atoms were added to compute the net force 
on the ligand. To compute the force on a glucosyl residue at a particular subsite toward the 
direction of the next subsite in the tunnel, the force component toward the line joining the 
two subsite centers was evaluated. 
RESULTS AND DISCUSSION 
The Hydrogen Bond 
Hydrogen bonds have strong directional dependence, with the strongest bonds being 
formed when a = 0 = 0 (Fig. 1). The directional dependence is due to 1-3 repulsion (0-0 
repulsion in Fig. 1) in the hydrogen bond. A quantitative analysis of hydrogen bonding forces 
as modeled by AutoDock follows for an OH-O hydrogen bond. Hydrogen-bond formation 
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Fig. 1. Force balance on an OH-O hydrogen bond. 
involves a balance between the repulsive Van der Waals force, Fv, between the two oxygen 
atoms and the attractive force, FH, between the oxygen and hydrogen atoms of the hydrogen 
bond (Fig. 1). When other dominant forces are absent, hydrogen bond length stabilizes when 
F\\ — Fy cos (a). The component F\ sin (a) generates a torque to straighten the hydrogen 
bond. Hydrogen-bond bending therefore requires a bending force Fq > Fy sin (a). Using the 
above analysis, one can determine an angle 0 where FB is maximal (-250 pN at 0 = 73.4°), 
and therefore estimate the maximal force to break hydrogen bonds by bending. Head-on 
hydrogen bond breakage (0 = 0), on the other hand, requires a maximal force of 661.5 pN. 
This analysis, although arguably simplistic, emphasizes that bending bonds to break them 
requires much less force and therefore less work than breaking them head-on. Chains in 
native crystalline cellulose lie in parallel within sheets, held together by interchain hydrogen 
bonds between 03 and 06, the stacked sheets being stabilized by Van der Waals interact­
ions.24 The wedge-shaped CBD seems designed to lift the cellulose chains from the surface, 
thus bending the inter-chain hydrogen bonds. CBD removal decreases activity of cellulases 
toward crystalline cellulose, but does not affect their activity towards soluble oligo­
saccharides.10 The task of the CBD is also simplified by reduced hydrogen bonding on the 
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Fig. 2. Subsite energies (bars) and cumulative forces (continuous line) in the direction of 
the next subsite, starting at subsite -7. 
crystalline cellulose surface, which reduces surface chain rigidity and enables their greater 
binding to external molecules.25,26 
CD Docking 
Celg was docked in the Cel7A tunnel, giving intermolecular binding energies of glucosyl 
residues in individual subsites (Fig. 2). These energies do not include ligand internal 
energies, since allocating the total internal energy of docked Celg to subsite glucosyl residues 
is not possible. The subsite -1 binding energy is for the distorted l,4S transition-state confor­
mer, while the relaxed 4Ci conformation was used for the other subsites, as in the crystal 
structures.3 The progressively lower subsite binding energies through subsite +1 are con­
sistent with the processive mechanism proposed for Cel7A's, wherein the cellulose chain 
seems to roll down an energy well as it progresses along the tunnel. The subsite binding 
energy, however, increases from subsite +1 to +2, the implications of which will be described 
later. 
The number of protein residues interacting directly with the substrate increases through 
the tunnel, peaking at subsites -1 and +1 to stabilize the high-energy substrate transition state 
and then decreasing at subsite +2 (Table I). This correlates well with the subsite energies in 
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TABLE I. Residues Interacting with Cellulose in the Active Site 
Subsite Conserved Similar* Unconserved 
-7 Trp40 Gln7, Asn49 
—6 Trp40 Asn49, Gin 101 
-5 Trp38, Tyr51, Tyr82, Asnl03, LyslSI Arg39, GlnlOl 
-4 Asn37, Trp38, Asnl03, Lysl81, Asn200 Vail 04 
-3 T;-p38, Argl07, Aspl 79, Trp367 Thr20I, Asp368 
-2 Argl07, Ser365, Trp367 Tyrl45, Tyr247 
-1 Asnl41, A1&143, Tyr171, Aspl73, GM175, Glu212, 
Asp214, Glu217, Trp367 
Tyrl45, Serl74 
+1 Glnl75, Asp214, Glu217, Thr226, His228, Arg251, 
Trp376 
Thr246,Pro258, 
Asp259 
+2 Arg25l, Asp262, Trp376, Arg394 Tyr381 Pro258, Asp259 
Orange: loop residues; green: turn residues; blue: (3-strand residues; magenta: helical 
residues. 
* Amino acids were grouped into alanine/isoleucine/leucine/methionine/valine, phenylala­
nine/tryptophan/tyrosine, arginine/histidine/lysine, aspartate/glutamate, asparagine/gluta-
mine, and serine/threonine based on chemical properties and side-chain structural 
similarities. Cysteine, glycine, and proline were not grouped with other amino acids. 
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Fig. 3. Overall forces (pN) exerted on each glucosyl residue by subsites -7 to +2. 
Fig. 2. Most interactions in subsites -7 to -3 are by loop residues, while subsites -2 to +1 
mainly mediate interactions by residues in helices, strands, or turns. A multisequence align­
ment of all 23 Cel7A's shows that residues in subsites -1 and +1 are highly conserved. GH7 
EG's have open clefts for active sites with only subsites -2 to +1,27 as the loops that define 
subsites -7 to -3 and +2 in Cel7A's are missing. 
Cumulative forces, starting with glucose in subsite -7 and progressing to Celg in subsites 
-7 to +2, were calculated by adding forces on the cellooligsaccharide atoms and calculating 
their components toward the next subsite (Fig. 2). The cumulative force progressively 
increases through the tunnel in the direction of substrate motion, consistent with the process­
ive action suggested for Cel7A's. However, the net force on the glucosyl residue in subsite 
+2 is directed opposite to the direction of substrate motion (Fig. 3), to stabilize ring pucker of 
the subsite -1 transition-state glucosyl residue. 
Once bound to the substrate, the enzyme progressively cycles through four states: 1) sub­
strate fills subsites -7 to -1, with a AC\ glucosyl residue in subsite -1 (Cel?); 2) substrate fills 
subsites -7 to +2, with a 4C\ glucosyl residue in subsite -1 (Celg); 3) substrate fills subsites -
7 to +2, with a distorted [ AB transition-state glucosyl residue in subsite -1 (CelgTS), 4) sub­
strate less two glucosyl residues fills subsites -7 to -1, with a 4Ci glucosyl residue in subsite 
-1, and with Celg product in subsites +1 and +2 (Cel? + Cela). For force calculations, states 1 
and 4 are similar, since the force on Celg cannot contribute to the work done by the enzyme 
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Fig. 4. Overall forces (pN) exerted on each substrate hydrogen bond by subsites -2 to +2. 
to disrupt crystalline cellulose or to move the enzyme along the cellulose chain. The binding 
energies and forces on Cela, Ce I?, Celg, and CelgTS are listed in Table II. The forces on Cel? 
and CelgTS are directed toward the reducing-end tunnel opening, as expected for a processive 
enzyme. Also, even though the subsite -1 glucosyl residue of CelgTS is energetically less 
stable than that of Celg by -16 kcal/mol,28 bound CelgTS with a docked energy of -474.37 
kcal/mol compared to -417.20 kcal/mol for Celg more than compensates for the energy 
required to stabilize the subsite -1 transition-state conformer. 
Catalytic Distortion of Celg to CelgTS 
Fig. 4 shows the hydrogen-bonding forces on subsite -1 and its neighboring residues. 
Cel7A activity on soluble oligosaccharides increases significantly from Celg to Cels,13,29 
implying that forces generated on adjacent subsites are essential for distortion of the substrate 
to the transition state. To enable transition state formation, the enzyme active site generates a 
field that acts upon the substrate polar hydroxyl groups to generate the forces necessary for 
the distortion. The enzyme region that binds the transition state, therefore, seems to be 
characterized by steep potential gradients, designed so that the forces acting on the substrate 
atoms transiently stabilize it. The same field acting on a different substrate would create a 
force imbalance, and therefore would not bind the active site. 
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TABLE II. Energies and Forces Exerted on 
Substrates by the CD and CBD 
Docked Docked Net force Net force along 
substrate energy (pN) the cellulose 
(kcal/mol) chain (pN)* 
CD 
Celz -141.25 349 -36 
Cel? -412.54 624 579 
Celg -417.20 187 -168 
CelgTS -474.37 734 501 
CBD - flat face 
Cel4 -148.05 294 183 
Cel, -180.95 296 156 
Cel6 -184.31 340 170 
CBD- rough face 
CeL* -144.11 111 45 
Cel; -175.50 93 -14 
CeL -184.27 178 74 
* Positive towards the reducing end of the chain. 
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Product Inhibition 
Cela, the primary degradation product of Cel7A's, also inhibits it {K\ = 24 jiM in H. 
jecorina Cel7A29). The resultant force on Celz docked in subsites +1 and +2 (in Cel? + Cell) 
is directed into the tunnel and not toward the reducing-end opening, as in Cel? and CelgTS 
(Table II). Until subsite +1 there always is a forward force propelling CelgTS out of the 
tunnel. After subsite +1 this is reversed, forcing the product to travel against an energy grad­
ient to escape from the tunnel. The energy required to expel Ceb could be supplied in two 
ways: either by the force exerted by Cel? on Cela as it fills subsites +1 and +2 or by the 
energy released upon glycosidic bond hydrolysis. The first mechanism may be at work when 
a Celz-inhibited enzyme is relieved of inhibition by fresh substrate. During the enzyme 
operational phase, however, the energy required for expelling Celz most likely comes from 
glycosidic bond hydrolysis. 
CBD Docking 
The CBD flat face in H. jecorina Cel7A is formed by three tyrosine residues, Y466, 
Y492, and Y493, making a carbohydrate-binding motif.30 Mutagenesis studies point to their 
involvement in binding cellulose and soluble Ce^.31'32 It is not clear, however, if the rough 
face is involved in the binding. A P477R mutation there in intact Cel7A caused significant 
reduction in enzyme binding and activity toward crystalline cellulose.31 Mutation of the same 
residue on isolated CBD did not significantly affect its binding to cellulose, and it was post­
ulated that the rough face is not likely involved in this.32 Our docking studies, however, point 
to involvement of both faces, with binding energies of Cel*, Cel;, and Cel& being significant 
and equal on each face (Table II). Binding to either CBD face is weaker than to the CD, the 
average binding energy per glucosyl residue for the CBD being less negative by -20 
kcal/mol. Forces on the CBD are in the direction of detaching the cellulose chain (Table II). 
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Fig, 5. Overall forces (pN) exerted on Cel6 bound to the CBD flat and rough faces. 
The discrepancy observed in the effect of the P477R mutation between the intact enzyme 
and isolated CBD may be because CBD burrowing is necessary for chain binding to the 
rough face. Atomic-force micrographs of bound Cel7A on crystalline cotton fiber surfaces 
show evidence of this.33 It is also possible that binding to the rough face may occur in 
synergism with chain-end binding to the CD tunnel, and therefore binding could be 
significantly affected for the P477R mutation in intact Cel7A. 
Different cellulose families have evolved a similar CBD design7 despite differences in 
size and topology. A once irreversibly bound Cellulomonas fimi CBD can diffuse on the 
crystalline cellulose surface.34 Also, the CBD can independently aid the non-hydrolytic 
disruption of cellulose crystal surfaces.11'35 Interestingly, the direction of the net force of 
CBD-bound cellooligomers is along the plane perpendicular to the cellulose surface and 
along the cellulose chain axis (Fig. 5). From Newton's Third Law, an equal and opposite 
force should act on the CBD. This force would be directed in the intended direction of CBD 
motion for processivity, i.e. towards the cellulose-chain nonreducing end, and this probably 
biases diffusion in this direction. The CBD, therefore, seems to be designed as a Brownian 
ratchet.36 
65 
Binding to the rough face (Table II, Fig. 5) may be necessary to correctly orient the cell­
ulose chain to enter the CD tunnel and to use the force generated by the CD on the substrate 
to perform the mechanical work of stripping cellulose chains from the crystal surface. Since 
this involves hydrogen-bond breakage, the direction in which the force is applied will greatly 
affect the efficiency of the work performed. The wedge, by lifting cellulose chains from the 
crystal surface, bends interchain hydrogen bonds, therefore making them easier to break. 
In spite of similar overall function, CBDs even within the same family may differ in 
affinities or binding-site preferences.7 Since the flat faces are conserved within CBM1 while 
the rough faces are not,31 these differences may be due to the properties of the rough faces. 
Two mechanisms can be envisaged for binding intact Cel7A to crystalline cellulose: via 
the flat face, followed by unidirectionally-biased diffusion until the CD encounters and binds 
a free chain end, or by synergistic binding to a free chain end by the CD and the rough face. 
Linker 
The CBD and CD of H. jecorina Cel7A are separated by a highly (^-glycosylated, some­
what flexible linker of ~36 amino acids,37 resulting in a extended enzyme conformation.38 
Linker length also affects enzymatic activity.37,39 Since cellulose chains are linear and rigid 
due to intramolecular hydrogen bonding, the distance between the two domains may be 
important for correct chain-end orientation at the CD tunnel mouth. Also, the linker must be 
sufficiently stiff to transmit the force generated by the CD through the CBD to the crystalline 
cellulose surface, so that the cellulose chain end is pulled away from the surface. 
Concerted Action of the CD and CBD 
Once the enzyme is secreted into the extracellular medium, either the CD or the CBD 
first binds crystalline cellulose. Binding by the CBD would require it to diffuse on the 
surface until it finds a free cellulose chain end, which then fills the CD tunnel. Since CelgTS 
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Fig. 6. Hypothetical concerted action by CD and CBD to detach cellulose chain from crystal 
and to cleave cellobiose units from chain reducing end by CD. Red: docked portions of 
cellulose chains (partly obscured by transluscent CD); yellow: nondocked portions of cellulose 
chain; green: cellulose crystal; blue: points of attachment of O-glycosylated linker to CD and 
CBD (linker structure is unavailable). 
produces a 501 pN force on the substrate (Table II), greater than the maximal hydrogen-bond 
bending force of 250 pN, this is probably the stage where the chain is ripped off the surface. 
After the reaction occurs and Cela is expelled from the CD tunnel, the force on Cel? propels 
the CD on the cellulose chain, thus starting the next catalytic cycle. Meanwhile, the CBD 
wedges itself against the newly-formed gap between the cellulose chain end and the crystal 
surface. Hypothetical binding of the two domains to surface cellulose chains is shown in Fig. 
6. 
Origin of the Forces 
Computational docking by AutoDock is a minimization problem to find the minimal 
energy configuration for ligand-enzyme interaction. An energy minimum implies a force 
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balance yielding no net force; hence what is the origin of a net force on the docked substrate? 
The answer is that the final docked energy (the LGA selection criterion) is the sum of the 
ligand-enzyme interaction energy (.E\) and the ligand internal energy (Es). Therefore upon 
minimization the net force on the ligand balances the resistance offered by it to the enzyme-
imposed strain, causing an increase of its internal energy. 
Crystal-structure substrates are bound at specific CD tunnel subsites, implying that they 
slow down in approaching them. The nature of the binding is such that a significant net force 
component exists on the substrate in its direction of motion, thus keeping the system out of 
equilibrium. Keeping the substrate under strain, therefore, seems to be the technique 
employed by the enzyme for ensuring binding nonequilibrium. Also, a net force in the 
direction of motion results in a ratchet-like mechanism for substrate binding that prevents it 
from slipping out of the tunnel.36 
In CD docking, forces on individual glucosyl residues peak at subsite -1 (Fig. 4). This is 
consistent with puckering of the subsite -1 glucosyl ring to the transition state and therefore 
its being under maximal strain. Also, twists in the bound chain occur between subsites -4/-3 
and -3/-2, contributing to its strain. Computation and visualization of the forces on the 
docked ligand atoms could help gauge the extent to which strain is produced on the ligand 
upon binding to the enzyme. Correct transition-state binding to the active site should result in 
large forces on the substrate atoms, indicative of the high energy of the transition state. This 
is especially true for carbohydrate ligands rich in hydroxyl groups capable of extensive 
hydrogen bonding. 
Energy Conservation 
Since the £|'s of the bound glucosyl residues decrease during substrate progression along 
the initial part of the tunnel, the substrate apparently moves down the potential energy well 
designed for it by the enzyme. In its travel, therefore, substrate total energy seems to be 
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interconverted between three types of energy: E\, Es, and the substrate kinetic energy, £*. 
Since Ek is low at the subsites, energy conservation requires that a drop in ligand E\ from 
subsite to subsite be accompanied by an Es increase, unless all the decreased E\ is dissipated 
to the surroundings. Es is therefore potential energy stored in the ligand capable of doing 
work on the surroundings. In docking Celg to the CD, E\ decreases through subsite -1 and 
then increases through subsite +2. The opposite behavior in Es is likely, as enzyme-substrate 
interactions also peak at subsite -1 (Table I). 
To extend the argument further, for hypothetical ligand binding to an enzyme, if minimal 
Ei also results in minimal Es, it is theoretically possible to achieve equilibrium and therefore 
tight binding. A perfect inhibitor therefore would interact with the enzyme so that the 
minimal interaction energy would coincide with little or no ligand strain. It is therefore 
tempting to speculate that rigid inhibitors would bind better than flexible ones. There should 
be a mechanism, however, for dissipating the accompanying increase in kinetic energy. Also, 
an inhibitor designed as a transition-state analog would be subjected to the same high strain 
forces as the transition-state substrate, which would in turn strain the inhibitor. It is therefore 
arguable that such inhibitors bind in a manner that is different from transition-state binding 
itself. 
The enzyme is assumed rigid in all these arguments. In cases where conformational 
changes occur in the enzyme upon binding, the analysis should also include the enzyme 
internal energy. In this context, binding to the CBD probably involves strain on its amino 
acid side chains, which is not dealt with by AutoDock. These surface side chains are flexible, 
and binding may be significantly affected by that. Similarly, conformational changes in CD 
loops may also affect binding. 
Efficiency vs. Power 
Since Cel7A is a molecular machine that primarily breaks hydrogen bonds, it is 
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instructive to compare it with DNA helicases, which are also molecular machines that break 
hydrogen bonds while unwinding double-stranded DNA. The energy supplied for hydrogen-
bond breakage by Cel7A is through glycosidic bond hydrolysis, while ATP is hydrolyzed for 
energy in Escherichia coli RecBCD helicase. The standard free energy of |3-l,4-glycosidic 
linkage hydrolysis is < 12.5 kJ/mol40 and that for ATP hydrolysis is -30 kJ/mol.41 ATP 
hydrolysis free energy under physiological conditions is - -50 kJ/mol by maintaining a low 
product concentration.41 Assuming that Cela concentration can be similarly kept low by 0-
glucosidase-catalyzed Cel% hydrolysis, the free energy of (3-1,4-glycosidic linkage hydrolysis 
is —32.5 kJ/mol. The cellulose hydrolysis rate by Cel7A is 0.01 s"142 and the DNA 
unwinding rate by RecBCD is -1000 bp/s 43 The number of DNA base pairs unwound per 
ATP molecule consumed is 0.4.43 An average of 2.5 hydrogen bonds are broken for every 
DNA base pair unwound, and two hydrogen bonds are broken in a Cel7A catalytic cycle. If 
efficiency is defined as the energy consumed for every broken hydrogen bond, and the power 
generated by the enzyme as the energy consumed per second, then Cel7A efficiency is about 
three times that of the helicase, while the power generated by the helicase is -3.8 x 105 times 
that generated by Cel7A. Cel7A works in hostile extracellular environments that are difficult 
to control, whereas DNA helicases operate in the energy-rich cell environment. Cel7A seems 
to have evolved to maximize efficiency, while DNA helicase evolution has sacrificed 
efficiency for speed. Therefore, energy supply limitations seem to be partially responsible for 
the low activity of Cel7A. 
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Chapter 4: Force Calculations in Automated Docking: Enzyme-
Substrate Interactions in Fusarium oxysporum CelTB 
A paper submitted to Proteins: Structure, Function and Bioinformatics 
Chandrika Mulakala and Peter J. Reilly 
ABSTRACT 
AutoDock is a small molecule docking program that uses an energy function to score 
docked ligands. Here AutoDock's grid-based method for energy evaluation was exploited to 
evaluate the force exerted by Fusarium oxysporum Cel7B on the atoms of docked 
cellooligosaccharides and a thiooligosaccharide substrate analog. Coupled with the inter­
action energies evaluated for each docked ligand, these forces give insight into the dynamics 
of the ligand in the active site, and help to elucidate the relative importance of specific 
enzyme-substrate interactions in stabilizing the substrate transition-state conformation. The 
processive force on the docked substrate in the F. oxysporum Cel7B active site is less than 
half of that on the docked substrate in the Hypocrea jecorina Cel7A active site. Hydrogen 
bonding interactions of the enzyme with the C2 hydroxyl group of the glucosyl residue in 
subsite -2 and with the C3 hydroxyl group of the glucosyl residue in subsite +1 are the most 
significant in stabilizing the distorted lAB transition-state conformation of the glucosyl 
residue in subsite-1. The force calculations also help to elucidate the mechanism that pre­
vents the active site from fouling. 
INTRODUCTION 
Cellulose, a (3-1,4-linked linear polymer of D-glucose, in cell walls forms microfibrils 
with highly ordered crystalline as well as amorphous regions. Nature's arsenal of cellulose-
degrading enzymes, the cellulases, are mainly of three kinds, the endoglucanases (EGs, EC 
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3.2.1.4), which degrade amorphous cellulose by breaking internal bonds to form cellooligo-
saccharides (Celxs); the cellobiohydrolases (CBHs, EC 3.2.1.91), which target crystalline 
cellulose chain ends to produce cellobiose (Cela); and the (3-glucosidases (EC 3.2.1.21), 
which then convert Ceb and other short Celxs to glucose. The ability to recycle cellulose is 
mostly restricted to the microbial world; fungi secrete a mixture of free cellulases, while 
some bacterial systems form cellulosomes, highly reactive multiprotein complexes. Fungal 
cellulases typically have a modular organization with separate cellulose-binding domains and 
catalytic domains separated by highly glycosylated linkers. 
Based on sequence and structural similarity, cellulase catalytic domains are classified 
along with other glycosyl hydrolases into >90 families;1 cellulases belong to 13 of these. 
Glycosyl hydrolase Family 7 has EGs (Cel7Bs) as well as CBHs (Cel7As). Crystal structures 
are available for Cel7Bs from the prolific cellulose-producing fungus Hypochrea jecorina2 
(formerly Trichoderma reesei) and the thermophilic fungi Fusarium oxysporum* and 
Humicola insolens.A The latter two enzymes are unusual in having catalytic but not cellulose-
binding domains. Comparing the Cel7Bs with the well-studied H. jecorina Cel7A5 reveals 
that their three-dimensional folds, catalytic residues, and catalytic mechanisms are strictly 
conserved. Both enzyme types hydrolyze the p-l,4-glycosidic bonds of cellulose via a 
double-displacement mechanism6 with net retention of anomeric configuration.7 In F. 
oxysporum Cel7B, the catalytic acid/proton donor is Glu202 and the catalytic 
base/nucleophile is Glu 197. However, Cel7As and CelTBs differ in their active-site architec­
ture; Cel7As have extended tunnel-like active sites with ~10 subsites, while, due to missing 
loops, Cel7Bs have an open channel with three or four subsites forming the active site. This 
causes the different behaviors of the two enzymes against cellulosic substrates; Cel7As are 
highly processive and cannot degrade carboxymethylcelluloses, unlike Cel7Bs. 
Kinetic studies on the highly homologous Cel7Bs from H. insolens and H. jecorina have 
shown that four subsites, -2 to +2, exist in their active sites7 (by definition the glycosidic 
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bond between the glucosyl residues in subsites -1 and +1 is hydrolyzed, and subsite 
numbering increases positively toward the substrate reducing end).8 Crystal structures of F. 
oxysporum CelTB have been obtained with three residues of the nonhydrolyzable 
thiopentasaccharide substrate analog methyl S-P-D-glucopyranosyl-( 1 —>4)-S-4-thio-P-D-
glucopyranosyl-( 1 -^4)-5-4-thio-p-D-glucopyranosyI-( 1 —>4)-5-4-thio-p-D-glucopyranosyl-
( 1 —>4)-4-thio-P-D-glucopyranoside (thio-DPs) bound in subsites -2, -1, and +1 of the active 
site3 and Cel^ bound in subsites -2 and -l.9 The pyranose ring of the glucosyl residue of thio-
DPs in subsite-1 is distorted from the relaxed 4Ci chair conformation toward a boat 
conformation.3 
In the present work, several ligands were computationally docked into the F. oxysporum 
Cel7B active-site channel using AutoDock 3.0610 to understand its enzyme-substrate interact­
ions. p-Ceh docked in subsites -2 and -1 [Celz(-2/-l)] and three residues of thio-DPs 
docked in subsites -2, -1, and +1 [thio-DP3(-2/+l)] both in their crystal-structure 
conformations, served as controls to validate the docking procedure. Additionally, a p-
glucose molecule in subsite -1 [Glc(-1)TS], a P-Cel: in subsites -2 and -1 [Celz(-2/-l)TS], 
two P-Cel)S spanning subsites -2 to +1 and -1 to +2 [Cel3(-2/+l)TS and Cel3(-1/+2)TS], and 
a p-CeU spanning subsites -2 to +2 [CeU(-2/+2)TS] were docked, with the glucosyl residue 
in subsite -1 in the distorted 1,48 transition-state (TS) conformation." This was done to study 
substrate binding and to elucidate the importance of subsite +2 in binding. Since CelTB 
active sites are highly homologous to those of CeHAs,1 the TS conformation for substrates 
bound in CelTB active sites were assumed to be the same as those bound in Cel7A active 
sites. Pyranose rings were in the relaxed AC\ conformation unless otherwise mentioned. 
AutoDock is a small-molecule docking program that predicts where a ligand binds on the 
surface of a macromolecule, such as an enzyme or DNA, whose tertiary structure is known.10 
AutoDock 3.06 assumes that the macromolecule is rigid, while the ligand is allowed torsional 
flexibility. Previously, we have used AutoDock to supplement knowledge of the structure 
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and function of glucoamylase,12 (5-amylase,13 a-1,2-mannosidase,14 surfactant protein D,15 
and phospholipase D.16 In a recent study, we computed substrate binding energies and forces 
on Cel? and Celg substrates in CeI7A, which explained the processive action of the enzyme 
and helped to gain other insights into the mechanics of substrate and inhibitor binding.17 The 
results of Glc, Cell, Ceb, CeU, and thio-DPs docking in the F. oxysporum CelTB active site 
are presented here, and are compared with those of the CelTA docking study to further our 
understanding of the difference in enzyme-substrate interactions of the two enzymes. 
COMPUTATIONAL METHODS 
Binding Energy Computation 
Both polar and nonpolar hydrogens were explicitly modeled for the protein and the lig-
ands. Polar and nonpolar hydrogen atoms were assigned Lennard-Jones 12-10 hydrogen-
bonding parameters and 12-6 parameters, respectively. Hydrogen atoms were added to the 
structure using the What If molecular modeling program.18 All water molecules were 
removed while docking. All atom charges of the Amber force field19 were used to assign 
partial charges to the protein atoms. Hydrogen atoms to the ligand were added using Babel20 
and partial charges were generated using MOP AC.21 The grid maps for the van der Waals 
and electrostatic energies were generated with 80 x 80 x 80 grid-points spaced at 0.3T5 À. 
Electrostatic interactions were evaluated using a distance-dependent dielectric constant to 
model solvation effects. 
Since the docked ligands were obtained from crystal structures, the problem was that of 
locally minimizing the ligand to optimize its hydrogen bonding. This was achieved through 
iterative minimization wherein the best docked structure of the previous local minimization 
run was used as the starting conformation for the next run. Ten such iterations were carried 
out for each ligand. The docking of Glc, one of two of Cel?, both of Celg, and the one of Cel* 
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occurred with the residue in subsite -1 in the TS conformation.11 The local search was 
conducted using the Solis and Wets algorithm with the following parameters: a maximum of 
300 iterations were allowed per local search, the probability of performing a local search on 
an individual was 1.0, the maximal number of consecutive successes or failures before 
doubling or halving the step size of the local search was 4, and the local search was ter­
minated when the step size was <0.01. A total of 200 Lamarckian genetic algorithm dockings 
were performed in each run. 
Force Computation 
Since AutoDock outputs an energy grid, forces can be computed from them by 
-dV / dx= F(x), where E is the potential energy and F is the force experienced by the atom 
at point x. For a sufficiently fine grid, the difference between the potentials of adjacent grid 
points divided by the distance between them can be used to compute the force on the atom in 
the x, y, and z directions to obtain a force vector on the atom. A grid distance of 10~8 À led to 
convergence of force values. Also, the precision of the output energies in the grid files had to 
be changed from float to double to obtain sufficient resolution for force value convergence. 
To minimize this computation, computed subgrids were separately centered around every 
individual ligand atom. Forces on all the ligand atoms were added to compute the total force 
on the ligand. The processive force (Table I) was the component of the overall force in the 
direction of the axis of docked Cel3(-2/+l)TS, which was along the line joining ring centers 
of glucosyl residues in subsites -2 and +1. 
RESULTS AND DISCUSSION 
Energies and Forces 
Docked ligands in AutoDock are minimized with respect to the sum {ETotai) of the non-
bonded interaction energy between the ligand and enzyme (Ein,er) and the nonbonded internal 
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energy of the ligand (£/„,ra): 
Ejotal — Einter + Ejntra (1) 
Upon minimization, d ErotJ 91 = 0, where I is any distance coordinate and therefore 
d EintJ d I = - d EintrJ 9I (2) 
Since force is the negative gradient of energy, -d Ej n t e Jd  I  can be interpreted as the force 
exerted on the ligand by the enzyme and -d Ejntra/d I is the force of the ligand on the enzyme. 
At the minimum, therefore, as a consequence of Eq. (2), the force exerted on the ligand by 
the enzyme is balanced by a counter-force of the strained ligand conformation on the 
enzyme. In physical terms, if the substrate bound in its TS signifies a minimal-energy 
enzyme-substrate configuration, then at this point the force of the enzyme on the substrate is 
balanced by the resistance offered to it by the substrate, since the TS is always a highly 
strained high-energy substrate conformation. In the more familiar energy domain, a high-
energy TS is stabilized by increased interaction with the enzyme, thereby reducing the 
overall interaction energy (Eq. 1). Also, -dEi„terJd I results in a net external force on the 
ligand. A positive force away from the active site will prevent the ligand from staying bound 
there, and seems to be the mechanism employed by the enzyme to keep the highly 'sticky' 
active site from fouling. 
Since AutoDock uses a grid-based method for calculating it can be exploited to 
estimate - 9 Ei„teJ 9 I as well (Computational Methods). However, there is no simple way to 
estimate - 9 EintrJ 9 I without significantly modifying the AutoDock code. In the present 
work, -d EinteJd I, the net force on the ligand, has been evaluated and is presented along with 
the docking energies that AutoDock traditionally generates (Table I). It is necessary to bear 
in mind that since AutoDock cannot simulate the distortion of ringed molecules such as sug­
ars, a best docking in a certain ring conformation need not represent the global minimum of 
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TABLE L Energies and Forces Exerted on 
Ligands by F. oxysporum Cel7B 
Docked Docked RMSD Net force along 
ligand energy (À) the cellulose 
(kcal/mol) chain (pN)° 
Thio-DP3(-2/+l) -214.88 0.60* 31.1 
Glc(-1)TS -90.93 0.75* -160.2 
Cel2(-2/-l)TS -147.95 1.04* 517.0 
Cel2(-2/-l) -157.07 0.56 246.2 
Cel3(-2/+l)TS -203.71 0.97* 342.0 
Cel3(-1/+2)TS -178.38 20.2 
Cel4(-2/+2)TS -238.33 269.1 
0 Positive towards the reducing end of the chain. 
b RMSD from crystal thio-DPs. 
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binding energy for the particular enzyme-substrate configuration, as ring distortion could 
lead to further minimization. Therefore, determination of the global minimum for the binding 
energy for ringed compounds (at which point Eq. 2 will be valid) would require that the 
conformational space of the flexible ring be adequately sampled. 
The effect of-d Einter/d I, the force of the enzyme on the ligand, was studied in three 
different ways: 1) the net force on the ligand (a vector sum of the forces on the individual 
ligand atoms) was evaluated for an estimate of the overall effect of the forces in their ability 
to displace the ligand from the bound site; a component of this force along the axis of the 
docked Celxs (Table I) gave an estimate of the processivity of the enzyme; 2) the cumulative 
force on the ligand (sum of magnitudes of forces on individual atoms) (Table II) was 
evaluated to estimate the total distorting force on the ligand; and 3) the forces on the 
individual atoms, in addition to the interaction energy, helps identify important enzyme-sub-
strate interactions (Table III). 
From our calculations, it is evident that most of the force generated is on the polar atoms 
of the ligand. The forces between two atoms separated by an internuclear distance r, obtained 
by differentiating the Lennard-Jones (L-J) expressions for the interaction potential with 
respect to r, for C-C and O-H interactions are shown in Fig. 1. The maximal force of an O-
H hydrogen bond is 661.5 pN at r = 2.1 À compared to 13.3 pN at r = 4.0 À for a C-C van 
der Waals interaction. Hence, hydrogen bonding forces are more than an order of magnitude 
stronger than van der Waals forces, and they are therefore the key players in stabilizing the 
substrate TS. This is confirmed in our calculations, in that the forces exerted on nonpolar 
atoms are negligible compared to those on hydrogen-bonding polar atoms (Fig. 2). 
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TABLE II. Net Displacing and Net Distorting (Parentheses) Forces 
(pN) on Docked Ligands per Subsite 
Docked ligand -2 -1 +1 +2 Overall 
Thio-D?3(-2/+l) 253.8 191.0 154.0 — 334.2 
(381.8) (321.5) (401.4) — (1104.7) 
Glc(-1)TS — 376.2 — — 376.2 
— (718.8) — — (718.8) 
Cel2(-2/-l)TS 171.9 377.1 — — 530.7 
(404.0) (812.9) — — (1216.9) 
Cel2(-2/-l) 242.9 274.4 — — 258.0 
(532.1) (489.8) 
— — (1021.9) 
Cel3(-2/+l)TS 211.0 75.4 296.6 — 377.8 
(440.4) (315.0) (508.0) — (1263.4) 
Cel3(-1/+2)TS — 313.5 298.5 4.0 197.5 
(682.5) (507.3) (19.6) (1209.4) 
CeU(-2/+2)TS 179.3 90.1 271.3 4.4 287.7 
(463.9) (343.4) (500.9) (19.8) (1328.0) 
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TABLE III. Energies and Forces on 
Hydroxyl Groups of Docked Cel3(-2/+l)TS 
Subsite Hydroxyl 
position 
Energy 
(kcal/mol) 
Force 
(pN) 
C2 -13.45 277.4 
-2 C3 -7.90 141.1 
C6 -3.76 8.1 
C2 -10.35 78.9 
-1 C3 -4.55 74.3 
C6 -10.65 136.5 
+1 
C2 
C3 
C6 
-5.90 
-13.56 
-1.88 
154.3 
335.3 
2.7 
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Fig, 1. A comparison of the relative magnitudes of energies and forces of (a) a 
C-C Van der Waals interaction and (b) an O-H hydrogen bonding interaction. 
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Fig. 2. Hydrogen bonding forces on docked Cel3(-2/+1)TS. The 
numbers next to the arrows are magnitudes of the forces in pN. Blue: 
carbon, white: hydrogen, red: oxygen. 
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Docking of Cel%(-2/-l) and Thio-D?3(-2/+l) 
Since crystal structures of the ligands thio-DPs3 and Ce^8 in the F. oxysporum CelTB 
active site have been determined, they were docked to validate the docking parameters. 
Cel2(-2/-l) and thio-DP3(-2/+l) dock with binding energies of-157.07 kcal/mol and -
214.88 kcal/mol, and root mean square deviations (RMSDs) of 0.56 À and 0.60 Â, 
respectively. Figs. 3 and 4 show the direction of the overall force on the docked ligands, 
indicated as a yellow arrow at an arbitrary point on the docked molecule. In case of Celz(-2/-
I), a significant portion of the overall force is processive (246.2/258.0 = 0.95) (Tables I and 
II), while for thio-DP3(~2/+l) the force is mainly outward from the active-site channel; only 
31.1/334.2 = 0.09 of it is processive. The resultant force on the two docked molecules is 
directed so that the molecules will eventually be expelled from the enzyme active site. 
Subsite +2 
Kinetic studies on the highly homologous H. insolens and H. jecorina CelTBs indicate 
that there are four subsites (-2 to +2) in the active site. However, the crystal structure of F. 
oxysporum CelTB with thio-DPs revealed only three active-site subsites, -2 to +1. Since the 
glycosidic bond angle and length are different in thio-DPs compared to the cellulosic 
substrate (117° and 1.42 À vs. 97° and 1.83 Â, respectively), binding of thio-DPs may be 
somewhat different from that of the substrate. Therefore, a Cel* spanning known subsites -2 
to +1 with the reducing-end glucosyl residue in the putative subsite +2 [CeU(-2/+2)TS] was 
docked to see if it would reveal an additional subsite in the Cel7B substrate binding channel. 
The results of the forces and energies on docked CeLt(-2/+2)TS are shown in Tables I and II. 
The increase in negative binding energy of only 34.62 kcal/mol from Cels(-2/+l)TS to 
CeU(-2/+2)TS shows a weakly interacting subsite. An analysis of the interaction forces per 
subsite (Table II) reveals that subsite +2 does not contribute significantly to the work of 
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Glu 202 
258 |)N 
Cilu 1V7 
Fig. 3. Overall force on docked Cel2(-2/-1). The active-site channel runs diagonally 
across the figure. The enzyme is rendered translucent to show the catalytic acid/proton 
donor and base/nucleophile, Glu202 and Glu197, respectively. Colors as in Fig. 2. 
Glu 202 
mm# 
Glu 1V7 
Fig. 4. Overall force on docked thio-DP3(-2/+1). The active-site channel runs diagonally 
across the figure. White dashed lines show distances from the catalytic residues to the 
closest thio-DP3(-2/+1) atom. The enzyme is rendered translucent to show the catalytic 
acid/proton donor and base/nucleophile, Glu202 and Glu197, respectively. Orange: 
sulfur. Other colors as in Fig. 2. 
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Fig. 5. Net force per subsite glucosyl residue for docked Cel3(-2/+1)TS. 
stabilizing the TS conformation of the glucosyl residue in subsite -1. 
Processivity 
Similar to our work on the Cel7A of H. jecorina}1 a processive force on each ligand was 
evaluated (Table I) (Computational Methods) for docked ligands in F. oxysporum Cel7B. 
Processivity implies that after hydrolysis occurs, the nonreducing-end product (which 
occupies subsites -1/-2 in Cel7B and -1/-7 in Cel7A) remains bound in the enzyme active 
site. It then shifts to occupy subsites +1 and +2 and becomes the substrate for the next 
reaction cycle. This process continues until the end of the cellulose chain is reached or the 
product escapes from the active site. For F. oxysporum Cel7B, most of the forward 
processive force on the bound substrates in the TS (Fig. 5) (79.7% and 93.9% of the total 
processive force for Cel3(-2/+2)TS and Cel3(-2/+2)TS, respectively) is derived from the 
force on the glucosyl residue in subsite +1. Therefore, it is reasonable to assume that this 
force will propel the substrate chain end bound in subsites +1/+2 out of the active site once 
the reaction occurs. If the enzyme is indeed processive, the product in subsites -2/-1 remains 
bound there before proceeding to occupy subsites +1/4-2 for further reaction. In Cel7B, 
docked Celz(-2/-l ) is therefore representative of the bound product. The processive force on 
it, 246.2 pN, is only 42.5% of the 579 pN processive force generated on the docked Cely 
product of Cel7A in H. jecorina}6 For Celx substrates, the processive force would exert a 
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pulling force on the products to move them along the active-site channel to fill subsites 
+1/+2. For a solid cellulosic substrate, however, the counterforce generated on the enzyme 
by the processive force would have to propel the enzyme on the cellulose chain instead for 
further reaction to occur. Although the 246.2 pN force generated on Cel2(-2/-l) in CelTB 
may help the enzyme to be processive on Celx substrates, it is probably insufficient for the 
movement of the enzyme on the cellulose chain and may explain why CelTA is highly pro­
cessive, while CelTB is not.22 Since hydrolysis of the (3-1,4 bond is exothermic,23 the heat of 
the reaction may also play a part in the escape of the reaction products from the open active-
site channel of CelTB, while the closed tunnel of CelTA may prevent that from happening, 
resulting in the higher processivity of the latter. 
Hydrogen Bonding 
The binding interaction energy and forces on individual hydroxyl groups of Ceb(-
2/+l)TS are listed in Table HI, to evaluate the importance of individual hydrogen bonds in 
stabilization of the TS. The C2 hydroxyl group of the glucosyl residue in subsite -2 and the 
C3 hydroxyl group of the glucosyl residue in subsite +1 have the strongest interactions, as 
shown by their interaction energies and forces (the latter in parentheses) of -13.45 kcal/mol 
(277.4 pN) and-13.56 kcal/mol (335.3 pN), respectively. Also, the fairly high forces on the 
C3 hydroxyl group of the glucosyl residue in subsite -2 and the C2 hydroxyl group of the 
glucosyl residue in subsite +1 highlight the importance of these interactions, even though 
their interaction energies are not very high. As expected, the interaction energies on the C2 
and C6 hydroxyl groups of the glucosyl residue in subsite -1 are high, even though the 
magnitudes of the forces on them are relatively less significant compared to the two already 
mentioned groups. Therefore, estimating forces may be as important as estimating binding 
energies in obtaining insights into the enzyme-substrate binding mechanism. 
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TS docking 
Since the glucosyl residues in subsite -1 of Cel2(-2/-l)TS, Cel3(-2/+l)TS, Cel3(-
1/+2)TS and CeLt(-2/+2)TS are in the TS conformation, further distortion in the ring pucker 
is not likely to result in significant energy reduction (a condition necessary for Eq. 2 to be 
valid), assuming that the active site is in fact designed to stabilize the substrate TS 
conformation. Since ring distortion requires higher energy than modifying ring torsions,24 
most of the force generated by the enzyme should be involved in distorting the subsite -1 
pyranose ring, with only a small fraction of it causing torsional changes of the hydroxyl 
groups. The cumulative force on all four docked ligands should therefore be of similar 
magnitude. This is borne out in our force calculations for all four ligands, since in all cases 
the cumulative force on them is -1200 pN (Table II). It is interesting that for Cel3(-2/+l)TS, 
most of the force is generated on the residues in subsites -2 and +1, while for Cel2(-2/-l)TS 
and Cel3(-1/+2)TS a significant force appears on the residue in subsite -1. This shows how 
the active site redistributes the force to support the TS. However, this may be an artifact of 
the docking process. Active-site forces are necessary to first distort the substrate to the TS, 
and then to transiently stabilize it once the TS is generated (where Eq. 2 becomes valid). For 
Cel3(-1/+2)TS, since the residue in subsite -1 is already in the TS, the enzyme seems 
successful in stabilizing it, but it may or may not be able to generate the forces necessary for 
TS formation without a glucosyl residue in subsite -2. Similarly, for Cel2(-2/-l)TS, sufGc-
ient distortion forces seem to be generated by interactions at subsites -2 and -1 without the 
help of interactions at subsite +1. Also, the docked energy for Cel2(-2/-l)TS is more positive 
than that of Cel2(-2/-l) by 9.12 kcal/mol (Table I), and therefore binding of Celz(-2/-l)TS is 
energetically less favorable than that of Cel2(-2/-l). However, binding of Cel2(-2/-l)TS 
shows how CelTB can catalyze the reverse reaction under thermodynamically favorable 
conditions, such as high substrate concentrations, for instance.25 The forces on docked Cel2(-
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2/-l)TS explain how that may be possible. Also, the cumulative force on bound Glc(-1)TS is 
only 718.8 pN, which implies that interactions with subsite -1 alone are insufficient to 
generate the forces necessary to stabilize the high-energy TS conformation of the docked 
glucosyl residue. 
CONCLUSIONS 
We have shown, by complementing the binding energy calculations of AutoDock with 
force calculations, how Cel7A and Cel7B differ in their interactions with the substrate in 
their active sites. Cel7A, with -10 subsites in its active site, can produce a processive force 
of 579 pN17 on the substrate compared to the 246.2 pN force of Cel7B with four subsites. 
The forces (Table II) also show how interactions of the enzyme with the glucosyl residues in 
subsites -2 and +1 help to stabilize the high-energy TS conformation of the glucosyl residue 
in subsite -1. Based on the energy and force calculations, the hydrogen-bonding interactions 
of the enzyme with the C2 hydroxyl group of the glucosyl residue in subsite -2 and the C3 
hydroxyl residue of the glucosyl residue in subsite +1 are the strongest interactions. Force 
calculations on docked CeU(-2/+2)TS show how the interactions of subsite +2 are not very 
important for TS stabilization. These calculations show how evaluating the forces on docked 
ligands can complement the docked energies in giving useful insights into protein structure-
function relationships. 
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Chapter 5: Toward the Transition State: Further Docking 
Studies on Family 47 a-1,2-Mannosidases 
A paper to be submitted to Proteins: Structure, Function and Bioinformatics 
Chandrika Mulakala, Wim Nerinckx1 and Peter J. Reilly 
ABSTRACT 
a-1,2-Mannosidase from the endoplasmic reticulum (ERMan), a Family 47 glycosyl 
hydrolase, is a key enzyme in the vV-glycan synthesis pathway. Catalytic-domain crystal 
structures of human and yeast ERMans have been determined, the former without ligands, 
with the inhibitors 1 -deoxymannoj irimycin and kifunensine, and with a thiodisaccharide 
substrate analog. Both inhibitors were bound at the base of the funnel-shaped active site as 
the unusual1C4 conformer, while the substrate analog glycon is a 2S\ conformer. In the 
current study, AutoDock was used to dock a-D-mannopyranosyl-( 1,2)-a-D-mannopyranose 
with its glycon in chair ('C4,4Ci), half-chair (3//2,3//4, *th), skew-boat (°S2,3Si, 5Si), boat 
(2'5S, 3'°B, B 1,4, B2,S), and envelope (3£, 4£, £3, £4) conformations. Both docked energies and 
forces on docked ligand atoms were calculated to determine how the ligand distorts to the 
transition state. From these, we can conclude that 1) both 'C4 and can be the starting 
conformera; 2) the most likely binding pathways are 'C4 3//i -» °S2 —» 3 0S —>3^, -> 3£ 
and % —> 3,05 -> 35| -> 3£ with XC* and °Sj as starting conformers, respectively; 3) the 
transition state is likely to be close to a 3£ conformation. 
'Department of Biochemistry, Physiology and Microbiology, Ghent University, Ghent, 
Belgium 
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INTRODUCTION 
N-glycan synthesis in eukaryotes begins in the endoplasmic reticulum (ER) with the 
transfer of a preformed oligosaccharide precursor, usually GlcgMangGlcNAca, to an 
Asn/X/Ser(Thr) sequence on newly synthesized polypeptides from dolichyl phosphate. ER 
glycosidases trim GlcgMangGlcNAcz to MangGlcNAcz, which is then transferred to the Golgi 
apparatus and further processed by Golgi glycosidases and glycosyltransferases to form 
complex oligosaccharide structures.1-3 One of the intermediates in this process, 
MangGlcNAc2 isomer B (with a mannose missing in the middle branch) is a necessary signal 
for ER-associated degradation of misfolded carboxypeptidase Y in yeast.4'5 MangGlcNAcz 
isomer B is generated from MangGlcNAcz by ER a-1,2-mannosidase (ERMan), whose 
inhibition leads to the aggregation of some misfolded proteins in the ER.4'6-11 Understanding 
the function of this enzyme is therefore important, not only to determine how it regulates the 
quality of the tertiary structure of folded proteins newly synthesized in the ER, but also to 
design therapeutic agents for diseases such as emphysema, which are characterized by rapid 
accumulation of misfolded glycoproteins. 
ERMans belong to glycosyl hydrolase Family 4712 by structural homology. Catalytic-
domain crystal structures of human13 and Saccharomyces cerevisiae14 ERMans have been 
determined. ERMan has an unusual (a,a)?-barrel structure, with a C-terminal (3-hairpin 
protruding into the barrel from one side to plug it. The other end of the barrel forms a -25 À-
wide funnel-shaped cavity that narrows to -10 Â at the funnel-tube neck. A Ca2+ ion sits at 
its end. 
Interestingly, in the crystal structure of S. cerevesiae ERMan, an W-glycan from one 
protein molecule extends into the barrel of the adjacent symmetry-related molecule in the 
crystal lattice, interacting with its active site. The iV-glycan is hydrolyzed to MangGlcNAcz 
isomer B, therefore forming the enzyme-product complex. Human ERMan structures have 
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been determined with and without the inhibitors 1 -deoxymannoj irimycin (DMJ) and 
kifunensine (KJF)13 and a thiosaccharide substrate analog.15 Both inhibitors bind at the base 
of the funnel-shaped active site in the unusual xCa conformation. A novel 3Si comformation 
has been reported for the thiodisaccharide substrate analog glycon.15 The iV-glycan in the 
active site of S. cerevesiae ERMan has the middle-arm mannose residue missing in the 
crystal structure (since it is hydrolyzed), and the position of the inhibitors in human ERMan 
corresponds to the expected position of the middle-arm mannose of Ma%GlcN Ac%, had it not 
been hydrolyzed. 
The combined information of the human and S. cerevesiae structures can be extrapolated 
through computational docking to predict the bound conformation of the substrate 
ManqGlcNAcz in the ERMan active site. We used AutoDock,16 a small-molecule docking 
program, in a previous study to do this.17 Docking a-D-mannopyranosyl-(l ,2)-a-D-manno-
pyranose (Ma%) in the active site helped to establish the identity of the catalytic base 
(Glu435) of this enzyme, whose assignment was ambiguous due to the absence of the 
middle-arm mannose residue in the S. cerevesiae ERMan crystal structure. The £4 
conformation of the nonreducing-end mannosyl residue was predicted as the transition state 
(TS) based on the available structural information of the ligands in the human and yeast 
crystal structures. However, the £4 conformation, due to a syn-axial interaction between the 
bulky C5 hydroxymethyl group and the C3 hydroxyl group, has been suggested as an unlikely 
candidate for the TS,18 the 3Mt conformation instead being a better candidate.15,18 Also, 
stereoelectronic theory requires that the scissile glycosidic Ci-Oq bond be antiperiplanar to a 
lone pair of electrons on the ring oxygen, for subsequent ring distortion to the TS.19 Since the 
glycosidic bond is equatorial in the xCa conformer and is not antiperiplanar, the nonreducing-
end residue would have to adopt a skew-boat conformation that conforms to the 
antiperiplanar requirement en route to the TS. The aim of the present work, therefore, is two­
fold - to use computational docking by AutoDock to establish the conformation of the TS, 
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and also to determine the conformational itinerary of the nonreducing-end mannosyl residue 
as it progresses to the TS. 
AutoDock predicts where a ligand binds on the surface of a macromolecule, such as an 
enzyme or DNA, whose tertiary structure is known.16 AutoDock assumes that the 
macromolecule is rigid, while the ligand is allowed torsional flexibility. Although 
conformational changes are often observed upon ligand binding to enzymes, the assumption 
in this case is a reasonable one, as binding of DMJ and KIF in the ERMan active site causes 
insignificant changes in the crystal structure.13 
AutoDock computes the nonbonded interaction energy between the ligand and the macro­
molecule, and the problem therefore is one of searching the ligand conformational space in 
the vicinity of the macromolecule to find the conformation with the lowest interaction 
energy. The AutoDock suite provides four different algorithms to search this conformational 
space: simulated annealing (SAA), genetic (GA), Lamarckian genetic (LGA), and local 
search (LS), the last based on the method of Solis and Wets (SW).20 
The SAA is slow16 and therefore it was not employed in this work. The GA is based on 
the Darwinian principles of selection, random mutation, and crossover. In the AutoDock 
implementation of the G A, the genes are a string of real values representing the translation, 
orientation, and torsional angles for the various torsions defined for the ligand. An initial 
random population with a user-defined number of ligand conformations is generated, which 
is then subjected to selection, mutation, and crossover, resulting in a new population 
constituting the next generation of individuals. The process is repeated over a user-defined 
number of generations, and the individual with the lowest binding energy is finally reported 
by AutoDock. The LGA is an extension of the G A, and is so called because the processes of 
selection, mutation, and crossover on every generation of population are followed by a LS, 
and the changes due to the LS are inherited by the next generation. Of the SAA, G A, and 
LGA, the last is the most efficient in searching the ligand conformational space for the best 
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docking energy. 
Ab initio studies on model compounds21,22 and on sugar and sugar analogs in solution23,24 
as well as under specific enzymatic configurations25'26 have helped to establish many 
important aspects of the glycolysis reaction, such as the nature of the oxocarbenium cation 
that forms the TS as well as the ring distortions that accompany this transition. Since 
AutoDock primarily docks by packing van der Waals spheres between a conformational^ 
fixed ligand (changes in torsions are allowed in the hydroxyl groups and the C; 
carboxymethyl group, but the ring pucker remains unchanged) and a rigid enzyme, it cannot 
model the continuous transition of the substrate to the TS. However, the reduced 
computational expense compared to ab initio studies allows us to easily dock several putative 
intermediates in the conformational itinerary to the TS, to aid in understanding the glycolysis 
mechanism. 
In addition to the ERMan study, we have used AutoDock to understand enzyme 
structure-function relationships in glucoamylase,27 p-amylase,28 surfactant protein D,29 and 
phospholipase D.30 Recently, substrate binding energies on docked substrates were comple­
mented with computed forces on substrate atoms in x-ray crystal structures of cellulases 
Cel7A31 and Cel7B.32 The forces give insights on substrate dynamics in the active site, which 
cannot be inferred from the binding energies that AutoDock generally outputs. 
In the present work, Man? with sixteen different mannosyl conformers at its nonreducing 
end was docked in the ERMan active site, and interaction energies as well as forces were 
determined, to gain further insights into its function. The sixteen conformers were chosen as 
follows: Eight (4£, £4,£3,3£,2,5B, B^s, 3#4, and AHi) satisfy the requirement that the C2, Ci, 
O5, and C5 atoms be planar for formation of the oxocarbenium ion. Even though ERMan is 
expected to operate either through an £4 or a conformation like the TS, all eight were 
docked to test the reliability of the computational method. Since the inhibitors DMJ and KIF 
bind at the base of the funnel-shaped active site in the unusual 'C* conformation,13 the latter 
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was docked. Another conformer, °S2, of comparable steric energy in solution to the 'C4 
conformer,33 which is also expected to clear the narrow opening of the ERMan active site,17 
was also docked as a possible starting conformation for the hydrolysis reaction. Two con­
formers, 3Si and 55i, satisfy the antiperiplanar requirement19 for formation of the oxocarben­
ium ion TS. Therefore the pseudorotational series °Sz, X0B, 3Si, BiA, and 5Si was also 
docked. In addition, the 3% conformer was docked since it is the most likely TS for the 
transformation of ]C* to a skew-boat conformation. 
COMPUTATIONAL METHODS 
Conformational Modeling 
The reducing-end conformations of Man% were generated using PCModel.34 The different 
conformations were generated by constraining the planar ring atoms for a given conformation 
and then minimizing using the MM335 force-field available with PCModel. For example, 3Si 
was generated by restricting C2, C4, C5, and 05 to a plane through torsional constraints and 
then minimizing the conformation under these constraints. 
Energy Computation 
Both polar and nonpolar hydrogens were explicitly modeled in both protein and ligands. 
Polar hydrogen atoms were assigned Lennard-Jones 12-10 hydrogen-bonding parameters and 
the nonpolar hydrogen atoms were assigned 12-6 parameters. Hydrogen atoms were added to 
the enzyme using the What If molecular modeling program.* All water molecules were 
removed while docking. All-atom charges of the Amber force field37 were used to assign 
partial charges to the protein atoms. Hydrogen atoms were added to the ligand using Babel38 
and partial charges were generated using MOPAC.39 The grid maps for the van der Waals 
and electrostatic energies were generated with 101 x 101 x 101 grid-points spaced at 0.375 
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Fig. 1. Iterative minimization scheme 
Â. The grids were centered on the Ca2+ ion at the base of the active site. The Ca2+ parameters 
were the same as those used by Allen et al.40 Electrostatic interactions were evaluated using a 
distance-dependent dielectric constant to model solvation effects. Since the different docked 
ligand conformers have identical chemical compositions, and since some of these conformers 
are quite close to each other in the spatial arrangement of their constituent atoms, the search 
for the optimal docked conformer had to be very rigorous to ensure that it was as close as 
possible to the global minimum and was not stuck in a local minimum. This was achieved 
through the process of iterative minimization outlined in Fig. 1. The starting positions of the 
docked Man? ligands were obtained by superimposing their reducing-end mannosyl residues 
on the middle-arm mannose of the enzyme product, MangGlcNAcz, in the crystal structure of 
yeast ERMan. This starting conformer was subjected to three rounds of docking using the 
LGA and another three rounds using the pseudo-Solis and Wets (pSW) LS algorithm, a 
modified implementation of the SW LS method. The lowest-energy conformers of these six 
docking runs were then subjected to further minimization using an iterative LS procedure, in 
which the best docked conformation of a LS run is used as the starting conformation for the 
next LS iteration. Thirty iterations were conducted in an iterative minimization run, which 
was performed five times on the best docked conformation of each of the six LGA and pSW 
runs (Fig. 1). 
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For the LGA, the initial population had 50 individuals, the maximal number of energy 
evaluations was 1.5 x 105, the maximal number of generations was 6, the number of top 
individuals that survived into the next generation was 1, the probability that a gene would 
undergo random mutation was 0.02, the crossover probability was 0.80, and the average 
worst energy was calculated over a ten-generation window. The local search component of 
the LGA was done using the pSW algorithm. A maximum of 300 iterations were allowed per 
local search, the probability of performing a local search on an individual was 1.0, the 
maximal number of consecutive successes or failures before doubling or halving the step size 
of the local search was 4, and the local search was terminated when the step size was <0.01. 
A total of 100 LGA dockings were performed in a docking run. For the three pSW LS runs 
on the starting conformation, the local search parameters were the same as those used in the 
LS component of the LGA. A total of 200 pSW LS dockings were performed in a docking 
run. The SWLS parameters in the iterative minimization were the same as those used for the 
pSWLS runs. 
Force Computation 
Since AutoDock outputs an energy grid, forces can be computed from them by-dE/dx 
= F(x), where E is  the potent ia l  energy and F is  the force experienced by the a tom at  point  x.  
For a sufficiently fine grid, the difference between the potentials of adjacent grid points 
divided by the dis tance between them can be used to  compute the force on the atom in the x,  
y, and z directions to obtain a force vector on the atom. A grid distance of 10~8 À led to 
convergence of force values. Also, the precision of the output energies in the grid files had to 
be changed from float to double to obtain sufficient resolution for force value convergence. 
Forces due to van der Waal s as well as electrostatic interactions were evaluated. To minimize 
this computation, computed subgrids were separately centered around every individual ligand 
atom. 
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RESULTS AND DISCUSSION 
Iterative Minimization 
The pyranose ring structure results in high densities ofhydroxyl groups capable of 
forming hydrogen bonds in protein-carbohydrate interactions. Also important are hydro­
phobic stacking interactions, often with aromatic residues.41 Since hydrogen bonding inter­
actions are an order of magnitude stronger than van der Waals interactions and have direc­
tional dependence, a thorough local optimization of the ligand is essential for an accurate 
prediction of interaction energies. This is evident from the results of our iterative mini­
mization scheme (IMS). For example, the decrease of interaction energy with progressive 
iteration for docked Man^-'C^ is plotted in Fig. 2. Docked energies for all six starting 
conformations (Fig. 1) decrease significantly upon minimization, with energies falling most 
steeply in the first five iterations. Also, not all the ligands reach the same minimum, 
necessitating several starting points for the docked ligands to increase the probability of 
finding the global minimum. For carbohydrate ligand docking in AutoDock, therefore, a 
thorough iterative local minimization is recommended for promising candidates obtained 
from a global docking procedure, for an accurate prediction of the interaction energy. In the 
present case, since the docked ligands are all a-1,2-linked mannosyl disaccharides (Man?) 
with different glycon conformations, but of the same chemical composition, the difference in 
docked energy for the ligands is expected to be small; approaching as close as possible to the 
global minimum is therefore very important for comparing the results of the different 
dockings. 
As a control, we docked the forms of DMJ and KIF into the active site of human 
ERMan13 using the IMS. The docked energies for DMJ and KIF are -97.81 and -116.50 
kcal/mol, with RMSDs of 0.26 and 0.40 Â from their crystal positions, respectively. The IMS 
also yielded an improvement of these docking positions over our earlier results for Saccharo 
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myces cerevisiae ERMan,17 as RMSDs then were 0.62 Â for DMJ and 0.72 À for KIF. The 
docked energies for the sixteen docked conformers of Man% are shown in Table I. The best 
docked conformation can result from any one of the six starting conformations, implying that 
most of the dockings were trapped in local minima, requiring different starting points for 
docked ligands during minimization. 
The docked energy (Erotai) for a ligand reported by AutoDock is a sum of the enzyme-
substrate interaction energy (Ewer) and the internal energy of the ligand (Ewra). Since 
torsional flexibility is modeled in the ligand by assigning random changes to torsions, 
evaluation of finira is necessary so that AutoDock can energetically penalize ligands 
generated with unreasonable geometries. AutoDock evaluates both E^ter and £intra as a sum of 
van der Waals and electrostatic nonbonded interaction energies. Although this simple 
formulation of the energy function is essential to keep energy computation inexpensive, it is 
not sufficient for an accurate estimate of carbohydrate ligand internal energies, which require 
a more elaborate energy function to capture hydrogen bond geometries and era-anomeric 
affects.42 Also, there is no way of accurately determining £intra consistent with AutoDock's 
method for determining £intcr values. This hampers a direct comparison of the different 
docked ligand conformations based on Erotai- However, values of Ewer, a measure of enzyme-
substrate complementarity for docked ligands with different ring puckering, can be directly 
compared, and therefore we have done that here (Table I). This is reasonable since all the 
docked conformers have the same chemical composition, and E^ter is a sum of the interaction 
energies of each ligand atom with the enzyme. 
Transition-State Pathway 
Dowd et al.33 reported the MM3 isoenergy contour maps for ring conformations of 
various aldopyranoses on a two-dimensional Cremer-Pople 0-<j) space, where 0 and 0 
represent the relative orientation of puckering about the ring. Ideal chair forms are at 0 = 0° 
Table I. £Tol„ and Eim„ Values (kcal/mol) and RMSDs (A) for Optimal Conformations 
Con- Global (Lamarckian) Local search Local iteration on Local iteration on £|n(er 1 RMSD 
former search global search local search 
G1 G2 G3 LI L2 L3 1 2 3 1 2 3 
'c4 -131.45 -129.52 -127.85 -151.66 -150.62 -149.52 -149.95 -164.01" -158.41 -163.46 -161.45 -154.17 -123.78 1.61 
2.5fl 
-153.20 -147.84 -145.13 -163.89 -163.42 -162.83 -171.61 -177.18 -167.54 -175.92 -174.04 -171.50 -140.37 1.87 
3E -151.89 -148.02 -145.80 -153.32 -152.47 -151.86 -172.54 -159.71 -176.57 -156.82 -157.28 -156.78 -147.16 0.79 
3h2 -137.39 -136.59 -135.69 -151.32 -150.90 -150.76 -152.56 -148.90 -151.07 -153.29 -155.64 -156.60 -137.30 1.64 
3//4 -135.28 -132.14 -131.46 -150.18 -149.84 -148.68 -151.96 -146.65 -148.74 -151.98 -15432 -152.17 -136.37 1.28 
% -129.64 -125.26 -116.15 -138.79 -136.56 -134.91 -145.24 -143.60 -144.55 -141.82 -139.35 -151.63 -140.20 1.07 
-155.40 -148.66 -129.17 -163.86 -158.78 -155.83 -165.10 -170.77 -165.21 -167.33 -164.48 -161.54 -138.85 1.63 
4C, -131.78 -126.09 -118.52 -146.69 -144.93 -144.66 -147.20 -160.16 -136.53 -161.78 -153.04 -155.55 -130.51 2.37 
*E -141.74 -136.84 -134.92 -145.77 -141.60 -138.87 -150.17 -158.00 -144.74 -154.14 -160.18 -152.74 -119.40 2.82 
-121.92 -121.70 -116.53 -148.37 -144.50 -144.44 -132.12 -148.01 -129.18 -161.50 -151.15 -150.36 -134.09 2.09 
5s, -153.61 -152.07 -150.71 -155.86 -153.30 -151.41 -171.07 -172.27 -167.22 -167.07 -161.92 -167.82 -128.97 1.86 
B,,4 -144.12 -134.00 -133.83 -148.81 -148.15 -146.23 -170.43 -157.60 -167.99 -158.69 -157.09 -161.86 -126.26 1.95 
S2.5 -140.14 -124.75 -124.15 -144.92 -138.92 -136.20 -160.61 -148.53 -144.55 -150.16 -151.70 -146.62 -128.60 1.57 
£3 -134.77 -119.63 -115.80 -151.70 -149.23 -148.97 -149.28 -149.34 -137.03 -155.62 -159.98 -161.93 -134.65 1.98 
£4 -143.41 -142.71 -142.43 -170.67 -169.99 -169.73 -173.04 -168.22 -174.57 -174.50 -174.68 -175.32 -146.60 2.43 
^2 -162.33 -147.54 -133.77 -153.50 -152.55 -152.16 -168.62 -161.51 -154.88 -155.84 -156.20 -155.85 -138.44 1.63 
" Bolded numerals signify the most negative values of £Toul. 
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4> 
Fig. 3. Cremer-Pople isoenergy contour map for a-Man, showing Elntra values and 
positions of different conformers. 
and 180° with the boat and skew-boat forms at 6 = 90°. The isoenergy contour lines, based 
on the low-energy 4Ci conformation, on the Cremer-Pople space for a-D-mannopyranose are 
reproduced here for convenience (Fig. 3). 
In human ERMan crystal structures, the mannosyl analog DMJ is bound in the active site 
in the unusual '64 conformation. For a-D-mannopyranose, the *64 and °S2 conformations 
have MM3 steric energies of 4.38 and 4.24 kcal/mol, respectively, higher than that of the 4C\ 
conformation. This implies that their equilibrium concentrations in solution at 298 K would 
be -0.06%. In a previous docking study17 we suggested that, due to the narrowness of the 
neck of the funnel-like active-site opening, the 4C\ conformation with a predominantly 
equatorial orientation of its ring substituents would be too wide to enter the active site, and 
therefore the enzyme selectively binds the higher-energy 'C* conformation, which can enter 
the narrow active site. Analysis of the conformer reveals that it too may be able to clear 
the narrow active-site opening. Also, since the terminal mannosyl residue cleaved by the 
ERM an is attached to a bulkier substrate, the angle of entry of the terminal sugar ring is 
determined by the orientation of its CI hydroxyl group. If axial (as in 4Ci), the ring has to 
enter the neck breadth-wise, while if equatorial ('C*) or isoclinal CSj), the ring can ease 
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sideways into the active-site opening. Both *C4 and were therefore examined as the 
possible starting conformations bound selectively by this enzyme. 
Stereoelectronic theory dictates that a (3-chair (lC4) would have to undergo a 
conformational change to a (3-skew-boat, where the ring oxygen has an electron lone pair 
antiperiplanar to the scissile bond to reach the TS.19 For a-D-mannopyranose two skew-boat 
conformations,3Si and sS\, satisfy this requirement. Since the thiooligosaccharide substrate 
analog crystallized in a 3Si conformation in human ERMan,15 the 3Si conformer is the most 
likely the skew-boat conformation adopted by the mannosyl substrate before twisting to the 
TS. 
Since both and !C4 are likely starting conformations bound by ERMan, it is necessary 
to determine the low-energy pseudorotational pathway from these to the 3Si or 5S\ 
conformers, which can be determined from the MM3 isocontour map (Fig. 3). The transition 
from 0Sj to '^3 can occur via the 3,0S conformer. There are two possible routes for the 
transition of 'C4 to 3S\ - via 3//4, or via 7>HJ to °S2 which then flips to 3S\ via3,0B. The 
indirect pathway via has a ~2 kcal/mol lower energy difference compared to the 3//4 
pathway and may therefore be preferred. The transition from 3Si to 5Si occurs via S1]4. 
Substrate hydrolysis in ERMan occurs with configuration inversion at the anomeric 
center1 via an Sy2 process with a TS geometry where the CI and 05 atoms must be sp2-
hybridized,19 causing the C5, 05, CI, and C2 atoms of the sugar ring to be in the same plane. 
Eight conformers satisfy this requirement - 2'5B, 82,5,3HA, 3£, £3,4£, and £4. Two of 
these, £417 and 3//4,15 have been previously predicted as TSs based on the principle of least 
motion. All these conformers were therefore docked to determine the conformational 
itinerary of the substrate to the TS. The docked conformers can broadly be classified in two 
groups: those that are likely to be involved in the a-glycoside (4Ci) TS pathway (4Ci, 4%, 4£, 
£3 and (Set A), and those in the {^-glycoside ('C4) pathway ('C4, 
^,,^1, and g,,4) (SetB). 
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The docked conformations were compared on the basis of their issuer values as well as 
their RMSDs from the crystal DMJ for the glycon and the crystal Man605 for the aglycon. 
The is inter values and RMSDs for all the sixteen docked conformers are shown in Fig. 4a. All 
the Set B conformers dock with lower energies and RMSDs than the Set A conformers, 
ruling out the 4Ci conformer as a possible starting conformation. The TS appears to be an £3 
conformer. Also, based on decreases in both £inter values and RMSDs, three different 
pathways are possible, —» 3,0S —> 3S\ —> 3£, 'C4 —> °S2 —> 3'^5 —> 3Si —> 3£, and 'C* —> 
3//4 -> 3Si —> 3£. Since only £inter values were used to compared docked conformations, and 
since AutoDock's evaluation method for £intra is not accurate, we also retrieved docked 
conformations that have the lowest £inter values, which in most cases were not the 
conformations with the lowest £r0tai values. These £inter values and their RMSDs from the 
crystal structures were also plotted (Fig. 4b). General trends in energies and RMSDs are the 
same in both cases. For conformers predicted to be in the three possible TS pathways, energy 
differences between conformers with the lowest £Totai and £inter values is < 1 kcal/mol for 
3#2, °<S,2, and £4, 2.37 kcal/mol for 2'°B, and 3.74 kcal/mol for 3S\. Differences of 7.10 and 
10.29 kcal/mol occur for 3HA and xCA, respectively, implying that they differ vastly in their 
internal energies. The 3£ conformer has both the best £Totai and £inter (Table II). Even though 
£4 has the lowest £imer it is not likely to be the TS, since its RMS deviation from the crystal 
ligands is high. 
Force Computations 
Computed forces on ligand atoms can be useful in gaining information on the ligand 
dynamics in the active site,31 since forces are vectors and capture information that scalar 
energies do not. The effect of the forces on docked ligands was studied in two ways - a 
scalar sum of all the forces on ligand atoms was computed to obtain the total distorting force 
of the enzyme on the docked ligand (Table II), and individual forces on ligand hydroxyl 
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Table IL Forces and Docked Energies for Conformations in the Predicted 
Transition-State Pathway 
Conformer Derived from conformations Derived from conformations 
with lowest values with lowest Ejotai values 
Force •Einter RMSD Force RMSD' 
(pN) (kcal/mol) (A) (pN) (kcal/mol) (A) 
*c4 1176 -134.07 1.82 486 -123.78 1.61 
3H2 709 -137.55 1.63 708 -137.30 1.64 
% 770 -138.46 1.65 754 -138.44 1.63 
3.0^ 1101 -141.22 1.63 831 -138.85 1.63 
3s, 1183 -143.94 0.96 825 -140.20 1.07 
% 637 -141.22 1.18 749 -136.37 1.28 
3£ 1043 -147.16 0.79 1043 -147.16 0.79 
EA 1123 -147.09 2.39 1291 -146.60 2.43 
a Obtained from Table I. 
b Not part of predicted pathway. 
groups were visually observed to find the direction of the conformational twist caused by 
these forces. 
The total distortion forces on the conformers thought to be part of the TS pathway are 
listed in Table II for those with the lowest docked £inter and £Totai values. For all but the 3#4, 
3£, and £4 conformers, the force is higher for the conformer with the lowest docked £inter 
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value, which implies that greater interaction with the enzyme (lower £imer values) leads to 
greater stress (higher E\nm values) on those conformers. This is similar to the process by 
which the high-energy TS of the substrate is stabilized in the enzyme active site through in­
creased enzyme-substrate interactions, evidently achieved by greater steric complementarity 
with the TS compared to the relaxed conformation of the substrate. For conformers with the 
lowest docked £-r0tai values, the total distortion force increases with decreasing £inter values, a 
trend consistent with expecting increased stress on the ligand as it approaches the TS. Since, 
no such trend is observed in the total distortion force for the ligands with lowest docked £inter 
values, these probably do not represent optimal docked conformations. The energy function 
of AutoDock, therefore, seems to be capable of capturing changes to the £i„tra value of the 
ligand when it is allowed torsional flexibility. In the following analysis of the conformational 
twist induced by forces on the ligand atoms, we therefore have chosen ligands with the 
lowest docked Ejotai values. 
Hydrogen bonding forces are an order of magnitude stronger than van der Waals 
forces31 and are therefore key to generating the conformational changes that lead to the TS. 
We have used a simple scheme to predict the direction of the conformational twist induced 
on the ligand by the forces. Forces on individual hydroxyl groups of the docked ligands were 
visually observed to predict the direction in which they would be twisted. Orientations of 
individual hydroxyl groups (Fig. 5) of all the conformers are listed in Fig. 6, along with 
arrows pointing the direction in which forces pushes them, as exemplified by the optimally 
docked ligand (Fig. 7). The information in Fig. 6 was then used to assign weights to any 
given conformational transformation. For example, the 3//2 to °S2 shift is valued at four 
points because forces on 01, 02, 03, and 06 atoms twist the 3Hi conformer in the direction 
of the °S2 conformer. Therefore, higher assigned weights for a given transformation point to a 
higher probability of its occurrence. Points can similarly be assigned for the stabilization of a 
conformer, if the forces are such that they help in maintaining a certain conformation, which 
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Fig. 6. Hydrogen bonding forces on docked a-Man2- H2. 
is important for the TS. The assigned points for individual transformations derived from Fig. 
6 are indicated in a pseudorotational map of pyranose ring conformations, along with 
conformer stabilization points for the three putative TSs, ~E, 3//4, and £4 (indicated as curved 
arrows) (Fig. 8). Several patterns emerge from this information. Clearly, the conformer is 
pushed toward the 3Si structure via the 3,°S conformer. The XC\ conformer seems to be 
pushed toward the 3H2 structure rather than toward the 3//4 conformer. This seems reasonable 
since the steric free energy of the structure is ~2 kcal/mol lower than that for the 3//4 
conformer,33 and the former transition therefore offers a lower energy barrier for its eventual 
conformational twist to the % structure. The transformation from the latter to the TS, 
however, is not as clear. It seems to be pushed more toward the B\^ conformer than to the 
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Fig. 7. Hydroxyl group orientations for conformations on Cremer-Pople space. Arrows indicate the 
direction of twist of the hydrogen-bonding force on the hydroxyl group. The overall force on the 
aglycon was used to determine the direction of the force on 01. 
3//4, £4, or 3£ putative TSs. This may be because conformational sampling is discontinuous.lt 
appears that the twist-boat conformation that satisfies the stereoelectronic antiperiplanarity 
requirement19 for eventual transformation to the TS lies between the 3Si and #1,4 conformers. 
However, the 3S\ -» 3£ transition seems to be slightly preferred over 3Si —» 3#4 or 3Si -> £4 
transitions. The biggest argument in favor of a 3£-like TS over 3J% or £4 TSs is because its 
conformation is more stabilized by the active site, since 3£ —> 3£ has four points compared to 
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Fig. 8. Pseudorotational map of pyranose ring conformations. The numbers adjacent to the 
arrows are the assigned weights for conformational transformations from calculated forces. 
Force computations were also done for the docked inhibitors DMJ and KIF. The resultant 
force (vector sum of forces on all the ligand atoms) on docked inhibitors DMJ and KIF (Fig. 
9) is 286 pN and 298 pN, respectively. The force has a significant outward component for the 
former while it is directed inward for the latter. This agrees with KIF's being a much strong 
inhibitor of ERMan, with an IC50 of 0.2 pM compared to 20 pM for DMJ.13 It is likely that 
the strength of the inhibitor is dependent on its turnover rate by the enzyme, which in turn 
may depend upon how strongly the enzyme pulls the molecule into, or pushes it away from 
the active site. 
The growing importance of carbohydrate-binding proteins as potential drug targets has 
two for £4 -> £4 and one for 3HA —> 3A4. 
CONCLUSIONS 
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(b) 
Fig. 9. Overall forces on docked DMJ (a) and KIF (b) in the active site. Dark blue: crystal 
DMJ, pink: crystal KIF, orange: crystal Man605, red: Ca2+. 
led to an increased interest in the modeling of carbohydrate-protein interactions.42 
Knowledge ofTS geometry is not only essential for understanding enzyme mechanism but 
also useful in designing inhibitors. In this study we present the use of the docking software 
AutoDock to identify the TS conformational itinerary of a substrate in an enzyme active site. 
Although studies such as this one can only capture the shape complementarity of ligand-
enzyme geometries, they are nevertheless attractive in light of the reduced computational ex-
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pense when compared to more detailed energy calculation methods involving molecular 
dynamics42 or ab initio calculations.21 This method is also limited by the fact that ring 
transformations cannot be continuously modeled; it therefore depends upon careful 
experimental design. However, this study proves that important clues about enzyme activity 
lie in the shape of the active site alone. A thorough local minimization of the ligand, which 
can be achieved with the Solis and Wets algorithm implemented in AutoDock, seems 
necessary to resolve the distinction between the structurally closed docked conformations. 
We have also shown that computing the forces on docked ligands can carry important 
information on ligand dynamics in the active site. The computed forces, along with computed 
energies, help to determine the conformational itinerary of the Ma% substrate as it attains its 
TS geometry. This study, therefore, proves that enough information exists in measurements 
made by AutoDock to decipher important information about enzyme-substrate interaction 
mechanisms. 
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Chapter 6: Conclusions and Future Directions 
Carbohydrates are ubiquitous in nature. As starch and cellulose, they serve as chemical 
energy reservoirs in higher organisms and as important structural elements in plants, respec­
tively. As complex glyeans, they are attached to lipids and proteins on all eukaryotic cell 
surface, literally sugar-coating them. Through post-translational modifications, complex gly-
cans control the fate of newly synthesized cellular proteins, from their folding to their local­
ization, secretion, and degradation. Their presence at the interfaces of cells, tissues, and 
organs through noncovalent interactions with proteins affects biological processes as diverse 
as development, coagulation, and infection by bacterial and viral agents.1 Despite their in­
volvement in diverse life processes, the potential of complex glycans as therapeutics remains 
underexploited, mainly due to a lack of a fundamental understanding of their structure-activ­
ity relationships.1 Along with developments in the experimental toolkit available to sequence, 
manipulate, and study these complex glycans, therefore, computational modeling of carbohy­
drates is expected to play an important role in elucidating carbohydrate structure-function 
relationships. Modeling carbohydrate molecules remains challenging, however, due to their 
inherent flexibility, ring structures, and the high level of hydrogen bond-forming functional­
ity. Since carbohydrates adopt several conformations in solution, the availability of experi­
mental information to derive potential energy functions remains sparse.2 A careful treatment 
of carbohydrate electrostatic interactions seems very important to reproduce hydrogen bond 
geometries and to correctly predict glycosidic bond structure and ring puckering.2 
CONCLUSIONS 
Carbohydrate Docking 
AutoDock, the docking software used in this work, was primarily designed to predict 
how small molecules bind to a receptor of known three-dimensional structure. Earlier ver-
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sions of AutoDock were not designed to dock carbohydrate ligands, since the function used 
to derive internal energies of docked ligands uses a distance cut-off to determine nonbonded 
atom pairs in ligands. Although this can accurately determine nonbonded atoms in linear 
molecules, hydroxy! groups in sugars from distant parts of the ring can approach very closely 
and can therefore be incorrectly be classified as bonded, when actually they are not. This 
leads to incorrect internal energies of docked sugars and also to bad ligand geometries, with 
steric clashes of neighboring hydroxy! groups when the genetic algorithm was used, when 
these are normally weeded out through an energetic penalty when internal energies are 
correctly determined. Due to the free availability of the source code, we were able to write a 
software patch to correct AutoDock's method for determining nonbonded atom lists in the 
ligand, which eliminates bad ligand geometries. 
AutoDock uses a primitive energy function with nonbonded van der Waals and electro­
static terms to determine enzyme-ligand interaction energies and internal energies of docked 
ligands. While this simple energy function is sufficient to model torsional flexibility in a 
manner that generates reasonable ligand geometries, I found that it was not sufficient to 
correctly predict ligand internal energies to an accuracy level essential for comparing differ­
ent docked ligands. I therefore recommend that while comparing docked ligands of similar 
chemical composition, the enzyme-ligand interaction energy be used alone while ranking 
docked ligands. The use of a more evolved energy function remains an option, but this will 
greatly increase the computational expense, since internal energies have to determined for 
every generated ligand of the genetic algorithm's conformer population. The use of a force-
field parameter set specifically optimized for carbohydrate ligands, such as GLYCAM,3 can 
also be explored. 
The high incidence of hydroxyl groups on carbohydrate ligands leads to an extensive net­
work of intra- and intermolecular hydrogen bonding by these molecules. Hydrogen bonds 
have a strong directional dependence, and hydrogen bonding interaction energies fall off 
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steeply with an increase in hydrogen bond angle. Also, hydrogen bonding interaction ener­
gies are usually an order of magnitude stronger than van der Waals interactions. A thorough 
optimization of the former is therefore necessary to accurately predict carbohydrate-enzyme 
interaction energies. I therefore developed an iterative minimization scheme that uses the 
Solis and Wets local minimization algorithm in AutoDock for carrying out a thorough local 
minimization of mannosyl disaccharides docked in c^l,2-mannosidase. The iterative 
minimization scheme successfully helped to resolve the transition-state pathway for the 
enzyme. I therefore recommend using such a minimization scheme to optimize carbohydrate 
ligands while docking with AutoDock. 
Force Computation 
AutoDock uses a grid-based method to evaluate enzyme-ligand interaction energies, 
which can be easily exploited to determine forces on ligand atoms. Since energies are scalar 
quantities, they offer a simple way to score and rank docked ligands and are therefore tradit­
ionally used to report docking results. For instance, energies can offer a simple and easy way 
to keep track of good leads while docking libraries of molecules in in silico drug design ex­
periments. Forces, on the other hand, being vectors, carry information about the environment 
of the ligand and can be used to make predictions about ligand dynamics in the active site. A 
force computation on docked ligands can therefore be useful for enzyme mechanism studies, 
as I have established with Cel7A, Cel7B, and a-1,2-mannosidase. Also, since forces on in­
dividual ligand atoms are vectors, their information can be interpreted in several ways. I have 
used three ways to analyze the forces 
• As a vector sum of forces on all the atoms, to estimate the overall effect of these forces 
on the ligand; 
• As a scalar sum - to estimate the total force distorting the ligand. In both the Cel7B and 
a-1,2-mannosidase docking experiments, for instance, the total distortion force for stabil-
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izing the transition state was -1100-1200 pN. 
• In the a-l,2-mannosidase transition-state study, I achieved a qualitative estimate of the 
direction of the conformational pucker of the ligand by visual inspection of the forces on 
the hydroxyl groups of docked mannosyl disaccharide conformations. 
These studies indicate that forces carry more information with them than energies, even 
though energies are intuitively easier to understand. For instance, force computations clearly 
bring out the fact that the enzyme active site is designed to contort any molecule in its vicin­
ity. These contortions generate a resultant force on the ligand, which if oriented outward 
helps to push it out of the enzyme active site, explaining why enzymes have such high turn­
over rates in spite of their high binding specificities. 
FUTURE DIRECTIONS 
This work establishes the importance of force calculations for obtaining important infor­
mation about enzyme-ligand interactions in docking experiments. Since forces are vectors, 
they can be interpreted in several ways, as described above. In my a-1,2-mannosidase study, 
I used a qualitative method for determing the conformational twists induced by enzyme 
forces on the ligand. It might be useful to develop a quantitive scheme for determining the 
twisting effect of these forces, for instance by calculating the torques generated by these 
forces about different axes of the sugar ring. 
I suggest two different ways to improve AutoDock based on force computations. The first 
is to develop a module for computing and visualizing forces on docked ligands in AutoDock. 
The second idea is to develop an alternate scoring function for ranking docked ligands. Com­
putational docking methodologies have two goals - to accurately predict bound ligand con­
formations and to predict their biological activity.4 Predicting free energies of binding from 
docked energies is inaccurate because is does not capture entropy and solvation effects. From 
my studies of inhibitors docked to a-1,2-mannosidase, I observed that the overall force direc­
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tion on them is related to their biological activities. It seems likely that the potency of an in­
hibitor would depend on its turnover rate from the active site, which may in turn depend on 
the overall force pulling it in or pushing it out of the active site. It would be interesting, there­
fore, to see if force computations can help to develop an alternate method for scoring docked 
molecules. 
REFERENCES 
1. Shriver Z, Raguram S, Sasisekharan R. Glycomics: A pathway to a class of new and 
improved therapeutics. Nat Rev Drug Discov 2004;3:863-873. 
2. Laederach A, Reilly PJ. Modeling protein recognition of carbohydrates. Proteins 2005, 
accepted for publication. 
3. Woods RJ, Dwek RA, Edge CJ, Fraser-Reid B. Molecular mechanical and molecular 
dynamical simulations of glycoproteins and oligosaccharides. 1. GLYCAM_93 param­
eter development. J Phys Chem 1995;99:3832-3846. 
4. Kitchen DB, Decomez H, Furr JR, Bajorath J. Docking and scoring in virtual screening 
for drug discovery: Methods and applications. Nat Rev Drug Discov 2004;3:935-949. 
127 
Appendix: Conformations of the Pyranose Ring 
Cyclohexane as a ring model for the pyranose ring can assume a multitude of different 
conformations, of which a representative selection is shown below. The chair conformation is 
the most stable of the six conformations shown. 
5 6 
P 4 ( )1 planar s 4<^X^>1 skew 
3 2 3 6 
H envelope n ^ ^ chair 
B V ^—He boat 
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JL 
T chair 
3 
Asymmetry in the ring substituents leads to two non-superimposible chair conformations. 
To distinguish between the two conformations, the two pyranose rings are numbered as 
usual. A reference plane is drawn through four atoms so that CI lies out of the plane. The 
ring atom that lies above this reference plane has form of its ordinal number as a superscript 
before the abbreviation of the ring conformation, while the one below the plane is written as 
subscript following the abbreviation. 
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