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Introduction 
  With each passing year computers are used to solve more problems, faster and    
more efficiently. Nevertheless it seems that many problems are, and will remain, 
unsolvable by computers based on standard technologies. Three gigantic obstacles, on 
the road leading to future computers, cannot be circumvented by classical means. (A) 
Microscopic quantum effects: Moore’s law [1] states that the number of transistors in 
a dense integrated circuit doubles approximately every eighteen months. At this rate 
in a few years, we will have to store each bit information at the atomic scale, and 
microscopic quantum effects will play a dominant role. (B) Dissipation: All processes 
in classical computers are irreversible and dissipative. The energy for implementing a 
single logical gate is an order of magnitude larger than the Laudaur energy [2], which 
is the minimal cost consumed by the erasure of a single bit information. This leads to 
problems of heating and energy consumption that grow with the number of operations 
per unit time. (C) Computational complexity: Some problems are simply intractable 
on a classical computer. For instance, storing the state of 71 spins demands 2.4 ×
10ଶଵ bits, approximately the content of all information currently stored by 
mankind [3]! These limitations require us to seek out radically new technologies for 
processing and storing information. While the first two problems may be temporarily 
circumvented by switching to new platforms that implement classical algorithms, 
there is no doubt that that quantum effects must be dealt with in the near future. 
Moreover, quantum algorithms are currently the only known way to transverse the 
obstacle of computational complexity for an important class of problems that include 
quantum simulations.  
 
  Quantum information processors [4] exploit fundamentally new models of 
computation based on quantum mechanical properties instead of classical physics.   
While there is no fixed physical platform or the underlying information processing 
model, most of the known candidates must, almost by definition, deal with quantum 
effects. Moreover most known models are in principle reversible, and minimize the 
erasure of information and thermal dissipation [5]. Most importantly there is a good 
reason to believe that quantum computers can solve some problems exponentially 
faster than a classical computer [4]. For example, fifty quantum bits (qubits) are 
sufficient to simulate the dynamical behaviour of fifty spins.  
 
  Although fascinating and stimulating, the enthusiasm for building large scale 
quantum computers [6,7] is partly challenged by the substantial practical difficulty in 
controlling quantum systems. At present, a number of physical systems can be used to 
implement small scale quantum processors. These include [6]: trapped ions and 
neutral atoms, superconducting circuits, spin-based magnetic resonance, impurity 
spins in solids, photons and others. Amongst all current implementations, nuclear 
magnetic resonance (NMR) [8,9] has been one of the most successful platforms: 
having demonstrated universal controls on the largest number of qubits. Meanwhile, 
many advanced techniques developed in NMR have been adopted to other quantum 
systems successfully. Therefore, despite the huge difficulties in initialization and 
scalability, NMR remains indispensable in quantum computing as it continues to 
provide new ideas, new methods and new techniques, as well as implement quantum 
computing tasks in this interdisciplinary field.  
 
  In Section 1 below we present the basics of quantum information processing (QIP) 
and the implementation of NMR quantum processors. We show how these processors 
can satisfy the general requirements of a quantum computer, and describe advanced 
techniques developed towards this target. In Section 2 we review some recent NMR 
quantum processor experiments. These experiments include benchmarking protocols, 
quantum error correction, demonstrations of algorithms exploiting quantum properties, 
exploring the foundations of quantum mechanics, and quantum simulations. Finally in 
Section 3 we summarize the concepts and comment on future prospects.          
   
1. NMR basics 
  As of 2015, there are many different proposals for quantum computing 
architectures and it is unclear which architecture will results in a quantum computer. 
While the computational model is well defined, the underlying physical 
implementations are still unknown. There are however, five well-accepted physical 
requirements [10] that must be satisfied by any potential candidate. The so-called 
DiVincenzo criteria are: (1) a scalable physical system with well characterized qubits; 
(2) the ability to initialize the state of the qubits to a simple fiducial state, such as 
|000… ۧ; (3) a universal set of quantum gates; (4) a qubit-specific measurement 
capability; (5) long relevant decoherence times, much longer than the gate operation 
time. In this section, we describe how NMR completely or partially satisfies the 
requirements one by one, and interpret the relevant techniques exploited for each 
aspect. All concepts, unless specified, refer to liquid-state NMR which is more 
comprehensible. 
 
2.1 Well-defined qubits 
 
  A two-level quantum system which is analogous to a spin-1/2 particle, can encode a 
qubit. The two levels, usually labeled |0ۧ and	|1ۧ are the equivalent of ߪ௭ +1 and 
−1	eigenstates respectively. These are often referred to as the computational basis 
states. Spin-1/2 systems, such as 1H, 13C and 19F nuclear spins, are natural qubits, and 
are thus used in vast majority of NMR quantum computation experiments1. When a 
nuclear spin is placed in a static magnetic field ܤ଴ along z direction, the dynamical 
evolution will be dominated by the internal Hamiltonian (set = =1)  
 ܪఠ = −(1 − ߪ)ߛܤ଴ܫ௭ = − ଵଶ߱଴ ቂ
1 0
0 −1ቃ, (1) 
where		ߛ is the nuclear gyromagnetic ratio, ߪ is the chemical shift arising from the 
partial shielding of ܤ଴ by the electron cloud surrounding the nuclear spin, and ߱଴ = 
(1 − ߪ)ߛܤ଴  is the Larmor precession frequency. ܫ௭  is the angular momentum 
operator related to Pauli matrix ߪ௭  as ߪ௭ = 2ܫ௭ , and so on for ܫ௫  and ܫ௬ . The 
energy difference between the computational basis states |0ۧ and |1ۧ is the Zeeman 
splitting	߱଴.  
 
  For multiple-spin systems, heteronuclear spins are easily distinguished due to the 
distinct ߛ and thus very different ߱଴ in the magnitude of hundreds of MHz, while 
homonuclear spins are often individually addressed by the distinct ߪ due to different 
local environments. Furthermore the qubit-qubit interactions are the natural mediated 
spin-spin interactions called Hamiltonian J-coupling terms. The dipole-dipole 
interactions are averaged out due to rapid tumbling in liquid solution. The 
Hamiltonian is  
 ܪ௃ = ∑2ߨܬ௜௝൫ܫ௫௜ ܫ௫௝ + ܫ௬௜ ܫ௬௝ + ܫ௭௜ܫ௭௝൯ ≈ ∑2ߨܬ௜௝ܫ௭௜ܫ௭௝. (2) 
The approximation is valid when the weak coupling approximation ∆߱଴ ≫ 2ߨ|ܬ௜௝| is 
satisfied, which is always the case for heteronuclear spins and moderately distinct 
homonuclear spins.  
 
  Therefore, the total internal Hamiltonian for a n-spin system is  
 ܪ௜௡௧ = −∑߱଴௜ ܫ௭௜ + ∑2ߨܬ௜௝ܫ௭௜ܫ௭௝, (3) 
which forms a well-defined multi-qubit system used in most NMR quantum 
computing experiments. 
 
2.2 Initialization 
 
  Initialization is a process to prepare the system in a known state such as the ground 
state	|00… ۧ, which is generally a pure state. The Boltzmann distribution requires 
extremely low temperatureS, about tens of mK at 1GHz, to prepare such state in 
liquid state NMR. To avoid working at such low temperatures, a pseudo-pure state 
                                                              
1 For simplicity we only consider spin ½ systems in this chapter.  
(PPS) [11,12] is used in almost all NMR experiments.  
 
  A n-qubit PPS is described as  
 ߩ௉௉ௌ = ଵିఌଶ೙ ܫመ + ߝ|00… ۧۦ00…|, (4) 
where ܫመ denotes the identity matrix and ߝ~10ିହ is the polarization. In NMR, the 
identity term is invariant under unital operations; these include pulses, free 
Hamiltonian evolution, and ଶܶ  decoherence. Moreover the identity does not 
contribute to measured signal as we will see later. Thus the dynamical behaviour of 
the PPS is the same as that of a pure state. The creation of PPS from thermal 
equilibrium inevitably involves non-unitary transformations since the eigenvalues of 
the PPS and thermal equilibrium state are different. Several approaches such as 
temporal averaging [13], spatial averaging [11], logical labeling [12], and cat-state [14] 
have been proposed to date. However none of these methods are scalable due to 
exponential signal decay as a function of the number of qubits [15]. There are 
scalable methods for preparing qubits in a pseudo-pure state. One such method, 
algorithmic cooling, is presented in detail in Chapter XXXXXXXXX. 
 
2.3 Universal gates 
 
  Physically a quantum algorithm is a dynamical process taking the initial state to a 
final state. One of the breakthroughs of quantum computing was the realization that it 
possible to efficiently break this dynamical process into a finite set of elementary 
gates such as the set that includes finite single-qubit rotations and the controlled-NOT 
(CNOT) gate [4]. In NMR, we can apply external radiofrequency (RF) pulses in the 
transversal x-y plane to realize single-qubit rotations. The external Hamiltonian for a 
single qubit in the lab frame is written as 
 ܪ௘௫௧ = −ߛܤଵൣܿ݋ݏ൫߱௥௙ݐ + ߮൯ܫ௫ − ݏ݅݊൫߱௥௙ݐ + ߮൯ܫ௬൧, (5) 
where ܤଵ is the amplitude of the RF pulse, ߱௥௙ is the frequency and ߮ is the phase. 
For simplicity, we often set ߱௥௙ = ߱଴ and work in the rotating frame at frequency 
߱௥௙, where the internal Hamiltonian vanishes and the external one remains stationary. 
Using the propagator in the rotating frame  
 ܷ = ݁௜ఊ஻భ൫௖௢௦ఝூೣ ି௦௜௡ఝூ೤൯௧ (6) 
and choosing appropriate ܤଵ, ߮ and pulse width t, one can approximate arbitrary 
angle rotations around any axis in the x-y plane. Using Bloch’s theorem we can 
decompose single-qubit unitary into rotations around two fixed axes 
 ݁௜ఈܴ௫(ߚ)ܴ௬(ߛ)ܴ௫(ߜ). (7) 
  A CNOT gate is a unitary gate with has two input qubits usually called control and 
target. The gate flips the target when the control is in the |1ۧ state, and does nothing 
if the control is in the |0ۧ state. In NMR pulse notation the gate can be written as  
 ܷ஼ேை் = √ܴ݅௭ଵ(ߨ/2)ܴ௭ଶ(−ߨ/2)ܴ௫ଶ(ߨ/2)ܷ(1/2ܬ)ܴ௬ଶ(ߨ/2), (8) 
where ܷ(1/2ܬ) = exp	(−݅ߨܫ௭ଵܫ௭ଶ) indicates the J-coupling evolution for time ݐ =
1/2ܬ. The undesired terms in the internal Hamiltonian can be removed via refocusing 
techniques by inserting π pulses in appropriate positions during the evolution. Note 
that this refocusing scheme is inefficient to design when the size of system increases. 
Alternatively, the sequence compiler technique which can track the off-resonance and 
coupling effects followed with correcting the phase and coupling errors is scalable 
and particularly powerful [16]. 
 
  In principle any quantum circuit can be implemented by RF pulses and internal 
Hamiltonian evolutions. In practice however, the requirement for ultra-high precision 
is hard to implement. Conventional composite pulses are accurate in small-size 
systems but hard to scale due to relaxation during the relatively long duration. To 
overcome this problem, optimized pulse engineering techniques inspired by optimal 
control theory for NMR quantum computing have been developed in recent years. 
Here we primarily focus on the GRadient Ascent Pulse Engineering (GRAPE) 
techniques [17].  
 
Pulse engineering based on GRAPE algorithm   
 
  Given some theoretical unitary evolution ௧ܷ௛  the aim of a pulse engineering 
algorithm is to find an experimental pulse sequence ܷ௘௫௣ which, together with the 
free evolution, produces the desired unitary up to some error. The distance between 
the theoretical and experimental pulse is given by the Hilbert-Schmidt fidelity  
 Φ = หtr൫ ௧ܷ௛ ௘ܷ௫௣ற ൯ห
ଶ/4௡. (9) 
 In NMR the experimental unitary is an N step digitized pulse where unitary operator 
for the m-th step is 
 ܷ௠ = ݁ି௜[ு೔೙೟ା∑௨ೖ(௠)ு೐ೣ೟]∆௧, (10) 
where ݑ௞(݉) , the controllable RF fields, remains constant at each step. The 
optimization process starts with a guess for the optimal sequence. At each subsequent 
iteration we alter ݑ௞(݉) according to the gradient  
 ݑ௞(݉) → ݑ௞(݉) + ߳ ∆஍∆௨ೖ(௠). (11) 
After a number of iterations the fidelity Φ will reach a local maximum, and will 
usually provide a high-fidelity GRAPE pulse to implement	 ௧ܷ௛.   
  
  The GRAPE optimization method is much faster than conventional numerical 
optimization methods. It is robust to RF inhomogeneities and drift of chemical shifts, 
as well as friendly to the spectrometer due to its smoothness. The major drawback of 
GRAPE technique is the inefficiency with respect to the system size. However, 
separating the entire system into small subsystems may moderately reduce the 
complexity [16]. Another drawback is possible discrepancies between the designed 
pulse and implemented pulse. A feedback system called pulse fixing can be employed 
to correct these systematic imperfections. 
 
Pulse fixing 
 
  Non-linearities in pulse generation and amplification, and bandwidth constraints of 
the probe-resonant circuit, prohibit a perfect match between the designed pulse and 
real one. The solution is measuring the control field at the sample and closing a 
feedback loop which can iteratively adjust the control pules so that the real field at the 
sample matches the designed one. First a pickup coil is used to measure the fields in 
the vicinity of the sample, and the data is fed back to compare with the target pulse. 
Then a new pulse attempting to compensate the imperfection is generated based on 
the measurement result, and sent back to the pulse generator. A good match between 
design and experiment is typically reached after 8-10 loops. 
 
2.4 Measurement 
 
  The measurement in NMR is accomplished with the aid of an RF coil positioned at 
the sample. This apparatus can detect the transversal magnetization of the ensemble, 
and transform the time-domain signals into frequency-domain NMR spectra via 
Fourier transform. The detection coil is very weak coupled to the nuclear spins, and 
does not contribute much to decoherence. However, due to the interactions with the 
heat bath and inhomogeneity of the static field, the nuclear spins still decohere, 
leading to free induction decay (FID) of the time-domain signal. The weak 
measurement process cannot extract much information from a single spin and is not 
projective. Nonetheless, the ensemble averaged measurement provided by bulk 
identical spins can, for some purposes, provide more information than a projective 
measurement.   
 
  The FID measurement allows us to extract the expectation values of the readout 
operators in the x-y plane in a single experiment. Pauli observables outside the x-y 
plane can be rotated into the x-y plane first and then measured in the allowed basis. In 
this way full quantum state tomography [18,19] is achievable in NMR to determine all 
elements of the density matrix describing the quantum state.  
 
2.5 Decoherence 
 
  Decoherence remains a fundamental concern in quantum computation as it leads to 
the loss of quantum information. It is traditionally parameterized by the energy 
relaxation rate T1 and the phase randomization rate T2. T1 originates from couplings 
between the spins and the lattice, which are usually tens of seconds in an elaborate 
liquid sample. T2 originates from spin-spin interactions such as the unaccounted terms 
in the internal Hamiltonian. For NMR quantum computing the timescale T2* which 
involves the effect of inhomogeneous fields is often more important than the intrinsic 
T2 time. Characteristic T2* ranges from tens of milliseconds to several seconds, 
compared to the two-qubit gate time about several milliseconds. For simple quantum 
tasks, it is sufficient as hundreds of gates can be finished before T2* has elapsed. 
However, for complex algorithms, other ideas have to be employed to counteract the 
decoherence and preserve the information. Here we introduce how to use RF selection 
technique to improve T2*.   
 
RF selection 
 
  In NMR, the RF inhomogeneity can be mostly eliminated by running a RF 
selection sequence. This is a sequence of pulses followed by a gradient field that 
removes polarization on all but a small part of the sample. The part which is left 
polarized is restricted to a more homogeneous field strength. We have used the RF 
selection sequence as  
 ܴ௫(ߨ/2)[ܴି௫(ߨ)]଺ସൣܴఏ೔(ߨ)ܴିఏ೔(ߨ)൧
଺ସܴ௬(ߨ/2) + ܩݎܽ݀݅݁݊ݐ, (12) 
where the sum over ߠ௜  should be ߨ/8 and the number of loops can be varied 
according to the requirement of homogeneity. The RF selection sequence is applied 
prior to computation sequences in the experiment, and the signals produced by the 
inhomogeneous portion of the sample are discarded after the gradient pulse. RF 
selection improves the timescale T2* significantly at the cost of signal loss. For 
instance, rising the homogeneity to ±2% will result in around 12% residual signal. 
 
2. Recent experiments 
2.1 Benchmarking 
 
  Characterizing the level of coherent control is important in evaluating quantum 
devices. It allows for a comparison between different devices, and indicates the 
prospects of these devices with respect to the fault-tolerant quantum computing  [20]. 
The traditional approach for characterizing any quantum process is known as quantum 
process tomography (QPT) [21,22], which has been realized in up to 3-qubit systems 
in experiment [23–28]. However an arbitrary process on a n-qubit system has ܱ(2ସ௡) 
free parameters. So, while QPT fully characterizes the process it requires exponential 
number of experiments, making it impractical even for moderately large systems. For 
most practical purposes however, we do not need to determine the value of all free 
parameters experimentally. For quantum error correction, a few parameters related to 
the level of noise are required. Several useful techniques such as twirling [29–31], 
randomized benchmarking [32–34], and Monte Carlo estimations [35,36] can be used 
to characterize a given quantum process. In the following we describe an 
experimental realization of the twirling process.  
 
  Twirling is the process of conjugating a quantum process by random 
(Harr-distributed) unitaries. The quantum process is then reduced to a depolarizing 
channel with a single parameter to describe the strength of the noise. The twirling 
procedure provides a way to estimate the average fidelity of an identity operation with 
a few experiments depending only on the desired accuracy. It can be extended to 
characterize the noise of various unitary operations such as those in the Clifford 
group2. It is however, not useful for separating preparation and measurement errors. 
Randomized benchmarking is the generalization of twirling by applying a sequence of 
Clifford gates and measuring the fidelity decay as the function of an increasing 
number of gates. The decay rate is independent of the preparation and readout errors 
up to an additional normalization, but the shortcoming is it cannot provide the 
information for a particular quantum process. Monte Carlo estimations have the same 
scaling as the twirling protocol in the case of Clifford gates, but are not as natural as 
twirling if the probability of a given weighted error is required.  
 
  In this section, we focus on the twirling and randomized benchmarking protocols, 
and describe the relevant NMR experiments [29,31,34,37] briefly. We show that 
reliable coherent control has been achieved in NMR quantum computing up to seven 
qubits.  
 
Characterization of a quantum memory 
 
  Ideally qubits in a quantum memory do not evolve dynamically, i.e. the dynamical 
evolution is the identity. The original twirling protocol, proposed by Emerson et 
al. [29], considers noisy quantum memories, where the quantum process is a faulty 
identity Λ. The average fidelity of this process is defined as  
 ܨത(߉) = න݀μ(߰) ۦ߰|߉(|߰〉〈߰|)|߰ۧ, (13) 
where ݀μ(߰)  is the unitary invariant distribution of pure states known as 
Fubini-Study measure [32]. It is equivalent to average over random unitaries 
distributed according to the Harr measure ݀μ(ܸ)  [32].  
 ܨത(߉) = න݀μ(ܸ) ൻ߰หܸற D߉ Dܸ(|߰〉〈߰|)ห߰ൿ, (14) 
  Formally the continuous integral of Eq (14) can be replaced by a finite sum over a 
unitary 2-design [30] such as, the Clifford group Ϲ. 
 
ܨത(߉) = 1|Ϲ|෍ ൻ߰หϹ௜
ற D߉ DϹ௜(|߰〉〈߰|)ห߰ൿϹ೔∈Ϲ
. (15) 
It is possible to show [29] that the average fidelity above can be derived from an 
                                                              
2 The Clifford group is the group of unitary operations that leave take Pauli operators to Pauli 
operators.  
experiment where instead of conjugating by elements of the Clifford group C we 
conjugate over the single-qubit Clifford group ܥଵ applied to each qubit individually 
together with a permutation. In this way Λ is symmetrized to a Pauli channel instead 
of a depolarizing channel, however the task of noise characterization is simplified to 
the finding the probability of no error Pr(0) in this channel. 
 ܨത(߉) = 2
௡Pr(0) + 1
2௡ + 1 , (16) 
where n is number of qubits.  
 
  To measure the probability of no error Pr(0), we can probe the Pauli channel with 
the input state |00…0〉, followed by a projective measurement in the n-bit string 
basis. For an ensemble system such as NMR, we can use n distinct input states ρ௪ =
ܼ௪ܫ௡ି௪, where w is the Pauli weight defined as the number of nonidentity factors in 
the Pauli operator. This is followed by a random permutation operation π௡ and a 
random 1-qubit Clifford. The average of the output states returns the scaled parameter 
of the input. Fig. 1 shows the circuit for both cases. 
 
  To estimate Pr(0) to precision δ it is enough to perform log	(2݊/δଶ) 
experiments [29], such that each experiment requires random conjugation by a 1-qubit 
Clifford and permutation. 
 
Fig. 1 Quantum circuit to implement the twirling protocol for the purpose of quantum 
memories. The standard one requires one input state |00…0〉  and conjugation by Ϲ௜ , 
whereas the ensemble one requires n distinct input states and an additional permutation ߨ௡.  
  The NMR experiments to demonstrate the above protocol were implemented on 
both a 2-qubit liquid sample chloroform CHCl3 and 3-qubit single-crystal sample 
Malonic acid C3H4O4. To evaluate the level of quantum memories, C48 pulse 
sequence [38] was utilized to suppress the evolution of the internal Hamiltonian. Two 
experiments including one cycle of a C48 sequence with 10µs pulse spacing and two 
cycles C48 with 5µs pulse spacing were performed to characterize the unknown 
residual noise. The results show that the probabilities of one-, two-, and three-body 
noise terms all decrease substantially by using the latter sequence. For instance, Pr(0) 
increases from 0.44 for the one-cycle case to 0.84 for the two-cycle case.   
 
Characterization of Clifford gates 
    
  Moussa et al. proposed [31] a slight modification of the original twirling protocol, 
to efficiently estimate the average fidelity of a Clifford gate, by inserting an identity 
process in the original twirling protocol. If a noisy quantum operation ܷே = ܷ D߉ 
can be represented by a noisy process Λ followed by the application of the target 
unitary ܷ, an identity process written as ܷற Dܷ can be inserted between Ϲ௜ற and Λ 
in Eq (15). Thus the average fidelity of a noisy identity Λ	 transforms to the average 
fidelity of a noisy unitary gate ܷே	 	
 ܨത(߉) = 1|Ϲ|෍ ൻ߰หϹ௜
றܷற Dܷே DϹ௜(|߰〉〈߰|)ห߰ൿϹ೔∈Ϲ
. (17) 
This is further simplified by combining the pieces following ܷே  into a new 
measurement	ܯ௡௘௪ = ܷϹ௜ܯϹ௜றܷற. Note that for an ensemble system the permutation 
operations π௡  need to be applied accordingly, see Fig. 2. In general, this new 
measurement is difficult to implement as ܷ  is usually impossible to realize in 
experiment. However, if ܷ is an element of the Clifford group and the original 
measurement ܯ is a Pauli measurement (always the case in NMR), ܯ௡௘௪ can be 
calculated efficiently. The remaining steps are the same as the characterization of 
quantum memories described in the original twirling protocol. 
 
 
Fig. 2 Quantum circuit for modified twirling protocol to certify noisy Clifford gates. An 
identity process ܷறܷ is inserted to generate the aim ܷே. ߩ௜ = Ϲ௜ߨ௡(ܼ௪ܫ௡ି௪)ߨ௡றϹ௜ற is a 
random Pauli state and ܯ௡௘௪ = ܷϹ௜ߨ௡ܯߨ௡றϹ௜றܷற  is an efficiently pre-computed Pauli 
operator if ܷ is a Clifford gate.  
  Despite the limitation of the protocol to characterize only Clifford gates, the 
modified twirling protocol is still significant since Clifford gates construct the 
elementary units in the vast majority of fault-tolerant quantum computations based on 
stabilizer codes, where universality is granted by magic state preparations [39]. In 
addition, the evolution of states under Clifford gates can be tracked efficiently, as 
mentioned above. 
 
  The first experiment for certifying Clifford gates was implemented by a 3-qubit 
single-crystal sample Malonic acid C3H4O4 in NMR. The aim was to certify the 
encoding operation of the phase variant of the 3-qubit quantum error correcting 
code [40]. This can be decomposed into two CNOT gates and three single qubit 
Hadamard gates. A GRAPE pulse [17] with the length 1.5ms was designed to 
implement this encoding operation, and was rectified by pulse fixing in experiment. 
The estimation of the average fidelity before and after the rectification is 86.3% and 
97.3%, respectively. After factoring out the preparation and measurement errors, the 
average fidelity of the rectified implementation was improved to be over 99%.  
 
  Another experiment of certifying a 7-qubit Clifford gate in NMR was carried out 
recently [37]. The sample was Dichlorocyclobutanone, and the seven carbons formed 
a 7-qubit quantum processor. The target Clifford gate was chosen as the one to 
generate the maximal coherence from single coherence with the aid of a few local 
gates. A 80ms GRAPE pulse was obtained to realize this operation with a theoretical 
fidelity over 99%, followed with the rectification by pulse fixing in experiment. 1656 
Pauli input states were randomly sampled out of the entire Pauli group, which consists 
of 16383 elements, to achieve a 99% confidence level. The average fidelity of this 
Clifford gate is 55.1%, which is reasonable because high weight Pauli states are 
extremely fragile to the effect of decoherence. To assess the gate imperfections, the 
decoherence effect was simulated under the assumption that it could be factored out. 
The average fidelity with the elimination of decoherence increased to 87.5%. As the 
Clifford gate involved about six two-qubit gates and twelve single-qubit gates, the 
average error per gate was estimated about 0.7%, attributed to the imperfections in 
designing and implementing the GRAPE pulse. The NMR spectra observed after 
applying this Clifford gate were used as further evidence of the level of control.  
 
Randomized benchmarking of single- and multi-qubit control 
 
  The twirling protocol requires a lower error rate in preparation and measurement 
than the quantum gate being certified, and cannot identify errors that are due to 
preparation and measurement. As a result, randomized benchmarking was developed 
as a modification of the twirling protocol that enables the estimation of error rates per 
gate for a particular quantum system, independent of the preparation and 
measurement errors.   
 
  The idea is similar to the one used for characterizing a single Clifford gate, but 
replacing the single Clifford gate with a sequence of one- and two-qubit Clifford gates, 
that are uniformly sampled from the Clifford group. The outcome is the fidelity decay 
as a function of the number of Clifford gates in the sequence. Assuming that the errors 
are independent of the gates, the preparation and measurement errors provide only an 
additional normalization to the fidelity decay curve. Note that the sequence must be 
constructed by Clifford gates, to enable the output state tracking and reversal gate 
designing.  
 
  Both single- and three-qubit experiments have been performed in NMR [34]. For 
the single-qubit experiment, the sample was unlabeled chloroform. The Clifford gates 
were randomly chosen from π/2 and π rotations around x, y, or z axis, and applied 
sequentially for utmost 190 times. Traditional Gaussian pulses, BB1 composite pulses 
and GRAPE pulses were all tested, with the average fidelity 2.1 × 10ିସ, 1.3 × 10ିସ, 
and 1.8 × 10ିସ, respectively. The results were initially somewhat surprising as the 
optimized GRAPE pulses could not surpass the performance of the BB1 pulses. The 
explanation is that GRAPE pulses are more sensitive to implementation imperfections 
such as finite bandwidth effects. 
 
  3-qubit experiments were performed using 13C-labeled trissilane-acetylene, and the 
Clifford group generating set was chosen to be the Hadamard, PHPற(a Hadamard 
conjugated by a phase gate) and nearest-neighbour CNOT gates. The sequence was 
constructed by randomly choosing the gates from the above group, with 2/3 
probability to implement the single-qubit gates and 1/3 probability to implement the 
two-qubit CNOT gates. All the operation were optimized by 99.95% fidelity GRAPE 
pulses. Starting from a fixed initial state ZII, the theoretical output could be tracked 
and recovered to return to ZII in the end. By comparing the signal loss as a function of 
number of gates and fitting the exponential fidelity decay, the average error per gate is 
about 4.7 × 10ିଷ, which is an order of magnitude higher than the expected error 
4.4 × 10ିସ obtained from the GRAPE imperfection and decoherence. This implies 
there are still unknown factors which have yet to be handled in the pulse design. 
 
2.2 Error correction and topological quantum computing 
   
  To build a reliable and efficient QIP device, a quantum system should be resilient to 
errors caused by unwanted environmental interaction and by imperfect quantum control. 
The progressive development of quantum error correction codes (QECC) and fault 
tolerant methods in the past two decades have been central to determining the 
feasibility of implementing a quantum computer. The threshold theorem proves that 
implementing a robust quantum computer is possible in principle, provided that the 
error correction schemes can be implemented physically above a certain 
accuracy [41,42,43]. Using error correction methods, a quantum computer can tolerate 
faults below a given threshold that depends on the error correction scheme used. 
Despite many outstanding achievements in the theoretical field, implementing such 
schemes in physical experiments remains a significant challenge, in large due to the 
requirement for a relatively large number of qubits. NMR was one of the early 
platforms used to take up the challenge of demonstrating fault tolerance in real 
experiments. In this section, we outline some of the fundamentals of fault tolerance and 
review some experimental implementations of QECC in NMR. 
 
  The basic ideas behind quantum error correction schemes [4,47] are similar to those 
used in classical error correction methods, which exploit the idea of redundancy. 
Suppose the information carried in a classical bit is copied (encoded) onto two other 
bits. The logical bit is now the encoded three physical bits. For simplicity, let us assume 
we are interested only in storing the information. During the storage time, bit flipping 
errors can occur, and the errors need to be corrected. For this purpose, we need to check 
repeatedly whether the three bits are all in the same state. Whenever a discrepancy 
occurs, we can use a majority vote to bring all three bits to the same states. The method 
assumes that the probability of two erroneous bits is much lower than the probability of 
a single erroneous bit.  
   
  Extending the classical scheme to the quantum case requires some care. First of all, 
we need to avoid direct measurement on an encoded state to prevent a quantum 
superposition from collapsing. As shown in Fig. 3, this can be done by adding ancilla 
qubits to the circuit and applying appropriate gates to obtain sufficient information 
about the error without learning the state of the logical qubit. Subsequently, the ancilla 
qubits can be measured to obtain an error syndrome, which ideally contains the relevant 
information about which qubit is affected by what kind of error. Secondly, a quantum 
encoding scheme can exists without violating the 'no cloning principle’ of quantum 
states. The quantum encoding step repeats the state only on a computational basis, 
which is different from copying a state (i.e. ߙ|0〉 + ߚ|1〉 ⎯⎯ →⎯encoding ߙ|000〉 + ߚ|111〉, 
not (ߙ|0〉 + ߚ|1〉)⊗ଷ).  
 
 
Fig. 3 To detect the error in the encoded state, the ancilla qubits are used to obtain information 
about the error. Subsequently, the error syndromes can be used to detect and identify the 
errors. With this knowledge, we can recover the state by applying appropriate recovery 
operation to the erroneous state. 
  Any decoherence phenomenon can be decomposed into two types of errors: X and Z. 
Here, X and Z are Pauli matrices. X (or bit flip) errors flip the spin states, from |0〉 to 
|1〉 and vice versa, whereas Z (or phase flip) errors have the effect 
 
1
√2 [|0〉 + |1〉] ௓⇔
1
√2 [|0〉 − |1〉].  (18) 
In a NMR system, Z errors are similar to the T2 decoherence effect; while T1 is in the 
class of X errors although it is not symmetric. Depending on circumstances, a code 
might focus on correcting one of the two types. Since the two types are closely related, 
a code that corrects one type can be easily modified to fix the other type. To correct for 
both types of errors, a larger code might be necessary. For example, Shor's nine qubit 
code [44] is a code based on two 3-qubit codes, one for X errors and one for Z errors. 
 
  Several early quantum error correction codes, such as the three qubit phase error 
correcting code and five qubit error correcting code, were first implemented using a 
NMR QIP device [45–47]. The three qubit phase error and five qubit error correction 
codes correct a single qubit phase error and an arbitrary single qubit error, 
respectively [48]. These implementations demonstrated the benefits of quantum error 
correction, showing that error correction indeed protects the quantum information even 
in the presence of gate imperfections. Ideally, to protect quantum information from 
decoherence, the error corrections should be applied repeatedly. This requires resetting 
ancilla qubits to a pure state after each error correction state, such that they can be 
reused for the next round. To achieve this, the time it takes to reset ancilla qubits should 
be considerably shorter than the duration of a desired circuit. In NMR the natural reset 
time is T1. Consequently, the lifetime of the circuit is comparable to the time it takes to 
reset the ancilla qubits. Moreover, even if the T1 values of ancilla qubits are an order of 
magnitude shorter, these qubits will reset to a thermal equilibrium state (in NMR 
systems) instead of the desired pure state. Therefore, existing NMR implementations 
are limited to a single round of correction. A single round includes encoding, 
decoherence, decoding and error correction steps. The solution to this problem is an 
active area of research. Methods such as algorithmic cooling can be used to increase the 
number of rounds [49]. 
 
 
Fig. 4 A bad propagation of errors. An error in the control qubit propagates to the target qubit 
as well. 
  Recently, Zhang et al. [50] realized the implementation of logical gates (Identity, Not, 
and Hadamard) on encoded qubits to demonstrate the use of quantum error correcting 
codes in an information processing task. The previous demonstration of single round of 
the five qubit error correction code [47] was extended by applying a logical gate after 
the encoding step.  To realize this additional step, they used a dipolar coupled system 
which reduced the duration of the experiment by the order of magnitude compared to 
Ref. [47], which was about 300ms. To implement each gate, each of the five physical 
qubits was subjected to I, X, Z, and XZ errors (16 possible errors). Comparing the 
averaged fidelities of the 16 outgoing states with and without the error correction, they 
showed that the gates perform better when error correction is applied. The 
improvement in terms of average fidelity was 0.0837, 0.0528, and 0.0196, for Identity, 
Not and Hadamard gates respectively. 
 
  To perform fault-tolerant quantum computing, it is important that errors do not 
propagate badly. It is critical to ensure that when qubits interact, errors from one qubit 
do not propagate uncontrollably to the rest of the system. One way to do so is to 
compute and correct errors transversally [51,52]. For example, consider applying a 
CNOT gate between two logical qubits (see Fig. 4), a bit flip error on the control qubit 
will propagate to the target qubit3.  
                  
  In an error correction model, different methods to implement the logical gates can 
lead to different models for error propagation. For example, there are two ways to apply 
a CNOT between two logical qubits, encoded using the three-qubit code, ߙ|0〉 +
ߚ|1〉 → ߙ|000〉 + ߚ|111〉 (see Fig. 5). In the first case, an error occurs on the first 
qubit of the first block. This error will propagate to all the qubits in the second block, 
causing a logical error which is not correctable. By implementing a CNOT gate as 
shown in the second case, we can avoid this bad propagation of errors. One error on the 
logical control qubit will propagate to at-most one error in the logical target qubit. Each 
can be corrected individually. This second case is an example of a transversal CNOT 
gate. 
 
           
Fig. 5 Two different ways to implement a CNOT gate between the two three-qubit codes: the 
example on the left is an example of a bad implementation of a CNOT gate between the two 
three-qubit codes. An error on the first qubit of the first block can propagate to all the qubits 
in the second block. On the contrary, the right example propagate to at most one error on the 
bottom encoded qubit and thus remains correctable. 
  By applying the gates transversally between the encoded blocks, we can ensure errors 
propagate in a controllable manner. Unfortunately, for any given code, it is not possible 
to implement a universal set of gates transversally [53]. One way to overcome this 
problem in constructing a universal fault-tolerant quantum computer is to use special 
states known as magic states along with the transversal gates [54–56,60]. These special 
states can be used together with transversal gates to perform an operation which is 
otherwise not transversal. Other proposed techniques include concatenation of two 
different codes [57], transversal gates with the addition of gauge fixing [58], as well as 
code conversion [59]. However, magic state preparation is currently one of the most 
well-studied techniques. One method of special interest is the transversal Clifford plus 
the use of the T-type magic state used to implement the remaining gate in the universal 
gate set [39]. 
 
                                                             
3 In general, a protected space does not necessarily encode a single qubit, and single qubit gates are 
often not transversal.  
  Preparation of a high fidelity magic states may be critical for universal fault-tolerant 
quantum computation. Magic state distillation is a method to prepare a number of high  
fidelity magic states from the larger number of low fidelity magic states. Souza et 
al. [61] demonstrated magic state distillation for the first time using NMR. They 
showed that they have sufficient control to distill five imperfect magic states into a 
single higher fidelity magic state. The higher fidelity target T-type magic state  
 ρெ = ൣܫ + ൫ߪ௫ + ߪ௬ + ߪ௭൯/√3൧/2 (19) 
was prepared from the five copies of imperfect states 
 ρ = ൣܫ + ݌൫ߪ௫ + ߪ௬ + ߪ௭൯/√3൧/2 (20) 
where	p = sin ߙ, 	ߙ ∈ [ߨ, 3/2ߨ]. To quantify how close the imperfect state is from the 
target magic state, they measured the m-polarization defined as	p௠ = 2Tr(ρெρ). They 
showed that the m-polarization increases after performing the magic state distillation 
based on the five qubit error correction code, if the input m-polarization 
(m-polarization averaged over the five imperfect states) is large enough (>~0.65). 
 
Topological Quantum Computing (TQC) using anyons 
  If the quantum error correction method introduced above is an algorithmic way to 
protect quantum information, topological quantum computation is the work towards 
realizing a physical medium that is naturally resilient to decoherence. Anyons, exotic 
quasiparticles, can be used to realize such a medium. In anyonic topological codes, the 
computation is encoded in a degenerate ground state of a two dimensional system that 
supports anyons [62].  
 
  Due to their fault-tolerant nature, anyonic systems have been gaining much attention 
lately for their prospects in building quantum memories and topological quantum error 
correction architectures [62,63]. Currently, most of the contributions to the field have 
been theoretical, due to the difficulty in building the relevant topological systems. Here 
we will briefly discuss the past and future contributions of NMR to the field of 
experimental topological quantum computation. To lead to this discussion, we will first 
introduce anyons and their properties. For simplicity, we will treat anyons as 
fundamental particles, although a more correct term would be quasi-particles, 
excitations that behave like particles. After discussing the basic properties, we will 
discuss how fault-tolerant quantum computation can be achieved with anyons in a 
general setting, and we shall conclude the topic with an explanation of a specific 
anyonic error correction scheme which has been demonstrated in NMR. 
 
  Anyons are particles that can be created in a two dimensional system, such as a spin 
lattice system [64]. They have a unique property which distinguishes them from other 
fundamental particles such as bosons or fermions. This property, known as fractional 
statistics, plays a key role in TQC. Unlike bosons and fermions, anyons behave in a 
non-trivial way under particle exchange. 
 
  This operation of exchanging the positions of particles is referred to as a 'braiding 
operation' [62] in general. Here, we will focus on an operation where we exchange the 
positions of two particles twice. Intuitively, we would expect the system to come back 
to its original state as in the case of bosons and fermions. However, if we exchange the 
positions of two anyons twice, the wavefunction can either obtain a phase factor, 
ranging from 0 to 2π  (abelian anyon), or evolve according to a unitary matrix 
(non-abelian anyon). 
 
 
Fig. 6 The operation that exchanges the particles twice is equivalent to circulating one particle 
around the other. The effect of this operation in two dimensions depends on the topology. 
  This interesting phenomenon is the result of different topologies that can be 
manifested in the two dimensional case. Exchanging the positions of two particles 
twice is equivalent to moving one particle around the other as shown in Fig. 6. Such a 
braiding path can always be contracted to a point for a three dimensional case, whereas 
the braiding path confined on a plane (a two dimensional case) cannot be contracted to 
a point (for more detailed explanation, refer to Fig. 7). This may result in anyons with 
non-trivial statistics. 
 
Fig. 7 The topological difference of the braiding path between the three dimensional (left) and 
the two dimensional (right) cases (circles with A and B represent particles): the braiding path 
(black), can be smoothly deformed to the red path for the three dimensional case (imagine the 
situation where we are pulling one end of the black loop, and we also have freedom to move 
this loop up and down). Similarly, this red loop can be further deformed to a point, which is 
effectively doing nothing on the system. However, in a two dimensional case, since the black 
loop is confined in a plane, we cannot continuously deform the path to the red one (unless we 
make a cut). Here, again, imagine pulling one end of the black loop, but without the freedom 
of moving the loop up and down. The loop gets stuck because of the particle B. 
  Although we cannot build a truly two-dimensional system [62,63], we can physically 
realize an effective two dimensional system. Therefore, anyons do not appear as 
fundamental particles, but as quasiparticles, usually localized defects or excitations of 
quantum systems. 
 
  The quantum states of anyons can be used for QIP. By creating and moving anyons 
around, we can encode our information in the anyonic state space. As long as the 
quasi-particles are stable, the information stays safe. Gate operations can be 
implemented by braiding anyons. In this way, we ensure that the state evolves exactly, 
since the statistics constitute a unique particle property. This property is exact and path 
independent. It does not matter which paths we use to braid the anyons, as long as the 
topology of the paths are the same. In other words, the path depends only on its global 
(topological) property, not a local property. This feature provides flexibility when 
implementing a braiding operation, since there is no need to form a precise loop and 
small wiggles in the path have no effect. 
 
  To use anyons for quantum computing, we should first come up with a consistent 
mathematical model which describes the braiding and fusion statistics of different types 
of anyons [62,65]. Working out a mathematical model with appropriate braiding and 
fusion statistics to implement a desired circuit is non-trivial. Moreover, having a 
mathematical anyonic model which can perform universal set of quantum gates using 
only topological operations, i.e. the Fibonacci anyonic (non-abelian) model [62], does 
not necessarily mean we can realize the model experimentally. In fact, although there 
has been experimental demonstration of existence of abelian anyons [66], the 
experimental evidence of non-ablien anyons is still not conclusive, despite extensive 
ongoing progress [67]. 
 
  While topological quantum computing is fascinating, there is a lot of interest in 
using anyons for only part of the design, for example in quantum memories and 
quantum error correction codes. Since many of these ideas rely on exploiting abelian 
anyons, they can be physically realized with near future technology.  
 
  One well-known topological quantum error correction scheme is the quantum 
double model [62,63]. In this model, quantum information is encoded into a collective 
state of interacting spins on a two-dimensional surface. This encoding scheme takes 
the spatial relationship between the qubits into account, unlike conventional QECC. 
These topological systems have certain important properties. First of all, the 
Hamiltonian of these systems possesses a finite energy gap between degenerate 
ground states and the excited states. Information encoded in the ground state is 
therefore protected by this energy gap, since a jump from the ground state to the 
excited state has an associated energy cost. Also, the information is encoded in a 
non-local way, for example, not only in one particular spin but rather in the state of 
the entire system. Hence, local errors cannot alter the information. Most importantly, 
any local errors (excitations) are realized as the creation of a pair of anyons. This is 
the critical underlying feature which give rise to the properties mentioned above. Thus, 
the errors can be corrected by annihilating the anyons, connecting the two through a 
topologically trivial loop which is contractible to a point. Some gate operations can be 
realized by moving anyons through topologically non-trivial loops. Such encoding 
schemes have several desirable features: high feasibility, requiring only 
nearest-neighbor interaction; robustness to local perturbations; and access to 
topological operations. 
 
  Since the underlying Hamiltonian that supports anyons is not the natural 
Hamiltonian of a molecule in a magnetic field, anyonic systems are not directly 
implementable in a NMR system. However, there has been an experimental 
demonstration of the toric code [63], an example of quantum double models. Feng et 
al. [68] took a state preparation approach. Instead of realizing the Hamiltonian of the 
toric code, they prepared its ground state, which is a highly entangled state. This 
approach cannot realize all the properties of the toric code, notably the protection of 
the ground states by the energy gap. However, it can be used to study the properties of 
the codespace (the grounds state) that are independent of the Hamiltonian. Particularly, 
how those properties behave under non-ideal noise and whether we have sufficient 
control to realize the braiding operations on the codespace with current technology. 
With the state preparation approach, Feng et al. [68] simulated a small instance (six 
qubit system) of the toric code [69] and demonstrated operations equivalent to the 
creation, manipulation and braiding operations of anyons in the toric code system. 
The experiment showed that we have a sufficient control to realize such operations. 
Similar experiments were also performed in quantum optics [70,71]. Extending such 
experiments, we can also explore the path independence property of anyonic braiding 
operations with NMR. Such small-system experiments of NMR QIP make small steps 
towards experimental TQC. 
 
2.3 DQC1 
   
  While liquid state NMR was the first test bed for quantum information processing, 
objections about the ‘quantumness’ of this platform were raised early on due to the 
amount of noise in the system. One objection [72] was that liquid state NMR systems 
at room temperature could not produce entanglement - Schrodinger’s “characteristic 
trait of quantum mechanics” [73] - and are therefore not quantum in the real sense of 
the word. To challenge that idea, Knill and Laflamme [74,75] came up with an 
algorithm which is specifically tailored to NMR systems. The algorithm called 
Deterministic quantum computing with 1 qubit (DQC1), was designed for a processor 
that has highly mixed input states, intermediate unitary operations and ensemble 
readout. The input state has n spins in the maximally mixed state and one pseudo-pure 
spin.  
 
  For simplicity we describe a specific version of the DQC1 algorithm for estimating 
the normalized trace of a 2௡ × 2௡ unitary matrix. This task is expected to be hard to 
compute (i.e. it scales exponentially with n) due to the exponential number of 
elements in the sum4. Consider the circuit in Fig. 8, the input is the ݊ + 1	qubit state, 
 
1
2௡ାଵ [2߳|0ۧۦ0| + (1 − ߳)ܫ] ⊗ ܫ
⊗௡]. (21) 
We call the first (pseudo-pure) qubit the control and the other n maximally mixed 
qubits the target. The output is 
 
1
2௡ାଵ ൣ2߳|0ۧۦ0| ⊗ ܫ
⊗௡൧ + 1 − ߳2௡ାଵ [|1ۧۦ1| ⊗ ܷ௡ܫ
⊗௡ܷ௡ற 
+|1ۧۦ0| ⊗ ܷ௡ܫ⊗௡ + ห0ۧۦ1| ⊗ ܫ⊗௡ܷ௡ற൧. 
(22) 
Tracing out the target we get the final state for the control, 
 ߩ௙௖ =
1
2 ܫ +
1
2௡ାଵ Re[Tr(ܷ௡)]ߪ௫ +
1
2௡ାଵ Im[Tr(ܷ௡)]ߪ௬. (23) 
The readout 〈ߪ௫〉	and	〈ߪ௬〉 is natural for NMR. We assume that ܷ has an efficient 
description in terms of a quantum circuit so that the algorithm is relatively easy to 
implement.  
 
  To prepare the initial state, it is possible to use the thermal state and depolarize the 
n target qubits. One way to achieve this is to rotate them into the x-y plane, and then 
apply a gradient to the magnetic field. The gradient randomizes the phase and the 
target system is left in a maximally mixed state.   
 
  The DQC1 computational complexity class is the class of problems that can be 
solved efficiently using the DQC1 model. This class is unchanged even if we allow a 
constant k pseudo-pure qubits (DQC-k), instead of a single pseudo-pure qubit. To 
show that a processor has the computing power to solve problems in this class, it is 
sufficient to show that it can solve a single problem which is complete for this class5. 
The first experimental implementation of a complete problem for DQC1 was an 
algorithm for approximating the Jones polynomial at the fifth root of unity [76,77], 
which is a problem derived from knot theory. Details of the problem are given in 
Ref. [77], for our purposes it is sufficient to note that the algorithm is a special case of 
the algorithm in Fig. 8. The unitary gate ܷ௡ is the braid representation of the relevant 
knot, and the Jones polynomial at the fifth root of unity is approximated using the 
weighted trace of ܷ௡, a block diagonal matrix in the computational basis. The exact 
structure of the relevant matrices ܷ௡ (as n grows) makes the problem complete for 
DQC1. 
 
  The algorithm requires two pseudo-pure qubits, so the target system is prepared in 
the state 
 12୬ [2ϵ′|00ۧۦ00| + (1 − ϵ′)I] ⊗ I
⊗୬ିଵ].  (24) 
                                                              
4 The argument regarding the number of elements to be summed is somewhat simplistic, since we 
only require an estimate. Nevertheless, there is good reason to expect the computation scale 
exponentially with n [78]. 
5 Strictly speaking it should also be scalable.  
As noted above, this does not change the complexity class. The matrix ܷ௡ is block 
diagonal and the pseudo-pure qubit on the target system is rotated so that the final 
result is a weighed sum of the trace of the two blocks. The experiment [76] was 
performed on trans-chrotonic acid, a 4-qubit molecule prepared in an initial state of 
two pseudo-pure qubits and two maximally mixed qubits. The aim was to distinguish 
between six distinct Jones polynomials corresponding to braid representations 
encoded in the two blocks of the 8 × 8 unitary matrix.  
 
Fig. 8 The DQC1 circuit for evaluating the normalized trace of a unitary matrix with 
2௡	diagonal elements. The output state shown by Eq. (23) on the control qubit is measured to 
estimate the normalized trace of U. This task is believed to be computationally hard for a 
classical computer.  
  Decoherence was a major source of noise in the experiment. To compensate, the 
reference spectrum was measured using a similar experiment with the identity instead 
of the controlled unitary. The other sources of error were gate fidelities, these were 
maximized using GRAPE [17]. The algorithm was implemented for 18 different 
braids that had to be divided into six different groups corresponding to the six distinct 
values of the Jones polynomials. The results gave a 91% success rate at distinguishing 
different values.  
 
  While this experiment demonstrates good control, it is not clear how far it is 
possible to scale the number of qubits with similar gate fidelities. The issue of noise in 
DQC1 is problematic, since there is no known error correction procedure within this 
scheme. It is not yet known at which point this approximation algorithm fails due to 
errors.  
 
  The DQC1 model undermines the claim that entanglement is the essence from 
which quantum computer derive their power. It is known that for any bipartite cut the 
DQC1 algorithm can generate only a small amount of entanglement [78]. Perhaps 
more importantly, in the trace estimation algorithm the control is never entangled with 
the target. Since entanglement seems to play a major role in pure state QIP,  it was 
suggested [74,78] that a more general form of quantum correlation called quantum 
ߩ௙௖12 ܫ +
߳
2 ߪ௭ 
1
2௡ ܫ
⊗௡ 
discord [80,81] plays a similar role to in DQC1. Studies on the relation between 
quantum discord and quantum computing were extended to other measures with some 
success [80]. One issue with these quantities is that they are usually hard to calculate. 
However, a DQC1 algorithm can be used for calculating one quantum correlation 
measure called the geometric discord [82]. An experiment for measuring the 
geometric discord in DQC1 was also implemented in NMR using similar methods to 
the experiment for estimating the Jones polynomial [82]. 
2.4 Foundation 
   
  One of the first suggested uses for quantum computers was to test the foundations 
of quantum mechanics [84]. One may say that fault-tolerant quantum computers will 
be the ultimate test of the theory, but for the time being simpler experiments have 
been carried out on small quantum processors. In NMR such tests are sometimes 
problematic due to the major downsides of ensemble QIP: the noise and the lack of 
projective measurements. Nevertheless a number of experiments related to 
foundations have been carried out on NMR processors. In the following we describe 
two experiments, a state-independent test of contextuality that avoids the need for 
pure states and a weak measurement protocol that overcomes the inability to perform 
projective measurements. 
 
Quantum measurement and the von Neumann scheme 
 
  Both of the protocols below rely on a particular implementation of the von 
Neumann measurement scheme. For a Pauli observable	σ୬ෝ and a spin ½ system S 
initially in the state α|↑ۧ + β|↓ۧ	 (written in the eigenbasis of 	σ୬ෝ ), a projective 
measurement has the following properties: (a) The outcome is ±1 with probability 
given by the Born rule P(+1) = |α|ଶ, P(−1) = |β|ଶ and (b) the state of S after the 
measurement is the corresponding eigenstate of	σ୬ෝ.   
 
  In the von Neumann scheme, the measurement result is recorded on an ancillary 
system called the meter, in our case a spin ½ initially prepared in the |0ۧ state. The 
measurement is a unitary interaction between the meter and the system such that, after 
the interaction, the state is	α|↑ۧ|0ۧ + β|↓ۧ|1ۧ	. We can then say that a meter readout of 
|0ۧ	corresponds to a +1 or ↑ result and |1ۧ	corresponds to a -1 or ↓ result. In NMR, 
the meter can interact with single quantum system and then we take the average of 
this meter.  
 
Testing contextuality 
 
  One difference between quantum and classical systems is that measurements are 
inherently probabilistic and disturbing. Since the early days of quantum theory there 
were suggestions that the probabilistic nature of the theory is due to an incomplete 
description and that an underlying ontological hidden variable can be used to make 
the theory deterministic. Theoretical results give bounds often called no-go theorems 
regarding the possibility of an underlying hidden variable theory, the most famous of 
these is Bell’s theorem [85] regarding local realism. Another theorem often attributed 
to Bell is the Kochen-Specker theorem regarding contextuality [86]. Simply stated, 
the theorem shows that a hidden variable theory cannot give probabilities to 
measurement results independently of the context of these measurements.  
 
  Contextuality inequalities involve degenerate observables and must therefore apply 
to systems with at least three Hilbert space dimensions. They usually involve specific 
states that violate the inequality, usually pure states. Cabello [87] came up with a 
simple inequality which is state independent and therefore more natural for NMR. 
The inequality involves measurements on two spins. There are nine observables (the 
entries in Table 1) and six correlation measurements (the rows and columns of Table 
1). Each measurement is a correlation measurement of the product of three 
commuting (or co-measureable) observables Oଵ, Oଶ, Oଷ	(e.g.	Rଵ = IZ ⋅ ZI ⋅ ZZ). Now 
let us assume that quantum mechanics is an incomplete theory and that there is a more 
complete description of nature (a hidden variable) such that we know that the 
outcomes of independent measurements of these observables should be	oଵ, oଶ, oଷ. 
Since the observables commute we know that the result of a measurement of the 
product	OଵOଶOଷ must give the outcome	oଵoଶoଷ. Looking at Table 1 we can see that 
these products (for each row or column) are proportional to the identity, so regardless 
of the state they should give +1 for all row measurement and the two column 
measurements cଵ, cଶ and -1 for the final column	cଷ. Adding these up we get	β = rଵ +
rଶ + rଷ + cଵ + cଶ − cଷ = 6. However if we try to give values to each measurement 
(i.e. each observable in the table) we cannot possibly reach the value of 6. The upper 
bound is 4. So the inequality reads β = rଵ + rଶ + rଷ + cଵ + cଶ − cଷ ≤ 4  for all 
non-contextual hidden variable theories. 
 
 ܿଵ ܿଶ ܿଷ  
ݎଵ ܫܼ ܼܫ ܼܼ +1 
ݎଶ ܺܫ ܫܺ ܺܺ +1 
ݎଷ ܼܺ ܼܺ ܻܻ +1 
 +1 +1 -1  
 
Table 1 The six measurements and nine observables for the test of contextually. For any 
quantum states the measurements yield the same, deterministic result. However if one tries to 
assign a deterministic value to each of the 9 observables the table cannot be completed. A 
simple analysis shows that if one assigns values to each observable the measurements obey an 
inequality β=r1+r2+r3+c1+c2-c3≤4, however for any quantum state we get β=6. 
  An experimental test of these inequalities requires 6 correlation measurements (the 
rows and columns of Table 1). In NMR these correspond to different experimental 
setups. Each measurement is a set of three unitary interactions with a single meter 
spin. Each single interaction corresponds to the von Neumann scheme presented 
above, however since the spin ½ meter is modular i.e. two π rotations are equivalent 
to no rotation, the meter only records the correlations. A +1 result on the meter 
corresponds to an even number of +1 results for the three obervables and a −1 
result corresponds to an odd number. The readout is an ensemble average. Since the 
experiment can be done with any initial system state, including the maximally mixed 
state, the model requires only that the meter spin is pseudo-pure. It is therefore within 
the class DQC1 (see Section 3.3).  
 
  The experiment [88] was performed using a macroscopic single crystal of malonic 
acid with ~3% of the molecules triply abled with 13C. The gates were generated using 
GRAPE with an average fidelity of 99.8% and time of 1.5ms. Following the six 
experiments, a value of β = 5.2 ± 0.1 was obtained, giving a violation of more than 
25% with respect to the maximal classical value. Deviations from the predicted value, 
β = 6	can be explained by taking decoherence into account.  
 
Weak measurements 
 
  Weak measurements are performed by taking the standard von Neumann 
measurement and making the interaction very weak. The result of such a measurement 
is a shift of the meter’s wave function by a value proportional to the expectation value 
of the system	ܵ. An interesting phenomenon occurs if after the weak measurement, 
ܵ	is measured in a different basis. In this case the shift is proportional to a weak 
value	ۦ߶|ߪ௡ො|߰ۧ/ۦ߶|߰ۧ|, where	|߰ۧ	is the preparation,	|߶ۧ	is the post-selection (i.e. the 
state corresponding to the result of the final measurement) and ߪ௡ො  is the weakly 
measured observable. For non-trivial post selection the weak value can be complex 
and arbitrarily large.  
   
  The challenge in NMR is post-selection. Since there are no projective 
measurements it is impossible to post-select those molecules that gave the desired 
result for the final measurement. However by using the von Neumann procedure for 
post-selecting, and furthermore getting rid of the systems that fail post-selection by 
adding noise, it is possible to perform the full weak measurement [89].  
 
  Large and complex weak values are a signature of non-trivial post-selection. In an 
experiment [89] the final signal is diminished by |ۦ߶|߰ۧ| due to the noise added in 
the post-selection step. This makes very large weak values hard to observe. However, 
complex weak values are not difficult to observe as long as |ۦ߶|߰ۧ| is not too small. 
In addition decoherence causes the calculated weak values to be slightly lower than 
the ideal result, this is more apparent as |ۦ߶|߰ۧ| grows. Overall in the experiment 
weak values of 2.3 (compared with a maximal eigenvalue of 1) as well as complex 
weak values of magnitude 1 were observed with good precision. Attempts to observe 
larger weak values did not reach the theoretical predictions due to decoherence and 
relatively strong coupling that had to be used to counter the small signal.  
 
2.5 Quantum simulation 
   
  Simulating a generic quantum system is believed to be a hard problem for a 
classical computer. Due to the exponential size of the Hilbert space as a function of 
subsystems a simulation may require an exponential number of parameters that need 
to be stored and updated. In 1982 Feynman suggested that a controllable quantum 
system can be used to simulate other quantum systems [90]. Feynman’s idea was one 
of the motivating forces for quantum computing. However in many cases quantum 
simulators are easier to construct than universal quantum computers. In the past 
decades, progress has been made in making the first steps in using one quantum 
system to simulate another one [91]. In the following we outline a few quantum 
simulation experiments done in NMR. 
 
Digital quantum simulation of the statistical mechanics of a frustrated magnet [92] 
 
  The straightforward approach to simulate the evolution of a quantum system is by 
directly implementing a similar Hamiltonian on a different system. This method often 
called analog [93] requires the design of a very specific physical system that can 
simulate a very specific set of Hamiltonians. In digital quantum simulations, the 
initial state is represented by qubits and the time evolution is approximated by 
applying a sequence of short-time unitary gates [94]. The digital simulators are more 
general and usually require better control, often to the level of universal quantum 
computers.  
 
  To study the ground state of an Ising Hamiltonian, it is possible to use an adiabatic 
(analogue) method, however this method requires that the energy gap between the 
ground state and first excited state is large enough to avoid excitations. In general it is 
very hard to determine energy gap efficiently [95]. In the digital simulation [88] the 
groud state is prepared using a quantum circuit which is composed efficently from the 
Hamiltonian.  
 
  An Ising Hamiltonian for 3 spin ½ particles is given by [96]  
 ܪ = J(ܼଵܼଶ + ܼଶܼଷ + ܼଵܼଷ) + ℎ(ܼଵ + ܼଶ + ܼଷ), (25) 
where ܼ௜  is the Pauli-Z matrix for the spin i. For 	J > 0 , the coupling is 
anti-ferromagnetic, and the spins tends to align in opposite direction to minimize 
energy. On the other hand, h, has the effect of aligning spins in same direction.  
These two opposite forces result in a frustrated ground states and a very rich phase 
diagram.  
 
  At ℎ = 0, there are six possible configuration of ground state possible i.e. the 
ground state is six-fold degenerate, so the entropy of the system can be non-zero even 
at  ܶ → 0. Now if by changing ℎ a little bit in either positive or negative direction, 
three of the six configurations are preferred. By increasing h further such that it 
becomes the dominant factor in the Hamiltonian, all the spins will align in the same 
direction and the ground state will be non-degenerate at	ℎ = 	−2J	and	2J, see Fig. 9. 
The purpose of the simulation was to study the magnetization, ܼଵ +	ܼଶ +	ܼଷ and 
entropy equals to Tr(ρ log ρ), where ߩ is the density matrix of Ising spin chain of 
the three spin system as a function of h.  
 
  
Fig. 9 (a) The six possible configuration for the ground state of Ising spin chain with a 
magnetic field h=0, (b) the configuration at h=±2ܬ, and (c) The configurations preferred as a 
function of h.   
  The total magnetization as a function of ℎ is a step function. For ℎ < −2J the 
spins all the spins will point upwards, giving maximum magnetization in upward 
direction. For −2J < ℎ < 0, the tendency to align anti-parallel due to the first part of 
the Hamiltonian makes one out of three spins to point downwards, similarly, for 0 <
ℎ < 2J, two of three spins face downwards and for ℎ > 2J, all of them point 
downwards. For	ℎ = 0, all 6 combinations are equally likely, the system has zero net 
magnetization.  
 
  As for entropy: In the region	ℎ < −2J		and		ℎ > 2J all the spins are aligned in the 
same direction the entropy is minimal. , similarly in −2J < ℎ < 2J	(excluding the 
point ℎ = 0) the ground state is threefold degenerate and the entropy is higher. The 
maximum entropy being at ℎ = 0. Two more points with higher entropy are ℎ =
−2J		and		ℎ = 2J. 
 
  In the experiment 	ଵଷC- labeled trans-crotonic acid was used as the four qubit 
processor. Three carbons were used to simulate the three spin chain while the fourth 
one was used to measure the expectation value of various Pauli operators at the end of 
the protocol and reconstruct the density matrix. This way of reading off elements from 
the fourth carbon's spectra was useful due to its well resolved spectra compared to the 
other three. The starting state was a coherent encoding of the thermal states [97,98]. 
Different unitary evolutions corresponded to variation in the Hamiltonian parameters. 
These were decomposed into single-qubit gates and 2-qubit evolutions so that the 
variation in the Hamiltonian parameters required only phase shift in the applied RF 
pulses. This method exploits the ability to manipulate phases in the RF pulses to high 
precision (resolution of 10ସ per rad). Since entropy is a non-linear function of the 
state, small errors in the density matrix result in higher errors in the calculated 
entropy.  
 
Quantum simulation of entanglement in many body systems [80] 
 
  At zero temperature all the thermal fluctuations resulting in phase transition cease, 
but as seen in the previous experiment, quantum fluctuation can still occur. These 
quantum fluctuations give rise to quantum phase transitions (QPTs), under specific 
conditions. These conditions can be tuned by controlling a parameter in the 
Hamiltonian of the system, for example, the magnetic field. The result of these 
quantum fluctuations is an abrupt change in the ground state wave function [100]. It is 
not always possible to keep track of the ground state wave function to see when the 
QPT has occurred, but one can use different properties which are easier to track. One 
quantity that plays a role is entanglement, however, measuring entanglement in a 
many-body system is a challenging task [101,102]. In Ref. [80] the ground state of an 
XXZ spin chain [103] was simulated and the geometric entanglement (GE) was 
measured to study QPTs.  
 
  The GE of a pure state |Φ〉 is given by the expression [104,105]:  
 ܧ|Φ〉 = 	− logଶ Λ௠௔௫ଶ   , with  Λ௠௔௫ = maxஏ |〈Ψ|Φ〉| (26) 
Where maximization is over all pure product states. Λ୫ୟ୶ 	 can be interpreted as the 
distance from the closest product state |Ψ〉 which is equivalent to the probability to 
end up in this state after performing the optimal local projective measurement on 
every spin. Experimentally GE can be obtained by an iterative method, which 
converges very quickly to its maximal value as a function of number of iterations.  
 
  The iterative method is: choose a random local measurement basis and pick one 
direction for each spin. Vary the basis of the ݅௧௛ spin, to find the measurement that 
yields the largest measurement probability. Next, move on to the next, (݅ + 1)௧௛ spin 
and perform the same procedure. Repeat the procedure by sweeping back and forth 
until the global maximum is reached.  
 
  The XXZ spin chain is described by the Hamiltonian 
 ܪ௑௑௓ = 	෍( ௜ܺ ௜ܺାଵ + ௜ܻ ௜ܻାଵ + ߛܼ௜ܼ௜ାଵ)
ே
௜ୀଵ
, (27) 
Where ௜ܺ , ௜ܻ , and ܼ௜ denotes the Pauli matrices acting on ݅௧௛	spin, ߛ is a control 
parameter and the boundary condition are periodic i.e. ܰ + 1 ≡ 1. The XXZ chain 
can be solved exactly [103] and its ground states have a rich phase diagram. For	ߛ <
−1, the ground state is in a ferromagnetic Ising phase. At	ߛ = −1, first order phase 
transition occurs and from −1 < ߛ ≤ 1 the ground state is in a gapless phase. Again 
at ߛ = 1 there is an ∞ order phase transition and for ߛ > 1 the ground state is in 
the anti-ferromagnetic phase [106]. 
 
  The calculation of ground state energy shows discontinuity at	ߛ = −1, whereas it is 
analytic across ߛ = 1 and so is any correlation function. As a consequence measures 
based on correlation functions are insensitive to the ∞ order transition. GE on 
contrast shows a jump at ߛ = −1 and a cusp (i.e. the derivative is discontinuous) at 
ߛ = −1, making it a better measure to study QPTs [107].  
 
 In principle the closest product state is not known and the iterative method 
described above provides an efficient method to find the maximum overlap and hence 
the GE. The advantage of measuring GE was that both first and ∞ order quantum 
phase transition were detected, with the transition points being when either GE or its 
first order derivative is discontinuous. On the other hand, all the traditional 
statistical-physical methods for QPTs, such as correlation functions and low-lying 
excitation spectra will be continuous at the ∞ order phase transition, since the 
ground state energy is continuous.  
 
  The experiment was performed using the four carbons in crotonic acid dissolved in 
acetone-d6. Various ground states could be prepared by only varying single spin 
rotations and the quantum gates were prepared using the GRAPE algorithm [17]. 
For	ߛ < −1, the experimental value of Λ௜ଶ was measured to be 0.92, 0.048, and 0.019 
compared to theoretical values of 1, 1/16, and 0 respectively. A polynomial fit of 
Λଶଶ 	and		Λଷଶ  shows that they intersect at ߛ = 0.92 compared with the theoretical 
value, ߛ = 1.	 To account for this discrepancy an inverse decay parameter was added 
to experimental data. The new experimental value decay into account gives an 
intersection of Λଶଶ 	and		Λଷଶ  at	ߛ = 1.02. 
 
Quantum data bus in dipolar coupled nuclear spin qubits [108] 
 
  In both (quantum and classical) forms of computation and communication one 
important task is to transfer an arbitrary state from one (qu)bit to another. Many 
quantum state transfer (QST) protocols exists [109–112] such as applying a SWAP 
gate between the qubits. The SWAP gate can be applied by evolving the qubits of 
interest under the dipolar coupling, but experimentally it is difficult when the spins 
cannot be addressed individually, for example, in large-size solid state systems. In 
Ref. [108] a QST protocol was implemented by exploiting a scheme of applying gates 
iteratively to only two qubits at one end of the qubit chain, irrespective of the size of 
the chain. Each iteration transfers part of the information from the point of origin to 
the desired location in the chain, and with fidelity of transfer reaching unity with more 
number of iteration performed.  Dipolar couplings of a liquid crystal sample were 
used. These are much stronger than the scalar couplings, making gate time 
significantly shorter [113]. The benefit of this scheme is that one does not need a 
global control of the spin, or individual control of all the spins in the chain. Two 
individually addressable qubits are sufficient to perform this protocol.  
   
  The aim is to transfer an arbitrary state ߙ|0〉 + ߚ|1〉 from ݆ to ܰ in a ܰ-spin 
system. The Hamiltonian for the spins up to ܰ − 1 is given by 
 ܪ = 12 	ߨ ෍ ܦ௝௞(2ߪ௭
௝ߪ௭௞
(ேିଵ)
(௝,௞ୀଵ;௞வ௝)
− ߪ௫௝ߪ௫௞ − ߪ௬௝ߪ௬௞)  (28) 
where ߪ௫,௬,௭௝  represents the Pauli matrices with ݆ representing the spin on which it 
acts. Evolving the N-1 spins under this Hamiltonian for time ߬ gives  ఛܷ = ݁ି௜ఛு  
with  
 
 
ఛܷ|૙〉 = ݁௜ఏ|૙〉 ; ఛܷ|࢐〉 = ෍ ܽ௞
ேିଵ
௞ୀଵ
|࢑〉 (29) 
where |૙〉	ܽ݊݀	|࢐〉 represent, all spin pointing up and all spins up except the spin ݆ 
pointing down respectively. The bold characters indicate multiple spin state. Now the 
main iterative gate is carefully chosen such that, after n iterations the following 
transformations occur 	(ߙ|૙〉 + ߚ|࢐〉) → ߙ݁௜௡ఏ|૙〉 + ߚ|ࡺ〉 , where ݁௜௡ఏ  is a known 
phase induced by the gate ఛܷ . Since the process is unitary we can invert it to  
transfers arbitrary state from position N to j. Hence one can prepare an arbitrary state 
at any location of the spin chain by having control on only two spins of the chain. 
Another useful extension of this method is to be able to prepare an entangled state 
between any two locations of the spin chain. This can be easily achieved by slightly 
changing the way in which the iterative gate is calculated.  
 
  The experiments were performed on a 4 spin chain provided by the four protons of 
the orthochlorobromobenzene (C6H4ClBr) dissolved in a liquid crystal solvent 
ZLI-1132. We transferred ߪ௫, ߪ௬, and	ߪ௭ from spin 1 to spin 4 on the four spin 
system we have, the experimental fidelities were 0.654 ± 0.046, 0.660 ±
0.052, and	0.693 ± 0.037	 respectively after 100 iterations. The next part of 
experiment involved entangled state where spin 1 and 4 are entangled. The 
experimental fidelity was calculated as 0.77. The major sources of imperfections are 
attributed to the inhomogeneities of the magnetic field, imperfect implementation of 
the GRAPE pulses, and to the decoherence. 
 
3. Conclusion and Perspective 
  Liquid state NMR, one of the first proposals for quantum processors [11,12], has 
clearly demonstrated major steps towards the realization of ideas and concepts of 
quantum information science in the laboratory. However, NMR is an unlikely 
candidate for a quantum computer due to the lack of scalability in practice. Despite 
impressive control, the ratio of gate time to decoherence is still too small as the sizes 
of systems grow to more than a dozen qubits. One way to address this limitation is to 
extend liquid-state NMR to solid-state NMR, where various dynamical nuclear 
polarization techniques can be employed and the speed of gate operations can be 
increased via much larger dipolar couplings. Another way to achieve scalability is to 
involve electrons as actuators in electron spin resonance (ESR) systems [114], to 
achieve indirect control of nuclear spins in a much faster approach [115].  
 
  Even if other platforms will be used to implement an eventual quantum computer, 
NMR still plays a leading role in progressing towards this goal. The experiments and 
techniques reviewed in this chapter should convince the reader that most quantum 
computing schemes within seven qubits or less are reasonably straightforward to 
implement in NMR. The control demonstrated in NMR exceeds the capabilities of 
any other system used today. The advanced techniques developed in NMR quantum 
computation, such as GRAPE pulses and pulse fixing, have been extended to many 
other systems successfully to realize high-fidelity control. The lessons learned in the 
history of NMR quantum computation have and continue to be indispensable in the 
development of experimental quantum computation.    
 
Acknowledgement  
 
  We thank Rolf Horn for helpful comments and discussions. This work is supported 
by Industry Canada, NSERC and CIFAR. 
 
Bibliography 
[1] G. Moore, Electronics 114 (1965). 
[2] R. Landauer, IBM J. Res. Dev. 5, 183 (1961). 
[3] M. Hilbert and P. López, Science 332, 60 (2011). 
[4] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum 
Information: 10th Anniversary Edition (2011), p. 702. 
[5] C. H. Bennett, IBM J. Res. Dev. 17, 525 (1973). 
[6] T. D. Ladd, F. Jelezko, R. Laflamme, Y. Nakamura, C. Monroe, and J. L. 
O’Brien, Nature 464, 45 (2010). 
[7] I. Buluta, S. Ashhab, and F. Nori, Rep. Prog. Phys. 74, 104401 (2011). 
[8] L. M. K. Vandersypen, 76, 1037 (2005). 
[9] J. A Jones, Prog. Nucl. Magn. Reson. Spectrosc. 59, 91 (2011). 
[10] D. P. DiVincenzo, Fortschritte Der Phys. 48, 771 (2000). 
[11] D. G. Cory, A. F. Fahmy, and T. F. Havel, Proc. Natl. Acad. Sci. 94, 1634 
(1997). 
[12] N. A. Gershenfeld and I. L. Chuang, Science 275, 350 (1997). 
[13] E. Knill, I. Chuang, and R. Laflamme, Phys. Rev. A 57, 3348 (1998). 
[14] E. Knill, R. Laflamme, R. Martinez, and C. Tseng, 404, 21 (2000). 
[15] W. S. Warren, Science 277, 1688 (1997). 
[16] C. A. Ryan, C. Negrevergne, M. Laforest, E. Knill, and R. Laflamme, Phys. 
Rev. A 78, 12328 (2008). 
[17] N. Khaneja, T. Reiss, C. Kehlet, T. Schulte-Herbrüggen, and S. J. Glaser, J. 
Magn. Reson. 172, 296 (2005). 
[18] I. L. Chuang, L. M. K. Vandersypen, X. Zhou, D. W. Leung, and S. Lloyd, 
Nature 393, 143 (1998). 
[19] I. L. Chuang, N. Gershenfeld, and M. Kubinec, Phys. Rev. Lett. 80, 3408 
(1998). 
[20] J. Preskill, Proc. R. Soc. A Math. Phys. Eng. Sci. 454, 385 (1998). 
[21] I. L. Chuang and M. A. Nielsen, J. Mod. Opt. 44, 2455 (1997). 
[22] J. Poyatos, J. Cirac, and P. Zoller, Phys. Rev. Lett. 78, 390 (1997). 
[23] R. C. Bialczak, M. Ansmann, M. Hofheinz, E. Lucero, M. Neeley, A. D. 
O’Connell, D. Sank, H. Wang, J. Wenner, M. Steffen, A. N. Cleland, and J. M. 
Martinis, Nat Phys 6, 409 (2010). 
[24] A. Childs, I. Chuang, and D. Leung, Phys. Rev. A 64, 012314 (2001). 
[25] Y. S. Weinstein, T. F. Havel, J. Emerson, N. Boulant, M. Saraceno, S. Lloyd, 
and D. G. Cory, J. Chem. Phys. 121, 6117 (2004). 
[26] J. O’Brien, G. Pryde, A. Gilchrist, D. James, N. Langford, T. Ralph, and A. 
White, Phys. Rev. Lett. 93, 080502 (2004). 
[27] M. Riebe, K. Kim, P. Schindler, T. Monz, P. Schmidt, T. Körber, W. Hänsel, H. 
Häffner, C. Roos, and R. Blatt, Phys. Rev. Lett. 97, 220407 (2006). 
[28] J. Chow, J. Gambetta, L. Tornberg, J. Koch, L. Bishop, A. Houck, B. Johnson, 
L. Frunzio, S. Girvin, and R. Schoelkopf, Phys. Rev. Lett. 102, 090502 (2009). 
[29] J. Emerson, M. Silva, O. Moussa, C. Ryan, M. Laforest, J. Baugh, D. G. Cory, 
and R. Laflamme, Science 317, 1893 (2007). 
[30] C. Dankert, R. Cleve, J. Emerson, and E. Livine, Phys. Rev. A 80, 012304 
(2009). 
[31] O. Moussa, M. P. da Silva, C. A. Ryan, and R. Laflamme, Phys. Rev. Lett. 109, 
070504 (2012). 
[32] J. Emerson, R. Alicki, and K. Życzkowski, J. Opt. B Quantum Semiclassical 
Opt. 7, S347 (2005). 
[33] E. Knill, D. Leibfried, R. Reichle, J. Britton, R. Blakestad, J. Jost, C. Langer, R. 
Ozeri, S. Seidelin, and D. Wineland, Phys. Rev. A 77, 012307 (2008). 
[34] C. A Ryan, M. Laforest, and R. Laflamme, New J. Phys. 11, 013034 (2009). 
[35] S. T. Flammia and Y.-K. Liu, Phys. Rev. Lett. 106, 230501 (2011). 
[36] M. P. da Silva, O. Landon-Cardinal, and D. Poulin, Phys. Rev. Lett. 107, 
210404 (2011). 
[37] D. Lu, H. Li, D. Trottier, J. Li, A. Brodutch, A. P. Krismanich, A. Ghavami, G. 
I. Dmitrienko, G. Long, J. Baugh, and R. Laflamme, arXiv:1411.7993 (2014). 
[38] D. G. Cory, J. B. Miller, and A. N. Garroway, J. Magn. Reson. 90, 205 (1990). 
[39] S. Bravyi and A. Kitaev, Phys. Rev. A 71, 022316 (2005). 
[40] S. L. Braunstein, arXiv:quant-ph/9603024v1 (1996). 
[41]  J. Preskill, Proc. R. Soc. A 454, 385 (1998). 
[42] D. Aharonov and M. Ben-Or, in Proceedings of the 29th Annual ACM 
Symposium on Theory of Computing, El Paso, 1997 (ACM, New York, 1997), 
p. 176. 
[43] E. Knill, R. Laflamme, and W. Zurek, Science. 279, (1998). 
[44] P. W. Shor, Phys. Rev. A 52, R2493(R) (1995). 
[45] D. G. Cory, M. D. Price, W. Maas, E. Knill, R. Laflamme, W. H. Zurek, T. F. 
Havel, and S. S. Somaroo, Phys. Rev. Lett. 81, 2152 (1998). 
[46] J. Zhang, D. Gangloff, O. Moussa, and R. Laflamme, Phys. Rev. A 84, 034303 
(2011). 
[47] E. Knill, R. Laflamme, R. Martinez, and C. Negrevergne, Phys. Rev. Lett. 86, 
5811 (2001). 
[48] R. Laflamme, C. Miquel, J. P. Paz, and W. H. Zurek, Phys. Rev. Lett. 77, 198 
(1996). 
[49] M. Ben-Or, D. Gottesman, and R. Gan, arXiv:1301.1995 (2013). 
[50] J. Zhang, R. Laflamme, and D. Suter, Phys. Rev. Lett. 109, 100503, (2012). 
[51] D. Gottesman, arXiv:quant-ph/0507174 (2005). 
[52] E. Knill, Nature 434, 39 (2005). 
[53] B. Eastin and E. Knill, Phys. Rev. Lett. 102, 110502 (2009). 
[54] E. T. Campbell and D. E. Browne, Phys. Rev. Lett. 104, 030503 (2010). 
[55] E. T. Campbell and D. E. Browne, in Lect. Notes Comput. Sci. (including 
Subser. Lect. Notes Artif. Intell. Lect. Notes Bioinformatics) (2009), pp. 20–32. 
[56] W. Van Dam and M. Howard, Phys. Rev. Lett. 103, 170504 (2009). 
[57] T. Jochym-O’Connor and R. Laflamme, Phys. Rev. Lett. 112, 010505 (2014). 
[58] A. Paetznick and B. W. Reichardt, Phys. Rev. Lett. 111, 090505 (2013). 
[59] J. Anderson, G. Duclos-Cianci, and D. Poulin, Phys. Rev. Lett. 113, 080501 
(2014). 
[60] M. Howard, J. Wallman, V. Veitch, and J. Emerson, Nature 509, 351 (2014). 
[61] A. M. Souza, J. Zhang, C. A. Ryan, and R. Laflamme, Nat. Commun. 2, 169 
(2011). 
[62] J. K. Pachos, Introduction to Topological Quantum Computation, Cambridge 
University Press (2012). 
[63] A. Y. Kitaev, Ann. Phys. (N. Y). 303, 2 (2003). 
[64] F. Wilczek, Phys. Rev. Lett. 49, 957 (1982). 
[65] A. Kitaev, Ann. Phys. (N. Y). 321, 2 (2006). 
[66] F. Camino, W. Zhou, and V. Goldman, Phys. Rev. B 72, 155313 (2005). 
[67] R. L. Willett, C. Nayak, K. Shtengel, L. N. Pfeiffer, and K. W. West, Phys. Rev. 
Lett. 111, 186401 (2013). 
[68] G. Feng, G. Long, and R. Laflamme, Phys. Rev. A 88, 022305 (2013). 
[69] Y. Han, R. Raussendorf, and L. Duan, Phys. Rev. Lett. 98, 150404 (2007). 
[70] C. Y. Lu, W. B. Gao, O. Gühne, X. Q. Zhou, Z. B. Chen, and J. W. Pan, Phys. 
Rev. Lett. 102, 030502 (2009). 
[71] J. K. Pachos, W. Wieczorek, C. Schmid, N. Kiesel, R. Pohlner, and H. 
Weinfurter, New J. Phys. 11, 083010 (2009). 
[72] S. L. Braunstein, C. M. Caves, R. Jozsa, N. Linden, S. Popescu, and R. Schack, 
Physical Review Letters 83, 1054 (1999). 
[73] E. Schrödinger, Die Naturwissenschaften 23, 823 (1935). 
[74] E. Knill and R. Laflamme, Phys. Rev. Lett. 81, 5672 (1998). 
[75] R. Laflamme, D. G. Cory, C. Negrevergne, L. Viola, arXiv:quant-ph/0110029 
(2001). 
[76] G. Passante, O. Moussa, C. A. Ryan, and R. Laflamme, Phys. Rev. Lett. 103, 
250501 (2009). 
[77] G. Passante, Ph.D. Thesis, University of Waterloo (2012). 
[78] A. Datta, S. Flammia, and C. Caves, Phys. Rev. A 72, 042316 (2005). 
[79] A. Datta, A. Shaji, and C. M. Caves, Phys. Rev. Lett. 100, 050502 (2008). 
[80] K. Modi, A. Brodutch, H. Cable, T. Paterek, and V. Vedral, Rev. Mod. Phys. 
84, 1655 (2012). 
[81] H. Ollivier and W. H. Zurek, Phys. Rev. Lett. 88, 017901 (2001). 
[82] B. Dakić, V. Vedral, and Č. Brukner, Phys. Rev. Lett. 105, 190502 (2010). 
[83] G. Passante, O. Moussa, and R. Laflamme, Phys. Rev. A 85, 032325 (2012). 
[84] D. Deutsch, Proceedings of the Royal Society of London A 400, 97 (1985) 
[85] J. S. Bell, Physics 1, 195 (1964). 
[86] S. Kochen and E.P. Specker, J. Math. Mech. 17, 59 (1967). 
[87] A. Cabello, Phys. Rev. Lett. 101, 210401 (2008). 
[88] O. Moussa, C. A. Ryan, D. G. Cory, and R. Laflamme, Phys. Rev. Lett. 104, 
160501 (2010). 
[89] D. Lu, A. Brodutch, J. Li, H. Li, and R. Laflamme, New J. Phys. 16, 53015 
(2014). 
[90] R. Feynman, Int. J. Theor. Phys. 21, 467 (1982). 
[91] I. M. Georgescu, S. Ashhab, and F. Nori, Rev. Mod. Phys. 86, 153 (2014). 
[92] J. Zhang, M.-H. Yung, R. Laflamme, A. Aspuru-Guzik, and J. Baugh, Nat. 
Commun. 3, 880 (2012). 
[93] I. Buluta, and F. Nori, Science 326, 108 (2009). 
[94] I. Kassal, J. D. Whitfield, A. Perdomo-Ortiz, M.-H. Yung, and A. 
Aspuru-Guzik, Annu. Rev. Phys. Chem. 62, 185 (2011). 
[95] B. Altshuler, H. Krovi, and J. Roland, Proc. Natl. Acad. Sci. U. S. A. 107, 
12446 (2010). 
[96] G. H. Wannier, Phys. Rev. 79, 357 (1950). 
[97] M.-H. Yung, D. Nagaj, J. D. Whitfield, and A. Aspuru-Guzik, Phys. Rev. A 82, 
060302 (2010). 
[98] D. Lidar and O. Biham, Phys. Rev. E 56, 3661 (1997). 
[99] J. Zhang, T.-C. Wei, and R. Laflamme, Phys. Rev. Lett. 107, 010501 (2011). 
[100] S. Sachdev, Quantum Phase Transitions, 2nd Edition (Cambridge University 
Press, 2011), p. 517. 
[101] O. Gühne and G. Tóth, Phys. Rep. 474, 1 (2009). 
[102] L. Amico, A. Osterloh, and V. Vedral, Rev. Mod. Phys. 80, 517 (2008). 
[103] V. E. Korepin, N. M. Bogoliubov, and A. G. Izergin, Quantum Inverse 
Scattering Method and Correlation Functions (Cambridge University Press, 
Cambridge, 1997). 
[104] T.-C. Wei and P. Goldbart, Phys. Rev. A 68, 042307 (2003). 
[105] T.-C. Wei, D. Das, S. Mukhopadyay, S. Vishveshwara, and P. Goldbart, Phys. 
Rev. A 71, 060305 (2005). 
[106] J. M. Kosterlitz, and D. J. Thouless, Journal of Physics C: Solid State Physics 6, 
1181 (2002). 
[107] R. Orús and T.-C. Wei, Phys. Rev. B 82, 155120 (2010). 
[108] J. Zhang, M. Ditty, D. Burgarth, C. A. Ryan, C. M. Chandrashekar, M. Laforest, 
O. Moussa, J. Baugh, and R. Laflamme, Phys. Rev. A 80, 12316 (2009). 
[109] S. Bose, Phys. Rev. Lett. 91, 207901 (2003). 
[110] P. Cappellaro, C. Ramanathan, and D. Cory, Phys. Rev. Lett. 99, 250506 
(2007). 
[111] M. Christandl, N. Datta, A. Ekert, and A. Landahl, Phys. Rev. Lett. 92, 187902 
(2004). 
[112] E. B. Fel’dman and A. I. Zenchuk, Phys. Lett. A 373, 1719 (2009). 
[113] T. Mahesh and D. Suter, Phys. Rev. A 74, 062312 (2006). 
[114] M. Mehring, J. Mende, and W. Scherer, Phys. Rev. Lett. 90, 153001 (2003). 
[115] Y. Zhang, C. A. Ryan, R. Laflamme, and J. Baugh, Phys. Rev. Lett. 107, 
170503 (2011).  
 
 
