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INTEGRATION OF QUADRATIC LIE ALGEBROIDS TO
RIEMANNIAN CARTAN-LIE GROUPOIDS
ALEXEI KOTOV AND THOMAS STROBL
Abstract. Cartan-Lie algebroids, i.e. Lie algebroids equipped with a compatible con-
nection, permit the definition of an adjoint representation, on the fiber as well as on the
tangent of the base. We call (positive) quadratic Lie algebroids, Cartan-Lie algebroids
with ad-invariant (Riemannian) metrics on their fibers and base κ and g, respectively.
We determine the necessary and sufficient conditions for a positive quadratic Lie alge-
broid to integrate to a Riemmanian Cartan-Lie groupoid. Here we mean a Cartan-Lie
groupoid G equipped with a bi-invariant and inversion invariant metric η on TG such
that it induces by submersion the metric g on its base and its restriction to the t-fibers
coincides with κ.
Key words and phrases: Lie algebroids, Lie groupoids, Cartan connections, multiplicative
distributions, jet spaces and jet bundles, Riemannian submersions
2010 Mathematics Subject Classification. 58H05, 53C12, 53B21, 58A20, 53B05, 58A30.
Contents
Introduction 1
1. Jet groupoids 2
2. Cartan-Lie groupoids 7
3. Riemannian Cartan-Lie groupoids 10
Bibliography 16
Date: December 2017.
0
RIEMANN-CARTAN GROUPOIDS AND QUADRATIC LIE ALGEBROIDS 1
Introduction
In earlier papers [14, 16] we found a compatibility condition for a Lie algebroid over a
Riemannian base, when the bundle of the algebroid is equipped with a connection. In [14]
we were interested in gauging symmetries of the standard sigma model whose fields take
values in a Riemannian manifold; it turned out that the Lie algebra of Killing symmetries
can be replaced by a more general Lie algebroid, which we called a Killing Lie algebroid.
Even if the target Riemannian manifold does not admit any Killing vector field, such an
algebroid may exist. In the case when the foliation by leaves is regular and the quotient
is well-defined, we have a Riemannian submersion (cf. [27]). Otherwise, as it was proven
in [16], the obtained foliation is Riemannian (in the sense of [25]): every geodesic curve
with an initial velocity orthogonal to the fibers of the foliation remains orthogonal to the
fibers. Notice that in this context the Lie algebroid is not endowed with a fiber metric.
In [15], this setting was extended by precisely such a fiber metric: the main driving
motivation for this study was given by an action functional which generalizes the Yang-
Mills model with Higgs fields by replacing its structure Lie group together with its action
on the space of Higgs fields M by a more general Lie groupoid over M . The functional
of this Curved Yang-Mills-Higgs model (CYMH) is defined whenever one is given the
following data: a Lorentzian manifold (Σ, γ), which serves as the space-time manifold
of the theory, and a Riemannian manifold (M, g) together with a Lie algebroid (A, ρ)
over M , which is supplied with a fiber metric κ and a linear connection ∇, as well as an
A-valued 2-form B on M . The fields of CYMH are bundle maps from the source tangent
bundle TΣ to the target Lie algebroid A viewed as a vector bundle over M . The following
theorem provides the compatibility conditions between the data on the target.
Theorem 0.1 (Kotov-Strobl, [15]). The CYMH-functional SCYMH [15] is gauge invariant
if and only if the following conditions hold:
(1) ∇ is a Cartan connection on the target Lie algebroid A
(2) τ∇(g) = 0;
(3) α∇(κ) = 0;
(4) R∇ + [D, ιρ](B) + 〈t, B〉 = 0.
Here we use the notations from [16] for the Lie algebroid connections τ∇ and α∇, induced
by the ordinary connection ∇ on A (cf. [1, 2] as well as [4, 29, 24] for the related gauge
transformations). In the last condition above, R∇ is the curvature and D the exterior
covariant derivative of ∇, t is the A-torsion of α∇, and ιρ denotes the contraction with
the TM-part of ρ ∈ Γ(A∗ ⊗ TM). The first condition in Theorem 0.1 requires that the
connection ∇ on A is compatible with the Lie algebroid structure of A; it turns A into a
Cartan-Lie algebroid (see Defintion 2.8 below and [16, 1, 2] for more details). The second
condition expresses that A is a Killing Lie algebroid over (M, g), as explained above.
Likewise, we will call a Lie algebroid A together with a fiber metric κ and a vector bundle
connection ∇ satisfying the equation (3) a metric Lie algebroid.
In contrast to the first two conditions, the third and the fourth ones were not yet studied
in detail.
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In the present paper, we give a geometric interpretation of the first three conditions in
terms of a reflection- and bi-invariant metric on a Cartan-Lie groupoid, turning the latter
one into a particular example of a Riemannian groupoid in the sense of [10]; we call such
Lie groupoids Riemannian Cartan-Lie groupoids or simply Riemann-Cartan groupoids
and their Lie algebroids, which are canonically equipped with the data (κ, g) satisfying
the conditions (1), (2), and (3) above, quadratic Lie algebroids; in fact, in this case even
positive quadratic Lie algebroids since g and κ are definite, while the notion generalising
quadratic Lie algebras evidently does not need this restriction. Riemannian groupoides
in the sense of [8] require additional smooth metrics on groupoid nerves; at the end of
this paper we provide a sufficient condition for such an extension to exist.
The paper is organized as follows. In Section 1 we summarize the relevant material on
jet groupoids. In Section 2 we focus on Cartan Lie groupoids. In the last Section 3, we
prove the main theorem of this paper: We provide the necessary and sufficient conditions
for that a Cartan-Lie groupoid G whose Lie algebroid A is equipped with a G-invariant
positive quadratic structure1 can be endowed with a bi-invariant and inversion invariant
metric η such that its restriction to ker(dt)|M ∼= A coincides with κ and the source map
s is a Riemannian submersion onto (M, g).
A.K. would like to thank Projeto P.V.E. 88881.030367/2013-01 (CAPES/Brazil), FAPESP
grant 2011/11973-4 for funding his visit to ICTP-SAIFR in December 2016 and April 2017
where part of this work was done, and the institutional support of UFPR (Curitiba) and
the University Hradec Kralove. T.S. is grateful to the CNRS for according a delegation
and an attachment to beautiful IMPA for one semester and equally to IMPA and its staff
for their hospitality during this stay.
1. Jet groupoids
In this section we restrict our attention to jet groupoids. A more general discussion of
jet spaces can be found in [18, 19] (see also [17, 22, 26] and the references given therein).
For jet groupoids and algebroids we refer to [20, 21]. We presume the knowledge of the
definition and the most basic properties of Lie groupoids (see for instance [23] or [6]).
Let G be a Lie groupoid over a base M whose source and target maps are s and t,
respectively. Let 1x be the identity at x ∈ M and ι the inversion map. Recall that the
multiplication operation on a groupoid G is a smooth map m : G2 → G, where G2 is the
fibered product2 over M
G2 = Gs×t G = {(u, u
′) ∈ G × G | s(u) = t(u′)}
which meets the criteria of associativity. Hereafter we denote the product m(u, u′) by
u ∗ u′ whenever the elements u and u′ are composable.
1In the case that G is source-connected, the AdG-invariance follows directly from the infinitesimal ad-
invariance built into the definition of a quadratic Lie algebroid. We assume that the Cartan structure on
A is the canonical one induced from G here. Cf. also Proposition 2.9 and the remark following Definition
3.4 in the main text below.
2The fibered product Nf×f ′ N ′ of f : N → M and f ′ : N ′ →M is a smooth manifold, if at least one
of the maps is a surjective submersion. We shall also use the notation N ×M N ′ for the fibered product
over M whenever all maps are clearly defined.
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Definition 1.1. Let Z be a smooth manifold. A left G-action on Z is a pair (µ, a) of
maps µ : Z → M and a : Gs×µ Z → Z such that µ(uz) = t(u) for all (u, z) ∈ Gs×µ Z,
i.e. the following diagram is commutative
Gs×µ Z
a
//
t◦pr1
((P
PP
PP
PP
PP
PP
PP
Z
µ ,

M
and the action satisfies u(u′z) = (u ∗ u′)z and 1µ(z)z = z for all compatible u, u
′ ∈ G and
z ∈ Z. Here pri is the projection of the fibered product onto the corresponding factor and
uz is a short notation for a(u, z). We shall call Z a (left) G-space and µ a moment map.
A right G-action and a right G-space are defined in a similar way.
Definition 1.2. A smooth map f between G-spaces (Z, µ, a) and (Z ′, µ′, a′) is a morphism
of G-spaces, if it commutes with the corresponding structure maps, i.e. if the following
diagrams are commutative.
Z
f
//
µ
  
❆❆
❆❆
❆❆
❆❆
Z ′
µ′~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
M
Gs×µ Z
Id×f
//
a

Gs×µ Z
′
a′

Z
f
// Z ′
G-spaces together with their morphisms form a category.
Hereafter we shall assume, for simplicity, that µ is always a surjective submersion.
Definition 1.3. A smooth bundle π : E → Z over a G-space Z is called G-equivariant, if
E is a G-space and π is a morphism of G-spaces. A section of a G-equivariant bundle is
called G-invariant, if it is a morphism of the corresponding G-spaces.
Example 1.4. The base M of a groupoid G is a left and right G-space simultaneously,
where µ = Id and a = t ◦ pr1 or s ◦ pr2 depending on whether we view M as left or right
G-space.
Example 1.5. (G, t,m) and (G, s,m) are canonical left and right G-spaces, respectively;
furthermore, they can be thought of as G-equivariant bundles over M .
Just like local diffeomorphisms of a smooth manifold, local bisections of a Lie groupoid
are endowed with a (partially defined) operation of composition, provided their domains
are compatible. In the present paper we define a local bisection Σ of a groupoid G to be a
submanifold of G such that s(Σ) and t(Σ) are open subsets of M and s|Σ : Σ→ s(Σ) and
t|Σ : Σ→ t(Σ) are diffeomorphisms. In what follows we abbreviate s|Σ by sΣ and likewise
t|Σ by tΣ. Let Σ and Σ
′ be local bisections. Their product is defined iff s(Σ) ∩ t(Σ′) 6= ∅,
in which case it equals to
Σ ∗ Σ′ = m (Σ s×t Σ
′) ,(1.1)
where Σ s×t Σ
′ = {(q, q′) ∈ Σ× Σ′ | s(q) = t(q′)} ⊂ G2. In other words, their product is
Σ ∗ Σ′ = {q ∗ q′ | q ∈ Σ, q′ ∈ Σ′, s(q) = t(q′)} .
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While the space B(G) of global bisections of a Lie groupoid is a group, the space Bloc(G) of
local bisection is a (generalized) pseudogroup (in the sense of [28]).3 Every local bisection
Σ gives us two locally defined diffeomorphisms of G, the left and right translations, which
we denote by LΣ and RΣ, respectively. More precisely, the left translation operator is
acting from t−1s(Σ) to t−1t(Σ) by the formula LΣ(u) = u
′ ∗ u, where u′ is the unique
element of Σ, such that s(u′) = t(u). The right translation operator is defined in a
similar way and is acting from s−1t(Σ) to s−1s(Σ). The left translation LΣ covers a
diffeomorphism ϕΣ = tΣs
−1
Σ
: s(Σ) → t(Σ) with respect to the surjective submersion t,
while the right translation RΣ covers ϕ
−1
Σ
= sΣt
−1
Σ
: t(Σ) → s(Σ) with respect to the
surjective submersion s, i.e. the following diagrams are commutative.
t−1s(Σ)
LΣ
//
t

t−1t(Σ)
t

s(Σ)
ϕΣ
// t(Σ)
s−1t(Σ)
RΣ
//
s

s−1s(Σ)
s

t(Σ)
ϕ−1Σ
// s(Σ)
(1.2)
It is obvious that, for any pair of bisections with compatible domains, LΣ∗Σ′ = LΣLΣ′ ,
ϕΣ∗Σ′ = ϕΣϕΣ′ , and RΣ∗Σ′ = RΣ′RΣ. The inverse map is given by the ”inverse bisection”
ι(Σ), which satisfies in particular ϕι(Σ) = ϕ
−1
Σ
. Therefore the correspondence Σ 7→ ϕΣ is a
morphism from Bloc(G) to the pseudogroup of local diffeomorphisms of M .
The equivariance property of the left and right translations by Σ, expressed via the com-
mutative diagrams (1.2), admits the following generalization.
Proposition 1.6.4
(1) Let (Z, µ, a) be a right G-space. Then there is a morphism from Bloc(G) to the pseu-
dogroup of local diffeomorphisms of Z, such that each local bisection Σ determines
a diffeomorphism from µ−1t(Σ) to µ−1s(Σ).
(2) Let π be a right G-equivariant bundle over Z. Then the pseudogroup Bloc(G) is
acting by local bundle isomorphisms.
(3) Given a local section σ of π over µ−1t(Σ), we obtain a new local section over
µ−1s(Σ), denoted by σΣ.
Proof. For each z ∈ µ−1s(Σ) we define RΣz = zu, where u is the unique element of
Σ, such that s(u) = µ(z). One can verify that RΣ is a diffeomorphism, the inverse of
which is given by ι(Σ), and the correspondence Σ 7→ RΣ obeys the requirements of a right
representation. The second statement follows from the equivariance of π and the third
one from the general property of local bundle isomorphisms. More precisely, if σ is a local
section of π whose domain U is contained in the domain of R−1
Σ
, i.e. µ(U) ⊂ s(Σ), then
R∗
Σ
σ is a section of π over R−1
Σ
U , defined by the formula R∗
Σ
σ(x) = R−1
Σ
σ (RΣx) for all
x ∈ R−1Σ U . 
3See also http://mathworld.wolfram.com/Pseudogroup.html and the reference contained there for the
definition of a pseudogroup.
4We remark that we deal with right G-equivariant bundles over the base of a Lie groupoid in Proposition
1.6 and equally so in Proposition 1.13 below. A right action is more convenient for the corresponding
infinitesimal (Lie algebroid) action; obviously there exist similar left G-equivariant versions of the above
mentioned propositions.
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Denote by V (s) and V (t) the subbundles of vectors that are tangent to the fibers of the
corresponding projections to M , i.e. V (s) = Ker ds, V (t) = Ker dt; henceforth we shall
name them s-vertical and t-vertical, respectively.
Remark 1.7. In contrast to Lie groups, left and right translations are well-defined only
on t-vertical and s-vertical vectors, respectively. Therefore V (t) and V (s) are left and
right G-equivariant bundles over G, respectively (see Example 1.5).
Let us recall that sections of the Lie algebroid A of G are in one-to-one correspondence
with t-vertical left G-invariant vector fields on G. The Lie bracket on sections of A is
induced by the Lie bracket of the corresponding vector fields on G, while the anchor map
ρ is determined by ds.
Remark 1.8. By the construction of the Lie algebroid A of G, there is a canonical
C∞(M)-linear embedding Γ(A) →֒ Γ(TG)s, i.e. into the s-projectable vector fields on
G, which respects the Lie brackets. In other words, A is canonically acting on s : G → M
(cf. [11, 12] for the definition of a Lie algebroid action).
Let ξ be a section of the Lie algebroid A regarded as a left-invariant t-vertical vector field
on G, which we shall denote by the same letter, and ψǫ the flow on G generated by ξ.
Remark 1.9. In the non-compact case we can not guarantee that ψǫ is globally defined; it
should be thought of as a family of local diffeomorphisms {ψαǫ }, solving the corresponding
Cauchy problem over their domains Uα with the initial condition ψαǫ (u)|ǫ=0 = u for each
u ∈ Uα, such that {Uα} gives us an open cover of G. Although the time intervals depend
on the index α, one has ψαǫ = ψ
β
ǫ over U
α ∩ Uβ at a fixed time ǫ from the intersection of
the corresponding time intervals.
From dt(ξ) = 0 we conclude that t◦ψǫ = t. Taking into account that ψǫ is left G-invariant,
we deduce that the flow of ξ is given by the right multiplication on a 1-parameter family
of t-sections λǫ, which are also bisections, where λǫ(x) = ψǫ(1x) for x ∈M . This family λǫ
covers the flow5 of ρ(ξ) onM (see the right diagram in (1.2)). As a corollary of Proposition
1.6, we get the following relation between G-equivariant bundles (Definition 1.3) and Lie
algebroid actions.
Proposition 1.10. Let π : E →M be a right G-equivariant bundle, then the correspond-
ing infinitesimal flow gives us a structure of an infinitesimal Lie algebroid action.
Let Σ ⊂ G be a local bisection such that u ∈ Σ. We denote by [Σ]ku the k-jet of Σ at u.
Definition 1.11. Given a Lie groupoid G, for every k ≥ 0, we denote by Jk(G) the space
of k-th order jets of local bisections of G.
Remark 1.12. Taking into account that every (local) bisection determines a (local) sec-
tion of both s : G →M and t : G → M , we can identify Jk(G) with an (open dense) subset
of Jk(s) and Jk(t), simultaneously, where, by definition, Jk(π) is the space of k−jets of
5In the non-compact case we have a family of local bisections since the flow of ξ on G as well as the flow
of ρ(ξ) on M may not be globally defined, see Remark 1.9. However, such a local description is sufficient
to determine the infinitesimal action of the Lie algebroid of G whenever we have a representation of the
pseudogroup Bloc(G) by local diffeomorphisms; we employ this point of view in Proposition 1.10.
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local sections of a bundle π. Moreover, we have Jk(G) = Jk(s) ∩ Jk(t), provided the jet
spaces of sections are viewed as (open dense) subsets of the space of jets of n-dimensional
submanifolds of G, where n = dimM .
The multiplication of local bisections with compatible domains induces a multiplication
law on Jk(G) which turns Jk(G) into a Lie groupoid, such that the natural projection
maps πk,l : J
k(G) → J l(G) for all l ≤ k are Lie groupoid morphisms. More precisely, let
u ∈ Σ, u′ ∈ Σ′ such that s(u) = t(u′), then [Σ]ku ∗ [Σ
′]ku′ : = [Σ∗Σ
′]ku∗u′ . One notes that the
multiplication is smooth and the so-defined product depends only on the k-jets [Σ]ku and
[Σ′]ku′ and not on the choice of representatives Σ and Σ
′. In particular, if we denote the
source and target maps of Jk(G) by sk and tk, respectively, such that s = s0 and t = t0,
we obtain the equalities sk = sl ◦ πk,l and tk = tl ◦ πk,l. The identity at x ∈M is given by
the k-jet of the identity section and the inverse of [Σ]ku is given by [ι(Σ)]
k
ι(u).
Besides being Lie groupoid morphisms, the canonical projection maps πk,l : J
k(G)→ J l(G)
constitute an inverse system, i.e. πk,l = πm,l ◦ πk,m whenever l ≤ m ≤ k. Thus the inverse
limit J∞(G) = lim
←−
Jk(G), the space of infinite jets of local bisections, is a groupoid again.
The next proposition is about jet prolongations of a G-equivariant bundle over the base
of a Lie groupoid.
Proposition 1.13. Let π be a right G-equivariant bundle over M . Then for each k from
1 to ∞ there exists a canonical structure of a right Jk(G)-equivariant bundle on πk, which
is uniquely determined as follows. Let u ∈ G, x ∈ M such that s(u) = x, let σ be a
local section of π at x and Σ a local bisection of G through u, such that σ and ι(Σ) are
compatible in the sense of Proposition 1.6. Then one has [σ]kx[Σ]
k
u = [R
∗
ι(Σ)σ]
k
s(u).
Proof. The proof is straightforward; it is sufficient to show that the k-jet of R∗
ι(Σ)
σ at
s(u) depends only on the k-jets of σ at x and Σ at u. The groupoid action properties
follow from Proposition 1.6. 
Definition 1.14. Let (A, ρ, [·, ·]) be a Lie algebroid over M . The k−jet Lie algebroid
Jk(A) is the vector bundle of k−jets of sections of A, endowed with the canonical Lie
bracket and the anchor map as follows: the bracket in Jk(A) is defined such that taking
the Lie brackets commutes with the k-jet prolongation of sections,
[jk(ξ), jk(ξ
′)] = jk([ξ, ξ
′])(1.3)
for all sections ξ, ξ′ ∈ Γ(A), while its anchor ρk is fixed by the morphism property to obey
ρk(jk(ξ)) = ρ(ξ) .(1.4)
By the above construction of the Lie algebroid structure on Jk(A), the projections πk,l : J
k(A)→
J l(A) for all l < k are Lie algebroid morphisms, thus the projective limit J∞(A) =
lim←− J
k(A) admits a canonical Lie algebroid structure.
The next statement (cf. [20, 21]) follows from propositions 1.13 and 1.10.
Proposition 1.15. Let A be the Lie algebroid of a Lie groupoid G, then the Lie algebroid
of Jk(G) is Jk(A) for all k ∈ N and the Lie algebroid of J∞(G) is J∞(A).
Corollary 1.16. The infinitesimal flow of the jet prolongation of a Lie groupoid action
gives us the jet prolongation of the corresponding Lie algebroid action.
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Example 1.17. Let G be the pair groupoid associated to a smooth manifold M , G =
M ×M , then Jk(G) is the groupoid of k-jets of local diffeomorphisms of M .
Example 1.18. Let k = 0, then J0(G) = G.
2. Cartan-Lie groupoids
The notion of Cartan-Lie algebroids [1, 2] and their groupoids [3] was pioneered by
A. Blaom; additional details on this subject can be found in these papers. Here we
follow our presentation of Cartan-Lie groupoids as given in [13]. For general multiplica-
tive distributions on Lie groupoids, which play an important role in this context, we refer
to [7] (see also [30, 28]).
We start with properties of the 1-jet groupoid J1(G). Thereafter we will focus on bi-
connections on a Lie groupoid and on Cartan-Lie groupoids.
An element [Σ]1u of J
1(G) can be uniquely identified with the tangent space TuΣ. Now
if we recall that s : Σ → M and t : Σ → M are local diffeomorphisms, we get linear
isomorphisms ds : TuΣ
∼−−→ Ts(u)M and dt : TuΣ
∼−−→ Tt(u)M . With these identifications,
the fiber π−1
1,0
(u) consists of all n-dimensional linear subspaces L ⊂ TuG, n = dimM , such
that the restriction of ds and dt to L are linear isomorphisms:
dsu : L
∼−−→ Ts(u)M , dtu : L
∼−−→ Tt(u)M .
From now on, we shall call these subspaces s-projectible and t-projectible, respectively.
Equivalently, π−1
1,0
(u) coincides with the space of all n-dimensional linear subspaces of TuG
the intersection of which with both V (t) and V (s) is zero. Thus a section of π1,0 can be
regarded as a smooth rank n distribution H on G, consisting of subspaces that are both
s-projectible and t-projectible.
Let (u, u′) ∈ G2 and let L ∈ π−11,0 (u) and L
′ ∈ π−11,0 (u
′). Application of formula (1.1) yields
that the product of L and L′ is equal to dm (L ds×dt L
′), where
L ds×dt L
′ = {(v, v′) ∈ L× L′ ⊂ TuG × Tu′G | ds(v) = dt(v
′)} ⊂ T(u,u′)G
2 .
The proof of the following statement is similar to the proof of Proposition 1.15.
Lemma 2.1. Let Z be a G-space, then its tangent bundle TZ is a J1(G)-space. If π
is a G-equivariant bundle over Z, then dπ is a J1(G)-equivariant bundle over TZ. In
particular, TG admits a canonical structure of both left and right J1(G)-spaces.
Definition 2.2. A section of π1,0, regarded as a bundle without additional structure, will
be called a bi-connection.
Remark 2.3. In a general, a Lie groupoid does not act on its tangent space, see Remark
1.7. However, as soon as we fix a section σ of π1,0, left and right translations become
well-defined on all of TG by combining the map σ with the action of J1(G) on TG (see
Lemma 2.1), although these translations may not be necessarily groupoid actions, unless
σ respects also the groupoid structure of the bundle, cf. Proposition 2.5 below.
In more details, let H be a distribution on G which represents a section of π1,0. Let
(u, u′) ∈ G2, v ∈ TuG, and v
′ ∈ Tu′G. Then the left translation Lu(v
′) is defined as
dm(w, v′), where w is the unique vector in Hu that satisfies ds(w) = dt(v
′); likewise,
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the right translation Ru′(v) is defined as dm(v, w
′), where w′ is the unique vector in Hu′
that satisfies ds(v) = dt(w′). It is obvious that the left G-action on V (t) and the right
G-action on V (s) do not depend on the choice of a bi-connection and thus coincide with
the canonical groupoid actions.
Definition 2.4. A multiplicative distribution on G is a smooth vector subbundle H of TG,
that obeys the multiplicative rule with respect to m, i.e. that satisfies dm (H ds×dt H) ⊂ H,
where
(H ds×dt H)(u,u′) = {(v, v
′) ∈ Hu ×Hu′ | ds(v) = dt(v
′)} ⊂ T(u,u′)G
2 , (u, u′) ∈ G2 .
Proposition 2.5. The following properties are equivalent:
(1) a section of π1,0 is a groupoid morphism;
(2) the corresponding distribution H is multiplicative;
(3) the left and right translations determined by H are left and right groupoid actions
of G, respectively.
Proof. The proof of this proposition follows from the explicit formula of the product
in J1(G) and Lemma 2.1. In particular, one can verify that the multiplicative property
leads to H|M = TM , where M is identified, as usual, with the identity section, and
Hι(u) = dι (H)ι(u). We leave the details to the reader. 
Definition 2.6. By a Cartan-Lie groupoid (or simply a Cartan groupoid) we mean a Lie
groupoid together with a bi-connection that induces a groupoid morphism from G to J1(G).
Equivalently, by Proposition 2.5, a Cartan-Lie groupoid over an n-dimensitonal base is a
Lie groupoid supplied with a multiplicative rank n distribution, which consists of subspaces
that are s-projectible and t-projectible, simultaneously.
Lemma 2.7. Let G be a Cartan groupoid and H its multiplicative distribution. Then
(1) H, V (s), and V (t) are bi-invariant under the corresponding G action;
(2) The horizontal s- and t-lifts of a base vector field are left- and right-invariant
vector fields on the groupoid, respectively.
Proof. The bi-invariance of H follows from the explicit formula of the tangent groupoid
action, cf. Remark 2.3, and the multiplicativity of H , Definition 2.4.
Now we shall prove the other statements. Let X be a vector field onM , X˜ be an arbitrary
s-lift of X , i.e. a vector field on G such that ds(X˜) = X . By the formula of left translation
Lu
(
X˜u′
)
= dm
(
w, X˜u′
)
, where (u, u′) ∈ G2 and w is the unique horizontal vector at u
such that ds(w) = dt(X˜u′). Denote by pr1 and pr2 the canonical projection of G
2 to the
first and second factor, respectively. One has s ◦m = s ◦ pr2, thus
ds
(
Lu
(
X˜u′
))
= d (s ◦m)
(
w, X˜u′
)
= ds(X˜u′) = Xs(u′) .(2.1)
In particular, if X = 0 and thus X˜ ∈ V (s), then Lu
(
X˜u′
)
∈ Vu∗u′(s) for any pair
(u, u′) ∈ G2. This shows that V (s) is a left G-invariant subbundle. On the other hand,
V (s) is also a right G-invariant subbundle, such that the right action of G on V (s) is
independent of the choice ofH , see Remark 1.7, therefore V (s) is a bi-invariant subbundle.
Similarly, also V (t) is a bi-invariant subbundle of TG.
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Let us prove now that the horizontal s-lift of a base vector field is left G-invariant. Let
X˜s be the H-horizontal s-lift of X , i.e. the unique section of H such that ds(X˜s) = X .
Let (u, u′) ∈ G2, then using (2.1) and the multiplicativity of H and the uniqueness of
the horizontal s-lift of a base vector field, we obtain Lu
(
X˜su′
)
= X˜su∗u′. By a similar
argument, we show that the horizontal t-lift of a base vector field is G-right invariant.
This completes the proof. 
Definition 2.8. (A,∇) is called a Cartan Lie algebroid over M , if A is a Lie algebroid,
∇ a connection on A→M , and the induced splitting of the Bott sequence σ : A→ J1(A)
[5] is a Lie algebroid morphism. The corresponding connection ∇ is called a Cartan
connection on A.
Proposition 2.9. The Lie algebroid of a Cartan groupoid admits a canonical Cartan
structure. Vise-versa, a Cartan structure on the Lie algebroid of a target simply-connected
Lie groupoid can be integrated to a Cartan structure on this groupoid.
Proof. By definition, a Cartan groupoid is a Lie groupoid G together with a section
of π1,0 : J
1(G) → G, which is a Lie groupoid morphism. The Lie algebroid of J1(G) is
J1(A), where A is the Lie algebroid of G (Proposition 1.15 for k = 1). Thus we obtain a
canonical section of π1,0 : J
1(A) → A, which is a Lie algebroid morphism. Consequently,
A is a Cartan-Lie algebroid according to Definition 2.8.
On the other hand, a Cartan structure on the Lie algebroid A gives us an action of A on
TG and J1(G), commuting with the left J1(G) actions on TG and J1(G), respectively. This
action determines a left J1(G)-invariant vector bundle connection on TG along t-fibers.
If all t-fibers are simply-connected, then the corresponding parallel transport along t-
fibers, which is also left J1(G)-invariant, gives us an action of G on both TG and J1(G),
commuting with the left J1(G) action. We obtain the required multiplicative distribution
by applying the above mentioned parallel transport to TM , regarded as the tangent
bundle of the identity section of G. 
Definition 2.10. A tensor Ψ on a Cartan groupoid G is called left- (right-) invariant,
if it is invariant under left (right) translations; Ψ is called bi-invariant, if it is invariant
under both left and right translations.
Definition 2.11. The adjoint action of a Cartan groupoid G on (TG|M) is defined as
follows:
Adu(v) = L
−1
u Ru(v) , v ∈ TxG , u ∈ G , s(u) = x .(2.2)
Lemma 2.12. Every section Ψ0 of (TG|M)
⊗p⊗(T ∗G|M)
⊗q, where M is identified with the
identity section, can be uniquely extended by left- (right-) translations to a left- (right-)
invariant (p, q)-tensor on G. This extension is bi-invariant, if and only if Ψ0 is invariant
under the corresponding tensor power of the adjoint action (2.2).
Proof. Straightforward generalization of the similar statement known for Lie groups. 
Lemma 2.13. The restriction of TG to the identity section splits into the direct sum of
AdG-invariant subbundles in two ways:
TG|M = V (t)|M ⊕ TM = V (s)|M ⊕ TM .(2.3)
10 ALEXEI KOTOV AND THOMAS STROBL
The corresponding Lie algebroid action on A ≃ V (t)|M and TM coincides with
α∇ and
τ∇, respectively. Here α∇ and τ∇ are the representations of A on A and TM , obtained
by combining of the corresponding canonical representations of J1 with a splitting of the
Bott exact sequence for J1(A), determined by the Cartan connection.6
Proof. The AdG-invariance of V (t)|M , V (s)|M , and TM follows from Lemma 2.7. By the
functorial property of the correspondence between Cartan-Lie algebroids and Cartan-Lie
groupoids, the induced Lie algebroid action on A and TM is necessarily α∇ and τ∇,
respectively. 
3. Riemannian Cartan-Lie groupoids
Lemma 3.1. Let G be a Cartan-Lie groupoid and let η be a bi-invariant Riemannian
metric on G, that is, for every pair of composable elements u1 and u2 of G one has
L∗u1 (ηu1∗u2) = ηu2 and R
∗
u2
(ηu1∗u2) = ηu1. Then there exist metrics g1 and g2 on M such
that s : (G, η) → (M, g1) and t : (G, η) → (M, g2) are Riemannian submersions. If, in
addition, η is preserved by the inversion map, then necessarily g1 = g2.
Proof. The orbits of the left- (right-) G-action on itself are precisely the source (target)
fibers and this induces a canonical G-action on the respective conormal bundles, called
the transversal action, which then is defined already without the choice of a biconnection.
Now, the left- (right-) G-invariance of η implies that η is transversally invariant under
these left- (right-) translations. Therefore s and t are Riemannian submersions for an
appropriative choice of Riemannian metrics on the base. Given that the inversion map ι
interchanges source and target fibers, ι-invariance implies g1 = g2. 
Definition 3.2. A Cartan groupoid together with a bi-invariant metric which is invari-
ant under the inversion map will be called a Riemannian Carton-Lie groupoid or also a
Riemann-Cartan groupoid.
Remark 3.3. If η is invariant under the inversion and s is a Riemannian submersion,
then t is automatically a Riemannian submersion onto the same Riemannian base.
Definition 3.4. Let A be a Cartan-Lie algebroid over M , g and κ be non-degenerate
metrics on TM and A invariant under the representations τ∇ and α∇, respectively. Then
(A, g, κ) will be called a quadratic Lie algebroid. If g and κ are both positive-definite then
(A, g, κ) will be called a positive quadratic Lie algebroid or, equivalently, we will say that
A is endowed with a positive quadratic structure.
Provided a Cartan groupoid is at least source-connected, every metric on TM or A, which
is invariant under the representations τ∇ or α∇, respectively, will be also invariant under
the corresponding adjoint actions of G.
Definition 3.5. Let G be a Cartan groupoid over M , the Lie algebroid of which is A.
Let (g, κ) be a positive quadratic structure on A and η be a bi-invariant metric on TG
turning G into a Riemann-Cartan groupoid. We shall say that η is compatible with (g, κ)
if s : (G, η) → (M, g) is a Riemannian submersion and the restriction of η to the fibers
6We use the notation from [16]. The original theory belongs to A. Blaom ([1, 2]). The special case of
the representation α∇ was found in [29, 24] independently.
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to A coincides with κ; here A is identified with V (t)|M , the restriction of Ker dt onto the
identity section of G.
The next theorem, inspired by Theorem 0.1, is about the existence and uniqueness of
a Riemann-Cartan structure on a Cartan groupoid G compatible with a given positive
quadratic Lie algebroid structure on A.
Theorem 3.6.
(1) Let (G, η) be a Riemann-Cartan groupoid over M , A its Lie algebroid, and (g, κ)
a positive quadratic structure on A compatible with η. Denote by ρ∗ the conjugate
of ρ : A→ TM with respect to g and κ. Then
(3.1)
√
1− ρρ∗ ∈ Γ(End(TM)) ,
i.e. one has the bound ρρ∗ ≤ 1 and the square root above is smooth.
(2) Let G be a Cartan groupoid over a connected base M , A its Cartan-Lie algebroid,
and (g, κ) a positive quadratic structure on A, invariant under the adjoint action
of G, such that (3.1) holds true. If either A is a non-transitive Lie algebroid or
ρxρ
∗
x = 1 for at least one x ∈ M , then there exists a unique Riemann-Cartan
structure η on G compatible with (g, κ). Otherwise there exist precisely two such
compatible metrics.
Proof. By Lemma 2.12, every bi-invariant metric η is uniquely determined by its restric-
tion η0 to TG|M ; this restriction has to be AdG-invariant. Hereafter, for our convenience,
we shall use the simplified notations V (s) and V (t) for the restrictions of the corresponding
subbundles of TG onto the identity section.
Due to the bi-invariance, η gives us a Riemann-Cartan structure on G compatible with
(g, κ) if and only if
(a) the projection ds : (TG|M , η0) → (TM, g) induces, for all x ∈ M , an isometry
ds : Vx(s)
⊥ → TxM or, equivalently, ds
∗ : TxM → TG|x where ∗ is the conjugation
with respect to the corresponding metrics;
(b) the restriction of η0 onto V (t) coincides with κ (as usual, we identify V (t) with
the Lie algebroid A);
(c) I = dι|M is an isometry of (TG|M , η0).
Combining conditions (b) and (c) and taking into account that V (s) = I (V (t)), we
conclude that the metric on V (s) is uniquely determined by κ. Now we have an exact
sequence of metric vector bundles
0→ V (s)→ TG|M
ds
−→ TM → 0 ,
where the second arrow as well as ds∗ are fiberwise linear isometries. The metrics on
the image and kernel of ds do not uniquely determine the metric η0 on TG|M , unless we
know the orthogonal complement to V (s) in TG|M with respect to η0. Therefore metrics
on TG|M , which fit into the above exact sequence, are in one-to-one correspondence with
complements to V (s). The latter can be uniquely represented as IV (t)⊥, where V (t)⊥
is some complement to V (t). In turn, V (t)⊥ can be uniquely written as the graph of a
bundle map
Ψ: TM → A .
12 ALEXEI KOTOV AND THOMAS STROBL
From now the problem is to find a ”suitable” Ψ, such that the corresponding metric on
TG|M satisfies the conditions (a-c).
Let v ∈ TxM and put v = v
⊥+vs, where v⊥ = v+IΨv ∈ Vx(s)
⊥ and vs = −IΨv ∈ Vx(s).
Since ds(v) = v, we obtain
η0(v, v) = η0
(
v⊥, v⊥
)
+ η0 (v
s, vs) = g(v, v) + κ(Ψv,Ψv) = g (v, (1 + Ψ∗Ψ)v)) ,
where in the last equality we used the definition of the dual map in the presence of metrics,
i.e. κ(Ψv, ξ) = g(v,Ψ∗ξ) for all v ∈ TxM and ξ ∈ Ax. On the other hand we have
0 = η0(v + IΨv, Iξ) = η0(v, Iξ) + η0(IΨv, Iξ) = η0(v, ξ) + η0(Ψv, ξ) = η0(v, ξ) + κ(Ψv, ξ)
for all v ∈ TxM , ξ ∈ Ax, where in the third equality we used that Ker(1− I) = TM . This
gives the following formula for η0 in terms of g, κ, and Ψ:
η0(v, ξ) = −g(v,Ψ
∗ξ)(3.2)
η0(ξ, ξ) = κ(ξ, ξ)(3.3)
η0(v, v) = g ((1 + Ψ
∗Ψ)v, v)(3.4)
where v ∈ TxM and ξ ∈ Ax.
Now let us apply the orthogonality of I one more time. Given that I is an involution,
i.e. I2 = Id, so that TG|M = Ker(1 − I) ⊕ Ker(1 + I), it is sufficient to require that
the ±1 eigenspaces of I are orthogonal to one another. From Ker(1 − I) = TM , we
obtain that one should have η0((1− I)ξ, v) = 0 for any ξ ∈ Ax and v ∈ TxM . Using the
isomorphism between A and V (t), we identify the anchor map ρ with the restriction of
ds to V (t). Taking into account that (1 + I)ξ ∈ TxM , one has (1 + I)ξ = ρ(1 + I)ξ, and
since Iξ ∈ Vx(s), even (1 + I)ξ = ρ(ξ). We therefore obtain the following identity:
0 = η0((1− I)ξ, v) = η0((1 + I)ξ, v)− 2η0(Iξ, v) = η0(ρξ, v)− 2η0(ξ, v) .
From Equations (3.2) and (3.4) we immediately deduce that
g((1 + Ψ∗Ψ)ρξ, v) = −2g(v,Ψ∗ξ)
for all ξ ∈ Ax and v ∈ TxM . Therefore
(1 + Ψ∗Ψ)ρ = −2Ψ∗ .(3.5)
The identity (3.5) implies the following equation for ΨΨ∗
Ψ∗Ψ (1 + Ψ∗Ψ)−2 = (1 + Ψ∗Ψ)−1 − (1 + Ψ∗Ψ)−2 =
1
4
ρρ∗ ,
or, equivalently, (
(1 + Ψ∗Ψ)−1 −
1
2
)2
=
1
4
(1− ρρ∗) .(3.6)
From (3.6) we immediately obtain (3.1) as a necessary condition for the existence of η0
(and thus of a compatible Riemann-Cartan structure on G). This proves the existence in
the second part of Theorem 3.6. Under the condition (3.1), Equation (3.6) implies
(1 + Ψ∗Ψ)−1 =
1
2
(
1− (1− ρρ∗)
1
2
)
(3.7)
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or
(1 + Ψ∗Ψ)−1 =
1
2
(
1 + (1− ρρ∗)
1
2
)
.(3.8)
Given that 0 < (1 + Ψ∗Ψ)−1 ≤ 1, we obtain an additional constraint ρρ∗ > 0 in the first
case (3.7) and no additional constraints in the second case (3.8). Therefore, the equation
(3.6) possesses at least the solution
Ψ∗Ψ = ρρ∗
(
1 + (1− ρρ∗)
1
2
)−2
,
resulting from equation (3.8), which, when combined with (3.5), permits to determine Ψ:
Ψ = −ρ∗
(
1 + (1− ρρ∗)
1
2
)−1
.(3.9)
This proves the existence in the second part of Theorem 3.6. It remains to prove the
uniqueness properties as formulated there.
In regions where ρρ∗ > 0, we can get another local solution for Ψ and thus for η by using
equation (3.8); denoting the previously obtained solution (3.9) by Ψ+ in what follows and
this second one by Ψ−, we have the following two local solutions:
Ψ± = −ρ
∗
(
1± (1− ρρ∗)
1
2
)−1
.(3.10)
The condition that ρρ∗ has no zero eigenvalues, ρρ∗ > 0, is equivalent to A being a
transitive Lie algebroid. (By definition, A is transitive, if, for all x ∈ M , ρx is surjective
or, equivalently, ρ∗x is injective).
From (3.7) and (3.8) we conclude that if (Ψ+)x and (Ψ−)x exist and coincide at some
point x ∈M , then one has ρxρ
∗
x = 1; the proof of the uniqueness will be based upon this
fact as well as upon the following Lemma 3.7.
Lemma 3.7. Let G be a Cartan groupoid over M , (A, ρ, g, κ) be the Lie algebroid of G,
endowed with a positive quadratic structure, and N be a path-connected subset of M , such
that ρ is surjective at each point of N . Let ρxρ
∗
x = 1 at some point x ∈ N , then ρρ
∗ ≡ 1
over N .
Proof. (of Lemma 3.7) Given any point y ∈ N , there exists a path γ connecting y and
x. Let γ˜ be an A−path which lifts γ, dγ = ρ ◦ γ˜, which always exists since A is transitive
over N . By exponentiation of γ˜ we obtain a path on the t−fiber over y, which starts at
the identity at y and ends at some element u ∈ G such that s(u) = x, t(u) = y. Taking
into account that both ρ and ρ∗ are invariant under the Cartan groupoid adjoint action
and thus under Adu, we immediately deduce that ρyρ
∗
y = 1. 
Corollary 3.8 (of Lemma 3.7). Let A be as in Lemma 3.7, M1 be the set of points where
ρρ∗ is equal to 1 and M2 its complement, M2 = M \M1. Then M = M1∪M2 is a disjoint
union of topological spaces. In particular, if M is connected, either ρρ∗ = 1 everywhere
or nowhere.
Proof. (of Corollary 3.8) Suppose x is an arbitrary point of M1, then ρx is necessarily
surjective; this asserts that there exists a path-connected open neighborhood Ux of x such
that ρ is still surjective over Ux. By Lemma 3.7 we have ρyρy∗ = 1 for all y ∈ Ux, which
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means that the neighborhood Ux is contained in M1. By the definition of an open set
(each point containing an open neighbourhood), M1 is open. On the other hand, M1 is
closed as the preimage of a closed set (the unit section of the endomorphism bundle of
TM) with respect to the continuous function ρρ∗. Therefore also M2 is open and closed,
which implies the statement. 
Now we are ready to conclude the proof. According to the above lemma and its corollary,
provided M is connected, if there is one point x ∈ M such that ρxρx∗ = 1, then ρρ
∗ = 1
everywhere on M and there is a unique solution for η resulting from Ψ = Ψ± = −ρ
∗.
In all other cases, two local solutions Ψ+ and Ψ− cannot be glued together. Thus, for
the second solution Ψ 6= Ψ+ to exist globally on a connected base, one needs ρρ
∗ > 0
everywhere on M , which is equivalent to A being transitive. For this second solution to
be different from Ψ+ we still need to exclude the case where the transitive Lie algebroid
A is such that ρρ∗ = 1 at one point and thus everywhere. 
Provided the base M is compact, the norm of ρρ∗ is necessarily bounded, thus the above-
mentioned constraint (3.1) can be achieved by proper rescaling of the metric g or κ
(evidently, ρρ∗ < 1 is sufficient for satisfying (3.1)). Note that in the gauge theoretic
applications, this would be achieved by a sufficiently small coupling constant, which is
necessary for the application of perturbative methods in any case.
In the non-compact case, we can bypass the constraint by choosing the initial metric on
TG|M = TM ⊕ V (t)|M as
ηin = g ⊕ κ ;(3.11)
it will be AdG-invariant, but, in general, not I-invariant. Taking subsequently the average
η0 =
1
2
(ηin + I
∗ηin), the obtained metric remains AdG-invariant, but now is also invariant
under the inversion. However, the obtained Riemann-Cartan structure on G will not be
compatible with κ and g in the sense of Definition 3.5. We will come back to such ideas
once more below.
Remark 3.9. Let us assume that the condition (3.1) is satisfied, then, as a somewhat
longer calculation shows, if we replace g and κ in (3.11) with the also AdG-invariant
metrics g(R·, ·) and κ(C·, ·), respectively, where R = 2
(
1 + (1− ρρ∗)
1
2
)−1
and C = 1 −
1
2
ρ∗Rρ, we will get the solution corresponding to (3.9).
Example 3.10. Let (M, g) be a Riemannian manifold, G be a compact Lie group, acting
on M by isometries and let G = G⋉M be the corresponding action Lie groupoid together
with the canonical flat Cartan-Lie structure, chosen such that the leaves of the underlined
multiplicative distribution are ”constant bisections”, i.e. fibers of the projection G → G.
Let g be the Lie algebra of G, endowed with some bi-invariant Riemannian metric, and
κ be the corresponding flat metric on the action Lie algebroid A ≃ g ×M . By Remark
3.9, we can supply G with a compatible Riemann-Cartan structure provided the condition
(3.1) holds.
Example 3.11. Take the setting of the last example for the case of (M, g) being an
Euclidean vector space (V, gV), i.e. M = V is a vector space and g then a constant metric
tensor on it induced by the bilinear form gV. Then the necessary condition for compatibility
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(in the natural sense of Definition 3.5), 1− ρρ∗ ≥ 0, never holds true, unless ρ = 0: with
ρ being linear, ρρ∗ is quadratic and thus unbounded over M = V.
There are several ways to bypass the exclusion of examples as the previous one, as may be
useful to know for example in the context of gauge theoretic applications, each of which
having different advantages and disadvantages. One of those was already mentioned
around equation (3.11). A likewise option is to equip TG|M = TM ⊕ V (s)|M with g ⊕ κ
and extend it to all of G so as to obtain a bi-invariant metric. In the case of the action
groupoid this leads to the natural Riemannian product structure (G, κˆ)×(M, g), where κˆ is
the left-extension of κ to the group. Now the unit section is even an isometric embedding,
which it cannot be in the case of Definition 3.5. Again this Riemannian structure on G
is not inversion invariant and the t-map is a Riemannian submersion, but for another
metric on the base, namely for g˜ = g(R˜·, ·), where R˜ = (1 + ρρ∗)−1. Coming back to
the special case of an action groupoid, there is a second natural way of identifying the
total groupoid manifold as a product, namely so that the t-map becomes the projection
to the factor M . Equipping this splitting of G with the product Riemannian structure,
one obtains a different metric on G than the one above; this second choice corresponds to
(3.11) certainly.
In the above two procedures, it was either the t-fibers or the s-fibers, both at the iden-
tity section, that were metrically identified with the fibers of (A, κ) and then declared
orthogonal to the TM-fibers; cf. also Lemma 2.13. The respective other fiber then carries
a different metric; for example, in the case of the t-fiber identification (3.11), V (s)|M will
be equipped with the metric κ˜ = κ(C˜·, ·), where C˜ = 1 + ρ∗ρ; κ 6= κ˜ is a direct reflection
of the fact that the resulting groupoid is not Riemannian with such a choice.
There is another option related to the above ones in a kind of democratic way that now
does produce a Riemannian groupoid. We already mentioned in the proof of Theorem
3.6 that for a Riemannian Cartan groupoid the ±1-eigenspaces of I, V± ⊂ TG|M , must
be orthogonal to one another and that V+ = TM . We can now use this last identification
to equip V+, a bundle over the identity section M , with the fiber metric induced by the
Riemannian manifold (M, g). The projector to V− is (1− I)/2; using that (1+ I)ξ = ρ(ξ)
for any ξ ∈ V (t)|M , we find the identification of elements of V (t)|M with vectors from
V− by means ξ 7→ (1 − ρ/2)ξ. This isomorphism permits us to equip V− with a fiber
metric as well, pushing forward κ on A. By requiring that the V+ and V− are orthogonal,
we obtain a metric on TG|M invariant under the involution I. Provided both g on M
and κ on A are AdG−invariant, we immediately extend the corresponding AdG−invariant
fiber metric on TG|M to a Riemann-Cartan structure on G by parallel transport. By
construction, the induced metric on the identity section inside G is g. On the other hand,
the s- and t-fibers do not carry the metric κ, but κ′ = κ(C ′·, ·), where C ′ = 1 + 1
4
ρ∗ρ
and likewise, the metric on the base induced by the Riemannian submersions ds and dt
is g′ = g(R′·, ·), where R′ = (1 + 1
4
ρρ∗)−1. While the AdG−invariant metrics g and κ are
arbitrary, the second couple of AdG−invariant metrics g
′ and κ′, which is now compatible
with the Riemann-Cartan structure on G in the sense of Definition 3.5, will satisfy the
condition (3.1), where the conjugate of ρ is taken with respect to g′ and κ′; although this
condition follows from Theorem 3.6, one can also easily verify it directly.
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So this last ”democratic choice” has the advantage of not excluding examples such as
Example 3.11, while still staying inside the realm of Riemannian groupoids. However, the
price to be paid is that the usual identification of V (t)|M with A does neither respect the
fiber metric nor the one on the base. Now the groupoid is not over (M, g) anymore but
over (M, g′) (while on the other hand the unit section now is indeed (M, g)). Note as an
aside also, that with this choice applied to the action groupoid, the total manifold does
in general no more split into the product of two Riemannian manifolds anymore.
Starting from a quadratic Lie algebroid there are several options to arrive at a Cartan
groupoid with a Riemmanian metric on it, satisfying ”appropriate” compatibility con-
ditions. If one has particular applications in mind, one of the alternative choices just
mentioned above might be possibly more adequate. Note that for the above-mentioned
alternatives there are no obstructions whatsoever, and the construction is in each case
rather straightforward. On the other hand, we found in this paper with Theorem 3.6 the
optimal statement that one can make given the natural setting of a Riemannian Cartan-
Lie groupoid as defined in Definition 3.2 and the natural identification of a quadratic Lie
algebroid corresponding to it as in Definition 3.5.
Remark 3.12. By construction, a bi-invariant metric η on a Cartan groupoid G, invari-
ant under the inversion map, is a particular case of a general Riemannian groupoid (see
[10]) or a groupoid 1-metric in terms of [8]. A natural question is whether η satisfies a
stronger property of the extension to a 2-metric, so that a Riemann-Cartan groupoid is a
Riemannian groupoid in the sense of [8] (see also [9])? If a certain sufficient condition
which we will specify below is fulfilled, a (G−invariant) 2-metric extension of a Riemann-
Cartan structure can be derived from the proof of Theorem 4.3.4 in [8]. The authors of
[8] use a cotangent average with respect to a Haar density on a proper Hausdorff groupoid
to make all face maps of the classifying space of G into Riemannian submersions. On the
other hand, if we start with any bi-invariant metric on a Cartan groupoid, the cotangent
averaging will be not required; we just skip the first step of their proof and follow the rest
of it. Thus we obtain a (fully extended) metric on the nerve N•G, such that NkG is in-
variant under the action of the symmetric group Sk+1 for each k ≥ 1. In particular, we get
a metric on G = N1G, which is bi-invariant and inversion invariant, simultaneously; it
remains to check when a Riemann-Cartan structure η can be obtained as a metric on N1G
in this way, i.e. as a part of a fully extended metric on N•G. Assume that the restriction
of η onto (above-mentioned) V+ and V− coincides with g and κ, respectively. Provided
V+ and V− are identified with TM and A, the sufficient condition for (G, η) to carry a
G−invariant fully extended metric—and thus, in particular, a 2-metric—is ρρ∗ < 4, where
the conjugation is taken with respect to g and κ. Note that in this setting there were no
conditions on g and κ to be satisfied for the Riemann-Cartan structure η to exist, cf. the
considerations preceding this remark; so this condition will not be a consequence of the
condition for the integration found in Theorem 3.6, but an additional, stronger one, also
when formulated in terms of the original data of that theorem.
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