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Abstract- Synthetic aperture radar interferograms from 
properly selected multiple baselines can be combined in 
a manner that reduces the uncertainty in surface height 
estimation and avoids the downfall of traditional phase 
unwrapping techniques. 
INTRODUCTION 
Synthetic Aperture Radar (SAR) is an air or space borne 
imaging radar and has been used for applications that in~ 
elude imaging the surface of Venus and Mars, commer~ 
cial topographical map ge~eration, military reconnais~ 
sance and targeting, and measuring geological shifts on 
the surface of the earth. The phase difference between 
pairs of SAR images has been used to create interfero-
metric images and estimate surface elevation. One of the 
fundamental problems is that the phase difference, or in-
terferogram, is obtained modulo 2n-. Numerous methods 
have been developed to unwrap the phase information 
and determine the absolute phase difference. 
The following explores a relatively new technique for 
phase unwrapping that utilizes the additional phase infor-
mation gained from the phase difference between multi-
ple SAR images that have different spatial offsets, (mul-
tiple interferometric baselines). Divided into three main 
sections, this paper demonstrates empirical verification 
of interferometric phase statistics, introduces a technique 
for iterative height estimation, and provides an simulated 
example of the technique. 
IN1ERFEROGRAM STATISTICS 
Just and Bamler I show that the probability distribution 
function of the interferometric phase difference, 4>, is, 
pdf(4>) = 
1-h•!2 1 X 
211" 1-!1'!2 cos2(¢-¢.,) 
{ 1 + b! cos(l/l-1/1.,) cos-
1 [-h! cos(fl)-1/1.,)]} 
[1-bl2 cos2(~j~-¢.,)jlf2 
(1) 
, (2) 
where 4> is the phase difference of the interferometric 
pair, 1 is the complex correlation coefficient, and rPo is 
defined by, 
rPo = arg{1'}· (3) 
The correlation coefficient can be calculated from the 
data as IJI. The pdf of Eq. (2) is periodic in 2n-. pdf( 4>) 
vs 4> for several values of hi is plotted in Fig. 1. The pdf 
converges to a delta function as I; I approaches unity, and 
is a uniform distribution for hi = 0. Figure 2 shows the 
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Figure 1: As the correlation coefficient approaches unity, 
pdf( B). approaches a delta function. For a completely 
uncorrelated signal, 1 = 0, the distribution is uniform. 
(Adapted from 1 ). 
experimentally determined probability distribution func-
tion. The plots come from over 104 phase measurements 
taken by YINSAR. as the SNR was varied from zero to 20 
dB. Both receive channels ofYINSAR were connected to 
the same RF signal source and the signal power was var-
ied to give different signal-to-noise ratios and correlation 
coefficients. The mean was subtracted from the data to 
center it at 4> = 0. Figure 3 shows the theoretical and em-
pirically measured results of Figs. 1 and 2 together. The 
pdfs are in excellent agreement, verifying the accuracy 
ofEq. (2). 
The standard deviation (J ¢ of rjJ can be calculated as 
in Just and Bamler's work. The variance in the phase is 
dependent solely on the phase and the correlation coef-
ficient of the data. 1, the total decorrelation, has three 
components: thermal noise, spatial decorrelation, and 
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Figure 2: Empirically measured probability distribution 
function of the phase. Each measurement of 'Y used 104 
samples. The mean was subtracted from the data to cen-
ter it at t/> = 0. 
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Figure 3: The theoretical and empirically measured re-
. suits of Figs. 1 and 2 compared. The pdfs are in excellent 
agreement. 
temporal decorrelation, and can be written as 
"Y = Pspa.tia.l • Ptherma.l • Ptempora.l • (4) 
Assuming that the SNR for the two returns are identical 
the decorrelation due to thermal effects is 2, 3 , 
1 
Ptherma.l = 1 + SNR -1 · 
(5) 
The phase standard deviation vs signal to noise ratio 
is plotted in Fig. 4 using Eq. (5) where Pspa.tia.l and 
Ptemporo.l are assumed to have unity value. Empirical 
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Figure 4: The phase standard deviation, q q,, vs SNR. 
Spatial and temporal correlation are assumed unity. The 
phase standard deviation falls offs sharply with the signal 
to noise ratio. 
measured results from YINSAR have been compared to 
the theoretical values and are in agreement' . As ex-
pected, the phase standard deviation is highly dependent 
on the signal to noise ratio. 
The estimated values for the sensitivity A* and for the 
standard deviation of the height O"h for these two values 
as a function of baseline length are plotted in Fig. 5. The 
accuracy is as low as 20 em for a high SNR signal using 
a interferometric baseline length of one meter. 
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Figure 5: Sensitivity, A* and height standard deviation, 
O"h, vs. perpendicular baseline length, B .L for an inci-
dence angle of (} = 45°. The best (lowest) height sen-
sitivity and standard deviation are achieved for longer 
baseline lengths. 
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Iterative Approach to Height Estimation 
As stated by Corsini et. al. s , "The main unresolved 
problem of this processing is still the error propagation of 
the noise effects". The use of multiple interferograms to 
determine the height may result in an increased amount 
of noise in the height estimate. Any linear combination 
of interferograms will result in an increase in the noise 
measurement and an unreliable estimate of the height of 
the scene. The following work addresses the error propa-
gation issue and presents an application similar to projec-
tion method suggested by Xu et al. 6 to more than three 
antennas while minimizing the propagation of noise in-
duced errors. 
Starting with an initial estimate of the height, h, with 
a given height standard deviation O'h, a longer baseline 
with a lower O'h and .X* can be used to obtain a more ac-
curate estimate of the height. The new estimate of the 
height is then used as an initial guess to obtain an even 
more accurate estimate of the height, etc. The limiting 
factor in the height resolution attainable by this itera-
tive method is the critical baseline length. The following 
derivation follows some of the ideas presented by Xu et 
al. 6 and Jakowatz et al. 7 • 
Problem Definition and Setup 
An 'initial estimate of the height can come from any source, 
e.g. a DEM or interferogram. For the case of an interfer-
ogram, if the baseline is sufficiently small for the given 
imaging geometry, an estimate of the height requiring 
minimal or no phase unwrapping can be obtained. The 
method presented here assumes that the initial height es-
timate comes from an interferogram, but can be easily 
adapted to an initial height estimate from other sources. 
Prior to explaining the method, some background and 
definitions are needed. Let h be the height, .X* be the 
height sensitivity, r/J be the unwrapped phase, 1/J be the 
wrapped phase, c be the wrap count, (r/J modulo 27r), uh 
be the standard deviation in the height, u r/J be the standard 
deviation in the phase, and e be the error in the height or 
phase as denoted by the associated subscript 4, 
ho 
.A* (6) = 2; if>o, 
.A* 
= 21\" (1/Jo + 27rco), (7) 
.X* (8) O'ho = 27r U¢o' 
where the subscript 'o' refers to the true, or noiseless 
value of the parameter. Solving for c0 in Eq. (7), 
Co = (ho _ 1/Jo) . 
.A* 27T' . (9) 
3 
Let the estimates of h0 , r/10 , and '¢0 , for interferogram i 
be defined, 
hi = ho + fhi, (10) 
¢i = if>o + f¢i• 
= (1/Jo + 211'C0 ) + fq,i, (11) 
1/;i = 1/Jo +e,p,. (12) 
Note that f¢> = e,p. The relation between the error in 
the height estimate and the error in the phase estimate is 
given by 4, 
(13) 
With the background equations fresh in mind and the 
definition given here a method for iteratively improving 
the height estimate from an initial estimate can be de-
scribed. 
Method for Reducing the Height Ambiguity 
Iterative estimation of the height works with two interfer-
ograms at a time. Let the interferogram with the shorter 
baseline be denoted by the subscript's' and the interfere-
gram with the longer baseline be denoted by the subscript 
'1'. Let the initial estimate of the height be from the small 
baseline, B 8 , to give a height sensitivity .x; with a stan-
dard deviation in the height of Uhs. An initial estimate of 
the height from the small baseline, h8 , is obtained from 
the phase directly or by phase unwrapping if necessary. 
The ~rapped phase of the two interferograms are 1/Js and 
'l/J1, and the length of the baseline for each of the interfer-
ograms is assumed to be no more than 0.8 x Be 4 • These 
constraints imply the inequalities, 
.A: > .Xi, 
Uhs > Uhl, 
O'¢s < U¢l· 
(14) 
(15) 
(16) 
(17) 
In order to reduce the ambiguity in the estimate of 
the height from the small baseline, the more accurate, 
( 0' hs > u hl), height information from the longer baseline 
must be used. This can be achieved by first estimating 
the jump count for the longer baseline using the height 
estimate from the shorter baseline. From Eqs. (9 - 12), 
cz = int (h: - 1/Jz) (18) 
.Xi 211' ' 
= G; -~;) + int ( ~7 -;: ) , (19) 
where int(x) rounds to the nearest integer. Note that the 
first term will always be an integer by definition, and is 
in fact the correct jump count, (see Eq. (9)). Relating the 
error in height to the error in the phase through Eq. (13}, 
c, is, 
~ . ( €t) Ct = Co + Int ).j , (20) 
where Et is the total error, 
€t = fhs- fhl· (21) 
The rounding operation in Eq. (19) is performed so that 
when c1 is used to obtain an estimate of the height, h1, 
using Eq. (7), the height estimate will be congruent with 
the phase data of the large baseline, (/;1• Rounding to the 
nearest integer has several interesting implications. First 
of all, when the total error is less than ).j /2 the effect 
of the error on the height estimate will be eliminated as 
shown in Eq. (20). When !Etl > ).j /2, the error is large 
enough that c, will be different from c0 by an integer 
value. Accordingly, the new height estimate will be off 
by an integer multiple of ).j. By Eqs. (12- 13) and (20-
21), the new height estimate is, 
A >.; A 
hn = 21/'l/Jt + 21rc1), 
>.j ~ •· (fhs - fhl) 
= 27r ('¢I+ 27rc0 ) + ).1 mt . >-.; . , 
= "'+Ajint G;). (22) 
The probability of an error and its effect on the height 
estimate must be carefully evaluated. If the effect of the 
integer error in the estimate c1 can be reduced or removed 
it will be possible to obtain an estimate of the height, hn, 
that is better than the initial estimate, h8 • 
The pdf for Et is Gaussian 4 • Assuming that €8 and El 
are uncorrelated, the standard deviation of the total error 
is, 
(23) 
The probability distribution function of the error is, 
p(E) = ~ exp (-2€22 ) . 
(Jht 21r (J ht 
(24) 
The probability that c1 # c0 , resulting in an error in the 
new height estimate is, 
Perror = p (i•tl > ~)' 
where the error function is defined, 
1 1z erf(x) = ~ exp( -x2 /2)dx. 
v27r o 
(26) 
The probability distribution function of the new height 
estimate, hn, is illustrated in Fig. 6. The new pdf is a 
discretely sampled Gaussian distribution. For example, 
when ).j /2 < Et < 3).j /2 an error of 1 will occur in cz, 
which is equivalent to an error in the phase estimate of 
21r. By Eq. (22) this is equivalent to an error of>..; in the 
height estimate, fhn = Aj. The pdf, mean, and variance 
.................... 
······ ... 
... 
Figure 6: The probability distribution function for the er-
ror in the new height estimate. An error in estimating the 
jump count will always be an integer value. The error in 
the phase estimate is an integer multiple of 21r and the 
error in the height estimate is an integer multiple of >..;. 
are, 
00 
pdf{Eqm) = 6(0)Pcorrect + L [6(2n1r) + 6( -2n1r)] X 
J.L¢n = 
= 
= 
2 
U¢n = 
= 
= 
n=l 
!p ( (2n- l)).j (2n + 1)>.; )"7) 2 2 < €t < 2 ~ 
E(€¢n), 
L""' • .,. · f(Eq,n)dEq,n, 
0, 
E [(X- J.L) 2], 
L00(x-~)2f(x)dx, 
l.'" 8 2 oo 1(2n+l) -i!-. ~ L n2 "'" "' exp( -t2 )dt. (28) V 27r n=l (2n-l) ~ 
Assuming a finite bandwidth on the noise, the value 
of Uhn can be determined from Eq. (28) using a finite 
summation. When O'hn < Uhs the height estimate of hn 
is better than h8 and hn can be used as a new ~eight esti-
mate with a standard deviation of O'hn and a sensitivity of 
= 2 1;; p( E )dE, 
2 
= 1 - 2erf ( Aj ) , 20'ht ·(25) 
· - ).j. By iteratively proceeding with smaller and smaller 
>..; to achieve better estimates of h0 a height sensitiv-
ity limited by the baseline length giving complete spatial 
decorrelation can be achieved. 
4 
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Baseline Length Selection for Iterative Height 
Estimation 
Of great significance is the choice of baseline lengths. 
The baseline length is inversely proportional to the sen-
sitivity of the interferometer 4 . If the value for A.i is too 
large, (.A.i ~.A.;), Uhz will also be large resulting in an in~ 
creased probability of error, Uht = Juhs + G'hl » G'hs· 
If the value for .A.i is too small compared to .A.: the prob~ 
ability of error will be unacceptably large, resulting in a 
poor height estimate, (See Eq. (25)). Thus, there exists 
an optimal value for the baseline lengths. 
The probability of error is used to determine the ap-
propriate baseline length for improving the height esti-
mate. To reduce the chance of a bad estimate of c1 a 
low probability of error must be chosen. The appropriate 
probability of error is dependent on the type of filter that 
will be used as described in the following section. Given 
a desired Perror, the first step in finding the ideal longer 
baseline length is to detennine the correlation coefficient 
from. Assuming no temporal decorrelation, 
_ ( 1 ) ( IB.LIRy ) 7
- 1 + SNR-1 1 - .A.Ro tan(9) . (29) 
Alternatively, for real data the complex correlation coef~ 
ficient, 7 can be calculated directly from the data. u ¢s 
and Uhs can then be calculated from I'"YI· Equation (25) 
and the inverse error function are used to calculate A.i, 
A • = 2u inverf error ( 1- P. ) l ht 2 . (30) 
Because Uht is dependent on Uhl which is a function of 
A.i, Eq. (30) must be solved numerically. The final step 
in finding the desired longer baseline, B1, is to use 4 , 
B1 = A~o [sin(a)- cos(a)tan(a- 8)]. (31) 
l 
When the look angle and the baseline tilt are identical 
Bi.A.i is a constant, 
B _ Bs.A.: 
l-~· 
l 
(32) 
This method is iteratively used to find larger and larger 
baselines based on the desired probability of error and 
the accompanying standard deviation and baseline length 
until the upper limit of (0.5 - 0.8) Be is achieved, or the 
maximum number of antennas is reached. 
Filters for Iterative Height Estimation 
In order to iteratively achieve smaller and smaller Uhi 
values for each new hi it is beneficial to use a filter to 
reduce the phase noise. The errors in hn will be integer 
5 
multiples of A.i. Two common and easily implemented 
filter are mentioned here. More advanced filters may re-
sult in lowering the number of interferograms and/or the 
length of the baselines required to achieve a given quality 
for the height estimate. 
One filter for removing the effect of the errors is a spa-
tial average. Jakowatz 7 demonstrated that a 3 x 3 pixel 
average effectively reduced the number of errors. His 
result is not congruent with the input phase, 1/J8 • By ap-
plying a congruency operator after the filtering operation 
~e error can often be further reduced and the resulting 
ht has a Uhf significantly less than the Uhn of Eq. (28). 
A spatial filter will reduce the standard deviation of the 
height estimate according to, 
(33) 
where N is the number of pixels averaged and a uni-
form weighting is assumed. (Note: spatial averaging, 
or Multi-Look processing, is commonly used to decrease 
the noise and sp~ckle effects in SAR images). On the 
negative side, the spatial averaging reduces the image 
resolution and the sharpness of true discontinuities in the 
image. 
Another filter for removing the integer multiples of >..j 
in the height estimate is the median filter. Because the 
errors are large compared to the rate at which the surface 
topography is changing, the median value of a 3 x 3 pixel 
region results in very little smoothing or loss of sharp-
ness and avoids averaging in the errors as in the spatial 
average. The median filter serves to reduce the height 
standard deviation to some degree, but the effect can not 
be analytically determined due to the non-linear nature of 
the filter, and must be measured empirically. Congruency 
with the underlying data can be forced, but will result in 
a stan~ard deviation equivalent to that of the underlying 
data. Constraining the estimate to be congruent does not 
necessarily reduce the standard deviation of the heioht 
. ~ 
estimate. 
The type of filter that is used is dependent on the de~ 
sired result and the underlying data. In an mountainous 
environment with rapid and continual elevation changes, 
the median filter may not be the ideal choice and the 
mean filter may provide the best estimate of the height. 
In an urban environment a median filter is superior due 
to it's edge preserving qualities. Much of the decision on 
the filter type and the chosen probability of error is qual-
itative in nature. The ability of a filter to remove error 
in the height estimate determines the probability of error 
that is chosen, and therefore, the optimal baseline lengths 
for a given geometry. 
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Figure 7: True Height of the Simulated Urban Scene 
MULTI-BASELINE INTERFEROMETRY 
A synthetic urban scene is illus~ated in Fig. 7. Georecti-
fication and the removal of the nominal flat earth induced 
phase difference are assumed. It is also assumed that data 
with an SNR of 10 dB is available at all points in the 
image. The examples shown here assume the imaging 
geometry given in Table 1, similar to that of YINSAR. 
Table 1: Interferometric Imaging Geometry 
Parameter 
Nominal Platform Height 
Radar Wavelength 
Pi~el Size 
Baseline Length 
Baseline Tilt 
Incidence Angle at Beam Center 
Symbol 
H 
.A 
Ry 
B 
a 
8 
Value 
300m 
0.03m 
0.6m 
lm 
45° 
45° 
Fig. 7 gives the true height of the simulated scene. 
Each ground pixel represents 0.6 x 0.6 meters. The tallest 
building in the image is eight stories tall, assuming 3 m 
equals one story. The building with a pyramid shaped 
roof reaches a total height of 21 meters and the smaller 
building in the foreground is four stories tall with 1 story 
side wings and steps leading up to the building (steps are 
not clearly visible from the perspective shown). In the 
upper corner of the image a one story and two story house 
is simulated with 2 m high fence posts placed along the 
road. The road is .3 meters below the level of the build-
ings, the size of a large curb. A 3 m high truck and a 2 
m high car are visible in the streets as well as a 6 m high -· 
1 pixel wide bar representing a stop light support. 6 m 
street lights are present between the tallest building and 
the houses. 
6 
Table 2: Baseline length selection for Perror = 0.05 . 
The measured standard deviations represent the result of 
a using a 3 x 3 median filter to eliminate errors in the 
height estimate. · 
B .A* O"mea.sured O"h 
0.3 30.3 3.4 3.4 
0.906 10 0.636 1.23 
2.44 3.73 0.309 0.541 
5.21 1.74 0.215 0.307 
8.61 1.06 0.185 0.217 
For a comparison of standard phase unwrapping with 
multi-baseline techniques, consider Fig. 8, the simulated 
height estimate from a single baseline using Flynn's min-
imum discontinuity phase unwrapping method 8 • Phase 
unwrapping algorithms can not determine the height of 
regions of the image isolated by phase discontinuities, 
and assume the step size is less than .A*, the value caus-
ing a 21r phase change. When the phase is continuous, 
such as for the slanted roofs and the steps leading up to 
the. building with side wings, the phase is properly un-
wrapped. 
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Figure 8: Height estimate of an urban scene using a single 
interferometric baseline and Flynn's minimum disconti-
nuity phase unwrapping method. For simplicity, noise-
less phase measurements were used. Phase unwrapping 
assumes any step discontinuity to have a magnitude of 
less than ). *. 
The example in this paper uses the median filter with 
Perror' the probability of having a phase wrap error, at 
0.05. Figure 9 is a cross section of the scene in Fig. 7. 
The true height, initial estimate of the height, and the es-
timate from the second and fourth iterations· are shown. 
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Figure 9: Cross section of the urban scene showing the 
iterative improvement in the height estimation using the 
median filter. The baseijne lengths were chosen accord-
ing to Table 2. 
.. , ......... :r_r::.:.:::::.f:::::::~···· .. . ; ........ (·······::·: .. ··r .... ···:.: ..... _j 
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Figure 10: Final height estimate of the scene using a 3 x 3 
median filter. The resulting standard deviation is listed in 
Table 2. 
Table 2 shows the baseline lengths for each iteration, the 
height ..\ * which causes a 2?r phase change for that base· 
line, a me11sured, the measured height accuracy for the 
simulation, and ah, the theoretical height accuracy for 
that baseline alone. Ume4 sured values are lower than the 
theoretical primarily because of the filtering step. The 
results in the table are intuitively pleasing. For each it-
eration the new value for..\* is roughly half of the pre-
vious value. As the baseline length increases the spatial 
decorrelation increases and the percent change in ..\ * cor-
respondingly decreases. Figure 10 illustrates the r_esult 
··.~" 
7 
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Figure 11: The error in the final height estimate for a 
cross section of the urban scene using Perror = 0.05 and 
a median filter. 
of the iterations performed using the baselines in Table 
2. As expected the light poles and fence which were only 
one pixel wide are completely removed by the 3 x 3 pixel 
median filter. The stop light support pole is undetectable 
for the same reason. The sides of the buildings all have a 
slight slope due to the filter. The final plot of Fig. 11 is 
the error in the final height estimate for the cross section 
shown in Fig. 9. 
CONCLUSION 
The additional phase information obtained from prop-
erly selected multiple baselines can be used to reduce the 
uncertainty in estimating surface elevation. An iterative 
technique is used so that filters can eliminate errors in the 
jump count for each interferogram absolute phase esti-
mation. Phase unwrapping is not necessary to determine 
surface height from a set of SAR images. 
* 
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