INTRODUCTION

51
While auditory nerve fibers exhibit more or less uniform temporal discharge patterns in 52 response to a certain sound stimulus (Kiang et al. 1965 ), a diversity of discharge patterns is 53 observed for neurons at almost every processing stage along the central auditory pathway. 54 For example, in response to tone stimulation, although a population of neurons does inherit 55 the primary-like discharge pattern from the auditory nerve, many other neurons in the dorsal 56 cochlear nucleus (DCN) (Godfrey et al. 1975; Rhode and Smith 1986; Rhode and Kettner 57 1987; Hancock and Voigt 2002), inferior colliculus (Semple and Kitzes 1985; Ehret and 58 Merzenich 1988; Kuwada et al. 1997) , and even auditory cortex (Recanzone 2000), exhibit 59 "pauser" and "buildup" response patterns which are distinct from auditory nerve responses. 60 These diversified discharge patterns may be relevant for the representation and processing 61 of specific sound information components. However, how such functional diversity is 62 created at the first central station along the afferent auditory pathway remains unclear. 63 One recent model proposes that variations in the availability of an intrinsic rapidly 64 inactivating A-type K + conductance and its activation status can result in a variation in the 7 recordings, subthreshold V m responses were obtained by removing spikes with a 3-ms 157 median filter (each data point was replaced by the median of data points within a time 158 window ±1.5 ms of this data point; see Jagadeesh et al., 1997; Chung and Ferster, 1998) .
159
Excitatory and inhibitory synaptic conductances were derived (Zhang et al., 2003; Wu 160 et al., 2008; Sun et al., 2010; Zhang et al., 2011) t 2 )/τ 2 )) + (1 exp ( (t 2 t 1 )/τ 1 )), where t 1 , t 2 are onsets of each phase and τ 1 , τ 2 are time
constants. The equations to fit the fast-rising excitation and inhibition (Fig. 3A) were: 1 184 exp ( (t t 1 )/τ 1 ) and exp ( (t t 2 )/τ 2 ) * (1 exp ( (t 2 t 1 )/τ 1 )).
185
Dynamic clamp. Dynamic clamp recordings were carried out according to our previous 186 studies (Liu et al. 2011; Li et al. 2012) . The current injected to the cell was calculated in 187 real time according to: and Methods). Cell-attached recordings (Wu et al. 2008 , Zhou et al. 2012 were performed 203 to record spikes from individual pyramidal neurons in the middle frequency region (11.8 ± 204 3.7 kHz, mean ± S.D.). When the cells were tested with characteristic frequency (CF) 205 tones, buildup (30%), pauser (35%) and primary-like (35%) response patterns were widely 206 observed (Fig. 1, A and B) , consistent with previous studies (Rhode and Smith 1986; 207 Hancock and Voigt 2002). As shown by the PSTH (Fig. 1, A and B) , the primary-like 208 discharge pattern started with a fast increase in firing, followed by sustained firing in the 209 remaining duration of the tone (Fig. 1B) . This discharge pattern in the rat DCN may started with a sharp transient onset response, which was followed by a ~ 15-ms period of 214 silence and then an increase in firing to a level sustained in the remaining tone duration (Fig. 215 1B). The buildup pattern exhibited an initial silent period of about 15 ms, after which the 216 first spike appeared and the firing rate was then gradually increased (Fig. 1B) . Transient 217 onset responses were also observed in two cells (data not shown).
218
The most prominent difference among the three response patterns was for spikes 219 occurring within the first 25-ms window after the stimulus onset. The buildup response 220 exhibited a much longer first-spike latency (19.8 ± 5.6 ms, mean ± S.D.) than the 221 primary-like (5.2 ± 1.3 ms) and pauser responses (5.4 ± 0.8 ms; Fig. 1C ). The 222 primary-like response exhibited a significantly higher firing rate during the first 25-ms (which contains the first evoked spike in primary-like and pauser patterns) against that 227 within the 914 ms window after the tone onset (which contains the silent period in pauser 228 and buildup patterns), the cells were segregated into three distinct clusters (Fig. 1F) clamp, by applying repeated CF tones at 60 dB SPL (Fig. 2, A and B) . 238 pauser and buildup spike patterns were all observed in the recorded cell population, similar 239 as in cell-attached recordings (Fig. 2B) . Notably, they were associated with different 240 subthreshold membrane potential response patterns after filtering out the action potentials 241 (Fig. 2C) . The primary-like response was marked by a fast and strong depolarization, We subsequently recorded excitatory and inhibitory currents under voltage clamp by 249 clamping the cell's membrane potential at 70 mV and 0 mV respectively (Fig. 2, D and E) .
250
Excitatory and inhibitory conductances were derived from the recorded currents ( Fig. 2F ; 251 see Materials and Methods). While the inhibitory inputs to the three types of cell exhibited 252 similar temporal profiles, the excitatory inputs were strikingly different (Fig. 2F) . The 253 primary-like cell exhibited "fast rising" excitation, which rose rapidly to the peak before 254 slowly decaying to a sustained level. In contrast, the pauser and buildup cells exhibited Consequently, the E/I ratio between phase I excitation and inhibition was different among 277 the three types of cell (Fig. 3C ). The amplitude of phase I excitation, as well as the E/I 278 ratio, was largest in primary-like cells and smallest in buildup cells (Fig. 3 , B and C). On 279 the other hand, the timing of the peak phase I excitation was not different among the three 280 types of cell (Fig. 3D) . As for phase II excitation, pauser and buildup cells had a similar (Fig. 4A) . Synaptic 313 conductances were described by the arithmetic functions used for fitting experimental data 314 (Fig. 4, B and C, left panel) . To be consistent with experimental observations (Fig. 3, B   315 and E), the amplitude and temporal profile of inhibitory conductance were fixed, while 316 those of excitatory conductance were varied. To simulate pauser and buildup responses 317 ( Fig. 4B) , the amplitude of phase II excitation was fixed while that of phase I excitation was 318 varied. Notably, a fast transient depolarization was generated at the onset of the membrane 319 potential response, and its amplitude was dependent on the amplitude ratio between the 320 phase I excitation and the inhibition (Fig. 4B, middle panel) . The larger the E/I ratio, the 321 greater the amplitude of the transient onset depolarization (Fig. 4B, right panel) . After a 322 delay, the membrane voltage gradually increased to a level above the spike threshold (Fig. 323 4B, middle panel). Therefore, the putative spike pattern would be of pauser or buildup 324 type, depending on whether the transient onset depolarization was large enough to cross the 325 spike threshold. In the same recorded cell, the simulated excitation and inhibition of 326 primary-like responses generated a large fast transient depolarization followed by a smaller 327 sustained depolarization (Fig. 4C, middle panel) . The amplitude of the sustained 328 depolarization depended on the E/I ratio (Fig. 4C, right panel) . Therefore, the putative 329 spike pattern would be primary-like if the sustained depolarization was large and crossed 330 the spike threshold, or of onset type if it was below the spike threshold.
331
It was previously reported that the same DCN neuron could exhibit different discharge 332 patterns in a stimulus-dependent manner under different tone frequencies and intensities 333 (Rhode et al. 1983; Hancock and Voigt 2002) . This could be potentially attributed to a similar synaptic mechanism, since the strengths of synaptic inputs and E/I ratio can be 335 modulated by frequency and intensity. We thus examined the spike and synaptic responses 336 to all effective tones within the tonal receptive field (TRF) of individual cells. The 337 example cell in Fig. 4D was identified as a pauser cell based on its spike response pattern to 338 the CF tone (13.9 kHz) at a relatively high intensity (60 dB SPL). At this intensity level, 339 while the cell exhibited pauser discharge patterns to 11.3, 12.1, 13, and 13.9 kHz tones, it 340 displayed buildup discharge patterns to 10.6 and 14.9 kHz tones (Fig. 4D, right panel) . 341 Such variation in discharge pattern was observed at other tone intensities as well (Fig. 4D,   342 left panel). We plotted the synaptic parameters for the corresponding identified discharge 343 patterns within the TRF (Fig. 4E) . It became clear that buildup patterns were associated 344 with small excitatory input amplitudes and small E/I ratios during phase I, while pauser 345 patterns were associated with larger amplitudes of phase I excitation and larger E/I ratios. (Fig. 5A) . Zhang and Oertel (1994) (Fig. 5A) . Therefore, the temporal properties of excitation to cartwheel 377 and vertical cells may reflect that of parallel fiber and auditory nerve inputs, respectively.
378
In our recordings, cartwheel cells were identified by the firing of complex spikes ( (Fig. 5, B and C) . With 384 similar curve fitting methods as shown in Fig. 3A , we quantified the amplitudes and 385 temporal profiles of the excitatory currents in vertical and cartwheel cells. Notably, the 386 excitation in vertical cells was similar to that in primary-like pyramidal cells, since they 387 both exhibited a large amplitude of phase I excitation (Fig. 5D ) and a very short delay to the 388 maximum excitatory response (i.e. fast rising) (Fig. 5E) . These results support the notion 389 that the fast rising excitation in primary-like neurons could be mainly attributed to the 390 auditory nerve input, which drives rapid spiking of these and vertical cells with similar 391 latencies (Fig. 5F ). On the other hand, the slowly accumulating excitation in cartwheel 392 cells resembled the phase II excitation in pauser and buildup neurons, as demonstrated by 393 the long delay to the maximum amplitude (Fig. 5E ). This result suggests that parallel fiber 394 inputs likely assume a slowly accumulating property and contribute largely to the phase II 395 excitation in pauser and buildup neurons. We also noticed that the phase I excitation in 396 pauser and buildup neurons resembled the fast-rising excitation in primary-like neurons in 397 terms of onset latency (Fig. 3F ) and rising speed (pauser, τ = 7.08 ± 0.99 ms, mean ± S.D.; the E/I ratio can vary depending on the tone frequency and intensity, resulting in a 428 stimulus-dependent variation in discharge pattern. 429 We propose that the slow-rising excitatory inputs to buildup and pauser cells can be 430 from parallel fibers projected by granule cells. This is mostly based on the observation 431 that cartwheel cells, which receive parallel fiber inputs, exhibit slow-rising excitation. 432 However, the nature of auditory information carried by parallel fibers remains unknown, 433 except for the anatomical evidence that granule cells in the cochlear nucleus receive inputs 434 from both type II auditory nerve (Brown et al., 1988; Brown and Ledwith, 1990 ) and 435 efferent auditory (Kane and Finn, 1977) fibers. Additionally, it has been suggested that 436 non-auditory information relayed by parallel fibers can modulate the spike rate and spike 437 timing of fusiform cells (Oertel and Young, 2004; Kanold et al., 2011; Koehler et al., 2011; 438 Koehler and Shore, 2013). An alternative hypothesis would be that both fusiform cells and (Smith and Rhode, 1989; Rhode, 1999), 451 while the sound evoked discharge of cartwheel cells exhibits a longer onset delay (Fig. 5F) 452 with complex spike patterns (Fig. 5B) . Based on these output firing patterns, it is possible 453 that a mixture of inhibitory inputs from these neurons together can construct a temporal matched those recorded under current clamp in the same cell (Fig. 2, C and G (Godfrey et al., 1973) . Based on receptive field properties of its neurons, the DCN has been 508 proposed to use spectral cues to localize sound in the vertical plane (Nelken and Young, 
