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Abstract
In this paper, we investigate some new sequence spaces, which naturally emerge
from the concepts of almost convergence and generalized weighted mean. The
object of this paper is to introduce the new sequence spaces obtained as the matrix
domain of generalized weighted mean in the spaces of almost null and almost
convergent sequences. Furthermore, the beta and gamma dual spaces of the new
spaces are determined and some classes of matrix transformations are characterized.
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1 Introduction
By a sequence space, we understand a linear subspace of the space CN of all complex se-
quences which contains φ, the set of all ﬁnitely non-zero sequences, where C denotes
the complex ﬁeld and N = {, , , . . .}. We write ∞, c, and c for the classical spaces of
all bounded, convergent and null sequences, respectively. Also by bs, cs, , and p, we de-
note the spaces of all bounded, convergent, absolutely, and p-absolutely convergent series,
respectively.
A sequence spaces μ with a linear topology is called a K-space if each of the maps pi :
μ →C deﬁned by pi(x) = xi is continuous for all i ∈N. A K-space is called an FK-space if
μ is a complete linear metric space; a BK-space is a normed FK-space.
A sequence (b(n))∞n= in a normed space μ is called a Schauder basis if for every x ∈ μ,





The sequence (e(n)) is the Schauder basis for p and c, and {e, e(n)} is the Schauder basis
for the space c, while the space ∞ has no Schauder basis, where e(n) and e denote the se-
quences whose only non-zero entry is a  in the nth place for each n ∈N and e = (, , , . . .).
A subset M of a metric space (X,d) is said to be dense in X if M = X. A metric space
(X,d) is said to be separable if it contains a countable subset which is dense in X. Note
that a nonseparable space has no Schauder basis.
Let λ and μ be two sequence spaces, and A = (ank) be an inﬁnite matrix of complex
numbers ank , where k,n ∈ N. Then we say that A deﬁnes a matrix mapping from λ into
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μ, and we denote it by writing A : λ → μ if for every sequence x = (xk) ∈ λ the sequence




ankxk for each n ∈N. (.)
By (λ : μ), we denote the class of all matrices A such that A : λ → μ. Thus, A ∈ (λ : μ) if
and only if the series on the right side of (.) converges for each n ∈N and each x ∈ λ and
we have Ax = {(Ax)n}n∈N ∈ μ for all x ∈ λ. A sequence x is said to be A-summable to α if
Ax converges to α, which is called the A-limit of x. Also by (λ : μ;p), we denote the subset
of (λ : μ) for which limits or sums are preserved whenever there is a limit or sum on the




x = (xk) ∈ ω : Ax ∈ λ
}
(.)
which is a sequence space. If A = (ank) is triangle, that is to say, ann =  and ank =  for all
k > n, then one can easily observe that the sequence spaces λA and λ are linearly isomor-
phic, i.e., λA ∼= λ []. We write U for the set of all sequences u = (uk) such that (uk) =  for
all k ∈N. For u ∈U , let /u = (/uk). Let u, v ∈U and deﬁne the generalized weighted mean
or factorable matrix G(u, v) = (gnk) by
gnk =
⎧⎨⎩unvk (≤ k ≤ n), (k > n),
for all k,n ∈N; here un depends only on n and vk only on k.









am+j,k , 	ank = ank – an,k+
for all k,m,n ∈N.
The main purpose of present paper is to introduce the sequence spaces f(G) and f (G)
derived as the domain of the generalized weighted mean in the spaces f and f of al-
most null and almost convergent sequences, and to determine the β- and γ -duals of these
spaces. Furthermore, some classes of matrix mappings on/in the space f (G) are charac-
terized.
2 Spaces of almost null and almost convergent sequences
The shift operator P is deﬁned on ω by (Px)m = xm+ for all n ∈ N. A Banach limit L is
deﬁned on ∞, as a non-negative linear functional, such that L(Px) = L(x) and L(e) = .
A sequence x = (xk) ∈ ∞ is said to be almost convergent to the generalized limit α if all
Banach limits of x are α [] and is denoted by f -limxk = α. Let Pi be the composition of P









m for allm,n ∈N. (.)
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Lorentz [] proved that f -limxk = α if and only if limn→∞ tmn(x) = α uniformly in m. It is
well known that a convergent sequence is almost convergent such that its ordinary and
generalized limits are equal.









x = (xk) ∈ ω : ∃α ∈C 	 limn→∞ tmn(x) = α uniformly inm
}
,
where tmn(x) is deﬁned by (.). Also, by fs, we denote the space of all almost convergent
series.
3 New sequence spaces and their duals
In this section, we introduce the sequence spaces f(G) and f (G) and give some results
concerning them, and we determine their beta and gamma duals.
Malkowsky and Savaş [] have deﬁned the sequence space Z = (u, v;X), which consists
of all sequences whose G(u, v)-transforms are in X ∈ {∞, c, c,p}, where u, v ∈ U . The
space Z(u, v;X) deﬁned by
Z = Z(u, v;X) =
{




















where λ ∈ {∞, c, c}.
Afterward, Altay and Başar [] studied the sequence space (u, v;p) as follows:
(u, v;p) =
{








Şimşek et al. [] have introduced a modular structure of the sequence spaces deﬁned by
Altay and Başar [] and studied Kadec-Klee and uniformOpial properties of this sequence
space on Köthe sequence spaces.
The new sequence spaces f(G) and f (G) are the set of all sequences whose G(u, v)-
transforms are in the spaces f and f , that is,
f(G) =
{













= α uniformly inm
}
.
By the notation of (.), the sequence spaces f(G) and f (G) are restated as
f(G) = (f)G(u,v) and f (G) = fG(u,v).
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unvkxk for all n ∈N. (.)
Theorem. The sequence spaces f (G) and f(G) are BK-spaces with the same norm given
by
‖x‖f (G) =



















un+jvkxk for all m,n ∈N.
Proof f and f endowed with the norm ‖ · ‖∞ are BK-spaces (Boos [, Example ..(b)])
and G(u, v) is a triangle matrix. Theorem .. of Wilansky [, p. ] gives the fact that
f (G) and f(G) are BK-spaces with the norm ‖ · ‖f (G). 
Theorem . The sequence spaces f(G) and f (G) strictly include the spaces f and f , re-
spectively.
Proof By the deﬁnition on the sequence spaces f and f , it is immediate that f ⊂ f (G) and
f ⊂ f(G).
Now, we should show that these inclusions are strict. We consider the sequence t = (tk)
deﬁned by
tk =
⎧⎨⎩ unvk , if k is odd,, if k is even. (.)
The sequence is not almost convergent butGt is almost convergent to /. This step com-
pletes the proof. 
Theorem . The inclusions c⊂ f (G) and f (G)⊂ ∞ strictly hold.
Proof It is clear that c ⊂ f (G) and f (G) ⊂ ∞ because of Theorem . and c ⊂ f ⊂ ∞.
Further, we show that these inclusions are strict.
Consider the sequence x = G–(u, v)y with the sequence y in the set ∞ \ f given by
Miller and Orhan [] as y = (, . . . , , , . . . , , , . . . , , , . . . , , . . .), where the blocks of ’s
are increasing by factors of  and blocks of ’s are increasing by factors of . Then the
sequence x is not in f (G) but in the space ∞. This shows that the inclusion f (G) ⊂ ∞ is
strict.
Since the inclusion f ⊂ f (G) strictly holds by Theorem ., by combining this fact with
the well-known strict inclusion c ⊂ f , one can easily see that the inclusion c ⊂ f (G) also
strictly holds, as was desired. 
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It is known from Corollary . of Başar and Kirişçi [] that the Banach space f has no
Schauder basis. It is also known from Theorem . of Jarrah and Malkowsky [] that the
domain μA of a matrix A in a normed sequence space μ has a basis if and only if μ has
a basis whenever A = (ank) is a triangle. Combining these two facts one can immediately
conclude that neither the space f(G) nor the space f (G) have a Schauder basis.
Lemma . [, Theorem .] Let λ, μ be the BK-spaces and BUμ = (bnk) be deﬁned via the





for all k,n ∈N. Then the inclusion μλU ⊂ λU holds if and only if the matrix BUμ =UDαU–
is in the classes (λ : λ),where Dα is the diagonal matrix deﬁned by [Dα]nn = αn for all n ∈N.
Lemma . [, Theorem .] BUμ = (bnk) be deﬁned via a sequence a = (ak) ∈ ω and in-

















a = (ak) ∈ ω : BU ∈ (λ : ∞)
}
.
From Lemma . and Lemma ., we may give the theorem determining the β- and
γ -duals of the sequence space f (G).








vk+ ) (k < n),
zk
ukvk (k = n),
 (k > n),
(.)
for all k,n ∈N. Then
{
f (G)




}γ = {z = (zk) ∈ ω : E ∈ (f : ∞)}.
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ykzk = (Ey)k , (.)
where E = (enk) is deﬁned by (.). We therefore observe by (.) that zx = (zkxk) ∈ cs or
bs whenever x = (xk) ∈ f (G) if and only if Ey ∈ c or ∞ whenever y = (yk) ∈ f . We obtain
from Lemma . and Lemma . the result that z = (zk) ∈ {f (G)}β or z = (zk) ∈ {f (G)}γ if
and only if E ∈ (f : c) or E ∈ (f : ∞), which is what we wished to prove. 
As a direct consequence of Theorem ., we have the following.
Corollary . Let u, v ∈U for all k ∈N. Then
{
f (G)


























4 Somematrix mappings related to the space f (G)
In this section, we give two theorems characterizing the classes of matrix transformations
from the sequence space f (G) into any given sequence space μ and from any sequence
space μ into the given sequence space f (G).












for all k,n ∈N.
Lemma . Let A = (ank) be an inﬁnite matrix. Then the following statements hold:






(ii) (cf. []) A ∈ (f : c) if and only if (.) holds, and there are αk ,α ∈C such that
lim










∣∣	(ank – αk)∣∣ = α. (.)
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(iii) (cf. []) A ∈ (f : f ) if and only if (.) holds and
f -lim
n→∞










∣∣	[a(n,k,m) – αk]∣∣ =  uniformly in n. (.)
Theorem . Suppose that the entries of the inﬁnite matrices E = (enk) and F = (fnk) are












for all k,n ∈ N and μ be any given sequence space. Then E ∈ (f (G) : μ) if and only if
{enk}k∈N ∈ {f (G)}β for all n ∈N and F ∈ (f : μ).
Proof Let μ be any given sequence. Suppose that (.) holds between the inﬁnite matrices
E = (enk) and F = (fnk), and we take into account that the spaces f (G) and f are linearly
isomorphic.
Let E ∈ (f (G) : μ) and take any y = (yk) ∈ f . Then FG(u, v) exists and {enk}k∈N ∈ {f (G)}β ,
which yields the result that (.) is necessary and {fnk}k∈N ∈ f β for each n ∈ N. Hence, Fy















ym for allm,n ∈N
we obtain Ex = Fy, which leads to the consequence F ∈ (f : μ).
Conversely, let {enk}k∈N ∈ {f (G)}β for each n ∈ N and F ∈ (f : μ), and we take any x =








ujvkfnjxk for allm,n ∈N
as m → ∞ the result that Fy = Ex and this shows that E ∈ (f (G) : μ). This completes the
proof. 
By changing the roles of the spaces f(G) and f (G) withμ, we have the following theorem.
Theorem . Suppose that the entries of the inﬁnite matrices A = (ank) and B = (bnk) are
connected with the relation (.) and μ be any given sequence space. Then A ∈ (μ : f (G)) if
and only if B ∈ (μ : f ).








bnkzk for allm,n ∈N. (.)
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Equation (.) yields as m → ∞ the result that (Bz)n = {G(u, v)(Az)}n. Therefore, one
can immediately observe from this that Az ∈ f (G) whenever z ∈ μ if and only if Bz ∈ f
whenever z ∈ μ. This completes the proof. 
It is of course so that Theorem . and Theorem . have several consequences depend-
ing on the choice of sequence space μ and the sequences u = (un) and v = (vk). Therefore
by Theorem . and Theorem ., necessary and suﬃcient conditions for (f (G) : μ) and
(μ : f (G)) may be derived by replacing the entries of E and A˜ by those of the entries of
F = EG–(u, v) and B = G(u, v)A˜, respectively, where the necessary and suﬃcient condi-
tions on the matrices F and B are read from the concerning results in the existing litera-
ture.
If we get the space ∞ and the spaces er∞, rt∞, and X∞, which are isomorphic to ∞
instead of μ in Theorem ., we obtain the following corollaries.













( – r)n–jrjajk (k,n ∈N).
Then the necessary and suﬃcient conditions in order for A to belong to the class (f (G) : er∞)
are obtained from Theorem . by replacing the entries of the matrix A by those of the






( – r)n–krkxk| <∞} as deﬁned Altay et
al. [] and Altay and Başar [].









k= tk for all n ∈ N. Then the necessary and suﬃcient conditions in order
for A to belong to the class (f (G) : rt∞) are obtained from in Theorem . by replacing the
entries of the matrix A by those of the matrix D; here rt∞ is the space of all sequences whose
Rt-transforms are in the space ∞ [].
Remark . In the case t = e in the space rt∞, this space reduces to the Cesàro sequence
space of non-absolute type X∞ []. Then Corollary . also includes the characterization
of class (f (G) : X∞), as a special case.
As in Corollaries .-. and Remark ., the following corollaries are obtained for μ =
{f , f (E), f̂ , f˜ }; here the spaces f (E), f̂ , f˜ are isomorphic to the space f .
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Corollary . A ∈ (f (G) : f ) if and only if {ank}k∈N ∈ {f (G)}β , (.) holds and there are
αk ,α ∈C such that
f -lim
n→∞










∣∣	[˜a(n,k,m) – αk]∣∣ =  uniformly in m, (.)
where a˜(n,k,m) = n+
∑n
j= a˜m+j,k .
Corollary . Let A = (ank) be an inﬁnite matrix and the matrix C = (cnk) be deﬁned by
Corollary .. Then the necessary and suﬃcient conditions in order for A to belong to the
class (f (G) : f (E)) are obtained from Corollary . by replacing the entries of the matrix A
by those of the matrix C; here
f (E) =
{









m +  = l uniformly in n
}
deﬁned by Kirişci [].
Corollary . Let A = (ank) be an inﬁnite matrix and the matrix H = (hnk) be deﬁned by
hnk = san–,k + rank . Then the necessary and suﬃcient conditions in order for A to belong to
the class (f (G) : f̂ ) are obtained from Corollary . by replacing the entries of the matrix A
by those of the matrix H ; here
f̂ =
{




m +  = α uniformly in k
}
deﬁned by Başar and Kirişci [].





j+ . Then the necessary and suﬃcient conditions in order for A to belong to the
class (f (G) : f˜ ) are obtained from Corollary . by replacing the entries of the matrix A by
those of the matrix M; here
f˜ =
{








k +  = α uniformly in p
}
deﬁned by Kayaduman and Şengönul [].
















ank = α, (.)































a(n + i,k) – αk


















a(n + i,k) – αk


















∣∣	[a(n,k) – αk]∣∣ = . (.)
Prior to giving some consequences as an application of this idea, we give the following
basic lemma, which is the collection of the characterization of matrix transformations
related to almost convergence.
Lemma . Let A = (ank) be an inﬁnite matrix. Then,
(i) A = (ank) ∈ (fs : ∞) if and only if (.) and (.) hold.
(ii) A = (ank) ∈ (fs : c) if and only if (.) and (.)-(.) hold [].
(iii) A = (ank) ∈ (c : f ) if and only if (.), (.), and (.) hold [].
(iv) A = (ank) ∈ (∞ : f ) if and only if (.), (.), and (.) hold [].
(v) A = (ank) ∈ (bs : f ) if and only if (.), (.),(.), and (.) hold [].
(vi) A = (ank) ∈ (fs : f ) if and only if (.), (.), (.), and (.) hold [].
(vii) A = (ank) ∈ (cs : f ) if and only if (.) and (.) hold [].
(viii) A = (ank) ∈ (bs : fs) if and only if (.) and (.)-(.) hold [].
(ix) A = (ank) ∈ (fs : fs) if and only if (.) and (.)-(.) hold [].
(x) A = (ank) ∈ (cs : fs) if and only if (.) and (.) hold [].
(xi) A = (ank) ∈ (f : cs) if and only if (.)-(.) hold [].
Now, we can give the following results.
Corollary . The following statements hold:
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(i) A = (ank) ∈ (f (G) : c) if and only if {ank}k∈N ∈ {f (G)}β for all n ∈N and (.)-(.)
hold with a˜nk instead of ank .
(ii) A ∈ (f (G) : c) if and only if {ank}k∈N ∈ {f (G)}β for all n ∈N and (.) holds, (.)
and (.) hold with αk =  and (.) holds with α =  as ank instead of ank .
(iii) A = (ank) ∈ (f (G) : bs) if and only if {ank}k∈N ∈ {f (G)}β for all n ∈N and (.) holds
with a˜nk instead of ank .
(iv) A = (ank) ∈ (f (G) : cs) if and only if {ank}k∈N ∈ {f (G)}β for all n ∈N and
(.)-(.) hold with a˜nk instead of ank .
Corollary . We have:
(i) A = (ank) ∈ (∞ : f (G)) if and only if (.), (.), and (.) hold with bnk instead of
ank .
(ii) A = (ank) ∈ (f : f (G)) if and only if (.), (.), (.), and (.) hold with bnk instead
of ank .
(iii) A = (ank) ∈ (c : f (G)) if and only if (.), (.), and (.) hold with bnk instead of ank .
(iv) A = (ank) ∈ (bs : f (G)) if and only if (.), (.), (.), and (.) hold with bnk
instead of ank .
(v) A = (ank) ∈ (fs : f (G)) if and only if (.), (.), (.), and (.) hold with bnk
instead of ank .
(vi) A = (ank) ∈ (cs : f (G)) if and only if (.) and (.) hold with bnk instead of ank .
(vii) A = (ank) ∈ (bs : fs(G)) if and only if (.), (.), and (.) hold with bnk instead
of ank .
(viii) A = (ank) ∈ (fs : fs(G)) if and only if (.)-(.) hold with bnk instead of ank .
(ix) A = (ank) ∈ (cs : fs(G)) if and only if (.) and (.) hold with bnk instead of ank .
Here fs(G) denotes the domain of the G(u, v)-generalized weighted mean in the sequence
space fs.
5 Conclusion
As an essential work on the algebraic and topological properties of the spaces f and f ,
Başar and Kirişçi [] have recently introduced the sequence spaces f̂ and f̂ derived by
the domain of the generalized diﬀerence matrix B(r, s) in the sequence spaces f and f ,
respectively. Following Başar and Kirişçi [], Kayaduman and Şengönül have studied the
domain f˜ and f˜ of the Cesàro mean of order one in the spaces f and f , in []. They
have determined the β- and γ -duals of the new spaces f˜ and f˜ , and they characterize
some classes ofmatrix transformations on/in the new sequence spaces. They complete the
paper by a nice section including some core theorems related to the matrix classes on/in
the new sequence space f˜ . Quite recently, in [], Sönmez has introduced the domain
f (B) of the triple band matrix B(r, s, t) in the sequence space f . In this paper, the β- and γ -
duals of the space f (B) are determined. Furthermore, the classes (f (B) : μ) and (μ : f (B)) of
inﬁnite matrices are characterized together with some other classes, where μ is any given
sequence space. Finally, in [] Candan has studied the sequence spaces f(˜B) and f (˜B) as
the domain of the double sequential band matrix B˜(˜r,˜ s) in the sequence spaces f and f .
Since Kirişçi and Başar [], Başar and Kirişçi [], Kayaduman and Şengönül [], Sön-
mez [, ], and Candan [, ] are recent works on the domain of certain triangle ma-
trices in the spaces f, f , and in the classical sequence spaces, the present paper is their
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natural continuation. Also these spaces are special cases of the notion of A-almost con-
vergence and FB-convergence ([, ]) as well as analogous to the deﬁnition introduced
in [].
Finally, we should note that the investigation of the domain of some particular limitation
matrices, namely Cesàromeans of orderm, Nörlundmeans, etc., in the spaces f and f will
lead to new results which are not comparable with the present results.
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