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Abstract
We analyze degenerate, second-order, elliptic operators H in diver-
gence form on L2(R
n×Rm). We assume the coefficients are real sym-
metric and a1Hδ ≥ H ≥ a2Hδ for some a1, a2 > 0 where
Hδ = −∇x1 cδ1,δ′1(x1)∇x1 − cδ2,δ′2(x1)∇
2
x2 .
Here x1 ∈ R
n, x2 ∈ R
m and cδi,δ′i are positive measurable functions
such that cδi,δ′i(x) behaves like |x|
δi as x→ 0 and |x|δ
′
i as x→∞ with
δ1, δ
′
1 ∈ [0, 1〉 and δ2, δ
′
2 ≥ 0.
Our principal results state that the submarkovian semigroup St =
e−tH is conservative and its kernel Kt satisfies bounds
0 ≤ Kt(x ; y) ≤ a (|B(x ; t
1/2)| |B(y ; t1/2)|)−1/2
where |B(x ; r)| denotes the volume of the ball B(x ; r) centred at x
with radius r measured with respect to the Riemannian distance asso-
ciated with H . The proofs depend on detailed subelliptic estimations
on H , a precise characterization of the Riemannian distance and the
corresponding volumes and wave equation techniques which exploit the
finite speed of propagation.
We discuss further implications of these bounds and give explicit
examples that show the kernel is not necessarily strictly positive, nor
continuous.
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1 Introduction
The classical work of Nash [Nas58], De Giorgi [De 57] Aronson [Aro67] gives boundedness
and regularity properties of weak solutions of linear parabolic and elliptic equations with
measurable coefficients. Their results cover the equations given by second-order operators
H in divergence form on L2(R
d), i.e., operators formally expressed as
H = −
d∑
i,j=1
∂i cij ∂j , (1)
where ∂i = ∂/∂xi, the cij are real-valued measurable functions and the coefficient ma-
trix C = (cij) is assumed to be symmetric and positive-definite almost-everywhere. The
principal hypothesis of the theory is (uniform) strong ellipticity of the coefficients. This
condition is formulated as ∞ > λI ≥ C ≥ µ I > 0 or as the equivalent operator con-
dition λL ≥ H ≥ µL where L = −
∑d
i=1 ∂
2
i is the usual Laplacian. It is a condition of
non-degeneracy.
The prime conclusion of the Nash–De Giorgi–Aronson theory is that the fundamental
solution of the parabolic equation, the heat kernel, satisfies global Gaussian upper and
lower bounds. Ho¨lder continuity of solutions of the elliptic and parabolic equations is
then a consequence of the Gaussian bounds. It has become increasingly apparent that
these bounds encode a great deal of useful information on related concepts such as Riesz
transforms, spectral multipliers, holomorphic functional calculus etc. (see, for example,
[DOS02] [Ouh05] and references therein). It has also been established that the Gaussian
bounds follow from two general structural features, a Poincare´ inequality and volume
doubling [Gri92] [SC95]. This has led to extension of many results to a broader class of
operators, e.g., the Laplace–Beltrami operator on Riemannian manifolds with non-negative
curvature (see [Gri99] and [SC02] for reviews of these developments).
The theory of degenerate elliptic operators is in comparison underdeveloped although
two general classes have been identified which retain many of the structural features associ-
ated with strong ellipticity, at least locally, albeit with significant geometric modifications.
These classes weaken the strong ellipticity hypotheses in different directions and cover
complementary types of degeneracy but only describe some of the possibilities .
The first class consists of operators for which the largest eigenvalue µM and the inverse
of the smallest eigenvalue µm of the coefficient matrix C are both locally integrable [FKS82]
[Tru73]. Poincare´ and Harnack inequalities, Ho¨lder continuity etc. follow from this con-
dition, or slightly more stringent conditions. These conditions place direct restraints on
the order of degeneracy, e.g., the order of µm in the neighbourhood of a zero, and limit
the analysis to weakly degenerate operators. Under such restraints one can still exploit
many of the methods used to analyze strongly elliptic operators. Note, however, that this
class of operators does not contain simple examples such as the Heisenberg sublaplacian
HHeis = −∂
2
1 − (∂2 + x1 ∂3)
2 on L2(R
3) for which µm is identically zero.
The second class consists of operators which satisfy a subelliptic estimate H ≥ µLγ−ν I
where µ > 0, ν ≥ 0 and γ ∈ 〈0, 1]. This condition, which is a natural extension of the
operator form of strong ellipticity H ≥ µL, is of a rather different nature since it cannot
be expressed in terms of the lowest eigenvalue µm or, indeed, in terms of the coefficients cij .
For example, the Heisenberg sublaplacian HHeis on L2(R
3) satisfies the estimate, with γ =
1/2. This is a specific example of a type of subelliptic operator introduced by Ho¨rmander
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[Ho¨r67]. The Ho¨rmander operators are expressed in the form H =
∑n
i=1X
∗
iXi where
the Xi are smooth vector fields. The principal assumption is that the Xi together with
their multicommutators of a fixed order r span the tangent space at each point x ∈ Rd.
Then H satisfies the subellipticity condition locally with γ = 1/r (see, [JSC87] for a
detailed review and references). The algebraic structure of the fields required by the
Ho¨rmander commutator condition places restrictions on the smoothness and growth of
the coefficients of the operators. Fefferman and Phong [FP83] subsequently extended the
scope of the theory by establishing that locally the subellipticity is equivalent to a property
of the balls defined by the corresponding Riemannian geometry. The results of these
authors then opened the way to the extension of many of the local estimates of the Nash–
De Giorgi–Aronson theory to the subelliptic situation (again see, [JSC87] for a detailed
description). Nevertheless the results of Fefferman and Phong depend on some smoothness
of the coefficients of H . In particular it is necessary for the coefficients to be at least
twice differentiable to define the balls that play a key role in their analysis (see [FSC86],
Section 1) and this is possibly sufficient. This is indeed the case in two dimensions Xu
[Xu92]. But the C2 requirement places a substantial restraint on the possible degeneracy.
In this paper we introduce and analyze global properties of a family of degenerate
operators with measurable coefficients which is not covered by either of the above classes
but which incorporates two different types of degeneracy typical of the classes. As a
preliminary we define two functions f , g with values in an ordered space to be equivalent,
f ∼ g, if there are a, a′ > 0 such that a f ≤ g ≤ a′ f uniformly. We use this notion
in a variety of contexts, e.g., for functions over Rd, for positive symmetric matrices and
lower semibounded selfadjoint operators and also for the equivalence of quadratic forms.
In addition for a > 0 we set
a(α,α
′) =
{
aα if a ≤ 1
aα
′
if a ≥ 1
for all α, α′ ∈ R.
We analyze operators H on L2(R
n×Rm) of the form (1) but with the matrix of coeffi-
cients C ∼ Cδ where Cδ is a block diagonal matrix Cδ(x1, x2) = cδ1,δ′1(x1) In + cδ2,δ′2(x1) Im
and cδ1,δ′1 , cδ2,δ′2 are positive measurable functions such that
cδi,δ′i(x) ∼ |x|
(2δi,2δ′i) (2)
where the indices δ1, δ2, δ
′
1, δ
′
2 are all non-negative and δ1, δ
′
1 < 1 but there is no upper
bound on δ2 and δ
′
2. Thus H ∼ Hδ, where Hδ is given by
Hδ = −∇x1 cδ1,δ′1 ∇x1 + cδ2,δ′2 Lx2 (3)
with x1 ∈ R
n, x2 ∈ R
m, ∇x1 the gradient operator on L2(R
n) and Lx2 = −∇
2
x2
the
Laplacian on L2(R
m). Since Cδ is only defined up to equivalence there is a freedom of
choice which will often be exploited in the sequel.
In summary we consider elliptic operators H of the form (1), defined precisely by
quadratic form techniques in Section 2, with H ∼ Hδ where Hδ is the elliptic operator
(3) with coefficients satisfying (2). The operator (3) is a natural generalization of the
Ho¨rmander type operators −∂21 − x
2n
1 ∂
2
2 introduced by Grusˇin [Gru70]. Therefore we refer
to them as Grusˇin operators. Note that for these operators the lowest eigenvalue µm of
2
the coefficient matrix C satisfies µm(x) ∼ |x1|
2(δ1∨δ2) for |x| ≤ 1 thus the inverse of µm is
locally integrable if and only if δ1∨δ2 < n. Moreover, we make no smoothness assumptions
on the coefficients cij .
We will prove that the semigroup S generated by the Grusˇin operatorH is conservative,
i.e., St1 = 1 on L∞(R
n+m) and that its kernel K satisfies Gaussian bounds with respect
to the appropriate Riemannian geometry.
The Riemannian distance associated with an elliptic operator (1) with measurable co-
efficients C = (cij) is defined by
d(y ; z) = sup
ψ∈D
(ψ(y)− ψ(z)) (4)
for all y, z ∈ Rd where
D = {ψ ∈ W 1,∞(Rd) :
d∑
i,j=1
cij(∂iψ)(∂jψ) ≤ 1 } . (5)
If C is strongly elliptic then this is equivalent to the usual Euclidean distance but for a
general elliptic operator it is not necessarily a genuine distance, i.e., it could take the value
infinity. If, however, H is a Grusˇin operator on Rn × Rm then C ∼ Cδ and d(· ; ·) is
equivalent to
dδ(y ; z) = sup{|ψ(y)− ψ(z)| : ψ ∈ W
1,∞(Rn ×Rm) , cδ1,δ′1 |∇x1ψ|
2 + cδ2,δ′2 |∇x2ψ|
2 ≤ 1 } .
The restrictions δ1, δ
′
1 < 1 ensure that this latter function is a bona fide distance.
There are two technical difficulties in our analysis of Grusˇin operators. First one needs
to derive subelliptic estimates on Hδ in order to obtain a priori estimates on the semigroup
S (see Section 3). Secondly it is necessary to estimate the volume (Lebesgue measure)
|B(x ; r)| of the Riemannian balls B(x ; r) = {y : d(x ; y) < r} or, equivalently, the balls
Bδ(x ; r) = {y : dδ(x ; y) < r} (see Section 5). But then we establish in Section 6 that the
semigroup S is conservative and and its kernel K satisfies Gaussian bounds. Specifically,
for each ε ∈ 〈0, 1] there is an a > 0 such that
0 ≤ Kt(x ; y) ≤ a (|B(x ; t
1/2)| |B(y ; t1/2)|)−1/2 e−d(x;y)
2/(4(1+ε)t)
for all x, y ∈ Rn ×Rm and all t > 0.
Lower bounds and continuity properties are more sensitive, e.g., if n = 1 and δ1 ∈
[1/2, 1〉 then the kernel is not strictly positive nor is it continuous (see [ERSZ06], Sections 5
and 6) since the system separates into two distinct subsystems, the halfspace x1 ≥ 0 and
the halfspace x1 ≤ 0. In Section 7 we discuss the simplest example in one-dimension, n = 1,
m = 0. The one-dimensional example has been analyzed at length in the setting of control
theory [ABCF06] [MV06] from a slightly different perspective. In the latter context the
case δ ∈ [0, 1/2〉 is referred to as weakly degenerate and the case δ1 ∈ [1/2, 1〉 as strongly
degenerate. We will indeed establish positivity and continuity properties similar to those
associated with strongly elliptic operators in the weakly degenerate case. In addition we
establish some partial regularity and positivity properties for the ergodic components on
L2(R±) in the strongly degenerate case. We emphasize that the separation phenomenon
demonstrates that the Riemannian distance is not appropriate for the full description of the
structure associated with strongly degenerate operators. Indeed the small time asymptotics
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of the kernel is given by a larger distance [ERS06] [HR03] [AH05] which incorporates the
separation. This indicates that the above Gaussian bounds are not optimal. Nevertheless,
they suffice for the derivation of several significant results in the global spectral analysis of
Grusˇin operators (see Section 8).
Finally we note that Sawyer and Wheeden [SW06] have recently reformulated the
Ho¨rmander–Fefferman–Phong theory to incorporate elliptic operators with L∞-coefficients.
But their emphasis is from the outset on establishing local regularity properties of weak
solutions. Our analysis of Grusˇin operators with n = 1 and δ1 ∈ [1/2, 1〉 shows that such
properties are not universally valid.
2 Preliminaries
In the sequel we are only interested in qualitative estimates. Hence we adopt the variable
constant convention. In subsequent estimates a, a′ etc. denote strictly positive constants
whose value may vary bound by bound but which are independent of the key variables in
the estimates.
We begin by discussing the precise definition of elliptic operators of the form (1) or
more specifically (3) through closed quadratic forms.
First, let C = (cij) be a real-valued symmetric matrix with measurable, locally inte-
grable, coefficients cij . Assume C is positive-definite almost everywhere and define the
positive quadratic form h by
h(ϕ) =
d∑
i,j=1
(∂iϕ, cij∂jϕ) =
∫
Rd
dx
d∑
i,j=1
cij(x)(∂iϕ)(x)(∂jϕ)(x) (6)
with D(h) consisting of those ϕ ∈ W 1,2(Rd) for which the integral converges. Since the
coefficients are locally integrable the form is densely defined. But it is not necessarily
closed. There are three possibilities.
First, if h is closed then there is a positive self-adjoint operator H such that D(h) =
D(H1/2) and h(ϕ) = ‖H1/2ϕ‖22. Then we define H to be the elliptic operator with coef-
ficients C. For example if C satisfies the usual strong ellipticity assumptions, λI ≥ C ≥
µI > 0, then D(h) =W 1,2(Rd) and h is closed. More generally one has the following.
Lemma 2.1 If C ≥ µI > 0 almost everywhere then h is closed.
Proof The lemma is established by a monotonicity argument. If CN = C ∧ NI with
N ∈ N then CN is strongly elliptic and the corresponding closed forms hN with D(hN) =
W 1,2(Rd) are monotonically increasing. But h(ϕ) = supN hN(ϕ) with D(h) the subspace
of W 1,2(Rd) for which the supremum is finite. Then, however, h is closed (for details see,
for example [BR97], Lemma 5.2.23). ✷
Remark 2.2 Note that if H is the elliptic operator associated with the closed form h in
the lemma and HN the strongly elliptic operators associated with the hN then the HN
converge in the strong resolvent sense to H . But the hN are Dirichlet forms. Hence h is a
Dirichlet form and the semigroup S generated by H is submarkovian.
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Secondly, it is possible that h is closable although it is not closed. Then the elliptic
operator H is naturally defined as the self-adjoint operator associated with the closure h
of h. Again h is a Dirichlet form and the elliptic semigroup S is submarkovian. This is
indeed the case of principal interest in the current context.
Lemma 2.3 The form h of a Grusˇin operator is closable.
Proof Let hδ denote the form of the operator Hδ given formally by (3). Since C ∼ Cδ it
follows that h ∼ hδ. Explicitly, D(h) = D(hδ) and there are a, a
′ > 0 such that
a hδ(ϕ) ≥ h(ϕ) ≥ a
′ hδ(ϕ)
for all ϕ ∈ D(h). Thus it suffices to prove that hδ is closable. But we may assume the
coefficients cδ1,δ′1 , cδ2,δ′2 are continuous. Then hδ is closable by the proof of Proposition 2.3
in [ERSZ06]. ✷
Although the forms of the Grusˇin operators are closable it is nevertheless of interest
to consider the third possibility for general elliptic forms, the possibility that h is neither
closed nor closable. (For explicit examples see [FOT94] Section 3.1 and in particular
Theorem 3.1). In this case one can introduce the relaxation h0 of h as the largest positive,
closed, quadratic form h0 such that h0 ≤ h. The relaxation occurs in the context of
nonlinear phenomena and discontinuous media (see, for example, [Bra02] [ET76] [Jos98]
[Dal93] [Mos94] and references therein) and can be characterized in several different ways.
Simon [Sim78], Theorems 2.1 and 2.2, has shown that a general positive quadratic form h
can be decomposed as a sum h = hr+hs of two positive forms with D(hr) = D(h) = D(hs)
with hr the largest closable form majorized by h. Simon refers to hr as the regular part of
h. Then h0 = hr. Note that h0 = h if h is closed and h0 = h if h is closable.
There is an alternative method of constructing h0 by monotone approximation. Let l
be the closed quadratic form associated with the Laplacian L. Then D(l) = W 1,2(Rd).
Next define hε = h + ε l for ε > 0 with D(hε) = D(h). Then hε corresponds to the
elliptic operator with coefficients cij+ε δij and is closed by Lemma 2.1. The corresponding
positive self-adjoint operators Hε form a decreasing sequence which, by a result of Kato
[Kat80], Theorem VIII.3.11, converges in the strong resolvent sense to a positive self-adjoint
operator H0. This is the operator H0 associated with the relaxation h0 (see [Sim78],
Theorem 3.2). The latter construction justifies the interpretation of H0 as the elliptic
operator with coefficients C. It follows again that the relaxation h0 is a Dirichlet form.
Moreover the construction of the relaxation respects order properties, i.e., if h and k are
two elliptic forms and h ≥ k then h0 ≥ k0.
In each of the above situations the elliptic operator H with coefficients C is obtained
as a double limit N → ∞, ε → 0 of the strongly elliptic operators HN,ε with coefficients
CN,ε = (C ∧NI) + εI. The convergence is in the strong resolvent sense. In particular this
construction is applicable to the Grusˇin operators. Therefore it is not essential to make
a notational distinction between the three cases. Thus in the sequel we use H to denote
the self-adjoint elliptic operator constructed by this limiting process, S the submarkovian
semigroup generated by H and K the semigroup kernel. It follows in particular from the
construction that the semigroups S(N,ε) generated by the strongly elliptic operators HN,ε
converge strongly to S on L2(R
d).
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Our next aim is to discuss a priori bounds on t→ Kt which are uniform over R
d. This
is equivalent to obtaining bounds on the crossnorms ‖St‖1→∞ of the semigroup as a map
from L1 to L∞, or the crossnorms ‖St‖2→∞ from L2 to L∞ since
‖St‖1→∞ = ess sup
x,y∈Rd
|Kt(x ; y)| = ess sup
x∈Rd
∫
Rd
dy |Kt/2(x ; y)|
2 = (‖St/2‖2→∞)
2
for all t > 0.
The standard method of obtaining bounds on the crossnorms ‖St‖2→∞, and hence
on ‖St‖1→∞, for strongly elliptic semigroups is via Nash inequalities. In the context of
degenerate elliptic operators it is useful to consider a particular class of inequalities defined
in terms of Fourier multipliers.
Let F be a positive real function overRd and define the corresponding Fourier multiplier
F on L2(R
d) by (˜Fϕ)(p) = F (p)ϕ˜(p) where ϕ˜ denotes the Fourier transform of ϕ ∈ L2(R
d).
One can also interpret F as a differential operator F = F (i∇x) with constant coefficients.
Next let f denote the closed form corresponding to F , i.e.,
f(ϕ) =
∫
Rd
dp F (p) |ϕ˜(p)|2
with D(f) the subspace of ϕ ∈ L2(R
d) for which the integral is finite. Finally let VF (r)
denote the volume (Lebesgue measure) of the set {p : F (p) < r2}.
A subelliptic estimate of the form h ≥ f immediately gives a Nash type inequality.
Lemma 2.4 If h ≥ f then
‖ϕ‖22 ≤ r
−2h(ϕ) + (2pi)−d VF (r) ‖ϕ‖
2
1 (7)
for all ϕ ∈ D(h) ∩ L1 and all r > 0.
Proof The proof is a direct consequence of the Plancherel formula;
‖ϕ‖22 =
∫
Rd
dp |ϕ˜(p)|2 =
∫
F (p)≥r2
dp |ϕ˜(p)|2 +
∫
F (p)<r2
dp |ϕ˜(p)|2
≤ r−2
∫
Rd
dp F (p)|ϕ˜(p)|2 + (2pi)−d
∫
F (p)<r2
dp ‖ϕ‖21
≤ r−2h(ϕ) + (2pi)−d VF (r) ‖ϕ‖
2
1 (8)
for all r > 0. ✷
The Nash inequality allows one to obtain bounds on the cross-norm ‖St‖2→∞ for many
different F . In particular if VF has a polynomial behaviour one can estimate ‖St‖1→2,
and by duality ‖St‖2→∞, by a straightforward extension of Nash’s original argument. In
particular one obtains the following.
Lemma 2.5 If h ≥ f and VF (r) ≤ a r
(D′,D) then ‖St‖1→∞ ≤ b t
(−D/2,−D′/2).
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Proof The result can be deduced from [CKS87], Theorem 2.9 or from the alternative
argument given in [Rob91] pages 268–269. ✷
The lemma demonstrates that large values of r give small t bounds and small values of r
give large t bounds. If h is strongly elliptic then F (p) = µ p2 = (µ1/2p)2, VF (r) ∼ r
d and
‖St‖1→∞ ≤ a (µt)
−d/2 for all t > 0. Alternatively the subellipticity conditionH ≥ µLγ−ν I
corresponds to F (p) = (µ |p|2γ−ν)∨0 and this only gives useful information on the large r
behaviour of VF . It yields bounds ‖St‖1→∞ ≤ a t
−d/(2γ) for t ≤ 1.
Lemmas 2.4 and 2.5 allow us in Section 3 to obtain uniform bounds on the semigroup
kernels associated with the Grusˇin operators (3) except if n = 1 and δ1 or δ2 is in [1/2, 1〉.
In the latter case one obtains subelliptic bounds of a different character, bounds in terms
of the Neumann Laplacian. But these can also be used to obtain Nash inequalities.
Let Lx,N denote the self-adjoint version of the operator −d
2/dx2 on L2(R) with Neu-
mann boundary conditions at the origin. Then Lx,N = L
+
x,N ⊕ L
+
x,N where L
±
x,N are the
Neumann operators on L2(R±), respectively. Now let F be a positive function on the
half-line and define the operators FN = F (Lx,N) and F
±
N = F (L
±
x,N) by spectral theory.
Then FN = F
+
N ⊕F
−
N . Next let fN and f
±
N be the forms corresponding to FN and F
±
N . Each
ϕ ∈ D(fN) has a unique decomposition ϕ = ϕ+ ⊕ ϕ− with ϕ± ∈ D(f
±
N ) and one has the
relations ‖ϕ‖22 = ‖ϕ+‖
2
2 + ‖ϕ−‖
2
2, fN(ϕ) = f
+
N (ϕ+) + f
−
N (ϕ−) and ‖ϕ‖1 = ‖ϕ+‖1 + ‖ϕ−‖1.
Thus the Nash inequalities can be analyzed by examining the two subsystems on L2(R±).
This can then be handled by considering the extension of the operators from L2(R±) to
the space L2,e(R) of even functions over the line. Since both cases are similar we only
consider the extension of L2(R+).
First, if ϕ ∈ L2(R+) we define the symmetric extension Eϕ to L2(R) by (Eϕ)(±x) =
ϕ(x) if x ≥ 0. Then L2,e(R) is the range of E. Secondly, if ϕ ∈ L2(R) we define the
restriction Rϕ to L2(R+) by (Rϕ)(x) = ϕ(x) if x ≥ 0. Thirdly, if T denotes the semigroup
generated by the one-dimensional Laplacian Lx = −d
2/dx2 on L2(R) then T leaves L2,e(R)
invariant. Hence RTE defines a semigroup on L2(R+). The semigroup property follows
because
(RTsE)(RTtE) = (RTs)(ER)(TtE) = (RTs)(TtE) = (RTs+tE)
where the second step uses the invariance. Now it is easy to check that RTtE = T
(N)
t where
T (N) denotes the semigroup generated by Lx,N . Similar considerations apply to Lx1,N ⊗ 1
on L2(R×R
m). If Eϕ is the even extension of ϕ ∈ L2(R+ ×R
m) to L2(R×R
m) and R
the corresponding restriction then one has R(Tt ⊗ 1)E = T
(N)
t ⊗ 1 .
Next let F be a positive bounded function on R+ × R
m. Define the multiplier by
F by (˜Fϕ)(p1, p2) = F (p
2
1, p2)ϕ˜(p1, p2) and the corresponding operators on L2(R × R
m)
by F = F (Lx1 , i∇x2) and FN = F (Lx1,N , i∇x2). Let F
+
N denote the restriction of FN to
L2(R+ ×R
m). Further let f , fN and f
+
N be the corresponding forms. Then if ϕ ∈ D(f
+
N )
one has Eϕ ∈ D(f) and
f(Eϕ) = (Eϕ, FEϕ) = (Eϕ,ERFEϕ) = (Eϕ,EF+Nϕ) = 2 (ϕ, F
+
Nϕ) = 2 f
+
N (ϕ) .
Hence using the estimate (8) for F one deduces that
‖ϕ‖22 = 2
−1‖Eϕ‖22 ≤ 2
−1r−2(Eϕ, FEϕ) + 2−1VF (r) ‖Eϕ‖
2
1 = r
−2f+N (ϕ) + 2 (2pi)
−d VF (r) ‖ϕ‖
2
1
for all r > 0.
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One can reason similarly for the restriction to the left half line and then by combination
one obtains the following analogue of Lemma 2.4 with VF (r) the volume of the set {(p1, p2) :
F (p21, p2) < r
2}.
Lemma 2.6 If h ≥ fN in the form sense on L2(R×R
m) then
‖ϕ‖22 ≤ r
−2h(ϕ) + 4 (2pi)−d VF (r) ‖ϕ‖
2
1 (9)
for all ϕ ∈ D(h) ∩ L1(R×R
m) and all r > 0.
If the function VF in the Nash inequality of Lemma 2.6 has a polynomial growth of the
type considered in Lemma 2.5 one then obtains analogous bounds on the crossnorm of the
semigroup St. Thus the key point in the analysis of the Grusˇin operator with n = 1 is
to obtain a subelliptic estimate h ≥ fN with the modified Fourier multiplier involving the
Neumann Laplacian in the first direction.
3 Subelliptic estimates
In this section we examine the Grusˇin operators and derive uniform estimates on the
semigroup crossnorms ‖St‖1→∞ by use of the Nash inequalities of Lemmas 2.4 and 2.6.
These bounds will then be improved by other techniques in the sequel. The principal
result of this section is given by the following proposition.
Proposition 3.1 Let St denote the positive self-adjoint semigroup on L2(R
n ×Rm) gen-
erated by the Grusˇin operator H with coefficients C ∼ Cδ where Cδ satisfies (2). Then
‖St‖1→∞ ≤ a t
(−D/2,−D′/2)
where
D = (n+m(1 + δ2 − δ1))(1− δ1)
−1 and D′ = (n +m(1 + δ′2 − δ
′
1))(1− δ
′
1)
−1 .
Note that the local dimension D depends only on the parameters δ1 and δ2 which govern
the local degeneracies of the coefficients of H and the global dimension D′ depends on the
parameters δ′1 and δ
′
2 which govern the global degeneracies. Moreover, D,D
′ ≥ n+m, the
Euclidean dimension, with D = n +m if and only if δ1 = 0 = δ2 and D
′ = n +m if and
only if δ′1 = 0 = δ
′
2.
The proof of the proposition is in two stages. First consider the operator
H1 = −∇x cδ1,δ′1 ∇x (10)
on L2(R
n). There are two possibilities.
Either δ1 ≥ δ
′
1 and then cδ1,δ′1(x) ∼ |x|
2δ1(1 + |x|2δ1)−1+δ
′
1/δ1 ,
or δ1 ≤ δ
′
1 and then cδ1,δ′1(x) ∼ |x|
2δ1 + |x|2δ
′
1 .
Since the subsequent estimates are valid up to equivalence we can effectively replace cδ1,δ′1
by the appropriate function on the right. Moreover, the form
h1(ϕ) = (∇xϕ, cδ1,δ′1 ∇xϕ) =
∫
Rn
dx cδ1,δ′1(x)|(∇xϕ)(x)|
2
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is closed on the domain D(h1) =W
1,2(Rn ; cδ1,δ′1dx) and C
∞
c (R
n) is a core of h. Therefore
it suffices to establish the following form estimates on C∞c (R
n).
It is convenient to express the subelliptic estimates in operator terms. Recall that
Lx = −∇
2
x denotes the Laplacian.
Proposition 3.2 Let n ≥ 2, or n = 1 and δ1, δ
′
1 ∈ [0, 1/2〉. Then h1 ≥ f on L2(R
n×Rm)
where f is the form of the operator F with
F ∼ L(1−δ
′
1)
x (1 + Lx)
−(δ1−δ′1)
if δ1 ≥ δ
′
1 and
F ∼ L(1−δ1)x + L
(1−δ′1)
x
if δ1 ≤ δ
′
1.
Moreover, if n = 1 and δ1 ∈ [1/2, 1〉 or δ
′
1 ∈ [1/2, 1〉 then h1 ≥ fN where fN is the form
of the operator FN obtained by replacing Lx by Lx,N .
The two key properties needed for subelliptic estimates of H1 are the following.
Lemma 3.3 If γ ∈ [0, 1 ∧ n/2〉 then
L γx ≥ a |x|
−2γ
in the form sense on L2(R
n).
Moreover, if n = 1 then Lx,D ≥ (4x
2)−1 on L2(R) where Lx,D is the Laplacian with
Dirichlet boundary conditions at the origin.
The statements are versions of Hardy’s inequality (see, for example, [Dav99] and ref-
erences therein) and special cases of the inequalities of Caffarelli, Kohn and Nirenberg
[CKN84]. The multidimensional version is often stated with γ = 1 and n ≥ 3. In the latter
case one has a = (n− 2)2/4 and this value is optimal. The fractional version follows from
Strichartz’ work [Str67] on Fourier multipliers.
Lemma 3.4 Let A and B be self-adjoint operators on L2(R
n) and let γ ∈ [0, 1]. If A ≥
B ≥ 0 then
A(I + A)−γ ≥ B(I +B)−γ
in the form sense.
Proof First one has
A(λI + A)−1 = I − λ (λI + A)−1 ≥ I − λ (λI +B)−1 = B(λI +B)−1
for all λ > 0 and this gives the result for γ = 1. But if γ < 1 then
A(I + A)−γ = cγ
∫ ∞
0
dλ
λγ
A((1 + λ)I + A)−1
≥ cγ
∫ ∞
0
dλ
λγ
B((1 + λ)I +B)−1 = B(I +B)−γ
where we have used the standard integral representation of the fractional power. ✷
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Proof of Proposition 3.2 Consider the case δ1 ≥ δ
′
1. Then for ϕ ∈ C
∞
c (R
n)
h1(ϕ) ≥ a (∇xϕ, |x|
2δ1(1 + |x|2δ1)−1+δ
′
1/δ1∇xϕ)
≥ a (∇xϕ, L
−δ1
x (1 + L
−δ1
x )
−1+δ′1/δ1∇xϕ) ≥ a (ϕ, L
1−δ′1
x (1 + Lx)
−(δ1−δ′1)ϕ)
by Lemmas 3.3 and 3.4 which are applicable if δ1 ∈ [0, 1 ∧ n/2〉 and δ
′
1/δ1 ∈ [0, 1〉. If,
however, n = 1, δ1 ∈ [1/2, 1〉 and ϕ ∈ C
∞
c (R
n\{0}) then
h1(ϕ) ≥ a (ϕ
′, L−δ1x,D(1 + L
−δ1
x,D)
−1+δ′1/δ1ϕ′) ≥ a (ϕ, L
1−δ′1
x,N (1 + Lx,N)
−(δ1−δ′1)ϕ)
where the second bound follows from the argument given in Example 6.7 of [ERSZ06].
The case δ1 ≤ δ
′
1 is similar but simpler. It also uses the basic inequality Lx ≥ Lx,N
which then extends to all fractional powers. ✷
Next consider the Grusˇin operator (3) on L2(R
n × Rm) and let h denote the corre-
sponding quadratic form. The δ and δ′ are positive and δ1, δ
′
1 ∈ [0, 1〉 but we do not
place any restriction on δ2 and δ
′
2. Clearly H ≥ aH1( = aH1 ⊗ 1) and so the bounds of
Proposition 3.2 are applicable. But then one has the following complementary bounds.
Proposition 3.5 The subelliptic estimate h ≥ f is valid on L2(R
n ×Rm) where f is the
form of the operator F with
F ∼ Lαx2(1 + Lx2)
α−α′
where
α = (1− δ1)/(1 + δ2 − δ1) and α
′ = (1− δ′1)/(1 + δ
′
2 − δ
′
1) .
Proof First one has h ≥ a hδ and after a partial Fourier transformation, i.e., a transfor-
mation with respect to the x2 variable, Hδ transforms to an operator H˜δ on L2(R
n)
H˜δ = H1 + cδ2,δ′2 |p2|
2
where H1 is the self-adjoint operator analyzed in Proposition 3.2. Therefore one may
apply the latter proposition to H1 to bound H˜δ below by a differential operator in the R
n
variable. Now to proceed we again use the fractional Hardy inequality but to cover all the
relevant cases we have to pass to a fractional power of H˜δ. This is achieved with the aid
of the following simple observation.
Lemma 3.6 Let A and B be positive self-adjoint operators such that the form sum A+B
is densely defined. Then the form sum A1/2 +B1/2 is densely defined and
(A+B)1/2 ≥ 2−1/2(A1/2 +B1/2) .
Similarly A1/2
n
+B1/2
n
is densely defined and
(A+B)1/2
n
≥ 2−1+2
−n
(A1/2
n
+B1/2
n
)
for all positive integers n.
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Proof First one has A+B ≥ A. Hence (A+B)1/2 ≥ A1/2 and D(A1/2) ⊇ D((A+B)1/2).
Similarly (A + B)1/2 ≥ B1/2 and D(B1/2) ⊇ D((A + B)1/2). The first statement then
follows because
A +B = (A1/2 +B1/2)2/2 + (A1/2 −B1/2)2/2 ≥ (A1/2 +B1/2)2/2 .
The second statement follows by iteration. ✷
The proof of Proposition 3.5 now continues by applying Lemma 3.6 to deduce that
H˜
1/4
δ ≥ a (H
1/4
1 + c
1/4
δ2,δ′2
|p2|
1/2) .
But if δ1 ≤ δ
′
1 and n ≥ 2, or n = 1 and δ1, δ
′
1 ∈ [0, 1/2〉, then, by Proposition 3.2,
H
1/4
1 ≥ aL
(1−δ′1)/4
x1 (I + L
(1−δ′1)/4
x1 )
−1+σ (11)
where σ = (1− δ1)/(1− δ
′
1) ∈ 〈0, 1]. But 0 ≤ (1− δ
′
1)/4 ≤ 1/4. Therefore
L (1−δ
′
1)/4
x1
≥ a |x1|
−(1−δ′1)/2
by Lemma 3.3. Hence
L (1−δ
′
1)/4
x1
(I + L (1−δ
′
1)/4
x1
)−1+σ ≥ a |x1|
−(1−δ′1)/2(1 + |x1|
−(1−δ′1)/2)−1+σ
≥ a |x1|
−(δ1−δ′1)/2(1 + |x1|)
−(1−δ1)/2
by Lemma 3.4. Then, however,
H˜
1/4
δ ≥ a
(
|x1|
−(δ1−δ′1)/2(1 + |x1|)
−(1−δ1)/2 + cδ2,δ′2(x1)
1/4 |p2|
1/2
)
.
But the right hand side is a function of |x1| with a strictly positive minimum m which is
estimated by elementary arguments. The minimum value m is a positive function of |p2|
which then gives the bound H˜δ ≥ MI with M = m
4.
In order to estimate the minimum m we note that the first function in the last estimate,
x1 7→ |x1|
−(δ1−δ′1)/2(1+ |x1|)
−(1−δ1)/2, is decreasing and the second function in the estimate,
x1 7→ cδ2,δ′2(x1)
1/4 |p2|
1/2, is increasing. Now if |p2| is small the graphs of the two functions
intersect at a unique large value of x1 ∼ |p2|
−1/(1+δ′2−δ
′
1). At this point the value of the sum
of the functions is proportional to |p2|
α′/2. Similarly if |p2| is large the graphs intersect at
a small x1 ∼ |p2|
−1/(1+δ′1−δ1) and the minimum value is proportional to |p2|
α/2. Therefore
m(p2) ∼ |p2|
α′/2(1 + |p2|
2)(α−α
′)/4 and M(p2) ∼ |p2|
2α′(1 + |p2|
2)α−α
′
which is equivalent to the bound stated in the proposition.
If n = 1 and δ1 ∈ [1/2, 1〉 or δ
′
1 ∈ [1/2, 1〉 then the estimation procedure has to be
slightly modified. Then Proposition 3.2 gives the lower bound
H
1/4
1 ≥ aL
(1−δ′1)/4
x1,N
(I + L
(1−δ′1)/4
x1,N
)−1+σ (12)
and Lx1,N ≤ Lx1 . Nevertheless if α < 1/2 then L
α
x1,N
≥ aLαx1 since the boundary conditions
do not affect small fractional powers. Therefore the bound (11) follows from (12) by another
application of Lemma 3.4.
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The case δ1 ≥ δ
′
1 is similar but simpler. ✷
Now we are prepared to estimate the crossnorm of the semigroup.
Proof of Proposition 3.1 It follows by definition that h ∼ hδ and then by combination
of Propositions 3.2 and 3.5 that h ≥ f or h ≥ fN where f is the form of a multiplier
F (Lx1, Lx2) and fN the form of F (Lx1,N , Lx2). Now consider the case δ1 ≤ δ
′
1 and assume
n ≥ 2, or n = 1 and δ1, δ
′
1 ∈ [0, 1/2〉. Then one can apply Lemmas 2.4 and 2.5 with
F (Lx1 , Lx2) = a
(
L(1−δ
′
1)
x1
(1 + Lx1)
−(δ1−δ′1) + Lα
′
x2
(1 + Lx2)
α−α′
)
.
Therefore VF (r) ∼ VF1(r)VF2(r) where
VF1(r) = |{p1 : |p1|
2(1−δ′1)(1 + |p1|
2)−(δ1−δ
′
1) < r2}|
and
VF2(r) = |{p2 : |p2|
2α′(1 + |p2|
2)α−α
′
< r2}| .
But VF1(r) ∼ r
n(1/(1−δ′1),1/(1−δ1)). Similarly VF2(r) ∼ r
m(1/α′,1/α). Therefore VF (r) ∼ r
(D′,D).
Then the semigroup estimates of Proposition 3.1 follow from Lemma 2.5.
The argument is similar if δ1 ≥ δ
′
1 but one uses the second estimate of Proposition 3.2.
Finally if n = 1 and δ1 ∈ [1/2, 1〉 or δ
′
1 ∈ [1/2, 1〉 one can make an identical argument
using the last statement of Proposition 3.2 and Lemma 2.6 which deals with the Neumann
multipliers. ✷
Remark 3.7 The arguments we have given for subellipticity estimates on L2(R
d ; dx) also
extend to weighted spaces such as L2(R
d ; |x|βdx). In this extension the Hardy inequality
is replaced by the Caffarelli–Kohn–Nirenberg inequalities [CKN84].
4 Comparison of kernels
Proposition 3.1 gives bounds on the semigroup kernel associated with the Grusˇin operator
which are uniform over Rn × Rm. In this section we develop a method for transforming
these bounds into bounds which better reflect the spatial behaviour, bounds expressed in
terms of the corresponding Riemannian geometry. In particular we establish a comparison
between the Grusˇin kernel and the kernel of a closely related non-degenerate operator. Our
arguments are based on wave equation techniques and the initial problem is to establish
that the wave equation has a finite speed of propagation when measured with respect to
the Riemannian distance (4). We discuss this problem in the general context of the elliptic
operators defined by the relaxation h0 of the form h corresponding to an elliptic operator
H given by (1).
First recall that the Riemannian distance is given by
d(x ; y) = sup
ψ∈D
(ψ(x)− ψ(y)) (13)
for all x, y ∈ Rd where
D = {ψ ∈ W 1,∞(Rd) :
d∑
i,j=1
cij (∂iψ)(∂jψ) ≤ 1} .
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Secondly, introduce the corresponding set-theoretic distance by
d(A ;B) = inf
x∈A, y∈B
d(x ; y) (14)
where A and B are general measurable sets.
Our first aim is to establish the following basic estimates.
Proposition 4.1 Let S(0) denote the semigroup generated by the self adjoint operator H0
associated with the relaxation h0 of the elliptic form h with coefficients C = (cij). Then
for each pair of open subsets A,B of Rd
|(ϕA, S
(0)
t ϕB)| ≤ e
−d(A;B)2(4t)−1‖ϕA‖2‖ϕB‖2 (15)
for all ϕA ∈ L2(A), ϕB ∈ L2(B) and t > 0 with the convention e
−∞ = 0. Moreover, the
corresponding wave equation has a finite speed of propagation in the sense that
(ϕA, cos(tH
1/2
0 )ϕB) = 0 (16)
for all ϕA ∈ L2(A), ϕB ∈ L2(B) and all t with |t| ≤ d(A ;B).
Proof First let ψ ∈ D and introduce the one-parameter family of multiplication operators
ρ → Uρ = e
ρψ on L2(R
d). Then ‖UρS
(0)
t U
−1
ρ ‖2→2 ≤ e
ρ2t. This is a standard estimate for
strongly elliptic operators which extends to general elliptic operators (see, for example, the
proof of Proposition 3.1 in [ERSZ06]). Now
|(ϕA, S
(0)
t ϕB)| = |(U
−1
ρ ϕA, (UρS
(0)
t U
−1
ρ )UρϕB)|
≤ eρ
2t ‖U−1ρ ϕA‖2 ‖UρϕB‖2 ≤ e
−ρdψ(A ;B)eρ
2t ‖ϕA‖2 ‖ϕB‖2
where
dψ(A ;B) = inf
x∈A, y∈B
(ψ(x)− ψ(y)) .
Therefore, optimizing over ψ and ρ one has
|(ϕA, S
(0)
t ϕB)| ≤ e
−dˆ(A;B)2(4t)−1‖ϕA‖2‖ϕB‖2 (17)
where
dˆ(A ;B) = sup
ψ∈D
dψ(A ;B) . (18)
These estimates are valid for all measurable A,B and all ϕA ∈ L2(A), ϕB ∈ L2(B).
Since dψ(A ;B) ≤ ψ(x)−ψ(y) for all x ∈ A and y ∈ B it follows that dˆ(A ;B) ≤ d(A ;B)
again for all measurable A and B. But the latter inequality has a partial converse.
Lemma 4.2 If A and B are compact subsets then dˆ(A ;B) = d(A ;B) .
Remarks 4.3 1. The proof is an interplay between compactness and continuity. It uses
very little structure of the set D. Indeed it suffices for the proof that ϕ ∈ D and c ∈ R
imply −ϕ+ c ∈ D and ϕ1, ϕ2 ∈ D imply ϕ1 ∨ϕ2, ϕ1 ∧ϕ2 ∈ D. These properties are easily
verified.
2. It is not necessarily the case that {ϕn}n≥1 ∈ D implies supn≥1 ϕn ∈ D or
infn≥1 ϕn ∈ D. Proposition 6.5 in [ERSZ06], and its proof, give an example of a decreasing
sequence χn of functions in D such that infn χn 6∈ W
1,∞.
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Proof of Lemma 4.2 Since dˆ(A ;B) ≤ d(A ;B) for all measurable A and B it suffices to
prove dˆ(A ;B) ≥ d(A ;B) for A and B compact.
Fix x ∈ A and y ∈ B. Then for each ε > 0 there is a ψx,y ∈ D such that ψx,y(x) = 0 and
ψx,y(y) ≥ d(x ; y)− ε/4. Next since ψx,y is continuous there exists an open neighbourhood
Uy of y such that
ψx,y(z) ≥ d(x ; y)− ε/2 ≥ d(A ;B)− ε/2
for and z ∈ Uy. Then B ⊂
⋃
y∈B Uy and since B is compact there exist y1, . . . , yn ∈ B such
that B ⊂
⋃n
k=1 Uyk . Set ψx = sup1≤k≤n ψx,yk then ψx ∈ D, ψx(x) = 0 and
inf
z∈B
ψx(z) ≥ min
1≤k≤n
d(x ; yk)− ε/2 ≥ d(A ;B)− ε/2 .
But since ψx is continuous there is an open neighbourhood Ux of x such that ψx(z) ≤ ε/2 for
all z ∈ Ux. Then by repeating the above covering argument one can select x1, . . . , xm ∈ A
such that ψ = inf1≤k≤m ψxk satisfies ψ(z) ≤ ε/2 for all z ∈ A. In addition one still has
ψ(z) ≥ d(A ;B)− ε/2 for all z ∈ B. Therefore
inf
x∈A,y∈B
(ψ(y)− ψ(x)) ≥ d(A ;B)− ε .
Thus dˆ(A ;B) ≥ d(A ;B)−ε. Since ε > 0 is arbitrary one deduces that dˆ(A ;B) ≥ d(A ;B)
for A and B compact. ✷
Now we can complete the proof of Proposition 4.1
End of proof of Proposition 4.1 Let ϕ1 ∈ L2(A) have compact support U1 ⊂ A and
ϕ2 ∈ L2(B) have compact support U2 ⊂ B. Then it follows from (17) and Lemma 4.2 that
|(ϕ1, S
(0)
t ϕ2)| ≤ e
−dˆ(U1;U2)2(4t)−1‖ϕ1‖2‖ϕ2‖2
= e−d(U1;U2)
2(4t)−1‖ϕ1‖2‖ϕ2‖2 ≤ e
−d(A;B)2(4t)−1‖ϕ1‖2‖ϕ2‖2 .
But if A is open then the functions of compact support in L2(A) are dense and similarly
for B. Therefore the first statement (15) of the proposition follows by continuity. The
second statement (16) is a direct consequence (see, for example, [ERSZ06] Lemma 3.3). ✷
An equivalent way of expressing the finite speed of propagation is the following.
Lemma 4.4 Let A be an open subset and F a closed subset with A ⊂ F . Then
cos(tH
1/2
0 )L2(A) ⊆ L2(F )
for all t ∈ R with |t| ≤ d(A ;F c).
Proof Let B be an open subset of F c. Then d(A ;F c) ≤ d(A ;B). Therefore L2(B) ⊥
cos(tH
1/2
0 )L2(A) for all t ∈ R with |t| ≤ d(A ;F
c) by (16). Hence L2(F
c) ⊥ cos(tH
1/2
0 )L2(A)
and one must have cos(tH
1/2
0 )L2(A) ⊆ L2(F ). ✷
The subsequent comparison theorem depends on a generalization of the propagation
property which emphasizes the local nature. As a preliminary let h1 and h2 be two elliptic
forms with coefficients C1 = (c
(1)
ij ) and C2 = (c
(2)
ij ) and let H1,0 and H2,0 denote the
corresponding relaxations. Moreover, assume that C1 ≥ C2 and C1 ≥ µI > 0. In particular
D(h1) ⊆ D(h2) ⊆W
1,2(Rd) and d1(x ; y) ≤ d2(x ; y) for all x, y where d1 and d2 denote the
Riemannian distances associated with C1 and C2. Let U = supp(C1−C2) and set F = U c.
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Lemma 4.5 If A is an open subset of the closed subset F then
cos(tH
1/2
1,0 )ϕA = cos(tH
1/2
2,0 )ϕA (19)
for all ϕA ∈ L2(A) and all t ∈ R with |t| ≤ d1(A ;U).
Proof If C1 and C2 are strongly elliptic this result follows from the proof of Proposi-
tion 3.15 in [ERS06]. The extension to the more general situation can then be made by
approximation as follows.
Let N > ε > 0. Set C1,N,ε = (C1 ∧ NI) + εI and C2,N,ε = (C2 ∧ NI) + εI. Then
the lemma is valid for the corresponding strongly elliptic operators H1,N,ε, H2,N,ε. But as
N → ∞ these operators converge in the strong resolvent sense to H1,ε = H1 + εI and
H2,ε = H2 + εI, respectively. Since H1,ε ≥ H1,N,ε ≥ H2,N,ε it follows that
cos(tH
1/2
1,ε )ϕA = cos(tH
1/2
2,ε )ϕA
for all t ∈ R with |t| ≤ d1,ε(A ;U) where d1,ε denotes the Riemannian distance associated
with C1,ε.
Finally it follows that H1,ε and H2,ε converge in the strong resolvent sense to H1,0
and H2,0, respectively, as ε → 0. Moreover, since C1 ≤ C1,ε ≤ (1 + εµ
−1)C1 it follows
that (1 + εµ−1)−1/2d1(A ;B) ≤ d1,ε(A ;B) ≤ d1(A ;B) for all measurable A, B. Hence
d1,ε(A ;B) → d1(A ;B) as ε → 0. Therefore the statement of the lemma follows in the
limit. ✷
Now we are prepared to establish the principal comparison result. In the sequel S(1,0),
S(2,0) denote the semigroups generated by H1,0, H2,0 and K
(1,0), K(2,0) denote the corre-
sponding kernels.
Theorem 4.6 Adopt the foregoing notation and assumptions. Let χA denote the charac-
teristic function of the open subset A of F . Set
MN(t) = ‖χA(I + t
2H1,0)
−NχA‖1→∞ + ‖χA(I + t
2H2,0)
−NχA‖1→∞
for N ∈ N.
Then there is an aN > 0 such that
sup
x,y∈A
|K
(1,0)
t (x ; y)−K
(2,0)
t (x ; y)| ≤ aN MN (t/ρ) (ρ
2/t)−1/2 e−ρ
2/(4t) (20)
for all t > 0 where ρ = d1(A ;U).
Note that there is no reason that MN is finite. Subsequently we give conditions which
ensure that MN is indeed finite for large N .
The proof of the theorem is based on the estimates developed in [Sik96] and [Sik04].
As a preliminary we need some properties of functions of the operators H0,1 and H2,0.
First, let Ψ be an even bounded Borel function with Fourier transform Ψ˜ satisfying
supp Ψ˜ ⊆ [−ρ, ρ] where ρ > 0. Then for each pair of open subsets B and C
(ϕB,Ψ(H
1/2
1,0 )ϕC) = 0 = (ϕB,Ψ(H
1/2
2,0 )ϕC) (21)
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for all ϕB ∈ L2(B), ϕC ∈ L2(C) where ρ ≤ d1(B ;C). This follows for H1,0 from the
representation
Ψ(H
1/2
1,0 ) = (2pi)
−1/2
∫
R
dt Ψ˜(t) exp(itH
1/2
1,0 ) = (2pi)
−1/2
∫ ρ
−ρ
dt Ψ˜(t) cos(tH
1/2
1,0 ) .
and condition (16). The argument for H2,0 is similar.
Secondly, we have the key lemma.
Lemma 4.7 Let Ψ be an even bounded Borel function with Fourier transform Ψ˜ satisfying
supp Ψ˜ ⊆ [−2ρ, 2ρ]. Then
χAΨ(H
1/2
1,0 )χA = χAΨ(H
1/2
2,0 )χA .
Proof Since A ⊂ F and ρ = d1(A ;U) one has
cos(tH
1/2
1,0 )ϕA = cos(tH
1/2
2,0 )ϕA (22)
for all ϕA ∈ L2(A) and t ∈ R with |t| ≤ ρ by Lemma 4.5.
Next remark that
(ψA, cos(2tH
1/2
1,0 )ϕA)− (ψA, cos(2tH
1/2
2,0 )ϕA)
= 2
(
(cos(tH
1/2
1,0 )ψA, cos(tH
1/2
1,0 )ϕA)− (cos(tH
1/2
2,0 )ψA, cos(tH
1/2
2,0 )ϕA)
)
= 0
for |t| ≤ ρ and ψA, ϕA ∈ L2(A). Then, however, one has
(ψ, χAΨ(H
1/2
1,0 )χAϕ) = (2pi)
−1/2
∫ 2ρ
−2ρ
dt Ψ˜(t)(χAψ, cos(tH
1/2
1,0 )χAϕ)
= (2pi)−1/2
∫ 2ρ
−2ρ
dt Ψ˜(t)(χAψ, cos(tH
1/2
2,0 )χAϕ) = (ψ, χAΨ(H
1/2
2,0 )χAϕ)
for all ϕ ∈ L2(R
d). ✷
Now we are prepared to prove the theorem. We use the notation KT for the kernel of
an operator T .
Proof of Theorem 4.6 Let ψ ∈ C∞(R) be an increasing function with
ψ(u) =
{
0 if u ≤ −1
1 if u ≥ −1/2 .
Then for s > 1 define the family of functions ϕs such that
ϕs(u) = ψ(s(|u| − s)) .
Next define functions Φ˜s and Ψ˜s by
Φ˜s(u) = (4pi)
−1/2 exp (−u2/4)− Ψ˜s(u) = ϕs(u) (4pi)
−1/2 exp (−u2/4) . (23)
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Then the inverse Fourier transforms satisfy Φs(λ) + Ψs(λ) = (2pi)
−1/2 exp(−λ2) and
S
(i,0)
t = exp(−tHi,0) = Φs((tHi,0)
1/2) + Ψs((tHi,0)
1/2) (24)
for i = 1, 2. Integration by parts 2N times yields∫
du e−u
2/4e−iuλ ϕs(u) =
∫
du e−u
2/4−iλu
( 1
u/2 + iλ
(
. . .
( 1
u/2 + iλ
ϕs(u)
)′
. . .
)′)′
︸ ︷︷ ︸
2N
.
Hence for any N ∈ N and s > 1 there is an aN > 0 such that
|Φs(λ)| ≤ aN
1
s (1 + λ2/s2)N
e−s
2/4 , (25)
with the value of aN depending only on N .
Next note that supp Ψ˜s ⊆ [−s + (2s)
−1, s− (2s)−1] ⊂ [−s, s]. So setting sρ = 2 ρ t
−1/2
one has
χAΨsρ((tH1,0)
1/2)χA = χAΨsρ((tH2,0)
1/2)χA
by Lemma 4.7 and rescaling with t1/2. Hence one deduces from (24) that
χA(S
(1,0)
t − S
(2,0)
t )χA = χAΦsρ((tH1,0)
1/2))χA − χAΦsρ((tH2,0)
1/2))χA . (26)
Therefore
sup
x,y∈A
|K
(1,0)
t (x ; y)−K
(2,0)
t (x ; y)|
≤ ‖χAΦsρ((tH1,0)
1/2)χA‖1→∞ + ‖χAΦsρ((tH2,0)
1/2)χA‖1→∞ .
Now let Θsρ be a possibly complex function such that Θsρ(λ)
2 = Φsρ(t
1/2λ). Then
‖χAΦsρ((tHi,0)
1/2))χA‖1→∞ = (‖χAΘsρ((Hi,0)
1/2)‖2→∞)
2
≤ (‖(I + t2Hi,0/ρ
2)N/2Θsρ((Hi,0)
1/2)‖2→2)
2 (‖χA(I + t
2Hi,0/ρ
2)−N/2‖2→∞)
2 .
But ∣∣Θsρ(λ)(1 + t2λ2/ρ2)N/2∣∣2 = ∣∣Φsρ(t1/2λ)(1 + t(t1/2λ)2/ρ2)N ∣∣
=
∣∣Φsρ(t1/2λ)(1 + 4(t1/2λ)2/sρ2)N ∣∣ .
Therefore
(‖(I + t2Hi,0/ρ
2)N/2Θsρ((Hi,0)
1/2)‖2→2)
2 = sup
λ≥0
∣∣Θsρ(λ)(1 + t2λ2/ρ2)N/2∣∣2
= sup
λ≥0
∣∣Φsρ(t1/2λ)(1 + 4(t1/2λ)2/sρ2)N ∣∣
≤ aN (sρ/2)
−1 e−s
2
ρ/16 = aN (ρ
2/t)−1/2 e−ρ
2/(4t) .
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Combining these estimates gives
sup
x,y∈A
|K
(1,0)
t (x ; y)−K
(2,0)
t (x ; y)| = aN MN (t/ρ) (ρ
2/t)−1/2 e−ρ
2/(4t)
which establishes the statement of the theorem. ✷
The statement of the theorem can be reformulated in terms of a priori bounds on
the semigroups S(1,0) and S(2,0). But this requires a uniform estimate on the crossnorms
‖S(i,0)‖1→∞.
If h is strongly elliptic then ‖S
(0)
t ‖1→∞ ≤ a t
−d/2 for all t > 0 and we will assume
analogous bounds
‖S
(0)
t ‖1→∞ ≤ a V (t)
−1
where V is a positive increasing function which satisfies the doubling property
V (2t) ≤ a V (t) (27)
for some a > 0 and all t > 0. It follows from (27) that there are a, D˜ > 0 such that
V (s) ≤ a (s/t)D˜ V (t) (28)
for all s ≥ t > 0. The parameter D˜ is the doubling dimension, although it need not be an
integer.
Corollary 4.8 Adopt the hypotheses and notation of Theorem 4.6. Let V be a positive
increasing function which satisfies the doubling property (27). Assume that
‖χA S
(1,0)
t χA‖1→∞ ∨ ‖χA S
(2,0)
t χA‖1→∞ ≤ V (t)
−1
for all t > 0.
Then there is an a > 0 such that
sup
x,y∈A
|K
(1,0)
t (x ; y)−K
(2,0)
t (x ; y)| ≤ a V (t
2/ρ2)−1 (ρ2/t)−1/2 e−ρ
2/(4t) (29)
for all t > 0, where ρ = d1(A ;U).
Proof It follows by Laplace transformation that
‖χA(I + t
2H0)
−NχA‖1→∞ ≤
1
(N − 1)!
∫ ∞
0
ds sN−1e−s‖χA S
(0)
st2 χA‖1→∞
≤
1
(N − 1)!
∫ ∞
0
ds sN−1e−s V (st2)−1 ≤ aN V (t
2)−1
for all t > 0 with aN finite if N > D˜. The last step uses the doubling property (28) in the
form V (t2) ≤ ρ s−D˜ V (st2) for s ≤ 1. Therefore MN(t) ≤ 2 aN V (t
2)−1 and the statement
of the corollary is an immediate consequence of Theorem 4.6. ✷
In Section 6 we apply Corollary 4.8 to the Grusˇin operator H . Then we set H2 = H
and H1 a Grusˇin operator with no local degeneracies but with the same growth properties
for |x1| ≥ 1.
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5 Volume estimates
In this section we return to the analysis of the general Grusˇin operator H . Our aim is to
calculate the Riemannian distance d(· ; ·), given by (4), and the volume of the corresponding
balls B(x ; r) = {y ∈ Rn×Rm : d(x ; y) < r}, up to equivalence. In Section 3 we established
uniform bounds on the crossnorm ‖St‖1→∞ on the semigroup generated by the relaxation
of H and these automatically give bounds on the semigroup kernel Kt which are uniform
over Rn×Rm. But in Section 6 we will improve these uniform bounds, with the help of the
comparison results of Section 4 to obtain bounds Kt(x ; y) ≤ a (|B(x; t
1/2)| |B(y; t1/2)|)−1/2
in terms of the volume of the balls.
First, remark that if C1, C2 are two positive symmetric matrices whose entries are
measurable functions and d1(· ; ·), d2(· ; ·) the corresponding distances then C1 ∼ C2 implies
d1(· ; ·) ∼ d2(· ; ·). In particular if aC1 ≤ C2 ≤ bC1 then b
−1/2d1(x ; y) ≤ d2(x ; y) ≤
a−1/2d1(x ; y) for all x, y ∈ R
d. Moreover, the corresponding balls B1, B2 satisfy
B2(x ; b
−1/2r) ⊆ B1(x ; r) ⊆ B2(x ; a
−1/2r)
for all x ∈ Rd and all r > 0. Then |B1| ∼ |B2| and if |B1| satisfies the doubling property
with doubling dimension D˜ then |B2| also satisfies the property with the same dimension,
and conversely.
Secondly, in considering the Grusˇin operator the coefficient matrix C ∼ Cδ and to
calculate the Riemannian distance, up to equivalence, we may make a convenient choice
of the Cδ. In particular we may choose Cδ such that its entries cδ1,δ′1 , cδ2,δ′2 are continuous
functions over Rn. In fact we may assume cδ1,δ′1 ∈ C
δ1(Rn) and cδ2,δ′2 ∈ C
δ2(Rn). The con-
tinuity of the coefficients then allow us to appeal to path arguments in the computation of
the Riemannian distance. Specifically the Riemannian distance defined by (4) is equivalent
to the shortest distance of paths measured with respect to a continuous choice of Cδ.
Thirdly, recall that we always assume that 0 ≤ δ1, δ
′
1 < 1 and 0 ≤ δ2, δ
′
2. Next let
B(x1, x2 ; r) denote the ball with centre x = (x1, x2) and |B(x1, x2 ; r)| its volume. Further
let D = (n+m(1 + δ2− δ1))(1− δ1)
−1 and D′ = (n+m(1 + δ′2 − δ
′
1))(1− δ
′
1)
−1 denote the
parameters occurring in the uniform bounds of Proposition 3.1. Next define the function
∆δ by the formula
∆δ(x1, x2 ; y1, y2) =
{
|x2 − y2|/(|x1|+ |y1|)
(δ2,δ′2) if |x2 − y2| ≤ (|x1|+ |y1|)
(ρ,ρ′)
|x2 − y2|
(1−γ,1−γ′) if |x2 − y2| ≥ (|x1|+ |y1|)
(ρ,ρ′)
(30)
where ρ = 1 + δ2 − δ1, ρ
′ = 1 + δ′2 − δ
′
1, γ = δ2/ρ and γ
′ = δ′2/ρ
′. Now set
Dδ(x1, x2 ; y1, y2) = |x1 − y1|/(|x1|+ |y1|)
(δ1,δ′1) +∆δ(x1, x2 ; y1, y2).
Note that
∆δ(x1, x2 ; y1, y2) ∼
|x2 − y2|
(|x1|+ |y1|)(δ2,δ
′
2) + |x2 − y2|(γ,γ
′)
.
Note also that if (|x1|+ |y1|)
(ρ,ρ′) = |x2 − y2| then
|x2 − y2|
(|x1|+ |y1|)(δ2,δ
′
2)
=
|x2 − y2|
|x2 − y2|(γ,γ
′)
= |x2 − y2|
(1−γ,1−γ′)
so ∆δ is a continuous function of the variables x1, x2, y1, y2. The main result in this section
is the following.
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Proposition 5.1 Consider the general Grusˇin operator with coefficients C ∼ Cδ. If dδ is
the Riemannian distance defined by (4) with the coefficients Cδ then
dδ(x1, x2 ; y1, y2) ∼ Dδ(x1, x2 ; y1, y2) .
Moreover, the volume of the corresponding balls satisfy
|B(x1, x2; r)| ∼
{
r(D,D
′) if r ≥ |x1|
(1−δ1,1−δ′1)
rn+m|x1|
(β,β′) if r ≤ |x1|
(1−δ1,1−δ′1)
(31)
where β = nδ1 +mδ2 and β
′ = nδ′1 +mδ
′
2.
Proof First note that the coefficients of Cδ do not depend on x2. Hence
dδ(x1, x2 ; y1, y2) = dδ(x1, 0 ; y1, y2 − x2) .
Without lost of generality one may assume |x1| ≤ |y1| and so |y1| ∼ |x1| + |y1|. We adopt
this convention throughout the remainder of the proof. Next by the triangle inequality
dδ(x1, 0 ; y1, y2 − x2) ≤ dδ(x1, 0 ; y1, 0) + dδ(y1, 0 ; y1, y2 − x2) . (32)
Now we argue that the first term on the right hand side of (32) satisfies the estimate
dδ(x1, 0 ; y1, 0) ≤ a
|x1 − y1|
(|x1|+ |y1|)(δ1,δ
′
1)
.
In order to establish this inequality we distinguish between two cases: |x1 − y1| ≥ |y1|/2
and |x1 − y1| ≤ |y1|/2.
If |x1−y1| ≥ |y1|/2 then dδ(x1, 0 ; y1, 0) ≤ 2 dδ(0, 0 ; y1, 0). But dδ(0, 0 ; y1, 0) is less than
the length of a straight line path from 0 to y1. Thus
dδ(x1, 0 ; y1, 0) ≤ a
|y1|
|y1|(δ1,δ
′
1)
≤ a
|x1 − y1|
(|x1|+ |y1|)(δ1,δ
′
1)
.
If, however, |x1−y1| ≤ |y1|/2 then we consider the path (x1(t), x2(t)) = (tx1+(1− t)y1, 0).
Note that |tx1 + (1− t)y1| ≤ |y1| − t|x1 − y1| ≤ |y2|/2 so
dδ(x1, 0 ; y1, 0) ≤ a
∫ 1
0
dt |x1 − y1| cδ1,δ′1(|y1|/2)
−1/2 ∼
|x1 − y1|
(|x1|+ |y1|)(δ1,δ
′
1)
.
This completes the bound of the first term on the right hand side of (32).
Next we bound the second term on the right of (32). Specifically we will establish that
dδ(y1, 0 ; y1, y2 − x2) ≤ a∆δ(y1, 0 ; y1, x2 − y2) ∼ ∆δ(x1, x2 ; y1, y2) . (33)
If |x2 − y2| ≤ |y1|
(ρ,ρ′) then considering the path y(t) = (y1, t(x2 − y2)) we find
dδ(y1, 0 ; y1, y2 − x2) ≤ a
∫ 1
0
dt |x2 − y2| cδ2,δ′2(|y1|)
−1/2
∼ |x2 − y2||y1|
(−δ2,−δ′2) ∼ ∆δ(x1, x2 ; y1, y2) . (34)
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If, however, |x2 − y2| ≥ |y1|
(ρ,ρ′) we set y˜1 = (y1/|y1|)|x2 − y2|
(1/ρ,1/ρ′). Then by (34)
dδ(y˜1, 0 ; y˜1, y2 − x2) ≤ a |x2 − y2||y˜1|
(−δ2,−δ′2) ∼ |x2 − y2|
(1−γ,1−γ′) .
Therefore
dδ(y1, 0 ; y1, y2 − x2) ≤ 2 dδ(y˜1, 0; y˜1, 0) + dδ(y˜1, 0; y˜1, y2 − x2)
≤ a (|y˜1|
(1−δ1,1−δ′1) + |x2 − y2|
(1−γ,1−γ′))
∼ |x2 − y2|
(1−γ,1−γ′) ∼ ∆δ(x1, x2 ; y1, y2) .
Combination of these estimates then gives an upper bound
dδ(x1, x2 ; y1, y2) ≤ aDδ(x1, x2 ; y1, y2)
for all x, y. Therefore to complete the proof of equivalence of the distances we have to
establish a similar lower bound.
First we argue that
cδ1,δ′1(x1)(∇x1Dδ(x1, x2; y1, y2))
2 + cδ2,δ′2(x1)(∇x2Dδ(x1, x2; y1, y2))
2 ≤ a . (35)
To establish (35) we first note that ∇x2(|x1 − y1|/(|x1|+ |y1|)
(δ1,δ′1)) = 0. Secondly,
∇x1
|x1 − y1|
(|x1|+ |y1|)(δ1,δ
′
1)
= (∇x1 |x1 − y1|) (|x1|+ |y1|)
(−δ1,−δ′1) + |x1 − y1| ∇x1(|x1|+ |y1|)
(−δ1,−δ′1)
≤ (|x1|+ |y1|)
(−δ1,−δ′1) + a
|x1 − y1|
(|x1|+ |y1|)(1+δ1,1+δ
′
1)
≤ a (|x1|+ |y1|)
(−δ1,−δ′1) .
Therefore
cδ1,δ′1(x1)
(
∇x1
|x1 − y1|
(|x1|+ |y1|)(δ1,δ
′
1)
)2
+ cδ2,δ′2(x1)
(
∇x2
|x1 − y1|
(|x1|+ |y1|)(δ1,δ
′
1)
)2
≤ a .
Hence to establish (35) it is enough to show that
cδ1,δ′1(x1)(∇x1∆δ(x1, x2; y1, y2))
2 + cδ2,δ′2(x1)(∇x2∆δ(x1, x2; y1, y2))
2 ≤ a . (36)
Now
cδ1,δ′1(x1)(∇x1|x2 − y2|
(1−γ,1−γ′))2 = 0
and
cδ2,δ′2(x1)(∇x2|x2 − y2|
(1−γ,1−γ′))2 ≤
(
|x1|
(δ2,δ′2)
|x2 − y2|(γ,γ
′)
)2
≤ a
for all |x2 − y2| ≥ |x1|+ |y1|
(ρ,ρ′). Next
cδ1,δ′1(x1)
(
∇x1
|x2 − y2|
(|x1|+ |y1|)(δ2,δ
′
2)
)2
≤ a cδ1,δ′1(x1)
(
|x2 − y2|
(|x1|+ |y1|)(1+δ2,1+δ
′
2)
)2
≤ a
(
|x2 − y2| |x1|
(δ1,δ′1)
(|x1|+ |y1|)(1+δ2,1+δ
′
2)
)2
≤ a
(
|x2 − y2|
(|x1|+ |y1|)(ρ,ρ
′)
)2
≤ a
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for all |x2 − y2| ≤ |x1|+ |y1|
(ρ,ρ′). Finally
cδ2,δ′2(x2)
(
∇x2
|x2 − y2|
(|x1|+ |y1|)(δ2,δ
′
2)
)2
≤
(
|x1|
(δ2,δ′2)
(|x1|+ |y1|)(δ2,δ
′
2)
)2
≤ a .
This completes the verification of (35).
Since Dδ satisfies (35) it follows formally from the definition (4) of the Riemannian
distance that Dδ(x1, x2 ; y1, y2) ≤ a dδ(x1, x2 ; y1, y2). One cannot, however, immediately
make this deduction since Dδ 6∈ W
1,∞(Rn × Rm). It is, however, a continuous function
which is locally Lipschitz differentiable on (Rn − {0}) × Rm. But the distance is not
changed if one replaces the space of trial functions W 1,∞(Rn×Rm) in the definition (4) by
a space of functions which are Lipschitz differentiable on the complement of a closed set of
measure zero. This can be deduced by remarking that since we may assume the coefficients
are continuous both definitions agree with the shortest path definition of the distance.
Therefore Dδ(x1, x2 ; y1, y2) ≤ a dδ(x1, x2 ; y1, y2) and since we have already established the
converse inequality one concludes that Dδ(x1, x2 ; y1, y2) ∼ dδ(x1, x2 ; y1, y2).
It remains to prove the volume estimates (31). The proof will be divided into three
steps. First we consider small r, small compared with |x1|, secondly we consider large r
and finally we deal with intermediate values.
Step 1 Assume c r ≤ |x1|
(1−δ1,1−δ′1) with c > 1. In fact we will choose c≫ 1 in the course
of the proof. We now argue that there are a1, a2 ∈ R with 0 < a1 < a2 such that
(x1, x2)+
[
−a1 r |x1|
(δ1,δ′1), a1 r |x1|
(δ1,δ′1)
]n
×
[
−a1 r |x1|
(δ2,δ′2), a1 r |x1|
(δ2,δ′2)
]m
⊂ B(x1, x2 ; r)
⊂ (x1, x2) +
[
−a2 r |x1|
(δ1,δ′1), a2 r |x1|
(δ1,δ′1)
]n
×
[
−a2 r |x1|
(δ2,δ′2), a2 r |x1|
(δ2,δ′2)
]m
. (37)
Once this is established one has the volume estimates
|B(x1, x2 ; r)| ∼ r
n+m|x1|
(nδ1+mδ2,nδ′1+mδ
′
2) = rn+m|x1|
(β,β′) (38)
for r ≤ c−1 |x1|
(1−δ1,1−δ′1)
First consider the right hand inclusion of (37). Set ‖x‖ = max1≤k≤n |x
(k)| and ‖y‖ =
max1≤l≤m |y
(l)| where x(k) and y(l) are the components of x ∈ Rn and y ∈ Rm, respectively.
Thus we have to prove that if (y1, y2) ∈ B(x1, x2 ; r) then ‖x1 − y1‖ ≤ a2 r |x1|
(δ1,δ′1) and
‖x2 − y2‖ ≤ a2 r |x1|
(δ2,δ′2). But dδ(x1, x2; y1, y2) ∼ Dδ(x1, x2; y1, y2). Hence if (y1, y2) ∈
B(x1, x2 ; r) then ‖x1 − y1‖ ≤ |x1 − y1| ≤ a r (|x1|+ |y1|)
(δ1,δ′1). Therefore
|‖x1‖ − ‖y1‖| ≤ ‖x1 − y1‖ ≤ a
′ c−1 (|x1|+ |y1|)
(1−δ1,1−δ′1) (|x1|+ |y1|)
(δ1,δ′1)
= a′ c−1 (|x1|+ |y1|) ≤ a
′ c−1 (n +m)(‖x1‖+ ‖y1‖) .
Choosing c large one deduces that ‖y1‖ ∼ ‖x1‖ and |y1| ∼ |x1|. In particular one has
‖x1 − y1‖ ≤ a r (|x1|+ |y1|)
(δ1,δ′1) ≤ a2 r |x1|
(δ1,δ′1)
as required.
Secondly, since (y1, y2) ∈ B(x1, x2 ; r) one has ∆δ(x1, x2 ; y1, y2) ≤ a r. There are two
cases to consider. The first is if |x2 − y2| ≥ (|x1| + |y1|)
(ρ,ρ′) then ∆δ(x1, x2 ; y1, y2) =
|x2 − y2|
(1−γ,1−γ′). Hence
|x2 − y2|
(1−γ,1−γ′) ≤ a r ≤ a c−1 |x1|
(1−δ1,1−δ′1) ≤ a c−1 (|x1|+ |y1|)
(1−δ1,1−δ′1) .
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Thus if c ≥ a then
|x2 − y2| ≤ (|x1|+ |y1|)
((1−δ1)(1−γ)−1,(1−δ′1)(1−γ
′)−1) = (|x1|+ |y1|)
(ρ,ρ′)
which is in contradiction with the assumption |x2 − y2| ≥ (|x1| + |y1|)
(ρ,ρ′). Therefore one
must have |x2 − y2| ≤ (|x1| + |y1|)
(ρ,ρ′) and ∆δ(x1, x2 ; y1, y2) = |x2 − y2|/(|x1|+ |y1|)
(δ2,δ′2).
Then, however,
‖x2 − y2‖ ≤ |x2 − y2| ≤ a r (|x1|+ |y1|)
(δ2,δ′2) ≤ a2 r |x1|
(δ2,δ′2)
because |y1| ∼ |x1| by the previous argument. Thus the proof of the right hand inclusion
of (37) is complete.
Secondly, consider the left hand inclusion of (37). Now we need to prove that if one
has ‖x1 − y1‖ ≤ a1 r |x1|
(δ1,δ′1) and ‖x2 − y2‖ ≤ a1 r |x1|
(δ2,δ′2) then (y1, y2) ∈ B(x1, x2 ; r).
But by the first assumption
|x1 − y1|/(|x1|+ |y1|)
(δ1,δ′1) ≤ a1 n r |x1|
(δ1,δ′1)/(|x1|+ |y1|)
(δ1,δ′1) ≤ a1 n r .
Then by the second assumption
|x2 − y2| ≤ a1mr |x1|
(δ2,δ′2) ≤ a1mc
−1 |x1|
(1+δ2−δ1,1+δ′2−δ
′
1)
= a1mc
−1 |x1|
(ρ,ρ′) ≤ a1mc
−1 (|x1|+ |y1|)
(ρ,ρ′) .
Hence if c ≥ a1m then |x2−y2| ≤ (|x1|+|y1|)
(ρ,ρ′). Therefore it follows that ∆δ(x1, x2 ; y1, y2) =
|x2 − y2|/(|x1|+ |y1|)
(δ2,δ′2). Hence using ‖x2 − y2‖ ≤ a1 r |x1|
(δ2,δ′2) again one has
∆δ(x1, x2 ; y1, y2) ≤ a1mr |x1|
(δ2,δ′2)/(|x1|+ |y1|)
(δ2,δ′2) ≤ a1mr
and
Dδ(x1, x2 ; y1, y2) = |x1 − y1|/(|x1|+ |y1|)
(δ1,δ′1) +∆δ(x1, x2 ; y1, y2) ≤ a1 (n +m) r .
Hence if a1 is sufficiently small one concludes that (y1, y2) ∈ B(x1, x2 ; r).
Step 2 Assume r/c ≥ |x1|
(1−δ1,1−δ′1) with c > 1 where we will again choose c ≫ 1. We
now argue that there are a1, a2 ∈ R with 0 < a1 < a2 such that
(0, x2) +
[
−a1 r
(σ,σ′), a1 r
(σ,σ′)
]n
×
[
−a1 r
(ρσ,ρ′σ′), a1 r
(ρσ,ρ′σ′)
]m
⊂ B(x1, x2 ; r)
⊂ (0, x2) +
[
−a2 r
(σ,σ′), a2 r
(σ,σ′)
]n
×
[
−a2 r
(ρσ,ρ′σ′), a2 r
(ρσ,ρ′σ′)
]m
(39)
where σ = (1−δ1)
−1 and σ′ = (1−δ′1)
−1. These inclusions then yield the volume estimates
|B(x1, x2 ; r)| ∼ r
(nσ,nσ′)r(mρσ,mρ
′σ′) = r(D,D
′) . (40)
The first step in deducing the inclusions (39) is to observe that if c is sufficiently large
then
B(0, x2 ; r/2) ⊆ B(x1, x2 ; r) ⊆ B(x1, x2 ; 2r)
and so the proof is effectively reduced to the case x1 = 0. But then the rest of the proof
is similar to the argument given in Step 1 but somewhat simpler because of the choice
x1 = 0. We omit the details.
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Step 3 It follows from Step 1, and in particular (38), that the volume estimates (31)
are valid if |x1|
(1−δ1,1−δ′1) ≥ c r. Alternatively, it follows from Step 2, and in particu-
lar (40), that the estimates are valid if r ≥ c |x1|
(1−δ1,1−δ′1). Therefore we now assume
that r ∈ [c−1|x1|
(1−δ1,1−δ′1), c |x1|
(1−δ1,1−δ′1)]. But then setting r1 = r/c and r2 = r c
one has B(x1, x2 ; r1) ⊂ B(x1, x2 ; r) ⊂ B(x1, x2 ; r2). But r1 ≤ |x1|
(1−δ1,1−δ′1). Hence
B(x1, x2 ; r1) ∼ r
n+m
1 |x1|
(β,β′) ∼ rn+m |x1|
(β,β′) by Step 1. Moreover, r2 ≥ |x1|
(1−δ1,1−δ′1).
Hence B(x1, x2 ; r2) ∼ r
(D,D′)
2 ∼ r
(D,D′) by Step 2. Combining these estimates one con-
cludes that
a rn+m |x1|
(β,β′) ≤ |B(x1, x2 ; r)| ≤ a
′ r(D,D
′)
for all r ∈ [c−1|x1|
(1−δ1,1−δ′1), c |x1|
(1−δ1,1−δ′1)]. But in this range r(D,D
′) ∼ a rn+m |x1|
(β,β′).
Therefore the volume estimates are established again and the proof of the proposition is
complete. ✷
The volume estimates allow one to prove the doubling property and to identify the
doubling dimension.
Corollary 5.2 The Riemannian balls B(x1, x2 ; r) associated with the Grusˇin operator sat-
isfy the doubling property
|B(x1, x2 ; s r)| ≤ a s
(D∨D′)|B(x1, x2 ; r)|
for all (x1, x2) ∈ R
n+m and all s ≥ 1.
Proof There are three cases to consider.
Case 1 r ≤ r s ≤ |x1|
(1−δ1,1−δ′1). Then the volume estimates of Proposition 5.1 give
|B(x1, x2 ; s r)| ∼ (r s)
n+m |x1|
(β,β′) ∼ sn+m |B(x1, x2 ; r)| .
But n+m ≤ D ∨D′ and s ≥ 1 so sn+m ≤ s(D∨D
′) and the doubling property follows.
Case 2 |x1|
(1−δ1,1−δ′1) ≤ r ≤ rs. Then the volume estimates give
|B(x1, x2 ; s r)| ∼ (r s)
(D,D′) ≤ s(D∨D
′) r(D,D
′) ∼ s(D∨D
′) |B(x1, x2 ; r)|
and the doubling property is established.
Case 3 r ≤ |x1|
(1−δ1,1−δ′1) ≤ rs. Then the volume estimates give
|B(x1, x2 ; s r)| ∼ (r s)
(D,D′) ≤ s(D∨D
′) r(D,D
′) .
But
r(D,D
′) = rn+mr(β(1−δ1)
−1,β′(1−δ′1)
−1) ≤ rn+m|x1|
(β,β′) ∼ |B(x1, x2 ; r)| .
Combination of these estimates gives the doubling property again. ✷
6 Kernel bounds
In this section we derive two basic properties of the semigroup kernel Kt associated with a
general Grusˇin operator H . Initially we show that the kernel conserves probability or, in
probabilistic terms, that it is stocastichally complete. Then we establish that it satisfies off-
diagonal volume dependent bounds. Subsequently it is possible to apply standard reasoning
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to obtain further more detailed properties such as Gaussian bounds and on diagonal lower
bounds. This will be discussed at the end of the section.
First, since the closure of the form h associated with the Grusˇin operator H is a
Dirichlet form the corresponding semigroup S is submarkovian. In particular it extends to
a contractive semigroup on L∞(R
n ×Rm). In terms of the kernel this means that
0 ≤ ess sup
x∈Rn+m
∫
Rn+m
dyKt(x ; y) ≤ 1 .
But the particular structure of the operator gives a stronger result.
Theorem 6.1 The semigroup S associated with the Grusˇin operator on L∞(R
n × Rm)
satisfies St1 = 1 for all t > 0. Hence the kernel satisfies∫
Rn×Rm
dyKt(x ; y) = 1 (41)
for all t > 0 almost all x ∈ Rn+m.
Proof Given that the semigroup satisfies the L2 off-diagonal bounds of Proposition 4.1
and the volume of the Riemannian balls have polynomial growth, by the estimates of
Proposition 5.1, one can prove the theorem by a slight variation of the argument given in
Proposition 3.6 of [ERSZ06] but estimating with respect to a Riemannian distance instead
of the Euclidean distance. We will, however, give a different variation on the argument
which establishes a useful convergence result.
LetHN,ε be the strongly elliptic approximants, with coefficients CN,ε = (C∧NI)+εI, to
the Grusˇin operator. Then the semigroups S
(N,ε)
t generated by the HN,ε converge strongly
on L2 to the semigroup St in the double limit N → ∞ followed by ε → 0. But the
convergence is stronger.
Proposition 6.2 The semigroups S
(N,ε)
t converge strongly to St on each of the Lp-spaces
with p ∈ [1,∞〉 and in the weak∗ sense on L∞.
Proof It suffices to prove the convergence on L1. Then weak
∗ convergence on L∞ follows
by duality and Lp-convergence for p ∈ 〈1,∞〉 follows since
‖(S
(N,ε)
t − St)ψ‖p ≤ ‖(S
(N,ε)
t − St)ψ‖
1/p
1 (2 ‖ψ‖∞)
1−1/p
for all ψ in the dense subset L1 ∩ L∞.
Since the semigroups are contractive it suffices to establish the L1-convergence on a
subset of L1 whose span is dense. In particular it suffices to prove convergence on L1(A)∩
L2(A) for each bounded open subset A. Moreover one can restrict to positive functions.
Fix ϕA ∈ L1(A) ∩ L2(A) and assume ϕA is positive. Next let B ⊃ A be a bounded
closed set. Then
‖(S
(N,ε)
t − St)ϕA‖1 ≤ ‖1B(S
(N,ε)
t − St)ϕA‖1 + ‖1BcS
(N,ε)
t ϕA‖1 + ‖1BcStϕA‖1
≤ |B|1/2‖(S
(N,ε)
t − St)ϕA‖2 + (1Bc, S
(N,ε)
t ϕA) + (1Bc, StϕA)
where we have used the positivity of the semigroups and the functions to express the norms
as pairings between L1 and L∞.
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Next let dN,ε denote the Riemannian distance corresponding to the coefficients CN,ε
and d1 the distance corresponding to the coefficients C + I then d1 ≤ dN,ε for all N ≥ 0
and all ε ∈ 〈0, 1]. But it follows from Proposition 4.1 applied to S
(N,ε)
t that
|(ϕC, S
(N,ε)
t ϕA)| ≤ e
−dN,ε(A;C)
2(4t)−1‖ϕA‖2‖ϕC‖2 ≤ e
−d1(A;C)2(4t)−1‖ϕA‖2‖ϕC‖2
for all open sets C and all ϕC ∈ L2(C). Now choose R sufficiently large that A ⊆ B1,R =
{x : d1(0 ; x) < R} and let B = B1,2R. Then one can separate B
c into annuli and make a
quadrature estimate, as in the proof of Proposition 3.6 of [ERSZ06], to find
(1Bc , S
(N,ε)
t ϕA) ≤
∑
n≥2
e−d1(B1,(n+1)R\B1,nR ;B1,R)
2(4t)−1 |B1,(n+1)R|
1/2‖ϕA‖2
uniformly for N ≥ 1 and ε ∈ 〈0, 1].
But d1(B1,(n+1)R\B1,nR ;B1,R) ≥ (n− 1)R by the triangle inequality. Moreover H1, the
operator with coefficents C + I, is a Grusˇin operator with δ1 = 0 = δ2. Hence it follows
that |B1,(n+1)R|
1/2 ≤ a (nR)D
′/2 for all n ≥ 2 and R ≥ 1 by Proposition 5.1. Therefore one
obtains an estimate
(1Bc, S
(N,ε)
t ϕA) ≤ a
∑
n≥2
(nR)D
′/2e−a
′n2R2t−1‖ϕA‖2
for all R ≥ 1, uniform in N and ε. A similar bound is valid for St by the same reasoning.
Combining these estimates gives
‖(S
(N,ε)
t − St)ϕA‖1 ≤ |B1,2R|
1/2 ‖(S
(N,ε)
t − St)ϕA‖2 + 2 aR‖ϕA‖2
where aR → 0 as R→∞ uniformly in N and ε. Therefore
lim sup
ε→0,N→∞
‖(S
(N,ε)
t − St)ϕA‖1 ≤ 2 aR‖ϕA‖2
by the L2 convergence. Then the L1 convergence follows because aR can be made arbitrarily
small by choosing R sufficiently large. ✷
Proof of Theorem 6.1 Since the approximants HN,ε are strongly elliptic S
(N,ε)
t 1 = 1
for all t > 0. Then by weak∗ convergence St1 = 1. ✷
Remark 6.3 The proof of Proposition 6.2 and Theorem 6.1 uses very little structure of the
Grusˇin operator. It only requires L2 off-diagonal bounds and polynomial volume growth.
The first are given for general elliptic operators by Proposition 4.1 and the polynomial
growth follows from the Grusˇin structure.
Next we consider upper bounds on the semigroup kernel.
Theorem 6.4 There is an a > 0 such that the semigroup kernel K of the Grusˇin operator
H satisfies
0 ≤ Kt(x ; y) ≤ a (|B(x ; t
1/2)| |B(y ; t1/2)|)−1/2 (42)
for all t > 0 and almost all x, y ∈ Rn+m.
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Since the semigroup S is self-adjoint it follows that the semigroup kernel is positive-
definite. Therefore one formally has |Kt(x ; y)|
2 ≤ Kt(x ; x)Kt(y ; y) and the estimate ap-
parently reduces to an on-diagonal estimate. But this is only a formal calculation since
the kernel is not necessarily continuous and its diagonal value is not necessarily defined.
Nevertheless the starting point of the proof is a set-theoretic reduction to an on-diagonal
estimate.
Lemma 6.5 Let X, Y be open sets and define Kt(X ; Y ) = ess supx∈X,y∈Y Kt(x ; y). Then
|Kt(X ; Y )|
2 ≤ Kt(X ;X)Kt(Y ; Y ) .
Proof First observe that
Kt(X ; Y ) = ‖1 Y St1X‖1→∞ ≤ ‖St/21X‖1→2‖1 Y St/2‖2→∞ = ‖1XSt/2‖2→∞‖1 Y St/2‖2→∞ .
But if T is bounded from L2 to L∞ then (‖T‖2→∞)
2 = ‖TT ∗‖1→∞. Therefore
|Kt(X ; Y )|
2 ≤ ‖1XSt1X‖1→∞‖1 Y St1 Y ‖1→∞ = Kt(X ;X)Kt(Y ; Y )
as required. ✷
Proof of Theorem 6.4 It follows from the lemma that
Kt(x ; y) ≤ inf
X∋x
Kt(X ;X)
1/2 inf
Y ∋y
Kt(Y ; Y )
1/2 .
Thus it suffices to prove that
inf
X∋x
Kt(X ;X) ≤ a |B(x ; t
1/2)|−1 .
There are two distinct cases corresponding to the different volume behaviours given by
Proposition 5.1.
First, let x = (x1, x2) and suppose |x1|
(1−δ1,1−δ′1) ≤ t1/2. Then |B(x ; t1/2)| ∼ t(D/2,D
′/2)
by Proposition 5.1. On the other hand ‖St‖1→∞ ≤ a t
(−D/2,−D′/2) by Proposition 3.1.
Therefore
inf
X∋x
Kt(X ;X) ≤ ‖Kt‖∞ = ‖St‖1→∞ ≤ a t
(−D/2,−D′/2) ≤ a′ |B(x ; t1/2)|−1 .
Secondly, suppose that t1/2 ≤ |x1|
(1−δ1,1−δ′1). Then |B(x ; t1/2)| ∼ t(n+m)/2|x1|
(β,β′) by
Proposition 5.1. This case is considerably more difficult to analyze and it is here that we
apply the comparison techniques of Section 4.
Set r = |x1|. Let C denote the coefficient matrix of H and choose an, am > 0 such
that C(y) ≥ an |y1|
(2δ1,2δ′1)In + am |y1|
(2δ2,2δ′2)Im for all y = (y1, y2) with |y1| ≤ r/2. Next
set Cr(y) = C(y) if |y1| > r/2 and Cr(y) = an r
(2δ1,2δ′1)In + am r
(2δ2,2δ′2)Im if |y1| ≤ r/2.
Then Cr ≥ aC for a suitable a > 0. Let Hr be the Grusˇin operator with coefficient
matrix Cr and set H1 = Hr and H2 = aH . Then H1 ≥ H2. Moreover H1 ≥ µI > 0
for some µ = a (anr
(2δ1,2δ′1) ∧ amr
(2δ2,2δ′2)). Thus the basic assumptions of Theorem 4.6
and Corollary 4.8 are satisfied with this choice. Now Hr is a Grusˇin operator with local
parameters δ1 = 0 = δ2 but with the same global parameters δ
′
1, δ
′
2 as H . Therefore
‖S
(1,0)
t ‖1→∞ ∨ ‖S
(2,0)
t ‖1→∞ ≤ V (t)
−1
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for all t > 0 where V (t) = a t(D/2,D
′/2). Since V satisfies the doubling property one
may now apply Corollary 4.8. Note that for this application U = {y : |y1| ≤ r/2} and
d(x ;U) ∼ r(1−δ1,1−δ
′
1).
Next we need an improved estimate on the crossnorm ‖S
(1,0)
t ‖1→∞ of the compari-
son semigroup. Let Ĥ denote the constant coefficient operator with coefficients Ĉr =
an r
(2δ1,2δ′1)In + am r
(2δ2,2δ′2)Im. Then Ĥ is a Fourier multiplier and the corresponding func-
tion F is given by F (p1, p2) = an r
(2δ1,2δ′1)p21 + am r
(2δ2,2δ′2)p22. But there is an a > 0 such
that H1 ≥ a Ĥ and we can apply Lemma 2.5 to obtain a uniform bound on ‖S
(1,0)
t ‖1→∞.
First, suppose r = 1 then one immediately has ‖S
(1,0)
t ‖1→∞ ≤ a t
−(n+m)/2 for all t > 0.
Secondly, the introduction of r corresponds to a dilation of Rn×Rm with each direction in
Rn dilated by r(−δ1,−δ
′
1) and each direction in Rm dilated by r(−δ2,−δ
′
2). The dilation adds
a factor to the crossnorm corresponding to the Jacobian r(−nδ1−mδ2,−nδ
′
1−mδ
′
2) = r(−β,−β
′) of
the dilation. Therefore
‖S
(1,0)
t ‖1→∞ ≤ a
′ t−(n+m)/2r(−β,−β
′) ≤ a′′ |B(x ; t1/2)|−1
where the last bound follows from the second estimate of Proposition 5.1.
Now we may apply Corollary 4.8 with A = X . One obtains an estimate
inf
X∋x
Kt(X ;X) = inf
X∋x
K
(2,0)
t (X ;X)
≤ ‖S
(1,0)
t ‖1→∞ + inf
X∋x
sup
y,z∈X
|K
(1,0)
t (y ; z)−K
(2,0)
t (y ; z)|
≤ a |B(x ; t1/2)|−1 + a V (t2/ρ2)−1 (ρ2/t)−1/2 e−ρ
2/(4t)
≤ a |B(x ; t1/2)|−1 (1 +R(x ; t))
where
R(x ; t) = |B(x ; t1/2)| V (t2/ρ2)−1 (ρ2/t)−1/2 e−ρ
2/(4t) ,
ρ = d(x ;U) ∼ r(1−δ1,1−δ
′
1) and V (t) = a t(D/2,D
′/2). Thus it suffices to show that R(x ; t)
is uniformly bounded for x, t satisfying t1/2 ≤ r(1−δ1,1−δ
′
1) with r = |x1|. It is necessary to
distinguish between three cases.
Case 1 t, r ≤ 1. In this case t1/2 ≤ r1−δ1 ≤ 1 and ρ ∼ r1−δ1 . Hence ρ2/t ∼ (r1−δ1t−1/2)2
and t2/ρ2 ≤ a t. Therefore, since t ≤ 1, one must have V (t2/ρ2)−1 ≤ a t−D/2. Moreover,
|B(x ; t1/2)| ∼ t(n+m)/2rβ. Then one computes that
R(x ; t) ≤ a t(n+m)/2rβ t−D/2 (r1−δ1t−1/2)−1e−a
′(r1−δ1 t−1/2)2
= a (r1−δ1t−1/2)−1+β(1−δ1)
−1
e−a
′(r1−δ1 t−1/2)2 .
But since r1−δ1t−1/2 ≥ 1 it follows that R(x ; t) is uniformly bounded.
Case 2 t, r ≥ 1. In this case 1 ≤ t1/2 ≤ r1−δ
′
1 and ρ ∼ r1−δ
′
1 . Hence ρ2/t ∼ (r1−δ
′
1t−1/2)2
and t2/ρ2 ≤ a t. But now t ≥ 1 and so V (t2/ρ2)−1 ≤ a t−D
′/2. Moreover, |B(x ; t1/2)| ∼
t(n+m)/2rβ
′
. Then one computes as in Case 1 that
R(x ; t) ≤ a t(n+m)/2rβ
′
t−D
′/2 (r1−δ
′
1t−1/2)−1e−a
′(r1−δ
′
1 t−1/2)2
= a (r1−δ
′
1t−1/2)−1+β
′(1−δ′1)
−1
e−a
′(r1−δ
′
1 t−1/2)2 .
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But since r1−δ
′
1t−1/2 ≥ 1 it again follows that R(x ; t) is uniformly bounded.
Case 3 t ≤ 1, r ≥ 1. This is a hybrid case which is rather different to the previous two
cases. One again has ρ ∼ r1−δ
′
1 and ρ2/t ∼ (r1−δ
′
1t−1/2)2. Moreover, t2/ρ2 ≤ a t. But since
t ≤ 1 one has V (t2/ρ2)−1 ≤ a t−D/2. In addition |B(x ; t1/2)| ∼ t(n+m)/2rβ
′
. Therefore one
now estimates that
R(x ; t) ≤ a t(n+m)/2rβ
′
t−D/2 (r1−δ
′
1t−1/2)−1e−a
′(r1−δ
′
1 t−1/2)2
= a rβ
′
(t−1/2)β(1−δ1)
−1
(r1−δ
′
1t−1/2)−1e−a
′(r1−δ
′
1 t−1/2)2 .
But now r1−δ
′
1t−1/2 ≥ 1. Consequently for each N ≥ 1 there is an aN such that
R(x ; t) ≤ aN r
β′ (t−1/2)β(1−δ1)
−1
(r1−δ
′
1t−1/2)−N .
Choosing N large ensures that this expression is uniformly bounded for all r ≥ 1 and t ≤ 1.
The proof of the theorem is now complete. ✷
Theorems 6.1 and 6.4 have a number of standard implications. First one may convert
the volume bounds of the latter theorem into Gaussian bounds.
Corollary 6.6 For each ε > 0 there is an a > 0 such that the semigroup kernel K of the
Grusˇin operator satisfies
0 ≤ Kt(x ; y) ≤ a (|B(x ; t
1/2)| |B(y ; t1/2)|)−1/2 e−d(x;y)
2/(4(1+ε)t) (43)
for all t > 0 and almost all x, y ∈ Rn+m.
There are several different arguments for passing from on-diagonal kernel bounds to
Gaussian bounds (see, for example, the lecture notes of Grigor’yan [Gri99]). One proof of
the corollary which is in the spirit of the present paper is given by Theorem 4 of [Sik04].
Note that in the latter reference it is implicitly assumed that the kernel is well-defined on
the diagonal but this is not essential. One can argue with open sets and near diagonal
estimates as in the proof of the comparison theorem, Theorem 4.6, and in the proof of
Theorem 6.4.
It is also a standard argument to pass from the Gaussian bounds of Corollary 6.6 and
the conservation property of Theorem 6.1 to on-diagonal lower bounds. But again one has
to avoid problems with the definition of the diagonal values.
Corollary 6.7 There is an a > 0 such that the semigroup kernel K of the Grusˇin operator
satisfies
inf
X∋x
|X|−2
∫
X
dx
∫
X
dy Kt(x ; y) ≥ a |B(x ; t
1/2)|−1 (44)
for all t > 0 and almost all x ∈ Rn+m where the average is over open subsets X.
Proof At the risk of confusion with the earlier definition we set
Kt(X ; Y ) =
∫
X
dx
∫
Y
dyKt(x ; y) = (1X , St1 Y )
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for each pair of bounded open sets X, Y . Then using self-adjointness and the semigroup
property one again verifies that
|Kt(X ; Y )|
2 ≤ Kt(X ;X)Kt(Y ; Y ) .
Now fix x and X ∋ x and let Y = B(x ;R t1/2) for R > 0. Then
Kt(X ; Y ) =
∫
X
dx
(
1−
∫
Y c
dy Kt(x ; y)
)
for all t > 0 by Theorem 6.1. But now using the Gaussian bounds of Theorem 6.4 and
choosing R large one can ensure that
Kt(X ; Y ) ≥ |X|/2 .
Then, however, with this choice of Y one has
|X|−2Kt(X ;X) ≥ (4Kt(Y ; Y ))
−1 .
But using the bounds of Theorem 6.4 one immediately finds
Kt(Y ; Y ) ≤ a
(∫
d(x;y)<Rt1/2
dy |B(y ; t1/2)|−1/2
)2
.
If y ∈ B(x ;R t1/2) the doubling property gives
|B(x ; t1/2)| ≤ |B(y ; d(x ; y) + t1/2)| ≤ |B(y ; (1 +R)t1/2)| ≤ a (1 +R)D˜|B(y ; t1/2)|
with D˜ = D ∨D′. In addition
|B(x ;R t1/2)| ≤ aRD˜|B(x ; t1/2)| .
Therefore
Kt(Y ; Y ) ≤ a (1 +R)
2D˜
(∫
d(x;y)<Rt1/2
dy |B(x ; t1/2)|−1/2
)2
≤ a (1 +R)2D˜|B(x ; t1/2)|−1|B(x ;Rt1/2)|2 ≤ a′ ((1 +R)R)2D˜|B(x ; t1/2)| .
Combining these estimates gives
|X|−2
∫
X
dx
∫
X
dyKt(x ; y) ≥ a |B(x ; t
1/2)|−1
for all bounded open sets X containing x and this gives the statement of the corollary. ✷
Remark 6.8 If the kernel is continuous then the on-diagonal values are well defined and
the corollary gives
Kt(x ; x) = inf
X∋x
|X|−2
∫
X
dx
∫
X
dy Kt(x ; y) ≥ a |B(x ; t
1/2)|−1
for all x ∈ Rn+m and t > 0.
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The semigroup kernel Kt of the Grusˇin operator H is not necessarily continuous. In
particular if n = 1 and δ1 ∈ [1/2, 1〉 then the kernel is discontinuous. The discontinuity is a
direct consequence of the fact established in [ERSZ06] that the action of the corresponding
semigroup St on L2(R ×R
m) is not ergodic. If H+ = {(x1, x2) ∈ R ×R
m : x1 > 0} and
H− = {(x1, x2) ∈ R × R
m : x1 < 0} then StL2(H+) ⊆ L2(H+) and StL2(H−) ⊆ L2(H−)
for all t > 0. This is established as follows.
Let ϕ ∈ D(h) ⊆W 1,2(R) and set ϕn = χnϕ with χn:R→ [0, 1] defined by
χn(x) =

0 if x ≤ −1 ,
− log |x|/logn if x ∈ 〈−1,−n−1〉 ,
1 if x ≥ −n−1 .
(45)
Then one verifies that ‖ϕn − 1+ϕ‖2 → 0 as n→∞, where 1+ is the indicator function of
H+, and h(ϕn−ϕm)→ 0 as n,m→∞. Thus 1+ϕ ∈ D(h). (See [ERSZ06], Proposition 6.5
and the discussion in Section 4 of [RS05]. Note that it is crucial for the last limit that
δ ∈ [1/2, 1〉: the conclusion is not valid for δ ∈ [0, 1/2〉.) Similarly, replacing χn(x)
by χn(−x) one can conclude that 1−ϕ ∈ D(h) with 1− the indicator function of H−.
Moreover, h(ϕ) = h(1+ϕ)+h(1−ϕ). This suffices to deduce that the semigroup leaves the
subspaces L2(H±) invariant (see [FOT94], Theorem 1.6.1).
Now one can deduce by contradiction that the kernel has a discontinuity. Suppose the
kernel Kt of St is continuous. Then it follows from Remark 6.8 that Kt(x ; x) ≥ at > 0
where at = a (supx∈R×Rm |B(x ; t
1/2|)−1. But since (ϕ, Stψ) = 0 for ϕ ∈ L2(H+) and
ψ ∈ L2(H−) one must have Kt(x ; y) = 0 for all x ∈ H+ and y ∈ H−. But this contradicts
the continuity hypothesis.
The separation phenomenon raises the question of boundary conditions on the hy-
persurface of separation x1 = 0. The closed form h has the decomposition h(ϕ) =
h(1+ϕ) + h(1−ϕ) for all ϕ ∈ D(h), and by closure for all ϕ ∈ D(h) Since this is the
direct analogue of the decomposition of the form corresponding to the Laplacian with
Neumann boundary conditions on the hypersurface x1 = 0 it is tempting to describe the
separation in terms of Neumann boundary conditions. But this decomposition is mislead-
ing since Neumann and Dirichlet boundary conditions coincide in this case. This can be
established by potential theoretic reasoning [RS05].
First introduce the form hDir by restriction of h to the subspace D(h)∩L2,c(H+⊕H−)
where L2,c(Ω) is defined as the subspace of L2(Ω) spanned by the functions with compact
support. Then hDir is closable and its closure hDir corresponds to the operator H with
Dirichlet boundary conditions imposed at the boundary x1 = 0. Moreover, hDir ≥ h in
the sense of the ordering of forms. But comparison of hDir and h gives a sharp distinction
between the weakly degenerate case δ1 ∈ [0, 1/2〉 and the strongly degenerate case δ1 ∈
[1/2, 1〉.
Proposition 6.9 Consider the Grusˇin operator with n = 1. If δ1 ∈ [0, 1/2〉 then hDir > h
but if δ1 ∈ [1/2, 1〉 then hDir = h.
Proof First, observe that D(h) ∩ L2,c(H+ ⊕ H−) is a core of hDir, by definition, and
hDir = h in restriction to the core. Secondly, it follows from [RS05], Proposition 3.2, that
D(h)∩L2,c(H+⊕H−) is a core of h if, and only if, Ch({x1 = 0}) = 0 where Ch(A) denotes
the capacity, with respect to h of the measurable set A. Thus hDir = h if, and only if,
Ch({x1 = 0}) = 0.
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Now suppose δ ∈ [1/2, 1〉 and define ξn by ξn(x1) = χn(x1)∧χn(−x1) where χn is given
by (45). Then one verifies that ξn ∈ [0, 1] and ξn(x) = 1 for x ∈ [−n
−1, n−1]. Moreover,
if ϕ ∈ D(h) then ϕn = ξnϕ ∈ D(h) and h(ϕn) + ‖ϕn‖
2
2 → 0 as n → ∞. But this means
that Ch(A) = 0 for each bounded measurable subset of the hypersurface {x1 = 0}. Then
it follows by the monotonicity and additivity properties of the capacity (see, for example,
[FOT94], Section 2.1, or [BH91], Section 1.8) that Ch({x1 = 0}) = 0. This establishes the
second statement of the proposition.
Finally suppose δ ∈ [0, 1/2〉. Then one can find a Fourier multiplier F such that H ≥ F
and, by Proposition 3.2, one may choose F such that 1 + F (p1, p2) ≥ 1 + a |p1|
2(1−δ1) for
some a > 0 and all (p1, p2) ∈ R×R
m. Then if U ⊂ R×Rm is an open set with |U | <∞
it follows by the calculation at the end of Section 3 of [RS05] that
Ch(U) ≥ |U |
2(1U , (I + F )
−11U)
−1 .
Now set Uε = 〈−ε, ε〉 × V where V is an open subset of R
m. Then calculating as in the
proof of Proposition 4.1 of [RS05] one finds
Ch(Uε) ≥ 4 ε
2 |V |2
(
4 ε2
∫
Rm
dp2 (1˜V (p2))
2
∫
R
dp1 (1 + F (p1, p2))
−1(sin(εp1)/(εp1))
2
)−1
≥ |V |
(∫
R
dp1
(
1 + a |p1|
2(1−δ1)
)−1 )−1
≥ aδ1 |V |
where aδ1 > 0. Note that the strict positivity of aδ1 requires δ1 ∈ [0, 1/2〉. Then, however,
one must have Ch({x1 = 0}) > 0. ✷
The moral of the proposition is that in the strongly degenerate case δ ∈ [1/2, 1〉 the
Dirichlet and Neumann boundary conditions coincide. The separation is a spontaneous
effect which is not characterized by a particular choice of boundary conditions.
7 A one dimensional example
In this section we give a further analysis of the one-dimensional example discussed in
[ERSZ06], Sections 5 and 6. This example is a special case of the Grusˇin operator with
n = 1, m = 0 and δ′1 = 0. Its structure provides a guide to the anticipated structure of the
more interesting examples with n = 1 and m ≥ 1.
Let h(ϕ) = (ϕ′, cδ ϕ
′) be the form on L2(R) with domain W
1,2(R) where cδ is given
by cδ(x) = (x
2/(1 + x2))δ with δ > 0. The form is closable and we let h denote its
closure (relaxation). Let H be the corresponding positive self-adjoint operator on L2(R),
S the semigroup generated by H and K the kernel of S. All the qualitative features we
subsequently derive extend to the semigroups associated with forms h(ϕ) = (ϕ′, c ϕ′) with
c ∈ L∞(R) and c ∼ cδ.
The Riemannian distance is now given by d(x ; y) = |
∫ x
y
dt cδ(t)
−1/2|. If δ ∈ [0, 1〉 then
d(· ; ·) is a genuine distance but if δ ≥ 1 then the distance between the left and half right
lines is infinite. We concentrate on the case δ ∈ [0, 1〉 and comment on the distinctive
features of the case δ ≥ 1 at the end of the section.
If δ ∈ [0, 1〉 the Riemannian ball B(x ; r) = {y : d(x ; y) < r} is an interval and the
volume is the length of the interval. It is straightforward to estimate this length from the
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explicit form of cδ. One finds |B(x ; r)| ∼ r if |x| ≥ 1 or if r ≥ 1, |B(x ; r)| ∼ r
1/(1−δ) if
|x| ≤ 1, r ≤ 1 and d(0 ; x) < r and |B(x ; r)| ∼ |x|δ r if |x| ≤ 1, r ≤ 1 and d(0 ; x) ≥ r.
Then |B| satisfies the doubling property (28) with doubling dimension D˜ = D = 1/(1−δ).
These bounds are all consistent with the general estimates of Proposition 5.1.
Moreover, if B+(x ; r) = B(x ; r) ∩ R+ then |B(x ; r)|/2 ≤ |B+(x ; r)| ≤ |B(x ; r)| for
x ≥ 0. Hence |B+| satisfies similar estimates for x ≥ 0.
Now we consider bounds on the associated semigroup kernel Kt. There are two distinct
cases δ ∈ [0, 1/2〉 and δ ∈ [1/2, 1〉. These correspond to weak and strong degeneracy in
the terminology of [ABCF06] and [MV06] who have considered control theory aspects of
similar one-dimensional examples.
Case I δ ∈ [0, 1/2〉. The restriction on δ means that the degeneracy of the coefficient is
relatively mild and the general conclusions of [Tru73] [FKS82] are applicable. But in the
present situation one can deduce much more. The Gaussian upper bounds of Corollary 6.6
are valid but there are matching lower bounds.
Proposition 7.1 If δ ∈ [0, 1/2〉 there are b, c > 0 such that
Kt(x ; y) ≥ b |B(x ; t
1/2)|−1e−cd(x;y)
2/t (46)
for all x, y ∈ R and t > 0.
The deduction of the off-diagonal lower bounds requires some additional information
on continuity.
Lemma 7.2 If δ ∈ [0, 1/2〉 then there is an a > 0 such that
|ϕ(x)− ϕ(y)|2 ≤ a
d(x ; y)2
V (x ; y)
h(ϕ)
for all x, y ∈ R and all ϕ ∈ D(h) where V (x ; y) = |B(x ; d(x ; y))| ∨ |B(y ; d(x ; y))|.
Proof Let ϕ ∈ W 1,2(R). Then
|ϕ(x)− ϕ(y)|2 =
∣∣∣ ∫ y
x
ds ϕ′(s)
∣∣∣2
≤
∣∣∣ ∫ y
x
ds cδ(s)
−1
∣∣∣ ∣∣∣ ∫ y
x
ds cδ(s)ϕ
′(s)2
∣∣∣ ≤ ∣∣∣ ∫ y
x
ds cδ(s)
−1
∣∣∣h(ϕ) .
Now the proof of the lemma follows from the upper bound in the next lemma.
Note that at this point it is essential that δ ∈ [0, 1/2〉 to ensure that c−1δ is locally
integrable.
Lemma 7.3 If δ ∈ [0, 1/2〉 then there is an a > 0 such that
d(x ; y)2
|x− y|
≤
∣∣∣ ∫ y
x
ds cδ(s)
−1
∣∣∣ ≤ a d(x ; y)2
V (x ; y)
for all x, y ∈ R.
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Proof The left hand bound follows directly from the Cauchy–Schwarz inequality;
d(x ; y)2 =
∣∣∣ ∫ y
x
ds cδ(s)
−1/2
∣∣∣2 ≤ |x− y| ∣∣∣ ∫ y
x
ds cδ(s)
−1
∣∣∣ .
The right hand bound uses the volume estimates and follows by treating various different
cases.
First set D(x ; y) = |
∫ y
x
ds cδ(s)
−1|. Then if |x− y| ≥ 1/2 one has d(x ; y) ∼ |x− y| and
by similar reasoning D(x ; y) ∼ |x−y|. Moreover, V (x ; y) ∼ |x−y| by the volume estimate
with r ≥ 1. Therefore D(x ; y) ∼ d(x ; y)2/V (x ; y). If, however, x, y ≥ 1/2 or x, y ≤ −1/2
then the estimate follows by similar reasoning but using the volume estimate with |x| ≥ 1.
It remains to consider x, y such that |x− y| ≤ 1. But by symmetry the discussion can be
reduced to two cases 0 ≤ y < x ≤ 1 and −1 ≤ y < 0 < x ≤ 1.
Consider the first case. Then D(x ; y) ∼ x1−2δ − y1−2δ and d(x ; y) ∼ x1−δ − y1−δ by
explicit calculation. Moreover, V (x ; y) = |B(x ; d(x ; y))| ≤ a (x− y) for some a ≥ 1. But
(x1−δ − y1−δ)2 − (x1−2δ − y1−2δ)(x− y) = (x1/2−δy1/2 − x1/2y1/2−δ)2 ≥ 0 .
This again establishes the required bound.
Finally consider the second case and suppose that x ≥ |y|. Then d(x ; y) ∼ d(x ; 0) ∼
x1−δ and D(x ; y) ∼ D(x ; 0) ∼ x1−2δ. Moreover,
V (x ; y) = |B(x ; d(x ; y))| ≤ |B(x ; 2d(x ; 0))| ≤ a |B(x ; d(x ; 0))| ≤ a′ x
where the second estimate uses volume doubling. The required bound follows immediately.
The case |y| > x is similar with the roles of x and y interchanged. ✷
The bound in Lemma 7.2 is now an immediate consequence of the upper bound of
Lemma 7.3. Moreover the Gaussian lower bound in Proposition 7.1 follows directly from the
the Gaussian upper bound and the continuity bound of Lemma 7.2. This last implication is,
for example, a direct consequence of Theorem 3.1 in [Cou03]. This theorem is applied with
w = 2, p = 2 and α = 1. Note that the doubling dimensionD = 1/(1−δ) < αp = 2 because
δ ∈ [0, 1/2〉. Therefore Theorem 3.1 of [Cou03] is indeed applicable. This completes the
proof of Proposition 7.1. ✷
Case 2 δ ∈ [1/2, 1〉. This case corresponds to strong degeneracy in the terms of [ABCF06]
and [MV06] and describes a quite different situation. It follows from Proposition 6.5 of
[ERSZ06] that StL2(R±) ⊆ L2(R±). Thus the system separates into two ergodic com-
ponents and the semigroup kernel has the property Kt(x ; y) = 0 for x < 0 and y > 0.
One can, however, extend the foregoing analysis to the two components. First we prove
that the kernel of the semigroup restricted to L2(R+) is Ho¨lder continuous. Note that the
generator of the restriction of the semigroup to L2(R+) is the operator associated with
the closure of the form obtained by restricting h to W 1,2(R+) = 1R+W
1,2(R). Now the
continuity proof is by a variation of the usual Sobolev inequalities
|ϕ(x)|2 ≤ a (‖ϕ′‖22 + ‖ϕ‖
2
2)
and
|x− y|−2γ|ϕ(x)− ϕ(y)|2 ≤ aγ (‖ϕ
′‖22 + ‖ϕ‖
2
2)
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where γ ∈ 〈0, 1/2〉. Fix σ > 0 and let ψ ∈ C∞c (σ/2,∞) with ψ(x) = 1 for x > σ. Then
‖(ψϕ)′‖22 + ‖ψϕ‖
2
2 ≤ ‖ψ
′ϕ+ ϕ′ψ‖22 + ‖ψϕ‖
2
2 ≤ 2 ‖ψ
′ϕ‖22 + 2 ‖ψϕ
′‖22 + ‖ψϕ‖
2
2
≤ 2 ‖ψϕ′‖22 + (1 + 4/σ) ‖ϕ‖
2
2 ≤ 2 cδ(σ/2)
−1‖c
1/2
δ ϕ
′‖22 + (1 + 4/σ) ‖ϕ‖
2
2
≤ aσ (h(ϕ) + ‖ϕ‖
2
2) .
Therefore
|ϕ(x)|2 = |(ψϕ)(x)|2 ≤ a′σ (h(ϕ) + ‖ϕ‖
2
2)
and
|x− y|−2γ|ϕ(x)− ϕ(y)|2 ≤ aσ,γ (h(ϕ) + ‖ϕ‖
2
2)
for all x, y ≥ σ and all ϕ ∈ W 1,2(R+). These bounds then extend by continuity to the
closure of h and are sufficient to deduce that the semigroup kernel Kt is uniformly bounded
and Ho¨lder continuous on [σ,∞〉 × [σ,∞〉 for each σ > 0. In particular Kt is continuous
on 〈0,∞〉 × 〈0,∞〉. But the bounds depend on σ and do not give good a priori bounds
on supx,y>0Kt(x ; y) = ‖St‖1→∞. This can again be accomplished by a Nash inequality
argument.
If h+ temporarily denotes the closed form of the generator of the semigroup on L2(R+)
and Eϕ denotes the symmetric extension of ϕ ∈ L2(R+) to Eϕ ∈ L2(R) then h(Eϕ) =
2 h+(ϕ) for all ϕ ∈ D(h+). Moreover, ‖Eϕ‖
2
2 = 2 ‖ϕ‖
2
2 and ‖Eϕ‖
2
1 = 4 ‖ϕ‖
2
1. Therefore the
Nash inequalities (7) give similar inequalities
‖ϕ‖22 ≤ r
−2h+(ϕ) + pi
−1 VF (r) ‖ϕ‖
2
1
for all ϕ ∈ D(h+). Hence the semigroup restricted to L2(R+), or L2(R−), again satisfies
bounds ‖St‖1→∞ ≤ a t
(−1/(2(1−δ)),−1/2) for all t > 0. In particular, the kernel Kt is uniformly
bounded on R+ ×R+, or R− ×R−, for each t > 0.
One can then prove the analogues of Corollaries 6.6 and 6.7 on the half-lines.
Proposition 7.4 If δ ∈ [1/2, 1〉 and B±(x ; r) = B(x ; r) ∩ R± then for each ε ∈ 〈0, 1]
there is an a > 0 such that
Kt(x ; y) ≤ a |B±(x ; t
1/2)|−1e−d(x;y)
2/(4t(1+ε)) (47)
for all x, y ∈ R± and t > 0. Moreover, there is b > 0 such that
Kt(x ; x) ≥ b |B±(x ; t
1/2)|−1 (48)
for all x ∈ R± and t > 0.
In the one-dimensional case the statement of Proposition 6.9 can also be described in
terms of the vector fields defining h and hDir.
Let X = c
1/2
δ d, with d = d/dx, denote the C
δ-vector field acting on L2(R) with domain
D(X) = C∞c (R) andX0 the restriction ofX toD(X0) = C
∞
c (R\{0}). Then h(ϕ) = ‖Xϕ‖
2
2
and hDir(ϕ) = ‖X0ϕ‖
2
2. It follows straightforwardly that the corresponding positive self-
adjoint operators are given by H = X∗X and HDir = X
∗
0X0. But Proposition 6.9 can now
be restated as follows.
Corollary 7.5 If δ ∈ [0, 1/2〉 then X0 ⊂ X but if δ ∈ [1/2, 1〉 then X0 = X.
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Although we have restricted attention to the case δ ∈ [0, 1〉 the form h is densely
defined and closable for all δ ≥ 0. But the semigroup and its kernel have very different
properties if δ ≥ 1. The properties of the distance d(x ; y) = |
∫ x
y
dt cδ(t)
−1/2| are also quite
different. The distance is finite on the open half line 〈0,∞〉 but since the integral diverges
at zero the distance to the origin is at infinity. Now consider points x, y ∈ 〈0, 1]. Then
d(x ; y) ∼ | lnx/y | if δ = 1 and d(x ; y) ∼ |x1−δ − y1−δ| if δ > 1. Consider the case δ = 1
with the equivalent distance d˜(x ; y) = | lnx/y |. Let xn ∈ 〈0, 1〉 be an arbitrary sequence
which converges downward to zero. One may assume x1 ≤ e
−1. Then d˜(xn ; xne) = 1 =
d˜(xn ; xne
−1) and |B(xn ; 1)| = 2 xn sinh 1. Therefore |B(xn ; 1)| → 0 as n→∞.
Alternatively if xn = e
−n with n ≥ 1 then B(xn ;n/2) = 〈e
−3n/2, e−n/2〉 and B(xn ;n) =
〈e−2n, 1〉. Therefore |B(xn ;n/2)| = e
−n/2(1− e−n)→ 0 and |B(xn ;n)| = 1− e
−2n → 1 as
n→∞ so the volume cannot satisfy the volume doubling property.
These divergences allow one to argue that the semigroup kernel is not bounded near
the origin.
8 Applications
In the foregoing we established that Grusˇin operators have many important properties
in common with strongly elliptic operators; the wave equation has a finite propagation
speed, the heat kernel satisfies Gaussian upper bounds and the heat semigroup conserves
probability. Then one can readily adapt arguments developed for strongly elliptic opera-
tors to obtain further detailed information about the Grusˇin operators, e.g., information
on boundedness of Riesz transforms, spectral multipliers and Bochner–Riesz summability,
holomorphic functional calculus, Poincare´ inequalities and maximal regularity. We con-
clude by describing briefly some of these applications to Grusˇin operators which are a
straightforward consequence of general theory and which require no further detailed argu-
ments. It should, however, be emphasized that there are significant differences between the
degenerate and the non-degenerate theories related to continuity and positivity properties.
In particular the one-dimensional example in Section 7 demonstrates that the heat kernel is
not necessarily continuous nor strictly positive. Therefore there are limitations to possible
extensions of the results of classical analysis to the degenerate case.
8.1 Boundedness of Riesz transforms
First we consider boundedness of the Riesz transforms associated with a general Grusˇin
operator H on Lp(R
n+m) for p ∈ 〈1, 2]. The result can be stated in terms of the carre´ du
champ associated with H (see, for example, Section I.4 of [BH91]). Formally the carre´ du
champ is given by
Γψ = ψ(Hψ)− 2
−1Hψ2 .
Note that if ψ ∈ C∞c (R
n+m) then
Γψ(x) =
n+m∑
i,j=1
cij(x)(∂iψ)(x)(∂jψ)(x)
and
‖Γψ‖1 = ‖H
1/2ψ‖2 .
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Now one can formulate the result concerning boundedness of the Riesz transform in an
analogous manner.
Theorem 8.1 If H is Grusˇin operator then
‖ΓH−1/2ψ‖p/2 ≤ ‖ψ‖p
for all ψ ∈ Lp(Rn+m) and all p ∈ 〈1, 2]. In addition the map ψ → Γ
1/2
H−1/2ψ
is weak
type (1, 1), i.e.,
|{x ∈ X : |ΓH−1/2ψ(x)|
1/2 > λ} ≤ a ‖ψ‖1/λ
for all λ ∈ R+ and all ψ ∈ L1(R
n+m).
Proof The proof of Theorem 8.1 is a straightforward modification of the proof of Theo-
rem 5 of [Sik04]. The assumptions of Theorem 5 of [Sik04] hold in virtue of the property
of finite speed of propagation proved in Proposition 4.1 and the kernel bounds (42) of
Theorem 6.4 . ✷
8.2 Spectral multipliers
Each Grusˇin operatorH is positive definite and self-adjoint. Therefore H admits a spectral
resolution EH(λ) and for any bounded Borel function F : [0,∞) → C one can define the
operator F (H) by
F (H) =
∫ ∞
0
dEH(λ)F (λ) . (49)
It then follows that F (H) is bounded on L2(Rn+m). Spectral multiplier theorems investi-
gate sufficient conditions on function F which ensure that the operator F (H) extends to
a bounded operator on Lq for some q ∈ [1,∞].
Theorem 8.2 If H is a Grusˇin operator, s > (D∨D′)/2 and F : [0,∞)→ C is a bounded
Borel function such that
sup
t>0
‖η δtF‖W s,∞ <∞, (50)
where δtF (λ) = F (tλ) and ‖F‖W s,p = ‖(I−d
2/dx2)s/2F‖Lp. Then F (H) is weak type (1, 1)
and bounded on Lq for all q ∈ 〈1,∞〉.
Proof The proof of Theorem 8.2 is a direct consequence of the Gaussian bounds (43) on
the heat kernel corresponding to H given by Corollary 6.6 and Theorem 3.1 of [DOS02].
(See also Theorem 3.5 of [CSC95].) ✷
The theory of spectral multipliers is related to and motivated by the study of conver-
gence of the Riesz means or convergence of other eigenfunction expansions of self-adjoint
operators. To define the Riesz means of the operator H we set
σsR(λ) =
{
(1− λ/R)s for λ ≤ R
0 for λ > R.
(51)
We then define σsR(H) by spectral theory. The operator σ
s
R(H) is the Riesz or the Bochner-
Riesz mean of order s. The basic question in the theory of the Riesz means is to establish
the critical exponent for continuity and convergence of the Riesz means. More precisely one
wishes to ascertain the optimal range of s for which the Riesz means σsR(H) are uniformly
bounded on L1(R
n+m). A result of this type is given by the following.
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Theorem 8.3 If H is a Grusˇin operator and s > (D ∨D′)/2 then
sup
R>0
‖σsR(H)‖q→q ≤ a <∞
for all q ∈ [1,∞]. Hence
lim
R→∞
‖σsR(H)ϕ− ϕ‖q→q = 0
for all q ∈ [1,∞] and all ψ ∈ Lq(R
n+m).
Proof The proof of Theorem 8.3 is again a direct consequence of the Gaussian bounds
(43) on the heat kernel corresponding to H and Corollary 6.3 of [DOS02]. ✷
Next we consider the implication of the Gaussian bounds on the heat kernel for the
holomorphic function calculus of the Grusˇin operators. First we briefly recall the notion of
holomorphic function calculus. For each θ > 0 set Σ(θ) = {z ∈ C\{0}: |arg z| < θ}. Let F
be a bounded holomorphic function on Σ(θ). By ‖F‖θ,∞ we denote the supremum of F on
Σ(θ). The general problem of interest is to find sharp bounds, in terms of θ, of the norm
of F (H) as an operator acting on Lp(R
n+m). It is known (see [CDMY96], Theorem 4.10)
that these bounds on the holomorphic functional calculus when θ tends to 0 are related to
spectral multiplier theorems forH . The following theorem describing holomorphic function
calculus for Grusˇin type operators follows from (43) and Corollary 6.6.
Theorem 8.4 If H is a Grusˇin operator and s > (D ∨D′)|1/p− 1/2| then
‖F (H)‖p→p ≤ a θ
−s‖F‖θ,∞
for all θ > 0.
Proof Theorem 8.4 follows from the Gaussian bounds (43) of Corollary 6.6 and Propo-
sition 8.1 of [DOS02]. ✷
8.3 Concluding remarks and comments
The above statements on the boundedness of the Riesz transforms and the spectral multipli-
ers for Grusˇin operators are not always optimal. Using the basic estimates of Corollary 6.6
and Proposition 4.1 one can analyze the boundedness of the Riesz transforms for p > 2.
In the multiplier result discussed above, Theorem 8.2, the critical exponent required
for the order of differentiability of the function F is equal to half of the homogeneous
dimension D ∨D′. This is a quite typical situation and for the standard Laplace operator
this exponent is optimal. We expect, however, that in many cases it is possible to obtain
multiplier results for Grusˇin operators with critical exponent essentially smaller then the
half of the homogeneous dimension D ∨D′.
It is also possible to obtain a version of the Poincare inequality and Nash type results
similar to those discussed in Section 7. But results of this nature require substantial new
proofs which we hope to describe elsewhere We conclude by stressing that Corollary 6.6
and Proposition 4.1 provide a sound basis for further analysis of Grusˇin type operators.
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