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Abstract
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Chapter 1
Introduction
Analytical Mechanics
Mathematics is essential for the foundation and progress of the natural sciences. Perhaps the
best example is found in Physics, where the interplay between both disciplines is so profound
that it has led to the development of many active research topics in Mathematics. These conform
the broad subject of Mathematical Physics, which provides methods that can be applied to real
problems.
The physicist starts from a set of assumptions about reality that do not contradict experience
to some extent. These principles are taken as axioms that can be included in some existing
mathematical theory, and constitute a theoretical model for the physical situation under study.
When the model is sufficiently exact, the problem of Physics is reduced to translating the features
of the original system into the objects and relations of the corresponding theory and applying
its characteristic techniques to extract the desired information.
Historically, one of the first and most successful theoretical model was achieved in the context
of mechanics. Mechanics is the physical science concerned with the motion of bodies under the
action of forces. This was an old problem of which many qualitative investigations had been
made, most notably by Copernicus, Galileo and Kepler. In the seventeenth century, Newton
developed a quantitative mathematical theory that described the motion of a wide variety of
systems and reproduced the previously known experimental facts. According to this formalism,
the spatial coordinates of a mechanical system as a function of time satisfied a system of second
order differential equations, Newton’s equations.
The theory worked remarkably well and began the mathematical study of mechanics, which
is nowadays known as analytical mechanics. The problem of mechanics was thus reduced to
integrating Newton’s equations, a problem which turned out to be quite involved as the equations
often appeared in the form of complex systems of ODEs. This difficulty led other scientists to
look for new formulations of mechanics that could be regarded as a generalization of Newton’s
work: producing equations that were easier to integrate while recovering the implications of
Newton’s theory. Among these, there are two prominent formulations in analytical mechanics
which include Newtonian mechanics as a particular case.
The first is Lagrangian mechanics, which was elaborated by Lagrange in the eighteenth cen-
tury. Lagrange succeeded in deriving Newton’s equations from a more general type of equations,
independent of the coordinates employed. This fact allowed the use of special coordinates that
simplified several problems in mechanics, particularly those involving constraints in the motion
of the system. In the modern Lagrangian formalism, the equations governing the motion are
obtained from a scalar function, the Lagrangian of the system, by taking its partial derivatives.
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These equations are a coupled system of second order ODEs in the spatial coordinates.
Half a century later, Hamilton was able to derive Lagrange’s equations from a variational
principle, Hamilton’s principle of least action, and gave his own formulation of mechanics, Hamil-
tonian mechanics. Hamilton defined an additional set of variables from the Lagrangian function,
the generalized momenta, and considered a new function containing all the dynamical informa-
tion of the system, the Hamiltonian. The equations of motion are once again derived from the
scalar function, in the form of first order ODEs in the positions and momenta.
Hamilton–Jacobi Theory
In this context, Hamilton recognized various features of the original theory which had been ig-
nored until then. One of these dealt with the variational principle whence Lagrange’s equations
arose, which came from the problem of determining the extrema of a particular integral func-
tional. Under certain conditions, the functional could be made into a function of the coordinates,
the action function.
Hamilton studied the action function and noted that it determined the dynamical variables
he had considered. Furthermore, he observed that the action was a solution to a certain partial
differential equation of first order. It was not clear, however, how to recover the motion of a
mechanical system from a solution of the PDE.
It was Jacobi who later found the relationship between the systems of ODEs appearing in
mechanics and the PDE discovered by Hamilton, producing valid solutions of the former from a
special class of solutions of the latter. He looked for solutions of the PDE depending on arbitrary
parameters, obtaining a family of functions that accounted for different dynamical trajectories.
From the family, he derived smaller systems of ODEs which gave the original motion and were
easier to integrate. Jacobi applied his method to various problems in mechanics successfully,
becoming the most powerful technique for integrating the equations of motion. The celebrated
PDE is consequently known as the Hamilton-Jacobi equation.
Hamilton found the equation by relating his theory of mechanics with his previous work on
optics. In the latter, he was able to establish an unprecedented relation between the particle
properties and the wave nature of light, through a PDE accounting for both behaviours. This
analogy, together with the work of Jacobi, unveiled a deep connection between the trajectories
of a mechanical system and partial differential equations. These ideas would pave the way for a
more profound generalization of the theory of mechanics in the next century, where Schro¨dinger
was able to produce the fundamental PDE accounting for the evolution of a quantum-mechanical
system from the Hamilton-Jacobi equation.
Although it would seem that due to its antiquity the Hamilton-Jacobi equation is already well
understood, there are several aspects of the theory surrounding it that had not been considered
until recently. From a geometrical point of view, the situation suggests that the solutions of the
Hamilton-Jacobi equation give a way of describing the dynamics of a mechanical system by the
dynamics of a smaller system. This way, it becomes interesting to investigate this phenomenon
in general, identifying the notable geometrical objects that allow for the dynamics of a system
to be simplified through the solutions of a PDE.
Goals of the thesis
• To formulate analytical mechanics in the language of differential geometry, which is the
natural framework for the classical theory ([JS98]) .
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• To study the solutions and properties of the Hamilton-Jacobi equation as a particular
aspect of the general theory.
• To present a new general framework, as seen in the works of Carin˜ena et al. ([CGM+06],
[CGM+16]), where the geometrical structures underlying the Hamilton-Jacobi theory are
best understood.
• To describe examples in the new framework.
Contents
We give a brief description of each chapter separately:
• Chapter 2. Complements on Differential Geometry.
Here we define some of the basic geometrical concepts that are needed in the development
of the theory. The chapter is divided into two parts: one dedicated to symplectic geometry,
and a second one dealing with structures arising in vector bundles. In symplectic geometry,
we consider a manifold with a 2-form satisfying certain conditions and study the objects
that can be defined with it. These play an important role in Hamiltonian mechanics,
where manifolds are symplectic. In the second part, we study vector bundles in general,
with special attention to the natural bundles of a manifold: the tangent and cotangent
bundles. There are several canonical objects appearing in these bundles, which are required
to define the interesting objects of mechanics. The content of this chapter is taken from
parts 1 and 2 in [AM78].
• Chapter 3. Analytical Mechanics
In this chapter, we develop the classical theory of analytical mechanics from the point of
view of differential geometry. We start with Newtonian dynamical systems, stating the
axioms of Newtonian mechanics and writing the equations of motion for manifolds. We
then consider Lagrangian systems, showing their relation with Newton’s equations in the
context of constrained motion, and writing the dynamical equations in an intrinsic manner.
Finally, we present Hamiltonian systems as a generalization of Lagrangian systems via the
Legendre transform. Throughout the chapter, several classical problems from mechanics
are solved in each formalism, to give a picture of each situation. A great part of the theory
is taken from [Arn74], [AM78] and [Gra15], while the examples are taken from [LL77].
• Chapter 4. Classical Hamilton-Jacobi Theory
Here the classical Hamilton-Jacobi theory is developed. The first two sections are devoted
to the action function and its relation with geometrical optics, explaining the motivation
that led Hamilton to his formulation of mechanics and the discovery of the Hamilton-
Jacobi equation. The rest of the chapter deals with the relationship of the equations
of motion of a mechanical system and the PDE, as Jacobi understood it. We study
Jacobi’s method to produce complete solutions of the Hamilton-Jacobi equation, with
application to the integration of motion in completely integrable systems. Additionally,
we solve some important problems in mechanics with Jacobi’s method. The content of the
chapter is a combination of ideas from classical books in Physics [LL77] and Mathematics
[Arn74], [CH37] discussing the Hamilton-Jacobi PDE. The classical examples are taken
from [CH37].
3
CHAPTER 1. INTRODUCTION
• Chapter 5. A Generalized Geometric Setting for Hamilton–Jacobi Theory.
In this last chapter, the new framework for the Hamilton-Jacobi theory is presented. We
show how the Hamilton-Jacobi problem is equivalent to the description of the dynamics in
a manifold by means of a family of dynamics in a lower dimensional manifold (a slicing of
the dynamics). We find the conditions under which the motion of a system is equivalent
to a solution of a PDE for different situations, depending on additional structures on the
carrier manifold. More precisely, we consider Hamiltonian systems and fibered manifolds
separately, and construct their corresponding analogue to the Hamilton-Jacobi equation.
Furthermore, we recover the classical results as a particular case and we tackle several
problems in the new framework. The first part of the chapter is a summary of the article
[CGM+16], relating its content with the previous development. The solved examples are
new, and give a novel insight into the role of the Hamilton-Jacobi equation in practice,
particularly when considering consecutive slicings of the dynamics.
4
Chapter 2
Complements on Differential Geometry
An intrinsically geometrical formulation of analytical mechanics requires several algebraic and
geometric objects, and the development of some foundational theory. It is assumed that the
reader knows the basics of differential geometry, which can be found in many books (e.g. [Lan99],
[Lee03]). In order to facilitate the reading of the text, we present here some topics from geometry
that are not so common but still necessary to formulate mechanics, namely: the subject of
symplectic geometry and certain notable structures arising in vector bundles. We take most
concepts from [AM78, chapters 1,2,3 and 5].
Throughout the work, the maps are always assumed to be C∞ and the words “differentiable”
and “smooth” are used indistinctly. It is clear how to translate the definitions and theorems for
more general classes of differentiability. Given a smooth manifold M , we use F(M) to denote the
functions on the manifold, X(M) for the smooth vector fields and Ωk(M) for the differentiable
k-forms.
2.1 Symplectic Geometry
2.1.1 Symplectic Manifolds
Definition 2.1.1. Let E be a finite-dimensional real vector space and ω a bilinear form on E,
ω : E × E → R. We say that the form is nondegenerate when ω(u, v) = 0 for all v ∈ E implies
u = 0.
Every bilinear form ω defines a linear map from the space to its dual E∗
ω[ : E → E∗, u 7→ ω(u, · ). (2.1)
We cannot say anything a priori about the properties of the map, but when ω is nondegenerate,
ω[ is injective by definition. Because the dimensions of E and E∗ coincide in finite dimension,
we conclude that ω[ defines a vector space isomorphism if and only if ω is nondegenerate. Under
these conditions, we define the inverse of the map ω] = (ω[)−1.
Definition 2.1.2. A bilinear form ω : E ×E → R is symplectic when it is both nondegenerate
and skew-symmetric.
For a skew-symmetric bilinear form to be nondegenerate, a necessary condition is that E be
of even dimension. Indeed, let n = dimE and let 〈·, ·〉E denote the canonical pairing between E
and its dual (when the context allows it, we will omit the subindex E). For u, v ∈ E, we have
〈tω[(v), u〉E = 〈v, ω[(u)〉E∗ = 〈ω[(u), v〉E
5
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where tω[ : E∗∗ → E is the transpose of ω[ and we have identified E∗∗ ∼= E. By skew-symmetry,
ω[ = −tω[ whence
detω[ = det tω[ = det−ω[ = (−1)n detω[.
But ω[ is an isomorphism, so detω[ 6= 0 and we get a contradiction for n odd. From now on,
we let n = 2m.
It can be shown that we can always find a basis {e1, · · · , en} of E such that ω takes the form
ω =
m∑
i=1
ei∗ ∧ ei+m∗ (2.2)
where {e1∗, · · · , en∗} is the dual basis and ∧ denotes the wedge product of forms. To construct
the basis, we take two vectors e1, em+1 ∈ E such that ω(e1, em+1) 6= 0 which is possible by
nondegeneracy. Dividing by a constant, we may further assume that ω(e1, em+1) = 1. The proof
proceeds by induction on the orthogonal complement of the span of e1, em+1 [AM78, proposition
3.1.2].
For any other basis {u1, · · · , un} of E, ω is written as ω = ωijui∗ ⊗ uj∗, where the coefficients
ωij conform an antisymmetric matrix (ωij = −ωji). Note that we have used the index sum-
mation convention in the expression of ω, that is, a subindex equal to a superindex indicates a
summation. We shall be using this convention throughout the report, unless explicitly stated.
It is clear that the nondegeneracy condition is equivalent to 0 not being an eigenvalue of
ω[. Using coordinates, we can write an arbitrary vector v ∈ E as v = viui and consequently
ω[(viui) = v
iωiju
j
∗, whence we see that nondegeneracy is also equivalent to the condition |ωij | 6=
0.
In order to extend the notion of symplectic algebra to manifolds, we present an impor-
tant theorem of Darboux that relates the particularly simple expression of simplectic forms to
closedness of a global 2-form.
Theorem 2.1.3 (Darboux). Let ω be a nondegenerate differential 2-form on a 2m dimensional
smooth manifold M . Then ω is closed (i.e. dω = 0) if and only if there exists a chart (U,ϕ)
at each p ∈ M such that ϕ(p) = 0, with ϕ(u) = (x1(u), · · · , xm(u), y1(u), · · · , ym(u)) for u ∈ U
and
ω|U = dxi ∧ dyi. (2.3)
To prove the theorem, one must looks for a chart where ω is constant. The result follows
from considering the coordinates mentioned earlier on the chart (see [AM78, theorem 3.2.2]).
We refer to the charts in the theorem as symplectic charts and to their coordinates as symplectic
coordinates or Darboux coordinates.
We can finally give the definition of a symplectic form:
Definition 2.1.4. Let M be a smooth manifold. A 2-form ω ∈ Ω2(M) is symplectic when it
closed and nondegenerate at each point of M .
It is clear that a symplectic form ω defines a vector bundle isomorphism ω[ : TM → T∗M
by globalizing 2.1, and we write again ω] = (ω[)−1. If we let F (M) denote the functions in
M , then we have a map X(M) → Ω1(M), X 7→ iXω = ω[ ◦ X which gives a F (M)-module
isomorphism.
Definition 2.1.5. A symplectic manifold is a pair (M,ω) where M is a manifold and ω ∈ Ω2(M)
is symplectic.
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The symplectic structure imposes some restrictions on the topology of the manifold M .
The closedness of the 2-form guarantees the existence of Darboux coordinates, which shows
that symplectic manifolds are locally the same. In particular, they are all locally isomorphic to
R2m with the canonical 2-form dx1∧dx1+m∧ · · ·∧dxm∧dx2m, and they do not posses any local
invariant other than the dimension.
Also, symplectic manifolds must be orientable, since Ω = (ω)m = ω ∧ m)· · · ∧ ω is a volume
form on M . In symplectic coordinates,
Ω = (−1)m(m−1)/2dx1 ∧ · · · ∧ dxm ∧ dy1 ∧ · · · ∧ dym. (2.4)
We state Poincare´’s lemma, which will be used many times throughout the text. For a proof,
see [Spi65, theorem. 4.11].
Theorem 2.1.6 (Poincare´ Lemma). Let ω ∈ Ωk(M) be closed. Then for each x ∈ M there
exists a neighbourhood U of x on which ω|U ∈ Ωk(U) is an exact form (i.e. ω|U = dθ for some
θ ∈ Ωk−1(U)).
We now study a special class of fields arising in the context of symplectic manifolds. Let
H : M → R be a function defined on a symplectic manifold (M,ω).
Definition 2.1.7. The symplectic gradient of H is the vector field
ZH = ω
] ◦ dH. (2.5)
Equivalently, it is the only vector field such that
iZHω = dH. (2.6)
H is the Hamiltonian of ZH . A vector field X is said to be Hamiltonian when X = ZH
for some function H. We call it locally Hamiltonian if every point in M has an open neigh-
bourhood where the restriction of X is Hamiltonian. It is useful to keep in mind the following
characterization of locally Hamiltonian fields:
Proposition 2.1.8. The following are equivalent:
(i). X is locally Hamiltonian.
(ii). iXω is closed.
(iii). LXω = 0
Proof. d2 = 0 proves that (i) implies (ii). The converse is also true by the Poincare´ Lemma.
Using Cartan’s formula and the closedeness of ω, we find LXω = iXdω + d(iXω) = d(iXω)
which shows the equivalence between (ii) and (iii).
We know that the integral curves of a vector field define a local flow, which is an automor-
phism of the manifold. By the definition of the Lie derivative, the third condition in 2.1.8 tells us
that locally Hamiltonian fields are exactly the fields whose flow leaves ω invariant. In particular,
LXΩ =
m∑
i=1
(−1)(i+1)ω ∧ · · · ∧LX
(i)
ω ∧ · · · ∧ ω = 0 (2.7)
and we obtain a well-known theorem of Liouville as a corollary:
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Theorem 2.1.9 (Liouville). The symplectic volume form Ω is invariant by locally Hamiltonian
fields.
It is useful to remember the expressions in Darboux coordinates for the objects we have
considered so far. These take the form:
ω[
(
Xi
∂
∂xi
+ Yi
∂
∂yi
)
= Xidyi − Yidxi (2.8)
ω]
(
Aidx
i +Bidyi
)
= −Ai ∂
∂yi
+Bi
∂
∂xi
(2.9)
ZH =
∂H
∂yi
∂
∂xi
− ∂H
∂xi
∂
∂yi
(2.10)
The Lie derivative defined by a Hamiltonian field has some remarkable properties when acting
on functions. Let F,G,H ∈ F (M) be functions on M . We consider their variation with respect
to the flow of symplectic gradients.
Definition 2.1.10. The Poisson bracket between F and G is the function
{F,G} = LZGF (2.11)
or equivalently, it is the variation of F along the flow of the Hamiltonian field defined by G.
From the definition, it is clear that
{F,G} = LZGF = iZGdF = iZGiZFω = ω(ZF , ZG) (2.12)
and in particular, we see that the Poisson bracket is skew-symmetric:
{F,G} = −{G,H}. (2.13)
We also have the identities
{FG,H} =F{G,H}+G{F,H} (2.14)
{F,GH} =H{F,G}+G{F,H} (2.15)
which follow from applying Leibniz’s rule to the expression {FG,H} = −LZH (FG).
Let us consider momentarily a nondegenerate 2-form ω ∈ Ω2(M) which is not necessarily
closed. Applying the well-known formulas for the Lie derivative of forms we find that
i[ZF ,ZG]ω = LZF iZGω − iZGLZFω
= LZF dG− iZG(iZF dω + d(iZFω))
= iZF d
2G+ d(iZF dG)− iZGiZF dω − iZG(d2F )
= −d{F,G} − iZGiZF dω
whence
i[ZF ,ZG]+Z{F,G}ω = −iZGiZF dω (2.16)
and by nondegeneracy we conclude that ω is closed if and only if
[ZF , ZG] + Z{F,G} = 0. (2.17)
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We observe that 2.17 is also equivalent to Jacobi’s identity. Indeed, by definition of the
exterior derivative:
−dω(XF , XG, XH) = −LZFω(ZG, ZH)−LZGω(ZH , ZF )−LZHω(ZF , ZG)
= {F, {G,H}}+ {G, {H,F}}+ {H, {F,G}}
and ω is closed if and only if
{F, {G,H}}+ {G, {H,F}}+ {H, {F,G}} = 0 (2.18)
which is Jacobi’s identity.
It is worth translating the previous remarks to algebraic terms. Clearly,F (M) is a R-algebra
with the Poisson bracket, and ω is closed if and only if (F (M), {·, ·}) is a Lie-algebra. Moreover,
we observe that the set of Hamiltonian fields in M , which we denote by Xh(M), must be closed
under the Lie bracket by 2.17. This also implies that the map F (M) → Xh(M), f 7→ Zf is a
Lie-algebra antihomomorphism between (F (M), {·, ·}) and (Xh(M), [·, ·]).
In symplectic coordinates, the bracket is written as
{F,G} = ∂F
∂xi
∂G
∂yi
− ∂F
∂yi
∂G
∂xi
(2.19)
and in particular, for the coordinate functions we obtain the canonical relations
{xi, xj} = 0, {yi, yj} = 0, {xi, yj} = δij . (2.20)
In the next chapter, we will see that Hamilton’s formulation of mechanics requires a sym-
plectic structure to write the equations of motion. In this connection, one must often consider
diffeomorphisms which preserve the symplectic structure, as they can be used to transform the
dynamics of the mechanical system under study into a more tractable form. The following
definitions and results are concerned with the properties of these mappings.
Definition 2.1.11. Let ϕ : M → N be a differentiable map between symplectic manifolds
(M,ω), (N, ρ). ϕ is symplectic when ϕ∗(ρ) = ω. If ϕ is a diffeomorphism, we call it a symplec-
tomorphism or symplectic isomorphism.
We prove a couple of lemmas that will make our lives easier:
Lemma 2.1.12. Let ϕ : M → N be a diffeomorphism, X ∈ X(N) a field and ω ∈ Ωk(N) a
differential k-form. Then,
ϕ∗(iXω) = iϕ∗(X)ϕ∗(ω) (2.21)
Proof. If k = 1, letting x ∈M we have
ϕ∗(iXω)(x) = iXω(ϕ(x))
= 〈ω(ϕ(x)), X(ϕ(x))〉
= 〈ω(ϕ(x)),Tϕ ◦ T(ϕ−1) ◦X(ϕ(x))〉
= 〈ϕ∗(ω)(x), ϕ∗(X)(x)〉
= iϕ∗(X)ϕ
∗(ω)(x)
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If k > 1, letting v1, . . . , vk−1 denote k − 1 vectors in TxM , we have
ϕ∗(iXω)(v1, . . . , vk−1) = (iXω) ◦ ϕ(x)(Txϕ · v1, . . . ,Txϕ · vk−1)
= ωϕ(x)(X(ϕ(x)),Txϕ · v1, . . . ,Txϕ · vk−1)
= ωϕ(x)(Txϕ ◦ Tϕ(x)ϕ−1 ·X(ϕ(x)),Txϕ · v1, . . . ,Txϕ · vk−1)
= ωϕ(x)(Txϕ · ϕ∗(X)(x),Txϕ · v1, . . . ,Txϕ · vk−1)
= iϕ∗(X)ϕ
∗(ω)(v1, . . . , vk−1)
Lemma 2.1.13. Let ϕ : M → N be a diffeomorphism, X ∈ X(N) a field and ω ∈ Ωk(N) a
differential k-form. Then,
ϕ∗(LXω) = Lϕ∗(X)ϕ∗(ω). (2.22)
Proof. Using Cartan’s formula for forms and 2.1.12, we have
ϕ∗(LXω) = ϕ∗(iXdω + d iXω)
= iϕ∗(X)ϕ
∗(dω) + dϕ∗(iXω)
= iϕ∗(X)dϕ
∗(ω) + d iϕ∗(X)ϕ∗(ω)
= Lϕ∗(X)ϕ
∗(ω)
Proposition 2.1.14. Let ϕ : M → N be a diffeomorphism, where (M,ω), (N, ρ) are symplectic
manifolds. The following are equivalent:
(i). ϕ is a symplectomorphism.
(ii). For every K ∈ F (N), ϕ∗(ZK) = Zϕ∗(K).
(iii). For every F,G ∈ F (N), ϕ∗{F,G} = {ϕ∗(F ), ϕ∗(G)}.
Proof. We first prove the equivalence (i) ⇐⇒ (ii):
If (i) holds, we have iϕ∗ZKω = ϕ
∗(iZKρ) = ϕ
∗(dK) = d(ϕ∗K) and (ii) also holds.
Assume (ii) holds, then ϕ∗(dK) = d(ϕ∗K) = iϕ∗(ZK)ω = ϕ
∗(iZKϕ∗ω) whence it follows that
iZKρ = dK = iZKϕ∗ω. It can be shown that given vx ∈ TxN there always exists a function
K ∈ F (N) such that ZK(x) = vx. Thus, ϕ∗ω = ρ and we conclude ω = ϕ∗ρ.
For (ii) ⇐⇒ (iii), we observe
ϕ∗{F,G} = ϕ∗LZGF = Lϕ∗(ZG)ϕ∗(F )
{ϕ∗(F ), ϕ∗(G)} = LZϕ∗(G)ϕ∗(F )
so ϕ∗{F,G} = {ϕ∗(F ), ϕ∗(G)} if and only if ϕ∗(ZG) = Zϕ∗(G), and we are done.
In particular, we may consider symplectic automorphisms from a symplectic manifold onto
itself. If (M,ω) is a symplectic manifold and X ∈ X(M) a field on M , we say that X is
an infinitesimal symplectomorphism if the local flow it defines is a symplectic automorphism.
Equivalently, it is a field such that LXω = 0 and we see from 2.1.8 that the infinitesimal
symplectomorphisms are actually the locally Hamiltonian fields.
Later on, we will see that the symplectic structure accounts for the geometry of the space
where we describe the motion of a mechanical system, while the Hamiltonian fields contain all
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the dynamical information. In 2.1.14, we have seen that the maps preserving the symplectic
structure also preserve the Hamiltonian character of a field. We investigate a possible converse
relation.
Definition 2.1.15. Let ϕ : M → N be a diffeomorphism between symplectic manifolds (M,ω),
(N, ρ). ϕ is a canonical transformation if it transforms locally Hamiltonian fields into locally
Hamiltonian fields.
In this context, there is a strong theorem by Lee Hwa Chung concerning the shape of invariant
forms. For a proof, see [Lee47].
Theorem 2.1.16 (Lee Hwa Chung). Let ρ ∈ Ωk(M) such that LXρ = 0 for every locally
Hamiltonian field X ∈ X(M). Then:
1. ρ = 0 if k is odd.
2. ρ = c ω ∧ k· · · ∧ ω for some c ∈ R \ {0}, if k is even.
We use 2.1.16 to prove a useful characterization of canonical transformations.
Proposition 2.1.17. Let ϕ : M → N a diffeomorphism between connected symplectic manifolds
(M,ω), (N, ρ). Then ϕ is a canonical transformation if and only if there exists c ∈ R \ {0} such
that ϕ∗(ρ) = cω. Moreover, given a locally Hamiltonian field X ∈ X(M) with Hamiltonian
H, and considering Y = ϕ∗(X) ∈ X(N) with Hamiltonian K, there exists k ∈ R such that
cH = ϕ∗(K) + k.
Proof. If ϕ is canonical, we have Lϕ∗(X)ρ = 0 for every locally Hamiltonian field X ∈ X(M).
Thus, LXϕ
∗(ρ) = ϕ∗(Lϕ∗(X)ρ) = 0 and we get the first implication by Lee Hwa Chung. Con-
versely, assume ϕ∗(ρ) = cω, thenLϕ∗(X)ρ = Lϕ∗(X)ϕ∗(cω) = cϕ∗(LXω) which is zero for locally
Hamiltonian fields.
For the second part, observe that d(cH − ϕ∗(K)) = c dH − ϕ∗(dK) = c iZHω − ϕ∗(iZKρ) =
c iZHω − iϕ∗(ZK)ϕ∗(ρ) = c iZHω − iZH cω = 0 and the function cH − ϕ∗(K) is locally equal to a
certain constant k. By connectedness we get that it is globally equal to k.
Constant c in the above proposition is called the valence of the canonical transformation.
Thus, symplectomorphisms are precisely the canonical transformations of valence c = 1.
From 2.1.17 we deduce a practical way of describing a canonical transformation, which will
motivate the Hamilton-Jacobi theory in chapter 4.
Proposition 2.1.18. Let ϕ : M → N be a canonical transformation of valence c between
symplectic manifolds (M,ω), (N, ρ), with ω = −dθ, ρ = −dϑ. Then there exists locally a
function S ∈ F (M) such that
ϕ∗(ϑ)− cθ = dS.
S is the generating function of the canonical transformation.
Proof. We have d(ϕ∗(ϑ)− cθ) = ϕ∗dϑ− cdθ = −ϕ∗(ρ) + cω = 0 and the existence of S follows
from the Poincare´ Lemma.
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2.1.2 Lagrangian Submanifolds
We now investigate the notion of orthogonality in the context of symplectic manifolds. In anal-
ogy with Riemannian geometry, the orthogonality will be defined in terms of the symplectic
form, which is the symplectic analogue of the metric. In this connection, we define the con-
cepts of isotropic, coisotropic and Lagrangian submanifolds, with especial interest in the last,
which will be needed to derive certain aspects of the classical Hamilton-Jacobi theory from the
corresponding generalization in chapter 5.
Definition 2.1.19. Let E be a vector space, F a subspace and ω a symplectic form in E. The
ω-orthogonal complement of F is the subspace defined by
F⊥ = {u ∈ E|ω(u, v) = 0, for all v ∈ F}.
We say that
(i). F is isotropic if F ⊂ F⊥.
(ii). F is coisotropic if F⊥ ⊂ F .
(iii). F is Lagrangian if E = F ⊕G where F and G are isotropic.
We have the following results, analogous to the ones for scalar products:
Proposition 2.1.20. Let F,G ⊂ E subspaces and ω symplectic in E. Then:
(i). F ⊂ G implies G⊥ ⊂ F⊥.
(ii). dimE = dimF + dimF⊥.
(iii). F = F⊥⊥.
(iv). F⊥ ∩G⊥ = (F +G)⊥.
(v). (F ∩G)⊥ = F⊥ +G⊥.
Proof. (i) and (iv) are trivial.
For (ii), consider ω[ : E → E∗. If u ∈ F , then F⊥ ⊂ kerω[(u) and we get an induced map
ω[(u) : (E/F⊥)→ R, which globally gives ω[F : F → (E/F⊥)∗. ω[F is injective by nondegeneracy
and thus
dimF ≤ dim(E/F⊥)∗ = dim(E/F⊥) = dimE − dimF⊥.
The inclusion F
j
↪→ E induces the natural map E∗ j
∗
→ F ∗, and the kernel of the linear map
ω[F ∗ = j
∗ ◦ ω[ : E → F ∗ is exactly F⊥, whence
dimF = dimF ∗ ≥ dim im ω[F ∗ = dimE − kerω[F ∗ = dimE − dimF⊥
and the inequalities give the result.
For (iii), F ⊂ F⊥⊥ is clear and by (ii) we have dimF = dimF⊥⊥ = dimE−dimF⊥, whence
F = F⊥⊥.
To prove (v), we use (iii) and (iv) in
(F ∩G)⊥ = (F⊥⊥ ∩G⊥⊥)⊥ = (F⊥ +G⊥)⊥⊥ = F⊥ +G⊥.
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We give a characterization of Lagrangian spaces that is used in practice.
Proposition 2.1.21. Let F ⊂ E a subspace and ω symplectic in E. The following are equivalent:
(i). F is Lagrangian.
(ii). F = F⊥.
(iii). F is isotropic and 2 dimF = dimE.
Proof. Assume (i), and let u ∈ F⊥. We have E = F ⊕G where F,G are isotropic, and we can
write u = v + w where v ∈ F and w ∈ G. By isotropy, w ∈ G⊥ and w = u − v ∈ F⊥, so
w ∈ G⊥ ∩ F⊥ = (G + F )⊥ = E⊥ = {0} by nondegeneracy of ω. This way w = 0, which gives
F⊥ ⊂ F , and we have F ⊂ F⊥ by hypothesis.
Assuming (ii), we obtain (iii) from 2.1.20(ii).
If we assume (iii), using 2.1.20(ii). and by isotropy, we have F = F⊥. To construct G, we
choose v1 /∈ F and define G1 = span (v1), which satisfies F ∩G1 = {0} and applying 2.1.20(v),
F + G⊥1 = E. Now let v2 ∈ G⊥1 , v2 /∈ F + G1, and define G2 = span (v1, v2). Inductively, we
obtain F + Gk = E and F ∩ Gk = {0} by construction, which gives F ⊕ Gk = E. We also
have G⊥2 = (G1 + span (v2))⊥ = G⊥1 ∩ span (v2)⊥ ⊃ span (v1, v2) = G2 and so on, whence Gk is
isotropic, and the result follows by taking G = Gk.
We globalize the definitions in 2.1.19 to submanifolds in the natural way. Let (M,ω) be
symplectic, and consider an immersed submanifold N
j
↪→ M . We say that N is isotropic,
coisotropic or Lagrangian if the corresponding condition holds in TpN for every p ∈ N , where
we identify TpN with a subspace of TpM by means of Tpj.
We now relate the concept of Lagrangianity with symplectic maps. Let (M,ω) and (N, ρ) be
symplectic manifolds, and consider the natural projections pr1 : M×N →M , pr2 : M×N → N .
We define the 2-form ω 	 ρ = pr∗1ω − pr∗2ρ. It is easy to verify that ω 	 ρ is a symplectic form.
Let f : M → N be a manifold diffeomorphism, and consider
jf : Γf = {(x, y) ∈M ×N |y = f(x), x ∈M} ↪→M ×N (2.23)
the graph of f . We have:
Theorem 2.1.22. The following are equivalent:
(i). f is symplectic.
(ii). j∗f (ω 	 ρ) = 0.
(iii). jf : Γf ↪→M ×N is a Lagrangian submanifold of (M ×N,ω 	 ρ).
Proof. Since Γf = {(x, f(x)) ∈M ×N, for x ∈M} we can write the tangent space as
T(x,f(x))Γf = {(v,Txf · v) ∈ TxM × Tf(x)N, for v ∈ TxM}.
Thus, j∗f (ω 	 ρ)((v,Tf · v), (w,Tf ·w)) = ω(v, w)− ρ(Tf · v,Tf ·w) = (ω − f∗ρ)(v, w) and the
equivalence between (i) and (ii) follows.
Assuming (ii), we have T(x,f(x))Γf ⊂ (T(x,f(x))Γf )⊥ by hypothesis, but M ∼= N ∼= Γf whence
dim TxM = dim Tf(x)N = dim T(x,f(x))Γf and thus 2 dim T(x,f(x))Γf = dim(TxM × Tf(x)N),
which implies (iii) by 2.1.21. It is clear that (iii) implies (ii), and the equivalence follows.
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2.2 Canonical Structures in Vector Bundles
A formal treatment of mechanics requires the use of manifolds, as the laws of nature are written
in coordinates while their validity does not depend on them. The structure of vector bundle is
also implicit in the classical formulations of mechanics, since the motion of a system is described
in terms of the natural bundles of the manifold: the tangent bundle in the Lagrangian case, and
the cotangent bundle in the Hamiltonian.
In this section, we define vector bundles and construct the canonical structures associated
with them. These structures play a significant role in the geometrical formulation of mechanics
(see chapter 3). Throughout the text, given a smooth manifold M , τM : TM → M will denote
the tangent bundle of M , while the cotangent bundle will be written as piM : T
∗M →M .
2.2.1 Vector Bundles
Before studying the particular case of the tangent and cotangent bundles, we describe general
vector bundles and some of the maps that one may always define on them.
Definition 2.2.1. A vector bundle is a triple (E,B, pi), such that
(i). E, B are manifolds, and pi : E → B is a surjective morphism.
(ii). For every b ∈ B there exist a neighbourhood U 3 b and a vector space F such that there
is a diffeomorphism ϕ : pi−1(U)→ U × F making the following diagram commutative:
pi−1(U)
ϕ //
pi !!
U × F
pr1~~
U
E is called the space of the fiber, B the base and pi the projection. The diffeomorphisms ϕ are
local trivializations of the bundle E.
We will assume that the vector spaces F in the definition are isomorphic to a common space.
If b ∈ B, the subset Eb = pi−1(b) is the fiber of b, and is isomorphic to F . The surjectivity
of pi implies that the tangent map Tpi is also surjective, whence it follows that the fibers Eb
are regular submanifolds of E. We note that it is possible to consider more general spaces by
relaxing the condition that F be a vector space, which gives the notion of a fiber bundle.
We can always construct a special type of coordinates in E, by considering coordinates in
B and transporting them to E by some local trivialization. These are referred to as the fiber
coordinates of the bundle.
Let pi : E → B be a vector bundle. At each point e ∈ E, the tangent map Tepi : TeE →
Tpi(e)B is linear and gives a subspace Ve(E) = ker Tepi in TeE. We define the vertical subbundle
as the subbundle of τE : TE → E obtained from the union of the Ve(E) when e ∈ E. We write
V E = ker Tpi and refer to its elements as vertical vectors. We say that a field in E is vertical
when it takes values in V E.
Vertical vectors can be seen as elements of the tangent space of the fibers of E. More precisely,
a vector v ∈ Ve(E) can be seen as an element of Te(Eb), where b = pi(e) and Te(Eb) ↪→ TeE. We
can make this identification by using coordinates: let (b; e) denote the fiber coordinates from a
trivialization of E, and let (b, e;u, v) be the corresponding natural coordinates in TE. It is clear
that vertical vectors are of the form (b, e; 0, v). Adapting the coordinates above to Eb ↪→ E and
T(Eb) ↪→ TE, the map
Te(Eb)→ TeE, (e;w) 7→ (b, e; 0, w) (2.24)
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gives the desired identification.
It is known that the tangent space of a vector space V at a point x ∈ V may be identified
with V via the map
λx : V → TxV, v 7→ [t 7→ x+ tv]. (2.25)
Since the fibers of V E ⊂ TE are vector spaces, by the observation above we have for each
vb ∈ Eb an isomorphism
Eb → Tvb(Eb) = VvbE, wb 7→ λvb(wb). (2.26)
Changing the vector vb ∈ Eb, we get a map
λE(vb, wb) = λvb(wb) (2.27)
known as the vertical lift, since λ : E lifts vectors on the fibers to the vertical bundle. Note that
λE is defined only for those pairs (v, w) ∈ E × E such that pi(v) = pi(w). This subset of E is
actually a vector bundle, the product bundle which is written pr1 : E ×B E → E.
The vertical lift defines a characteristic vector field ∆E ∈ X(E), the Liouville field of E,
which is given by
∆E(v) = λE(v, v) (2.28)
for v ∈ E. We will use the Liouville field to define the energy function of the Lagrangian
formulation of mechanics (see chapter 3).
Finally, we define the fiber derivative of a function on the bundle f : E → R. The restriction
fb ≡ f |Eb : Eb → R is a map between vector spaces, and we have at each point vb ∈ Eb the usual
derivative
Dfb(vb) : Eb → R (2.29)
so Dfb(vb) ∈ E∗b . Globally, we get a map
Ff : E → E∗, vb 7→ Dfb(vb) (2.30)
from a bundle to its dual, known as the fiber derivative of f .
Naturally, we can also consider the derivative of the fiber derivative, which gives a bilinear
form D2fb(vb) : Eb × Eb → R and globally defines the fiber hessian
F2f : E → E∗ ⊗ E∗, vb 7→ D2fb(vb). (2.31)
Under some regularity conditions over f which will be translated to a certain restriction on the
Hessian, the map may give rise to a local or global diffeomorphism (see chapter 3).
It is useful to remember the expressions of the objects defined in coordinates:
λE(b;u, v) = (b, u; 0, v) (2.32)
∆E = v
i ∂
∂vi
(2.33)
Ff(b; v1, . . . , vm) =
(
b;
∂f
∂v1
, . . . ,
∂f
∂vm
)
(2.34)
F2f(b; v)(u1, . . . , um, w1, . . . , wm) = ∂
2f
∂vi∂vj
(b, v)uiwj (2.35)
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2.2.2 The Tangent Bundle
We now work on the tangent bundle τM : TM → M of a manifold M . Since TM has a
manifold structure, we can consider its tangent bundle τTM : T(TM) → TM . There exists a
map J : T(TM)→ T(TM) defined by
J(wv) = λT(TM)(v,Tv(τM ) · wv) ∈ Vv(TM) ⊂ T(TM), for wv ∈ Tv(TM)
which is linear in the fibers. J is the vertical endomorphism of T(TM).
Introducing coordinates (q) in M , and considering the corresponding natural coordinates
(q; v) in TM and (q, v; a, b) in T(TM), the vertical endomorphism is written as
J(q, v; a, b) = (q, v; 0, a). (2.36)
We may think of J as a (1, 1) tensor field on TM which in coordinates is given by
J =
∂
∂vi
⊗ dqi. (2.37)
It is clear that J2 = 0 and ImJ = ker J , where the expressions make sense at each fiber.
Consider now the map κM : T(TM)→ T(TM) defined in the natural coordinates as
κM (q, v; a, b) = (q, a; v, b). (2.38)
Clearly, κ2M = IdT(TM). κM is the canonical involution of T(TM). The involution satisfies
the relations
τTM ◦ κM = T(τM ), T(τM ) ◦ κM = τTM (2.39)
and gives a vector bundle isomorphism between τTM : T(TM) → TM and TτM : T(TM) →
TM , the two bundle structures of T(TM).
A field X ∈ X(M) defines a flow Ft that exists for sufficiently small values of t. Ft is a
diffeomorphism of M on itself, which is seen as a one parameter group of transformations on
M . Taking the tangent map, the morphisms T (Ft) inherit the group properties of Ft, and there
exists a field XT which the infinitesimal generator of the group. By definition, the flow of XT at
time t is T (Ft). X
T is the canonical lift or tangent lift of X to TM . In the natural coordinates
(q; v), if X = Xi
∂
∂qi
then
XT = Xi
∂
∂qi
+
(
∂Xi
∂qj
vj
)
∂
∂vi
. (2.40)
We also have the relations
TτM ◦XT = X ◦ τM , XT = κM ◦ TX, (2.41)
which are easy to verify. X being a section of τM implies that TX is a section of TτM , as TτM ◦
TX = T(τM ◦X) = TIdM = IdTM . This way, the second condition gives as an interpretation of
the tangent lift as the tangent map, via the bundle isomorphism κ. The firs one simply states
that X and XT are τM -related (see chapter 5).
It is clear that we can also lift X to TM by means of the vertical lift which was explained
earlier. We define the vertical lift of X by
XV (vq) = λT(TM)(vq, X(q)) ∈ Vvq(TM). (2.42)
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Thus, we obtain
XV = Xi
∂
∂vi
(2.43)
and clearly
XV = J ◦XT. (2.44)
We finish the section on the tangent bundle by making a few comments on second order
differential equations. Let σ : I → TM be a path in TM . σ can be written as σ = γ′ for some
γ : I → M if and only if σ = TτM ◦ σ′ as can be easily verified in coordinates. Given a field
X ∈ X(TM), its integral curves σ will be lifts of curves γ in M if and only if
TτM ◦X = IdTM . (2.45)
This follows from the previous equivalence.
Observe that the last condition is equivalent to X being a section of the bundle TτM :
T(TM) → TM . This requirement is known as a second order condition, and the fields that
satisfy it will be called second order fields or second order differential equations. Indeed, a
second order field X defines the second order differential equation
γ′′ = X ◦ γ′ (2.46)
for paths γ : I →M in M .
2.2.3 The Cotangent Bundle
The cotangent bundle T∗M has a natural symplectic structure. We first define a distinguished
1-form θ on T∗M and then take the exterior derivative to obtain a symplectic form ω.
Theorem 2.2.2. Let θ be a map θ : T∗M → T∗(T∗M) defined at each p ∈ T∗(M) as
θ(p) = t(TppiM ) · p (2.47)
for p ∈ T∗M. Then θ is a smooth section of piT∗M : T∗(T∗M)→ T∗(M) and the 2-form ω = −dθ
is nondegenerate. In other words, θ ∈ Ω1(T∗M) and (T∗M,ω) is a symplectic manifold.
Proof. It is clear that piT∗M ◦ θ = IdT∗M . Let ξp ∈ Tp(T∗M), then
〈θ(p), ξp〉 = 〈t(T ppiM ) · p, ξp〉 = 〈p,TppiM · ξp〉.
Taking the natural coordinates (qi; pi) on T
∗M , the above expression reads θ = pidqi, which is
clearly differentiable. In the same coordinates, we have
ω = −dθ = dqi ∧ dpi
and the associated matrix ωij of ω has entries
ωij =

1, when i+m = j
−1, when i = j +m
0, otherwise
Thus, det(ωij) = det
(
0 Im
−Im 0
)
= 1 and ω is nondegenerate.
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The forms above are known as the canonical forms on the cotangent bundle. We have that
(T∗M,ω) is a symplectic manifold. Observe that the natural coordinates on T∗M directly give
the symplectic coordinates for the canonical symplectic structure. The following characterisation
will be useful later on:
Proposition 2.2.3. The canonical 1-form θ on T∗M is the unique 1-form such that, for any
1-form α on M ,
α∗θ = α (2.48)
where we think of α as a map α : M → T∗M which is a section of T∗M .
Proof. Let vq ∈ TqM , then
〈α∗θ, vq〉 = 〈θα(q),Tqα · vq〉
= 〈τT∗M ◦ Tqα · vq,Tα(q)piM ◦ Tqα · vq〉
= 〈α(q),Tq(piM ◦ α) · vq〉
= 〈α(q), vq〉
whence it follows that α∗θ = α.
θ is also unique, because α(q) and Tqα · vq span all of T∗qM and Tα(q)(T∗M) for variable α
and vq.
It is always possible to generate symplectic mappings on the tangent bundle from diffeomor-
phisms in the base manifold.
Theorem 2.2.4. Let ϕ : M → N be a diffeomorphism, and (T∗M,ω = −dθ), (T∗N, ρ = −dϑ)
the canonical symplectic structures on T∗M and T∗N . Define the canonical lift of ϕ as T∗ϕ :
T∗M → T∗N such that (T∗ϕ)x = (tTxϕ)−1 at each x ∈M . Then T∗ϕ is a symplectomorphism
and in fact
(T∗ϕ)∗(ϑ) = θ. (2.49)
Proof. Let p ∈ T∗xM , ξ ∈ Tp(T∗M). By definition:
〈(T∗ϕ)∗ϑ, ξ〉 = 〈ϑ(T∗ϕ(p)),T(T∗ϕ) · ξ〉
= 〈T∗ϕ(p),TpiN ◦ T(T∗ϕ) · ξ〉
= 〈T∗ϕ(p),T(piN ◦ T∗ϕ) · ξ〉
= 〈T∗ϕ(p),T(ϕ ◦ piM ) · ξ〉
= 〈T∗ϕ(p),Tϕ ◦ TpiM · ξ〉
= 〈p,TpiM · ξ〉
= 〈θ, ξ〉
Writing the diffeomorphism ϕ : M → N in coordinates as
(Q1, · · · , Qm) 7→ (q1, · · · , qm)
the canonical lift in the natural coordinates is written
(Q1, · · · , Qm;P1, · · · , Pm) 7→ (q1, · · · , qm; p1, · · · , pm)
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where
pi =
∂Qj
∂qi
Pj . (2.50)
As we already noted, a field X ∈ X(M) defines a flow that gives a diffeomorphism of M on itself.
In particular, we may consider the canonical lift of the flow to obtain a symplectomorphism on
the cotangent bundle. Because these symplectic maps inherit the group properties of the flow,
they can be seen as the flow of a unique field XT∗ ∈ X(T∗M), the canonical lift of X.
If X = Xi
∂
∂qi
, it is easy to see that in natural coordinates the canonical lift is written
XT∗ = Xi
∂
∂qi
−
(
pj
∂Xj
∂qi
)
∂
∂pi
. (2.51)
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Chapter 3
Analytical Mechanics
In this chapter, we present Newtonian mechanics and the formulations of Lagrange and Hamilton
in the language of manifolds. This choice will simplify much of the work and will reveal the
most prominent features of the classical theory in a very elegant way. The framework will prove
itself essential when we carry out the generalizations of the principal topic in later chapters.
For the mathematical foundation of Newtonian mechanics, we follow mostly [Arn74, part I]
and [Gra15]. For the Lagrangian and Hamiltonian formulations, we take the approach of [AM78,
chapter 3]. Many of the examples are taken from [LL77, volume 1].
3.1 Newtonian Mechanics
In this section, we focus on the mathematical foundations of Newtonian mechanics. The theory
is interested in describing the evolution in time of a system of particles in space. A particle may
be thought of as a body whose dimensions may be neglected in describing its motion [LL77,
volume 1, chapter 1]. In his celebrated Principia, Newton presented a quantitative theory of
mechanics in agreement with the qualitative investigations of previous scientists [AM78]. His
work allowed solving completely a series of important problems in mechanics, and its great
exactness and wide range of applicability had a dramatic impact in the history of science.
3.1.1 Experimental Facts and the Galilean Structure
There are some basic experimental facts that lie at the foundation of mechanics. These facts are
only approximately true and it can be shown by experiment that they do not hold in general.
They do hold under certain conditions, in the so called classical limit when the velocities of the
particles in question are “small” and their size is “big” in some sense [LL77, volumes 2, 3]. We
take the following principles as axioms:
1 Space and Time. There is time, which is one-dimensional and homogeneous. There is
also space, which is three-dimensional, homogeneous, isotropic and Euclidean. Together, they
form spacetime. A coordinate system introduces coordinates for the points in spacetime. The
coordinates are written (t, r) ∈ R×R3 and the motion of a particle is described in terms of maps
t 7→ r(t).
2 Galileo’s Principle of Relativity. There exists a particular class of coordinate systems,
the inertial coordinate systems with the following properties:
(i). The laws of nature are expressed in the same way in every inertial coordinate system.
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(ii). A coordinate system in uniform rectilinear motion with respect to an inertial system is also
inertial.
3 Newton’s Principle of Determinacy. The motion of a mechanical system is determined
by the positions and velocities of its particles at some moment of time.
The first principle tells us about the structure of spacetime, which must necessarily be a
four-dimensional affine space. In it, there must be a well-defined map which measures time
differences, and a scalar product to measure distances in space. We arrive to the following
definition:
Definition 3.1.1. A Galilean spacetime is a triple (A, τ, g) where:
• A is an affine space over E ∼= R4.
• τ : E → R is an injective linear form, the time interval.
• g is a scalar product on ker τ ⊂ E.
We call the points in A world events or simply events. Because A is an affine space over E,
we have a map A×A→ E, (x, y) 7→ y − x with the usual properties, and E can be seen as the
vector space of translations of A. Given two events x, y ∈ A we define the time interval from x
to y to be the number τ(y−x). When y−x ∈ ker τ we say that the two events are simultaneous.
ker τ is a hyperplane in E, whose elements are the spatial translations. The points in the affine
hyperplane x + ker τ ⊂ A are simultaneous with x. (ker τ, g) is a Euclidean space, and the
scalar product defines a Euclidean norm ‖·‖. Thus, we may speak of the distance between two
simultaneous events.
We can make Galilean spacetimes into a category where the objects are Galilean space-
times and the morphisms are the maps between Galilean spacetimes that preserve the Galilean
structure. More precisely, let (A, τ, g), (B, T, h) be Galilean spaces over E and F , respectively.
Definition 3.1.2. A Galilean transformation is a map f : A→ B such that
• f is affine. We denote its linear part by fˆ , so f(y) = f(x) + fˆ(y − x) for x, y ∈ A.
• f preserves time intervals, i.e. (T ◦ fˆ)(v) = τ(v) for every v ∈ E.
• f preserves the scalar product, i.e. h(fˆ(v), fˆ(w)) = g(fˆ(v), fˆ(w)) for every v, w ∈ ker τ .
It is clear that the composition of Galilean transformations is again a Galilean transforma-
tion. In particular, we define the Galilean group of (A, τ, g) as the set of its Galilean automor-
phisms.
We observe that Galilean transformations are always bijective. Taking the points x◦,∈ A,
f(x◦) ∈ B as origins, it suffices to show that fˆ is injective, which will imply surjectivity by linear
algebra. Assume v ∈ ker fˆ and write v in the form v = a + b where a /∈ ker τ and b ∈ ker τ .
Then 0 = T fˆ(v) = τ(v) = τ(a) so a = 0, and 0 = h(fˆ(v), fˆ(v)) = g(b, b) whence b = 0 and the
kernel of fˆ is trivial.
In fact, Galilean spaces are always isomorphic to each other. To show this, we find a Galilean
transformation ψ : A → B. Fixing two points x◦ ∈ A, y◦ ∈ B, we define ψ(x◦) = y◦ and it
suffices to construct ψˆ. Let {ui}i=1,2,3 and {vj}j=1,2,3 be orthonormal bases in (ker τ, g) and
(kerT, h) respectively. We extend them to bases {ui}i=0,1,2,3 and {vj}j=0,1,2,3 of the whole
spaces E and F . Define ψ˜ by
ψ˜(u◦) =
τ(u◦)
T (v◦)
v◦, ψ˜(ui) = vi(i = 1, 2, 3) (3.1)
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which is clearly Galilean.
In particular, every Galilean spacetime is isomorphic to the space (R4,pr1, ge), where pr1 is
the projection on the first factor and ge is the standard product in {0}×R3. We call it Galilean
coordinate space.
It is easy to see that the Galilean transformations of Galilean coordinate space are uniquely
written as the composition of three maps:
• A translation:
(t, r) 7→ (t+ u◦, r + u), where (u◦,u) ∈ R4
• A uniform motion with velocity v:
(t, r) 7→ (t, r + tv), where v ∈ R3
• A spatial rotation:
(t, r) 7→ (t, Rr), where R ∈ O(3,R)
In particular, we see that the Galilean group is a Lie group of dimension 10 diffeomorphic
to R4 × R3 ×O(3,R).
3.1.2 Motion and Dynamics
Let C ⊂ A a connected curve in Galilean spacetime A. We recall that affine spaces can be
regarded as smooth manifolds, and we may consider the tangent space of C in A, which is
isomorphic to the vector space E. We say that C is a world line when the tangent space at each
point of the curve TxC ⊂ TxA is transversal to the spatial translations, where we see ker τ as a
subspace of TxA ∼= E.
The transversality condition suggests the use of world lines to represent the history of a
particle that moves through space. The evolution of a particle in space can be described in
coordinates by maps of the form
γ : I → R3, t 7→ r(t), (3.2)
while in Galilean spacetime the whole trajectory reads
γ˜ : I → R4, t 7→ (t, r(t)), (3.3)
and the image of γ˜ is clearly a world line.
Conversely, if a world line C has an appropriate degree of differentiability, there exists a
parametrization ξ : J → A with the same regularity and we can write
τ ◦ Tsξ 6= 0 (3.4)
for all s ∈ J . Introducing Galilean coordinates, we write ξˆ(s) = (ξ1(s), ξ2(s)), and define
t(s) = ξ1(s). If
′ denotes differentiation with respect to s, we have
t′(s) = ξ′1(s) = ̂τ ◦ Tsξ 6= 0 (3.5)
and by the inverse function theorem we can write s locally as a function of t, s = s(t). Thus,
ξˆ(s(t)) = (t, ξ2(s(t))) (3.6)
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and ξ is always the graph of a path γ : I → R3 in the Galilean coordinate system. Since the
coordinate system was arbitrary, we find that the property does not depend on the choice of
coordinates.
Assume now that the world line C describes the history of a particle as it moves in space.
The path γ : I → R3 of the previous property is the motion or dynamical trajectory of the
particle. The speed of the particle at time t is the derivative of the motion γ˙(t) = Dγ(t) ∈ R3
and the acceleration is the derivative of the speed γ¨(t) = D2γ(t) ∈ R3, where we have used dots
to denote differentiation with respect to t.
To describe a mechanical system composed of N particles, we consider the motion of each
particle
ri : I → R3, (i = 1, . . . , N) (3.7)
and construct the map
r = r1 × · · · × rN : I → Rn (3.8)
where n = 3N . We say that the mechanical system has n degrees of freedom, and we call Rn
the configuration space.
We now examine Newton’s principle of determinacy to study the dynamics of a general
system of particles. According to the principle, the motion of a system of particles is completely
determined by the position and velocity of the system at an arbitrary time (t◦, r(t◦), r˙(t◦)).
Consequently, there must exists a map f : R× Rn × Rn → Rn such that
r¨ = f(t, r, r˙) (3.9)
Equation 3.9 is classically known as Newton’s equation. Function f represents the physical
forces that act upon the system and would be determined by experiment. Conversely, under
certain smoothness conditions over f, the theorem of existence and uniqueness of ordinary dif-
ferential equations shows that an initial position and velocity determine a motion of the system.
Now that we have the equations of motion, which should be regarded as a law of nature, we
can apply Galileo’s relativity principle and examine the constraints that the principle imposes
on the form of f.
Newton’s equations should take the same form in every inertial coordinate system. Since
Galilean transformations are the maps that take us from one inertial system to another, by the
principle we have that they should transform world lines of the system into world lines. In other
words, if γ is a solution of Newton’s equations, then ϕ◦γ is also a solution, where ϕ is a Galilean
transformation.
Applying this principle to time translations, we see that f cannot depend explicitly on
time. It is easy to see that invariance with respect to spatial translations implies that f must
depend on the relative spatial coordinates ri − rj , while invariance with respect to uniform
motion gives a dependence with respect to the relative velocities r˙i − r˙j . Finally, rotational
invariance shows that f is such that f(Rr, Rr˙) = Rf(r, r˙), for R ∈ O(3,R), where we have
written Rr = (Rr1, . . . , RrN ).
One should keep in mind that the forces have this form only for a system that comprehends
the whole universe. They will have an approximate form when the subsystem in question does
not interact strongly with the surroundings.
As an example, consider a system which is divided into two subsystems I and II. The
equations of motion determine the trajectories of the whole system. In particular, the motion
in subsystem II can be integrated, which gives the coordinates in II as a function of time. If
we substitute this dependence into the equations of motion for the coordinates in I, we see that
the forces acting on the subsystem depend explicitly on time.
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It is experimentally verified that the acceleration of particles affected by forces of the same
kind is the same modulo a constant factor which is an intrinsic of each particle, the mass m. If
we write the force acting on particle i as f i =
Fi
mi
, where mi is the mass of the particle, Newton’s
equations take their usual form
mir¨i = Fi. (3.10)
Defining the linear momentum of particle i as pi = mir˙i, the equation is also written as
p˙i = Fi (3.11)
which is Newton’s second law.
From the previous observation it follows immediately that when no force is acting on a
particle, the latter must move at a constant velocity, giving a world line which is exactly a
straight line. This fact is known as the principle of inertia or Newton’s first law.
3.1.3 Newtonian mechanics in a manifold
At this point, and in order to present the classical functions in mechanics in the most adequate
way, it is convenient to consider spaces which are more general than the Euclidean. Instead of
Rn, we consider a configuration space that is a smooth manifold M . The differentiable structure
of M allows for a description of the motion of the system in terms of coordinates which are not
necessarily Cartesian.
Recalling the Galilean principles, we know that space is Euclidean, which means that our
generalized configuration space must be Riemannian, i.e., there is a metric g defined on M .
The metric defines a natural covariant derivative on the manifold, the Levi-Civita connection
∇, which is characterised by being torsion free and Riemannian. Explicitly, we have
∇XY −∇YX = [X,Y ], ∇g = 0. (3.12)
We perform our calculations with this covariant derivative, which gives a natural way to differ-
entiate vector fields in the manifold. Because a Riemannian metric is nondegenerate, we have
the isomorphism g[ : TM → T∗M and its inverse g] : T∗M → TM .
The forces of Newtonian mechanics can be thought of as maps that place a vector at each
point of the configuration space, consequently the corresponding objects in the manifold formu-
lation are vector fields on M , or force fields. By g[, we can turn force fields into 1-forms, and
vice versa. We make the following definition:
Definition 3.1.3. A Newtonian dynamical system is a triple (M, g,F) where
• M is a differentiable manifold, the configuration space.
• g is a Riemannian metric on M , the kinetic energy.
• F : M → T∗M is a 1-form on M , the force.
The force field of a Newtonian system is defined as F = g] ◦ F ∈ X(M).
Let γ : I →M be a path in M . The velocity of γ, γ′ = Tγ ◦ d
dt
∈ X(M) is a vector field on
M which defines a 1-form pγ = g
[ ◦ γ′ ∈ Ω1(M). We refer to pγ as the momentum associated
with γ.
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We rewrite Newton’s equations regarding the covariant derivative of γ′ as the acceleration
of the particle:
∇tγ′ = F ◦ γ (3.13)
where ∇t is the covariant derivative along γ. Observe that
〈g[∇tγ′, X〉 = g(∇tγ′, X) = ∇tg(γ′, X)− g(γ′,∇tX) = ∇t〈pγ , X〉 − 〈pγ ,∇tX〉 = 〈∇tpγ , X〉
and in terms of forms 3.13 reads
∇tpγ = F ◦ γ. (3.14)
As before, the solutions of Newton’s equation are the dynamical trajectories of the system.
Observe that in the new language, the principle of inertia is now a differential geometric state-
ment: when no force acts on a particle, the corresponding trajectory is a geodesic of the metric.
Thus, geodesics correspond to non accelerated motions inside the manifold.
Introducing coordinates (qi) on M , we can write g = gij dq
i ⊗ dqj . We let Γkij denote the
Christoffel symbols of the connection. If the path γ is expressed in coordinates as (qi(t)), then
γ′ is written (qi(t); q˙i(t)) in the natural coordinates in TM . We also have pγ as (qi(t); pi(t)) =
(qi(t); gij(q(t))q˙
j(t)) in the natural coordinates of T∗M . Writing F = Fidqi and F = F i ∂∂qi , we
obtain the equations of motion in coordinates
q¨k + Γkij(q)q˙
iq˙j = F k(q), p˙k − Γjik(q)q˙ipj = Fk(q). (3.15)
We now define several objects that have been known in mechanics for a long time. The work
of F along the path γ is the line integral of F along γ, i.e.∫
I
γ∗(F) =
∫
I
〈F ◦ γ, γ′〉dt. (3.16)
The kinetic energy of the system is the quadratic form associated with g. We see it as a function
on the tangent bundle T : TM → R defined by T (v) = 1
2
g(v, v).
Note that for a trajectory of the system, we have
d
dt
(T ◦ γ′)(t) = 1
2
∇t(g(γ′, γ′)) = g(∇tγ′, γ′) = g(F ◦ γ, γ′) = 〈F ◦ γ, γ′〉 (3.17)
which shows that the work of F is simply the difference in the kinetic energy, that is,∫ t2
t1
γ∗(F) = T (γ′(t2))− T (γ′(t1)). (3.18)
In nature, there exist special forces that can be derived from a scalar function or potential.
Examples of such forces include gravity, the force of a spring or the electrostatic force. We say
that F is conservative when F = −dV for some function V : M → R. V is the potential energy.
In a connected manifold, the potential energy is determined up to a constant. For the force
field, the condition is F = −gradV .
If F = −dV , we have that∫
I
γ∗(F) =
∫
I
γ∗(−dV ) = −
∫
I
dγ∗(V ) = −
∫
∂I
γ∗(V ) = V (γ(t1))− V (γ(t2)) (3.19)
where in the last equality we have used Stokes’ theorem. Thus, the work of a conservative force
does not depend on the path of integration, but only on the difference of the potential energy
between the boundaries.
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The variation of the potential energy along a path is given by:
d
dt
(V ◦ γ)(t) = Lγ′(t)V = 〈dV ◦ γ(t), γ′(t)〉 = −〈F ◦ γ(t), γ′(t)〉 = −g(F ◦ γ(t), γ′(t)). (3.20)
When a system is conservative, we define the mechanical energy of the system as the function
E : TM → R, E = T +V ◦τM . Let γ be a path in M , not necessarily a trajectory of the system.
By the above considerations,
d
dt
(E ◦ γ′) = d
dt
(T ◦ γ′) + d
dt
(V ◦ γ) = g(∇tγ′ − F ◦ γ, γ′). (3.21)
which shows that E is constant along γ′ for the trajectories γ of a conservative system. We
say that the mechanical energy of a conservative system is conserved, or that it is a conserved
quantity.
Note that our formulation has only included forces that depend on the spatial coordinates.
In general, one may consider objects along the projection τM , which would account for forces
that depend both on the position and velocity of the particles. Similarly, the time dependence
is obtained via the projection pr2 : R × M → M . The corresponding generalizations are
straightforward and one arrives to Newton’s equations in the natural form ∇tpγ = F(t, γ′(t)) or
∇tγ′ = F (t, γ′(t)).
3.2 Lagrangian Formalism
In the Lagrangian formalism, the motion is described by means of the configuration space TQ,
which is the tangent bundle of the configuration manifold Q, which accounts for the region where
the motion of a system takes place. One assumes that the dynamics of the original system are
characterised by a function on the tangent bundle, the Lagrangian of the system, from which
the equations of motion are derived. The equations determine a path on the tangent bundle
which can be projected onto Q to give a trajectory of the original system.
We begin by investigating the equations of motion of a Newtonian system whose trajectories
are constrained to lie inside a submanifold S. The way in which the equations are obtained
leads us to consider more general systems that include conservative Newtonian systems as a
particular case. The generalization allows solving some classical problems in mechanics.
3.2.1 Constrained Systems
In mechanics, we often deal with situations where the motion of a system is subject to certain
constraints. An example of such systems would be a rigid pendulum, where a particle is kept at
a constant distance from a point, the pivot of the pendulum. The motion of the particle is thus
restricted to move on a 2-sphere centered at the pivot.
In general, let us consider a Newtonian system (M, g,F) whose motion takes place inside
a submanifold S ⊂ M . For this to happen, there must be an additional force R that obliges
the system to stay in S. The problem of finding the constraint force R and solving Newton’s
equations is hard and impractical, but a reasonable hypothesis on the nature of the constraint
will show that the motion is more easily obtained.
Definition 3.2.1. A Newtonian dynamical system with holonomic constraints is given by
• A Newtonian dynamical system (M, g,F).
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• A submanifold S j↪−→M , the constraint submanifold.
• The possibility to associate to each path γ : I → M contained in S a 1-form R ∈ Ω1(γ)
along γ: the force of constraint.
Constraints are said to be holonomic when they put restrictions on the configuration space.
In a more general case, the constraints could be defined in the tangent bundle of the manifold,
or even depend on time. An example of a nonholonomic system would be that of a rigid ball,
which we imagine as being composed of many particles, rolling on a surface. If the ball rolls
without slipping, then the point of the ball that is touching the surface must have a null velocity,
which is a constraint on the velocity of the system. Throughout the text, we work only with
holonomic constraints, which are much easier to describe.
As before, the force can be seen as a vector field along γ, R ∈ X(γ), with R = g] ◦ R. The
total force acting upon the system is F ◦ γ +R. If γ is contained in S, we may write γ = j ◦ γ◦
where γ◦ is a path in S.
The constraint force R is said to be ideal when it has the following property:
D’Alembert’s Principle. The constraint force R is orthogonal to the constraint manifold S.
Here, orthogonal means with respect to the metric g on M . One way to express this fact
is by the relation j∗(R) = 0, where j∗(R)(t) = tTγ◦(t)j · R(t) and tTxj : T∗j(x)M → T∗xS is the
transpose of Txj. Indeed, one simply observes that j
∗R(t) = g(R(t), ·) on Tγ◦(t)S. For γ inside
S its velocity γ′ will be orthogonal to R, so the work of the force R along any path in S is zero.
It turns out that these conditions are the ones that simplify the problem of motion on S.
We define the dynamics of a constrained system by assuming the validity of the principle
of d’Alembert. Thus, the motion of a system with holonomic constraints is determined by the
equation
∇tpγ = F ◦ γ +R (3.22)
where R is ideal and the image of γ is in S ⊂M .
We can decompose the tangent space of M at x as TxM = TxS⊕(TxS)⊥. Globally, we have
the orthogonal projections prTS : TM → TS and pr(TS)⊥ : TM → (TS)⊥, which are defined in
each fiber in the obvious way.
Recall that the map S
j
↪−→M induces a metric gS on S by means of the pullback gS = j∗(g).
We know from Riemannian geometry that the Levi-Civita connection associated with the induced
metric ∇S is simply the projection of the Levi-Civita connection on the bigger manifold onto S.
Thus, for fields X,Y ∈ X(S) we have ∇SXY = prTS ◦ ∇Tj◦X(Tj ◦ Y ).
Let FS be the projection of the force field F on the tangent bundle of the constraint sub-
manifold, FS = prTS ◦ F ◦ j and let FS = j∗(g)[FS . If X ∈ X(S) we have
〈j∗(g)[FS , X〉 = j∗(g)(FS , X)
= (g ◦ j)(Tj ◦ prTS ◦ F ◦ j,Tj ◦X)
= (g ◦ j)(F ◦ j,Tj ◦X)
= 〈F ◦ j,Tj ◦X〉
= 〈j∗(F), X〉
where in the third equality we have used that F = Tj ◦ prTS ◦F + pr(TS)⊥ ◦F and we conclude
that
FS = j∗(F). (3.23)
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We now investigate the relationship between the original system (M, g,F) subject to the
constraint force R and the system (S, gS ,FS), which can be thought of as a system induced by
the constraints. Let γ be a path γ : I → M whose image lies in S and write γ = j ◦ η where
η : I → S. If γ is a trajectory of the system,
∇tγ′ = F ◦ γ +R (3.24)
whence it follows that
prTS ◦ ∇tγ′ = prTS ◦ F ◦ γ, pr(TS)⊥ ◦ ∇tγ′ = pr(TS)⊥ ◦ F ◦ γ +R (3.25)
and thus
∇St η′ = prTS◦∇t (Tj◦η′) = prTS◦∇t (j◦η)′ = prTS◦∇t γ′ = prTS◦F ◦γ = prTS◦F ◦j◦η = FS◦η,
which shows that the dynamics of the constrained system coincide with the dynamics of the
induced system. The constraint force is the normal component of ∇tγ′ − F ◦ γ with respect to
S.
Note that if the original system is conservative with F = −dV then the induced system is
also conservative, since FS = j∗(F) = j∗(−dV ) = −dj∗(V ) and j∗(V ) is the induced potential
energy.
Let (M, g,F) be a Newtonian system without constraints. We introduce coordinates (qi) on
M , and the corresponding natural coordinates (qi; vi) on TM . Writing g = gijdq
i ⊗ dqj , the
kinetic energy is expressed as T̂ (q; v) =
1
2
gij(q)v
ivj whence we have
∂T̂
∂vi
(q; v) = gijv
j .
We carry out a few calculations. Let us consider a path γ in M , which we express in
coordinates as (qi) = (qi(t)), then
d
dt
(
∂T
∂vi
◦ γ′
)
(t) =
∂gij
∂qk
(q)q˙j q˙k + gij(q)q¨
j (3.26)
∂T
∂qi
◦ γ′(t) = 1
2
∂gjk
∂qi
(q)q˙j q˙k (3.27)
So that
d
dt
(
∂T
∂vi
◦ γ′
)
− ∂T
∂qi
◦ γ′ = gij q¨j +
(
∂gij
∂qk
− 1
2
∂gjk
∂qi
)
q˙j q˙k
= gilq¨
l +
1
2
(
∂gij
∂qk
+
∂gik
∂qj
− ∂gjk
∂qi
)
q˙j q˙k
= gil
(
q¨l + Γljkq˙
j q˙k
)
and from the formula we see that
d
dt
(
∂T
∂vi
◦ γ′
)
− ∂T
∂qi
◦ γ′ = 〈g[ ◦ ∇tγ′, ∂
∂qi
〉 (3.28)
Hence, the trajectories of the system satisfy the relation
d
dt
(
∂T
∂vi
◦ γ′
)
− ∂T
∂qi
◦ γ′ = 〈F , ∂
∂qi
〉 (3.29)
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and conversely, the paths satisfying 3.29 are also trajectories of the system. It is worth noting
that the term on the right involves a geometric object, the 1-form F , which is coordinate inde-
pendent. The coordinate expression that appears on the left hand side comes from contracting
the force with a coordinate vector. The equation has the same form in every coordinate system.
If the system happens to be conservative with F = −dV , then
〈F , ∂
∂qi
〉 = −〈dV, ∂
∂qi
〉 = −∂V
∂qi
. (3.30)
Considering the function V ◦ τM , which does not depend on the velocities, and taking into
account the observation just made, we write the expression as
d
dt
(
∂(T − V ◦ τM )
∂vi
◦ γ′
)
− ∂(T − V ◦ τM )
∂qi
◦ γ′ = 0
or simply as
d
dt
(
∂L
∂vi
◦ γ′
)
− ∂L
∂qi
◦ γ′ = 0, (i = 1, . . . ,m) (3.31)
where L = T −V is the Lagrangian of the mechanical system and m is the dimension of M . This
way, we have found that Newton’s equations can be derived from a scalar function L ∈ F(TM)
defined in the tangent bundle of the configuration space. Equations 3.31 are known as Lagrange’s
equations.
Since this derivation is valid for general differentiable manifolds, the dynamics of a con-
strained system are found in the same way. If (S, gS ,FS) is the system induced by the con-
straints, we consider the induced kinetic energy TS = Tj∗(T ) and the induced potential energy
V S = j∗(V ), if the original system is conservative. The trajectories in S are determined by
Lagrange’s equations for the Lagrangian LS = TS − V S ◦ τS . As a function on the tangent
bundle, the new Lagrangian is simply the restriction of the original Lagrangian to the tangent
space of the constraint manifold, LS = Tj∗(L).
3.2.2 Calculus of Variations
In the development above, we have found that the dynamics of a mechanical system are de-
termined by Lagrange’s equations. These equations appear also in the context of the calculus
of variations, which gives an interesting interpretation of the behaviour of a classical system of
particles. We briefly review the basic theory for this setting, where the equations arise in the
most natural way.
The calculus of variations is essentially a generalization of the theory of extrema of ordinary
calculus. The latter is reduced to finding stationary points of functions defined over finite-
dimensional vector spaces, while the former extends these ideas to spaces of infinite dimension,
giving solutions to the so called variational problems.
Many problems in physics, and particularly in classical mechanics, can be stated as varia-
tional problems. While it is clear that the framework for a general theory of the calculus of
variations is the calculus over Banach spaces, the problem of mechanics is of such a particular
and simple nature that we shall solve it with standard methods, omitting the development of
the general theory. For an introduction to the subject, see [Car67].
We shall be concerned with differentiable maps γ : I → Q where I = [t1, t2] is a closed interval
in R and Q is a smooth manifold. Let W ⊆ TQ be an open subset. We introduce coordinates
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(qi) on Q, and the corresponding natural coordinates (qi; vi) in TQ. We let L : W → R be a
function on W and consider the integral ∫
I
L(γ′(t))dt (3.32)
which is defined when γ′(t) ∈W for all t ∈ I and does not depend on the coordinates chosen on
Q.
The above integral will have a special meaning for certain paths γ. We define Ω the set of
paths on M that can be lifted to W
Ω = {γ : I → Q | γ′(t) ∈W ∀t ∈ I}.
We fix two points q1, q2 ∈ Q and consider the paths in Ω joining them
Ω(q1, q2) = {γ : I → Q | γ′(t) ∈W ∀t ∈ I, γ(t1) = q1, γ(t2) = q2}.
Let the map S : Ω→ R be defined as
S[γ] =
∫
I
L(γ′). (3.33)
Our variational problem is concerned with finding stationary points of the restriction of S to
Ω(q1, q2). The correct way to define a stationary point is to identify Ω with an open set in some
Banach space where Ω(q1, q2) can be seen as a closed subspace. In these conditions, S becomes
a functional, as in the theory of Functional Analysis. For our particular case, a stationary point
of the functional will be a point such that the “derivative is zero” in some sense.
Let J be a neighbourhood of 0 in R and consider differentiable maps Γ : J × I → Q such
that
(i) Γ(0, t) = γ(t).
(ii) Γ(, t1) = q1, Γ(, t2) = q2 for all  in J .
Γ is a variation of the path γ inside Ω(q1, q2), and gives rise to a vector field h along γ
h = TΓ ◦ ∂
∂
∣∣∣∣
=0
h(t) = TΓ ◦ ∂
∂
(0, t) = hi(t)
∂
∂qi
∣∣∣∣
γ(t)
. (3.34)
Because of the fixed boundary, we have that h(t1) = 0 and h(t2) = 0. We compute the derivative
of S[Γ] as a function of  and evaluate at  = 0. In coordinates, we find
d
d
∣∣∣∣
=0
S[Γ] =
∫
I
[
∂L
∂qi
(q(t), q˙(t))hi(t) +
∂L
∂vi
(q(t), q˙(t))h˙i(t)
]
dt (3.35)
=
∫
I
[
∂L
∂qi
(q(t), q˙(t))− d
dt
( ∂L
∂vi
(q(t), q˙(t))
)]
hi(t)dt+
[
∂L
∂vi
(q(t), q˙(t))hi(t)
]t2
t1
(3.36)
=
∫
I
[
∂L
∂qi
(q(t), q˙(t))− d
dt
( ∂L
∂vi
(q(t), q˙(t))
)]
hi(t)dt (3.37)
(3.38)
where we have derived under the integral sign in the first line, integrated by parts in the second
and used the boundary conditions on h in the last. We prove an easy lemma:
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Lemma 3.2.2. Let f be a continuous function defined in I. If f satisfies
∫
I f(t)h(t)dt = 0 for
every continuous function h(t) with h(t1) = h(t2) = 0, then f(t) = 0 for all t in I.
Proof. Suppose f is different from zero at t = τ ∈ I. Without loss of generality, assume that
f(τ) is positive (if not, we take −f). Then, by continuity there exists a neighbourhood U of
τ in which f is positive. Consider a bump function h at t = τ with support in U . Then∫
I f(t)h(t)dt > 0, a contradiction.
Imposing the derivative in 3.35 to be zero, applying the lemma we arrive at the Euler-
Lagrange equations for the functional S:
Euler-Lagrange equations.
∂L
∂qi
(q(t), q˙(t))− d
dt
( ∂L
∂vi
(q(t), q˙(t))
)
= 0, (i = 1, . . . ,m)
where m is the dimension of Q.
Lagrange’s equations of a mechanical system are precisely the Euler-Lagrange equations
associated with the corresponding Lagrangian L. By definition, a stationary point of S is a path
that satisfies the Euler-Lagrange equations. Thus, the motion of a mechanical system is such
that it makes the integral S stationary.
3.2.3 Lagrangian Systems
Following the previous line of thought, we define a general Lagrangian system in the natural
way:
Definition 3.2.3. A Lagrangian dynamical system is a pair (Q,L) where Q is a smooth manifold
and L is a function defined on the tangent bundle TQ. Q is the configuration manifold and L
is the Lagrangian of the system.
A very important class of Lagrangian systems are those where the Lagrangian L is of the
form L = T −V ◦ τQ for some kinetic and potential energies, as defined previously. We say that
L is a mechanical Lagrangian.
By definition, the dynamics of a Lagrangian system are determined by Hamilton’s principle
of least action:
Hamilton’s Principle of Least Action. The motion of the Lagrangian system (Q,L) is given
by the stationary points of the functional
S[γ] =
∫
I
L(γ′). (3.39)
S is the action functional of the system. We know that the stationary paths of the action
must satisfy the Euler-Lagrange equations, which give the dynamics of the Lagrangian system.
We wish to find an equivalent formulation of Hamilton’s principle that only involves those
geometrical objects that may be constructed on the tangent bundle of the configuration manifold.
In order to do so, we make some definitions and find a new way to write the equations of motion.
Definition 3.2.4. The Lagrangian energy of the system is the function EL : TQ → R defined
as
EL = L∆TQL− L, (3.40)
where ∆TQ is the Liouville field on TQ.
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Definition 3.2.5. The Lagrange 1-form is the differential form θL ∈ Ω1(TQ) defined as
θL =
tJ ◦ dL, (3.41)
where J is the vertical endomorphism in T(TQ), and tJ denotes its transpose. The differential
of θL gives a 2-form, the Lagrange 2-form, which is defined by
ωL = −dθL. (3.42)
The Lagrange 2-form always defines a morphism
ω[L : T(TQ)→ T∗(TQ), ξv 7→ iξvωL(v) (3.43)
Introducing coordinates (qi) on Q, and considering the natural coordinates (qi; vi) in the bundle
TQ, the objects we have just defined take the form:
EL = v
i ∂L
∂vi
− L, θL = ∂L
∂vi
dqi, ωL =
∂2L
∂vi∂qj
dqi ∧ dqj + ∂
2L
∂vi∂vj
dqi ∧ dvj (3.44)
Given a path σ : I → TQ written in coordinates as σ(t) = (q(t); v(t)) we have σ′(t) =
(q(t), v(t); q˙(t), v˙(t)), and then
ω[L ◦ σ′ − dEL ◦ σ =
[
∂L
∂qi
◦ σ − d
dt
( ∂L
∂vi
◦ σ
)]
dqi ◦ σ + (q˙i − vi) d
(
∂L
∂vi
)
◦ σ. (3.45)
When σ = γ′ for some path γ in Q, the last term drops, and we see that γ satisfies the
Euler-Lagrange equations if and only if
iγ′′ωL = dEL ◦ γ′ (3.46)
This way, we have rewritten the Euler-Lagrange equations in a way that only involves the
Lagrange 2-form and the Lagrangian energy. Both objects have been defined via the vertical
endomorphism J , which is the canonical object of the tangent bundle, and the operations of the
calculus on manifolds.
Under certain conditions, the solutions of 3.46 are the integral curves of a field in TQ. Let
X ∈ X(TQ) and let σ be an integral curve of X. For σ to be the velocity of a path in Q,
X must be a second order differential equation, or equivalently, we must add the condition
T (τQ) ◦X = IdTQ.
Assume σ = γ′ for a path γ in Q, then
(iXωL) ◦ σ = i(X◦σ)ωL = iσ′ωL = iγ′′ωL, dEL ◦ σ = dEL ◦ γ′ (3.47)
and it is clear that γ will satisfy Euler-Lagrange if and only if iXωL = dEL.
The fields that satisfy equations
TτQ ◦X = IdTQ, iXωL = dEL (3.48)
will be called Lagrangian fields. Projecting the integral curves of a Lagrangian field onto Q gives
the trajectories of the Lagrangian system.
We conclude this section by solving some classical problems in mechanics in the Lagrangian
formalism.
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Example 3.2.6. A mechanical system with one degree of freedom is a one-dimensional system
described by a Lagrangian of the form
L(q, v) =
1
2
v2 − U(q). (3.49)
The Lagrange’s equations give the relations
q˙(t) = v(t), v˙(t) = −U ′(q(t)) (3.50)
which can be integrated using the conservation of the mechanical energy of the system
E =
1
2
v2 + U(q). (3.51)
Solving for v = q˙, we obtain the separable ODE
q˙ =
√
2(E − U(q)) (3.52)
and the motion is given implicitly by∫ q
q◦
dq√
2(E − U(q)) = t− t◦. (3.53)
Example 3.2.7. The one dimensional harmonic oscillator is an example of a mechanical system
with one degree of freedom. Taking R as the configuration manifold, the potential energy of the
harmonic oscillator is
V (q) =
1
2
ω2q2 (3.54)
where ω is a real number. Applying the general formula 3.53, we have
t− t◦ =
∫ q
q◦
dq√
2E − ω2q2 =
1
ω
arcsin
(
ωq√
2E
)
+ constant (3.55)
and we obtain the solution
q(t) =
√
2E
ω
sin(ω(t− t◦) + ϕ1), v(t) =
√
2E cos (ω(t− t◦) + ϕ1). (3.56)
We can also consider multidimensional harmonic oscillators, which are treated similarly. An
interesting example is that of the two dimensional anisotropic oscillator, whose Lagrangian is
L(q1, q2, v1, v2) =
1
2
[(v1)2 + (v2)2]− 1
2
[ω21(q
1)2 + ω22(q
2)2] (3.57)
for some real numbers ω1, ω2. The system can be treated as two separate subsystems, where
the partial energies
E1 =
1
2
(v1)2 +
1
2
ω21(q
1)2, E2 =
1
2
(v2)2 +
1
2
ω22(q
2)2 (3.58)
are conserved. Thus, we arrive at a solution of the form
q1(t) =
√
2E1
ω1
sin(ω1t+ ϕ1), v
1(t) =
√
2E1
ω 1
ω1 cos(ω1t+ ϕ1), (3.59)
q2(t) =
√
2E2
ω2
sin(ω2t+ ϕ2), v
2(t) =
√
2E2
ω 2
ω2 cos(ω2t+ ϕ2). (3.60)
When ω1 = ω2, the symmetry of the problem gives other constants of the motion
` = q1v2 − q2v1, f = v1v2 + q1q2 (3.61)
and the motion of the system can be written as a function of q1 only.
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Example 3.2.8. The two body problem is concerned with the evolution of a closed system
composed of two particles. We describe the particles as points in R3, where 0 ∈ R3 is the
origin of the physical coordinate system. The configuration manifold is R3 × R3 and in the
standard coordinates we write (r1, r2), where r1 and r2 give the position of each particle. The
configuration space is T(R3×R3) ∼= R3×R3×R3×R3 and we write (r1, r2,v1,v2) for the points
in it.
Because the system is closed, the Galilean postulates on the symmetry of spacetime are valid
and the most general Lagrangian for the system is of the form
L(r1, r2,v1,v2) =
1
2
m1|v1|2 + 1
2
m2|v2|2 − U(|r1 − r2|)
where | · | is the usual norm on R3.
Writing M = m1 +m2 for the total mass, the change of variables
R =
m1r1 +m2r2
M
, r = r1 − r2 (3.62)
gives the Lagrangian in the form
L(R, r,V,v) =
1
2
M |V|2 + 1
2
µ|v|2 − U(|r|) (3.63)
where µ is the reduced mass and is defined by
1
µ
=
1
m1
+
1
m2
. R gives the position of the
center of mass of the system in R3, and its motion is trivially integrated. Indeed, by Lagrange’s
equations V˙ = 0 and thus
R(t) = R0 +
1
M
Pt (3.64)
where P = m1r1 +m2r2 is a constant, the total linear momentum of the system.
For the other part of the Lagrangian, the symmetry of the problem suggests the use of
spherical coordinates. The second part of Lagrangian is then written as
L(r, θ, φ, vr, vθ, vφ) =
1
2
µ
(
v2r + r
2v2θ + r
2 sin2 θv2φ
)− U(r) (3.65)
and does not depend explicitly on φ, so the quantity
∂L
∂vφ
= µr2 sin2 θvφ is conserved. We can
consider different spherical coordinates depending on the choice of the axis of rotation for φ.
For the z axis, we find that
`z =
∂L
∂vφ
= µ(xvy − yvx) (3.66)
in Cartesian coordinates. Similarly for the x and the y axis, we find the conserved quantities
`x = µ(yvz − zvy), `y = µ(zvx − xvz). (3.67)
We can think of these functions as the components of a vector in R3, the total angular momentum
of the system ` = (`x, `y, `z) which can be written as ` = µr×v where × now denotes the cross-
product in R3, and we are identifying the vectors r and v as elements of the same space.
We conclude that r is always perpendicular to a constant vector ` and consequently the
trajectory of the system lies entirely inside a plane. Choosing the direction of ` as the axis to
construct spherical coordinates, we get polar coordinates on the plane and the Lagrangian reads
L(r, φ, vr, vφ) =
1
2
µ(v2r + r
2v2φ)− U(r) (3.68)
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where modulus of the angular momentum is conserved
` =
∂L
∂vφ
= µr2vφ. (3.69)
In order to integrate the equations of motion, we observe that the total energy of the subsystem
is also conserved, so we write
1
2
µ
(
v2r +
`2
µ2r2
)
+ U(r) = E (3.70)
and solving for vr, we find
r˙ =
√
2
µ
(E − U(r))− `
2
µr2
(3.71)
which can be integrated ∫ r
r◦
dr√
2
µ
(E − U(r))− `
2
µ2r2
= t− t◦. (3.72)
The motion of φ can be found by substituting r as a function of time in φ =
`
µr2
and then
integrating
φ− φ◦ = `
µ
∫ t
t◦
dt
r(t)2
(3.73)
it is more interesting however to find the shape of the path of motion, without any mention to
time. If we can write r = r(φ) in some region, then
dr
dφ
=
dr
dt
dt
dφ
=
dr/dt
dφ/dt
=
r˙
φ˙
(3.74)
which gives
φ− φ◦ = `
∫ r
r◦
dr
r2
√
2µ(E − U(r))− `2/r2 . (3.75)
Example 3.2.9. An important particular case of the two body problem is that of a potential
which is inversely proportional to the distance
U(r) = −κ
r
(3.76)
and is historically known as Kepler’s problem. The force derived from the potential is in the
radial direction and is inversely proportional to the distance to the origin. It is found for instance
in Newton’s theory of gravity.
The trajectories in Kepler’s problem can be explicitly obtained. By integrating the equation
of the trajectory with the change of variables u =
1
r
, one arrives at:
φ = arccos
(
(`/r)− (µκ/`)√
2µE + µ2κ2/`2
)
+ constant. (3.77)
If we take the origin of φ so that the constant is zero, we arrive at the formula
r =
p
1 + e cosφ
(3.78)
36
3.3. HAMILTONIAN FORMALISM
where we have written the parameters
p =
`2
µκ
, e =
√
1 +
2E`2
µκ2
. (3.79)
This can be seen to be the general formula of a conic section with one focus at the origin. The
eccentricity e determines the type of conic, which can be a circle (e = 0), an ellipse (e < 1), a
parabola (e = 1) or a hyperbola (e > 1).
3.3 Hamiltonian Formalism
As discussed earlier, Lagrangian mechanics is entirely done in TQ. While we are interested in
the physical trajectories on Q, it is more convenient to describe this motion in a bigger manifold
where the paths do not cross. One such manifold is the tangent bundle, which we call the carrier
manifold of the motion, but we can in principle find other examples with the same property.
In the Hamiltonian formalism, the carrier manifold is the cotangent bundle or phase space
T∗Q. The dynamics of the system are contained in a function in the cotangent bundle, the
Hamiltonian of the system. The Hamiltonian formulation of mechanics has several advantages
over the Lagrangian. In the latter, the equations of motion are in general buried inside the
Euler-Lagrange equations, which are a second order system of differential equations, while the
former gives a first order system that possesses a remarkable symmetry. The symmetry comes
from the canonical symplectic structure of the cotangent bundle. Thus, we are led to develop a
formalism for symplectic manifolds in general, which includes Lagrangian systems as a particular
case.
3.3.1 Hamiltonian Systems
We give the most general definition of a Hamiltonian system, in order to apply it to the problem
of mechanics.
Definition 3.3.1. A Hamiltonian system is a triple (M,ω,H) where M is a smooth manifold,
ω is a symplectic form on M and H : M → R is a function on M , known as the Hamiltonian of
the system.
The dynamical information of the system is contained in the Hamiltonian H. We use the
symplectic structure to define a vector field ZH on M , whose integral curves are the trajectories
of the system. By definition, ZH is the symplectic gradient of dH
ZH = ω
] ◦ dH (3.80)
or equivalently, it is the only vector field such that
iZHω = dH. (3.81)
Thus, the motion is given by the paths ξ : I →M such that
ξ′ = ZH ◦ ξ, (3.82)
which is known as Hamilton’s equation.
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Introducing Darboux coordinates (qi, pi) in M , if ξˆ(t) = (q
i(t), pi(t)) is a trajectory of the
system, it satisfies Hamilton’s equation, which takes the form
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −∂H
∂qi
. (3.83)
These particularly beautiful relations are known as Hamilton’s canonical equations.
Let f : M → R be a function on M , and assume ξ : I → M to be a trajectory of the
Hamiltonian system (M,ω,H). According to the previous mathematical development,
d(f ◦ ξ)
dt
= Lξ′f = LZH◦ξf = {f,H} ◦ ξ (3.84)
and we can write Hamilton’s equations as
q˙i = {qi, H}, p˙i = {pi, H}. (3.85)
We say that the function f is a constant of motion or that f is conserved when it is constant
along the trajectories of the system. Equivalently, f is conserved if and only if {f,H} = 0. In
particular, H is always a constant of the motion.
Two conserved quantities always give a third constant of the motion by means of the Poisson
bracket. Indeed, let f , g be constants of the motion with respect to the Hamiltonian H. From
the Jacobi identity, it follows that
{{f, g}, H} = {f, {g,H}}+ {{f,H}, g} = 0 (3.86)
and {f, g} is also conserved.
In some cases, it is possible to produce new constants of the motion in this manner, as in
the next example:
Example 3.3.2. Consider three dimensional Euclidean space R3, and its tangent bundle TR3 ∼=
R3 × R3 with coordinates (x, y, z, vx, vy, vz). Recall that the functions
`x = yvz − zvy, `y = zvx − xvz, `z = xvy − yvx (3.87)
are the components of the angular momentum ` = (`x, `y, `z) in R3. It is straightforward to
show that
{`x, `y} = `z, {`y, `z} = `x, {`z, `x} = `y (3.88)
whence we see that two conserved components of the angular momentum imply the conservation
of the third.
3.3.2 Legendre Transform and Hamiltonian Mechanics
Let (Q,L) be a Lagrangian dynamical system.
Definition 3.3.3. The Legendre map of L is the fiber derivative of L, FL : TQ→ T∗Q. In the
natural coordinates, the map is written (qi; vi) 7→ (qi; ∂L
∂qi
).
As already noted in the previous chapter, the Legendre map does not have any distinctive
property, but under certain conditions it can be a local diffeomorphism. More precisely, we have:
Proposition 3.3.4. The following are equivalent:
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(i) FL is a local diffeomorphism.
(ii) For every v ∈ TQ, F2L(v) is nondegenerate.
(iii) The Lagrange 2-form ωL is nondegenerate.
Proof. Let us write Wij =
∂2L
∂vi∂vj
, which defines a matrix W . (i) and (ii) are equivalent by the
inverse function theorem, since det TFL(v) = detW (v) for v ∈ TQ, as can easily be seen. It
is also easy to see that detω[Lv = detW (v) for v ∈ TQ, which gives the equivalence of (ii) and
(iii).
A Lagrangian is said to be regular when any of the previous conditions holds. When the
Lagrangian is regular, by nondegeneracy of ωL there exists a unique XL ∈ X(TQ) such that
iXLωL = dEL. (3.89)
Furthermore, XL satisfies the second order condition and it is easy to find its expression in
coordinates
XL = v
i ∂
∂qi
+W ik
(
∂L
∂qk
− ∂
2L
∂vk∂qj
vj
)
∂
∂vi
(3.90)
where W ij are the coefficients of the matrix W−1. Thus, a regular Lagrangian gives rise to a
Lagrangian field XL.
We use the Legendre map to investigate the relation between the geometrical objects in the
Lagrangian formalism and the ones in the cotangent bundle. Let θ and ω be the canonical forms
in T∗Q. We observe that
θL = FL∗(θ) ωL = FL∗(ω) (3.91)
which are trivially obtained in coordinates by substitution of
∂L
∂vi
in pi. Thus, the Lagrange
forms are actually the canonical objects of the cotangent bundle in TQ.
If L is regular, let v ∈ TuTQ such that ωL(v, w) = 0 for all w ∈ TuTQ, then
ωLu(v, w) = ωFL(u)(TuFL · v,TuFL · w) = 0
but TuFL is an isomorphism, so we have ωFL(u)(TuFL · v, ξ) = 0 for all ξ ∈ TFL(u)T∗Q which
by nondegeneracy of ω implies TuFL · v = 0, and by injectivity of TuFL we get v = 0, which
shows that ωL is nondegenerate.
Thus, a regular Lagrangian induces a symplectic form ωL in TQ, and (TQ,ωL) is a symplectic
manifold. Lagrange’s equations are written
XL = ω
]
L ◦ dEL (3.92)
which means that XL is a Hamiltonian field with Hamiltonian EL, via the symplectic form ωL.
In other words, (TQ,ωL, EL) is a Hamiltonian dynamical system.
In order to translate the dynamics in configuration space to equivalent ones in phase space,
we need a way to transform the Lagrangian energy EL into a global function in T
∗Q. If the
Lagrangian is regular, we can pushforward the energy onto T∗Q locally, via the Legendre map.
We say that L is hyperregular when the associated Legendre map is a (global) diffeomorphism.
In these conditions, FL is called the Legendre transform. We thus obtain a function H =
FL∗(EL) defined in T∗Q, the Hamiltonian of the system. We make the cotangent bundle into
a Hamiltonian system by defining its trajectories as the integral curves of the field
ZH = ω
] ◦ dH (3.93)
39
CHAPTER 3. ANALYTICAL MECHANICS
which is the symplectic gradient of dH. We thus get the Hamiltonian system (T∗Q,ω,H), which
is equivalent to (TQ,ωL, EL) via the Legendre transform.
We have
dH = d(FL∗(EL)) = FL∗(dEL) = FL∗(iXLωL) = iFL∗(XL)ω
whence
ZH = FL∗(XL), (3.94)
which means that the fields are FL-related (see chapter 5) XL ∼FL ZH . Equivalently, if γ :
I → Q is a solution of Lagrange’s equations, ξ = FL ◦ γ′ is a solution of Hamilton’s equations.
Conversely, if ξ : I → T∗Q is a solution of Hamilton’s equations, then γ = piQ ◦ ξ is a solution
of Lagrange’s equations.
It is useful to remember the expression of the Hamiltonian for the most simple mechanical
systems. Recall that the Lagrangian of a conservative mechanical system is of the form L =
T − V ◦ τQ, where T is the kinetic energy defined by the metric and V is the potential energy,
which is a function in Q. In coordinates, the Lagrangian reads
L(q, v) =
1
2
gij(q)v
ivj − V (q) (3.95)
and the Legendre map is written
FL(qi; vi) =
(
qi;
∂L
∂vi
)
= (qi; gijv
j) (3.96)
which is invertible by the nondegeneracy of the metric. Thus, the Legendre map is a diffeomor-
phism and we have that mechanical Lagrangians are always hyperregular.
By the previous remarks, H = FL∗(EL) = (FL−1)∗(EL), and we must find the inverse of
the Legendre transform FL−1. As a function of velocities, the momenta are written pi = gijvj ,
and the relation is easily inverted as vi = gijpj , where (g
ij) is the inverse matrix of (gij). Thus,
FL∗(T ) = 1
2
gklFL∗(vk)FL∗(vl) = 1
2
gklg
kipig
ljpj =
1
2
δilg
ljpipj =
1
2
gijpipj
and in order to compute the Hamiltonian of the system, we must simply invert the metric and
change the sign of the potential energy:
H(q, p) =
1
2
gijpipj + V (q). (3.97)
With this last observation in mind, we conclude the chapter by translating the previous problems
into the Hamiltonian formalism:
Example 3.3.5. The Hamiltonian of the system with one degree of freedom is simply
H(q, p) =
1
2
p2 + U(q), (3.98)
and we take the canonical symplectic structure in R2, ω = dq ∧ dp, giving Hamilton’s equations
q˙(t) = p(t), p˙(t) = −U ′(q(t)). (3.99)
The system is integrated as in the Lagrangian case, writing p as a function of q by conservation
of energy, and solving the resulting ODE for q.
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Example 3.3.6. The Hamiltonian of the two body problem is written as
H(r1, r2,p1,p2) =
1
2m1
|p1|2 + 1
2m2
|p2|2 + U(|r1 − r2|2). (3.100)
We consider the canonical symplectic form ω in T∗Q ∼= T∗(R3 × R3) ∼= R12. Changing the
coordinates to
R =
m1r1 +m2r2
M
, r = r1 − r2 (3.101)
as before, we obtain the Hamiltonian
H(R, r,P,p) =
1
2M
|P|2 + 1
2µ
|p|2 + U(|r|2) (3.102)
whence we see immediately that the total linear momentum P is conserved
{P, H} = 0, (3.103)
and the dynamics of R are obtained from the equation
R˙ = {R, H} = 1
M
P. (3.104)
The second part of the Hamiltonian is again written in spherical coordinates as
H(r, θ, φ, pr, pθ, pφ) =
1
2µ
(
p2r +
p2θ
r2
+
p2φ
r2 sin2 θ
)
+ U(r) (3.105)
so {pφ, H} = 0 for any spherical coordinates, and the problem can be reduced to motion on a
plane as we did before. Thus, the new Hamiltonian is
H(r, φ, pr, pφ) =
1
2µ
(
p2r +
p2φ
r2
)
+ U(r) (3.106)
and the problem is solved in the same way as in the Lagrangian case.
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Chapter 4
Classical Hamilton-Jacobi Theory
In the 1820s Hamilton showed that the problem of geometrical optics could be completely
described by means of a scalar function, Hamilton’s characteristic function, satisfying a first
order partial differential equation [CS31]. The ideas that arose from this work led Hamilton
to the discovery of a profound relationship between optics and analytical mechanics, which
culminated in his celebrated formulation of the latter. As a particular consequence of the
analogy, the action function of mechanics also satisfied a partial differential equation, which
would later be known as the Hamilton-Jacobi equation. It was Jacobi who solved the inverse
problem of producing solutions of the equations of motions from a special class of solutions of the
Hamilton-Jacobi equation, which became and still is the most powerful method for integrating
the motion of a dynamical system [Jac84].
In this chapter, we present the Hamilton-Jacobi equation by discussing some of the important
ideas of analytical mechanics and geometrical optics that led to its classical formulation [LL77,
volume 2, chapter 7], [Arn74, chapter 9], [CH37]. We then formalize some aspects of the original
theory by writing the equation in a coordinate-independent manner, explaining Jacobi’s method
from this point of view [AM78, chapter 5] and applying it to some classical problems. We finish
by making a few comments about the complete integrability of mechanical systems [Arn74,
chapter 10], [AM78, chapter 5].
4.1 Action as a Function of the Coordinates
In mechanics, the Hamilton-Jacobi equation appears naturally when considering the action func-
tional of the Lagrangian as a function of the spatial coordinates and time. In order to establish
this dependence, throughout this section we work in the extended configuration manifold R×Q,
which makes the time coordinate explicit as in Galilean spacetime.
Let (Q,L) be a Lagrangian dynamical system and A = (t1, q(1)), B = (t2, q(2)) ∈ U ⊂
I × Q ⊂ R × Q two points in the extended configuration manifold, where U is open. Consider
the expression of the action functional
S(t1, q(1); t2, q(2)) =
∫ t2
t1
L(γ′(s))ds (4.1)
where the path γ : I → Q is a dynamical trajectory of the Lagrangian system such that
γ(t1) = q(1), γ(t2) = q(2). (4.2)
We assume that U is such that the path in 4.1 is uniquely determined by the points A, B. It can
be shown [Arn74] that such a set exists for a sufficiently small |t2−t1|, in some neighbourhood of
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the q(1), q(2) in Q. Thus, we obtain a function S in U ×U ⊂ (R×TQ)× (R×TQ), traditionally
known as the action function of the Lagrangian system.
The paths are smooth functions of the boundary conditions, and we may write the path
joining A and B in symplectic coordinates as
qi(s) = f i(s; t1, q(1), t2, q(2)), pi(s) = gi(s; t1, q(1), t2, q(2)). (4.3)
We are interested in computing the differential of the action function. Fix A◦, B◦ ∈ U and
consider a variation of the endpoints depending on a parameter  defined in a neighbourhood of
zero J ⊂ R, that is, we have maps A,B : J → U such that
A|s=0 = A◦, B|s=0 = B◦. (4.4)
The paths now depend on  as
qi(s) = f i(s;A(), B()), pi(s) = gi(s;A(), B()). (4.5)
and we write
qi(1) = f
i(t1();A(), B()), p
(1)
i = gi(t1();A(), B()) (4.6)
qi(2) = f
i(t2();A(), B()), p
(2)
i = gi(t2();A(), B()) (4.7)
for the coordinates in A◦ and B◦.
We denote differentiation with respect to s by a dot, and with respect to  by δ. It is
convenient to write the action as
S =
∫ t2
t1
L(q(s), q˙(s))ds =
∫ t2
t1
[
pi(s)q˙
i(s)−H(q(s), p(s))
]
ds. (4.8)
which is a function of  by the above considerations.
Differentiating the action function, we have
δS =
[
pi(t2)q˙
i(t2)−H(q(t2), p(t2))
]
δt2 −
[
pi(t1)q˙
i(t1)−H(q(t1), p(t1))
]
δt1+
+
∫ t2
t1
[
piδq˙
i + q˙iδpi − ∂H
∂qi
δqi − ∂H
∂pi
δpi
]
ds
but the paths are solutions of Hamilton’s equations, whence
δS =
[
pi(t2)q˙
i(t2)−H(q(2), p(2))
]
δt2 −
[
pi(t1)q˙
i(t1)−H(q(1), p(1))
]
δt1 +
∫ t2
t1
[
piδq˙
i + piδq
i
]
ds
=
[
pi(t2)q˙
i(t2)−H(q(2), p(2))
]
δt2 −
[
pi(t1)q˙
i(t1)−H(q(1), p(1))
]
δt1 +
∫ t2
t1
(piδq
i)·ds
=
[
pi(t2)q˙
i(t2)−H(q(2), p(2))
]
δt2 −
[
pi(t1)q˙
i(t1)−H(q(1), p(1))
]
δt1+
+
[
p
(2)
i δq
i|s=t2 − p(1)i δqi|s=t1
]
.
From 4.3, it follows that
δ[qi(1)] = q˙
i(t1)δt1 + δq
i|s=t1 , δ[qi(2)] = q˙i(t2)δt2 + δqi|s=t2 , (4.9)
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and thus
δS = p
(2)
i δq
i
(2) −H(q(2), p(2))δt2 − p(1)i δqi(1) +H(q(1), p(1))δt1. (4.10)
Taking variations of the form
(t1 + , q
1
(1), . . . , q
i
(1), . . . , q
m
(1); t2, q
1
(2), . . . , q
i
(2), . . . , q
m
(2)) (4.11)
(t1, q
1
(1), . . . , q
i
(1) + , . . . , q
m
(1); t2, q
1
(2), . . . , q
i
(2), . . . , q
m
(2)) (4.12)
(t1, q
1
(1), . . . , q
i
(1), . . . , q
m
(1); t2 + , q
1
(2), . . . , q
i
(2), . . . , q
m
(2)) (4.13)
(t1, q
1
(1), . . . , q
i
(1), . . . , q
m
(1); t2, q
1
(2), . . . , q
i
(2) + , . . . , q
m
(2)) (4.14)
we obtain the differential of the action function
dS(t1, q(1); t2, q(2)) = p
(2)
i dq
i
(2) −H(q(2), p(2))dt2 − p(1)i dqi(1) +H(q(1), p(1))dt1, (4.15)
which gives the relations
∂S
∂qi(2)
= p
(2)
i ,
∂S
∂t2
= −H(q(2), p(2)) (4.16)
∂S
∂qi(1)
= −p(1)i ,
∂S
∂t1
= H(q(1), p
(1)). (4.17)
It is common to fix the point A = A◦ and consider the paths that emanate from it. If we write
(t, q) instead of (t2, q(2)), we obtain the expression
dS(t, q) = pidq
i −H(q, p)dt (4.18)
where pi is the momentum of the path joining q1 and q at time t. By 4.16, we have
∂S
∂qi
= pi,
∂S
∂t
= −H(q, p) (4.19)
and we obtain the celebrated Hamilton-Jacobi equation
∂S
∂t
+H
(
q,
∂S
∂q
)
= 0. (4.20)
The action function can be explicitly calculated in the most simple mechanical systems:
Example 4.1.1. Consider the one dimensional free particle, whose Lagrangian is
L(q, v) =
1
2
v2.
Fixing two points (t1, q(1)), (t2, q(2)) ∈ R × R, there exists a unique dynamical trajectory q(t)
such that
q(t1) = q(1), q(t2) = q(2),
given by
q(s; t1, q(1), t2, q(2)) = q(1) +
q(2) − q(1)
t2 − t1 s. (4.21)
The action function is trivially obtained
S(t1, q(1); t2, q(2)) =
∫ t2
t1
1
2
(
q(2) − q(1)
t2 − t1
)2
ds =
1
2
(q(2) − q(1))2
t2 − t1 (4.22)
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and gives
∂S
∂q(2)
=
q(2) − q(1)
t2 − t1 = p
(2),
∂S
∂t2
= −1
2
(
q(2) − q(1)
t2 − t1
)2
= −H(q(2), p(2)) (4.23)
∂S
∂q(1)
= −q(2) − q(1)
t2 − t1 = −p
(1),
∂S
∂t1
=
1
2
(
q(2) − q(1)
t2 − t1
)2
= H(q(1), p
(1)). (4.24)
as expected.
Example 4.1.2. Consider the one dimensional harmonic oscillator with Lagrangian
L(q, v) =
1
2
v2 − 1
2
ω2q2.
Fixing two points (t1, q(1)), (t2, q(2)) ∈ R× R, the solutions of the equations of motion
q(t) = A cos (ωt) +B sin (ωt) (4.25)
joining the two points must satisfy
q(1) = A cos (ωt1) +B sin (ωt1), q(2) = A cos (ωt2) +B sin (ωt2) (4.26)
which determine a unique path if and only if∣∣∣∣ cos (ωt1) sin (ωt1)cos (ωt2) sin (ωt2)
∣∣∣∣ = sin (ω(t2 − t1)) 6= 0 (4.27)
which is equivalent to t2 − t1 6= pi
ω
n for n ∈ Z.
Under the last assumption, let us write the path joining the points and the corresponding
velocity in the form
q(s) = q(1) cos (ω(s− t1)) +
v1
ω
sin (ω(s− t1)) (4.28)
v(s) = v1 cos (ω(s− t1))− q(1)ω sin (ω(s− t1)). (4.29)
where v1 is an appropriate function of the endpoints.
We observe that
v(s)2 − ω2q(s)2 = −2q(1)v1ω sin(2ω(s− t1)) + (
v21
ω2
− q2(1))ω2 cos(2ω(s− t1))
and a primitive function of v(s)2 − ω2q(s)2 is
q(1)v1 cos(2ω(s− t1)) +
1
2
(
v21
ω2
− q2(1))ω sin(2ω(s− t1))
which can be written as
q(1)v1
(
1− 2 sin2 (ω(s− t1))
)
+ ω
(
v21
ω2
− q2(1)
)
sin (ω(s− t1)) cos (ω(s− t1))
whence
S(t1, q(1); t2, q(2)) = −q(1)v1 sin2 (ω(t2 − t1)) +
ω
2
(
v21
ω2
− q2(1)
)
sin (ω(s− t1)) cos (ω(t2 − t1))
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and for v1 to give the desired solution with q(t2) = q(2), we must have
v1 = ω
q(2) − q(1) cos (ω(t2 − t1))
sin (ω(t2 − t1)) .
After some algebra, we arrive at the expression
S(t1, q(1); t2, q(2)) =
ω
2
(q2(1) + q
2
(2)) cos (ω(t2 − t1))− 2q(1)q(2)
sin (ω(t2 − t1)) (4.30)
for the action function, and we find
∂S
∂q(2)
=
ω(q(2) cosω(t2 − t1)− q(1))
sin (ω(t2 − t1)) = p
(2), (4.31)
∂S
∂t2
= −1
2
ω2(q2(1) + q
2
(2) − 2q(1)q(2) cos (ω(t2 − t1)))
sin2 ω(t2 − t1)
= −H(q(2), p(2)), (4.32)
∂S
∂q(1)
=
ω(q(1) cosω(t2 − t1)− q(2))
sin (ω(t2 − t1)) = −p
(1), (4.33)
∂S
∂t1
=
1
2
ω2(q2(1) + q
2
(2) − 2q(1)q(2) cos (ω(t2 − t1)))
sin2 (ω(t2 − t1))
= H(q(1), p
(1)). (4.34)
4.2 Hamiltonian Optics
Optics studies the properties of light, the physical nature of which has fascinated and mystified
scientists for centuries. Throughout history, experiment has shown that light behaves in two
apparently irreconcilable ways. On the one hand, the properties of light are seen to be similar
to those of mechanical particles in that, for example, light can be seen to take preferred paths in
space to travel from one point to another. On the other hand, light behaves as a perturbation
that propagates in space or wave, which gives rise to various phenomena that are not typical of
a particle, such as interference and diffraction.
The experimental facts led to the development of several theories that tried to explain each
behaviour separately. Thus, the particle properties could be deduced from a variational principle
of Fermat that gave the trajectories of light particles or rays, while light waves found a good
description in the wavefront approach of Huygens. In his papers in optics [CS31], Hamilton was
the first to establish a deep connection between both theories.
We start by investigating the theory of rays. Geometrical optics is the study of light without
any mention to its wave properties, which still exist but may be ignored under certain assump-
tions [LL77, volume 2, chapter 7]. In this context, light is described by rays, which are the paths
travelled by particles of light. We see rays as parametrized curves γ : I → Q, where I is a real
interval and Q a manifold (the configuration manifold of mechanics).
The behaviour of light in a physical medium is characterised by a function n, the index of
refraction, which in general depends on the position and orientation of the ray. For simplicity,
we assume that the medium is isotropic, so that n depends on the position only, and is thus a
function in Q. Assume also that Q is Riemannian, so that a metric g is defined and let us write
‖·‖ for the induced norm. The rays are determined by Fermat’s principle:
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Fermat’s principle of least time. Given q(1), q(2) in Q, the light ray γ travelling from q(1)
to q(2) is such that it makes the functional
S[γ] =
∫ t2
t1
n(γ(s))‖γ′(s)‖ds
stationary under variations fixing the points in the boundary γ(t1) = q(1), γ(t2) = q(2).
Physically, the index of refraction n is the inverse of the speed of light in the medium,
and ‖γ′(s)‖ds is the line element of the curve γ, so the integral is actually a measure of the
time needed by light to travel from q(1) to q(2) along its path, and does not depend on the
parametrization of the ray. This quantity is known as the optical length of the ray, and the
problem of ray optics is equivalent to the variational problem of finding the stationary paths of
the optical length.
Fermat’s principle of least time becomes exactly Hamilton’s principle of least action, if we
define the Lagrangian function
L(q, v) = n(q)‖v‖
and consider (Q,L) as a Lagrangian dynamical system. Thus, rays satisfy the Euler-Lagrange
equations, which are found to be equivalent to the relation
∇t((n ◦ γ) · γ′) = grad n ◦ γ. (4.35)
By analogy with mechanics, we define the optical momenta from the Lagrangian as the functions
pi =
∂L
∂qi
= n2
gijv
j
L
, but we observe that we do not have a Legendre map with good properties.
Indeed, the fact that L is homogeneous of degree one in the velocities implies that
∣∣∣∣ ∂2L∂vi∂vj
∣∣∣∣ = 0
and the Lagrangian energy is identically zero
EL = v
i ∂L
∂vi
− L = 0 (4.36)
whence it follows that the Hamiltonian is also zero.
Regardless of this fact, we can write the optical length as a function S(q(1), q(2)) of the
endpoints of the ray, just like we did with the mechanical action in the previous section. Fixing
q(1), we find that the relations derived earlier still hold for this particular case, in the form
∂S
∂t
= −H(q, p) = 0, ∂S
∂qi
= pi =
∂L
∂qi
(q, v) (4.37)
where we have written t, q, v, p instead of t2, q(2), v(2), p
(2). As a function of the coordinates, S(q)
is known as Hamilton’s characteristic function, or more commonly as the eikonal of the system
of rays. The main idea is to produce the momenta of the trajectories of light from the partial
derivatives of the eikonal.
We use Euler’s homogeneous function theorem to obtain the relation
vi
∂L
∂vi
= L (4.38)
which will substitute the Hamilton-Jacobi equation of mechanics. If we substitute
∂L
∂vi
by
∂S
∂qi
in 4.38, and divide both sides by L we obtain from the expression of pi:
1 =
vi
L
∂S
∂qi
= gij
∂S
∂qi
∂S
∂qj
1
n2
(4.39)
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where (gij) is the inverse of the metric, as usual. Note that this last equation can also be written
intrinsically as
‖grad S‖2 = n2 (4.40)
as is readily verified. Equation 4.40 is known in optics as the eikonal equation.
We now explore the wave like description of the propagation of light by means of wavefronts.
Fix a point q(1) in Q and consider the set of points q(2) such that there exists a light ray from
q(1) to q(2) that traverses its path in time less than or equal to t. We denote this set by Ψ(q(1), t).
From the previous definitions, it follows that Ψ(q(1), t) is precisely the set of points q(2) such that
S(q(1), q(2), ) ≤ t. The manifold boundary of Ψ(q(1), t) is known as the wavefront of the source
at q(1) after a time t, and we denote it by Φ(q(1), t) = ∂Ψ(q(1), t). With these new definitions,
we can formulate an important theorem of Huygens about the relationship between wavefronts
at different times:
Theorem 4.2.1 (Huygens’ principle). Let Φ(q(1), t) be the wavefront of q(1) after a time t.
For every q in Φ(q(1), t), consider the wavefronts Φ(q, s) after a time s. Then, Φ(q(1), t + s) is
the envelope of the wavefronts Φ(q, s).
To prove the theorem, one shows that given a point q(t+s) in Φ(q(1), t + s), there exists q(t)
in Φ(q(1), t) such that the wavefronts Φ(q(1), t + s) and Φ(q(t), s) are tangent at q(t+s) [Arn74,
chapter 9]. We have that the wavefronts are actually the preimages of the eikonal, that is
Φ(q(1), t) = S(q(1), ·)−1(t). (4.41)
The main point of the wavefront view is to consider the wavefronts at different times, which
implicitly gives the evolution of the light rays coming from q(1). We can thus speak of a unique
wavefront that propagates in space as a function of time, in the same way as a wave does. Since
the problem now is to describe the time evolution of the wavefront, we consider the gradient
of the eikonal as a measure of its velocity, grad S. From the eikonal equation 4.40, we have
that the velocity of propagation of the wavefront is completely determined by the characteristics
of the medium. Moreover, it follows form relations 4.37 that the expression of the gradient in
coordinates is
grad S = gij
∂S
∂qj
∂
∂qi
= gij
∂L
∂vj
∂
∂qi
=
n2
L
vi
∂
∂qi
(4.42)
where we have written vi for the velocity of the path γ joining q(1) and q(2), which is a function
of the endpoints and depends on the parametrization of the ray. Thus, we find that the rays
are parallel to the gradient of the eikonal, which implies that they are orthogonal to the wave-
fronts. This way, we recover the rays from the integral curves of grad S, which give a particular
parametrization of the trajectories of light.
We have thus shown two approaches to geometrical optics. The ray picture focuses on the
particle nature of light, which reduces the problem to the study of trajectories in the medium,
while the wavefront interpretation considers the level sets of a function that characterises the
propagation of light. The first point of view is very similar to the geometric formulation of
classical mechanics, where a system of particles is described by its trajectories arising from a
variational principle. On the other hand, the eikonal in the wavefront approach is the optical
analogue of the action function in mechanics.
This wonderful duality is not surprising, since Hamilton found the principles of mechanics by
generalizing the most prominent features of geometrical optics. In particular, the characteristic
functions arising in the theory are found to satisfy a partial differential equation, the Hamilton-
Jacobi equation in mechanics or the eikonal equation in optics. In the next section, we study
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whether it is possible to find a converse of these facts, that is, to find solutions to the PDE that
produce valid trajectories of the system under consideration. Thus while the analogy between
rays and dynamical trajectories is very natural, there is the other, most remarkable, of wavefronts
and partial differential equations.
4.3 Jacobi’s Method
The previous situations are not the only context in which the Hamilton-Jacobi equation appears.
In the Hamiltonian formalism, it is clear that symplectomorphisms play a major part, since they
preserve the symplectic structure and transform Hamiltonian systems into new ones. In chapter
2 we saw that a more general class of maps, the canonical transformations, can be described via
generating functions 2.1.18. The idea of Jacobi’s method is to find a canonical transformation
such that the motion of the original mechanical system can be trivially integrated. We show
how the desired generating functions satisfy the Hamilton-Jacobi equation.
We start by recalling the results in chapter 2 concerning Lagrangian submanifolds and sym-
plectic maps (particularly 2.1.22). Let (M,ω) and (N, ρ) be symplectic manifoldsn and let
Ω = ω 	 ρ. Let f : M → N be a diffeomorphism, and jf : Γf ↪→M ×N its graph.
Ω is symplectic, and in particular closed, so by the Poincare´ lemma we can locally write
Ω = −dΘ where Θ ∈ Ω1(M × N) is a 1-form. Then, j∗f Ω = −j∗f (dΘ) = −d(j∗fΘ) and f is
symplectic if and only if j∗fΘ ∈ Ω1(Γf ) is closed. Using the Poincare´ lemma once again, we may
write j∗fΘ = −dS where S : Γf → R is defined locally. The function S is the generating function
of the symplectic map f , and depends on the choice of Θ.
If ω = −dθ, ρ = −dϑ, we can always pick Θ = pr∗1θ − pr∗2ϑ and the generating function
coincides with the ones found in 2.1.18. This is easily seen by introducing Darboux coordinates
(Qi, Pi) and (q
i, pi) in M and N respectively, and choosing (Q
i, Pi, q
i, pi) in the product M ×N .
(Qi, Pi) are also coordinates in Γf , since M → Γf , x 7→ (x, f(x)) is a diffeomorphism. In these
coordinates, the inclusion is written jˆf (Q,P ) = (Q
i, Pi, fˆ(Q,P )) = (Q,P, q(Q,P ), p(Q,P )) for
some functions q, p, and thus j∗fΘ = PidQ
i − p(Q,P )d(q(Q,P )) = θ − f∗ϑ = −dS.
There are other possible coordinates on the graph Γf . As an example, let us write again
q(Q,P ), p(Q,P ) and assume∣∣∣∣ ∂(Q1, . . . , Qm, q1, . . . , qm)∂(Q1, . . . , Qm, P1, . . . , Pm)
∣∣∣∣ = ∣∣∣∣ ∂(q1, . . . , qm)∂(P1, . . . , Pm)
∣∣∣∣ 6= 0 (4.43)
holds at some point (Q◦, P◦). By the inverse function theorem, the coordinate map ψ(Q,P ) =
(Q, q(Q,P )) is invertible at some neighbourhood of (Q◦, q◦) where q◦ = q(Q◦, P◦), and we can
write P = P (Q, q). We also have the p as a function of the (Q, q), by substituting the dependence
of P in the definition: p = p(Q,P (Q, q)). It follows that the functions (Q1, . . . , Qm, q1, . . . , qm)
are local coordinates in Γf .
In these coordinates, Pi(Q, q)dQ
i − pi(Q, q)dqi = −dS is written as
pi(Q, q) =
∂S
∂qi
(Q, q), Pi(Q, q) = − ∂S
∂Qi
(Q, q) (4.44)
where S is a function of the (Q, q).
We develop Jacobi’s idea a bit more, before formalizing it. Let (M,ω,H) be a Hamiltonian
system, (N, ρ) a symplectic manifold and f : N → M a symplectomorphism. The map f
induces a Hamiltonian system (N, ρ,K) with K = f∗(H). Introducing Darboux coordinates
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(qi, pi) in M , and (Q
i, Pi) in N , let us assume that the new Hamiltonian K depends only on the
Q coordinates, that is,
∂K
∂Pi
= 0 (i = 1, . . . ,m), K = K(Q).
The dynamical paths in the new Hamiltonian system are trivially found, since Hamilton’s equa-
tions in N take the form:
Q˙i(t) = 0, P˙i(t) = − ∂K
∂Qi
(Q(t)) (4.45)
and direct integration gives
Qi(t) = Qi◦, Pi = P
◦
i −
∂K
∂Qi
(Q◦)(t− t◦). (4.46)
for the initial conditions Qi(t◦) = Qi◦, Pi(t◦) = P ◦i .
Now let S be the generating function of f defined from the symplectic potentials, and assume
that we can choose (q,Q) as coordinates in Γf . From the previous observation, we have the
relations
pi =
∂S
∂qi
(q,Q), Pi = − ∂S
∂Qi
(q,Q). (4.47)
f is an isomorphism of Hamiltonian systems, so it turns dynamical trajectories in N into dy-
namical trajectories in M . Let γ be a trajectory in M , and f ◦ γ the corresponding trajectory
in N . Then, the path γ × (f ◦ γ) is in Γf and is written in coordinates as (q(t), Q◦) where the
Qi◦ are constants. The q are solutions of the equations of motion, which are written as
q˙i =
∂H
∂pi
(
q(t),
∂S
∂qi
(q(t), Q◦)
)
, p˙i(t) = −∂H
∂qi
(
q(t),
∂S
∂qi
(q(t), Q◦)
)
(4.48)
and by the coordinate representation, we also have
p˙i(t) =
d
dt
(
∂S
∂qi
(q(t), Q◦)
)
=
∂2S
∂qj∂qi
(q(t), Q◦)q˙j(t)
=
∂2S
∂qj∂qi
(q(t), Q◦)
∂H
∂pj
(
q(t),
∂S
∂qi
(q(t), Q◦)
)
and equating the last expression to the corresponding one in 4.48, we obtain
∂H
∂qi
(
q(t),
∂S
∂qi
(q(t), Q◦)
)
+
∂H
∂pj
(
q(t),
∂S
∂qi
(q(t), Q◦)
)
∂2S
∂qj∂qi
(q(t), Q◦) = 0. (4.49)
Assume now that N is the cotangent bundle T∗Q of some manifold Q, and let (qi, pi) be the
natural coordinates. If we consider the Qi as constants, then S can be seen as a function on Q
that is determined by the parameters Qi. The last equation is then equivalent to
d(H ◦ dS) = 0 (4.50)
and the function H ◦ dS is constant, that is,
H ◦ dS = E (4.51)
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for a constant value E. 4.51 is known as the time independent Hamilton-Jacobi equation, but
since we will mostly work with this expression we refer to it as the Hamilton-Jacobi equation
throughout the rest of the work. Note that we recover 4.51 from the time dependent Hamilton-
Jacobi equation in 4.20 by assuming a solution of the latter of the form
S(t, q) = W (q)− Et, (4.52)
where E is a constant and W is a function in Q satisfying the time independent equation.
We now formalize the previous ideas in a geometrical manner, by proving the following
theorem:
Theorem 4.3.1 (Hamilton-Jacobi). Let the system (T∗Q,ω,H) be Hamiltonian, where ω = −dθ
is the canonical symplectic form on the cotangent bundle. Let S : T∗Q→ R be a function. The
following are equivalent:
(i) For every curve γ in Q such that
γ′ = TpiQ ◦ ZH ◦ dS ◦ γ
the curve dS ◦ γ is an integral curve of ZH .
(ii) S is a solution of the Hamilton-Jacobi equation H ◦dS = E, a constant, or in coordinates:
H
(
qi,
∂S
∂qi
)
= E
We prove an easy lemma first:
Lemma 4.3.2. Let v, w ∈ T(T∗Q) and S : Q→ R. We have
ω(T(dS ◦ piQ) · v, w) = ω(v, w − T(dS ◦ piQ) · w)
Proof of the lemma. We have, by 2.2.3, that (dS)∗ω = −d(dS)∗θ = −d2S = 0 so
ω(T(dS ◦ piQ) · v, w) = ω(T(dS ◦ piQ) · v, w − T(dS ◦ piQ) · w)
and the statement of the lemma is the same as
ω(v − T(dS ◦ piQ) · v, w − T(dS ◦ piQ) · w) = 0
which is trivial, since v −T(dS ◦ piQ) · v is vertical, and ω is zero on two vertical vectors (which
is obvious in the natural coordinates).
Proof of the theorem. Let γ be such that γ′ = TpiQ ◦ ZH ◦ dS ◦ γ. We have
(dS ◦ γ)′ = T(dS) ◦ γ′
= T(dS) ◦ TpiQ ◦ ZH ◦ dS ◦ γ
= T(dS ◦ piQ) ◦ ZH ◦ dS ◦ γ.
Let v ∈ TdS(γ(t))T∗Q, then
ω((dS ◦ γ)′, v) = ω(T(dS ◦ piQ) · ZH(dS(γ(t))), v)
= ω(ZH(dS(γ(t))), v)− ω(ZH(dS(γ(t))),T(dS ◦ piQ) · v)
= 〈dH ◦ (dS ◦ γ)(t), v〉 − 〈dH ◦ (dS ◦ γ)(t),T(dS ◦ piQ) · v〉
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and if w ∈ TqQ, it follows that
〈dH(dS(q)),Tq(dS) · w〉 = 〈tTq(dS) · dH(dS(q)), w〉
= 〈dq(H ◦ dS), w〉
which means that dS ◦ γ is an integral curve of ZH if and only if dγ(t)(H ◦ dS) = 0, where the
γ are the integral curves of a certain field in Q. Varying the integral curves, γ(t) takes every
value in Q, and the last statement is the same as d(H ◦ dS) = 0. Thus, dS ◦ γ is an integral
curve of ZH if and only if d(H ◦ dS) = 0 which means H ◦ dS = E, for a constant E, and the
equivalence follows.
In the particular case of mechanical Lagrangians (L = T−U) we already know that H(q, p) =
1
2
gijpipj + U(q) so
∂H
∂pi
= gijpj and the condition γ
′ = TpiQ ◦ ZH ◦ dS ◦ γ is written as
q˙i(t) =
∂H
∂pi
(
q(t),
∂S
∂q
(q(t))
)
= gij(q(t))
∂S
∂qj
(q(t)) (4.53)
which is equivalent to
γ′ = grad S ◦ γ, (4.54)
where the gradient is taken with respect to the metric defining the kinetic energy. Thus, we see
that the condition on the trajectories in Q to produce mechanical paths in T∗Q via dS is that
they be integral curves of the gradient, as for the rays in geometrical optics. Equivalently, if the
trajectories in Q are orthogonal to the level sets of a solution of the Hamilton-Jacobi equation,
then we can lift those trajectories to T∗Q and obtain valid solutions of Hamilton’s equations of
motion.
We have shown that there are some integral curves of the Hamiltonian system (T∗Q) that
can be integrated in a lower dimensional manifold (Q) if we can find an appropriate solution of
the Hamilton-Jacobi equation. We investigate this phenomenon in abstract in the next chapter.
Note that a solution of the Hamilton-Jacobi equation gives a family of integral curves of the
original system, but by no means does it have to reproduce the whole dynamics of the system.
Example 4.3.3. Consider the Hamiltonian of a free particle with two degrees of freedom
H(q1, q2, p1, p2) =
1
2
(p1)2 +
1
2
(p2)2. The function S(q1, q2) = αq1 with α2 = 2E is clearly
a solution of the Hamilton-Jacobi equation. If γ(t) = (q1(t), q2(t)) ∈ R2, then the equation
γ′ = TpiQ ◦ ZH ◦ dS ◦ γ is written:
q˙1 = α, q˙2 = 0
whose solutions are of the form
q1(t) = αt+ constant, q2(t) = constant
and lifting the solution to T(R2) ∼= R4 by dS ◦ γ, we get
q1(t) = αt+ constant, q2(t) = constant, p1 = α, p2 = 0
which reproduces all the possible motions of the particle in the direction determined by q1, but
not the general motion of the particle.
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To be able to produce all the admissible trajectories of the original problem, we must find a
complete solution of the Hamilton-Jacobi equation. The general solution to a partial differential
equation depends in general on an arbitrary function of the coordinates. A complete solution is
a solution that depends on m parameters, where m is the number of degrees of freedom in the
original system. By varying the parameters and solving the corresponding dynamics in Q, we
obtain the whole motion in the system T∗Q via the map dS. More precisely:
Definition 4.3.4. A complete solution of the Hamilton-Jacobi equation is a function S(q;α)
on Q depending on m parameters αi defined in some Euclidean space, such that
(i) For each value of αi, S(q;α) is a solution of the Hamilton-Jacobi equation: H◦dS(·, α) = E
(ii) The matrix
(
∂2S
∂qi∂αj
)
is invertible.
The following result justifies the definition:
Theorem 4.3.5. Let S(q, α) be a function given on a neighbourhood of some point (q◦, α◦) of
the Cartesian product of two m-dimensional real vector spaces Rm × Rm. If∣∣∣∣ ∂2S∂qi ∂αj
∣∣∣∣
q◦,α◦
6= 0
then S is the generating function of some canonical transformation.
Proof. Consider the m equations
∂S
∂αi
(q, α) = pi, (i = 1, . . . ,m)
where pi ∈ R. By hypothesis, we can apply the implicit function theorem, and the α can be
written as a function of (q, p) in some neighbourhood of
(
qi◦,
∂S
∂qi
(q◦, α◦)
)
. Let us write these
functions as αi = Qi(q, p).
Consider now the m functions
βi(q, α) = − ∂S
∂αi
, (i = 1, . . . ,m)
and set
P i(q, p) = βi(q,Q(q, p)).
The map sending (q, p) to (Q(q, p), P (q, p)) is a local diffeomorphism, since∣∣∣∣∂(Q,P )∂(q, p)
∣∣∣∣ = ∣∣∣∣∂(Q,P )∂(q,Q) · ∂(q,Q)∂(q, p)
∣∣∣∣ = ∣∣∣∣ ∂2S∂q∂α
∣∣∣∣ · ∣∣∣∣ ∂2S∂q∂α
∣∣∣∣−1
q◦,α◦
= 1 6= 0
In fact, ∣∣∣∣∂(q,Q)∂(q, p)
∣∣∣∣ = ∣∣∣∣ ∂2S∂q∂α
∣∣∣∣−1
q◦,α◦
6= 0
and (q,Q) are local coordinates in the graph of the map. By construction, S is the generating
function of the map (Q,P ) 7→ (q, p).
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Example 4.3.6. A complete solution for 4.3.3 would be the function
S(q1, q2) = α1q
1 + α2q
2
where α1, α2 are real numbers such that α
2
1 + α
2
2 = 2E. Observe that
∣∣∣∣ ∂2S∂q∂α
∣∣∣∣ = 1, and the
solution reproduces all the possible trajectories:
q1(t) = α1t+ constant, q
2(t) = α2t+ constant, p1(t) = α1, p2(t) = α2. (4.55)
4.4 Solving the Hamilton-Jacobi Equation
It is clear that the problem of finding a complete solution to a partial differential equation is in
general much harder than integrating a system of ODEs, but there are many situations where
the former can be solved while the solution of the later is unknown. The most popular method
to produce complete solutions of the Hamilton-Jacobi equation is that of separation of variables.
When the system possesses symmetries that suggest a natural change of variables, one looks for
solutions which are a combination of functions of such variables and reduce the problem to an
integrable set of ordinary differential equations. We formalize this argument and solve some
representative examples with Jacobi’s method.
Assume that the coordinate q1 and the corresponding momentum p1 =
∂S
∂q1
appear in the
Hamilton-Jacobi equation as a combination φ
(
q1,
∂S
∂q1
)
which does not involve any other coor-
dinate. That is, the Hamiltonian in the Hamilton-Jacobi equation is of the form:
H
(
q2, . . . , qm,
∂S
∂q2
, . . . ,
∂S
∂qm
, φ
(
q1,
∂S
∂q1
))
. (4.56)
We look for a separable solution S(q1, . . . , qm) = S1(q
1) + S2(q
2, . . . , qm). The Hamilton-Jacobi
is then
H
(
q2, . . . , qm,
∂S2
∂q2
, . . . ,
∂S2
∂qm
, φ
(
q1, S′1(q
1)
))
= E. (4.57)
If we can solve for φ
(
q1, S′1(q1)
)
in the last equation (a sufficient condition would be
∂H
∂φ
6= 0),
then we get an identity of the form
φ
(
q1, S′1(q
1)
)
= Φ
(
q2, . . . , qm,
∂S2
∂q2
, . . . ,
∂S2
∂qm
)
(4.58)
where each side has variables that do not appear in the other side. We conclude that the solution
must satisfy
φ
(
q1, S′1(q
1)
)
= α1 (4.59)
where α1 is a constant. Substituting α1 in the original equation as a parameter, we get
H
(
q2, . . . , qm,
∂S
∂q2
, . . . ,
∂S
∂qm
, α1
)
= E. (4.60)
The first equation is an ODE and can be easily integrated, while the second is the Hamilton-
Jacobi equation for a function in m − 1 coordinates, and we reduce the problem of finding a
complete solution.
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As a particular case of this situation, consider a Hamiltonian where the coordinate q1 is
cyclic, that is, such that it does not appear explicitly in the Hamiltonian ∂H
∂q1
= 0. We know
that the associated momentum p1 is a constant of the motion, and we can take S of the form
S(q1, . . . , qm) = p1q
1 + S2(q
2, . . . , qm), where the conserved quantity is now a parameter.
Ideally, we would like to be able to apply this procedure repeatedly until we obtain a separable
solution dependent on m parameters α1, . . . , αm
S(q1, . . . , qm;α) = S1(q
1;α) + · · ·+ Sm(qm;α). (4.61)
While this method does not always work, it already gives solutions to an important class of
problems.
Example 4.4.1. As we saw earlier, the two dimensional anisotropic Harmonic oscillator is
described by the Hamiltonian
H =
1
2
(p1)2 +
1
2
(p2)2 +
1
2
ω21(q
1)2 +
1
2
ω22(q
2)2.
Assuming a solution of the Hamilton-Jacobi equation of the form S = S1(q
1) + S2(q
2), we find
that
E1 =
1
2
(p1)2 +
1
2
ω21(q
1)2, E2 =
1
2
(p2)2 +
1
2
ω22(q
2)2 (4.62)
where E1 and E2 are parameters such that E1 + E2 = E. It follows that
S =
∫
±
√
2E1 − ω21(q1)2dq1 +
∫
±
√
2E2 − ω22(q2)2dq2 (4.63)
which is defined up to a constant. The sign in front of the square roots depends on the initial
condition of the path under consideration. For simplicity, we will always assume that the initial
momentum is positive (i.e. the sign of the root is positive).
By 4.3.1, we must solve the system
q˙1 = {q1, H} =
√
2E1 − ω21(q1)2, q˙2 = {q2, H} =
√
2E2 − ω22(q2)2 (4.64)
which is trivially integrated∫
dq1√
2E1 − ω21(q1)2
= t+ const,
∫
dq2√
2E2 − ω22(q2)2
= t+ constant. (4.65)
and explicitly
arcsin
(
ω1q
1
√
2E1
)
= ω1t+ constant, arcsin
(
ω2q
2
√
2E2
)
= ω2t+ constant. (4.66)
Solving for q1, q2, we obtain the paths
q1(t) =
√
2E1
ω1
sin (ω1t+ constant), q
2(t) =
√
2E2
ω2
sin (ω2t+ constant) (4.67)
which correspond to the general motion in the system, and we conclude that S is a complete
solution.
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Example 4.4.2. In spherical coordinates (r, θ, φ), the Hamiltonian of a particle in a conservative
field is written as
H(r, θ, φ) =
1
2
(
p2r +
p2θ
r2
+
p2φ
r2 sin2 θ
)
+ U(r, θ, φ)
and the variables can be separated if the potential is of the form
U = a(r) +
b(θ)
r2
+
c(φ)
r2 sin2 θ
. (4.68)
Assuming a separable solution to the Hamilton-Jacobi equation S = Sr(r) + Sθ(θ) + Sφ(φ) we
find the constant expressions
α =
1
2
p2φ + c(φ), β =
1
2
p2θ + b(θ) +
α
sin2 θ
, E =
1
2
p2r + a(r) +
β
r2
(4.69)
whence we arrive at
S =
∫ √
2(α− c(φ))dφ+
∫ √
2(β − b(θ)− α
sin θ2
)dθ +
∫ √
2(E − a(r)− β
r2
)dr (4.70)
depending on the three parameters E, α and β. S is then easily seen to be a complete solution.
Example 4.4.3. The Kepler problem can also be integrated with Jacobi’s method. Since the
motion takes place in a plane, in polar coordinates the Hamilton-Jacobi equation reads
1
2
((
∂S
∂r
)2
+
(
∂S
∂φ
)2 1
r2
)
− k
r
= E (4.71)
and φ is cyclic. Hence, we assume a solution of the form S(r, φ) = Sr(r) + pφφ and clearly
Sr(r) =
∫ √
2E + 2
k
r
− pφ
r2
dr. (4.72)
The motion in (r, φ) is found from
r˙ =
√
2E + 2
k
r
− p
2
φ
r2
, φ˙ =
pφ
r2
(4.73)
integrating:
t− t◦ =
∫ r
r◦
dr√
2E + 2kr −
p2φ
r2
, φ− φ◦ = pφ
∫ r
r◦
dr
r2
√
2E + 2kr −
p2φ
r2
(4.74)
where the second equation comes from writing φ as a function of r and considering
dφ
dr
=
φ˙
r˙
, as
before.
Example 4.4.4. The geometrical problem of finding the geodesics on a triaxial ellipsoid S
(i.e. an ellipsoid whose axes have different lengths) can be solved with Jacobi’s method in the
following manner. We already showed in chapter 3 that the problem is equivalent to integrating
the equations of motion for a particle which is constrained to move on the surface of the ellipsoid.
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The ostensible symmetry of the constraint manifold suggests the use of ellipsoidal coordinates
[CH37, vol. 1, ch. IV], which are defined at the point (x, y, z) as the three roots (ρ, σ, τ) of the
equation in s
x2
s+ a2
+
y2
s+ b2
+
z2
s+ c2
= 1, (4.75)
where a > b > c and the solutions are ordered decreasingly as
ρ ≥ −c2 ≥ σ ≥ −b2 ≥ τ ≥ −a2. (4.76)
If we see S as being embedded in R3 and choose a, b, c as the lengths of its axes, (ρ, σ, τ)
are then coordinates adapted to the submanifold S. More explicitly, S = {(ρ, σ, τ) | ρ = 0} and
we work with the coordinates (σ, τ) on S.
If j : S ↪→ R3 is the obvious embedding, elementary calculations show that in coordinates
x(σ, τ) = a
√
(σ + a2)(τ + a2)
(b2 − a2)(c2 − a2) , y(σ, τ) = b
√
(σ + b2)(τ + b2)
(c2 − b2)(a2 − b2) , (4.77)
z(σ, τ) = c
√
(σ + c2)(τ + c2)
(a2 − c2)(b2 − c2) . (4.78)
Using the classical notation of the theory of surfaces, the coefficients of the first fundamental
form are
E =
∂2x
∂σ2
+
∂2y
∂σ2
+
∂2z
∂σ2
, F =
∂2x
∂σ∂τ
+
∂2y
∂σ∂τ
+
∂2z
∂σ∂τ
, G =
∂2x
∂τ2
+
∂2y
∂τ2
+
∂2z
∂τ2
(4.79)
and the Lagrangian of the mechanical system is written as
L(σ, τ, vσ, vτ ) =
1
2
(E(vσ)2 + 2Fvσvτ +G(vτ )2). (4.80)
Inverting the metric, the Hamiltonian reads
H(σ, τ, pσ, pτ ) =
1
2
1
EG− F 2 (Gp
2
σ − 2Fpσpτ + Ep2τ ). (4.81)
After some calculations, one arrives at the expressions
E = (σ − τ)A(σ), F = 0, G = (τ − σ)A(τ) (4.82)
where
A(t) =
1
4
t
(t+ a2)(t+ b2)(t+ c2)
(4.83)
and the Hamiltonian takes the simple form
H =
1
2(σ − τ)
(
− p
2
τ
A(τ)
+
p2σ
A(σ)
)
. (4.84)
Writing the Hamilton-Jacobi equation H ◦ dS = α and looking for a solution of the form
S(σ, τ) = Sσ(σ) + Sτ (τ) we see that
2ασ − (S
′
σ)
2
A(σ)
= 2ατ − (S
′
τ )
2
A(τ)
= −β (4.85)
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for some constant β. These yield the solution
S =
∫ √
(2ατ + β)A(τ)dτ +
∫ √
(2ασ + β)A(σ)dσ. (4.86)
The equations of motion are
σ˙ =
∂H
∂pσ
=
1
(σ − τ)
√
2ασ + β√
A(σ)
, τ˙ =
∂H
∂pτ
= − 1
(σ − τ)
√
2ατ + β√
A(τ)
(4.87)
and assuming that we can express σ as a function of τ , we get
dσ
dτ
=
σ˙
τ˙
= −
√
2ασ + β√
2ατ + β
√
A(τ)√
A(σ)
(4.88)
which is a separable ODE and can be integrated, giving the trajectory implicitly as∫ √
A(σ)
2ασ + β
dσ +
∫ √
A(τ)
2ατ + β
dτ = γ (4.89)
where γ is a constant.
4.5 Action-Angle Coordinates
In order to integrate a system of 2m ordinary differential equations, we must find in general
2m constants of the motion. If the system is Hamiltonian, in many cases it suffices to find only
m conserved quantities. When it comes to integrability, each constant reduces the degrees of
freedom of the system by two.
In this section we study the general phenomenon. It is clear that the constants of the motion
that completely reduce the problem must satisfy some independence condition between them.
We make the following suggestive definition:
Definition 4.5.1. Let (M,ω,H) be Hamiltonian system with dimM = 2m. We say that the
system is completely integrable if there exist m functions Fi such that
(i) {Fi, H} = 0 for all i (i.e. the Fi are constants of the motion).
(ii) {Fi, Fj} for all i, j (i.e. the Fi are in involution).
(iii) dF1 ∧ . . . ∧ dFm 6= 0 everywhere (i.e. the Fi are linearly independent)
The m parameters Q1, . . . , Qm in a complete solution of the Hamilton-Jacobi equation satisfy
the requirements of the definition. They are indeed constants of the motion if we write them as
a combination of the position and momenta. Since S can be viewed as the generating function
of a symplectic map f , we have
{Qi, Qj} = {f∗(qi), f∗(qj)} = f∗{qi, qj} = 0
and they are in involution. Finally, independence follows from the completeness of the solution.
Completely integrable systems will be found to be completely integrable in the sense of the
equations of motion, which highlights the importance of the complete solutions of the Hamilton-
Jacobi equation.
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Among the systems we have studied so far, there are the ones where every coordinate is
ignorable. In these cases, the Hamiltonian is a function of the momenta only, and the motion
is trivially integrated. We have also found systems whose trajectories are closed curves and
correspond to a periodic motion, as in the simple harmonic oscillator. With this example in
mind, we define the action-angle coordinates:
Definition 4.5.2. A Hamiltonian system (M,ω,H) admits action-angle coordinates (ϕ, I) in
some open set U ⊂M , if:
(i) There exists a symplectomorphism ψ : U → Tm×Bm, between them-torus Tm = S1×· · ·S1
and a ballBm in Rm.
(ii) The induced Hamiltonian ψ∗(H) does not depend on the ϕ coordinates.
The torus accounts for the periodic motion of the system, and the equations of motion are
trivially integrated.
If F1, . . . , Fm are constants of the motion, we write their cartesian product as F = F1× . . .×
Fm : M → Rm. Given a point c in Rm, we denote its preimage by F as Σc = F−1(c). Σc is an
energy surface.
We conclude the chapter presenting an important theorem, which shows that completely
integrable systems admit action-angle coordinates by imposing a topological condition over the
energy surfaces.
Theorem 4.5.3. Let (M,ω,H) be a completely integrable Hamiltonian system, and let the sets
Σc be compact in M . Then the Σc are diffeomorphic to the torus Tm and the system admits
action-angle coordinates.
We give the main ideas of the proof, without proving some delicate intermediate steps. We
follow [Arn74] and [AM78].
Proof. The constants of motion define m Hamiltonian fields ZFi = ω
]dFi, which are tangent to
the Σc, since
LZFjFi = 〈dFi, ZFj 〉 = ω(ZFi , ZFj ) = {Fi, Fj} = 0
and the Fi are invariant by the flow of the fields. The ZFi are linearly independent by the
independence of the differentials, which implies that the Σc are regular submanifolds of M and
the fields form a base of the tangent space. Moreover, the fields commute with respect to the
Lie bracket, since we know that
[ZFi , ZFj ] = Z{Fi,Fj} = 0.
One then uses the commuting flows of the m fields to construct a diffeomorphism from Σc to
the torus Tm [Arn74, chapter 10].
Assume that the Darboux coordinates in M are written (q, p) and take θ = pidq
i as the
symplectic potential. Let c be in some open set U ⊂ Rm and consider the fundamental cycles
γ1(c), . . . , γm(c) in Σc ∼= Tm, that is, cycles that form a basis of the first homology group
H1(Tm) ∼= Rm. Let λ = λ1 × . . .× λm : U → Rm where each λi is defined by the integral
λi(c) =
∮
λi(c)
j∗c (θ),
where we have written jc : Σc ↪→M for the inclusion of Σc. We assume that λ is a diffeomorphism
onto its image. Then, taking a smaller U we can assume λ(U) = Bm, obtaining a map λ ◦ F :
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F−1(U) → Bm which is half of the diffeomorphism ψ. We must now find a map Γ in F−1(U)
such that ψ = Γ× (λ ◦ F ), and so gives the angle coordinates.
We observe that j∗c (θ) is a closed one form in Σc, since the ZFi form a basis of the tangent
space of Σc and
d(j∗c (θ))(ZFi , ZFj ) = −j∗cω(ZFi , ZFj ) = −j∗c {Fi, Fj} = 0.
Because the dFi are independent, we have that det
∂Fi
∂pj
6= 0 and the equation F (q, p)−λ−1(I) = 0
for fixed I can be solved for p in a neighbourhood of q◦. We write p = p(q, I).
We define
S(q, I) =
∫ (q,p)
(q◦,p◦)
j∗λ−1(I)(θ)
where the integral is taken over any path in Σλ−1(I) joining (q◦, p◦) and (q, p). Since j∗λ−1(I)(θ)
is closed, Stokes’ theorem shows that the integral does not depend on the path, if (q, p) is
sufficiently close to (q◦, p◦). Globally the function does depend on the path of integration. We
now define Γ = Γ1 × . . .× Γm : F−1(U)→ Tm where
Γi(q, p) =
∂S(q, I)
∂Ii
∣∣
I=(λ◦F )(q,p)
are multivalued functions. The variation of Γi along the cycle γj(λ
−1(I)) is easily shown to be∮
γj(λ−1(I))
d(Γi ◦ jγ−1(I)) = δji
which means that the functions are well defined modulo 1 and determine angle coordinates in
Tm.
We finally define ψ = Γ× (λ ◦ F ) : F−1(U)→ Tm ×Bm. It can be shown that
∂S(q, I)
∂qi
= pi(q, I)
which, together with
∂S(q, I)
∂Ii
= Γi(q, p)
proves that S is the generating function of ψ : (q, p) 7→ (ϕ = Γ, I). Thus, the map ψ is symplectic
and consequently a local diffeomorphism. It can be shown that ψ is bijective, and thus gives
a global diffeomorphism. It is easy to see that the Hamiltonian is independent of the angle
coordinates, as
∂ψ∗(H)
∂ϕi
= dIi(ψ∗(ZH)) = d(λi ◦ F )(ZH) ◦ ψ−1 = (dλi ◦ TF )(ZH) ◦ ψ−1
but
TF (ZH) = (dF1(ZH), . . . , dFm(ZH)) = ({F1, H}, . . . , {Fm, H}) = 0.
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Chapter 5
A Generalized Geometric Setting for
Hamilton-Jacobi Theory
The classical Hamilton-Jacobi theory that we have reviewed in the previous chapter relies heavily
on the symplectic structure of the cotangent bundle. In this chapter, we are interested in one
particular aspect of the theory: the description of the dynamics of a system by means of the
dynamics in a lower dimensional manifold. We investigate the analogue to the Hamilton-Jacobi
equation for general dynamical systems, and study the role of the symplectic structure in the
general framework. We follow the articles [CGM+06] and [CGM+16].
5.1 Dynamical Systems and Slicing Vector Fields
We have several structures on the carrier manifolds of mechanical systems, such as vector bundles
and symplectic manifolds, which are crucial to define the dynamics. Nevertheless, the trajectories
of most of these systems are determined by a vector field, whose construction differs from one
formalism to the other. Forgetting about the structures present in these constructions, we are
left with a general situation. For the sake of generality, we make the following definition:
Definition 5.1.1. A dynamical system is a pair (P,Z) where P is a manifold and Z a vector
field on P .
The integral curves of Z in P are the trajectories of the dynamical system. It is clear
how the Lagrangian and Hamiltonian dynamical systems are particular cases of this definition.
Motivated by Jacobi’s method, we are interested in relating the dynamics of a system with the
dynamics of a smaller system. Let (P,Z) and (M,X) be dynamical systems and α : M → P a
differentiable map. We have the following result:
Proposition 5.1.2. The following are equivalent:
(i) For every integral curve ξ of X, γ = α ◦ ξ is an integral curve of Z.
(ii) The fields X and Z are α-related (X ∼
α
Z), i.e.,
Tα ◦X = Z ◦ α. (5.1)
Proof. Assuming (i), by hypothesis we have
Z ◦ α ◦ ξ = Z ◦ γ = γ′ = (α ◦ ξ)′ = Tα ◦ ξ′ = Tα ◦X ◦ ξ
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and since the integral curves of X are defined locally at every point in M , we get (ii).
Conversely, assuming (ii), we have
γ′ = (α ◦ ξ)′ = Tα ◦ ξ′ = Tα ◦X ◦ ξ = Z ◦ α ◦ ξ = Z ◦ γ
and the equivalence follows.
Clearly, condition X ∼
α
Z is equivalent to the commutativity of the diagram
TM
Tα //

TP

M
α //
X
HH
P
Z
VV
The trajectories starting at α(M) ⊂ P are found by solving a system of differential equations
in M , and lifting the solution to P via α. This way, (M,X) contains partial information about
the dynamics of (P,Z), and can be thought of as a “slice” of the original system. We turn this
terminology into a definition:
Definition 5.1.3. The triple (M,α,X) is a slicing of the dynamical system (P,Z) if it satisfies
the slicing equation 5.1.
Observe that, in some cases, the field X in the slicing equation is completely determined by
the map α, such as when α is an immersion (i.e. Tα injective) as can be readily seen from the
definition. In particular, if α is an embedding, then X = α∗(Z) is simply the pullback of Z by
α. In these cases, we might speak of (M,α) as the solution of the slicing equation.
If (M,α,X) is a solution of the slicing equation, we can construct other solutions by means
of diffeomorphisms ϕ : M → ϕ(M). Thus, ϕ produces the slicing (ϕ(M), ϕ∗(α), ϕ∗(X)), which
is equivalent to the original. In particular, when α is an embedding, α(M)
j
↪−→ P is a regular
submanifold and the slicing equation expresses the fact that Z is tangent to α(M)
Tα(M) 
 Tj //

TP

α(M) 
 j //
Z◦
II
P
Z
VV
where Z◦ is the restriction of Z to α(M).
Later, we will show that the slicing equation is actually a generalization of the Hamilton-
Jacobi equation, and we will investigate necessary conditions allowing to pass from one form of
the equation to the other. As in the classical Hamilton-Jacobi theory, in order to reproduce the
whole dynamics of (P,Z), we need a complete solution of the slicing equation. This amounts
to a family of vector fields Xc indexed by some parameter space A and satisfying the slicing
equation.
Definition 5.1.4. A complete slicing of (P,Z) is given by
(i) A surjective map α : M ×A→ P .
(ii) A vector field X : M ×A→ TM along the projection pr1 : M ×A→M .
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(iii) For each c ∈ A, the map αc ≡ α(·, c) : M → P and the vector field Xc ≡ X(·, c) : M → TM
constitute a slicing of Z:
TM ×A T1α //

TP

M ×A α //
X
II
P
Z
VV
In particular, the integral curves of Z constitute a slicing of the dynamics:
Example 5.1.5. Let α : I → P be an integral curve of Z. Then, the triple (I, α, ddt) is a slicing
of (P,Z), as can be seen from the definition of α′:
TI
Tα //

TP

I
α //
d
dt
HH
α′
<<
P
Z
VV
If z◦ ∈ P is a noncritical point of Z (i.e. Z(z◦) 6= 0, the zero vector in Tz◦P ), we can
construct a hypersurface A ⊂ P transversal to Z in a neighbourhood of z◦. Restricting the flow
of Z, F : I × P → P . to a smaller product I◦ × A◦ with A◦ ⊂ A, we get a diffeomorphism
F◦ : I◦ ×A◦ → P◦ with some neighbourhood P◦ of z◦.
By construction, ∂∂t ∼F◦ Z◦ where Z◦ is the restriction of Z to P◦, and thus F◦,
∂
∂t give a
complete slicing of (P◦, Z◦). This is the well known procedure to straighten out vector fields.
The previous example alerady gives a way to prove the existence of local complete slicings:
Theorem 5.1.6. Let (P,Z) be a dynamical system, and z◦ ∈ P a noncritical point of Z. Let
(M,α,X) be a solution of the slicing equation for Z, with z◦ = α(x◦), and such that α is an
immersion at x◦.
There exists an open neighbourhood M◦ of x◦, an open neighbourhood A◦ of 0 in Rk (where
k = dimP − dimM), and a diffeomorphism α : M◦ ×A◦ → P◦, with an open neighbourhood P◦
of z◦, such that α is a complete slicing for Z|P◦, and α(·, 0) = α|M◦.
Proof. Since every immersion is a local embedding, and the result is local, we can assume
that M is a regular submanifold of P and take α as the inclusion. Considering coordinates
(z1, . . . , zm, zm+1, . . . , zp) in P adapted to M , we can describe the submanifold as {zm+1 =
· · · = zp = 0}.
By hypothesis, Z is tangent to M , and straightening its restriction Z◦ in M , we can further
take the (z1, . . . , zm) such that Z = ∂
∂z1
. In a small product M◦ × A◦ we define in coordinates
the map α(x; s1, . . . , sk) = (z1(x), . . . , zm(x), s1, . . . , sk), which is a diffeomorphism between
a neighbourhood of (x◦, 0) and a neighbourhood P◦ of z◦ in P . Z is clearly tangent to the
submanifolds αs(M◦), and α is a complete slicing of (P◦, Z|P◦).
We can extend the notion of a conserved quantity by considering maps F : P → A between
manifolds instead of functions. Thus, F will be a (generalized) constant of motion if F ◦ γ is
constant for the trajectories γ of (P,Z). There is an obvious relationship between complete
slicings and constants of motion:
Proposition 5.1.7. Let (P,Z) be a dynamical system, α : M × A → P a diffeomorphism and
consider the natural projection pr2 : M × A → A. α is a complete slicing for Z if and only if
F = pr2 ◦ α−1 : P → A is a constant of motion for Z.
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Proof. It is clear.
The constants of motion in the proposition satisfy a strong regularity condition, as their
preimages are all diffeomorphic to M via αc : M → F−1(c) and together give a global diffeo-
morphism α : M × A → P . We have already encountered these type of constants throughout
the work.
Example 5.1.8. Consider the simple harmonic oscillator with phase space R2 and Hamiltonian
H = 12p
2 + 12q
2. The Hamiltonian field defining the dynamics is
ZH = p
∂
∂q
− q ∂
∂p
= − ∂
∂θ
,
whose integral curves are the equilibrium at the origin and concentric circumferences traversed
clockwise, where the second expression for the field is written in polar coordinates (r, θ). We
exclude the origin, so that phase space is now R2 \ {0}. The Hamiltonian is a constant of the
motion whose level sets are circumferences of different radii, H−1(E) = {p2 + q2 = 2E} ∼= S1.
Consider the diffeomorphism
α : S1 × R+ → R2 \ {0}, (u,E) 7→
√
2E u
where we see S1 as being embedded in R2. The αE = α(·, E) give the level sets of H. Taking
the natural coordinates θ mod 2pi in S1, we consider the field X = − ∂
∂θ
in S1, which gives a
complete slicing (S1, X = X × IdR+ , α).
5.2 Slicings of Hamiltonian Systems
The symplectic structure of phase space is ubiquitous in the classical Hamilton-Jacobi theory. In
this section we investigate the actual role of the symplectic structure, by considering the Hamil-
tonian problem in the general framework discussed above. In order to relate both approaches,
we will make use of the following lemma:
Lemma 5.2.1. Let (P, ω,H) be a Hamiltonian dynamical system. Let α : M → P be a map,
and X an arbitrary vector field on M . We have the relations:
t(Tα) ◦ ω[ ◦ Tα ◦X = iXα∗(ω),
t(Tα) ◦ ω[ ◦ Z ◦ α = dα∗(H).
Proof. Let z = α(x), v, w ∈ TxM . We have
〈[t(Tα) ◦ ω[ ◦ Tα](v), w〉 = 〈ω[ ◦ Tα(v),Tα(w)〉
= ω(Tα(v),Tα(w))
= α∗(ω)(v, w)
= 〈[α∗(ω)][(v), w〉
whence t(Tα) ◦ ω[ ◦ Tα = [α∗(ω)][, and the first equality follows.
Since ω[ ◦ Z = dH, we have t(Tα) ◦ ω[ ◦ Z ◦ α = t(Tα) ◦ dH ◦ α = α∗(dH) = dα∗(H), and
we have the second relation.
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Proposition 5.2.2. If (M,α,X) is a solution of the slicing equation for (P,Z), Tα◦X = Z ◦α,
then
iXα
∗(ω) = dα∗(H). (5.2)
Proof. Composing t(Tα) ◦ ω[ with the slicing equation, the proposition is a direct consequence
of 5.2.1.
The converse is not true, as t(Tα) is not invertible in general.
Example 5.2.3. Consider the simple harmonic oscillator as before, with H =
1
2
(p2 + q2),
ZH = p
∂
∂q
− q ∂
∂p
. Take α : I ⊂ R → R2 defined as α(t) = (r◦ cos (t), r◦ sin (t)) where r◦ is a
constant. The 2-form α∗(ω) is identically zero, since it lies in a space of dimension one. We also
have that the function α∗(H) =
1
2
r2◦ is a constant, whence iXα∗(ω) = dα∗(H) = 0 for every
field X on I. Let X =
d
dt
∈ X(I), then
Tα ◦X(t) = −r◦ sin(t) ∂
∂q
∣∣∣∣
α(t)
+ r◦ cos(t)
∂
∂p
∣∣∣∣
α(t)
Z ◦ α(t) = r◦ sin(t) ∂
∂q
∣∣∣∣
α(t)
− r◦ cos(t) ∂
∂p
∣∣∣∣
α(t)
and they do not coincide.
Condition 5.2 is already the Hamilton-Jacobi equation in 4.51. In the cotangent bundle, we
looked for α = dS such that d[dS∗(H))] = 0, and by the canonical symplectic structure we had
dS∗(ω) = −d[(dS)∗θ] = −d2S = 0.
Of course, we still need to revert the implication in order to recover the result in theorem
4.3.1. We show two ways to achieve this: by imposing an isotropy condition on the image of α,
and by considering an additional fiber bundle structure on the manifold P . We now study the
first condition; the second one will be treated on the next section.
In analogy with the classical Hamilton-Jacobi equation, an important class of solutions of
the slicing equation are those satisfying
α∗(ω) = 0. (5.3)
When the image α(M) is locally a submanifold of P , for instance if α is a map of constant
rank, the condition means that α(M) ⊂ P is an isotropic submanifold with respect to the
symplectic form ω. Indeed, the vectors in Tα(M) are of the form Tα · v for v ∈ TM , whence
ω(Tα · v,Tα · v) = α∗(ω)(v, w) = 0 and Tα(M) ⊂ [Tα(M)]⊥. The converse is also true. Thus,
we refer to 5.3 as the isotropy condition.
When α is an immersion, dimα(M) = dimM and recalling 2.1.20(ii), we must have 2 dimM ≤
dimP as a necessary condition. Although the isotropy condition simplifies 5.2, we cannot revert
the implication yet: we will need an extra assumption.
If E is a vector space and F ⊂ E a subspace, we write F ◦ ⊂ E∗ for the annihilator of F , that
is, the subspace F ◦ = {φ ∈ E∗|φ(v) = 0 ∀v ∈ F}. We globalize the definition for submanifolds
M ⊂ N by letting [TM ]◦ = ∪
x∈M
[TxM ]
◦ ⊂ ∪
x∈M
T∗xP .
For the sake of clarity, it is convenient to consider product bundles of the form
M ×α E = {(x, v) ∈M × E| α(x) = pi(v)}, pr1 : M ×α E →M
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where pi : E → P is a bundle over P . M ×α E is known as the pullback of E by f . When α is
an embedding, we understand M ×α E as the restriction of E to the submanifold α(M).
Lemma 5.2.4. If α is an embedding, then ker t(Tα) = [M ×α Tα(M)]◦.
Proof. We note that t(Tα) : M ×α T∗P → T∗M . Let φ ∈ ker t(Tα). By nondegeneracy, there
exists a unique v = ω] ◦ φ ∈M ×α TP such that φ = ω[ ◦ v, and letting w ∈ TM we have
0 = 〈t(Tα) ◦ ω[ ◦ v, w〉 = 〈ω[ ◦ v,Tα(w)〉 = ω(v,Tα(w))
and φ ∈ [M ×α Tα(M)]◦. The converse is trivial.
Theorem 5.2.5. Let (P, ω,H) be a Hamiltonian dynamical system, with Hamiltonian vector
field Z = ZH , and let α : M → P be an embedding.
(i) If α is a solution of the slicing equation 5.1 and satisfies the isotropy condition 5.3, then
dα∗(H) = 0. (5.4)
(ii) Conversely, if α satisfies this equation and the Lagrangianity condition (i.e. the isotropy
condition and dimP = 2 dimM , see 2.1.21) then it is a solution of the slicing equation.
Proof. We have already proved (i).
For (ii), if α∗(dH) = t(Tα)◦dH ◦α = 0 then dH ◦α takes values in ker t(Tα), which is equal
to [M ×α Tα(M)]◦ by the previous lemma. The Lagrangianity condition implies [Tα(M)]◦ =
ω[[Tα(M)] (2.1.21), and there exists Z◦ ∈ Tα(M) ⊂ TP such that dH ◦ α = ω[ ◦ Z◦ ◦ α. The
unique field with this property is the Hamiltonian field Z, and it follows that Z = Z◦ in α(M).
In particular, Z is tangent to α(M), and the tangency is equivalent to (M,α) being a solution
of the slicing equation.
The embeddings α satisfying the Lagrangianity condition which are solutions of the slicing
equation will be called Lagrangian slicings. The isotropy condition is not sufficient for the
equivalence:
Example 5.2.6. Consider the free particle with two degrees of freedom H =
1
2
p21 +
1
2
p22, and
let α : I → T∗Q ≡ R4 be defined in some real interval as t 7→ (0, 0, cos (t), sin (t)), where the
expression is in the natural coordinates in T∗Q, as usual. Let X =
d
dt
∈ X(I), then
Tα ◦X = − sin (t) ∂
∂p1
∣∣∣∣
α(t)
+ cos (t)
∂
∂p2
∣∣∣∣
α(t)
ZH ◦ α = cos (t) ∂
∂q1
∣∣∣∣
α(t)
+ sin (t)
∂
∂q2
∣∣∣∣
α(t)
so ZH ◦ α 6= Tα ◦X but d[α∗(H)] = 0 and α∗(ω) = 0.
One way to produce Lagrangian submanifolds invariant by the dynamics ZH is with a suf-
ficient number of special constants of the motion. Let F : P → Rk be a submersion. It is easy
to show that the level sets Pc = F
−1(c) are coisotropic submanifolds if and only if the functions
Fi = pri ◦ F are in involution. Thus,
1
2
dimP linearly independent constants of the motion in
involution give Lagrangian submanifolds Pc with ZH tangent to them. In the context of canon-
ical transformations, the arbitrary parameters in a complete solution of the Hamilton-Jacobi
equation already satisfy these properties.
We have an analogue to the local existence theorem 5.1.6 with the Lagrangian condition.
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Theorem 5.2.7. Let (P, ω,H) be a Hamiltonian system and z◦ ∈ P a noncritical point of H
(i.e. dH(z◦) 6= 0). There exists a Lagrangian slicing of Z = ZH passing through z◦, which is
contained in a local complete Lagrangian slicing.
Proof. By a generalization of Darboux’s theorem, the Jacobi-Liouville theorem (see [AM78,
example 4.3.4(i)]), H can be included in a set of local symplectic coordinates (q1, . . . , qm, H =
p1, . . . , pm) centered at z◦. But then Z = ∂/∂q1 is tangent to the Lagrangian submanifolds
defined by p1 = c1, . . . , pm = cm, which constitute the complete slicing.
5.3 Slicings of Fiber Bundles
We now consider the situation where the dynamical system (P,Z) is fibered over M . More
precisely, we let pi : P → M be a fiber bundle, which can be included in the diagram of the
slicing equation as
TM
Tα
//

TP

Tpiss
M
α //
X
HH
P
pi
jj
Z
VV
With this structure, it becomes natural to look for solutions of the slicing equation that are
also sections of the projection pi. That is, we consider α : M → P such that pi ◦ α = IdM .
This relation implies that α is injective, and taking the tangent maps we see that it is also an
immersion.
The section α determines the partial dynamics completely. If X satisfies the slicing equation
Tα ◦X = Z ◦ α, composing with Tpi from the left we have
Tpi ◦ Tα ◦X = T(pi ◦ α) ◦X = IdM ◦X = X
and we have an explicit expression for the field
X = Tpi ◦ Z ◦ α. (5.5)
Rewriting 5.1 in this connection, we have
Proposition 5.3.1. A section α of pi : P →M is a solution of the slicing equation if and only
if
T(α ◦ pi) ◦ Z ◦ α = Z ◦ α. (5.6)
In other words, T(α ◦ pi) ◦ Z agrees with Z on α(M).
Consider α a section of pi. If z = α(x) ∈ P , then Tz(α◦pi) : TzP → TzP is an endomorphism
such that
Tz(α ◦ pi) ◦ Tz(α ◦ pi) = Txα ◦ Tx(pi ◦ α) ◦ Tzpi = Tz(α ◦ pi),
a projector in TzP .
By injectivity of α, we have
ker Tz(α ◦ pi) = ker Tzpi = VzP
where VzP are the vertical vectors in TzP . Also, by surjectivity of pi,
Im Tz(α ◦ pi) = Tzα(M).
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For a projector, we have the decomposition TzP = Im Tz(α ◦ pi)⊕ ker Tz(α ◦ pi), and hence
Tα(x)P = Vα(x)P ⊕ Tα(x)α(M). (5.7)
If we have a family αc of nonoverlapping sections covering P , which are described by a
diffeomorphism α : M×A→ P with αc = α(·, c) as before, then α defines a horizontal subbundle
of TP . With this we mean a subbundle H ⊂ TP which is complementary to V P ⊂ TP .
H is an integrable subbundle whose integral manifolds are given by the embeddings αc.
Conversely, it can be shown that the integral manifolds of an integrable horizontal subbundle
are locally the images of sections of the bundle. For α to be a complete solution, Z should also
be tangent to the submanifolds αc(M). Thus, complete slicings for sections are equivalent to
integrable horizontal subbundles such that Z is a section of the subbundle.
Finally, we can consider both the symplectic and fibered structure in the same dynamical
system. Let (P, ω,H) be a Hamiltonian system that is also a fiber bundle pi : P →M . We look
for sections α of pi that are solutions of the slicing equation for Z = ZH , and thus X = Tpi◦Z ◦α.
Recall that 5.2 cannot be inverted, since t(Tα) is not injective in general. But we know from
5.2.4 that ker t(Tα) = [M ×α Tα(M)]◦. Since pi ◦ α = IdM ,
Tpi(Tα ◦X − Z ◦ α) = T(pi ◦ α) ◦ (Tpi ◦ Z ◦ α)− Tpi ◦ Z ◦ α = 0
and the field Tα ◦ X − Z ◦ α takes values in V P . Consequently, in order to revert the direct
implication we only need to impose injectivity of t(Tα) ◦ ω[ in the subbundle M ×α V P . This
is of course equivalent to the condition
ω[(M ×α V P ) ∩ [M ×α Tα(M)]◦ = {0}. (5.8)
We recall that the the tangent spaces of the fibers Pc of pi are given by ker Tpi = V P , the
vertical vectors. If the fibers are isotropic submanifolds, by definition we have VzP ⊂ (VzP )⊥,
which is equivalent to ω[(VzP ) ⊂ (VzP )◦.
We also know that TzP = Tzα(M)⊕VzP for z = α(x), and every vector u ∈ TzP is written
uniquely as u = v + w, where v ∈ Tzα(M) and w ∈ VzP . If we take φ ∈ [Tzα(M)]◦ ∩ (VzP )◦,
then φ(u) = φ(v) + φ(w) = 0 by hypothesis, whence φ = 0 and thus
ω[(VzP ) ∩ (Tzα(M))◦ ⊂ (VzP )◦ ∩ (Tzα(M))◦ = {0}
which gives 5.8. These observations lead to the following result:
Proposition 5.3.2. If α is a section of pi and the fibers are isotropic, then
ω[(M ×α V P ) ∩ [M ×α Tα(M)]◦ = {0}.
As a consequence, we get:
Theorem 5.3.3. Let (P, ω,H) be a Hamiltonian dynamical system on a bundle pi : P → M .
Let α : M → P be a section of pi, and define X = Tpi ◦ Z ◦ α.
If the fibers of pi are isotropic, then α is a solution of the slicing equation if and only if
iXα
∗(ω) = dα∗(H).
Proof. By the isotropy condition, t(Tα)◦ω[ is injective when applied to vertical vectors. There-
fore Tα ◦X − Z ◦ α = 0 (which is vertical) if and only if iXα∗(ω)− dα∗(H) = 0.
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Combining theorems 5.2.5 and 5.3.3, we get the following corollary:
Corollary 5.3.4. Let (P, ω,H) be a Hamiltonian dynamical system fibered over M , with isotropic
fibers. Let α : M → P be a section with isotropic image. α is a solution of the slicing equation
if and only if
dα∗(H) = 0.
Proof. Since sections are immersions, we have that α is a local embedding.
By isotropy of α(M), we have dimP ≤ 2 dimM . Now, since dimP = dim ker Tpi +
dim Im Tpi = dim ker Tpi+dim(ker Tpi)⊥ we have dim Im Tpi = dim(ker Tpi)⊥ and by isotropy of
V P = ker Tpi we deduce dimP ≤ 2 dim Im Tpi = 2 dimM . Thus, α(M) is locally a Lagrangian
embedding.
The equivalence is then clear by 5.2.5.
The isotropy of the fibers in the theorem is necessary:
Example 5.3.5. In the free particle with two degrees of freedom, consider the map pi : T∗Q ≡
R4 → R defined as (q1, q2, p1, p2) 7→ q1, which gives a fibered structure to R4. Consider the local
section α : (−1, 1) ⊂ R → R4, t 7→ (t, t, t,√1− t2) and define X = Tpi ◦ ZH ◦ α = t ∂
∂t
. While
the relation iXα
∗(ω) = d[α∗(H)] holds, we have
Tα ◦X(t) = t ∂
∂q1
∣∣∣∣
α(t)
+ t
∂
∂q2
∣∣∣∣
α(t)
+ t
∂
∂p1
∣∣∣∣
α(t)
− t√
1− t2
∂
∂p2
∣∣∣∣
α(t)
Z ◦ α(t) = t ∂
∂q1
∣∣∣∣
α(t)
+
√
1− t2 ∂
∂q2
∣∣∣∣
α(t)
and α is not a solution of the slicing equation.
With the development in these last sections, we can finally recover the classical result of
Hamilton-Jacobi theory. Let Q be a configuration manifold and consider the cotangent bundle
T∗Q with the canonical symplectic structure ω = −dθ, where θ is the canonical 1-form. Consider
the Hamiltonian system (T∗Q,ω,H) with its vector bundle structure piQ : T∗Q→ Q.
If we look for sections of piQ, i.e. differential 1-forms α : Q → T∗Q, satisfying the slicing
equation, the field carrying the partial dynamics of the system isX = TpiQ◦ZH◦α. In the natural
coordinates, it is written X =
∂H
∂pi
∂
∂qi
◦α, or equivalently X = FH ◦α, where FH : T∗Q→ TQ
is the fiber derivative of the Hamiltonian.
The fibers of T∗Q, i.e. the cotangent spaces T∗qQ, are isotropic submanifolds of T
∗Q, as
j∗q (ω) = 0 for the inclusion jq : T
∗
q ↪→ T∗Q. If we further assume that the image α(Q) is an
isotropic submanifold, then α∗(ω) = 0 and we can apply corollary 5.3.4. But by proposition
2.2.3 0 = α∗(ω) = −dα∗(θ) = −dα and α must be closed. Applying the Poincare´ lemma, α is
locally exact, and we can write α = dS for some function S : Q→ R defined locally. Under these
hypotheses, by 5.3.4 we find that the slicing equation is equivalent to d[dS∗(H)] = 0, which is
the same as
H ◦ dS = E
for some constant E. This is precisely the classical Hamilton-Jacobi equation.
We now look back at some classical problems from our new point of view.
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Example 5.3.6. In the simple harmonic oscillator with two degrees of freedom, the movement
is restricted to level surfaces of the Hamiltonian H =
1
2
([q1]2 + [p1]
2 + [q2]2 + [p2]
2), which are
diffeomorphic to S3. For the time being, let us identify S3 with the complex numbers (z, w) ∈ C2
such that |z|2 + |w|2 = 1, via the map (q1, q2, p1, p2) 7→ (q1 + ip1, q2 + ip2). Consider the 2-sphere
S2 as a subset of C× R defined by the pairs (z, x) ∈ C× R such that |z|2 + x2 = 1.
Let f˜ : C2 → C×R be a map with f˜(z, w) = (2z ·w, |z|2−|w|2). With the standard norms in
C2 ∼= R4 and C×R ∼= R3, we have |f˜(z, w)|2 = (|z|2 + |w|2)2 = |(z, w)|4 and the map restricts to
f : S3 → S2, which is surjective. If (z1, w1), (z2, w2) ∈ S3 are such that f(z1, w1) = f(z2, w2), it is
easy to show that (z2, w2) = (z1 ·u,w1 ·u) for some u ∈ S2 ⊂ C. Thus, given p ∈ S2, the preimage
f−1(p) is diffeomorphic to S1. Moreover, letting U = S2 \ {(0, 0, 1)}, V = S2 \ {(0, 0,−1)} we
have the coverings
g : f−1(U)→ S1 × U, (z, w) 7→ (w/|w|, f(z, w))
h : f−1(V )→ S1 × V, (z, w) 7→ (z/|z|, f(z, w))
with inverses
g−1 : S1 × U → f−1(U), (u, (c, x)) 7→
(
c · u√
2(1− x) ,
√
1− x
2
u
)
h−1 : S1 × V → f−1(V ), (u, (c, x)) 7→
(√
1 + x
2
u,
c · u√
2(1 + x)
)
whence it follows that f : S3 → S2 gives S3 a fibered structure with fibers diffeomorphic to S1.
f is known as the Hopf fibration.
Fixing E ∈ R+, the injection
jE : S3 → R4, v 7→
√
2Ev
identifying S3 with the 3-sphere of radius
√
2E in R4 gives a slicing of (R4, ZH) with the vector
field Y = ZH |S3 ∈ X(S3), the restriction of ZH to the sphere of radius 1.
The Hopf fibration is important for this particular problem, since it is a constant of motion of
the system (S3, Y ), as is readily checked. Moreover, taking θ mod 2pi as the natural coordinates
in S1, we observe that the field X =
∂
∂θ
is a slicing of (S3, Y ), via the maps g−1, h−1. We thus
obtain local complete solutions of the slicing problem for Y and Z,
TS1 × U

T1f−1 // TS3

S1 × U
X
II
f−1
// S3
Y
UU TS3 × R+

T1j // TR4

S3 × R+
Y
II
j
// R4
Z
UU
which in turn produce a local complete solution of the original slicing problem by composing
the maps
TS1 × U × R+

T1j◦T1f−1 // TR4

S1 × U × R+
X
II
j◦f−1
// R4
Z
UU .
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Example 5.3.7. In the two body problem, we first decouple the dynamics of the system using
the center of mass and the relative coordinates, so that the slicing problem in T∗Q ∼= R6 × R6
is reduced to two smaller slicing problems, one of which (corresponding to the center of mass)
is trivially integrated. For the other subsystem (corresponding to the relative coordinates),
which is diffeomorphic to R6, we can reduce the dimension by constructing spherical coordinates
around the direction of the angular momentum. The motion takes place in the submanifold
Π = {θ = pi/2, pθ = 0} ⊂ R6 of dimension 4. The problem is finally brought to its simplest form
by using conservation of the functions H and pφ = `. The situation can be summed up in the
following diagrams:
T(R2 \ {0})

TαE,` // TR4

R2 \ {0}
X
JJ
αE,`
// R4
Y
UU TR4

Tβ // TR6

R4
Y
II
β
// R6
Z
UU
where the maps in spherical coordinates are written α(r, φ) = (r, φ,±
√
2(E − kr )−
p2`
r2
, `) and
β(r, φ, pr, pφ) = (r, pi/2, φ, pr, 0, pφ), while the vector fields are X = ±
√
2(E − kr )−
p2φ
r2
∂
∂r +
pφ
r2
∂
∂φ
and Y is the restriction of ZH to Π.
The previous examples suggest that, in practice, one must reduce the problem by successively
applying the slicing equation. Consecutive slicings give rise to less complex systems, which are
easier to solve. The general scheme can be summed up in the following commutative diagrams
TM
Tα //

TN

M
X
HH
α
// N
Y
VV TN
Tβ //

TP

N
Y
HH
β
// P
Z
VV
where (N,Y ) is a slicing of (P,Z), and (M,X) is a slicing of (N,Y ). Composing the maps in
the diagrams, we obtain a new slicing of (P,Z)
TM
T(β◦α) //

TP

M
X
HH
β◦α
// P
Z
VV
If the previous slicings are complete, i.e. if we have local diffeomorphisms α, β with
TM ×A T1α //

TN

M ×A
X
HH
α
// N
Y
VV TN ×B
Tβ //

TP

N ×B
Y
HH
β
// P
Z
VV
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then we also have the complete slicing
TM ×A×B T1β◦(T1α×IdB) //

TP

M ×A×B
X×IdB
II
β◦(α×IdB)
// P
Z
VV
for the dynamics of (P,Z).
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Conclusions
In this work, we have elaborated the necessary theory for a rigorous mathematical formulation of
analytical mechanics, writing its fundamental objects and relations in the language of differential
geometry. As a particular aspect of the general theory, we have studied the Hamilton-Jacobi
equation from the classical point of view, obtaining the equation in different situations, ex-
plaining ways to solve it and stating the relationship between the equations of motion and the
PDE. Furthermore, we have investigated this association from a new perspective, starting from
a slicing of the dynamics of a general dynamical system and studying the PDEs arising from
the additional structures on the carrier manifold. More precisely, we have found the analogues
to the Hamilton-Jacobi equation for Hamiltonian systems and fibered manifolds, recovering the
classical Hamilton-Jacobi theory as a particular case. We have successfully applied the theory to
the classical two body problem and the simple two dimensional harmonic oscillator, showing the
importance of consecutive applications of the slicing equation in the problem of the integration
of the motion of a system.
Future work
The next step should be to produce further examples where the theory can be effectively applied.
These should show whether there are additional features of the framework left to consider. In
particular, the new thoughts on the consecutive application of the slicing equation should be
reflected upon and expanded.
It would also be interesting to study the generalized Hamilton-Jacobi equation in the context
of mechanical systems with symmetry, where it is possible to find invariant submanifolds of the
dynamics in other ways.
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