The real nonnegative inverse eigenvalue problem (RNIEP) asks for necessary and su cient conditions in order that a list of real numbers be the spectrum of a nonnegative real matrix. A number of su cient conditions for the existence of such a matrix are known. The authors gave in [11] a map of su cient conditions establishing inclusion relations or independency relations between them. Since then new su cient conditions for the RNIEP have appeared. In this paper we complete and update the map given in [11] .
Introduction
The real nonnegative inverse eigenvalue problem (hereafter RNIEP) is the problem of characterizing all possible real spectra of entrywise nonnegative matrices. This problem remains unsolved. A complete solution is known only for spectra of size n ≤ .
A number of realizability criteria or su cient conditions for the existence of a nonnegative matrix with a given real spectrum have been obtained, from di erent points of view. In [11] the authors construct a map of su cient conditions for the RNIEP, in which they show inclusion or independency relations between these conditions. However, a pair of questions were left unsolved and the answers are now known: Soto 2 criterion implies Perfect + criterion and the inclusion of Perfect + criterion in Soto-Rojo criterion is strict.
Since 2007 new su cient conditions for the RNIEP have appeared, [3, 14] . In this paper we discuss new relations of inclusion or independency between these new su cient conditions and the previous ones studied in [11] .
The paper is organized as follows: Section 2 contains the list of all su cient conditions that we shall consider, in chronological order, and some technical results that we will use in the next section. Section 3 completes and updates the map given in [11] for the RNIEP.
Su cient conditions for the RNIEP
In this paper, by a list we understand a collection Λ = {λ , . . . , λn} of real numbers with possible repetitions. By a partition of a list Λ we mean a family of sublists of Λ whose disjoint union is Λ. As is commonly accepted, we understand that a summatory is equal to zero when the index set of the summatory is empty.
We will say that a list Λ is (symmetrically) realizable if it is the spectrum of an entrywise (symmetric) nonnegative matrix A. In this case A is said to be a realizing matrix.
The RNIEP has an obvious solution when only nonnegative real numbers are considered, so the interest of the problem is when there is at least one negative number in the list.
In what follows we list the su cient conditions, or realizability criteria, that we are going to consider, in chronological order. The rst result in this area was announced by Suleǐmanova in 1949 and proved by Perfect in 1953. Theorem 1. (Perfect 2 [12] , 1955) Let {λ , λ , . . . , λr}, with λ ≥ |λ i | for i = , . . . , r, be realizable by a matrix with diagonal elements ω , ω , . . . , ωr and let Λ = {λ , λ , . . . , λr , λ r+ , . . . , λn} with −λ ≤ λ i ≤ for i = r + , . . . , n. If there exists a partition {λ , . . . , λ t } ∪ {λ , . . . , λ t } ∪ · · · ∪ {λ r , . . . , λ rtr } (some or all of the lists may be empty) of {λ r+ , . . . λn} such that
then Λ is realizable.
Although Perfect gives the previous theorem for stochastic matrices, the normal form of a stochastic matrix allows us to give the theorem for the nonnegative case. Note that originally the w i 's are diagonal elements of a stochastic matrix. In fact, the realizing matrix with diagonal elements ω , ω , . . . , ωr can be taken with all its row sums equal to λ (see Lemma 2) . When in the previous theorem the elements of the list {λ , λ , . . . , λr} are all nonnegative there always exists a realization of this list. We will call this condition Perfect 2 + , i.e. Theorem 1 when λ i ≥ for i = , , . . . , r. (See [12, Theorem 3])
The previous theorem has a constructive proof, in the sense that it allows us to construct a realizing matrix. Brauer's theorem [4] , which allows only one eigenvalue of a complex matrix to be modi ed without changing the others, plays a fundamental role in this construction. Theorem 2. (Brauer [4] , 1952) Let A be a complex matrix with spectrum {λ , . . . , λn}. Let k ∈ { , . . . , n}, x = (x , . . . , xn) t be an eigenvector associated to λ k and q any n-dimensional vector. Then the matrix A + xq t has spectrum {λ , . . . , λ k− , λ k + x t q, λ k+ , . . . , λn}.
In order to make use of Theorem 1, Perfect [12] gives su cient conditions under which λ , λ , . . . , λr and ω , ω , . . . , ωr are the eigenvalues and the diagonal elements, respectively, of a nonnegative matrix. Lemma 1. Let Λ = {λ , . . . , λr}, with λ ≥ |λ| for λ ∈ Λ, be realizable. The real numbers ω , . . . , ωr are the diagonal elements of a nonnegative matrix with spectrum Λ if i)
≤ ω i ≤ λ , for i = , . . . , r; ii) ω + · · · + ωr = λ + · · · + λr; iii) ω i ≥ λ i and ω ≥ λ i , for i = , . . . , r.
For r = and r = Perfect [12] gives necessary and su cient conditions. The following lemma recalls the result described in the introduction of [7] about the equivalence of the row stochastic and the nonnegative eigenvalue problems. We include the proof of this result here to show that the diagonal elements are preserved. This lemma will be required for Section 3 (theorems 9 and 10).
Lemma 2. Every nonnegative matrix A with spectral radius ρ is cospectral with a nonnegative matrix B preserving the diagonal elements of A and all its row sums equal to ρ. Furthermore, if A has a positive eigenvector associated to ρ, then B is similar to A.
Proof. Let A = (a ij ) be a nonnegative matrix with a positive eigenvector x = (x , . . . , xn) t associated to ρ and let D be the diagonal matrix whose (i, i) element is x i . Then the matrix
is nonnegative, is similar to A and has the same diagonal elements as A. The matrix B has all its row sums equal to ρ because e = ( , . . . , ) t is an eigenvector of B associated to ρ:
Now let A = (a ij ) be an arbitrary nonnegative matrix, then A is permutationally similar to
with A ii irreducible or 1-by-1 and zero, for i = , . . . , k. Let ρ i be the spectral radius of A ii . Any irreducible matrix has a positive eigenvector associated to its spectral radius. Let B ii be the nonnegative matrix obtained before similar to A ii which preserves the diagonal elements of A ii and all its row sums equal to ρ i if A ii is irreducible and 0 otherwise. Reindexing the matrices {B ii } k i= , if necessary, we can suppose ρ = ρ . Let B i be the matrix with the same number of columns as B and the same number of rows as B ii , for i = , . . . , k, with all the elements of the rst column equal to the nonnegative number ρ − ρ i and the other columns equal to zero. Then the matrix
satis es the lemma.
and λ + i∈K
satis es the Kellogg condition, then Λ is realizable.
Let K be a realizability criterion. If a list of real numbers satis es K we say that the list is K realizable. We denote the set of K realizable lists as
In this paper K will be the surname of an author(s). For example, a list satisfying Theorem 4 will be said Borobia realizable.
Theorem 5. (Soto 2 [13] , 2003) Let Λ be a list that admits a partition
then Λ is realizable. In [3] the authors de ne a special kind of realizability which is closely related to the idea of "negativity compensation". This criterion is based on the following three results: The previous theorem, in [3] , is given as the concept of C-realizability. As we will see later, Rule 1 can be relaxed to: -Rule 1* : Rule 1 except the case {λ + ϵ, λ − ϵ, λ , . . . , λn} with λ > and λ − ϵ < . We de ne the game criterion as the variation of Theorem 7 obtained by changing Rule 1 to Rule 1*. The Crealizability criterion was originally introduced in terms of a game with tokens to put inside of an empty deposit. This rule has been slightly modi ed here, because the compensation is used for λ ≤ , see comments after Theorem 1.1 in [3] .
Let K be a realizability criterion. Following the de nitions in [2, Section 4] we de ne the K negativity of a list Λ = {λ , λ , . . . , λn} of real numbers, with λ ≥ λ j for j = , . . . , n, as:
. . , λn} is K realizable} otherwise and when Λ is K realizable we de ne the K realizability margin of Λ as the number:
. . , λn} is K realizable and λ − ϵ ≥ |λ j | for j = , . . . , n .
Note that the K negativity of a list measures, in a certain sense, how far the list is from being K realizable. A similar interpretation can be given for the concept of K realizability margin of a K realizable list. For properties, closed expressions or bounds of these concepts see [10] . 
If λ ≥ γ +
then Λ is (simmetrically) realizable.
Updating the inclusion relations for the RNIEP
In this section we update the nonnegative map given in [11] for the RNIEP:
-Perfect 2 + does not imply Soto 2 and the dotted line on the map expresses that we did not know if Soto 2 implies (or not) Perfect 2 + . Now we know that Soto 2 implies Perfect 2 + . -Soto-Rojo contains all the realizability criteria in the previous map, and now we know that the inclusion of Perfect 2 + , for r ≥ , in Soto-Rojo, for s ≥ , is strict (see Theorem 10) . Note that we exclude Perfect 2 + for r = because it is Suleǐmanova, and we exclude Soto-Rojo for s = because, as was commented before, this trivially includes any su cient condition. Therefore, to update the inclusion relations for the RNIEP, we need to place the game and Soto p su cient conditions in the map. In [3] , the authors prove that the realizability criteria Kellogg, Borobia and Soto 2 imply the C-realizability criterion and, moreover, that the inclusions are strict. Going through the proofs in [3] , it is easy to see that the authors prove that Kellogg, Borobia and Soto 2 imply the game criterion (theorems 3.2, 3.5 and 3.7). This is due to the fact that any time Rule 1 appears, it is used as Rule 1*.
The same argument used in [3] , to prove that Soto 2 implies game, can be used to prove that Soto p, with p ≥ , also implies game. Theorem 9. Game implies Perfect 2 + and the inclusion is strict.
Proof. We will prove that Rule 1*, Rule 2 and Rule 3 are closed under Perfect 2 + criterion. It is clear that Rule 3 preserves Perfect 2 + : the union of two Perfect 2 + realizable spectra is a Perfect 2 + realizable spectrum. Let us see that rules 2 and 1* also preserve this su cient condition. Let Case λ ≠ λ . Let x = (x , x , . . . , xr) t be an eigenvector of A associated to λ and let jmax and j min be the smallest indices with
x jmax = max{x , x , . . . , xr} = a and x j min = min{x , x , . . . , xr} = b , respectively. Note that a > b, because if they were equal then x = ae would be an eigenvector associated to the two di erent eigenvalues λ and λ of A. Without loss of generality we can assume jmax < j min . Let q = (q , q , . . . , qr) t and p = (p , p , . . . , pr) t be de ned by
Observe that the matrix Aε = A + xp t + eq t
column jmax column j min is nonnegative with diagonal elements ω , ω , . . . , ω jmax− , ω jmax + ε, ω jmax+ , . . . , ω j min − , ω j min + ε, ω j min + , . . . , ωr and all its row sums equal to λ + ε. The application of Brauer's theorem twice guarantees that the spectrum of Aε is {λ + e t q, λ + x t p, λ , . . . , λr} = {λ + ε, λ + ε, λ , . . . , λr}:
First, the spectrum of 
with λ eigenvalue of B and λ eigenvalue of some B ii with i ≥ . Therefore, there exists an eigenvector x of A associated to λ = λ linearly independent of e. Now we can apply the same argument and construction as in the case λ ≠ λ . e) Λε = {λ + ε, λ , . . . , λr , λ r+ − ε, λ r+ , . . . , λn} is Perfect 2 + realizable.
Let k ∈ { , , . . . , r} such that λ r+ ∈ {λ k , . . . , λ kt k } and let q be the vector with ε in the position k + and the rest zeros. The matrix
is nonnegative with diagonal elements ω , ω , . . . , ω k− , ω k + ε, ω k+ , . . . , ωr and all its row sums equal to λ + ε. Brauer's theorem guarantees that the spectrum of Aε is {λ + e t q, λ , . . . , λr} = {λ + ε, λ , . . . , λr}.
Hence Λε satis es Perfect 2 + with Aε and the "same" partition of {λ r+ − ε, λ r+ , . . . λn} as Λ. f) Λε = {λ + ε, λ − ε, λ , . . . , λr , λ r+ , . . . , λn}, with λ − ε ≥ , is Perfect 2 + realizable.
Let x = (x , x , . . . , xr) t be an eigenvector of A associated to λ linearly independent of e. The existence of this eigenvector was proved above. Let jmax , j min , a and b be as before. Now let q and p be de ned by
Note that the matrix Aε = A + eq t + xp t Remark 1. Note that the list { , , , , − , − , − , − , − , − } given in the previous proof is not Perfect 2 + but it satis es Perfect 2, that is Theorem 1.
Recently, Ellard-Šmigoc [5] , via a recursive approach to symmetric realizations, have established the equivalence of several of the most general su cient conditions for symmetric realization. In particular, they prove the equivalence C-realizability ⇐⇒ p≥ Soto p .
As a consequence we have that game and C-realizability are also equivalent, since 
