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ENERGY BOUND FOR
KAPUSTIN-WITTEN SOLUTIONS ON S3 × R+
NAICHUNG CONAN LEUNG ∗, RYOSUKE TAKAHASHI †
Abstract. We show that for solutions of Kapustin-Witten equation with
Nahm pole boundary condition on S3 × R+, there exists a universal constant
bound on its Yang-Mills energy ‖FA‖L2 .
1. Introduction
Let M = S3×R+ be the Riemannian manifold with the standard metric, P be a
SU(2)-principal bundle. For any (A, φ) ∈ Conn(P )× Ω1(M ; su(2)), the Kapustin-
Witten equation [6] is written as follows
FA − φ ∧ φ = ∗dAφ;(1.1)
dA ∗ φ = 0.
For this elliptic PDE, because M is noncompact, a suitable boundary condition is
needed to study its solution space. In [6], [7], Mazzeo and Witten considered the
asymptotic boundary condition associated with a knot (or link) K ⊂ S3 × {0}.
1 This condition requires solutions asymptotic to Nahm pole solution near any
boundary point (p, 0) ∈ (S3 − K) × {0} and asymptotic to Nahm pole singular
solution near (p, 0) ∈ K ×{0}. These two model solutions will also be described in
Section 2.1. We use the notation (NP )K to denote this boundary condition.
Let y be the variable on R+. Besides the boundary condition defined on y = 0,
an asymptotic boundary condition is also required as y goes to infinity. One rea-
sonable condition given by Mazzeo and Witten [6] assumes the deviation of (A, φ)
from the Nahm pole solution is of order 1
y
as well as FA and |∇Aφ| are of the order
1
y2
.2
Another reasonable condition is developed by works of Taubes and He. In [8],
Taubes considered PSL(2;C)-connections A = A + iφ with (A, φ) satisfies KW
equation. Under this setting, a complexified curvature can be defined as
FA = FA − φ2 + idAφ.
So we call (A, φ) a PSL(2;C) flat connection if FA = 0. In [4], S. He proved that for
any solution to (1.1) which converges to a flat PSL(2;C)-connection in C2-sense
1To be more precise, they studied the local models defined on R3 × R+, which can be also
regarded as the local model for Y × R+ for any 3-manifold Y .
2In their case defined on R3×R+, the asymptotic behavior as x goes to infinity is also needed.
So the condition they assumed is that the deviation of (A, φ) from the Nahm pole solution is of
order 1
r
as well as FA and |∇Aφ| are of the order
1
r2
, where r =
√
|x|2 + y2
1
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will decay exponentially as y goes to infinity. Therefore, this condition is an al-
ternative one for replacing the condition provided by Mazzeo and Witten. In this
paper, we use this as our asymptotic boundary condition as y goes to infinity. i.e.
(A, φ) converges to the PSL(2;C) flat connection in C2-sense.3
Under this setting, for any link K in S3, we define the moduli space MK to be
the collection of (A, φ) satisfy (1.1), (NP )K and asymptotic to the flat PSL(2;C)-
connection as y goes to infinity. In this paper, we prove the following theorem.
Theorem 1.1. For K = ∅, there exists C > 0 such that∫
S3×R+
|FA|2 ≤ C
for all (A, φ) ∈ MK=∅
To motivate readers for studies of MK and Theorem 1.1, we should start with
the conjecture given by E. Witten. In [9], Witten conjectured:
Witten Conjecture. The generating function of the numbers of Kapustin-Witten
solutions on R3 × R+ satisfying (NP )K is Jones polynomial.
To formulate this conjecture, we need the following settings first. For any knot
or link K ⊂ R3,
• Denote by MR3K the space of solutions of KW-equation on R3 × R+, (NP )K ;
the deviation of (A, φ) from the Nahm pole solution is of order
1√|x|2 + y2 ;
FA, |∇Aφ| are of the order 1|x|2 + y2 .
• The topological charge is defined to be p(A) := 1
4π2
∫
M
tr(FA)
2. Any finite
difference of this topological charge between any two elements in MR
3
K is
an integer.
Here the second bullet is just a straightforward result of Chern-Simons theory, see
[1]. The interesting conjecture made by Witten involves the relation between MR
3
K
and Jones polynomials, which is the following. By choosing a suitable number c
such that p(A) − c ∈ Z, we can define ln to be the counting of solutions, with
suitable sign, in {(A, φ) ∈ MK |p(A)− c = n} for any n ∈ Z. Then the polynomial
J(t) :=
∑
lnt
n will be the Jones polynomial for the knot K. It is also conjectured
by Witten that the moduli space MR
3
K is related to the categorification of the Jones
polynomials, namely the Khovanov homology.
The first difficulty of proving Witten’s conjecture is the compactness problem for
MR
3
K . To attack this problem, the first important question is to find some energy
bound for the space of solutions. It is also natural to believe this is true for MK .
Theorem 1.1 shows that in this case
∫ |FA|2 has a universal bound when K = ∅.
Meanwhile, by the conjecture and the structure of Jones polynomials, p(A) is finite.
3 In fact, in [4], it is sufficient for (A,φ) converging to a flat connection in L22-sense.
ENERGY BOUND FOR KAPUSTIN-WITTEN SOLUTIONS ON S3 × R+ 3
This is also implied by our theorem when K = ∅.
The first part of the proof of Theorem 1.1 uses the Weitzenbo¨ck formula tech-
nique given by Mazzeo and Witten [6]. The main difficulty is: When we apply the
formula, a Ricci curvature term Ric(φ, φ) involved here which has order y−2. In
particular, it is not integrable.
The proof of Theorem 1.1 also . One might expect that Theorem 1.1 will continue
to hold for manifold Y × R+ as long as Y equipped a metric with positive Ricci
curvature. However, the argument in this paper relies on the presence of an exact
solution provided by S. He [3], which is absent in general. Meanwhile, the positivity
of Ricci curvature defined on Y seems to be necessary for the boundness of ‖FA‖2L2.
Note that there are counter examples to Theorem 1.1 false if Y has negative Ricci
curvature, given by He and Mazzeo in [5].
2. Nahm pole solutions and asymptotic boundary condition
To describe the boundary condition, we need to introduce the Nahm pole bound-
ary condition studied in [6] and Nahm pole singular boundary condition studied in
[7]. This gives us the formal definition of (NP )K .
First of all, we will introduce two solutions (A∅, φ∅), (AL, φL) of KW-equation
defined on R3×R+, see [6] and [7]. Then we call a solution (A, φ) satisfies (NP )K
if and only if it converges to one of them by taking scaling limit.
2.1. Model solutions and asymptotic boundary condition. First solution we
will introduce is the Nahm pole solution. Let {ti}i=1,2,3 be the generators of su(2)
which satisfy [ti, tj ] = ǫijktk. Here ǫijk is the permutation sign. Meanwhile, we use
the coordinate (x1, x2, x3, y) to parametrize R
3 × R+. Under these notations, we
define
(A∅, φ∅) = (0,
∑
i
ti
y
dxi).
It is easy to check that this solution satisfies (1.1) on R3 × R+. Moreover, in [6],
Mazzeo and Witten proved that there is no other solution of KW-equation as-
ymptotic to (A∅, φ∅). This model solution will be used to describe the asymptotic
behavior at those points on S3 −K.
The second model was initially defined by Witten in [9] (also appeared in [7])
which is usually called Nahm pole singular solution. In the paper, Witten con-
structed a family of solutions, (Aτ , φτ ), satisfying KW equation with singularity
along x3-axis for any nonnegative integer τ . In this paper, we just consider the
simplest case with τ = 1 (τ = 0 is corresponding to the case (A∅, φ∅)). Then the
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solution can be written in the following way. Let x21 + x
2
2 = r
2, we define
f1 =
x1√
r2 + y2
t1 − x2√
r2 + y2
t2,
f2 =
x1√
r2 + y2
t2 +
x2√
r2 + y2
t1,
f3 =
(
1 +
y2
r2 + y2
)
t3.
The Nahm pole singular solution will be
(AS , φS) =
(
− x2
r2 + y2
t3dx1 +
x1
r2 + y2
t3dx2,
∑
i
fi
y
dxi
)
defined on R3 × R+. This model solution will be used to describe the asymptotic
behavior at those points on K with the tangent of K parallel to x3-axis.
To explain the boundary condition in [6] and [7], we use the following notation.
For any p ∈ S3, one can use the spherical projection to define the local coordinate
chart ϕp : B1 → Up ⊂ S3 where Up is the open ball centered at p. We call this
coordinate chart standard if ∂x3 is parallel to the tangent of K whenever p ∈ K.
Definition 2.1. Let (A, φ) ∈ Conn(P ) × Ω1(M ; su(2)) and p ∈ S3. We say that
(A, φ) satisfies (NP )K if and only if the following two conditions hold. Firstly there
exists g ∈ SU(2) such that
lim
s→0
ϕ∗p(A, φ)(s~x, sy) = g(A
∅, φ∅)g−1(~x, y) when p ∈ S3 −K.(2.1)
Secondly, there exists g ∈ SU(2) such that
lim
s→0
ϕ∗p(A, φ)(s~x, sy) = g(A
S , φS)g−1(~x, y) when p ∈ K and ϕp standard.(2.2)
To define the asymptotic behavior as y → ∞, by the observation in [8] (also
appeared in [4]), one can regard A + iφ as a PSL(2;C)−connection. We suppose
that all the solutions we considered converges to a flat PSL(2;C)−connection, i.e.
(FA−φ2, dAφ)→ 0 as y →∞ in C2-sense. We define the moduli space MK as the
following.
Definition 2.2.
MK := {(A, φ) ∈Conn(P )× Ω1(S3 × R+; su(2))|
(A, φ) satisfies Kapustin-Witten equation and (NP )K ,
and converges to a flat PSL(2,C) connection as y →∞},
MˆK := MK/G.
Here G = C∞(S3 × R+;SU(2)) is the gauge group with the transformation
g · (A, φ) = (gAg−1 + (dg)g−1,gφg−1).
In this paper, we only consider the case that K = ∅. The elements in MK=∅
are usually called Nahm pole solutions. Mazzeo and Witten proved the following
proposition in [6].
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Proposition 2.3. For any two solutions (A0, φ0), (A1, φ1) ∈ MK=∅, there exists
g ∈ G such that
(A0, φ0)− g · (A1, φ1) =
( ∞∑
i=2
ai(~x)y
i,
∞∑
i=1
qi(~x)y
i
)
(2.3)
for some smooth su(2)-valued 1-forms ai, qi defined on S
3 × R+.
Finally, we introduce an important model solution constructed by S. He. In [3],
He constructed two solutions of KW equation. Both of them satisfy the asymptotic
boundary condition (NP )K=∅ and are asymptotically flat. We consider one of
them, which can be written as:
(AH , φH) =
(
6e2y
e4y + 4e2y + 1
ω,
6(e2y + 1)e2y
(e4y + 4e2y + 1)(e2y − 1)ω
)
.
where
ω =
3∑
i=1
tiei(2.4)
with {ei} be the orthonormal co-frame on S3.
Remark 2.4. One can also choose the other solution in [3], which can be written as(2(e4y + e2y + 1)
e4y + 4e2y + 1
ω,
6(e2y + 1)e2y
(e4y + 4e2y + 1)(e2y − 1)ω
)
.
This solution is also asymptotic to the flat connection under a gauge transformation.
So we can prove Theorem 1.1 by using either one of them.
One can easily check the following property for this model solution.
Proposition 2.5. CH := ‖FAH‖L2 + ‖dy ∧ ∂yφH − ∗(φH)2‖L2 <∞.
Proof. One can compute directly to obtain
FAH = dA
H +AH ∧AH = 12(e
2y − e6y)
(e4y + 4e2y + 1)2
dy ∧ ω + 36e
4y
(e4y + 4e2y + 1)2
ω2.
Since (AH , φH) satisfies Kapustin-Witten equation, we have
dy ∧ ∂yφH − ∗(φH)2 = ∗
(
36e4y
(e4y + 4e2y + 1)2
ω2
)
.
So both of them are in L2. 
3. Proof of the main theorem
3.1. Gauge transformations and Taubes’ maximum principle. Let (A, φ) ∈
MK=∅. By Proposition 2.3, there exists a gauge transformation g ∈ C∞(M ;SU(2))
such that
g · (A, φ) = (AH , φH) + (α, ρ)(3.1)
with (α, ρ) = (
∑∞
i=2 ai(x)y
i,
∑∞
i=1 qi(x)y
i) and ai, qi ∈ Ω1(M ; su(2)). We write the
left hand side of (3.1) as our new (A, φ) in the following discussion.
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By using the parallel transport, we can choose a gauge transformation such that
A has no dy part. So one can write ∇A = ∇¯A + ∂∂ydy with ∇¯A be the covariant
derivative along directions on S3. In addition,
(A, φ) = (AH , φH) + (α, ρ)(3.2)
with no dy part and α = O(y2), ρ = O(y). In the rest of our paper, we fix our
gauge such that Ay = 0 and simply denote
∂
∂y
by ∂y.
In addition, the maximum principle argument given by Taubes [8] tells us
Proposition 3.1. LetM = Y × [0, 1] with a product metric and (A, φ = m+φydy)
be a solution of KW-equation defined on M . Then we have the following equation
1
2
(−∂2y + d∗d)|φy |2 + |∂yφy|2 + |∇Aφy|2 + 2|[φy,m]|2 = 0.(3.3)
Therefore, if |φy|(p) → 0 as p goes to the boundary of M , then by standard
maximum principle argument, φy = 0.
By using the same argument, S. He proved that φy = 0 for all (A, φ) ∈ MK=∅
in [4]. This is because φy = 0 on y = 0 by Proposition 2.3 and limy→∞ φy = 0 as
(A, φ) converges to the trivial connection.
Remark 3.2. We should notice that, for any gauge transformation g ∈ C∞(M ;SU(2)),
g · (A, φ) = (gAg−1 + g−1dg,gφg−1).
So the property φy = 0 is not depending on the gauge we choose.
3.2. Weitzenbo¨ck formula. Since (A, φ) is a solution of KW-equation, we have
0 =
∫
S3×{y>ε}
|FA − φ2 − ∗dAφ|2 + |dA ∗ φ|2(3.4)
=
∫
S3×{y>ε}
|FA − φ2|2 + 2tr(FA ∧ dAφ) − 2tr(φ2 ∧ dAφ) + |dAφ|2 + |d∗Aφ|2
(Recall that |u|2 = −tr(u ∧ ∗u)). Applying integration by parts, (3.4) implies∫
S3×{y>ε}
|FA − φ2|2 + |dAφ|2 + |d∗Aφ|2 =
2
3
∫
S3
φ3
∣∣∣
y=ε
− 2
∫
S3
φ ∧ FA
∣∣∣
y=ε
.(3.5)
There will be no boundary term from y =∞ in this equality by Theorem 7.1 in [7].
By Weizenbo¨ck formula tells us that
∫
S3×{y>ε}
|dAφ|2 + |d∗Aφ|2 =
∫
S3×{y>ε}
|∇Aφ|2 +Ric(φ, φ) + 2tr(FA ∧ ∗(φ)2).
(3.6)
Combine (3.5), (3.6) (and Ric(φ, φ) = 2|φ|2), we obtain the following equality
∫
S3×{y>ε}
|FA|2 + |φ2|2 + |∇Aφ|2 + 2|φ|2 = 2
3
∫
S3
φ3
∣∣∣
y=ε
− 2
∫
S3
φ ∧ FA
∣∣∣
y=ε
.
(3.7)
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We use ∗3 to denote the Hodge star on S3 with respect to the standard metric.
According to Proposition 3.1 and fundamental theorem of calculus, one can derive∫
S3×{y>ε}
|∇Aφ|2 + |φ2|2 − 2
3
∫
S3
φ3
∣∣∣
y=ε
=
∫
S3×{y>ε}
|∇¯Aφ|2 + |∂yφ|2 + |φ2|2
−2
∫
S3×{y>ε}
∂yφ ∧ φ2dy
=
∫
S3×{y>ε}
|∇¯Aφ|2 + | ∗3 ∂yφ+ φ2|2.(3.8)
Therefore we have the following formula∫
S3×{y>ε}
|FA|2 + |∇¯Aφ|2 + | ∗3 ∂yφ+ φ2|2 + 2|φ|2 = −2
∫
S3
φ ∧ FA
∣∣∣
y=ε
.(3.9)
In this equality, 2|φ|2 on the left hand side will blow up as ε goes to infinity.
Meanwhile, −2 ∫
S3
φ∧FA
∣∣∣
y=ε
on the right hand side also goes to infinity. We have
to show that the difference between them is finite. Here we need to use the following
two facts: Firstly, by (3.2),∫
S3
φ ∧ FA
∣∣∣
y=ε
=
∫
S3
φH ∧ FAH
∣∣∣
y=ε
+O(ε).(3.10)
Secondly, one can compute directly to show that |φH |2 = 1
y2
|ω|2(1 + O(y2)) and
FAH ∧ φH = 1y |ω|2(1 + O(y2))dΩ + dt ∧ ∂yAH ∧ ΦH where dΩ is the volume form
for S3. So we obtain the following result.
lim
ε→0
(∫
S3×{y>ε}
|φH |2 +
∫
S3
φH ∧ FAH
∣∣∣
y=ε
)
= C0(3.11)
where C0 is a constant depending only on (A
H , φH).
By (3.10) and (3.11), one can derive the following equality from (3.9) (by taking
ε goes to zero):∫
M
|FA|2 + |∇¯Aφ|2 + | ∗3 ∂yφ+ φ2|2 − 4tr(φH ∧ ∗ρ) + 2|ρ|2 = C0(3.12)
Note that every term on the left hand side of (3.12) is positive except the integration
against 4tr(φH ∧ ρ). Therefore, the following proposition implies Theorem 1.1.
Proposition 3.3. Let (A, φ) = (AH , φH) + (α, ρ) defined in (3.2). Then∫
M
|2tr(φH ∧ ∗ρ)| ≤ C1 +
∫
M
|ρ|2 + 1
2
∫
M
| ∗3 ∂yφ+ φ2|2
for some constant C1 depends only on (A
H , φH).
Proof.
Step 1. First of all, let us use the notations ti, ei defined in Section 2. Denote by p
the projection p :M → S3. We define the following subbundles of p∗(T ∗S3)⊗su(2):
V 1 = real line bundle spanned by {ω} := span{ω},(3.13)
V 2 = span{tiej − tjei}i6=j ,(3.14)
V 3 = span{t1e1 − t2e2, t1e1 − t3e3, tiej + tjei}i6=j .(3.15)
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It is easy to check that V i ⊥ V j for any i 6= j. Then we have
Ω˜1(M ; su(2)) : = Γ(p∗(T ∗S3)⊗ su(2))(3.16)
= Γ(V 1)⊕ Γ(V 2)⊕ Γ(V 3).
For any u ∈ Ω˜1(M ; su(2)), we use u(i) to denote the component of u in Γ(V i), so
u = u(1) + u(2) + u(3). Recall that ρ ∈ Ω˜1(M ; su(2)) by Proposition 3.1. So we can
write ρ = ρ(1)+ρ(2)+ρ(3) . We should also notice that, for any v, w ∈ Ω˜1(M ; su(2)),
∗3(v ∧ v), ∗3[v, w] ∈ Ω˜1(M ; su(2)). The following property was showed in [6].
∗3 [ω, v(i)] = λiv(i) ∈ V i for any v(i) ∈ Γ(V i),(3.17)
where (λ1, λ2, λ3) = (2, 1,−1).
By (3.17) and some computation, we have
Lemma 3.4.
|(∗3(v ∧ v))(1) − ∗3v(1) ∧ v(1)| ≤ 1√
6
(
|v(2)|2 + |v(3)|2
)
.(3.18)
We leave the proof of this lemma in Appendix (Readers can also try to prove it
by themselves).
Step 2. Since we have |φH | ≤ C2e−2y for some C2 > 0 when y > 1, so by
Cauchy-Schwarz inequality (also remember that −tr(u ∧ v) is the inner product
〈u, v〉), ∫
S3×{y>1}
|2tr(φH ∧ ∗ρ)| ≤
∫
S3×{y>1}
C2e
−2y|ρ(1)|
≤ C22 +
1
2
∫
S3×{y>1}
|ρ(1)|2.(3.19)
Step 3. Here we derive some equality and notations for later use. Let us write
φH = hω and ρ(1) = αω for real-valued functions h, α : M → R. Notice that h
depends only on the variable y. Then we have the following equality
∂yρ
(1) + ∗3[φH , ρ(1)] + ∗3(ρ(1) ∧ ρ(1)) = ∂yρ(1) + 2hρ(1) + αρ(1)(3.20)
= f−1∂y(fρ
(1))
where
f(p, y) := e−2
∫
∞
y
h(s)ds+
∫
y
0
α(p,s)ds
for (p, y) ∈ S3×R+ = M . Recall that, for any real-valued functionW : R+ → R, we
have d
dy
|W | = sign(W ) d
dy
W (in the sense of weak derivatives, readers can see the
proof of Lemma 7.6 in [2] for details). Hence f > 0 implies that f−1∂y(f |ρ(1)|) =
sign(α)f−1∂y(fα)|ω|. So we can conclude the following equality by using (3.20).
f−1∂y(f |ρ(1)|) = ∂y|ρ(1)|+ 2h|ρ(1)|+ sign(α)|α|2|ω|(3.21)
almost everywhere.
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By (3.21) and integration by parts , we have∫
S3×(0,1]
|2tr(φH ∧ ∗ρ)|
≤
∫
S3×(0,1]
2h|ρ(1)||ω|
≤
∫
S3×(0,1]
f−1∂y(f |ρ(1)|)|ω|+
∫
S3×(0,1]
|ρ(1)|2 −
∫
S3×{1}
|ρ(1)||ω|
≤
∫
S3×(0,1]
f−1∂y(f |ρ(1)|)|ω|+
∫
S3×(0,1]
|ρ(1)|2(3.22)
≤
∫
S3×(0,1]
| ∗3 ∂yρ(1) + [φH , ρ1] + ρ(1) ∧ ρ(1)||ω +
∫
S3×(0,1]
|ρ(1)|2
where |ω| =
√
3
2 . By (3.18) and triangle inequality again, the integrand of the
second last term in (3.22) can be bounded as the following:
| ∗3 ∂yρ(1) + [φH , ρ(1)] + ρ(1) ∧ ρ(1)||ω|(3.23)
≤| ∗3 ∂yρ(1) + [φH , ρ(1)] + (ρ ∧ ρ)(1)||ω|+ 1
2
(
|ρ(2)|2 + |ρ(3)|2
)
.
Notice that (∂yφ+ ∗3φ2)(1) = ∗3φH + (φH)2 + ∗3∂yρ(1) + [φH , ρ(1)] + (ρ ∧ ρ)(1).
So one can easily obtain from Proposition 2.5 that
‖ ∗3 ∂yρ(1) + [φH , ρ(1)] + (ρ ∧ ρ)(1)‖L1(S3×(0,1]) ≤
√
4πCH + ‖ ∗3 ∂yφ+ φ2‖L1(S3×(0,1]).
So by Cauchy-Schwarz inequality, (3.23) implies∫
S3×(0,1]
| ∗3 ∂yρ(1) + [φH , ρ(1)] + ρ(1) ∧ ρ(1)||ω|(3.24)
≤
√
4πCH +
∫
S3×(0,1]
| ∗3 ∂yφ+ φ2||ω|+ 1
2
∫
S3×(0,1]
|ρ(2)|2 + |ρ(3)|2
≤
√
4πCH + 3π +
1
2
∫
S3×(0,1]
| ∗3 ∂yφ+ φ2|2 + 1
2
∫
S3×(0,1]
|ρ(2)|2 + |ρ(3)|2.
So by (3.19), (3.22) and (3.24), we prove the Proposition 3.3. Therefore Theorem
1.1 is proved now. The constant C1 in Proposition 3.3 will be determined by C2
and CH . The constant C in Theorem 1.1 will be determined by C0 and C1. 
Remark 3.5. In addition, we can actually prove∫
M
|FA|2 + |∇¯Aφ|2 + 1
2
| ∗3 ∂yφ+ φ2|2 ≤ C(3.25)
by putting different coefficient weight in (3.24) and changing the coefficient of∫
M
| ∗3 ∂yφ+ φ2|2 in Proposition 3.3 by 14 .
Remark 3.6. In the case that K 6= ∅, one can observe from the computation of the
modal solution (AL, φL) that FA is not L
2 bounded. So the argument we use in
this paper cannot apply to the general cases. However, |F+A | and |F−A | blow up at
the same rate as y → 0. Therefore, one should seek for a formula which directly
proves that |p(A)| has a uniform bound for all (A, φ) ∈MK .
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4. Appendix: Proof of Lemma 3.4
To prove (3.18), we write v = v(1)+v(2)+v(3) where v(1) = α1ω for some α1 ∈ R.
By (3.17), we will have
(∗3(v ∧ v))(1) = (∗3(v(1) ∧ v(1) + v(2) ∧ v(2) + v(3) ∧ v(3)
+ [v(1), v(2)] + [v(1), v(3)] + [v(2), v(3)]))(1)
= (∗3(v(1) ∧ v(1) + v(2) ∧ v(2) + v(3) ∧ v(3) + 2[v(2), v(3)]))(1)
One can easily check by the definitions (3.14) and (3.15), [v(2), v(3)] ⊥ V 1. So
(∗3(v ∧ v))(1) − ∗3v(1) ∧ v(1) = (v(2) ∧ v(2) + v(3) ∧ v(3))(1).
By this equality, to obtain (3.18), we have to prove that for any v(2) ∈ Γ(V 2),
v(3) ∈ Γ(V 3),
|(v(2) ∧ v(2))(1)| = 1√
6
|v(2)|2;(4.1)
|(v(3) ∧ v(3))(1)| = 1√
6
|v(3)|2.(4.2)
Let µ1 = t2e3 − t3e2, µ2 = t3e1 − t1e3 and µ3 = t1e2 − t2e1. Then we have
∗3(µ1 ∧ µ1) = t1e1, ∗3(µ2 ∧ µ2) = t2e2, ∗3(µ3 ∧ µ3) = t3e3,
∗3[µi, µj] = tiej + tiej , i 6= j.
Therefore ∗3[µi, µj ] ⊥ V 1 for all i 6= j. Also notice that t1e1 = 13 (ω+(t1e1− t2e2)+
(t1e1 − t3e3)). So (∗3(µ1 ∧ µ1))(1) = 13ω. Similarly, (∗3(µ2 ∧ µ2))(1) = 13ω and
(∗3(µ3 ∧ µ3))(1) = 13ω.
Combine these results and |µi| = 1, |ω| =
√
3
2 , for any v
(2) = α1µ1+α2µ2+α3µ3,
we have
|(v(2) ∧ v(2))(1)| = |1
3
ω|
3∑
i=1
|αi|2 = 1√
6
3∑
i=1
|αi|2 = 1√
6
|v(2)|2.
So we prove (4.1).
Let ν1 = t2e3 + t3e2, ν2 = t3e1 + t1e3, ν3 = t1e2 + t2e1, ν1,2 = t1e1 − t2e2 and
ν1,3 = t1e1 − t3e3. Then we will have
∗3(ν1 ∧ ν1) = t1e1, ∗3(ν2 ∧ ν2) = t2e2, ∗3(ν3 ∧ ν3) = t3e3,
∗3(ν1,2 ∧ ν1,2) = t3e3, ∗3 (ν1,3 ∧ ν1,3) = t2e2,
∗3[µa, µb] ⊥ V 1, a 6= b.
So for any v(3) = β1ν1 + β2ν2 + β3ν3 + β1,2ν1,2 + β1,3ν1,3, we have
|(v(3) ∧ v(3))(1)| = |1
3
ω|(
3∑
i=1
|βi|2 + |β1,2|2 + |β1,3|2)
=
1√
6
(
3∑
i=1
|βi|2 + |β1,2|2 + |β1,3|2) = 1√
6
|v(3)|2.
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Therefore, we obtain (4.2).
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