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Sammanfattning 
Denna studie undersöker volatiliteten i investmentbolaget Industrivärdens substansrabatt 
under tidsperioden 2010-01-01 till och med 2014-09-30. Analys utförs med hjälp av GARCH-
modeller som anpassas till substansrabattens logaritmerade och differentierade tidsserie 
(returns), som har transformerats från 1195 beräknade observationer av substansrabatten. 
Eftersom tidigare forskning är begränsad i området undersöks substansrabattens returns 
grundligt efter egenskaper som ofta påvisas hos finansiell data. Studien finner att 
substansrabattens returns präglas av dessa typiska egenskaper. Returns karaktäriseras av bland 
annat leptokurtiska egenskaper samt heteroskedasticitet. GARCH-modellen som sedermera 
anpassas bygger på student-t fördelningsantagande och argumenteras kunna beskriva 
tidsseriens betingade volatilitetet. Modellen används slutligen för prediktion av framtida 
nivåer på volatiliteten.  
Nyckelord: Industrivärden, substansrabatt, tidsserie, volatilitet, varians, returns, 
heteroskedasticitet, GARCH, prediktion, student-t fördelning 
 
Abstract 
This thesis examines the volatility in the substance discount found in the Swedish investment 
company Industrivärden during a limited period of time, from 2010-01-01 until 2014-09-30. 
The analysis is performed with GARCH-models which are adapted to the log-return 
transformed time series (returns) derived from the substance discount. The returns are 
transformed from 1195 calculated and observed values over the substance discount. Hence 
earlier research in the field is limited the returns are thoroughly examined for typical 
characteristics often found in financial data. In the thesis it has been revealed that the returns 
derived from the substance discount are characterized by such features. For example are 
leptokurtic properties and heteroscedasticity evident in the time series. The GARCH-model 
with the best fit to the data has student-t innovations and is proved being able to describe the 
conditional volatility found in the time series. Finally the model is used to predict future 
volatility. 
Keywords: Industrivärden, substance discount, time series, volatility, variance, returns, 
heteroscedasticity, GARCH, prediction, student-t innovations 
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1 Introduktion 
1.1 Inledning 
Substansrabatt är ett fenomen som har funnits sedan uppkomsten av investmentbolag. Det 
finns dock begränsat med forskning inom området (Karlsson, 1999), följaktligen även för 
variansen (volatiliteten) i substansrabatten. Att kunna beskriva variansen är en del i att 
förklara hur substansrabatten beter sig och för att uppnå förståelse av rörelsemönstret. Om en 
modell för att beskriva volatiliteten kan appliceras skapas eventuella möjligheter att utnyttja 
informationen för framtida analyser. Exempelvis utnyttjar Black-Scholes formel volatiliteten 
för att prediktera framtida prisnivåer (Cryer & Chan, 2008, s. 307).            
 
Det är på förhand okänt om substansrabatten beter sig som typiska finansiella tidsserier, vilket 
innebär att substansrabatten undersöks för egenskaper som är vanligt förekommande hos 
dessa. Bland annat testas datamaterialet för heteroskedasticitet. Stor vikt har även lagts vid att 
hitta rätt fördelningsantagande som modellen skattas utifrån. Detta i syfte att uppnå hög 
effektivitet hos de skattade parametrarna i modellen.  
1.2 Bakgrund 
Industrivärden är ett noterat investmentbolag på Stockholmsbörsen (Large Cap Stockholm) 
som koncentrerar sin portfölj till ett urval av medelstora och stora nordiska börsbolag. De har 
en investeringsstrategi som innebär att de går in som både långsiktig och aktiv ägare. 
Industrivärden kan handlas till vad som brukar benämnas som substansrabatt. (Avanza, 2014) 
Substansrabatt existerar när differensen mellan marknadsvärdet för ett bolags tillgångar 
(substansvärdet) och börsvärdet för bolaget är positiv. Omvänt scenario är också möjligt, men 
benämns då för substanspremie. Uträkningen för substansrabatt sker på följande sätt:  
𝑆𝑢𝑏𝑠𝑡𝑎𝑛𝑠𝑣ä𝑟𝑑𝑒 𝑝𝑒𝑟 𝑎𝑘𝑡𝑖𝑒  –  𝑝𝑟𝑖𝑠 𝑝𝑒𝑟 𝑎𝑘𝑡𝑖𝑒
𝑆𝑢𝑏𝑠𝑡𝑎𝑛𝑠𝑣ä𝑟𝑑𝑒 𝑝𝑒𝑟 𝑎𝑘𝑡𝑖𝑒
 =   𝑆𝑢𝑏𝑠𝑡𝑎𝑛𝑠𝑟𝑎𝑏𝑎𝑡𝑡 𝑖 𝑝𝑟𝑜𝑐𝑒𝑛𝑡   
Substansrabatt kan teoretiskt appliceras på alla bolag som handlas på börsen. Det är dock 
speciellt applicerbart på investmentbolag med börsnoterade bolag som enda tillgångar. 
Anledningen är att det för sådana bolag går att räkna ut exakt vad substansvärdet uppgår till. 
Till skillnad mot övriga bolag där tillgångarna ofta bokförs utifrån en värdering. (Avanza, 
2014) 
Varför just Industrivärdens substansrabatt analyseras i studien beror på att det är ett klassiskt 
svenskt investmentbolag som under en lång tidsperiod har handlats till en substansrabatt. 
Deras portfölj består även enbart av börsnoterade företag. Vanligt är att substansrabatt 
används som försäljningsargument och inte analyseras dagligen. Det bör således lyftas fram 
att substansrabatten i studien är uppdaterad på daglig basis i syfte att studera ett mer frekvent 
rörelsemönster.  
 
(1) 
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Tidigare forskning på finansiella tidsserier har bevisat att volatiliteten kan beskrivas av 
GARCH-modeller (General Autoregressive Conditional Heteroscedastity). Det förklaras av 
att GARCH(p,q), till skillnad från vanliga ARMA(p,q)-modeller, tar hänsyn till att börsen 
präglas av nervositet och tenderar till att ha olika varians över tid (Cryer & Chan, 2008, s. 
277). Huruvida detta gäller för substansrabatten är på förhand inte självklart då 
substansrabatten inte har ett reellt börsvärde. Frågeställningen kommer följaktligen granskas i 
studien. 
1.3 Problemformulering 
Frågeställningarna som uppsatsen kommer att undersöka är: 
 Har substansrabatten samma karakteristiska egenskaper som finansiell data ofta 
påvisar? 
 Kan en statistisk modell som beskriver variansen hos Industrivärdens 
substansrabatt appliceras? 
 Kan i så fall nämnda modell användas för att prediktera framtida betingad varians?   
1.4 Syfte 
Studiens syfte är att beskriva volatiliteten i Industrivärdens substansrabatt genom att anpassa 
en statistisk modell som förklarar beroendestrukturen i variansen. Att redogöra för hur 
variansen beter sig kan ses som ett inledande steg för att i vidare forskning, som är utanför 
denna studie, uppnå djupare förståelse för substansrabatten.  
1.5 Målgrupp 
Målgrupp är huvudsakligen individer med viss förkunskap i statistik, med fördel inom ämnet 
tidsserieanalys. 
1.6 Disposition 
Uppsatsen inleder med förklaringar av substansrabatten och hur datamaterialet har samlats in. 
Efter det följer ett teoriavsnitt där teorin för analysen kommer redogöras. Efterföljande avsnitt 
är empiri, där analysen av datamaterialet kommer utföras, varefter följer slutsats och fortsatt 
forskning. 
1.7 Avgränsningar 
Studien avgränsas i att enbart studera variansen (volatiliteten) hos Industrivärdens 
substansrabatt för C-aktien under tidsperioden 2010-01-01 till och med 2014-09-30. Rabatten 
studeras de bankdagar som Stockholmsbörsen varit öppen under denna period.  
Ingen hänsyn tas till så kallad ”holiday effect”, vilket innebär uppsatsen bortser från att 
volatiliteten kan vara högre direkt efter att börsen varit stängd. Exempelvis efter en helg då 
mer information möjligtvis har blivit tillgänglig.  
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Ytterligare avgränsningar i studien är användning av endast enkla GARCH-modeller. Ett 
flertal andra GARCH-modeller finns även tillgängliga, däribland exempelvis EGARCH som 
tar hänsyn till att perioder med negativa förändringar tenderar att ha högre volatilitet än vad 
perioder med positiva förändringar har (Cryer & Chan, 2008, s. 290).  
De fördelningsantaganden som uppsatsen behandlar tillhör antingen familjen av General Error 
Distribution (GED) eller Student-t fördelningen. Detta eftersom det är vanligt att finansiella 
tidsserier kan modelleras efter dessa fördelningsantaganden (Andersen, et al., 2009, s. 377). 
2 Metod 
2.1 Datainsamling 
2.1.1 Beräkning av substansrabatten 
Problematiskt när observationer av Industrivärdens substansrabatt skulle framställas var att 
endast tvåhundra officiella värden utgivna av Industrivärden fanns tillgängliga. Dessa värden 
var uppdaterade ungefär var tredje månad under tidsperioden 1994-2014. Författarna ansåg att 
enbart tvåhundra värden under en så pass lång tidsperiod var för få för att en väl beskrivande 
volatilitetsanalys av datamaterialet skulle kunna utföras. Därför skapades en modell manuellt 
för att räkna ut vad som kan beskrivas vara en approximation av substansrabatten på allmänt 
tillgänglig information. Detta utfördes varje bankdag på Stockholmsbörsen under tidsperioden 
2010-01-01 till och med 2014-09-30. Modellen tar hänsyn till fluktuationerna i 
Industrivärdens substansvärde under denna tidsperiod. I varje tidpunkt används innehaven i 
Industrivärdens portfölj från föregående kvartalsrapport. När en ny kvartalsrapport har släppts 
har innehaven uppdaterats. Antalet aktier i Industrivärdens portfölj har således varit fixerade i 
tremånadersperioder tills ny information om innehaven varit disponibel. Antalet aktier 
Industrivärden äger i respektive företag multiplicerades därefter med priset på aktien för varje 
bankdag under tidsperioden. Följaktligen räknades marknadsvärdet för respektive företag i 
portföljen ut. Marknadsvärdet för alla aktier i portföljen adderades efter detta steg med 
resultatet att hela portföljens värde kalkylerades. Från portföljens marknadsvärde 
subtraherades därefter Industrivärdens nettoskuld i syfte att få substansvärdet för varje 
bankdag. Nettoskulden har likt antalet aktier i portföljen varit fixerad i tremånadersperioder 
tills uppdaterad information från efterföljande kvartalsrapport funnits tillgänglig. 
Substansvärdet har efter detta dividerats på Industrivärdens totala antal A- samt C-aktier och 
substansvärde per aktie beräknades. Även antalet A- och C-aktier har varit fixerade i 
modellen i tidigare nämnda tremånadersperioder. Från substansvärdet per aktie subtraherades 
sedan priset på Industrivärdens C-aktie och rabatten i absoluta tal genererades för varje 
bankdag. Absolutvärdet för rabatten dividerades sedan på substansrabatten per aktie och en 
tidsserie över den relativa rabatten skapades. Den relativa rabatten multiplicerades slutligen 
med hundra. Substansrabatten i procent hade därmed kalkylerats (se figur 4.1).  
Marknadspriset på alla aktier i Industrivärden portfölj har hämtats från NASDAQ OMX 
Nordics hemsida under tidsperioden 2010-01-01 – 2014-09-30. Beräkningstekniken har 
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applicerats på samtliga aktier i Industrivärdens portfölj som kan handlas på 
Stockholmsbörsen. Ett undantag finns i KONE Oyj, som handlas på Helsingforsbörsen till 
euro. I detta fall har historisk data från Svenska Riksbankens hemsida över EUR/SEK hämtats 
och marknadsvärdet har med hjälp av växelkursen omvandlats till SEK. 
Ytterligare anmärkningar är att A-aktien i SKANSKA inte handlas på Stockholmsbörsen, 
vilket resulterat i att marknadsvärdet varit fixerat i tremånadersperioder. Ett sista undantag är 
Höganäs B-aktie som fanns i Industrivärdens portfölj en period, men inte kan handlas på 
Stockholmsbörsen i dagsläget. Marknadsvärdet har därför varit fixerat kvartalsvis även för 
Höganäs B-aktie.  
2.1.2 Kritik mot datamaterialet 
Viss kritik kan ges till den approximerade substansrabatten. Som tidigare nämnts har 
Industrivärdens aktieinnehav, nettoskuld samt marknadsvärdet för vissa aktier i innehavet 
varit fixerade kvartalsvis under perioden som rabatten har analyserats. Teoretiskt finns 
därmed risken att det uträknade substansvärdet förändras anmärkningsvärt dagen efter varje 
kvartalsrapport, när förändringen i själva verket kan ha skett tidigare. Den eventuella 
förändringen mellan kvartalsrapporter är endast betydande när bekräftelse från säker källa 
över nya innehav i Industrivärdens aktieportfölj presenteras. Marknadens reaktioner i form av 
förändrat pris på C-aktien kommer i sådana fall tidigare än när uppdaterade innehav går att 
utläsa i kvartalsrapporter. Något som medför att effekten i C-aktiens pris inte nödvändigtvis 
kommer överensstämma tidsmässigt med det uträknade substansvärdet. Det är dock en 
mycket spekulativ tes som kräver ytterligare efterforskningar men bör likväl tas i beaktning 
som eventuell kritik mot den beräknade substansrabatten. Man kan dock argumentera för att 
uppsatsens uträknade substansvärden trots ovanstående faktum är relativt träffsäkra då de 
baseras på den information som marknaden har tillgång till. Approximationen för 
substansrabatten har även validerats genom att jämföras med de officiella värdena på 
substansvärdet per aktie, utgivna var tredje månad i Industrivärdens kvartalsrapporter (se 
bilaga 8.1.3).   
2.2 Beräkningar 
Alla beräkningar i denna uppsats är utförda i Excel eller statistikprogrammet R. I Excel har 
insamlingen och beräkningen av substansrabatten skett. I R så har alla statistiska tester och 
operationer utförts. I R har författarna använt sig av paketen TSA, fGarch, normalp samt 
QRM.  
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3 Teori 
3.1 Teorier om substansrabatt 
Substansrabatten fluktuerar över tid. Det finns emellertid ingen entydig teori som förklarar 
hur substansrabatten beter sig. En del nationalekonomisk forskning har dock gjorts inom 
området. En teori utgår från att substansrabatten uppkomst kan förklaras av framtida 
förväntningar. Denna teori innebär att det idag inte finns någon koppling mellan börsvärdet 
och substansvärdet för ett investmentbolag. Påståendet baseras på att innehavaren av en aktie 
har rätt till framtida vinster. (Bourdreaux, 1973) 
Även ägarstrukturen i investmentbolag har använts som förklarande faktor till 
substansrabatten. En anledning till att marknadsvärdet och substansvärdet inte är 
överensstämmande idag har förklarats vara starka ägares intressen att maximera sin egen vinst 
framför aktieägarnas. (Holmén & Högfeldt, 2004) 
Beskattningen av investmentbolag kan möjligtvis ge ytterligare förklaring till 
substansrabattens uppkomst. Rena investmentbolag kan betala en schablonskatt på 1.5% av 
portföljinnehavet istället för att kapitalvinstbeskattas. Utdelningar som investmentbolag gör 
till aktieägarna är avdragsgilla vilket innebär att de kan välja mellan att betala en högre 
summa skatt eller ge högre utdelningar. Om investmentbolag väljer att betala mer i skatt kan 
detta resultera i att marknadens värdering av bolaget blir lägre än portföljinnehavet.  
(Inkomstskattelagen 39 kap. 14 § 2 mom.) 
3.2 Finansiell data 
Det finns idag ett stort behov att analysera och modellera finansiell data. Med stora mängder 
data över dagliga aktiekurser, index, valutor och nyckeltal följer naturligt att studera dessa. 
Dock är teorin bakom finansiell tidsserieanalys relativt ny. Tidsserieanalys har tidigare 
mestadels använts för analyser inom natur och fysik, där residualerna ofta har utmärkts av 
homoskedasticitet (Andersen, et al., 2009, s. 1). När finansiella tidsserier studeras finner man 
ofta att variansen för residualerna inte är konstant. Närmare förklarat innebär detta att 
variansen för residualerna vid en tidpunkt beror på variansen i föregående tidpunkt. År 1982 
introducerade Engle ARCH-modellen (Autoregressive Conditional Heteroscedasticity) som 
modellerar den varierande variansen i en tidsserie. Modellen utvecklades vidare år 1986 i 
form av Bollerslev och Taylors GARCH-modell (Generalized Autoregressive Conditional 
Heteroscedasticity). (Cryer & Chan, 2008, s. 285-291) 
Förutom hetoroskedasticitet brukar finansiella tidsserier ofta karaktäriseras av att de inte är 
normalfördelade, vilket bör observeras vid modellanpassning (Andersen, et al., 2009, pp. 2-3). 
För GARCH-modeller är priset man får betala för att inte specificera korrekt fördelning en 
minskad effektivitet för skattningarna (Cryer & Chan, 2008, s. 301) . 
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3.3 Stationäritet 
Vanligt förekommande för finansiella tidsserier är att den ursprungliga tidsserien inte är 
stationär, det finns en trend i serien. En stationär tidsserie har ett väntevärde som är konstant 
och därmed oberoende av tiden. Samt en kovariansfunktion som enbart beror på tidslaggarna. 
Olika transformationer är möjliga i syfte att göra en tidsserie stationär. En vanligt 
förekommande för finansiella tidsserier är log-return transformationen: 
 
𝑋𝑡 =  log(𝑝𝑡) − log(𝑝𝑡−1) 
 
𝑋𝑡 definieras som förändringen i logaritmisk substansrabatt från föregående tidpunkt. Efter 
transformationen bör tidsserien teoretiskt sett vara stationär. Log-return transformationen 
utförs eftersom den underlättar skapandet av en modell som beskriver variansprocessen. 
(Andersen, et al., 2009, s. 2)  
Augmented Dickey-Fuller test kan utföras för att undersöka huruvida en tidsserie är stationär. 
Testet utnyttjar en generell regression som innefattar en konstant och en linjär trend.  
 
𝑌𝑡 = 𝛼𝑌𝑡−1 +  𝑋𝑡 
 
Där Xt är en stationär process och Yt är en icke-stationär process om konstanten 𝛼 = 1. Om  
𝛼 < 1 så processen stationär. Hypoteserna blir således: 
 
H0: 𝛼 = 1 
H1: 𝛼 < 1 
 
K tidslaggar används och växer med urvalsstorleken. (Cryer & Chan, 2008, s. 128-129) 
 3.4 Kännetecken för finansiell data 
När en finansiell tidsserie har differentierats och logaritmerats (enligt formel 2) så finner man 
ofta följande karaktäristiska egenskaper hos log-returns (returns): 
3.4.1 Leptokurtisk fördelning 
En fördelning med leptokurtiska egenskaper har relativt hög sannolikhet att anta 
extremvärden jämfört med normalfördelningen, vilket resulterar i att täthetsfunktionen präglas 
av tunga svansar. Den leptokurtiska fördelningen har även spetsig topp. Motsatsen kallas 
platykurtisk fördelning, vilken har mindre toppighet och en tjockare mittdel. 
Dessa egenskaper kan mätas med kurtosis, som är det fjärde centralmomentet. Måttet 
kalkylerar hur stor andel av observerad data som hamnar i mitten respektive i svansarna. 
Sample kurtosis definieras enligt: (Cryer & Chan, 2008, s. 284) 
(2) 
(3) 
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𝑔2 =  ∑(𝑌𝑖 − 𝑌)
4
𝑛
𝑖=1
 /(𝑛?̂?4) − 3 
 
För kurtosis gäller följande: 
 𝑔2 < 0 Platykurtisk fördelning 
 𝑔2 > 0 Leptokurtisk fördelning 
 𝑔2 = 0 Mesokurtisk fördelning (normalfördelning) 
 
 
3.4.2 Volalitetskluster 
Vanligt förekommande för returnserier är att små värden tenderar att följas av små och stora 
värden följas av stora. Värden av likartad storlek förekommer i kluster. Klusterbildningen 
förklaras av att den betingade variansen för 𝑋𝑡 (returns) inte är konstant. ARCH- eller 
GARCH-modellanpassning kan vara lämpligt i detta fall.  (Cryer & Chan, 2008, s. 279) 
3.4.3 Långtidsberoende i data 
För att undersöka returns oberoendeantagande är vanligt att studera 
autokorrelationsfunktionen (Sample ACF). För returns finner man ofta ingen signifikans 
inledningsvis vilket tyder på att medelvärdet för tidsserien inte har någon autokorrelation. Om 
returnserien är oberoende likafördelad kommer dessa egenskaper behållas efter en 
transformation där returns kvadreras. Studeras ACF:en efter en sådan transformation så finner 
man dock ofta signifikanta resultat. Signifikansen avser i dessa fall autokorrelation i 
variansprocessen, som i regel avtar mycket långsamt och tyder på långtidsberoende i den 
transformerade tidsserien. Resultat av sådan karaktär är ett ytterligare bevis på att en modell 
som inkluderar heteroskedasticitet kan vara lämplig. Sample AFC är också ett användbart 
Figur 3.1. Fördelningar med olika kurtosis. 
(4) 
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(5) 
verktyg när residualanalys ska genomföras för modellvalidering. Sample ACF definieras vid 
tidslagg k enligt följande: 
 
𝑟𝑘 =  
∑ (𝑌𝑡−?̅?)(𝑌𝑡−𝑘−?̅?)
𝑛
𝑡=𝑘+1
∑ (𝑌𝑡−?̅?)2
𝑛
𝑡=1
 
 
𝑟𝑘  plottas mot tidslagg k, k=1, 2…, och jämförs mot ett kritiskt värde ±2/√𝑛. Värden för 𝑟𝑘 
som överstiger det kritiska värdet visar signifikanta korrelationer. (Cryer & Chan, 2008, s. 
281) 
3.4.4 Skevhet 
Skevhet är ett mått som mäter symmetri i fördelningar. Ett negativt värde innebär att 
medelvärdet är mindre än medianen och således lutar täthetsfunktionen åt vänster. Positiva 
värden medför att medelvärdet är större än medianen och täthetsfunktionen lutar därmed 
istället åt höger. Skevheten definieras enligt följande: (R Tutorial, 2014) 
Skevhet = 
∑ (Yi−Y̅)
3n
i=1
(N−1)S3
 
3.5 Fördelningar 
Finansiella tidsserier är ofta inte normalfördelade. Att skatta modellparametrar med rätt 
fördelningsantagande är viktigt för att uppnå effektiva parameterskattningar och trovärdiga 
volatilitetsprediktioner (Cryer & Chan, 2008, s. 301). I följande stycke presenteras några 
vanligt förekommande fördelningar för finansiella tidsserier.  
3.5.1 Student-t Distribution 
Bollerslev föreslog år 1987 att normalfördelningsantagandet för finansiell data kunde bytas ut 
mot ett antagande om student-t fördelning. Syftet var att bättre kunna beskriva betingad 
heteroskedasticitet i datamaterial. Student-t fördelningen är en leptokurtisk fördelning.  
(Chair, et al., 2003) 
Student-t fördelningen har följande täthetsfunktion: (Karlsson, 2002, s. 27) 
 
𝑓𝑥(𝑥; 𝑣) =
Γ[(ν + 1)/2]
√𝑣𝜋Γ[ν/2](1 +
𝑥2
𝑣 )
(𝑣+1)/2
 
 
Där 𝑣 är antal frihetsgrader och 𝑣 > 2.  
 
 Medelvärde = 0 när v ≥ 2   
 Varians = 
𝑣
𝑣−2
 för v ≥ 3  
 Skevhet = 0 
 Kurtosis = 
6
𝑣−4
 
(6) 
(7) 
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3.5.2 Generalized Error Distribution (GED)  
Generalized Error-fördelningen består av en familj exponentiella symmetriska fördelningar 
som kan ha både leptokurtisk och platykurtisk karaktär beroende på antal frihetsgrader (v). 
GED har följande täthetsfunktion: (GILLER, 2005) 
 
𝑓𝑥(𝑥; 𝑣) =  
𝑣
2𝛼Γ(1/𝑣) 
𝑒−(
|𝑥−𝑢|
𝑎 )
𝑣
 
 
 Medelvärde = u 
 Varians =
𝑎2Γ(3 𝑣⁄ )
Γ(1 𝑣⁄ )
 
 Skevhet = 0  
 
För olika antal frihetsgrader (v) gäller följande: 
 
 v < 2 blir svansarna tyngre och fördelningen spetsigare relativt normalfördelningen 
 v > 2 blir svansarna smalare och fördelningen mer trubbig relativt normalfördelningen 
 v = 2 är det en normalfördelning  
 v = 1 är det en laplace-fördelning   
 v > ∞ går GED mot en likformig fördelning 
 
Figur 3.2. Student-t fördelningens utseende med olika frihetsgrader 
(8) 
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Om skevheten är skild från noll hamnar fördelningen i en familj som kallas Skewed General 
Error Distribution (SGED).  
 
Frihetsgraderna (v) för de Student-t och GED-fördelningar som har redovisats i detta kapitel 
kan ML-skattas för att hitta en precis beskrivning av tidsserien som analyseras. Frihetsgrader 
kan beskrivas som en parameter som bestämmer fördelningens utseende samt egenskaper och 
kan likt andra fördelningsbeskrivande parametrar anta värden med flera decimaler.  
Det bör även uppmärksammas att det finns en skillnad på obetingad och betingad fördelning. 
Där betingad fördelning avser fördelningen för en tidsserie givet föregående tidpunkt 
(𝑋𝑡|𝐼𝑡−1).  
3.6 Goodness-of-fit test 
3.6.1 QQ-plot 
Quantile-Quantile plots är ett användbart verktyg för att testa fördelningsantagande. Testet 
jämför de empiriska kvantilerna mot de teoretiska för en given fördelning. Om empirisk data 
och teoretisk har överensstämmande resultat illustreras det grafiskt med en rät linje (y = x). 
(Karlsson, 2002, s. 38) 
3.6.2 Grafisk jämförelse av täthetsfunktioner (densityplots) 
Teoretiska täthetsfunktioner för GED- samt student-t fördelningar kan jämföras med 
empiriska motsvarigheter i densityplots. Har de liknande täthetsfunktioner ges stöd åt 
fördelningsantagandet. Metoden är liksom QQ-plots grafisk. (Cryer & Chan, 2008, s. 44) 
Figur 3.2. General Error Distribution med olika frihetsgrader 
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(9) 
3.7 McLeod-Li test 
Mcleod-Li test utförs ofta på returns i syfte att hitta spår av ARCH. Testet  
baseras på Ljung-Box test och undersöker autokorrelationen för den kvadrerade tidsserien 
(kvadrerade returns). Om de första L autokorrelationerna gemensamt är små till storleken 
betyder det att ingen ARCH finns. Teststatistiken ges av: 
 
𝑄 = 𝑁(𝑁 + 2) ∑
?̂?𝑘
2
𝑁 − 𝑘
𝑙
𝑘
 
 
Där  ?̂?𝑘
2 är de kvadrerade autokorrelationerna över tidsserien. Nollhypotesen är ingen GARCH 
i tidsserien och teststatistiken Q är 𝜒2(L) fördelad. P-värdena ritas ett diagram där de jämförs 
med signifikansnivån 𝛼. P-värden som hamnar under 𝛼 innebär att nollhypotesen kan 
förkastas. (Cryer & Chan, 2008, s. 283)  
3.8 ARCH  
Engle introducerade år 1982 den Autoregressiva Betingade Heteroskedastiska modellen 
(ARCH) som modellerar den betingade heteroskedasticiteten i tidsserier. ARCH-modellen 
definierar Xt  (returns) enligt: 
 
𝑋𝑡 =  𝜎𝑡𝜀𝑡 
 
Där 𝜀𝑡 är en sekvens av i.i.d (oberoende identiskt distribuerade) stokastiska variabler med noll 
i medelvärde och enhetlig varians. Den betingade fördelningen för 𝑋𝑡:  
 
𝑋𝑡|𝐼𝑡−1~𝐷(0, 𝜎𝑡
2) 
 
där D står för fördelning och 𝐼𝑡−1  för informationen i föregående tidpunkt. ARCH(q)-
modellen som beskriver den betingade variansen 𝜎𝑡
2 (𝜎𝑡|𝑡−1
2 ) har följande definition: 
 
𝜎𝑡
2 = 𝜔 + ∑ 𝑎𝑖𝑥𝑡−𝑖
2
𝑞
𝑖=1
 
 
Där 𝜔 och 𝛼 är konstanter. 𝜔 > 0, 𝑎𝑖 ≥ 0, i =1,..,p-1. (Andersen, et al., 2009, s. 19) 
Forskning har dock påvisat att stora ordningar av ARCH(q) behöver användas för att fånga 
dynamiken för den betingade variansen. En ARCH(1)-modell använder exempelvis bara 
information från den allra senaste observationen av Xt. Ska prediktion för en längre tidsperiod 
utföras så kan detta kan leda till överparameterisering och avancerade modeller. Därav 
uppkom den generaliserade ARCH-modellen. (Karlsson, 2002, s. 16) 
(11) 
(12) 
(10)
)) 
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3.9 GARCH 
Bollerslev och Taylor presenterade presenterade år 1986 GARCH-modellen (Generalized 
Autoregressive Conditional Heteroscedastity). Denna modell inkluderar även den betingade 
variansen(𝜎𝑡|𝑡−1
2 ) som en linjär funktion av sina egna laggar.  
 
𝜎𝑡
2 = 𝜔 + ∑ 𝑎𝑖𝑥𝑡−𝑖
2
𝑞
𝑖=1
+  ∑ 𝛽𝑖𝜎𝑡−𝑗
2
𝑝
𝑗=1
 
 
Där 𝜔, 𝛼 och β är konstanter. 𝜔 > 0, 𝑎𝑖 ≥ 0, βj ≥ 0, i =1, .., p-1, j=1, .., j-1. 
GARCH-modeller tillåter autokorrelationsfunktionen för Xt att avta långsammare, medan 
ARCH-modeller har en snabbare avtagande autokorrelationsfunktion om inte högre 
modellordningar används. (Andersen, et al., 2009, s. 19) 
 
Ofta räcker det med två parametrar, GARCH(1,1), för att få en bra anpassning till finansiella 
returnserier. En egenskap som gör GARCH-modeller populära. Stor likhet med ARMA-
modeller finns, vilket underlättar när parameterordning ska väljas. (Karlsson, 2002, s. 16)  
 
GARCH(p,q) modeller är svagt stationära om: (Cryer & Chan, 2008, s. 296) 
 
∑ 𝛼𝑖
𝑞
𝑖=1 +  ∑ 𝛽𝑖
𝑝
𝑖 < 1 
 
3.10 Val av modellordning 
När modellordning ska bestämmas för GARCH-modeller så utnyttjas ofta likheten med 
ARMA processer. Den kvadrerade returnseriens EACF (Extended ACF) används, först 
definieras: 
 
𝜂𝑡 =  𝑋𝑡
2 −  𝜎𝑡|𝑡−1
2  
 
Där 𝜂𝑡 är en okorrelerad serie med noll i medelvärde. Denna ekvation skrivs om enligt: 
 
𝜎𝑡|𝑡−1
2 =  𝑋𝑡
2 − 𝜂𝑡 
 
Och substitueras därefter in i den generella formeln för en GARCH(p,q) modell:   
 
𝑋𝑡
2 = 𝜔 + (𝛽1 + 𝛼1)𝑋𝑡−1
2 + ⋯ + ( 𝛽max(𝑝,𝑞) +  𝛼max(𝑝,𝑞))𝑋𝑡−max(𝑝,𝑞)
2 + 
 𝜂𝑡 −  𝛽1𝜂𝑡−1 − ⋯ − 𝛽𝑝𝜂𝑡−𝑝 
 
(13) 
(14) 
(15) 
(16) 
(17) 
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Ekvationen visar att den kvadrerade returnserien kan beskrivas av en ARMA(max(p,q),p) 
modell och medför att metoder för att hitta parameterordning för ARMA-modeller även kan 
appliceras på GARCH-modeller. För utförligare bevis se (Cryer & Chan, 2008, s. 294). 
3.11 Parameterestimation 
Vid parameterskattning för GARCH-modeller används frekvent maximum-likelihood 
estimationer (MLE). Om Xt tillhör normalfördelningen och har standardiserade feltermer som 
är i.i.d normalfördelade (𝜀𝑡 ~ 𝑖𝑖𝑑 𝑁(0,1)) har log-likelihoodfunktionen följande utseende: 
 
𝐿(𝜔, 𝛼, 𝛽) = −
𝑛
2
log(2𝜋) −
1
2
∑ log (𝜎𝑡
2
𝑛
𝑖=1
) −
1
2
∑
𝑋𝑡
2
𝜎𝑡
2
𝑛
𝑖=1
 
 
Funktionen maximeras numeriskt med avseende på 𝜔, 𝛼 och 𝛽, som blir GARCH-modellens 
parametrar. (Andersen, et al., 2009, p. 123) 
 
Som tidigare konstaterats är finansiella tidsserier ofta inte normalfördelade. Något som ibland 
leder till mindre effektiva skattningar om antagandet används. Problemet kan lösas genom att 
ML-skatta parametrarna med antagande att feltermerna har annan fördelning. Om feltermerna 
för GARCH-modellen beskrivs bättre av en Student-t fördelning ML-skattas parametrarna 
följaktligen med avseende på Student-t fördelningen. (Karlsson, 2002, s. 26) 
 
𝐿(𝜔, 𝛼, 𝛽) =  ∑ [
log Γ (
𝑣+1
2
) − log Γ (
𝑣
2
) −
1
2
log(𝜋(𝑣 − 2)) −
1
2
log 𝜎𝑡
2 −
(
𝑣+1
2
) log (1 +
𝑋𝑡
2
𝜎𝑡
2(𝑣−2)
)
]𝑛𝑖=1  
 
I de fall feltermerna för GARCH-modellen förklaras bättre av en Generalized Error 
Distribution har log-likelihoodfunktionen istället följande uppställning: (Karlsson, 2002, p. 
26) 
 
𝐿(𝜔, 𝛼, 𝛽) =  ∑ [log (
𝑣
𝜆
) −
1
2
|
𝑋𝑡
𝜎𝑡𝜆
|
𝑣
− (1 + 𝑣−1) log(2) − 𝑙𝑜𝑔 [Γ(
1
𝑣
] − 1/2 log(𝜎𝑡
2)]
𝑛
𝑖=1
 
 
Där 𝜆 = [
2−2 𝑣⁄ Γ(1 𝑣⁄ )
Γ(3 𝑣⁄ )
]
1
2
 
  
  
(18) 
(19) 
(20) 
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3.12 Modellvalidering 
När en modell har valts och parametrarna har skattats krävs modellvalidering. Om modellen 
är korrekt specificerad och fördelningsantagandet reflekterar returnserien Xt så fordras att de 
standardiserade residualerna är i.i.d. De standardiserade residualerna från GARCH modellen 
beräknas på följande sätt: (Cryer & Chan, 2008, s. 301) 
 
𝜀?̂? = 𝑋𝑡/?̂?𝑡 
 
Där ?̂?𝑡 är den skattade betingade standardavvikelsen modellen tagit fram. 
 
Genom att studera QQ-plots för standardiserade residualer kan det avgöras huruvida rätt 
fördelningsantagande har använts. Om avvikelsen är påtaglig i de yttre kvantilerna bör ett 
fördelningsantagande som inkluderar svansar med annan karaktär med fördel användas (Cryer 
& Chan, 2008, s. 301).  
 
De standardiserade residualerna bör vara approximativt oberoende och likafördelade. Dessa 
antaganden kan testas genom att undersöka ACF:en. Det finns dock vissa problem med att 
studera ACF:en för residualer från GARCH-modeller (se Cryer & Chan, 2008, s. 301-304), 
varför absoluta eller kvadrerade residualer är mer lämpliga att undersöka.  
3.13 Prediktion 
Anpassade GARCH-modeller kan användas för prediktion av framtida betingad varians. Den 
framtida betingade variansen är exempelvis elementär för prissättning av finansiella tillgångar 
genom Black-Scholes formel. Predikterad varians kan även användas för beräkning av Value-
at-Risk (VAR). (Cryer & Chan, 2008, s. 307) 
 
Ensteg-framtida betingad varians för en GARCH(1,1) -modell beräknas genom följande 
ekvation: 
 
?̂?𝑡+1
2 =  𝜔 + 𝛼1𝑋𝑡
2 + 𝛽1𝜎𝑡
2 
 
=  𝜔 + 𝛼1𝐸(𝑋𝑡
2|𝐼𝑡−1) + 𝛽1𝜎𝑡
2 
 
=  𝜔 + 𝛼1𝜎𝑡
2 + 𝛽1𝜎𝑡
2 
 
= 𝜔 + (𝛼1 + 𝛽1)𝜎𝑡
2 
 
Där It-1 är informationen vid tidpunkt t-1. För h- steg framåt: 
 
?̂?𝑡+ℎ
2 =  𝜔 + (𝛼1 + 𝛽1)𝜎𝑡+ℎ−1
2  
 
(21) 
(23) 
(22) 
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Prediktionen utförs med hjälp av senast mätbara kvadrerade returns och betingad varians som 
startvärden. När prediktionshorisonten h ökar går den predikterade variansen mot den 
obetingade variansen: 
𝜎2 =  
𝜔
1−(𝛼1+𝛽1)
  
 
med hastigheten 𝛼1 + 𝛽1 .(Cryer & Chan, 2008, s. 306) 
  
(24) 
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4 Empiri och Analys 
4.1 Transformering av Data 
Datamaterialet över Industrivärdens beräknade substansrabatt från 01.01.2010 till och med 
30.09.2014 visas till vänster i figur 4.1. En nedåtgående trend tycks kunna urskiljas, 
medelvärdet för rabatten ser ut att minska med antalet bankdagar. Trenden är dock ointressant 
för volatilitetsanalysen och differentieras bort.  
 
 
Till höger i figur 4.1 visas tidsserien efter logaritmering och differentiering (returns). Man kan 
urskilja värden av likartad storlek samlas i kluster, vilket tyder på att variansen inte är 
konstant över tid. 
4.2 Stationäritet för returns 
Tidsserien för returns ser som väntat ut att ligga centrerad kring medelvärdet noll. På grund av 
att tidsserien har volatilitetsklusterbildningar är kriterierna för ARMA(p,q)-modeller inte är 
uppfyllda. Det kan innebära att GARCH(p,q)-modeller är en bättre anpassning till tidsserien, 
då dessa tar hänsyn till att den betingade variansen inte är konstant.   
 
Inledningsvis används Dickey-Fullers test på returns för att testa stationäritet. Testet utgår 
från nollhypotesen att tidsserien inte är stationär och har mothypotes att tidsserien är stationär. 
Nollhypotesen förkastas till ett p-värde som är mindre än 0.01 (se bilaga), vilket stärker 
antagandet om stationäritet.  
Figur 4.1. Industrivärdens Substansrabatt till vänster och returns till höger 
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Även autokorrelationsfunktionen (Sample ACF) undersöks för returns. ACF för returns visas i 
figur 4.2. Två tidslaggar är signifikanta inledningsvis men sedan försvinner beroendet. Det 
finns någon form av autokorrelation kvar i materialet, men beroendet är i sammanhanget litet 
till storlek. Tidsserien antas därmed vara stationär.  
 
 
Till höger figur 4.2 visas autokorrelationsfunktionerna för kvadrerade returns. I denna finner 
man flera signifikanta laggar. Signifikanta laggar i autokorrelationsfunktionen för kvadrerade 
returns betyder att det finns ett långtidsberoende i variansprocessen för tidsserien. Resultatet 
påvisar att GARCH-modeller är applicerbara på returns. 
4.3 Test för GARCH-anpassning 
McLeod-Lis test undersöker returns för spår av ARCH. Något som redan har misstänkts efter 
studerande av autokorrelationsfunktionen för kvadrerade returns. 
Figur 4.2. ACF för returns till vänster och kvadrerade returns till höger 
Figur 4.3. McLeod-Li test för returns  
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I figur 4.3 illusteras McLeod-Li testet grafiskt. Den röda streckade linjen avser testets 
signifikansnivå (𝛼 = 0,05). Testet tyder på signifikans (de flesta p-värden är mindre än 𝛼) 
vilket indikerar att ARCH finns i tidsserien och ger ytterligare stöd för anpassning av 
GARCH-modeller.  
4.4 Returns fördelning  
En viktig del vid GARCH-modellering är att hitta rätt fördelning för residualerna (εt) eftersom 
nämnda fördelning kommer vara den som ML-skattar parametrarna i GARCH(p,q)-modellen 
med högst effektivitet. Substansrabatten räknas ut från finansiell data men det är osäkert om 
egenskaper för sådan data gäller för rabatten. Anmärkningsvärt är att substansvärdet och 
priset för Industrivärdens C-aktie teoretiskt kan röra sig åt olika håll från dag till dag, vilket 
gör det möjligt för substansrabatten att fluktuera mycket under dessa tidsperioder. Något som 
också innebär att nämnare och täljare kan röra sig åt samma håll under tidsperioder, vilket 
medför att rabatten kan vara konstant vid förändring av relevanta aktiekurser. Dessa 
egenskaper gör att substansrabattens varians kan vara svår att förutspå och fördelningen för 
dess returns inte nödvändigtvis behöver vara lik typisk finansiell data. Studien lägger således 
vikt vid att hitta rätt fördelning för returns. 
4.5 Normalfördelning 
I de fall de standardiserade residualerna förmodas vara normalfördelade skapas log-
likelihoodfunktionen som skattar parametrarna i GARCH-modellen utifrån ett 
normalfördelningsantagande. Inledningsvis undersöks således om returns följer en 
normalfördelning. 
Shapiro-Wilks test utförs och förkastar nollhypotesen (normalfördelning) till ett p-värde < 
2.2e-16. Ett argument för att returns inte är normalfördelade (se bilaga för teststatistik).  
Figur 4.4 visar ett histogram för returns. Histogrammet stärker antagandet att returns inte 
följer en normalfördelning eftersom man kan konstatera att returns har högre toppighet samt 
tyngre svansar än normalfördelningen. Dessa egenskaper är typiska för finansiell data.  
Figur 4.4. Histogram för returns med normalfördelningskurva samt normal QQ-
plot för returns 
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Returns tyngre svansar kan betyda att substansrabatten har lätt att anta extremvärden. Om 
fördelningen för εt är av annan karaktär än normalfördelning visas leptokurtiska tendenser i 
returns, vilket är tydligt i figur 4.4. 
QQ-plot för returns visas till höger i figur 4.4, där returns jämförs med en teoretisk 
normalfördelning. Påtagligt är att svansarna avviker från de teoretiska motsvarigheterna. 
Resultat som ger ytterligare argument för att returns inte följer en normalfördelning. Troligt är 
att ett fördelningsantagande med tyngre svansar bör användas.  
4.6 Alternativa fördelningar 
När normalfördelning har förkastas och returns samtidigt påvisat tyngre svansar bör lämpligen 
undersökas om returns tillhör en leptokurtisk fördelning, exempelvis Student-t eller GED. I 
avsnitt 4.6 påvisades att returns har tyngre svansar och mer toppighet än normalfördelningen. 
När kurtosis skattas för returns finner man ett värde som är större än noll (6.624869). Om 
returns fördelning tillhör en Generalized Error Distribution bör därmed antalet frihetsgrader 
vara lägre än två (se avsnitt 3.5.2). Frihetsgraderna (v) kan ML-skattas utifrån nämnda 
fördelningsantagande i syfte att hitta en teoretisk motsvarighet att jämföra med den empiriska 
fördelningen. Även student-t-fördelningen kan vara aktuell, vars frihetsgrader (v) likväl 
skattas från returns. Resultatet från ML-skattningarna redogörs i tabell 4.1  
 
 
 
 
Problemet med den obetingade fördelningen för returns är att fördelningsantagandet som ger 
bäst resultat inte nödvändigtvis är det som εt tillhör, eftersom skattningarna påverkas av 
heteroskedasticiteten. Returns obetingade fördelning kan däremot indikera vilken fördelning 
den betingade returnserien samt εt tillhör. I figur 4.5 jämförs teoretiska fördelningar med 
parametrar från tabell 4.2 och returns. Skevhetsmått skattas även från returns men är inte 
signifikant skild från noll (se bilaga 8.1.2).  
Fördelningsantagande ?̅?ML SDML DFML(v)  
GED (Normalförd.) - 0.0003612811 0.0395109080 (2) 
GED  - 0.000335267 0.038432627 1.084160292 
Student-t - 0.0004274149 0.0398253039 3.7129322901 
Tabell 4.1. Returns ML-skattningar utifrån olika fördelningsantaganden 
 
Figur 4.5. Returns jämfört med teoretiska täthetsfunktioner för olika fördelningar 
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Anpassningarna tyder på relativt bra passform men de skattade frihetsgraderna för de 
teoretiska student-t och GED-fördelningarna verkar överskatta toppigheten för returns. 
Returns har däremot en täthetsfunktion som är toppigare än normalfördelningen, vilket man 
också kan se i figur 4.4.  
 
 
Figur 4.6 åskådliggör en QQ-plot där returns jämförs med teoretiska fördelningar. 
Anpassningen verkar vara bra för GED samt student-t. Modeller med dessa 
fördelningsantaganden kommer troligtvis få mer effektiva parameterskattningar än 
normalfördelningen (se figur 4.4).  
4.7 Val av modellordning 
EACF över kvadrerade returns används för bestämmande av modellordning vid 
GARCH(p,q)-anpassningen. EACF:en tyder på att en GARCH(1,1)-modell kan vara lämpad 
för anpassning. 
 
Även andra modellordningar är möjliga enligt tabell 4.2. Dessa testas (se bilaga 8.1.1) men får 
ej signifikanta parametrar eller sämre anpassning (högre AIC). Detta medför att GARCH(1,1) 
är modellordningen som fortsatt undersöks. Resultat som stämmer överens med teorier om att 
Figur 4.6. QQ-plot där returns jämförs med två olika teoretiska 
fördelningar. 
Tabell 4.2. EACF för kvadrerade returns 
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det ofta räcker med GARCH(1,1)-modeller för att beskriva volatiliteten i finansiella 
returnserier.  
4.8 GARCH-modellering 
GARCH-anpassning utifrån de olika fördelningsantagandena som tidigare introducerats följer 
i detta avsnitt. Tre olika GARCH-modeller har skapats med dessa fördelningsantaganden och 
GARCH(1,1)-modeller har anpassats i samtliga fall. I tabell 4.3 visas resultatet från 
modellanpassningarna. 
 
GARCH(1,1)-modellen med t-fördelningsantagande har lägst (mest negativt) AIC-värde 
vilket innebär att initialt stöd ges åt denna modell. Fler tester bör utföras för att komplettera 
vad AIC-värdet indikerar. Tabellen visar även att alla parameterskattningarna är signifikanta 
(se bilaga för p-värden).  
I samtliga tre fall har snarlika parameterskattningar estimerats för GARCH-modellen, 
oberoende vilket fördelningsantagande som har använts. Detta är tecken på robusta 
skattningar och ytterligare ett bevis för att GARCH-anpassning är en applicerbar metod för att 
beskriva volatiliteten i returns. Alpha + Beta ska vara < 1 för att modellen ska vara stationär, 
kriteriet är uppfyllt för samtliga modeller. Frihetsgraderna i tabell 4.3 har skattats från den 
betingade returnserien Xt|It-1. Dessa är de frihetsgrader som log-likelihoodfunktionerna 
använder när parametrar i GARCH-modeller skattas. De verkar också passa datamaterialet 
bättre än frihetsgraderna som har skattats från den obetingade returnserien, vilket observeras i 
figur 4.7.  
Fördelningsantagande Omega Alpha Beta DFML (v) för  
betingad 
fördelning 
Alpha + 
Beta 
AIC 
Student-t 0.0000757898 
(*) 
0.07378387 
(**) 
0.8810326 
(***) 
4.212300 
(***) 
0.9548165 -3.8384 
Normal 0.0001013319 
(***) 
0.140478981 
(***) 
0.807853928 
(***) 
(2) 0.9483329 -3.7158 
General Error Dist. 0.0000946395 
(*) 
0. 1024111 
(**) 
0. 8375878 
(***) 
 
1.176384 
(***) 
0.9399989 -3.8186 
Tabell 4.3. Tabell över GARCH-modeller som anpassats utifrån tre olika fördelningsantaganden. 
Figur 4.7. Returns och teoretiska täthetsfunktioner med parametrar som är skattade från den betingade 
fördelningen. Returns jämförs med student-t(4.2123) t.v. och med GED(1.1765) t.h. 
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Analys av de standardiserade residualerna från respektive modell behöver även utföras i syfte 
att identifiera den modell med residualer som är oberoende likafördelade (i.i.d). Residualerna 
ska även ha samma fördelning som GARCH-modellen utgår från.  
Tabell 4.4 visar parameterskattningar för de standardiserade residualerna från respektive 
GARCH(1,1)-modell. Medelvärdet och standardavvikelsen skattas för att undersöka om 
residualerna blivit korrekt standardiserade. Frihetsgraderna (v) för de standardiserade 
residualerna har även ML-skattats. 
 
 
 
 
 
 
För att bestämma vilket modellantagande som ger bäst anpassning kommer residualerna från 
respektive modell att undersökas vidare. 
4.9 Modellvalidering när GARCH(1,1) bygger på student-t fördelningsantagande 
I figur 4.8 visas standardiserade residualer från GARCH(1,1)-modellen med student-t 
fördelningsantagande. Residualerna jämförs med en teoretisk standardiserad student-t 
fördelning. Till höger i figur 4.8 jämförs residualerna med den teoretiska t-fördelningen i en 
QQ-plot. Resultatet tyder på att anpassningen är bra, med ett fåtal avvikelser i svansarna.  
 
 
Fördelningsantande 
vid GARCH-
modellering 
?̅?ML 
Standardiserade 
Residualer 
SDML 
Standardiserade 
Residualer 
DFML (v) för 
standardiserade 
residualer 
Normal - 0.02357870 0.99856710 (2) 
GED - 0.01247314 0.99836491 1.17843832 
Student-t - 0.01333792 0.99574260 4.25659906 
Tabell 4.4. ML-skattade parametrar för de standardiserade residualerna utifrån tre 
olika fördelningsantaganden. 
Figur 4.8. Standardiserade residualer och teoretisk student-t fördelning t.v. samt QQ-plot t.h. 
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Figur 4.10. Standardiserade residualer och teoretisk General Error Distribution t.v. samt QQ-plot t.h. 
 
Den anpassade GARCH(1,1)-modellen med student-t fördelningsantagandet används även för 
att simulera en tidsserie med 1195 värden. Om fördelningen för den simulerade tidsserien 
överensstämmer med den för returns ger det ytterligare stöd till att student-t fördelningen bör 
användas. I figur 4.9 kan tydligt urskiljas att så är fallet. 
4.10 Modellvalidering när GARCH(1,1) bygger på GED-antagande 
I figur 4.10 undersöks de standardiserade residualerna från GARCH-modellen som har 
anpassats till returns under ett GED-antagande. Residualernas frihetsgrader har i detta fall 
skattats till 1.178438. När täthetsfunktionerna jämförs urskiljs att den teoretiska Generalized 
Error-fördelningen är något toppigare än vad de standardiserade residualernas fördelning är.  
 
I QQ-plotten studeras anpassningen ytterligare och påvisar något avvikande svansar. Man kan 
argumentera för att student-t anpassningen till residualerna har bättre passform.  
Figur 4.9. Returns empiriska fördelning och simulerade värden från 
anpassad GARCH-modell med student-t antagande. 
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Simulering av en tidsserie med 1195 värden från GARCH-modellen som bygger på GED-
antagande illustreras grafiskt i figur 4.11. De simulerade värdenas fördelning tycks präglas av 
högre toppighet.  
 
4.11 Modellvalidering när GARCH(1,1) bygger på normalfördelningsantagande 
För att styrka att student-t eller GED- verkligen är rätt fördelningsantagande undersöks 
slutligen standardiserade residualer från GARCH-modellen med normalfördelningsantagande. 
Tidigare har indikerats att returns inte är normalfördelat och här förtydligas att inte heller 
residualerna blir normalfördelade. 
Resultatet visas i figur 4.12. Anpassningen är inte bra och resultatet tyder på modellen inte 
fångar de leptokurtiska egenskaper returns har. En fördelning som har tyngre svansar borde 
således vara bättre, vilket stämmer överens med tidigare resonemang.  
 Figur 4.12. Standardiserade residualer och teoretisk normalfördelning t.v. samt QQ-plot t.h. 
Figur 4.11. Returns empiriska fördelning och simulerade värden från anpassad GARCH-modell med GED-antagande. 
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När 1195 värden från GARCH(1,1)-modellen som bygger på normalfördelningsantagande 
simuleras (figur 4.13) kan normalfördelningen till sist strykas som fördelningsantagande.  
 
  
Figur 4.13. Returns empiriska fördelning och simulerade värden från anpassad GARCH-
modell med normalfördelningsantagande. 
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4.12 Slutgiltigt modellval 
Som tidigare nämnts är residualanalysen väsentlig för valet av fördelningsantagande. Efter 
residualanalysen för de tre olika GARCH-modellerna kan konstateras att student-t 
fördelningen har uppvisat bäst passform. De standardiserade residualerna ska följa den 
fördelning som GARCH-modellen bygger på. Så är fallet för GARCH-modellen med student-
t fördelningsantagande. AIC-värdet är dessutom lägst för denna modell. 
För att modellen fullständigt ska gå igenom valideringen krävs att residualerna är i.i.d. 
Oberoendet hos residualerna bör således undersökas.  
ACF för vanliga samt kvadrerade standardiserade residualer visas i figur 4.14. Resultaten är 
tillfredsställande nog och ingen hög signifikans finns. Resultat som tyder på att tidsserien för 
residualerna kan antas vara stationär utan autokorrelation i variansprocessen. 
 
GARCH(1,1)-modellen som anpassats för att beskriva substansrabattens returns sammanfattas 
nedan:  
Fördelningsantagande Omega Alpha Beta DFML (v) för  
betingad fördelning 
Alpha + Beta 
Student-t 0.0000757898 
(*) 
0.07378387 
(**) 
0.8810326 
(***) 
4.2123 
(***) 
0.95481647 
 
 
Figur 4.14. ACF för kvadrerade underst- och standardiserade residualer överst i figuren. 
Tabell 4.5. Slutgiltig GARCH(1,1)-modell 
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I syfte att undersöka hur väl den valda modellen fångar upp variation i returns kan den 
betingade volatiliteten, skattad av den anpassade GARCH(1,1)-modellen, studeras och 
jämföras med returnserien. Resultatet åskådliggörs i figur 4.15. Man kan urskilja att modellen 
beskriver volatilitetens struktur i returnserien. Perioder med högre volatilitet i returns ger en 
hög estimerad volatilitet. Något som är tydligt vid ett flertal tidsperioder, exempelvis kring 
observation 400 till 600.  
 
 
  
Figur 4.15. Returns tidsserie övertill och betingad volatilitet från anpassad GARCH-modell som 
beskriver volatiliteten i returns undertill 
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4.13 Prediktion med hjälp av anpassad GARCH-modell 
Modellen kan användas för att prediktera den framtida betingade volatiliteten. I figur 4.16 
visas predikterade värden 80 steg framåt med den sista betingade volatiliteten i returnserien 
som startvärde. Predikterad volatilitet går när prognoshorisonten ökar mot den obetingade 
standardavvikelsen 0.04095579 (uträknad enligt formel 24) som är rödmarkerad i figuren.  
 
  
Figur 4.16. De sista 400 observationerna för betingad standardavvikelse samt 80 predikterade värden. 
Efter 400 bankdagar kan man se att den predikterade volatiliteten går mot returnseriens obetingade 
standardavvikelse.  
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5 Slutsats  
Syftet med studien var att beskriva volatiliteten i Industrivärdens substansrabatt under 
tidsperioden 2010-01-01 till och med 2014-09-30. Vilken typ av modell (ARMA/GARCH) 
som skulle passa materialet bäst var på förhand inte känt på grund av begränsad tidigare 
forskning rörande substansrabatten. Inledningsvis var därför viktigt att undersöka returns 
karaktär samt utmärkande egenskaper.  
Studien har påvisat att egenskaperna för den approximerade substansrabatten kan anses som 
likvärdiga de för typisk finansiell data. Dessa var främst heteroskedasticitet och en betingad 
fördelning för returns som kan antas följa t-fördelningen. Student-t fördelningen har en mer 
extremvärdesbenägen karaktär än normalfördelningen, vilket är överensstämmande med vad 
tidigare forskning har bevisat för finansiella returnserier (Andersen, et al., 2009, s. 2). 
Extremvärdena förklaras av börsens tendens att ha högre volatilitet i perioder.  Resultat som 
innebar att GARCH-modeller kunde appliceras på returns i syfte att skapa en modell som 
kunde förklara volatiliteten.  
Slutgiltig GARCH-modell som har valts för att förklara volatiliteten i returnserien för 
Industrivärdens substansrabatt bygger på ett student-t fördelningsantagande. Modellen 
bekräftades av lägst AIC-värde samt att de standardiserade residualerna följde nämnda 
fördelning.  
 
Modellen var kapabel att beskriva den historiska volatiliteteten på acceptabelt vis och 
användes sedan för prediktion av framtida volatilitetsnivåer för substansrabatten. Prediktionen 
av volatiliteten gick mot den obetingade volatiliteten när prediktionshorisonten ökade, vilket 
stämmer väl överens med teorin. 
Om datamaterialet för substansrabatten stympas eller förlängs finns sannolikheten att en 
annan GARCH-modell visar bättre anpassning. Den valda modellen är således endast den som 
har gett bäst resultat under tidsperioden som har studerats. Viktigt är även att ha i åtanke att 
datamaterialet som författarna har använt är en approximation av substansrabatten och 
resultatets exakthet bör ställas i paritet med en analys som även tar hänsyn till mer frekvent 
uppdaterade och bekräftade innehav, då detta speglas i substansvärdet.  
6 Fortsatt forskning 
I fortsatt forskning gällande substansrabatten kan resultat från studien möjligtvis användas för 
prediktion av framtida nivåer på substansrabatten. För prediktion kan modeller som tar hänsyn 
till eventuell medelvärdeseffekt hos substansrabatten användas, till exempel 
ARMA+GARCH-modeller. Dessa prediktioner kan då möjligtvis besvara om rabatten är svår 
att prediktera likt aktiekurser, vilka ofta styrs av marknadens förväntningar.  
Substansrabatten i studien studeras under en bestämd tidsperiod och utrymme lämnas därför 
till att analysera andra tidsperioder. Substansrabatten kan även studeras för andra 
investmentbolag än Industrivärden för att undersöka om liknande resultat uppvisas. Studien 
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lämnar även utrymme för analys av ett datamaterial där en mer precis version av 
Industrivärdens substansvärde används vid beräkning av substansrabatten. 
GARCH-modeller som har anpassats till returnserien har avgränsats till enkla GARCH-
modeller. Det finns ett flertal andra GARCH-modeller som möjligtvis beskriver volatiliteten 
med annorlunda resultat. Jämförelser av hur bra den slutgiltiga GARCH-modellen står sig mot 
andra modeller kan därmed genomföras. Både hur bra modellerna fångar upp historisk 
volatilitet samt hur väl de predikterar kan undersökas.  
Studien är som tidigare nämnts ett inledande steg för att uppnå förståelse för substansrabatten. 
En intressant fortsatt frågeställning kan vara om man tjänar på att köpa investmentbolags 
aktier eller får bättre avkastning genom att äga motsvarande viktade portfölj. För att besvara 
frågan är nödvändigt att förstå substansrabatten och dess beteende, något som studien har 
påbörjat när volatiliteten i substansrabatten har studerats samt beskrivits med en statistisk 
modell.  
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8 Bilagor 
8.1 Tabeller 
8.1.1 GARCH-modeller med högre modellordning 
 
 
 
        
 
 
 
 
 
 
 
*Minst en av parametrarna i modellen är inte signifikant 
8.1.2 Skevhetsskattningar från returns utifrån olika fördelningsantaganden 
Fördelningsantagande Skevhet 
skattning 
Standardavvikelse Signifikant skiljt från 
0* 
SGED 9.974e-01 9.974e-01 Nej 
Skewed normalfördelning 1.0057840 0.0307961 Nej 
Skewed student-t 9.816e-01 3.569e-02 Nej 
*I R är det ingen skevhet om måttet inte är signifikant skiljt från 1 (istället för 0) 
  
Modell Signifikanta 
parametrar* 
AIC 
Normal 
GARCH(1,2) 
Nej -3.713900 
Normal 
GARCH(2,1) 
Nej -3.714734 
Normal 
GARCH(2,2) 
Nej -3.717988 
Student-t 
GARCH(1,2) 
Nej -3.837723 
Student-t 
GARCH(2,1) 
Nej -3.836614 
Student-t 
GARCH(2,2) 
Nej -3.836050 
GED 
GARCH(1,2) 
Nej -3.817022 
GED 
GARCH(2,1) 
Nej -3.816896 
GED 
GARCH(2,2) 
Nej -3.815924 
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8.1.3 Jämförelse av utgivna och beräknade värden på substansrabatten  
  
Datum Substansvärde/aktie från 
Industrivärdens kvartalsrapporter 
Beräknad approximation av 
substansvärde/aktie 
2014-09-30 152 152,2403638 
2014-06-30 156 156,1778033 
2014-03-31 169 169,37541 
2013-12-31 155 155,2753 
2013-09-30 145 145,0222831 
2013-06-30 135 134,4523481 
2013-03-31 150 150,4977396 
2012-12-31 129 129,000803 
2012-09-30 121 121,0706302 
2012-06-30 113 113,0626041 
2012-03-31 124 124,3266896 
2011-12-31 104 103,8729888 
2011-09-30 91 89,94270941 
2011-06-30 135 134,720169 
2011-03-31 142 142,1228849 
2011-02-28 149 149,5309753 
2010-11-30 132 131,6555842 
2010-08-31 120 119,9436706 
2010-05-31 123 123,011808 
2010-04-30 116 115,8777972 
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8.2 R-utskrifter 
8.2.1 Augmented Dickey-Fuller test 
 
 
 
 
 
 
 
 
8.2.2 Shapiro-Wilks test för normalfördelning 
 
 
 
 
  
Augmented Dickey-Fuller Test 
data:  diffa 
Dickey-Fuller = -12.1856, Lag order = 10, p-value = 0.01 
alternative hypothesis: stationary 
Warning message: 
In adf.test(diffa, alternative = c("stationary"), k = trunc((length(diffa) -  : 
p-value smaller than printed p-value 
 
 
 Shapiro-Wilk normality test 
data:  diffa 
W = 0.9297, p-value < 2.2e-16 
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8.2.3 GARCH-modell under student-t antagande 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Title: 
 GARCH Modelling  
Call: 
 garchFit(formula = ~garch(1, 1), data = diffa, cond.dist = c("std"),  
    include.mean = FALSE, include.skew = FALSE, include.shape = TRUE)  
Mean and Variance Equation: 
 data ~ garch(1, 1) 
<environment: 0x0000000049026f98> 
 [data = diffa] 
Conditional Distribution: 
 std  
Coefficient(s): 
     omega      alpha1       beta1       shape   
0.00007579  0.07378387  0.88103259  4.21230035   
Std. Errors: 
 based on Hessian  
Error Analysis: 
        Estimate  Std. Error  t value Pr(>|t|)     
omega  7.579e-05   3.339e-05    2.270  0.02322 *   
alpha1 7.378e-02   2.782e-02    2.652  0.00801 **  
beta1  8.810e-01   4.069e-02   21.654  < 2e-16 *** 
shape  4.212e+00   5.155e-01    8.171 2.22e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Log Likelihood: 
 2297.435    normalized:  1.92254  
 
36 
 
   
Standardised Residuals Tests: 
                                Statistic p-Value     
 Jarque-Bera Test   R    Chi^2  926.4507  0           
 Shapiro-Wilk Test  R    W      0.953232  0           
 Ljung-Box Test     R    Q(10)  24.04691  0.007476843 
 Ljung-Box Test     R    Q(15)  25.82924  0.03985634  
 Ljung-Box Test     R    Q(20)  27.10917  0.1322203   
 Ljung-Box Test     R^2  Q(10)  6.123573  0.8047764   
 Ljung-Box Test     R^2  Q(15)  6.487226  0.9703513   
 Ljung-Box Test     R^2  Q(20)  9.487826  0.9765375   
 LM Arch Test       R    TR^2   6.176459  0.9069267   
 
Information Criterion Statistics: 
      AIC       BIC       SIC      HQIC  
-3.838386 -3.821362 -3.838408 -3.831972 
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8.2.4 GARCH-modell under GED-antagande  
  
Title: 
 GARCH Modelling  
Call: 
 garchFit(formula = ~garch(1, 1), data = diffa, cond.dist = c("ged"),  
    include.mean = FALSE, include.skew = FALSE, include.shape = TRUE)  
Mean and Variance Equation: 
 data ~ garch(1, 1) 
<environment: 0x0000000049212268> 
 [data = diffa] 
Conditional Distribution: 
 ged  
Coefficient(s): 
     omega      alpha1       beta1       shape   
0.00009464  0.10241106  0.83758784  1.17638449   
Std. Errors: 
 based on Hessian  
Error Analysis: 
        Estimate  Std. Error  t value Pr(>|t|)     
omega  9.464e-05   4.133e-05    2.290  0.02203 *   
alpha1 1.024e-01   3.327e-02    3.078  0.00208 **  
beta1  8.376e-01   5.044e-02   16.607  < 2e-16 *** 
shape  1.176e+00   5.900e-02   19.939  < 2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Log Likelihood: 
 2285.67    normalized:  1.912694  
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Standardised Residuals Tests: 
                                Statistic p-Value    
 Jarque-Bera Test   R    Chi^2  799.7835  0          
 Shapiro-Wilk Test  R    W      0.9564652 0          
 Ljung-Box Test     R    Q(10)  22.90784  0.01109192 
 Ljung-Box Test     R    Q(15)  24.65479  0.05477597 
 Ljung-Box Test     R    Q(20)  25.92926  0.1681608  
 Ljung-Box Test     R^2  Q(10)  5.200319  0.8774009  
 Ljung-Box Test     R^2  Q(15)  5.655066  0.9849777  
 Ljung-Box Test     R^2  Q(20)  8.514627  0.9878779  
 LM Arch Test       R    TR^2   5.237126  0.949586   
 
Information Criterion Statistics: 
      AIC       BIC       SIC      HQIC  
-3.818694 -3.801670 -3.818716 -3.812280  
 
> 
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8.2.5 GARCH-modell under normalfördelningsantagande 
 
  
Title: 
 GARCH Modelling  
Call: 
 garchFit(formula = ~garch(1, 1), data = diffa, cond.dist = c("norm"),  
    include.mean = FALSE, include.skew = FALSE, include.shape = FALSE)  
Mean and Variance Equation: 
 data ~ garch(1, 1) 
<environment: 0x000000004763dea8> 
 [data = diffa] 
Conditional Distribution: 
 norm  
Coefficient(s): 
     omega      alpha1       beta1   
0.00010133  0.14047898  0.80785393   
Std. Errors: 
 based on Hessian  
Error Analysis: 
        Estimate  Std. Error  t value Pr(>|t|)     
omega  1.013e-04   2.933e-05    3.455  0.00055 *** 
alpha1 1.405e-01   2.675e-02    5.252  1.5e-07 *** 
beta1  8.079e-01   3.362e-02   24.031  < 2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Log Likelihood: 
 2223.201    normalized:  1.860419  
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Standardised Residuals Tests: 
                                Statistic p-Value    
 Jarque-Bera Test   R    Chi^2  731.7351  0          
 Shapiro-Wilk Test  R    W      0.9584287 0          
 Ljung-Box Test     R    Q(10)  21.81533  0.01607352 
 Ljung-Box Test     R    Q(15)  23.56959  0.07277236 
 Ljung-Box Test     R    Q(20)  24.76107  0.2107251  
 Ljung-Box Test     R^2  Q(10)  5.660267  0.842953   
 Ljung-Box Test     R^2  Q(15)  6.327565  0.9737046  
 Ljung-Box Test     R^2  Q(20)  9.19567   0.9805281  
 LM Arch Test       R    TR^2   5.915427  0.9202851  
 
Information Criterion Statistics: 
      AIC       BIC       SIC      HQIC  
-3.715818 -3.703050 -3.715830 -3.711007 
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