A new method for investigating mental fatigue based on P300 variability is presented here. In this approach a new coupled particle filtering for tracking variability of P300 subcomponents, i.e., P3a and P3b, across trials is developed. The latency, amplitude, and width of each subcomponent, as the main varying parameters, are modelled using state space system. In this model the observation is modelled as a linear function of amplitude and a nonlinear function of latency and width. Two Rao-blackwellised particle filters are then coupled and employed for recursive estimation of the state of the system across trials. By including some physiological based constraints, the proposed technique prevents generation of invalid particles during estimation of the state of the system. The main advantage of the algorithm compared with other single trial based methods is its robustness in the low signal-to-noise ratio situations. The method is applied to both simulated data and real mental fatigue data. The results demonstrate potential use of the method in event-related potential (ERP) based applications.
Introduction
Mental fatigue can be defined as the state of reduced activities and associated cognitive functions arising during continuous mental activity. Using electroencephalogram (EEG) and event-related potential (ERP) measures, it is possible to examine the physiological changes related to mental fatigue and also its effects on attention [1] . Based on ERP studies, the ability of the subjects to focus their attention decreases with time on task [1] . Attention is an important feature of dynamic human behaviour. It allows us to (i) directly process the incoming information in order to focus on the relevant information for achieving certain goals [2, 3] and (ii) actively ignore irrelevant information that may interfere with the goals [2, 3] . Therefore, in the analysis of mental fatigue one key direction is to examine how mental fatigue affects these attentional processes. This can be achieved by analysis of different ERP components and subcomponents before and during the fatigue state. Some variations of attention-related ERP components induced by mental fatigue have provided strong evidence that attentional processes are indeed influenced by mental fatigue [1] .
ERPs are electrical responses of the brain to the sensory, motor, or cognitive stimuli. They are time locked to the stimulus onset and ଝ This work is supported by The Leverhulme Trust.
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are recorded over the scalp [4, 5] . ERPs are useful for assessment of a number of neurological disorders and cognitive processes. One conventional approach to extract the ERP components from single trial measurements is averaging time-locked single trials. The assumption in such an approach is that the ERP wave remains constant across trials and averaging them over single trials leads to the attenuation of the background EEG which is considered as a random process. In many real applications, this assumption is not true. For example, when there is a change in the degree of mental fatigue, habituation, or the level of attention, the ERP waveform changes from trial to trial. Therefore, trial to trial variability of the ERP components are ignored by averaging the ERPs over a number of trials.
Inter-trial variability of ERP components is an important parameter in order to investigate some brain abnormalities such as schizophrenia and depression [6, 7] . Several methods have been developed for single trial estimation of ERP components based on statistical signal processing. These methods include Wiener [8] , maximum a posteriori (MAP) [9] and Kalman filtering [10, 11] approaches. These methods, however, may fail in situations where ERP signal to background noise ratio is very low or the measured ERPs vary from trial to trial. An effective analysis of ERPs should then be based on a robust single trial estimation in which intertrial variability of ERPs is also taken into account. A recent work in [12] formulates wavelet coefficients of the time-locked measured ERPs in the state space and then estimates the ERP components using particle filtering. It is shown that the formulated particle filtering outperforms Kalman filtering. The method, however fails to estimate ERP subcomponents and a new modelling of ERP subcomponents is demanded. Therefore, in this paper we propose a new formulation based on particle filtering in order to estimate the single trial ERP subcomponents. The proposed method considers the temporal correlation between ERP subcomponents recorded from different sites of the brain and enables separation and identification of the subcomponents.
One of the main ERP components is P300. The P300 component has been found to be useful in identifying the depth of cognitive information processing. It has been reported that the P300 amplitude elicited by mental task loading decreases with an increase in the perceptual or cognitive difficulty of the task and its latency increases when the stimulus is cognitively difficult to process [13] [14] [15] [16] [17] [18] . P300 contains two subcomponents: P3a and P3b. These subcomponents usually overlap over the scalp and have temporal correlation [18] . P3a is an unintentional response of the brain to a salient stimulus independent of the task [5, 19] . Prefrontal, frontal, and anterior temporal brain regions play an important role in generating P3a, giving it a frontocentral distribution [5] . P3b is more distributed over the centroparietal region as it is mainly generated by posterior temporal, parietal, and posterior cingulate mechanisms [20] . Moreover, P3a is different from p3b in its shorter latency and more rapid habituation [5, 20] . It has been suggested in [21, 14] to use the estimated P300 subcomponents for mental fatigue analysis since estimation of the averaged P300 does not always correspond to manifestation or appearance of mental fatigue. Evaluation of mental fatigue based on ERP is therefore recommended to be conducted from multiple perspectives: using not only P300 amplitude and latency but also feature parameters related to its subcomponents such as P3a and P3b.
The aim of this study is to separate and track the P300 subcomponents in single trial recordings. Some research has been carried out using blind source separation (BSS) and principal component analysis (PCA) for decomposition of the P300 into its subcomponents [21] [22] [23] [24] [25] . In some studies PCA has been applied to the averaged ERP [26] [27] [28] , which are suitable for stationary data. The major problem with these methods is that when there is a high temporal correlation between the subcomponents, low signal to noise ratio ERPs or the existence of correlated noise, they may fail to produce correct results. In some cases they are able to estimate only one of the subcomponents.
In this paper we propose a method based on Rao-blackwellised particle filters (RBPFs) [29] to track the dynamic changes of the amplitude, latency, and shape of P300 subcomponents across trials. Because of uncertainty in the estimation and tracking, we couple two RBPFs in order to track P300 subcomponents simultaneously, which is more reliable. Some preliminary results of the method have been presented in [30] . The method presented in this study can be considered as an extension of our previous work in [31] , in which a constrained particle filter was employed for separating and tracking the P300 subcomponents from only a single channel. The method is also applied to the mental fatigue data to track subtle changes of the P300 subcomponents before and during fatigue state.
The designed coupled RBPF (CRBPF) has shown to be helpful and effective in single trial estimation of P300 subcomponents and it can be employed for single trial estimation of any other ERP subcomponents. The concept of the designed CRBPF is novel and it is expected to be used in some applications where synchronous tracking of states of two dependent systems is required. The remainder of the paper is structured as follows. In Section 2 particle filtering is briefly described. Then, in Section 3 the Rao-blackwellised particle filtering is explained. In Section 4 the coupled Rao-blackwellised particle filter (CRBPF) is described and in Section 5 the method is first applied to simulated data and then it is applied to real metal fatigue data. Finally, Section 6 concludes the paper.
Particle filtering
In order to track the variations of P3a and P3b parameters within consecutive time-locked trials of stimulated EEGs, particle filtering (PF) can be effectively used. Since the aim is to track the latency, amplitude, and width of the ERP subcomponents across trials, the state vector of the PF is formed as:
where a k (i) is the amplitude, b k (i) is the latency, and s k (i) is the width of the ith, i = 1, . . ., p, subcomponent in the kth trial, and p is the number of subcomponents.
Based on the above definitions the state transition and observation equations are expressed as:
where z k is the time-locked single trial measurement and
and t denotes the time index and varies from the beginning of the ERP component to the end of ERP component. The whole time samples in a vector format [f(1 ; x k ) . . . f(T ; x k )] are used in the observation equation. Based on this model, each ERP component is modelled as sum of its subcomponents and each subcomponent is approximated by a Gaussian waveform. In many studies (e.g., see [32, 33] ) P300 subcomponents are modelled using parametric functions and among them Gaussian waveform is the most commonly used type for modeling such subcomponents [34] . Although the actual ERP subcomponents are not necessarily exactly Gaussian waveforms but modelling them as Gaussians leads to a robust and fast estimation of the peak parameters (latency and amplitude) that neurophysiologists and cognitive scientists are primarily concerned about. Using the concept of PF, the available measurements for tracking variability of ERP subcomponents are time-locked single trials. The aim of tracking is to recursively estimate the state of the system which contains the latency, amplitude, and width of each ERP subcomponent. In order to estimate the state of the system, the idea in PF is to build the posterior density function p(x k |z 1:k ) by a set of random samples with their corresponding weights and then, the state of the system can be estimated by these samples and their weights. The posterior density can be approximated as [35] :
where {x (n) , n = 1, . . ., N s } are the particles and {w (n) , n = 1, . . . , N s } are their associate weights. Based on the concept of importance sampling [36] the samples can be drawn from another density which is called importance density. Usually it is difficult to directly draw samples from the posterior density. The importance density can be employed for sampling the particles. The weights in (5) can be defined as [35] :
where q(·) is the importance density. The most common choice for the importance density is the prior density p(x k |x
) which is also used in this paper. Using factorization of the importance density, the weights can be updated as [35] :
Based on Eq. (7) the weight of each particle is obtained from its weight in the previous trial multiplied by the likelihood of the observation given the current state by the corresponding particle. In the subsequent trials, the weight of a large number of particles can become small. The contribution of these particles to the estimation of posterior density is very trivial while large computations are performed in order to update the weight of these particles. The resampling technique is proposed to avoid such situations by eliminating the particles with small weights and replicating those with large weights. The initial values for particle weights are usually the same and particles are generated randomly. However it can be effective to initialize the particles in order to place them into the right part of the posterior density. Particle initialization is effective in the case of having high dimensional state space. This can also improve the speed of convergence.
Rao-blackwellised particle filter
The RBPFs are an extension of the PFs for which the state space is conditionally linear. The RBPF reduces the size of the state space by marginalizing out some of the variables analytically. Therefore, a reduced number of particles are needed for the RBPF to achieve the same performance as for the PF. Consider the case that it is possible to partition the state vector x k as: 
) and N(m, P) is a Gaussian PDF with mean m and covariance P. Therefore, 
Here p(
is analytically tractable and can be computed by Kalman filtering. In addition, p(x 1 k |z 1:k ) can be estimated using particle filtering [35] . The RBPF results in a lower variance of the estimate compared with that of the commonly used Particle filter. Given a conditionally linear Gaussian state space model and using the Kalman filtering, the mean ( k ) and covariance (P k ) of the linear state variable x 2 k can be estimated as follows:
Coupled Rao-blackwellised particle filtering
The objective here is to incorporate the topographic information of P3a and P3b (locations) into the detection and tracking algorithm which can interlink two trackers corresponding to P3a and P3b to work together. In this section the problem of tracking ERP subcomponents using Rao-blackwellised Particle Filtering (RBPF) from a single channel is formulated first and then the required conditions and measures for coupling two RBPFs are described.
It can be seen from Eq. (4) that each ERP component is modelled as sum of several Gaussian waveforms representing its subcomponents. It is possible to factorize the observation model into amplitudes (as the linear part) and exponential waves (as the nonlinear part). In this case a linear relation between the observation and the vector of amplitudes has been made while there is generally a nonlinear relation with respect to other state variables.
Regarding Eqs. (1)- (4) and using the concept of RBPF, the statespace and observation can be formulated respectively as:
where
According to the concept of RBPF, the state vector is partitioned into the vectors of linear and nonlinear variables. Based on Eqs. (17) and (18) (8), (10) and (11), it is evident that C k is modelled as the matrix of exponentials f i (t ; b k (i), s k (i)) which contains the nonlinear state variables (latency and width). It is possible to apply the RBPF to the single channel of the time-locked measured ERPs in order to track the dynamic changes in latency, amplitude, and width of ERP subcomponents. In the initialization stage, instead of generating random particles, we can use the averaged ERP of several consecutive trials and generate some particles which contribute more to the posterior density. In the subsequent trials, due to the existence of noise and artefact in the data, the correct track of ERP subcomponent parameters may be lost. The use of some physiological constraints on the state variables can be helpful in order to remove the particles which are invalid while they have contribution in the estimation of posterior density. The constraints can be set using the prior knowledge about the ERP subcomponent specifications. In addition, it is possible to apply the tracking procedure to more channels and impose more meaningful constraints. Here, we have designed the CRBPF for tracking the variability of P300 subcomponents from two channels. The subcomponents (P3a and P3b) can be considered spatially disjoint. They usually overlap temporally on the scalp [18] . As we mentioned, P3a is located more towards the frontal site while P3b is located more towards the parietal part of the brain. Hence, P3a has larger amplitude over the frontal electrodes and P3b has larger amplitude over the parietal electrodes. We then select Fz electrode in the frontal and Pz electrode in the parietal site. Two RBPFs are formulated. The first one (RBPF1) is applied to the Fz channel while the second one (RBPF2) is applied to the Pz channel. Since the aim is tracking the P300 subcomponents in two channels and P300 has two subcomponents, for simplicity of notation we rewrite the equations for the state variables of RBPF1 and RBPF2 as follows:
and
Therefore, the state equations become: (24) where i = 1, 2 refers to RBPF1 and RBPF2 respectively and w Tracking two temporally correlated P300 subcomponents from a single channel is not always accurate. Since the formulated RBPF considers the sum of two Gaussians plus noise and tracks the changes of Gaussian parameters across trials, the correct track can be lost because of a sudden change in any one of the parameters of the Gaussians. Therefore, tracking using two channels should be more accurate. Here, we use two RBPFs. By considering the relation between these RBPFs, it is possible to prevent deviation of the estimation from the actual values. In order to make a connection between the two RBPFs, we assume that the original shapes of P3a and P3b in the brain are the same at Fz and Pz channels and only the amplitudes are different. This assumption may not be exactly true in real applications, but it helps to couple two RBPFs in order to simultaneously track the changes in a system where there is an uncertainty in the signal specifications because of the very low amplitude of the signal and inter trial variability. Therefore, the benefit of simultaneous tracking is to reduce the uncertainty in the system by considering some meaningful constraints.
In addition, we incorporate a small difference in the latencies of P3a and P3b at Fz and Pz channels in our estimation. In the initialization stage, considering the averaged ERP we generate a rather large number of particles according to the uniform distribution with relatively large variances for the latency, amplitude, and width. These initial particles are the same for RBPF1 and RBPF2. In the subsequent trials, the particles with small weights will be replaced by the particles with large weights.
In each trial, the required relation between the two RBPFs should be taken into account for drawing samples from the prior density. As long as we have assumed that the shapes of P3a or P3b are the same for Fz and Pz channels, we can couple the pairs of particles with the same width for P3a and P3b. The basis of the designed CRBPF is in coupling particle pairs. In Fig. 1 one pair of particles has been shown. Initialization of the particles for RBPF1 and RBPF2 is the same mainly because we want to have particle pairs. In particle pairs the width is the same for P3a on RBPF1 and RBPF2, and also the same for P3b on RBPF1 and RBPF2. Therefore, in each trial it is sufficient to assign the same width for each subcomponent in both RBPFs. However the amplitudes of the subcomponents are different and the latencies differ in small delay. The widths and latencies of the subcomponents can be generated from the prior density. Then, Kalman filtering can be applied for estimation of amplitudes of the subcomponents. In this stage, some invalid particles may be generated. It is effective to detect these invalid particles and remove them by setting their weights to zero. Therefore, invalid particles do not have any contribution in the estimation of state of the system. One type of invalid particles is the one for which the estimated amplitude of P3a at Pz channel is larger than the amplitude of P3a at Fz channel. Also, the particles in which the estimated amplitude of P3b at Fz channel is larger than the amplitude of P3b at Pz channel are considered invalid. Usually P3a and P3b overlap over the scalp but P3a has a relatively shorter latency than P3b, therefore, it is possible to have P3a and P3b latencies close to each other. This can cause displacement of generated latencies for P3a and P3b in a particle. The particles in which the latency of P3b is shorter than the latency of P3a are marked invalid. The weight of all the invalid particles are set to zero. The particle weights are then normalized separately. If the weight of one particle is high and the weight of its pair is low or vice versa, we need to decrease the weight of both particle pairs. Because the two RBPFs are working together, an effective particle pair is the one in which both particles have high weights. So, if one of the pairs has a low weight we decrease the weight of both particle pairs.
Therefore, it is possible to update the weights of both particle pairs by incorporating a variable in order to have a better estimation for the width value. Then, for the resampling, we can use a weight that is the scaled weight of both particle pairs. The pseudo-code of the CRBPF is shown in Algorithm 1. In this algorithm the optimal values for and can be obtained using optimization methods. However, we set to 1 and to 0.5 empirically and found them satisfactory in our application based on the simulated data. The important issue is the impact of these variables for better estimation of the weight of particle pairs. The parameter is the difference between the latencies of P3a for RBPF1 and RBPF2. In the same way, is the difference between the latencies of P3b for RBPF1 and RBPF2. 
which satisfy the following constraints:
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Next, we apply the proposed coupled RBPF to both simulated and real EEG data. (a) (b) Fig. 1 . The latency, amplitude, and width of the simulated P3a and P3b at Fz are used as the states of RBPF1 and at Pz as the states of RBPF2. Each particle pair has the same width value for P3a at Fz and Pz channels, and has the same width value for P3b at Fz and Pz channels.
Experimental results
In this section, first, two sets of simulated signals are generated and the CRBPF is applied to show the capability of the method for tracking the parameters of ERP subcomponents. Then, the method is applied to the real mental fatigue data and the corresponding results are provided.
Simulated data
In order to evaluate the method and quantify the detection error the method is applied to some simulated data. In the first set of simulated signals two Gaussian-shape waves representing P3a and P3b are generated. The state variables are latencies, amplitudes, and widths of the Gaussian waves. The uniform distribution is used in order to generate the new state variables from the previous trials. The observations are generated using the corresponding state variables. These state variables share the same width value for the first and second subcomponents. The generated observations satisfy the required constraints for the latency and amplitude of the P300 subcomponents as explained in section 4. This makes the system close to the real application.
As for real EEG, for the simulated signals the latency of P3a is smaller than the latency of P3b, the amplitude of P3a in the first signal is larger than that of the second signal, and the amplitude of P3b in the second signal is larger than that of the first signal. The noise variance for the latency is 3, for the amplitude is 0.1, and for the width is 1. In each trial the clean observations, which are sum of two Gaussians, are added with a random noise of 0.3 variance. The simulated signals contain 30 trials. After generating these signals, CRBPF is applied to estimate and track the simulated P300 subcomponents. In Fig. 2 the results of tracking of latencies (Fig. 2(a  and c) ), amplitudes (Fig. 2(b and d) ), and widths ( Fig. 2(e-h) ) of the generated Gaussians for the first and second RBPF are shown. Here, the number of particles is set to 10,000. If we used PF instead of RBPF, it would be necessary to increase the number of particles. Increasing the number of particles does not necessarily increase the performance of the estimator since there maybe a sudden change in one or more than one of the state variables. By reducing the dimension of the state space and applying RBPF, the same or better performance will be obtained in comparison with PF. In addition, the proposed method involves several constraints which should be checked for each particle. Therefore, the computation time is reduced when RBPF is used. The rate of invalid particles varied in different trials. In average, 10% of the particles marked invalid in each trial. The average computational time for execution of CRBPF in each trial was about 0.7533 of a second (using Pentium(R) 4 CPU 3.00 GHz, 3.00 GB of RAM).
The available signal to noise power ratio is measured in dB unit and defined as:
The mean square error (MSE) is defined as:
where z act is the original clean observation, z est is the estimated observation, and N is the number of time samples. It can be seen from Fig. 2 (e and g) that the same width is estimated for P3a at Fz and Pz channels. The same width is also estimated for P3b at Fz and Pz channels (see Fig. 2(f and h) ). In the first 10 trials, since the filter has not converged, the latency and amplitude estimations, as in Fig. 2(a-d) are not accurate enough. In the subsequent trials the CRBPF converges and has clearly better estimation. In the last few trials, however, some deviations in the estimation of ERP subcomponent parameters can be seen. This is due to the fact that in each trial, the amplitudes, latencies, and widths, as the states, are generated randomly, and the SNR values are also small. In Fig. 3 the calculated MSE and SNR of each trial are shown for Fz and Pz channels in the top and bottom rows. It can be seen from Fig. 3(d) that SNR value for the signal in channel Pz is close to 1 and decreases slightly in the later trials. Therefore, in some trials the exact track is lost because of low SNR. Similar to the first trials, however, as the iterations continue, the estimated values are expected to converge to the actual values again. It can be seen from Fig. 3 that the SNR values are moderate regarding the most of realistic situations. On the other hand, the calculated MSE is very low and the tracking is towards the actual values. Although the exact track may be lost in some trials due to the low SNR or sudden change in an ERP subcomponent parameter, we still have a very good estimation for the parameters. The important issue is the trend for variations of the parameters which is mostly preserved even after deviation from the actual values. The trend of variations is especially useful when the SNR is negative in which almost all methods fail. However the advantage of tracking across trials is that instead of direct estimation of the parameters, the information from previous trials are taken into account. Therefore, using a tracking based system such as CRBPF, the trends for variations of the parameters will reveal important information such as increase or decrease of the parameters across trials. In order to see how the CRBPF works in very low SNRs, in the second simulated signals negative SNRs are also considered. In addition, in the first set of simulated signals the generated P3a and P3b were exactly Gaussians. However in the real case P3a and P3b may not be exactly Gaussians. Therefore, in the second set of simulated signals we modelled the P3a and P3b as another waveform to better generalize the method. Gamma waveform defined as:
where k > 0 is a shape parameter, Â > 0 is a scale parameter, and c is a normalizing constant, is used as a good alternative. The Gamma waves for P3a and P3b are shown in Fig. 4 In this figure k = 3 and Â = 17 are used for generating both Gamma waves. In this experiment 30 trials are generated. The noise variance for the latency is 3 and for the amplitude is 0.1. In each trial, the clean observations which are sum of two Gamma waves as shown in Fig. 4 are added with a random noise of variance 0.3. The shape of Gamma waveforms remains the same across all the trials. The aim of this experiment is to verify whether the CRBPF is able to work in the case of having other shapes rather than Gaussians for the original P3a and P3b signals. The experiment is repeated two times and the results of tracking the latency and amplitude variations of P3a and P3b at Fz and Pz channels are shown in Figs. 5 and 6. Also, in these figures the MSE and SNR are shown in each trial for each channel. In Fig. 5 (a and e) latency variations of P300 subcomponents (P3a and P3b) at Fz and Pz channels are shown respectively. In the last trials a bias in latency estimation for P3b can be seen. However, from Fig. 5(d and h) , it can be seen that the SNR values in the last trials are very low. In Fig. 5(b and f) the amplitude variations for the P300 subcomponents (P3a and P3b) at Fz and Pz channels are shown respectively. From these figures the total variability of the amplitudes are preserved while there are some error in estimation. In addition because the estimated P300 signal is based on the Gaussian assumption of the P3a and P3b while the actual P3a and P3b are Gamma waves, it can be seen that the calculated MSE in each trial for Fz and Pz channels shown in (c and g) are high. The estimated width for P3a and P3b had some fluctuations at the initial trials but they remained constant over time. The estimated width corresponds to Gaussian waveform width and since we used Gamma wave it does not represent Gamma wave specifications. The important point is that we kept the width of Gamma waves the same across different trials and the estimated width remained constant after the first few trials. The estimated width for each of Gamma-based P3a and P3b relates to the width of a Gaussian that can best approximate them. Therefore, based on the results of this experiment, in the case of Gamma waveforms for P3a and P3b and despite very low SNRs, the CRPBF can still track inter-trial variabilities of the P3a and P3b parameters with very good approximations. This conclusion has been verified by repetition of the experiment as shown in Fig. 6 . In Fig. 6 . the results of tracking P3a and P3b amplitude and latency at Fz and Pz channels are shown ( Fig. 6(a, b,  e, f) ). The SNR and MSE in each trial for Fz and Pz channels are also shown (Fig. 6(c, d, g, h) ). In this figure, the SNR value is very low in most of the trials and also the actual generated signals for P3a and P3b are Gamma waveforms, but the CRBPF is still able to track inter-trial variabilities of P3a and P3b.
Real data
The EEG data were recorded from participants who reported to be non-smokers, to have normal sleep patterns, not to work night shifts, and not to use prescription medication. From previous studies it is known that the participants become more distracted by the information presented at irrelevant spatial positions with increasing mental fatigue (e.g., see [37] ). Therefore, in each trial a horizontal array of three uppercase letters was presented in which the central one was the relevant target letter and the remaining letters were distractors. The participants were instructed to make a left-hand response as quickly as possible if the target letter was an H and a right-hand response if the central letter was an S and to ignore distractors. The letter array remained on the screen until a response was given. In the case that there was no response from the participants, the letter array disappeared after 1200 ms. The focus of attention can be manipulated by advance information [38] . To examine whether individuals still use available information to prepare for upcoming activities after a prolonged task performance, an explicit cue was presented for 150, 1000 ms before appearance of the three letters specifying either the color of the target letter (the Dutch word for 'red' or 'green') or the response hand (the Dutch word for 'left' or 'right'). The hand and color cues were presented randomly with equal probability. To prevent a fast guess strategy the cue was valid in 80% of the trials. In half of the trials the distractors had the same identity and color as the target letter (e.g., HHH or SSS: compatible) while in the other half of the trials they had a different identity and color than the target letter (e.g., SHS or HSH: incompatible). The stimuli of different types were presented randomly with equal probability. During each trial a fixation mark remained visible on the screen (an asterisk of 0.5 cm × 0.5 cm).The interval between the initial response to one trial and the beginning of cue presentation on the following trial varied randomly between 900 and 1100 ms. The subjects were instructed to have FC5, FC1, FC2 , and FC6. The electrodes were referenced to electronically linked earlobes. Electro-oculograms were recorded bipolarly with Sn electrodes from the outer canthi of both eyes and from above and below the left eye. Electrode impedance was reduced to less than 5 k . The signals were amplified with a bandpass set at 30 Hz and sampled at a rate of 100 Hz. Using interpolation the sampling frequency was increased to 1000 Hz in order to increase the temporal resolution. So, for example, a shift of less than 0.01 second in latency can be tracked. Previously, this data set was being used for P300 detection by averaging method [37] .
The CRBPF was applied to Fz and Pz channels considering 50 trials from the first and forth half an hour. In the first half an hour the subject was not under fatigue while in the forth half an hour the subject was under fatigue. In both cases, before and during fatigue, the averaged ERP of 20 trials was used to initialize the particles of the CRBPF. The results of tracking P3a and P3b variability are shown in Fig. 7 . This figure illustrates the variability of P3a and P3a amplitudes (Fig. 7(c, d, g, h) ), latencies ( Fig. 7(a, b, e, f) ), and widths ( Fig. 7(i-l) ) before and during fatigue state. Based on the results it is possible to draw some conclusions about the effect of mental fatigue on P300. Generally in the previous researches on mental fatigue [11] [12] [13] [14] [15] , the decrease in the overall P300 amplitude and increase in its latency have been reported. But, using our method we could separate P300 into its constituent subcomponents and evaluate the effect on each subcomponent separately. Based on the results it is concluded that the latencies of both P3a and P3b increase with time on task interval. During the fatigue state the increase of the latency of P3a is slightly more than that for the P3b. Indeed, the amplitude of P3a decreases more than that of the P3b. The width of P3b remains approximately constant in the fatigue state while the width of P3a decreases. (h) (g) (f) (e) The P3a amplitude seems to become smaller with time on the task, while that of the P3b seems to increase somewhat. During the first half an hour a clear difference between P3a and P3b scalp positions is observed. P3a is more prominent at Fz as expected. During the last half an hour the P3a became very small at Pz while the P3b is prominent at this position. The P3a is related to novelty. It is possible however that the decrease in the P3a amplitude with time on the task is related to practice or habituation to the task. Therefore, mental fatigue can be related to the increase in P3a and P3b latencies, and decrease in P3a amplitude and width. The CRBPF has been applied to the two more subjects and similar results were obtained. Therefore, considering these subjects, P3a can be more discriminative than P3b in detection of fatigue state. Using the results of this research the amplitude and width of P3a and latencies of P3a and P3b, obtained by applying CRBPF, can be considered as useful features for detection of fatigue state. However, these features are not enough for distinguishing between the different mental states and alarming the fatigue state. In future studies a comprehensive analysis of mental fatigue can be performed by combination of these extracted features along with other useful features, from different ERP components and subcomponents and the background EEG, and then giving them as an input to a classifier in order to classify different mental states. In addition, it is possible to use all the features obtained by applying the proposed CRBPF in this paper including latency, amplitude, and width of both P3a and P3b. Then, an appropriate feature selection method can be used to mark and remove useless features.
Summary and conclusions
In this paper a new method is proposed to separate and track variability of P300 subcomponents in different single trials. The method has been applied to investigate mental fatigue. The coupled particle filter proposed in this paper uses the concept of Rao-blackwellised particle filter, combines two RBPFs, and imposes some constraints on the state variables to have a reliable estimation and to use the required number of particles effectively. The particle initialization with the help of averaged ERP is useful to move the particles toward the right part of the posterior density. Therefore, the algorithm is capable of estimating P300 component and its subcomponents P3a and P3b in single trials. Here, for the first time, all variations of the P300 subcomponents (P3a and P3b) including latency, amplitude, and width, have been considered from single trials and applied to the mental fatigue. It is known that P3a is an attention related subcomponent and P3b is a memory related subcomponent [18] . Therefore, during the fatigue state the attention to the stimuli decreases more than the memory engagement with the stimuli.
This single trial estimation can reveal important information about the variability of P300 subcomponents which can not be achieved by detection of averaged P300 as in previous researches whereby the variability of the subcomponents is ignored. Therefore, this new single trial estimation of ERP subcomponents has shown to be favorably effective in mental fatigue analysis. In addition, the designed coupled RBPF is able to synchronously and simultaneously characterize two dependent systems and therefore can be applicable for monitoring many natural systems. Although the proposed method is based on fitting Gaussians to ERP signals and using application specific constraints, the risk of generating responses that don't exist in the data is avoided by particle initialization using the averaged ERP and specially by coupling the two measurement channels. The coupling is possible since the P3a and P3b are expected to be statistically dependent (e.g., temporal order, correlated amplitudes, etc.). Using prior knowledge about other ERP subcomponents, it is possible to use the method with appropriate constraints. In addition, the method can be combined with beamforming algorithms to introduce a spatiotemporal approach for analysis of ERP subcomponents. The results achieved in this work are inline with clinical expectations. They also verify previous reported outcomes by [13] [14] [15] [16] [17] . However, the method has the ability to give more insight about the relative changes of P300 subcomponents. The algorithm has shown to be robust and is expected to produce consistent results across various subjects and trials.
