Untersuchung von Oxidationsprozessen an Siliziumnanodrähten mittels Molekulardynamik by Heinze, Georg
Fakultät für Naturwissenschaften
Institut für Physik
Fraunhofer-Institut für Elektronische Nanosysteme
Abteilung Back-End of Line
Bachelorarbeit




Chemnitz, den 24. Juli 2017
Betreuer: Prof. Dr. Sibylle Gemming
Technische Universität Chemnitz, Institut für Physik
Dr. Jörg Schuster




Untersuchung von Oxidationsprozessen an Siliziumnanodrähten mittels Molekulardynamik
Bachelorarbeit
Technische Universität Chemnitz, Januar 2018
Stichworte: Siliziumnanodraht (SiNW), Oxidation, Molekulardynamik (MD), Reaktives Kraft-
feld (ReaxFF), Ladungsausgleich, Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS)
Zusammenfassung
Siliziumnanodrähte (SiNWs) bieten eine aussichtsreiche Grundlage zur Entwicklung neuartiger
nanoelektronischer Bauelemente, wie Feldeffekttransistoren oder Sensoren. Dabei ist insbesonde-
re die Oxidation der Drähte interessant, weil diese weitreichenden Einfluss auf die elektronischen
Eigenschaften der Bauelemente hat, die aus den SiNWs gefertigt werden. Die Größe der unter-
suchten Strukturen erfordert eine atomistische Analyse des Oxidationsprozesses.
In der vorliegenden Arbeit wird der bisher wenig verstandene Beginn der Oxidation dünner Dräh-
te molekulardynamisch simuliert, wobei als Potential ein reaktives Kraftfeld dient. Dabei wird
sich intensiv mit dem Transfer elektrischer Ladungen zwischen Atomen unterschiedlicher Elek-
tronegativitäten während der Simulationen auseinandergesetzt. Desweiteren werden Strukturen,
die während der Oxidation von SiNWs der Orientierungen <100> und <110> bei Temperaturen
von 300 K und 1200 K entstehen, untersucht. Ein Fokuspunkt dieser Untersuchungen ist die
Analyse der Anzahl am Draht adsorbierter Sauerstoffatome während der frühen Oxidationsphase.
Darüber hinaus wird die Dichte der entstehenden Strukturen beleuchtet. Dies geschieht mit einer
hohen radialen Auflösung und erstmalig während der gesamten Simulation. Hierbei zeigt sich,
dass während des Übergangs von kristallinem Silizium zu amorphem Siliziumdioxid zwischen
den Siliziumatomen Sauerstoff eingelagert wird, die Kristallstruktur des Siliziums sich zunächst
jedoch noch nicht auflöst. Dadurch entsteht ein charakteristisches Muster hoher und niedriger
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Silizium ist das 14. Element im Periodensystem der Elemente und liegt damit in der 4. Haupt-
gruppe und 3. Periode. Drei Isotope des Siliziums, 28Si, 29Si und 30Si sind stabil, wobei 92.223 %
des in der Natur vorkommenden Siliziums 28Si sind [1]. Da es an Luft oxidiert, tritt natürliches
Silizium meist in Verbindung mit Sauerstoff als SiO2 auf. Reines Silizium kann mit unterschied-
lichen Verfahren, wie dem Siemens-Verfahren [2] oder durch Erhitzen von SiO2 und Koks in
einem elektrischen Ofen [1], hergestellt werden und bildet bis heute die wichtigste Grundlage zur
Fertigung elektronischer Bauteile, insbesondere Transistoren. In der heutigen Halbleiterindustrie
spielen sogenannten Feldeffekttransistoren (engl. Field-effect transistors, FETs) eine tragende
Rolle.
Ein FET besteht aus einer Quellen-Elektrode (engl. Source) und einer Senken-Elektrode (engl.
Drain), die über einen Kanal (engl. Channel) verbunden sind. Zwischen Source und einer Gatter-
Elektrode (engl. Gate) liegt die sogenannte Gatespannung an, mit der das elektrische Potential
und die resultierende Leitfähigkeit des Kanals kontrolliert wird. Ein Dielektrikum, häufig aus
SiO2, trennt Gate und Kanal, um Leckströme zwischen beiden zu verhindern.
Zum Ausführen von Rechen- und Logikoperationen, werden mehrere FETs auf Chips integriert.
Um möglichst viele FETs integrieren zu können und so die Rechenleistung des Chips zu verbes-
sern ist es nötig, dass die FETs eine geringe Größe sowie einen niedrigen Energiebedarf haben [3].
Gemäß dem bereits 1975 aufgestellten Mooreschen Gesetz verdoppelt sich die Transistoranzahl
pro Chip alle zwei Jahre. Während einer rasanten Entwicklung, bei der in den letzten Jahrzehnten
das Mooresche Gesetz stets eingehalten wurde, sind Transistoren auf Größen im zweistelligen
Nanometerbereich geschrumpft [4]. Die Verringerung der Abmessungen von Transistoren bringt
mehrere Herausforderungen mit sich. Solche Herausforderungen sind die gezielte Dotierung der
Kontaktbereiche von Transistoren, die Verhinderung von Tunnelströmen zwischen Kanal und
Gate und das Unterbinden von Leckströmen zwischen Source und Drain im Aus-Zustand eines
Transistors. Desweiteren kommt es durch die Verkürzung des Kanals zu Kurzkanaleffekten, wie
beispielsweise dem sogenannten Drain-Induced-Barrier-Lowering, bei dem das Potential des
Drain-Kontakts die Barriere im Kanal verkleinert, was zu einer Verschlechterung der elektro-
statischen Kontrolle im FET führt. Um diese zu verbessern, exisitieren mehrere Ansätze, wie
FETs mit mehreren Gates oder FETs, bei denen der Kanal aus drei Richtungen von einem Gate
umschlossen wird [5].
Ein vielversprechendes und immer stärker erforschtes Teilgebiet der Halbleiterelektronik beschäf-
tigt sich mit quasi-eindimensionalen Strukturen, wie zum Beispiel Siliziumnanodrähten (SiNWs).
Weil sie quasi-eindimensional sind, können SiNWs für eine optimale elektrostatische Kontrolle
vollständig mit einem Gate umschlossen werden [6]. Auch darüber hinaus bieten SiNWs die
Möglichkeit der Entwicklung neuartiger Bauteile und Geräte.
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Abbildung 1.1: Darstellung von FET-basierten Sensoren für chemische und biochemische Spe-
zies. Schematischer Aufbau eines nanodrahtbasierten Biosensors mit y-förmig
dargestellten Rezeptoren und rautenförmig dargestellten Liganden (links), sche-
matischer Stromfluss durch einen planaren Sensor (mitte) und einen Sensor mit
drei parallel angeordneten Nanodrähten (rechts), jeweils mit gebundenen Ligan-
den [6], übernommen mit Erlaubnis des Verlags Wiley-VCH.
So werden beispielsweise Sensoren zur Detektion chemischer und biochemischer Spezies auf
Basis von SiNW-FETs weiterentwickelt [6]. Solche Sensoren sind FETs, die anstelle eine Gates
mit Rezeptoren versehen sind. Bindet ein Ligand an einen solchen Rezeptor (Abb. 1.1 links),
verändert dieser lokal das elektrische Potential. Diese Veränderung kann beispielsweise als Strom-
stärkeänderung gemessen und so der Ligand detektiert werden. Der Vorteil bei der Verwendung
von Nanodrähten ist, dass deren Durchmesser vergleichbar mit der Größe der zu detektierenden
Liganden sein kann, sodass ein einzelner Ligand den gesamten Stromfluss im SiNW blockiert
(Abb. 1.1 rechts). Bei Verwendung eines 2D-Detektors hingegen kann der im Kanal durch einen
einzelnen gebundenen Liganden veränderte Bereich umströmt werden, sodass sich die Stromstär-
ke nur geringfügig ändert und die Detektion im Vergleich zum 1D-Detektor erschwert ist (Abb.
1.1 mitte). Außerdem ist es möglich, mehrere 1D-Sensoren, die mit unterschiedlichen Rezepto-
ren präpariert sind, zu kombinieren, um verschiedene Liganden mit einem Gerät detektieren zu
können.
Abbildung 1.2: Schematische Querschnitte zweier unterschiedlicher RFETs. Links: RFET mit
dem Kontrollgate über dem Source-Kontakt und einem Programmiergate über
dem Drain-Kontakt. Rechts: RFET mit Programmiergates über beiden Kontakt-
stellen und dem Kontrollgate oberhalb des Kanals [6], übernommen mit Erlaub-
nis des Verlags Wiley-VCH.
2


















Abbildung 1.3: Transfercharakteristiken eines FET mit einem unverspannten <112>-SiNW als
Kanal (links) und eines FET mit einem verspannten <110>-SiNW als Kanal
(rechts). Experimentelle Daten für n- und p-leitendes Verhalten [8], zur Verfü-
gung gestellt von Dr.-Ing. André Heinzig (NaMLab/TU Dresden).
Eine weitere sehr vielversprechende Anwendungsmöglichkeit ist der rekonfigurierbare Feldef-
fekttransistor (RFET). Beim RFET kann zwischen n- und p-leitendem Verhalten umgeschaltet
werden. Dies geschieht mit Hilfe eines oder mehrerer Programmiergates (engl. Program Gate).
Ein Kontrollgate (engl. Control Gate) übernimmt die Aufgabe des Gates beim standardmäßigen
FET, es kontrolliert das elektrische Potential und den daraus resultierenden Stromfluss im Kanal.
In Abb. 1.2 sind schematisch zwei Realisierungsoptionen von RFETs gezeigt. Die Umschalt-
barkeit der RFETs eröffnet die Möglichkeit, Schaltungen mit weniger Transistoren zu bauen
und rekonfigurierbare Schaltungen zu designen. So ist es beispielsweise mit sechs RFETs mög-
lich, eine Schaltung zu konstruieren, mit der zwischen den Logikoperationen NAND und NOR
umgeschaltet werden kann [7].
Problematisch bei der Realisierung von RFETs ist bislang eine Asymmetrie ihrer Transfercha-
rakteristik. Für FETs der Kanalorientierung <112> sind, wie aus Abb. 1.3 (links) ersichtlich,
die An-Ströme im p-leitenden Zustand etwa eine Größenordnung oberhalb derer im n-leitenden
Zustand [8]. Diese Asymmetrie führt unter anderem dazu, dass beim Umschalten zwischen n-
und p-Verhalten unterschiedliche Signalstärken auftreten, die sich in großen Schaltungen auf-
summieren und die Signalunterscheidung sukzessive erschweren. Daher wird der Unterschied
zwischen den An-Strömen bei Schaltungen mit designierten n- und p-Transistoren meist aufge-
hoben, indem diese unterschiedlich dimensioniert werden [9]. Bei RFETs ist dies nicht möglich,
weil jeder Transistor dazu in der Lage sein muss, beide Leitungsarten zu übernehmen. Aller-
dings konnten Heinzig et al. [8] die Transfercharakteristik von FETs der Orientierung <110>
symmetrisieren (Abb. 1.3 rechts), indem der Kanal mittels einer Oxidschicht radial kompressiv
verspannt wurde. Folglich ist ein tieferes Verständnis der Oxidation von SiNWs zur Optimierung
von RFETs wichtig. Dazu soll in der vorliegenden Arbeit ein Beitrag geleistet werden, indem
der Einfluss von Orientierung und Temperatur auf den frühen Oxidationsverlauf und die dabei
entstehenden Strukturen untersucht wird.
Die dabei Anwendung findende Strukturanalyse mittels Molekulardynamik (MD) ist keine neue
Idee: 2002 simulierten Torre et al. [10] Siliziumkugeln mit Radien von 5 nm und berichteten, dass
die Oxidation dieser Kugeln selbstlimitierend ist. Es zeigte sich jedoch auch, dass das verwen-
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dete Stilinger-Weber Potential nach einiger Zeit zu von experimentell untersuchten Strukturen
abweichenden Oberflächen führt. Auch MD-Simulationen von Khalilov et al. [11] legten eine
Selbstlimitierung der Oxidation dünner SiNWs bei niedrigen Temperaturen nahe und knüpfen
damit an experimentelle Ergebnisse von Liu et al. [12, 13] an, die für dickere Drähte und höhere
Temperaturen eine Selbstlimitierung fanden und diese durch kompressiven Stress im Inneren
der Oxidschicht erklärten, der Diffusionsprozesse behindert. Die von Khalilov et al. verwendete
MD nutzte ein reaktives Kraftfeld (ReaxFF) Potential. Im Gegensatz zu klassischen Potentialen
können diese das Bilden und Aufbrechen chemischer Bindungen beschreiben, sodass sie sich zur
Simulation von Oxidationsprozessen besser eignen als klassische Potentiale. Daher werden auch
in der vorliegenden Arbeit Simulationen durchgeführt, die reaktive Molekulardynamik, also MD
mit ReaxFF, nutzen.
Ein bislang mit reaktiver MD unbeleuchteter Aspekt des Oxidationsprozesses ist dessen Orien-
tierungsabhängigkeit. Khalilov et al. betrachteten ausschließlich Drähte der Orientierung <100>.
2015 führten Baldauf et al. stress- und orientierungsabhängige Prozess- und Bauelementesimula-
tionen für SiNW-basierte RFETs durch [14], deren Kanäle in <110>-Richtung orientiert waren.
Die den Prozesssimulationen zugrunde liegenden Modelle sind jedoch für Drähte geringer Durch-
messer nicht mehr gültig, sodass hier zur Untersuchung eine alternative Methode, wie reaktive
MD, genutzt werden muss. In Arbeiten von Massoud und Plummer [15], die das zur Beschreibung
von Oxidationsgeschwindigkeiten etablierte semiempirische Deal-Grove-Modell [16] unter an-
derem auch für unterschiedliche Oberflächenorientierungen erweiterten, wird berichtet, dass die
Oxidationsgeschwindigkeit insbesondere in frühen Oxidationsphasen abhängig von der Orientie-
rung der Oberfläche ist. Ein SiNW zeigt jedoch gleichzeitig unterschiedliche Oberflächenfacetten
und es kommt hinzu, dass aufgrund fehlender experimenteller Daten das Deal-Grove-Modell
auch mit Erweiterung für niedrige Oxidschichtdicken nicht gültig ist. Simulation mit reaktiver
MD könnten also verwendet werden, um diese Modelle zu erweitern. In der vorliegenden Arbeit
wird daher mit reaktiver MD die Orientierungsabhängigkeit des Oxidationsprozesses für SiNWs
bei geringen Oxidschichtdicken analysiert.
Bei diesen Simulationen wird insbesondere der Einfluss eines Grundbausteins reaktiver Kraft-
felder auf den Oxidationsvorgang untersucht und diskutiert, der des Ladungstransfers zwischen
Atomen unterschiedlicher Elektronegativitäten. Das dabei gewonnene Wissen ist nicht nur auf
die reaktive MD-Simulation der Oxidation von SiNWs anwendbar, sondern lässt sich auch auf an-
dere Oxidationsprozesse, bei denen Bindungen mit ionischem Anteil unter Verwendung reaktiver
Kraftfelder simuliert werden, übertragen.
Im Verlauf der Arbeit wird zunächst eine Einführung bezüglich SiNWs sowie MD gegeben. Die-
ser schließt sich eine detaillierte Beschreibung der Entwicklung des verwendeten Modellsystems
an, in der insbesondere auf den Ladungstransfer zwischen Atomen eingegangen wird. Mit dem
entwickelten Modellsystem werden anschließend die Temperatur sowie die Drahtorientierung
und die Teilchenanfluggeschwindigkeit variiert und der Einfluss dieser Variationen auf die Oxi-
dationsrate sowie die Dichte der entstehenden Strukturen im Verlauf der Oxidation analysiert.
Abgerundet wird die Arbeit mit einem Ausblick auf in zukünftigen Arbeiten zu klärende Fragen.
4
2 Einführung zu Siliziumnanodrähten
In diesem Kapitel wird die Kristallstruktur von Silizium diskutiert [17] und gezeigt, wie die
Strukturen beliebiger Siliziumnanodrähte aus ihr abgeleitet werden können.
2.1 Kristallstuktur von Silizium
Ideale Kristalle sind periodische Strukturen, die sich durch eine Menge von Symmetrieoperatio-
nen definieren lassen, die den Kristall wieder in sich selbst überführen. Die Symmetrieoperatio-
nen können in eine Translations- und eine Punktgruppe aufgeteilt werden. Dabei wird kein oder
mindestens ein Punkt nicht im Raum verschoben. Jeder Kristall kann außerdem mittels einer
Basis, bestehend aus mindestens einem Atom, die in einem Bravais-Gitter periodisch angeordnet
wird, dargestellt werden. Das Bravais-Gitter lässt sich hierbei durch einen Gittervektor ~R definie-
ren. Die Translation des Gitters um ~R ist Teil der durch das Gitter definierten Translationsgruppe.
Um diese Eigenschaft zu erfüllen muss ~R im 3-Dimensionalen in folgender Form darstellbar
sein:
~R = n1 ~a1 + n2 ~a2 + n3 ~a3, n1,n2,n3 ∈ Z (2.1)
Die Vektoren ~ai sind hierbei linear unabhängig und werden als primitive Gittervektoren bezeich-
net. Jeder primitive Gittervektor verschiebt den Kristall um die in seiner Richtung minimale
Distanz, um ihn in sich selbst zu überführen. Die Längen ai := ‖ ~ai ‖ der primitiven Gitter-
vektoren werden Gitterkonstanten genannt. Mittels der primitiven Gittervektoren lässt sich die
sogenannte Einheitszelle definieren, deren Volumen gleich dem Spatprodukt der ~ai ist, was in
einem orthogonalen System dem Produkt der Gitterkonstanten entspricht. Die der Punktgruppe
zugehörigen Symmetrieoperationen umfassen Drehungen und je nach Definition Spiegelungen
oder Inversionen. Beide Definitionen sind äquivalent, da jede Inversion als Linearkombination
von Drehungen und Spiegelungen und ebenso jede Spiegelung als Linearkombination von Dre-
hungen und Inversionen darstellbar ist. Die Punktgruppe des Kristalls ist gleich dem Durchschnitt
der Punktgruppe der Basis und der Punktgruppe des Bravais-Gitters.
Zu jedem Bravais-Gitter existieren Vektoren ~G, die mit einem beliebigen Gittervektor des Bravais-
Gitters ~R folgende Beziehung erfüllen:
~G · ~R = 2pin, n ∈ Z (2.2)
Ein diese Beziehung erfüllender Vektor ~G wird als Gittervektor des reziproken Gitters bezeichnet
und lässt sich analog zu ~R darstellen:
~G = h ~b1 + k ~b2 + l ~b3, h, k, l ∈ Z (2.3)
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Hierbei sind die Vektoren ~bj die primitiven Gittervektoren des reziproken Gitters. Das reziproke
Gitter eines Bravais-Gitters ist durch Gl. (2.2) eindeutig bestimmt und ebenfalls ein Bravais-
Gitter. Sein reziprokes Gitter ist wieder das ursprüngliche Bravais-Gitter. Der Raum des rezipro-
ken Gitters wird als reziproker Raum, k-Raum oder Impulsraum bezeichnet. Aus Gl. (2.2) lässt
sich eine Beziehung der primitiven Gittervektoren ~ai und ~bj ableiten, die zur Definition der ~bj
genutzt werden kann:
~ai · ~bj =
2pi, i = j0, i , j (2.4)
Bei dieser Definition der ~bj werden die Indizes h, k und l aus Gl. (2.3) als Miller Indizes
bezeichnet. Sie definieren einerseits einen Wellenvektor ~Ghkl im Impulsraum, andererseits wird
auch eine Netzebenenschar im Ortsraum durch sie definiert, die sich dadurch auszeichnet, dass
sie einerseits alle Punkte des Gitters enthält und andererseits der ihr zugeordnete Vektor ~Ghkl
in jeder Ebene der Schar identische Werte annimmt. Die Wellenlänge der beschriebenen Welle
ist folglich gleich dem Netzebenenabstand dhkl zweier benachbarter Ebenen, seine Richtung
parallel zur Ebenennormalen. Die Richtung von ~Ghkl wird häufig als Kristallrichtung oder
Orientierung <hkl> bezeichnet.
Zur Beschreibung von Kristallen sind 14 verschiedene Bravais-Gitter definiert, von denen eines
das kubisch flächenzentrierte (fcc) Gitter ist. Beim fcc Gitter stehen die Vektoren ~ai orthogonal
aufeinander und sind gleich lang. Außerdem liegt eine sogenannte Flächenzentrierung vor, das











sind Ursprünge von Basen, sodass die Einheitszelle des Gitters vier Basen enthält.
Silizium hat im Periodensystem der Elemente die Ordnungszahl 14 und ist damit in der 4. Haupt-
gruppe und 3. Periode beheimatet. Seine vier Valenzelektronen bilden mit Valenzelektronen
seiner vier nächsten Nachbarn gerichtete kovalente Bindungen. Da eine sp3-Hybridisierung
energetisch günstiger ist als eine Überlappung reiner s- oder reiner p-Orbitale, bilden sich vier
äquivalente Bindungen aus, sodass Silizium ein Diamantgitter formt. Dieses kann als fcc Gitter




4 ) beschrieben werden. Da die Längen aller primiti-
ven Gittervektoren beim fcc-Gitter identisch sind, muss für Silizium nur eine Gitterkonstante
angegeben werden. Sie beträgt (543.1020504 ± 0.0000089) pm [1].
2.2 Ideale Siliziumnanodrähte
Aus einem Siliziumkristall kann durch Wahl eines Aufpunktes, einer Kristallrichtung und eines
Radius ein Draht definiert werden. Nanodrähte zeichnen sich durch Radien im Nanoskalenbereich
aus, sind also quasi-eindimensionale Strukturen. Sie werden nach der Kristallrichtung ihrer Sym-
metrieachse bezeichnet, also <hkl>-Nanodrähte genannt. Häufig untersuchte Kristallrichtungen
sind <100>, <110>, <111> und <112> [18]. In den Abb. 2.1 ist für jede dieser Kristallrichtun-
gen die Einheitszelle des Diamantgitters mit je einer Netzebene sowie die Querschnittsfläche
des zugehörigen SiNW dargestellt. Bei seitlicher Betrachtung eines Drahts werden sogenannte
Facetten sichtbar. Diese unterscheiden sich bezüglich Reaktivität und Oberflächenrekonstruk-
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(100) (110) (111) (112)
<100> <110> <111> <112>
Abbildung 2.1: Oben: Schematische Bilder der Einheitszelle eines Diamantgitters. Rot einge-
zeichnet ist je eine Netzebene aus der Schar (hkl). Unten: Schematische Bilder
unterschiedlicher <hkl>-Nanodrähte aus Perspektive der Normalen auf die jewei-
lige Netzebenenschar (Copyright: Florian Fuchs (Helmholtz-Zentrum Dresden-
Rossendorf), unveröffentlicht)
tionen, die in Abwesenheit eines passivierenden Materials energetisch günstig sind. Abhängig
von Symmetrieachsenrichtung und Querschnittsfläche eines SiNW ergeben sich Seitenflächen
unterschiedlicher Facettierungen.
Oberflächenrekonstruktionen sind Abweichungen der Struktur vom idealen Kristall in Folge
einer Veränderung der Energielandschaft am Rand des Drahts, die dadurch zustande kommt, dass
am Rand des Drahts ungesättigte Bindungen existieren.
Die zweite Folge ungesättigter Bindungen an Siliziumoberflächen ist eine erhöhte Reaktivität. Sie
führt dazu, dass sich an Siliziumoberflächen in Luft rasch eine passivierende Oxidschicht bildet.
Die Passivierung eines SiNWs hat sowohl auf seine elektrischen als auch seine mechanischen
Eigenschaften Einfluss [19].
2.3 Herstellung von Siliziumnanodrähten
Zur Herstellung von SiNWs existieren zwei grundlegend unterschiedliche Ansätze, die Bottom-
Up-Verfahren, bei denen Drähte an Katalysatoren wachsen, und die Top-Down-Verfahren, bei
denen Drähte durch das Ätzen größerer Strukturen gewonnen werden [20]. In den Abb. 2.2 und
2.3 ist exemplarisch aus jeder dieser Gruppen je ein Herstellungsverfahren skizziert. Beide
Ansätze haben unterschiedliche Vor- und Nachteile: Bottom-Up-Verfahren erlauben eine präzise
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Abbildung 2.2: Schematische Darstellung des Ablaufs bei der Herstellung eines SiNW aus einem
Siliziumkristall. Reaktives Ionenätzen (engl. deep reactive ion etching) des mit ei-
ner Maske (hellblau) versehenen Kristalls aus reinem Silizium (grau). Dabei wird
abwechselnd anisotrop geätzt und oxidiert (SiO2 dunkelblau) [6], entnommen
mit Erlaubnis des Verlags Wiley-VCH.
Kontrolle von Kristallstruktur und Form der wachsenden Drähte, sind allerdings in der Regel
aufwändiger und daher schwieriger für die Herstellung großer Mengen von Drähten nutzbar.
Top-Down-Verfahren haben die Stärke, dass für planare FETs bereits Methoden in der Industrie
etabliert sind, die lediglich auf die Herstellung von SiNWs angepasst werden müssen und dann
eine Massenproduktion ermöglichen. Allerdings sind diese Verfahren im Vergleich zu Bottom-
Up-Verfahren weniger präzise und können nicht so geringe Drahtdurchmesser erreichen [20].
Abbildung 2.3: Schematische Darstellung des Wachstums eines SiNW an Katalysatorpartikeln.
Die Partikel (gelb) liegen zunächst auf einer an der Oberfläche (dunkelblau)
oxidierten Siliziumschicht (grau). Diese Schicht wird nun mit einem Precursor
(hellgrüner Pfeil), beispielsweise Monosilan, besprüht, wodurch an den Kataly-
satorpartikeln SiNWs wachsen [6], entnommen mit Erlaubnis des Verlags Wiley-
VCH.
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MD ist eine Computersimulationsmethode, bei der während diskreter Zeitschritte die Wechsel-
wirkungskräfte zwischen allen Teilchen in einem System berechnet werden. Aus diesen Kräften
können Bewegungsgleichungen für die Teilchen abgeleitet werden. Durch deren Integration wer-
den nach jedem Zeitschritt die Positionen der Teilchen aktualisiert. Dabei stützt sich die MD auf
die von Sir Isaac Newton entdeckten grundlegenden Newtonschen Axiome.
3.1 Newtonsche Axiome
Gemäß dem Trägheitsgesetz bewegt sich ein Körper, der keine resultierenden Kräfte verspürt,
entweder gleichförmig und geradlinig oder er verbleibt in Ruhe.
~F = 0⇒ ~v = const (3.1)
Das Aktionsprinzip besagt, dass ein Körper eine zur von ihm verspürten Kraft ~F proportionale
Beschleunigung ~a erfährt. Der Proportionalitätsfaktor zwischen Kraft und Beschleunigung ist
des Körpers träge Masse mt. Sie ist gemäß dem Äquivalenzprinzip gleich der schweren Masse
ms des Körpers. Daher wird in der Regel nicht zwischen ihnen unterschieden, sondern nur von
der Masse m gesprochen, sodass gilt:
~F = m · ~a (3.2)
Nach dem Wechselwirkungsprinzip erfährt ein Körper A, wenn er auf einen Körper B eine Kraft
~FA→B ausübt, eine dieser Kraft entgegengerichtete Gegenkraft ~FB→A. Außerdem gilt, dass die
Beträge von Kraft und Gegenkraft gleich sind.
~FA→B = −~FB→A (3.3)
Auch das Prinzip der ungestörten Überlagerung, das Superpositionsprinzip, nach dem verschie-






3.2 Einige grundlegende Begriffe der statistischen Physik
In der klassischen statistischen Mechanik werden Systeme durch einen Phasenraum beschrieben,
der für ein System bestehend aus N freien Teilchen 6 N Dimensionen besitzt, drei Ortskoordina-
ten sowie drei Impulskoordinaten für jedes Teilchen. Ein Mikrozustand A ist ein einzelner Punkt
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in diesem Phasenraum, also die eindeutige Zuordnung eines Orts- und eines Impuls-Vektors zu
jedem im System enthaltenen Teilchen. Mit Voranschreiten der Zeit bewegen sich die Teilchen,
und der Mikrozustand des Systems ändert sich, weshalb A eine Funktion der Zeit ist. Für Aussa-
gen über das System als Ganzes ist es nicht nötig, dessen Mikrozustand zu kennen. Stattdessen ist
der Makrozustand des Systems hier interessant. Dieser wird durch makroskopische Größen wie
Druck, Volumen, Temperatur oder innere Energie charakterisiert, die sich aus dem Mikrozustand
des Systems ergeben. Eine Menge verschiedener Mikrozustände, die alle zum gleichen Wert
einer oder mehrerer makroskopischer Größen führen, wird als thermodynamisches Ensemble
bezeichnet. Einige wichtige thermodynamische Ensembles sind im folgenden aufgezählt. Das
mikrokanonische Ensemble, auch NVE-Ensemble genannt, bei dem die Teilchenanzahl N , das
Volumen V sowie die Energie E des Systems konstant gehalten werden, entspricht einem ab-
geschlossenen System. Das kanonische Ensemble, auch NVT-Ensemble genannt, bei dem statt
der Energie die Temperatur T des Systems konstant ist, wird realisiert, indem man dem System
Energieaustausch mit einem Wärmebad ermöglicht. Das isotherm-isobare Ensemble, das auch
NpT-Ensemble genannt wird unterscheidet sich von NVT-Ensemble dadurch, dass Systeme im
NpT-Ensemble die Möglichkeit haben, ihr Volumen zu verändern, was zu einem konstanten
Druck p führt.
Es gibt zwei grundlegend verschiedene Wege, den Makrozustand eines Systems zu erhalten. Bei
der Ensemblemittelung wird zu einem Zeitpunkt t eine Mittelung über alle Mikrozustände eines
Systems durchgeführt. Bei der Zeitmittelung wird der Mikrozustand eines Systems über einen
unendlich langen Zeitraum gemittelt. Gemäß der Quasiergodenhypothese sind beide Mittelwerte
identisch zueinander, wenn eine Trajektorie im Phasenraum existiert, die dicht in der Energiehy-
perfläche des Systems liegt, also jedem Phasenraumpunkt in der Fläche zu irgendeinem Zeitpunkt
beliebig nah kommt [21].
3.3 Molekulardynamik
Während die Beschreibung von Systemen mit einem oder zwei Teilchen analytisch möglich ist,
fehlt es bis heute an mathematischen Methoden der analytischen Lösung von Problemen mit
mehr als zwei Teilchen. Dennoch sind solche Systeme in verschiedensten Bereichen der Phy-
sik von großem Interesse, weshalb unterschiedliche klassische und quantenmechanische (QM)
Methoden existieren, um solche Systeme zu beschreiben. Eine von ihnen ist die um 1960 [22]
entwickelte Molekulardynamik. Mit MD-Simulationen ist es möglich, Systeme mit mehreren
tausend Atomen zu beschreiben, wobei die Simulationsdauer maßgeblich von dieser Anzahl
der Atome sowie der Länge des simulierten Zeitraums abhängt. Darüber hinaus gibt es mehrere
weitere Einflussfaktoren, die im Folgenden diskutiert werden.
Bei einer MD-Simulation werden Atome (oder Moleküle) als klassische Punktmassen angesehen,
deren Bewegungen im Raum durch iteratives Integrieren von Bewegungsgleichungen beschrie-
ben werden. Hierbei kennt man zu einem Zeitpunkt t die Massen, Orte und Geschwindigkeiten
aller Atome im System und berechnet aus ihnen unter Verwendung eines Potentials die auf jedes
Teilchen wirkenden Kräfte. Dabei wird ausgenutzt, dass die an einem Ort ~x wirkende Kraft ~F
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durch den negativen Gradienten des PotentialsΦ(~x, t) gegeben ist:
~F (~x, t) = −∇ · Φ(~x, t) (3.5)
Außerdem kann gemäß Gl. (3.2) aus dieser Kraft die Beschleunigung ~a eines Teilchens berechnet
werden, sodass für jedes Atom eine Bewegungsgleichung formulierbar ist.
Diese Bewegungsgleichungen werden nun mittels eines Integratoralgorithmus über einen Zeit-
schritt ∆t integriert und so die Atompositionen zum Zeitpunkt t + ∆t berechnet. Je komplizierter
die Wahl des Integratoralgorithmus ist, desto komplizierter und damit rechenzeitaufwändiger ist
die Berechnung der neuen Atompositionen. Gleichzeitig ist ein komplizierter Integrator in der
Regel besser dazu in der Lage, die Wechselwirkung der Atome zwischen den Zeitschritten zu
nähern, sodass der Fehler aufgrund der Zeitdiskretisierung sich verringert. Ein in der MD häufig
genutzter Integrator ist der Velocity-Verlet-Algorithmus, dessen Berechnungsvorschrift sich für
die Atomposition ~x zum Zeitpunkt t +∆t aus zwei Taylorentwicklungen dritter Ordnung ableitet,
von denen eine vorwärts, die andere rückwärts aufgestellt wird:













Durch Addition der Gleichungen (3.6) ergibt sich die Berechnungsvorschrift für ~x(t + ∆t):
~x(t + ∆t) = 2~x(t) − ~x(t − ∆t) + ~a(t)∆t2 + O(∆t4) (3.7)
Neben der Wahl des Integrators hat auch die Wahl der Zeitschrittweite ∆t einen großen Einfluss
auf die Simulation. Bei jedem Zeitschritt muss die wirkende Kraft für jedes Teilchen neu berech-
net werden, was die Rechenzeit bei kleiner Zeitschrittweite erhöht. Zugleich darf die Schrittweite
nicht zu groß gewählt werden, um die Wechselwirkung der Atome sinnvoll beschreiben zu kön-
nen.
Herzstück der Simulation ist das Potential. Dieses bestimmt, wie die Atome während der Simula-
tion miteinander wechselwirken und wie umfangreich die Berechnung dieser Wechselwirkung ist.
Es muss also einerseits alle relevanten Wechselwirkungen beschreiben können, andererseits aber
auch möglichst wenig Rechenleistung benötigen, um Rechenzeiten bei der Simulation niedrig
zu halten. In der Regel werden für MD-Simulationen klassische Potentiale, wie das Coulomb-,
das Morse- oder das Lennard-Jones-Potential verwendet. Mit diesen ist es jedoch nicht mög-
lich, Wechselwirkungen, die die Kenntnis der elektronischen Struktur der simulierten Atome
voraussetzen, zu beschreiben. Nicht beschreibbare Vorgänge sind beispielsweise chemische Re-
aktionen [23].
3.4 Reaktives Kraftfeld
Das Potential Reaktives Kraftfeld (Reactive force field, ReaxFF) wurde 2001 von van Duin et
al. [23] zur semiempirischen Beschreibung von Kohlenwasserstoffen entwickelt und seither auf
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Abbildung 3.1: Visualisierung der σ- und pi-
Bindungsordnungen (BO) sowie der aus ih-
nen resultierenden gesamten BO zweier Silizi-
umatome in Abhängigkeit ihrer interatomaren
Distanz ri j . Daten extrahiert aus [25].
eine Vielzahl anderer Elemente [24] erweitert. ReaxFF ist ein wichtiges Bindeglied zwischen
MD- und QM-Verfahren. Denn im Gegensatz zu klassischen Potentialen kann es das Entstehen
und Aufbrechen chemischer Bindungen simulieren und ist zugleich weniger rechenleistungsin-
tensiv, als QM-Methoden. Folglich können mittels ReaxFF große Systeme, in denen chemische
Reaktionen stattfinden, über lange Simulationszeiträume beschrieben werden.
Der Beschreibung interatomarer Wechselwirkungen durch ReaxFF liegt die Idee zu Grunde, dass
der kovalente Anteil der bei der Bindung zweier Atome frei werdenden Energie eindeutig durch
ihre Bindungsordnung bestimmt wird und diese sich wiederum eindeutig aus der interatomaren
Distanz ri j der bindenden Atome ergibt. So ist es möglich, nur durch Kenntnis von Orten,
Ladungen und Nuklidzugehörigkeit zweier Atome i und j deren Bindungsenergie zu bestimmen.
Die Bindungsordnung BOi j fällt hierbei mit steigender interatomarer Distanz stetig auf Null,
sodass für große ri j nur Coulomb- und Van-der-Waals-Wechselwirkung einen relevanten Beitrag
zur Energie liefern.
BOi j ergibt sich aus mehreren Faktoren. Der erste Faktor ist eine Funktion BO′i j , die sich aus
der Summe von Funktionen zur Beschreibung von σ-, pi- und pipi-Bindungen zusammensetzt.
BO′i j wird nun mit Korrekturtermen gegen Überkoordination sowie zur Elimination sogenannter
1-3-Bindungen multipliziert. 1-3-Bindungen entstehen, wenn i und j an ein und das selbe dritte
Atom k binden und der Bindungswinkel zwischen den Bindungen klein genug ist, dass sich i
und j nah genug sind, um auch eine Bindungsordnung größer Null auszubilden.
In Abb. 3.1 ist am Beispiel der Silizium-Silizium-Bindung die Abstandsabhängigkeit von BO′i j
dargestellt. Bei dieser Bindung spielen pipi-Bindungen keine Rolle und werden daher vernachläs-
sigt, sodass sich maximal eine Doppelbindung ausbilden kann.
Die aus BOi j abgeleiteten kovalenten Energieterme summieren sich gemäß Gl. (3.8) gemeinsam
mit einem Van-der-Waals- und einem Coulomb-Term zur Gesamtenergie des Systems.
Der Term Ebond, i j beschreibt hierbei die im winkelunabhängigen, kovalenten Anteil der Bindung
gespeicherte Energie. Seit der Erweiterung von ReaxFF auf Silizium und dessen Oxide ist dieser
Term nicht mehr nur abhängig von der Gesamtbindungsordnung BOi j , sondern auch davon, zu
welchen Anteilen diese sich aus σ-, pi- und pipi-Bindungen zusammensetzt. Dies ist dadurch
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begründet, dass, anders als bei Kohlenwasserstoffen, die Bindungsenergien von Silizium- und







Ebond, i j + Eover, i j + Eunder, i j + Elp, i j + Eval, i j + Epen, i j
+Etors, i j + Econj, i j + EVdWaals, i j + ECoulomb, i j
) (3.8)
Trotz der Korrekturen bei der Berechnung von BOi j verbleiben Überkoordinationen, die durch
eine Energiestrafe für Überkoordination Eover, i j vermieden werden sollen.
Eunder, i j ist nur bei Bindungen zwischen zwei unterkoordinierten Atomen verschieden von Null
und berücksichtigt einen Energiebeitrag, der durch Resonanz von pi-Elektronen entsteht.
Elp, i j beschreibt die Energie, die in freien Elektronenpaaren gespeichert ist.
Der Term Eval, i j enthält die Valenz- beziehungsweise Bindungswinkelabhängigkeit der Energie
bei Atomen, die mindestens zwei Bindungspartner besitzen. Bei Silizium und Sauerstoff wird er
anders als beispielsweise bei Wasserstoff durch die Existenz freier Elektronenpaare beeinflusst.
Der Term Epen, i j dient der Bindungswinkelstabilisierung bei Atomen, die zwei Doppelbindungen
mit einem Bindungswinkel kleiner 180◦ besitzen.
Etors, i j dient der Gewährleistung korrekter Torsionswinkel in Molekülen mit mindestens vier
Atomen.
Econj, i j beschreibt Konjugationseffekte, also die Überlappung mehrerer pi-Orbitale oder eines pi-
und eines sp2-Hybridorbitals.
Die letzten beiden Terme in Gl. (3.8) sind nicht kovalent und daher unabhängig von BOi j .
EVdWaals, i j wird durch ein Morsepotential realisiert, ECoulomb, i j hat eine typische r−1i j -Proportiona-
lität. Für geringe interatomare Distanzen werden beide Terme abgeschirmt, sodass sie für ri j → 0
nicht divergieren, sondern gegen konstante Werte streben. In Gl. (3.9) ist die Wirkung des Ab-
schirmungsparameters γi j am Beispiel des Coulombterms aus Gl. (3.8) dargestellt.








Da es sich bei ReaxFF, wie zuvor erwähnt, um ein semiempirisches Potential handelt, ist jeder
Term mit einem oder mehreren Parametern versehen, mit deren Hilfe an Referenzdaten angepasst
wird. Als Referenz dienen meist Daten, die mittels QM-Methoden gewonnen wurden [23, 25,
26]. Das Ziel des ReaxFF-Modells ist es, für jedes Element und dessen Wechselwirkung mit
anderen Elementen einen kontextunabhängigen Parametersatz zu erhalten, sodass Parameter von
einem Problem auf ein anderes übertragen werden können. Es konnte jedoch noch nicht gezeigt
werden, dass dies ohne Vorbehalte möglich ist. Deshalb sollte das Referenzsystem, für das der
Parametersatz optimiert wurde, dem zu simulierenden System hinreichend ähnlich sein.
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3.5 Methoden zur Beschreibung des Ladungstransfers
Um eine realistische Simulation zu erreichen, bedarf es einer Methode, welche den Ladungs-
transfer zwischen verschiedenartigen Teilchen beschreibt. Haben zwei Atome unterschiedliche
Elektronegativitäten, so ist es, wenn sie sich hinreichend nah kommen, energetisch für sie güns-
tig, wenn Ladungsträger zwischen ihnen ausgetauscht werden. Dieser der ionischen Bindung
zu Grunde liegende Mechanismus wird in der MD mit Hilfe von Ladungstransfermethoden
realisiert.
1985 wurde von Mortier et al. die semiempirische Electronegativity Equalization Method (EEM)
[27] vorgestellt. Auf Basis von Elektronegativität und atomarer Härte [28] ist EEM in der Lage,
konnektivitäts- und geometrieabhängig die Ladungen in Systemen auszugleichen. Dies realisiert
EEM global und instantan. Das einfache Modell hat den Vorteil einer schnellen Ladungsbe-
rechnung, gleichzeitig jedoch drei grundlegende Schwächen. Die erste Schwäche des Modells
ist, dass atomare Ladungen als Punktladungen approximiert werden, Form und Größe von Ato-
men also nicht zur Verfeinerung des Modells beitragen können. Eine zweite Schwäche ist, dass
bei Verwendung von EEM die Polarisierbarkeit eines dielektrischen Systems bei Änderung der
Systemgröße nicht, wie in der Natur linear, sondern kubisch mit der Systemgröße skaliert. Die
dritte Schwäche ist ein instantaner, globaler Ladungstransfer, der insbesondere bei Systemen mit
getrennten Subsystemen zum Tragen kommt [29].
1991 entwickelten Rappé und Goddart die Methode Charge Equilibriation (QEq) [30]. Die-
ser Ansatz unterscheidet sich gegenüber EEM insbesondere dahingehend, dass Ladungen nicht
mehr als Punktladungen, sondern als eine Ladungsverteilung in Form eines Slater-Type-Orbital
angenommen werden, um so Formeffekte beschreiben zu können. Dazu wird als zusätzlicher
Parameter der Atomradius genutzt.
1999 wurde von Chelli et al. das atom-atom charge transfer (AACT) Modell vorgestellt, das
atomare Ladungen mittels sogenannter Spalt-Ladungs-Variablen beschreibt. Diese sind nicht wie
bei EEM und QEq einem einzelnen Atom, sondern einem Atompaar zugeordnet und enthalten
die zwischen den Atomen transferierte Ladung [31]. Mit diesem Modell ist es möglich die linear
skalierende Polarisierbarkeit nichtmetallischer Systeme zu beschreiben.
Mit dem 2006 von Nistor et al. publizierten split-charge equilibration (SQE) Ansatz gelingt der
Übergang zwischen EEM und AACT. Es ist möglich, sowohl metallische als auch dielektrische
Systeme mit SQE zu beschreiben. Das Problem langreichweitigen Ladungsaustauschs wurde
versucht ad hoc zu lösen, indem Spalt-Ladungs-Variablen zwischen Atomen unterschiedlicher
Moleküle auf 0 festgesetzt wurden, was jedoch zu keiner allgemeingültigen Lösung führte.
Die 2007 von Chen und Martinéz entwickelte Ladungstransfesmethode Charge transfer with
polarization current equalization (QTPIE) [32] ist an QEq angelehnt, definiert jedoch atomare
Ladungen als Summen von sogenannten Ladungs-Austausch-Variablen, die ähnlich wie die im
AACT Modell eingeführten Spalt-Ladungs-Variablen den Austausch zwischen zwei Atomen be-
schreiben. Sie werden mit einer abstandsabhängigen Skalierungsfunktionen f i j multipliziert, um
die Abstandsabhängigkeit des Ladungsausgleich zu beschreiben. Als f i j nutzen Chen und Mar-
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tinéz in der ursprünglichen Publikation von QTPIE skalierte Überlappintegrale von s-Orbitalen,
wobei diese durch bessere Approximationen ersetzbar sind.
2013 wurde von Verstraelen et al. die Methode Atom-condensed Kohn-Sham DFT approximated
to second order (ACKS2) [29] publiziert. Sie ist eine Erweiterung des SQE Modells, kommt
jedoch ohne Spalt-Ladungen aus und enthält dennoch SQE als Grenzfall. Wie QTPIE ist auch
ACKS2 in der Lage die Abstandsabhängigkeit des Ladungstransfers zu beschreiben.
Obwohl QEq zu diesem Zeitpunkt bereits etabliert war, wurde ReaxFF unter Verwendung von
EEM entwickelt. Abweichungen gegenüber QEq, aufgrund der Punktladungsannahme, wurde
durch Modifkationen des Abschirmungsterms γi j aus Gl. (3.9) Rechnung getragen. Alle ande-
ren Parameter sind transformierbar. Beim Generieren von ReaxFF-Parametersätzen wird eine
Änderung der EEM-Parameter in der Regel zugelassen, diese also als Fit-Parameter für ReaxFF
verwendet [23]. Unabhängig von der verwendeten Parametrisierung bleiben die Schwächen ei-
nes globalen, instantanen Ladungstransfers sowie einer kubisch skalierenden Polarisierbarkeit
in nichtmetallischen Systemen bei Simulationen mit ReaxFF erhalten. Der globale Ladungsaus-
gleich fällt überall dort ins Gewicht, wo getrennte Subsysteme vorliegen, die Atome enthalten,
welche unterschiedliche Elektronegativitäten aufweisen. Dies ist beispielsweise bei Silizium und
Sauerstoff der Fall.
3.6 Thermostat und Barostat
Die in Kapitel 3.2 eingeführten Ensembles sind in MD-Simulationen realisierbar, was je nach
Ensemble und Wahl der Realisierungsmethode unterschiedlich funktioniert. Während ein NVE-
Ensemble durch Konstanthalten der Simulationsboxgröße im Grunde bereits realisiert ist, bedarf
es zur Erzeugung eines NpT-Ensembles eines Barostats sowie eines Thermostats. Hier stehen
unterschiedliche Algorithmen zur Verfügung.
Die Einfachsten dieser Algorithmen wurden 1984 von Berendsen et al. entwickelt [33]. Bei
diesem Ansatz erster Ordnung werden zur Konstanthaltung der Temperatur die Geschwindig-
keitsvektoren aller Teilchen in der Simulationsbox mit einem Faktor skaliert, sodass einer Ziel-
temperatur entgegengestrebt wird. Wie schnell dies geschieht, hängt von einer Dämpfungszeit
ab. Analog werden zur Konstanhaltung des Drucks im System dessen Maße sowie die Atompo-
sitionen der in ihm enthaltenen Teilchen reskaliert, wobei auch ein bestimmter Stress ausgeübt
werden kann, indem beispielsweise nur Ortsvektorkomponenten reskaliert werden. Auch das
Barostat lässt sich über eine Dämpfungszeit stärker oder schwächer an das System koppeln. Die
größte Stärke des Ansatzes von Berendsen liegt in dem geringen Rechenaufwand, der nötig ist,
um mit ihm ein System zu kontrollieren.
Ein komplexerer Ansatz zweiter Ordnung basiert auf Arbeiten von Nosé [34] und Hoover [35].
Hier wechselwirkt, wie im in der statistischen Physik formulierten NpT-Ensemble, das Simulati-
onssystem mit einem zweiten System. Dieses besteht beim Nosé-Hoover Thermostat aus einem
einzelnen Thermostatteilchen. Die Temperatur des Simulationssystems wird durch die Wech-
selwirkung mit dem Thermostatteilchen kontrolliert, während die Summe der Energien beider
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Systeme, des simulierten Systems sowie des imaginären Systems mit dem einzelnen Teilchen,
erhalten bleibt, was bei der Herleitung des kanonischen Ensembles eine wichtige Bedingung ist.
Wie stark das Thermostat wirkt, ist durch Variation der Kopplung zwischen den Systemen verän-
derbar. Ein Barostat zweiter Ordnung, bei dem das Systemvolumen über die Wechselwirkung mit
einem Barostatteilchen kontrolliert wird, basiert auf Arbeiten von Parrinello und Rahman [36]
sowie Hoover [37]. Aufbauend auf ihnen wurde das Martyna-Tuckerman-Tobias-Klein Barostat
entwickelt [38, 39]. Auch mit diesem Barostat lässt sich nicht nur der auf das System wirkende
Druck, sondern auch der Stress kontrollieren.
3.7 Large-scale Atomic/Molecular Massively Parallel Simulator
Der Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) ist ein Programm
für MD-Simulationen, dessen erste Version 1995 von Plimpton publiziert wurde [40]. Mit Hil-
fe einer eigenen Skriptsprache können in LAMMPS Systeme unterschiedlichster Größe und
Struktur erstellt und molekulardynamisch simuliert werden, wobei Randbedingungen, thermody-
namisches Ensemble, Zeitschrittweite, Integrator, Potential sowie viele andere Parameter separat
gewählt werden können. Dabei kann LAMMPS eine Simulationsbox auf mehrere parallel ar-
beitende Prozessoren aufteilen und so Rechenzeiten reduzieren. Insbesondere die große Vielfalt
vorhandener Potentiale ist eine große Stärke von LAMMPS. Zu ihnen gehört auch ReaxFF. Zur
Ladungstransferberechnung ist in LAMMPS derzeit keine über QEq hinaus gehenden Ladungs-
transfermethoden implementiert. Um bei der Implementation von ReaxFF eine exakte Überein-
stimmung zwischen LAMMPS und einem von van Duin et al. speziell für ReaxFF entwickelten
ReaxFF-Code [41] zu erlangen, wurde eine eigens auf ReaxFF zugeschnittene Abwandlung von
QEq entwickelt. Wie in Korrespondenz mit LAMMPS Entwicklern in Erfahrung gebracht wer-
den konnte, ist diese Abwandlung faktisch identisch mit der im ReaxFF-Code verwendeten EEM,
sodass Rechnungen in beiden Umgebungen identisch ablaufen sollten.
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In der vorliegenden Arbeit wird die Oxidation von SiNWs der Orientierungen <100> und <110>
mit LAMMPS simuliert. Das dabei verwendete Potential ist ReaxFF. Bei der Simulation wird
eine zunächst ideale Struktur in einem NpT-Ensemble vorrelaxiert und anschließend oxidiert.
Dabei wird sowohl die Anzahl der im System adsorbierender Sauerstoffatome, als auch die
Dichte der entstehenden Struktur analysiert. Bei der Entwicklung des Modells wird sich eng an
Modellsystemen von Khalilov et al. [11, 42] orientiert.
4.1 Ausgangsstruktur
In den Abb. 4.1 sind die untersuchten Strukturen mit zugehörigen kartesischen Koordinaten-
systemen dargestellt, wobei sich die dargestellte Basis {~ex,~ey,~ez} bekanntermaßen leicht in
Zylinderkoordinaten {~er,~eφ ,~ez} überführen lässt. Um diese Strukturen zu generieren, werden
Siliziumatome in der Form eines <100>- oder <110>-SiNWs in einer Simulationsbox ange-
ordnet. Die Symmetrieachse des Drahts verläuft dabei parallel zur z-Achse der Box. Um einen
unendlich langen Draht zu simulieren, wird die Randbedingung der Box in z-Richtung periodisch
gewählt. In den Richtungen x und y wird die Box nicht periodisch fortgesetzt. Die Radien der
Drähte betragen etwa 10 Å, wobei dieser Wert ohne eine Optimierung der Gitterkonstante noch
nicht aussagekräftig ist, weshalb er in Abschnitt 4.2 nocheinmal aktualisiert wird. Die Länge der
Box beträgt für <100>-Drähte 2 d100, für <110>-Drähte 3 d110. Die Wahl dieser Systemlängen













Abbildung 4.1: Visualisierung des unrelaxierten <100>-SiNW (a, b) sowie des unrelaxierten
<110>-SiNW (c, d). Betrachtung entlang der Symmetrieachse (a, c) sowie senk-
recht zur Symmetrieachse (b, d).
17
4 Entwicklung des Modellsystems
(a) (b) (c) (d)
Abbildung 4.2: Visualisierung des <100>-SiNW nach der Vorrelaxation. Betrachtung entlang
der Symmetrieachse bei Tsys = 300 K (a, c) sowie Tsys = 1200 K (b, d).
4.2 Vorrelaxation
Nach Erstellen der Struktur wird ihre Energie durch Variation der Gitterkonstante optimiert und
so die im Potential energetisch günstigste Gitterkonstante erhalten. Deren Wert beträgt 5.311 Å
und liegt damit leicht unterhalb des Tabellenwerts von Silizium (5.431 Å [1]). Nach der Energie-
minimierung relaxieren die zuvor idealen Nanodrähte für trel = 40 ps in einem NpT-Ensemble
bei p = 0. Als Temperatur wird eine Systemtemperatur Tsys gewählt, die im Folgenden immer
300 K oder 1200 K beträgt. In Experimenten typische Temperaturen liegen häufig um 1200 K,
wohingegen 300 K experimentell weniger untersucht sind [9, 43]. Als Zeitschrittweite ∆trel wird
während der Vorrelaxation ein Wert von 1 fs genutzt. In den Abb. 4.2 sind die Strukturen nach der
Vorrelaxation visualisiert. Hier lässt sich erkennen, dass im Gegensatz zum <110>-SiNW beim
<100>-SiNW schon bei 300 K eine erkennbare Oberflächenrekonstruktion stattfindet. Die Radien
r0 der Drähte nach der Vorrelaxation betragen für beide Orientierungen etwa 10.2 Å. Die Länge
der Box nach der Vorrelaxation, die im Folgenden l0 genannt wird, beträgt für <100>-Drähte
etwa 10.6 Å, für <110>-Drähte etwa 11.2 Å.
4.3 Ablauf der Oxidation
Nun werden in konstanten Einsetzintervallen ∆tein zufällig orientierte Sauerstoffmoleküle in das
System eingesetzt. Dies erfolgt in einem Einsetzabstand dein = 4.6 Å, dessen Wahl in Abschnitt
4.7 erläutert wird. Zwischen den Einsetzungen liegt ein NpT-Ensemble mit gleichem p und Tsys,
wie bei der Vorrelaxation vor. Die Zeitschrittweite ∆t beim Oxidationsvorgang beträgt 0.5 fs. Die
Wahl dieses Werts wird in Abschnitt 4.5 begründet. An der Drahtoberfläche reflektierte Moleküle
werden aus der Simulation entfernt. Der Drehimpuls eines Moleküls beim Einsetzen beträgt Null,
seine Geschwindigkeit ~v ist antiparallelen zum Einheitsvektor ~er des Zylinderkoordinatensys-
tems {~er,~eφ ,~ez} ausgerichtet. Der Betrag der Geschwindigkeit ist für alle eingesetzten Moleküle
einer Simulation gleich. Er ergibt sich über Gl. (4.1) aus einer Einsetztemperatur Tein ∈ {300 K,
1200 K}.
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~v =
√
< v2 > (Tein) · (−~er)




Nimmt man an, dass der Draht näherungsweise zylinderförmig ist, folgt aus der antiparallel
Ausrichtung von ~v zu ~er, dass ~v orthogonal auf der Drahtoberfläche steht. Dies ermöglicht es,
auf einfache Art und Weise die Flächenstoßrate Z zu definieren [44], die abhängig von Teilchen-
masse, Druck und Temperatur die Anzahl von Teilchen angibt, die auf einer Einheitsoberfläche
auftreffen:








Hierbei ist m die Masse eines eingesetzten O2-Moleküls mO2 = 2 · mO = 31.9988 u [45], die
Temperatur T gleich der Einsetztemperatur Tein und der Druck p gleich einem Einsetzdruck pein.
Der Einsetzdruck pein wird unabhängig von Temperatur und Orientierung des Drahts zu Beginn
der Oxidation auf einen Wert von 5.14 bar gesetzt, was im Vergleich zum Experiment hoch ist.
Zur Verkürzung der Rechenzeiten ist es jedoch nötig, einen derartig hohen Druck zu wählen.
Die in der Simulation zum Druck korrespondierende Größe ist das Einsetzintervall. Um pein aus
Gl. (4.2) zu bestimmen, wird zunächst der Oberflächeninhalt AO(t = 0) der konvexen Hülle des
Drahts am Ende der Vorrelaxation extrahiert. Dividiert man diesen durch die Flächenstoßrate
Z , erhält man ein Einsetzintervall ∆tein, mit dem pein strukturunabhängig ist. Um auch eine
Temperaturunabhängigkeit zu erreichen, muss, wie sich aus Gl. (4.2) ergibt, die Flächenstoßrate
proportional zu
√
T gewählt werden. Dies bedeutet, dass ∆tein proportional zu 1√
T
ist. Im Verlauf
der Oxidation wachsen die simulierten Drähte, was bei konstantem Einsetzintervall zu einem
Abfall des Einsetzdrucks führt. Mit dem Anfangseinsetzdruck von 5.14 bar ergibt sich für <100>-
SiNWs aus Gl. (4.2) bei Tein = 300 K ∆tein = 5 ps, bei Tein = 1200 K ∆tein = 10.1 ps. Analog
ergibt sich für <110>-SiNWs bei Tein = 300 K ∆tein = 4.75 ps, bei Tein = 1200 K ∆tein = 9.5 ps.
Der Oxidationsprozess, insbesondere die Anzahl am Draht adsorbierter Sauerstoffatome, wird im
Folgenden, außer bei der Festlegung der Zeitschrittweite, nicht in Abhängigkeit der Zeit, sondern
in Abhängigkeit der Anzahl in das System eingesetzter Sauerstoffatome betrachtet. Der größte
Vorteil dieser Darstellung ist, dass so die Möglichkeit besteht, unterschiedlich große Systeme
miteinander zu vergleichen, indem man die Anzahl eingesetzter beziehungsweise adsorbierter
Sauerstoffatome im System an der Anzahl im System vorhandener Siliziumatome normiert. Dies
ist sowohl in Abschnitt 4.6 als auch in Abschnitt 5.2 wichtig, um die unterschiedlichen Strukturen
miteinander vergleichen zu können. Im Folgenden wird die an der Siliziumatomanzahl normierte
Anzahl am Draht adsorbierter Sauerstoffatome als Oxidationsgrad NadsO /NSi, die an der Siliziu-
matomanzahl normierte Anzahl in das System eingesetzter Sauerstoffatome als Sauerstofffluenz
NeinO /NSi bezeichnet. Der Anstieg des Oxidationsgrads in Abhängigkeit der Sauerstofffluenz wird
im Folgenden Oxidationsrate dNadsO /dN
ein
O genannt.
Ein zur Vergleichbarkeit unterschiedlicher Systeme hinzukommender Vorteil beim Betrachten
der Sauerstofffluenz anstelle der Zeit ist, dass diese erst dann vom Einsetzdruck abhängig wird,
wenn dieser so hoch steigt, dass das System zwischen zwei Einsetzungen nicht relaxieren kann
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und dadurch grundsätzlich sein Oxidationsverhalten ändert. Bei Simulationen der hyperthermi-
schen Oxidation von Siliziumoberflächen durch Khalilov et al. [46] wurde ein Einsetzintervall
von 3 ps genutzt. Dort zeigte sich, dass Atome in der Regel nach 1 ps ihre maximale Eindring-
tiefe erreichten, sodass die Annahme, dass bei thermischer Oxidation 4.75 ps zur vollständigen
Relaxation des Systems ausreichen, gerechtfertigt ist. Auch die Betrachtung von Systemgrößen
sowie Strukturbildern während der Vorrelaxation untermauern diese Annahme. Folglich ist auch
das Absinken des Einsetzdrucks während der Oxidation bei Betrachtungen in Abhängigkeit der
Sauerstofffluenz unsichtbar.
4.4 Verwendeter ReaxFF-Parametersatz
Der für ReaxFF verwendete Parametersatz stammt von Buehler et al. (2006) [26]. Er ist eine
Weiterentwicklung des ursprünglichen im Rahmen der Ergänzung von Silizium zu den in ReaxFF
beschriebenen Elementen entwickelten Parametersatzes von van Duin et al. (2003) [25]. Buehler
et al. nutzten diesen Parametersatz zur Simulation der Fortpflanzung von Brüchen in Silizium-
strukturen. Obwohl die ursprünglichen Trainingssets lediglich reine Silizium- und Siliziumdioxid-
Phasen enthielten, konnte durch Khalilov et al. [11, 46] gezeigt werden, dass auch Siliziumsub-
oxide durch den Parametersatz beschreibbar sind und der Parametersatz sowohl experimentelle
als auch ab-initio-Daten reproduziert.
4.5 Optimierung der Zeitschrittweite
Um für die Simulation eine geeignete Zeitschrittweite zu bestimmen, wird eine Zeitschrittwei-
tenvariation durchgeführt. Diese findet im Rahmen der Hyperthermischen Oxidation einer Silizi-
umoberfläche in einem NVT-Ensemble statt.
4.5.1 Modellsystem, Relaxation und Oxidation
Für die Temperaturen T ∈ {300 K, 1200 K} wird der Einfluss der Zeitschrittweiten ∆t ∈ {0.05 fs,
0.25 fs, 0.5 fs, 1 fs} auf die entstehende Struktur untersucht.
Die betrachtete Siliziumfläche ist durch einen Kristallauschnitt der Abmessungen 4a × 4a × 5a
realisiert (Abb. 4.3, wobei a wie in Abschnitt 2.1 eingeführt, die Länge der Einheitszelle ist. In
den Dimensionen x und y wird der Ausschnitt periodisch fortgesetzt. Die in z-Richtung zuunterst
liegende Atomlage des Drahts wird fixiert, um dort eine Oberflächenrekonstruktion zu verhindern
und den Kristallausschnitt im Raum festzuhalten.
Nach einer Energieminimierung wird die Struktur für 40 ps in einem mittels Berendsen Thermo-
stat und Barostat realisierten NpT-Ensemble relaxiert.
Nun werden, bei konstantem Systemvolumen und konstanter Temperatur, in Zeitabständen von
3 ps, Sauerstoffatome in das System eingesetzt. Dies geschieht in einer fixierten Höhe von 15 Å
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Abbildung 4.3: Visualisierung der während der Zeitschrittweitenvariation untersuchten Struk-
tur bei Ansicht parallel zur Oberfläche (links) und orthogonal zur Oberfläche
(rechts).
oberhalb der Struktur, die Einsetzposition parallel zur Oberfläche ist zufällig gewählt. Die kineti-
sche Energie der eingesetzten Teilchen beträgt 1 eV, ihr Geschwindigkeitsvektor ist orthogonal
zur Siliziumoberfläche ausgerichtet. So werden 50 Sauerstoffatome auf die vorrelaxierte Silizi-
umstruktur geschossen und das System anschließend für 100 ps nachrelaxiert.
4.5.2 Festlegung der Zeitschrittweite
Die bei ∆t = 1 fs erhaltene Struktur unterscheidet sich schon ohne nähere Analyse merklich von
den drei anderen Strukturen. In Abb. 4.4 wird sie der bei ∆t = 0.05 fs erhaltenen Struktur gegen-
übergestellt. Es zeigt sich, dass für ∆t = 1 fs Sauerstoffatome deutlich tiefer in die Oberfläche
Abbildung 4.4: Gegenüberstellung der Strukturen, die bei der Oxidation einer Siliziumoberflä-
che bei 300 K mit Zeitschrittweiten ∆t = 0.05 fs (links) und ∆t = 1 fs (rechts)
entstanden sind.
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eindringen und Sauerstoffatome an der Oberfläche reflektiert werden. Da diese Zeitschrittweite
also offensichtlich zu groß ist, wird sie nicht näher untersucht. Stattdessen werden Ensembles von
je 16 Rechnungen der drei Zeitschrittweiten 0.05 fs, 0.25 fs und 0.5 fs miteinander verglichen.
Hierbei wird die zeitliche Entwicklung der von ReaxFF berechneten Bindungsordnung BOi j un-
tersucht. Auf ihr basierend wird für alle Siliziumatome eine Sauerstoffkoordination CO definiert,
die gleich der Anzahl der Sauerstoffatome j ist, deren Bindungsordnung zum Siliziumatom i
größer ist, als ein Schwellwert. Dieser ist standardmäßig auf 0.6 gesetzt, was beibehalten wird. In
Abb. 4.5 ist der zeitliche Verlauf der Anzahl von Siliziumatomen mit Sauerstoffkoordinationen
CO = 1, CO = 2 und CO > 2 dargestellt. Diese Darstellung wird hier der Darstellung in Abhän-
gigkeit der Sauerstofffluenz vorgezogen, weil die Sauerstofffluenz im Verlauf der Nachrelaxation
nicht weiter ansteigt und daher alle Datenpunkte ab t = 150 ps aufeinander liegen würden. In


































Abbildung 4.5: Darstellung der zeitlichen Entwicklung der Anzahl von Siliziumatomen NSi mit
Sauerstoffkoordinationen CO = 1, CO = 2 und CO > 2 bei T = 300 K (links)
und T = 1200 K (rechts) für unterschiedliche Zeitschrittweiten bei hyperthermi-
scher Oxidation einer Siliziumoberfläche. Mittelwerte aus je 16 Rechnungen. Zur
Einschätzung der Unterschiede zwischen den Ensembles sind für ∆t = 0.05 fs
Standardabweichungen (grau) dargestellt.
Abb. 4.5 ist erkennbar, dass die Verläufe zwischen den verschiedenen Zeitschrittweiten nicht
exakt übereinstimmen, jedoch insbesondere in Anbetracht der Größe der Ensembles sehr ähnlich
verlaufen. Daher wird angenommen, dass die Strukturen, die bei Zeitschrittweiten zwischen
0.05 fs und 0.5 fs entstehen, sich nicht systematisch voneinander unterscheiden. Folglich wird,
um das Verhältnis zwischen Rechenaufwand zur in der Simulation untersuchter Zeitspanne zu
minimieren, für alle Rechnungen eine Zeitschrittweite von ∆t = 0.5 fs verwendet. Auch in
Veröffentlichungen anderer Autoren wurde diese Zeitschrittweite gewählt [11, 46].
4.6 Optimierung der Systemlänge
In diesem Abschnitt wird die Systemlänge l0 gesucht, die zur Rechenzeitminimierung möglichst
klein, zugleich aber hinreichend groß ist, um keinen Einfluss auf die Simulation zu haben.
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4.6.1 Modellsystem, Relaxation und Oxidation
Um einen geeigneten Wert zu finden, wird der in 4.1 und 4.2 beschriebene <100>-SiNW bei
Tsys = Tein = 300 K betrachtet. Mit dieser Struktur werden nun für l0 die Werte a, 2 a, 4 a, 6 a
und 8 a untersucht. Die Oxidation läuft dabei analog zur in Abschnitt 4.3 beschrieben Oxidation
ab. Da insbesondere für die größeren Systemen der Rechenaufwand hoch ist, werden keine
Ensemblerechnungen durchgeführt.
4.6.2 Festlegung der Systemlänge
In Abb. 4.6 ist für Systeme mit l0 ∈ {a,2 a,4 a,6 a,8 a} der Oxidationsgrad in Abhängigkeit
der Sauerstofffluenz dargestellt. Die Kurvenverläufe für l0 ≥ 2 a stimmen gut überein. Eine
Abweichung zeigt sich für l0 = a (≈ 5.3 Å bei Vorrelaxationsende). Diese Abweichung lässt sich
dadurch erklären, dass die Coulombwechselwirkung, die in der Regel die stärkste langreichwei-
tige Wechselwirkung darstellt, in ReaxFF bei 10 Å als 0 angenommen und abgeschnitten wird.
Deshalb wechselwirken Teilchen für l0 ≥ 10 Å nicht über die periodischen Randbedingungen
hinweg mit sich selbst. Eine Systemlänge von a ist zu gering, um diese Wechselwirkung von
Atomen mit sich selbst auszuschließen. Deshalb wird, um die Rechenzeit zu minimieren und
gleichzeitig Artefakte zu verhindern, für den <100>-SiNW l0 = 2 a = 2 d100 (≈ 10.6 Å bei Vor-
relaxationsende) gewählt. Beim <110>-SiNW wird eine ähnliche Systemlänge mit l0 = 3 d110
(≈ 11.2 Å bei Vorrelaxationsende) erreicht. Damit umfassen Systeme mit Orientierung <100>
in allen folgenden Rechnungen 194 Siliziumatome, sodass ein Sauerstofffluenzintervall von 1
bei Tein = 300 K zu einem Zeitintervall von 0.97 ns und bei Tein = 1200 K zu einem Zeitintervall
von 1.96 ns korrespondiert. Die Systeme mit Orientierung <110> umfassen im Folgenden 204
Siliziumatome. Damit korrespondiert für Drähte dieser Orientierung ein Sauerstofffluenzinter-
vall von 1 bei Tein = 300 K zu einem Zeitintervall von 0.97 ns und bei Tein = 1200 K zu einem
Zeitintervall von 1.93 ns.





















42.4 Å Abbildung 4.6: Visualisierung des Oxida-
tionsgrads NadsO /NSi in Abhängikeit der
Sauerstofffluenz NeinO /NSi für Systeme
unterschiedlicher Längen.
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4.7 Einfluss des globalen, instantanen Ladungstransfers auf die
Simulation
Erste Rechnungen mit dem zuvor geschilderten Modellsystem nutzten einen Einsetzabstand
dein = 10 Å und waren, wie zu Beginn dieses Kapitels erwähnt, auch darüber hinaus stark an
den Modellsystemen von Khalilov et al. [42] orientiert. In Abb. 4.7 sind Visualisierungen beider
Strukturen gegenübergestellt. Es fällt auf, dass die erhaltenen Strukturen sich stark von den durch
Khalilov et al. veröffentlichten Strukturen unterschieden.
Nach näherer Untersuchung des Problems zeigte sich, dass Sauerstoffmoleküle während des
Anflugs auf den SiNW durch Sauerstoffatome an dessen Oberfläche abgestoßen werden (vgl.
Abb. 4.8). Ursache dafür ist die global, instantan wirkende Ladungstransfermethode EEM, die
dafür sorgt, dass Sauerstoffmoleküle, aufgrund ihrer im Vergleich zu Silizium größeren Elek-
tronegativität, direkt nach Einsetzen in die Simulationsbox negativ geladen werden. Dies führt
0/0 25/112 53/560
0/0 ∼75/112* ∼180/560*
Abbildung 4.7: Vergleich von Strukturen, die sich bei Simulationen mit einem Einsetzabstand
von 10 Å ergeben (oben) mit von Khalilov et al. [42] berichteten Strukturen





abgeschätzt aus [11]). Vergleichsbilder Entnommen mit Erlaubnis des Verlags
Royal Society of Chemistry.
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5.5 nm 5.5 nm 5.5 nm
Abbildung 4.8: Visualisierung der langreichweitigen Reflexion eines Sauerstoffmoleküls beim
Anflug auf eine schwach oxidierte Siliziumoberfläche.
wiederum zu langreichweitiger Coulomb-Abstoßung mit adsorbierten Sauerstoffatomen, woraus
ein Potentialwall für die eingesetzten Moleküle resultiert.
Um den Einfluss diser Coulomb-Abstoßung zu verringern, gibt es mehrere Optionen. Die theore-
tisch beste, aber auch aufwändigste Option zur Lösung des Problems ist die Implementation von
ACKS2 oder QTPIE in LAMMPS und einer anschließenden Reparametrisierung von ReaxFF
mit der neuen Ladungstransfermethode (siehe Abschnitt 3.5). Da diese Option zeitlich nicht
im Rahmen dieser Arbeit umsetzbar ist, muss eine schnellere Lösung gefunden werden. Als
Alternative wird daher ein Einsetzabstand dein unterhalb des Abschneideradius der Coulomb-
Wechselwirkung in ReaxFF gewählt. Aufgrund des instantanen, globalen Ladungstransfers be-
einflusst die Wahl dieses Abstands Oxidationsrate und -geschwindigkeit quantitativ. Ziel dieses
Ansatzes ist jedoch das Erhalten physikalisch sinnvoller Strukturen, was, wie in Kapitel 5 gezeigt
werden wird, mit der gewählten Strategie möglich ist.
4.7.1 Festlegung des Einsetzabstands
Zur Festlegung des Einsetzabstands wird der in den Abschnitten 4.1 - 4.3 beschriebene <100>-
SiNW bei Tsys = Tein = 300 K und Tsys = Tein = 1200 K untersucht.
In einer ersten Untersuchung wird dein zwischen 2 Å und 10 Å variiert und der Einfluss dieser Va-
riation auf die Oxidationsrate im System analysiert. Dies geschieht sowohl für Tsys = Tein = 300 K
als auch für Tsys = Tein = 1200 K. Oben in den Abb. 4.9 ist erkennbar, dass der Einsetzabstand
insbesondere bei 300 K einen großen Einfluss auf die Oxidationsrate hat, dieser aber auch bei
25
4 Entwicklung des Modellsystems






















































































Abbildung 4.9: Darstellung des Oxidationsgrads NadsO /NSi in Abhängigkeit der Sauerstofffluenz
NeinO /NSi. Oben: Variation des Einsetzabstands zwischen 2.0 Å und 10.0 Å mit je
einer Rechnung pro Einsetzabstand. Unten: Mittelung über Ensembles aus je 5
Rechnungen bei Einsetzabständen zwischen 4.0 Å und 5.0 Å. Links: Rechnungen
bei Tein = Tsys = 300 K. Rechts: Rechnungen bei Tein = Tsys = 1200 K.
1200 K deutlich ist. Der Einfluss des Einsetzabstands ist bei Tsys = Tein = 1200 K deshalb ge-
ringer, weil die schneller anfliegenden Sauerstoffmoleküle auch bei größeren Einsetzabständen
dazu in der Lage sind, den aus dem Ladungstransfer resultierenden Potentialwall zu überwinden
und am SiNW zu adsorbieren. Dies ist auch für dein = 10 Å noch der Fall. Der Effekt der Ein-
setztemperatur wird in Abschnitt 5.1 genauer untersucht und vom Effekt der Systemtemperatur
abgegrenzt.
Bei der Wahl des Einsetzabstands muss neben der zu minimierenden langreichweitigen Coulomb-
Wechselwirkung auch beachtet werden, dass die interatomare Bindungsordnung BOi j mit stei-
gender interatomarer Distanz stetig auf 0 fällt. Dies ermöglicht die Beschreibung des Entstehens
und Aufbrechens chemischer Bindungen, was die größte Stärken von ReaxFF ist. Um diese
Stärke beizubehalten und somit sicherzugehen, dass bei der Oxidation physikalisch sinnvolle
Strukturen entstehen, muss ein hinreichend großer Einsetzabstand gewählt werden. Einen ersten
Anhaltspunkt hierfür liefert der Van-der-Waals-Radius, der für Silizium 2.1 Å beträgt [47]. Als
erste Abschätzung von dein dient der doppelte Van-der-Waals-Radius von Silizium. Um diesen
Wert, in einem Bereich zwischen 4 Å und 5 Å, wird der Einfluss des Einsetzabstands auf die
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Oxidationsrate höher aufgelöst betrachtet. Zusätzlich wird jede Rechnung fünf mal durchgeführt
und über diese gemittelt. Unten in den Abb. 4.9 sind die erzielten Ergebnisse dargestellt. Ent-
sprechend der Erwartung resultieren aus der Variation des Einsetzabstands in einem kleineren
Intervall auch, dass die erhaltenen Oxidationsgrade näher beieinander liegen. Der Temperatur-
effekt ist jedoch nach wie vor erkennbar. Um einen optimalen Einsetzabstand zu identifizieren,
wäre ein Vergleich mit Methoden, die den Anflugvorgang von Sauerstoffmolekülen physikalisch
korrekt beschreiben, nötig. Dies sprengt jedoch, wie bereits erwähnt, den Rahmen der vorlie-
genden Arbeit. Um dennoch zu Ergebnissen zu gelangen, wird willkürlich aus dem Bereich
kurz oberhalb des doppelten Van-der-Waals-Radius von Silizium ein Einsetzabstand gewählt und
fortan bei allen Rechnungen verwendet. Dieser beträgt 4.6 Å. Es wird gewährleistet, dass dieser
Wert im Verlauf der Oxidation auch bei Änderung des Drahtdurchmessers konstant bleibt.
4.7.2 Vergleich mit Daten von Khalilov et al.
Der Vergleich in Abb. 4.10 (oben, Mitte) zeigt, dass auch die mit dem reduzierten Einsetzabstand
erhaltenen Oxidationsgrade unterhalb der von Khalilov et al. [11] berichteten Oxidationsgrade
liegen. Aus einer Korrespondenz mit Khalilov ging hervor, dass die Simulationen, die dessen
Veröffentlichungen zugrunde liegen, mit dem ReaxFF-Code [41] durchgeführt wurden. Da alle
Simulationen, die im Rahmen dieser Arbeit stattfinden, LAMMPS verwenden, müssten also, wie
in Abschnitt 3.7 geschildert, diese äquivalent zu den Simulationen von Khalilov et al. sein. Aus
der Korrespondenz mit Khalilov geht außerdem hervor, dass in den von ihm durchgeführten Simu-
lationen anfliegende Moleküle ungeladen waren und folglich nicht langreichweitig abgestoßen
wurden. In Anbetracht der globalen, instantanen Wirkungsweise von EEM ist dies überraschend.
Um eine abschließende Aussage zu der auftretenden Diskrepanz treffen zu können, sind Ver-
gleichsrechnungen mit dem ReaxFF-Code notwendig, was den Rahmen dieser Arbeit jedoch
ebenfalls übersteigen würde.
Eine Visualisierung der Strukturen bei gleicher Anzahl adsorbierter Sauerstoffatome (Abb. 4.10
Mitte, unten), zeigt keine grundlegenden Unterschiede. Der Ladungstransfer hat also bei den
gewählten Einsetzgeschwindigkeiten und -intervallen augenscheinlich keinen Einfluss auf die
sich ergebenden Strukturen, lediglich darauf, wie schnell diese entstehen. In Abschnitt 5.1.2 wird
der Strukturvergleich mit Khalilov et al. vertieft.
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Abbildung 4.10: Vergleich von Strukturen, die sich bei Rechnungen mit einem Einsetzabstand
von 4.6 Å ergeben (oben, unten) mit von Khalilov et al. [42] berichteten Struk-
turen (Mitte). Visualisierung bei unterschiedlichen Verhältnissen NadsO /N
ein
O
(*: NadsO grafisch abgeschätzt aus [11]). Oben: Strukturen bei gleicher Anzahl
eingesetzter Sauerstoffatome, wie in der Mitte. Unten: Strukturen bei etwa glei-
cher Anzahl adsorbierter Sauerstoffatome, wie in der Mitte. Vergleichsbilder
Entnommen mit Erlaubnis des Verlags Royal Society of Chemistry.
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Drahtorientierung
In diesem Kapitel werden die zuvor aufgestellten Modellsysteme im Verlauf der Oxidation bei
Variation der System- und Einsetztemperatur sowie der Orientierung untersucht. Dabei disku-
tierte Größen sind der Oxidationsgrad, die Dichte und die Position der Grenzflächen zwischen
unterschiedlichen Substrukturen.
5.1 Variation von System- und Einsetztemperatur
Um den Einfluss von System- und Einsetztemperatur auf den Oxidationsgrad zu untersuchen,
werden für SiNWs der Orientierung <100> alle Kombinationen mit Tsys ∈ {300 K, 1200 K} und
Tein ∈ {300 K, 1200 K} verglichen. Die beiden Temperaturen werden deshalb getrennt betrachtet,
weil der globale, instantane Ladungstransfer von der Systemtemperatur abhängige Diffusions-
prozesse nicht beeinflusst, mit der über die Einsetztemperatur variierten Anfluggeschwindigkeit
der Sauerstoffmoleküle jedoch interagiert (vgl. Abschnitt 4.7). Würde man beide Temperatu-
ren gemeinsam variieren, könnte man den Einfluss des Ladungstransfers nicht von dem der
Systemtemperatur trennen.
Für das System mit Tein = Tsys = 1200 K liegt ein Ensemble von 14 Rechnungen vor, für die
anderen Systeme Ensembles von je 10 Rechnungen1. Systeme bei denen Tsys , Tein gilt, werden
simuliert, bis NeinO /NSi = 14 erreicht ist, Systeme mit Tsys = Tein werden bis N
ein
O /NSi = 26
simuliert. Da folglich nur bis zu NeinO /NSi = 14 Vergleiche zwischen unterschiedlichen Einsetz-
temperaturen bei gleicher Systemtemperatur gezogen werden können, wird im vorliegenden
Kapitel nur dieser Bereich untersucht. Der Bereich bis NeinO /NSi = 26 wird bei der Gegenüber-
stellung unterschiedlicher Orientierungen in Abschnitt 5.2 betrachtet.
5.1.1 Untersuchung des Oxidationsgrads
Bei der Analyse des Oxidationsgrads NadsO /NSi sowie dessen Anstieg, der Oxidationsrate
dNadsO /dN
ein
O , werden insbesondere qualitative Aussagen gesucht. Quantitative Aussagen sind
nur bedingt möglich, da aufgrund der verwendeten Ladungstransfermethode der Einsetzabstand
die Oxidationsrate beeinflusst (vgl. Abschnitt 4.7).
1Beim System mit Tein = Tsys = 1200 K brach eine von ursprünglich 10 Rechnungen nach kurzer Zeit, vermutlich
aufgrund eines LAMMPS-internen Problems, ab, weshalb 5 Ersatzrechnungen gestartet wurden. Die bis zum
Abbruch der Rechnung erhaltenen Daten stimmen gut mit den Daten der 14 abgeschlossenen Rechnungen des
Ensembles überein.
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Tsys = 300 K
Tsys = 1200 K
Tins = 300 K
Tins = 1200 K
Abbildung 5.1: Visualisierung des Oxidationsgrads NadsO /NSi in Abhängigkeit von der Sauerstoff-
fluenz NeinO /NSi bei Tsys ∈ {300 K, 1200 K} und Tein ∈ {300 K, 1200 K}. Der
Wert 2 auf der Ordinate entspricht dem stöchiometrischen Verhältnis reinen Si-
liziumdioxids. Die Gerade NadsO = N
ein
O entspricht einem System, bei dem alle
eingesetzten Sauerstoffatome adsorbieren können.
In Abb. 5.1 ist erkennbar, dass zu Beginn der Simulation, in einer initialen Oxidationsphase,
die Oxidationsgrade aller Systeme systemtemperaturunabhängig ansteigen. Dabei oxidieren zu-
nächst auch die Systeme unterschiedlicher Einsetztemperaturen mit gleichen Oxidationsraten,
die nahe 1 liegen. Im zweiten Teil der systemtemperaturunabhängigen initialen Phase wach-
sen die Oxidationsgrade der Systeme mit Tein = 1200 K schneller an als dies für Systeme mit
Tein = 300 K der Fall ist.
Nach dieser aufgrund der Einsetztemperatur zweigeteilten initialen Phase, geht das Wachstum
des Oxidationsgrads, die Oxidationsrate, für alle Systeme zurück. Dabei setzt sich der Trend
zwischen den Einsetztemperaturen fort, und die Systeme mit Tein = 300 K zeigen einen stärkeren
Rückgang der Oxidationsrate als die Systeme mit Tein = 1200 K. Jetzt ist erstmals auch eine
positive Abhängigkeit der Oxidationsrate von der Systemtemperatur erkennbar. Für Systeme mit
Tsys = 1200 K bleibt in einem breiten Bereich um eine Sauerstofffluenz von 5 die Oxidationsrate
konstant, während der Oxidationsgrad zunimmt. Für Systeme mit Tsys = 300 K beginnt dieser
Bereich später und hat einen geringeren Anstieg, ist aber auch erkennbar und hält bis NadsO /NSi =
14 an.
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Die Systeme des Ensembles Tsys = Tein = 1200 K erreichen bei einer Sauerstofffluenz von
etwa 10 eine dritte Oxidationsphase, die Sättigungsphase. Erst kurz vor dieser endet der zu-
vor beschriebene lineare Bereich. Die Sättigung tritt bei einem Oxidationsgrad von 2 ein, was
dem stöchimetrischen Verhältnis von Siliziumdioxid entspricht. Die Systeme des Ensembles mit
Tein = 300 K und Tsys = 1200 K streben dem Sättigungsoxidationsgrad von 2 ebenfalls entgegen,
erreichen diesen jedoch im Verlauf der Simulation nicht. In Anbetracht des bei einer Sauerstoff-
fluenz von 14 vorhandenen Anstiegs, ist es allerdings sehr wahrscheinlich, dass diese Systeme
bei einer längeren Simulation ebenfalls eine Sättigung bei NadsO /NSi = 2 erreichen würden. Auch
die Tatsache, dass der lineare Bereich für diese Systeme etwa beim gleichen Oxidationsgrad
endet, wie für die Systeme mit Tsys = Tein = 1200 K, spricht für diese Vermutung.
Bei den Ensembles mit Tsys = 300 K ist der Unterschied im Oxidationsgrad zwischen Systemen
unterschiedlicher Einsetztemperaturen am Ende der Simulation noch deutlicher vorhanden. Diese
Systeme haben bei einer Sauerstofffluenz von 14 für Tein = 300 K einen Oxidationsgrad von 0.96,
für Tein = 1200 K einen Oxidationsgrad von 1.12. Unklar ist, ob die Systeme mit Tsys = 300 K
vollständig oxidieren würden, wenn die Simulation deutlich länger fortgesetzt würde. Diese
Frage wird in Abschnitt 5.1.2 weiter diskutiert.
Während der systemtemperaturunabhängigen Oxidationsphase ist die Reaktivität der Drahto-
berfläche sehr hoch, weil diese noch fast ausschließlich aus reinem Silizium besteht. Deshalb
können nahezu alle ankommenden Sauerstoffatome adsorbieren.
Die im Verlauf der gesamten zweiten Oxidationsphase positive Abhängigkeit der Oxidationsrate
von der Einsetztemperatur resultiert unter anderem aus dem globalen, instantanen Ladungstrans-
fer. Dieser erzeugt, sobald die Drahtoberfläche mit ausreichend vielen Sauerstoffatomen bedeckt
ist, einen Potentialwall für anfliegende Moleküle, der nur mit hinreichend großer Geschwindig-
keit überwunden werden kann (vgl. Abschnitt 4.7). Aus dem höheren Oxidationsgrad am Ende
der systemtemperaturunabhängigen Phase lässt sich allerdings noch ein zweiter Effekt erkennen:
Die schneller anfliegenden Teilchen dringen tiefer in die Struktur ein, sodass eine dickere initiale
Oxidschicht entsteht, die für eine größere Anzahl neu eintreffender Atome Platz bietet, ohne
gesättigt zu sein.
Die Abhängigkeit der Oxidationsrate von der Systemtemperatur wird durch den globalen La-
dungstransfer nicht beeinflusst. Der positive Zusammenhang dieser beiden Größen während der
zweiten Oxidationsphase lässt sich dadurch erklären, dass die Oxidation während dieser Phase
durch Diffusionsprozesse limitiert wird, weil neu ankommende Sauerstoffmoleküle erst dann
am Draht adsorbieren können, wenn zuvor adsorbierte Sauerstoffatome tiefer in diesen vorge-
drungen sind, um in der Nähe der Oberfläche Siliziumatome mit freien Bindungen zu schaffen.
Diese Diffusionsprozesse gehen bei höheren Systemtemperaturen schneller vonstatten, als bei
niedrigeren. In Abschnitt 5.1.2 wird dieses Bild weiter vervollständigt und mit der Dichte in
Verbindung gebracht.
In den Veröffentlichungen von Khalilov et al. [11, 42, 48], bei denen man die Einsetztemperatur
nicht unabhängig von der Systemtemperatur variierte, wird ebenfalls eine systemtemperaturun-
abhängige Oxidationsphase zu Beginn der Oxidation berichtet. Auch die zweite Phase system-
temperaturabhängiger, langsamerer Oxidation sowie die für Tsys = 1200 K in der vorliegenden
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Arbeit sichtbare Sättigung wurden dort beobachtet. Da die Zweiteilung der initialen Phase aus-
schließlich aufgrund unterschiedlicher Einsetztemperaturen auftritt, stimmt dieser Ablauf gut mit
dem in diesem Abschnitt gezeigten Verhalten überein. Lineare Bereiche in den veröffentlichten
Verläufen lassen sich nur schwer erkennen, weil diese größere Fluktuationen aufweisen, als die
hier gezeigten Verläufe. Der Einfluss der Einsetztemperatur lässt sich mit Ergebnissen einer ande-
ren Arbeit von Khalilov et al. vergleichen. Diese entstanden bei der Simulation hyperthermischer
Oxidation planarer Siliziumstrukturen, bei der die kinetische Energie anfliegender Sauerstoffato-
me und -moleküle variiert wurde [46]. Dabei zeigte sich, dass für höhere Energien zu Beginn der
Simulation deutlich mehr Sauerstoffatome adsorbieren können, als für niedrigere Energien. Im
Anschluss an die initiale Phase oxidieren die von Khalilov untersuchten Strukturen jedoch mit
etwa gleichen Oxidationsraten, was darauf schließen lässt, dass der in der vorliegenden Arbeit
gefundene positive Zusammenhang zwischen Einsetztemperatur und Oxidationsrate während der
zweiten Oxidationsphase durch den Einfluss der Ladungstransfermethode entsteht.
5.1.2 Untersuchung von Dichten und Grenzflächenpositionen
Um einen Überblick über die während der Oxidation entstehenden Strukturen zu erhalten, wird
deren Dichte untersucht. Diese muss bei atomistischer Strukturbetrachtung zunächst definiert
werden. In Kristallen ist dies über die Definition von Einheitszellen, wie der Wigner-Seitz-Zelle,
möglich. Diese ist dadurch definiert, dass sie alle Punkte enthält, die dem Atom, um das die
Zelle konstruiert ist, näher sind als jedem anderen Atom des idealen Kristalls [17]. Für amorphe
Materialien lässt sich analog die Voronoizelle definieren. Aus dem Volumen der Voronoizelle und
der Atommasse des jeweiligen Atoms kann eine Voronoidichte berechnet werden. Bei den hier
beschriebenen Simulationen ist insbesondere die radiale Entwicklung der Strukturen interessant,
weil zu erwarten ist, dass während der Oxidation bei unterschiedlichen Radien verschiedene Sub-
strukturen auftreten. Aufgrund der Kenntnis aller Atompositionen lässt sich der Mittelpunkt des
Drahts bestimmen und jedem Atom ein Radius zuordnen. Da während der Oxidation Sauerstoffa-
tome sowohl beim Anflug als auch nach einer möglichen Reflexion den berechneten Mittelpunkt
verschieben würden, wird dieser nicht aus den Atompositionen aller Atome, sondern lediglich
aus den Positionen der Siliziumatome gebildet. Um die Dichte auch auf Radien, an denen kein
Atom sitzt, zu verallgemeinern und Aussagen über die Radiusabhängigkeit der Dichte im Ver-
lauf der Oxidation treffen zu können, wird an auf der Radiusachse äquidistanten Punkten eine
mittlere Dichte abgeschätzt. Dazu wird ein gewichteter Mittelwert aller M Atome des Ensembles
gebildet, der vom radialen Abstand des jeweiligen Atoms i zum betrachteten Punkt k abhängt.
Die verwendete Berechnungsvorschrift ist in Gl. (5.1) gezeigt.
ρk :=
∑M
i=1 ρi · f (ri ,rk )∑M
i=1 f (ri ,rk )










Die Wahl des Parameters σ bestimmt hierbei, wie stark die Dichten weit vom Punkt k entfernter
Atome in die berechnete Dichte ρk eingehen. Alle Darstellungen in dieser Arbeit verwenden für
σ einen Wert von 0.2 Å2.
2Es wurden unterschiedliche Werte für σ getestet und sich schließlich für 0.2 Å entschieden, weil dieser augenschein-
lich am besten dazu geeignet ist, die Daten adäquat abzubilden. Kleinere Werte liefern stärkere Schwankungen
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Abbildung 5.2: Exemplarische Visualisierung der Voronoidichten aller Atome der Systeme mit
Orientierung <100> und Tsys = Tein = 300 K in Abhängigkeit des radialen Ab-
stands r zur Symmetrieachse des Drahts, nachdem 60 Sauerstoffatome in das
System eingesetzt sind (NeinO /NSi = 0.31). Zusätzliche Darstellung der gewich-
teten Mittelung gemäß Gl. (5.1) (schwarz) sowie des Tabellenwerts von Silizi-
um [1] (grün) und eines mit ReaxFF und Parametern von Buehler et al. [26] in
Voruntersuchungen für kristallines Silizium bestimmten Werts (blau).
In Abb. 5.2 sind exemplarisch für ein Ensemble und einen Zeitpunkt die mittels Voronoivolumen
und Atommasse (mO = 15.9994 u, mSi = 28.0855 u [1]) für jedes Atom erhaltenen Dichten
sowie das radiusabhängige mittlere Dichteprofil dargestellt. Dieses liegt im Bereich reinen Si-
liziums leicht oberhalb des Literaturwerts von 2.3296 g/cm3 [1]. Ein fast identischer Wert von
2.480 g/cm3 ergab sich bei der Simulation eines Siliziumkristalls in einem NpT-Ensemble bei
300 K und 0 bar, sodass diese Abweichung sich auf die Parametrisierung des Potentials zurück-
führen lässt. Dies ist auch im Einklang mit der etwas zu geringeren durch ReaxFF berechneten
Gitterkonstante (vgl. Abschnitt 4.2). Mit anderen Potentialen und Parametersätzen für ReaxFF
weichen für Silizium erhaltene Dichten gleich stark oder stärker vom Literaturwert ab [49].
Dass die Dichten von Randatomen des Drahts nahe Null liegen lässt sich dadurch erklären, dass
ihre Voronoivolumina bis zum Rand der Simulationsbox reichen und so deutlich größer sind als
die Voronoivolumina von Atomen im Inneren des Drahts. Dies führt zu einer Unterschätzung
der berechneten Dichte durch den Einfluss einzelner Atome, während für größere Werte die Dichte zu stark
delokalisiert wird, sodass Übergänge zwischen unterschiedlichen Substrukturen verwaschen werden.
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der Dichte am Rand des Drahts. Aufgrund des niedrigen Werts für σ ist dieser Einfluss jedoch
auf einen kleinen Bereich beschränkt, wenn die Querschnittsfläche des Drahts nicht zu stark von
einer Kreisform abweicht.
Zur Visualisierung der Entwicklung des Drahts während der Oxidation werden die mittels Gl.
(5.1) gemittelten Dichten im Verlauf der Simulation dargestellt (siehe Abb. 5.3). Zusätzlich
werden die Grenzflächen zwischen Silizium und Siliziumoxid sowie Siliziumoxid und der ima-
ginären Gasphase im Verlauf der Oxidation betrachtet. Die SiOx-O2-Grenzfläche wird hierbei
durch das Siliziumatom mit dem maximalen Abstand zur Symmetrieachse des SiNW abgeschätzt,
wobei über alle Systeme eines Ensembles gemittelt wird. Analog wird die Si-SiOx-Grenzfläche
durch das Sauerstoffatom mit dem niedrigsten Abstand zur Symmetrieachse des Drahts approxi-
miert, wobei ebenfalls eine Mittelung über alle Systeme eines Ensembles stattfindet. Mit dieser
Approximation wird die Dicke der Schicht reinen Siliziums tendenziell auf Kosten der Oxid-
schichtdicke überschätzt, weil Sauerstoffatome mit Siliziumatomen binden können, die tiefer im
Draht liegen, als sie selbst. Diese Überschätzung kann je nach Lage des Atoms bis zu etwa 1.6 Å
betragen [1].
Die Analyse von Abb. 5.3 zeigt für ein Erhöhen der Einsetztemperatur ein rascheres und weiteres
Anwachsen der Oxidschicht bei der Oxidation, sowohl in Richtung des Drahtkerns, als auch
nach außen. Wie bereits in den Abschnitten 4.7 und 5.1.1 diskutiert, ist dies durch die Wahl des
Modells zum Ladungstransfer beeinflusst.
Die bei unterschiedlichen Systemtemperaturen entstehenden Strukturen unterscheiden sich grund-
legend. Während die Drähte mit Tsys = 1200 K ihre kristalline Siliziumstruktur bei der Oxida-
tion verlieren, bleibt für Tsys = 300 K während der gesamten Simulation ein Siliziumkern im
Draht erhalten. Dessen Radius am Ende der Simulation beträgt für Tein = 300 K etwa 5.5 Å, für
Tein = 1200 K etwa 5 Å.
Außerhalb dieses Kerns ist ein Bereich erkennbar, bei dem die Dichte zwischen 2.2 g/cm3 und
3.3 g/cm3 oszilliert. Dieser Bereich ist auf der Radiusachse am Ende der Simulation für Systeme
mit Tein = 300 K etwa 5 Å und für Tein = 1200 K etwa 5.5 Å lang. Erste Auswertungen der
lokalen Stöchiometrie im SiNW sowie Abb. 5.2 und analoge Darstellungen legen nahe, dass
dieses Muster ein Überbleibsel der Kristallstruktur bei der Entstehung von Siliziummonoxid ist.
Während dessen Entstehung siedeln sich zwischen den Siliziumatomen, die nahe ihrer ursprüng-
lichen Positionen bleiben, Sauerstoffatome an. Da deren Massen geringer sind, als die Massen
der Siliziumatome, führt dies bei ähnlichen Voronoivolumina zu geringeren Dichten.
Außerhalb des Bereichs oszillierender Dichte ist insbesondere für Tein = 1200 K das Wachstum ei-
ner dritten Schicht erkennbar, deren Dichte unterhalb der Dichte reinen Siliziums (2.3296 g/cm3
[1]) wie auch der Dichte amorphen Siliziumdioxids (2.196 g/cm3 [1]), bei etwa 1.7 g/cm3 liegt.
Hierbei handelt es sich um Siliziumdioxid. Die im Vergleich zur Literatur geringere Dichte ist
eine Folge der zuvor erwähnten Mittelpunktdefinition als Schwerpunkt der Siliziumatome in
Kombination mit der Dichtemittelungsmethode. Die radiale Ausdehnung des Drahts bezüglich
des Siliziumatomschwerpunkts wird bei der Entstehung des Siliziumdioxids winkel- und höhen-
abhängig. Dies führt dazu, dass Randatome in einem breiteren Radiusintervall zu finden sind, die
aufgrund ihrer hohen Voronoivolumina zu einer Unterschätzung der Dichte führen.
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Abbildung 5.3: Visualisierung der Dichte ρ in Abhängigkeit des radialen Abstands r zur Sym-
metrieachse des Drahts und der Sauerstofffluenz NeinO /NSi für Strukturen mit
Orientierung <100>. Darstellungen für die Systemtemperaturen Tsys = 300 K
(oben) und Tsys = 1200 K (unten) und die Einsetztemperaturen Tein = 300 K
(links) und Tein = 1200 K (rechts). Zusätzlich dargestellt sind die Grenzflächen
zwischen reinem Silizium und Siliziumoxid (schwarz) sowie Siliziumoxid und
der imaginären Gasphase (rot).
Khalilov et al. [11] untersuchten die Radiusabhängigkeit der Dichte ebenfalls, taten dies jedoch
lediglich am Ende ihrer Simulation und mit einer deutlich geringeren Radiusauflösung. Sie be-
richteten für Tsys = 300 K im Siliziumkern des Drahts die gleichen Strukturen, wie sie in der
vorliegenden Arbeit geschildert sind. Am Rand des Drahts erhielten sie in Übereinstimmung mit
dem Literaturwert von Siliziumdioxid Dichtewerte von etwa 2.2 g/cm3. Aufgrund ihrer gerin-
geren Radiusauflösung entdeckten sie die Dichteschwankungen in der Siliziummonoxidschicht
nicht. Für diese Schicht berichteten sie Dichten zwischen 2.8 g/cm3 und 3.0 g/cm3, was gut mit
den in diesem Kapitel gezeigten Werten übereinstimmt.
Auch bei Strukturen mit Tsys = 1200 K ist zu Beginn der Oxidation noch der Siliziumkern mit
seiner Dichte von etwa 2.5 g/cm3 erkennbar, dieser verschwindet jedoch rasch und wird durch
einen Bereich Siliziummonoxids abgelöst, der sich durch den gesamten Draht zieht. Mit steigen-
der Sauerstofffluenz findet ein Übergang zu Siliziumdioxid statt, bei dem die Querschnittsfläche
wächst und ihre Form wandelt, was ebenfalls dazu führt, dass in einem breiteren Radiusbereich
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Randatome zu finden sind, die die gemittelte Dichte verringern. Dieser Vorgang findet zeitgleich
mit dem Konstantbleiben der Oxidationsrate vor der Sättigung Oxidationsgrads statt (vgl. Abb.
5.1), was eine neue Perspektive auf dieses Konstantbleiben eröffnet: Um eine konstante Oxidati-
onsrate zu erhalten, muss in gleichen Zeitintervallen an der Drahtoberfläche die gleiche Anzahl
Bindungen mit Siliziumatomen frei werden. Da Sauerstoffatome jedoch bereits tief in den Draht
vorgedrungen sind, dehnt dieser sich nach außen aus und verliert die Reste seiner kristallinen
Struktur, die zuvor noch als Dichteoszillation erkennbar war. Die zusätzlichen Bindungen werden
dabei durch den Übergang von Silziummonoxid zu Siliziumdioxid generiert. Das so entstande-
ne Siliziumdioxid ist weist eine Dichte von 2.7 g/cm3 auf, was ein Hinweis auf kompressive
Verspannung sein könnte.
Eine höhere Einsetztemperatur führt dazu, dass der Ablauf aller in diesem Abschnitt geschilder-
ten Prozesse schneller vonstattengeht, hat darüber hinaus jedoch keinen Einfluss. Khalilov et
al. [11] berichteten bei Tsys = Tein = 1273 K Dichten von etwa 2.25 g/cm3, was nah am Literatur-
wert für amorphes Siliziumdioxid von 2.196 g/cm3 [1] liegt und eine klare Abweichung von den
hier gezeigten Ergebnissen ist. Woher dieser Unterschied kommt, ist noch unverstanden.
In Anbetracht der geringen Größe der simulierten Drähte ist es auffällig, dass diese bei Tsys =
300 K nicht vollständig oxidieren. Da die hier gezeigten Ergebnisse sich jedoch auf Zeitskalen
im zweistelligen Nanosekundenbereichen abspielen, kann nicht mit Gewissheit gesagt werden,
dass nach hinreichend langer Zeit nicht auch Drähte bei Tsys = 300 K vollständig oxidieren wür-
den. Khalilov et al. [11] fanden ebenfalls kein tieferes Eindringen von Sauerstoffatomen in die
Struktur. Sie argumentierten, dass kompressiver Stress in der Oxidschicht die Diffusion von Sau-
erstoffatomen durch diese Schicht zum Erliegen bringt, weshalb die Oxidation selbstlimitierend
ist. Gestützt wird diese Argumentation durch experimentelle Arbeiten von Liu et al. [12, 13], in
denen ebenfalls eine temperaturabhängige Selbstlimitierung von SiNWs gefunden und durch die
Ausbildung von Stress in der Oxidschicht erklärt wurde. Liu et al. untersuchten Drähte größerer
Radien, als sie in der vorliegenden Arbeit simuliert werden, setzten diese bei ihren Experimenten
jedoch auch höheren Temperaturen aus. Daher ist die Vermutung, dass auch bei längeren Simu-
lationen ein Kern aus reinem Silizium erhalten bleibt, plausibel. Um die Ursache der zumindest
starken Verlangsamung der Oxidation besser zu verstehen, können in zukünftigen Arbeiten auch
Verspannungsuntersuchungen hilfreich sein. Für diese bietet die Dichtebetrachtung einen guten
Anknüpfungspunkt.
5.2 Variation der Drahtorientierung
Untersuchungen bezüglich der Drahtorientierungsabhängigkeit der Oxidation sind mit der hier
gewählten Methode bislang nicht durchgeführt worden. Mit dem Schließen dieser Wissens-
lücke wird nun begonnen, indem die Oxidationsgrade, Dichten und Grenzflächen bei Dräh-
ten der Orientierungen <100> und <110> miteinander verglichen werden. Hierbei gilt stets
Tsys = Tein ∈ {300 K, 1200 K}. Das Ensemble von <100>-SiNWs bei Tsys = 1200 K umfasst 14
Rechnungen, das von <110>-SiNWs bei Tsys = 1200 K umfasst 9 Rechnungen. Die Ensembles
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Abbildung 5.4: Visualisierung des Oxidationsgrads NadsO /NSi in Abhängigkeit von der Sauerstoff-
fluenz NeinO /NSi bei Tsys ∈ {300 K, 1200 K}, für die Drahtorientierungen <100>
und <110>. Der Wert 2 auf der Ordinate entspricht dem stöchiometrischen Ver-
hältnis reinen Siliziumdioxids. Die Gerade NadsO = N
ein
O entspricht einem System,
bei dem alle eingesetzten Sauerstoffatome adsorbieren können.
bei Tsys = 300 K umfassen je 10 Rechnungen3. Alle Systeme werden simuliert, bis NeinO /NSi = 26
erreicht ist.
5.2.1 Untersuchung des Oxidationsgrads
In Abb. 5.4 sind die Oxidationsgrade der unterschiedlich orientierten Drähte für die beiden
System- und Einsetztemperaturen im Verlauf der Oxidation dargestellt. Die in Abschnitt 5.1.1
für die Systeme mit Orientierung <100> gefundene Temperaturabhängigkeit ist auch für die
Systeme mit Orientierung <110> deutlich. Es zeigt sich darüber hinaus sogar, dass für beide
Orientierungen nahezu identische Verläufe der Oxidationsgradkurven zu verzeichnen sind. Für
Tsys = Tein = 300 K ist in einigen Bereichen ein geringfügig höherer Oxidationsgrad erkennbar,
der aber außer zu Beginn der Oxidation immer kleiner ist als, eine Standardabweichung. Diese gu-
3Für beide Orientierungen wird je eine Rechnung bei Tsys = 1200 K aus der Betrachtung ausgeschlossen, die
infolge LAMMPS-interner Probleme frühzeitig abgebrochen ist. Bis zum Zeitpunkt des Abbruchs stimmen in
beiden Fällen die Daten der abgebrochenen Rechnung mit den anderen Rechnungen des jeweiligen Ensembles
gut überein.
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te Übereinstimmung zwischen den Orientierungen ist insbesondere deshalb interessant, weil, wie
durch Massoud et al. [15,43,50] untersucht, die Oxidationsrate eine Oberflächenorientierungsab-
hängigkeit aufweist. Sie fanden, dass Oberflächen der Orientierung <100> langsamer oxidieren,
als Oberflächen der Orientierungen <110> und <111>, die zueinander ähnliche Oxidationsraten
aufweisen [43]. Während <100>-SiNWs ausschließlich Facetten besitzen, die Linearkombinatio-
nen der Orientierungen <100> und <110> sind, zeigen <110>-SiNWs auch die <111>-Facette,
sodass es nicht überraschen würde, wenn sich die Oxidationsraten merklich unterschieden. Dies
scheint jedoch, zumindest in der hier simulierten, frühen Oxidationsphase, nicht der Fall zu sein.
Da <110>-SiNWs jedoch genau wie <100>-SiNWs die langsamer oxidierende <100>-Facette
aufweisen, ist es auch nicht unplausibel, dass beide Drähte gleich schnell oxidieren. Quantitativ
liegt die in Abb. 5.4 für Tsys = Tein = 1200 K in dem linearen Bereich um NeinO /NSi = 5 erkenn-
bare Oxidationsrate mehr als 7 Größenordnungen oberhalb der Oxidationsraten, die Massoud et
al. direkt zu Beginn der Oxidation planerer Strukturen bei 1223 K berichteten [43].
Auch am Ende des in 5.4 gezeigten Sauerstofffluenzintervalls, das bis zu einem Wert von 26
reicht, ist noch ein Anstieg der Sauerstofffluenz für Systeme mit Tsys = Tein = 300 K zu erkennen,
sodass die Frage, ob die simulierten dünnen Drähte bei diesen Temperaturen nach hinreichend
langer Zeit vollständig oxidieren, hier nicht abschließend beantwortet werden kann. Für Tsys =
Tein = 1200 K ist erkennbar, dass die in Abschnitt 5.1.1 beschriebene Sättigung tatsächlich
eingetreten ist und keine Orientierungsabhängigkeit aufweist.
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5.2.2 Untersuchung von Dichten und Grenzflächenpositionen
Bei den in Abb. 5.5 gezeigten Dichte- und Grenzflächenverläufen wird erkennbar, dass nicht nur
die Oxidationsgrade zwischen den unterschiedlichen Orientierungen, sondern auch die entste-
henden Strukturen sehr ähnlich sind. Die unterschiedlichen Positionen der Dichteminima und
-maxima in der Siliziummonoxidschicht lässt sich auf die unterschiedlichen Kristallstrukturen
zurückführen: Die Siliziumatome befinden sich für die verschieden orientierte Drähte bei unter-
schiedlichen Radien, sodass sich auch die freien Positionen für ankommende Sauerstoffatome
unterscheiden. Da die Voronoivolumina für Silizium- und Sauerstoffatome ähnlich sind, treten
Dichteminima an Radien auf, wo viele Sauerstoffatome sitzen, während die Radien, an denen
gehäuft Siliziumatome auftreten, Dichtemaxima sind. Die Orte der Siliziumatome unterscheiden
sich aufgrund der unterschiedlichen Drahtorientierungen, weshalb dies auch für die Ansiede-
lungsplätze der Sauerstoffatome gilt, was zu Dichteminima und -maxima bei unterschiedlichen
Radien führt.




















































































Abbildung 5.5: Darstellung der Dichte ρ in Abhängigkeit des radialen Abstands r zum Draht-
mittelpunkt und der Sauerstofffluenz NeinO /NSi für Strukturen mit Orientierun-
gen <100> (links) und <110> (rechts) bei Tsys = Tein = 300 K (oben) und
Tsys = Tein = 1200 K (unten). Zusätzlich dargestellt sind die Grenzflächen zwi-




6 Zusammenfassung und Ausblick
6.1 Zusammenfassung
In dieser Arbeit wurden mit der Simulationssoftware LAMMPS MD-Simulationen unter Ver-
wendung von ReaxFF mit Parametern von Buehler et al. [26] durchgeführt, um die Oxidation
von SiNWs zu untersuchen.
Eine Zeitschrittweitenuntersuchung ergab, dass 0.5 fs dafür geeignet sind. Bei genauerer Be-
trachtung der Systemlänge zeigte sich, dass Längen oberhalb von 10 Å keinen Einfluss auf die
Entwicklung des Oxidationsgrads haben, weshalb sich, unter Berücksichtigung der Periodizität
der jeweiligen Strukturen, als optimale Systemlänge für Drähte der Orientierung <100> etwa
10.6 Å, für Drähte der Orientierung <110> etwa 11.2 Å ergeben. Die Strukturen unterschiedli-
cher Orientierungen wurden bei Systemtemperaturen Tsys ∈ {300 K, 1200 K} untersucht. Die
Geschwindigkeit in die Simulation eingesetzter Sauerstoffmoleküle wurde mittels einer Ein-
setztemperatur Tein ∈ {300 K, 1200 K} kontrolliert, die bei der Simulation von <100>-SiNWs
unabhängig von der Systemtemperatur variiert wurde.
Die mit dem aufgestellten Modellsystem simulierten Oxidationsraten liegen unterhalb der durch
Khalilov et al. mit der gleichen Methode erhaltenen Raten [11]. Eine genauere Analyse dieser
Diskrepanz zeigte, dass die Oxidationsrate aufgrund einer globalen, instantanen Ladungstrans-
fermethode eine starke Abhängigkeit vom Abstand aufweist, den Sauerstoffmoleküle beim Ein-
setzen in das Simulationssystem zur bereits vorhandenen Struktur haben. Grund hierfür ist, dass
Sauerstoffmoleküle direkt beim Einsetzen in das System negativ geladen und durch am Draht
adsorbierte Sauerstoffatome über Coulomb-Wechselwirkung abgestoßen werden. Dieser Effekt
wird wichtig, sobald mit global und instantan wirkenden Ladungstransfermethoden Systeme
simuliert werden, die aus getrennten Subsystemen mit Atomen unterschiedlicher Elektronega-
tivitäten bestehen, ist also nicht nur auf die Simulation der Oxidation von SiNWs mit ReaxFF
beschränkt. Unerklärt bleibt, weshalb trotz Verwendung der gleichen Ladungstransfermethode
Khalilov et al. den beschriebenen Effekt nicht beobachteten. Um sicherzustellen, dass kovalente
Bindungskräfte stetig mit sinkender Distanz der Moleküle zur Drahtoberfläche anwachsen kön-
nen, sodass sich während der Simulation mit reaktiver MD realistische Strukturen bilden, dürfen
Teilchen nicht zu nah an der bereits im System existieren Struktur eingesetzt werden. Um dies
zu berücksichtigen und gleichzeitig den Einfluss des Ladungstransfers zu verringern, wurden in
der vorliegenden Arbeit Moleküle mit einem Einsetzabstand zum Draht in das System eingesetzt,
der 4.6 Å betrug.
Mit dem neuen Einsetzabstand zeigt sich bei allen Rechnungen eine orientierungs- und system-
temperaturunabhängige initiale Oxidationsphase, bei der aufgrund der hohen Reaktivität der
Drahtoberfläche nahezu alle Moleküle an dieser adsorbieren können. Diese Phase ist für unter-
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schiedliche Einsetztemperaturen bei gleicher Systemtemperatur in zwei Subphasen unterteilbar:
Zu Beginn der Phase oxidieren Systeme unterschiedlich hoher Einsetztemperatur gleich schnell,
nach kurzer Zeit existiert jedoch ein positiver Zusammenhang zwischen Einsetztemperatur und
Oxidationsrate. Dies kann durch ein tieferes Eindringen ankommender Atome in den Draht in-
folge der höheren Anfluggeschwindigkeit erklärt werden, wird jedoch auch durch den globalen,
instantanen Ladungstransfer beeinflusst. Auch ein Erhöhen der Systemtemperatur beschleunigt
die Oxidation im späteren Verlauf der Oxidation, indem sie Diffusionsprozesse erleichtert. Dies
führt dazu, dass dünne Drähte bei einer Systemtemperatur von 1200 K vollständig oxidieren.
Bei einer Systemtemperatur von 300 K oxidieren sie hingegen im simulierten Zeitintervall von
etwa 26 ns nur teilweise. Ob die Drähte bei längerer Simulation ebenfalls vollständig oxidieren
würden, bleibt unklar. Es lässt sich jedoch, basierend auf experimentellen Arbeiten [12, 13], ver-
muten, dass bei dieser Systemtemperatur eine stressbedingte Selbstlimitierung der Oxidation
stattfindet.
Die am Ende der Simulationen bei Tsys = 300 K beobachteten Siliziumkerne weisen Dichten
von etwa 2.5 g/cm3 auf. Diese Dichten stimmen gut mit der Dichte simulierten kristallinen
Siliziums (2.480 g/cm3) überein und liegen leicht oberhalb des Literaturwerts von Silizium
(2.3296 g/cm3 [1]). Andere Potentiale liefern ähnlich oder stärker vom Literaturwert abweichen-
de Werte [49]. Außerhalb des Kerns ist eine Siliziummonoxidschicht zu finden, in der die Dichte
zwischen 2.2 g/cm3 und 3.3 g/cm3 oszilliert. In Arbeiten von Khalilov et al. [11], war diese
Dichteoszillation aufgrund einer niedrigeren Radiusauflösung, nicht sichtbar, quantitativ stim-
men die in der vorliegenden Arbeit berechneten Dichten mit den von Khalilov et al. berichteten
Dichten überein. Am Rand eines bei Tsys = 300 K simulierten Drahts ist eine äußere Silizi-
umdioxidschicht beobachtbar, deren Dichte bei etwa 1.7 g/cm3 und damit klar unterhalb des
Literaturwerts von 2.196 g/cm3 [1] liegt, was sich auf die am Rand zu Abweichungen führende
Dichteberechnungsmethode zurückführen lässt. Drähte der Systemtemperatur 1200 K oxidieren
vollständig, wobei sie zunächst eine Übergangsphase mit Siliziummonoxid zeigen, woraufhin
sich Siliziumdioxid bildet. Die Dichte der nach 14 ns fast homogenen Struktur beträgt etwa
2.7 g/cm3, was eine Abweichung gegenüber Ergebnissen von Khalilov et al. [11] darstellt, die
Werte von 2.25 g/cm3 berichteten, die aktuell unverstanden ist.
Die Untersuchung der Orientierungsabhängigkeit der Oxidation ergab nahezu identische Oxida-
tionsgeschwindigkeiten für Nanodrähten der Orientierungen <100> und <110>, obwohl diese
sich hinsichtlich ihrer Oberflächenfacettierung unterscheiden. Da die beim <100>-SiNW nicht
auftretende <111>-Facette jedoch ähnlich schnell oxidiert, wie die bei diesem Draht auftretende
<110>-Facette [15], ist dieses Ergebnis plausibel. Auch bezüglich ihrer Dichten und Grenzflä-
chenverläufe ähneln sich die bei der Oxidation unterschiedlich orientierter Drähte entstehenden
Strukturen. Dichteunterschiede innerhalb der Siliziummonxidschicht lassen sich auf die unter-
schiedlichen Kristallstrukturen der verschieden Orientierten Drähte zurückführen.
Ein quantitativer Vergleich der Oxidationsraten mit der Massoud-Plummer-Erweiterung des
etablierten Deal-Grove-Modells zur Beschreibung des Wachstums von Oxidschichten [43] ergibt,
dass die in der vorliegenden Arbeit beobachteten Oxidationsraten mehr als 7 Größenordnungen




Im Bereich der Molekulardynamiksimulation von SiNWs bleiben unterschiedliche Aspekte auch
nach dieser Arbeit unbeleuchtet. So ist interessant, wie sich Drähte mit anders geformten Quer-
schnittsflächen bei der Oxidation verhalten. Experimentelle Arbeiten auf diesem Gebiet sind
unter anderem von Li et al. [51] bereits durchgeführt worden, sodass sich hier eine gute Möglich-
keit zum Testen der verwendeten Methode ergeben könnte.
Desweiteren könnten zukünftig die Orientierungsuntersuchungen auf <111>- und <112>-SiNWs
erweitert werden. Dabei ist auch die Analyse des Einflusses weiterer Temperaturen zur Vervoll-
ständigung des Bilds interessant.
Für die Verwendung von SiNWs in RFETs sind detailliertere Untersuchungen der entstehen-
den Strukturen, insbesondere bezüglich Verspannung und Stress, von Interesse. Die in dieser
Arbeit untersuchte Dichte bietet hierfür einen Anknüpfpunkt. Auch hier ist es sinnvoll, den Be-
trachtungsfokus auf SiNWs mit unterschiedlichen Orientierungen zu legen, um den Einfluss
dieser Größe besser zu verstehen. Die berechneten Strukturen könnten als Ausgangsstrukturen
für Transportrechnungen dienen, wodurch ein Zugang zu Transfercharakteristiken von SiNWs
gegeben wäre. So entstünde die Möglichkeit, systematisch den Einfluss von Prozessgrößen auf
die Transfercharakteristiken zu untersuchen und die Optimierung von RFETs voranzutreiben.
Um nicht nur qualitative, sondern auch quantitative Aussagen zu Oxidationsgeschwindigkeiten
treffen zu können, muss reaktive MD mit einer allgemeingültigeren Ladungstransfermethode,
wie ACKS2, versehen werden, auch wenn die Implementation in einem geeigneten Programm
und die Reparametrisierung der verwendeten Potentialfunktionen zunächst großen Aufwand
erfordern. Sobald dies gelingt, ist es möglich, ein Modell für das Wachstum von Oxidschichten
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