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Abstract
In this thesis novel methods for the laser cooling of quantum systems are pre-
sented. The use of quantum interference allows for the tailored cancelation of
heating processes, so that an approximation to a cooling operator is possible that
does not rely on the rotating wave approximation. This makes these schemes con-
siderably faster and more efficient than existing ground state cooling methods,
and allow for a significant relaxation of current experimental constraints. Several
approaches are investigated in different systems.
On the one hand, a special laser configuration, applicable to trapped ions,
atoms or cantilevers, generates a double dark state that eliminates both the blue
sideband and the carrier transition. As a consequence, vanishing phonon occupa-
tion up to first order in the perturbative expansion is achieved. Underlying this
scheme is a combined action of two cooling schemes which makes the proposal
very stable under parameter fluctuations. Its suitability as a cooling scheme for
several ions in a trap or for a cloud of atoms in a dipole trap is shown.
On the other hand, a pulsed cooling scheme for optomechanical systems is
presented. It can be implemented for both strongly and weakly coupled optome-
chanical systems in both weakly and highly dissipative cavities. Its underlying
mechanism is based on interferometric control of optomechanical interactions,
and its efficiency is demonstrated with pulse sequences that are obtained by us-
ing methods from optimal control.
Finally, it is shown how this pulsed method can be combined with continuous
measurement to drive mechanical oscillators to highly squeezed steady states. Its
mechanism relies on the modification of the dissipation and measurement terms,
which drive the system towards a specific quadrature eigenstate. The scheme is
robust to measurement inefficiencies and works also with highly dissipative cavi-
ties, which makes it accessible to implementation with state of the art technology.
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Chapter 1
Introduction
In order for quantum technologies to become a practical reality, it is crucial to sta-
bly implement its fundamental building block: a quantum register. The success of
quantum computational tasks, quantum information processing or quantum logic
spectroscopy techniques are directly affected by the accuracy to which ground
or initial states can be produced. Bose-Einstein condensation is reachable only
after laser pre-cooling, and the very prolific field of quantum simulations relies
on cooling schemes in many of its implementations. The quantum register can
take the form of a two-level system (qubit), a many-level system (qudit) or a con-
tinuous variable system. In all cases, decoherence over these components have a
detrimental effect that can spoil the quantum nature of the element. An effective
means to counteract these decoherence effects is to couple the register to a con-
trollable ancillary system. An instance of that is constituted by cooling schemes,
where an adequate coupling to a zero temperature bath drives the register close
to the ground state. Imperfections in the coupling, though, limit the effectiveness
of this approach and the magnitude of the decoherence that it can counter.
Laser light offers the properties of coherence and stability that are needed to
drive an ancillary system in any desired form, so that its coupling to a quantum
register can be suitably addressed and controlled. This has made laser based
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cooling schemes [1, 2, 3] for atoms or ions extremely fruitful, and variations in
concept and form have arised during the last years. Whether the particle is free or
bound by an external potential dictates a fundamental distinction among different
treatments. The idea underlying Doppler cooling [4] for free particles is related
to sideband cooling [5, 6] for bound particles and similarly dark state cooling for
free particles [7] has its counterpart for trapped ions [8].
Besides trapped atoms, ions or small groups of them, micro- and nanomechan-
ical resonators are currently emerging as new quantum systems [9]. Their inte-
grability in a solid state architecture offers attractive opportunities for quantum
information objectives such as mechanical quantum registers [10, 11], optome-
chanical quantum transducers [12] or quantum memories [13]. At the same time,
their size and mass promise access to a hitherto untested regime of macroscopic
quantum physics [14, 15, 16, 17, 18]. A prerequisite to achieve full coherent control
over mechanical quantum states is to operate these systems close to their quan-
tum ground state and to achieve coupling rates that exceed all other decoherence
rates. The field of cavity quantum optomechanics [19, 20, 21, 22] utilizes methods
from quantum optics in combination with optomechanical radiation pressure in-
teractions to achieve this and experiments are progressing rapidly. For example,
optomechanical cooling close to [23, 24, 25, 26] and even well into [27] the quan-
tum ground state of micromechanical devices has been realized. Independently,
the strong coupling regime has been demonstrated [28, 29], and optomechanical
analogues of electromagnetically induced transparency [26, 30] have shown first
steps towards mechanical storage of light.
Notwithstanding these successful developments, the current experimental con-
straints for full quantum control are quite demanding. The main reason is that
most mechanical devices are intrinsically connected to a hot environment through
their supports, which results in large heating rates. The most widely used cooling
scheme [31, 32] is based on sideband cooling whose speed is inherently limited by
the trap, i.e. mechanical, frequency ν. In other words, the ultimate cooling rate
Γ of such schemes will always be limited through Γ < ν.
Efficient cooling therefore requires to minimize the thermal coupling, either
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by operating in a cryogenic cavity [23, 24, 25, 27, 33] or by decoupling the me-
chanical resonator from its environment [34, 35, 36]. Alternatively, faster cooling
schemes that can beat the mechanical heating rate are required. Recently it was
demonstrated in the context of ion trap physics that pulsed schemes can break
the speed limit set by the oscillator frequency [37]. The way that these schemes
operate is to independently activate either the cooling or the heating process, not
by the use of the rotating wave approximation but by interference between differ-
ent optical pulses incident on the system being cooled. While the validity of the
rotating wave approximation poses a natural limit to the strength of interaction,
quantum interference does not. This offers a new strategy for fast optomechanical
interactions, in particular for optomechanical cooling.
This thesis introduces novel methods of cooling and manipulation of quantum
systems. Schemes are tailored for ions, atoms, collections thereof and opto- and
electromechanical systems. In chapter 2, a review of existing laser cooling schemes
is presented. In chapter 3, a double dark state cooling scheme for trapped systems
like ions or atoms is introduced and analysed. In chapter 4 a novel pulsed cooling
scheme for optomechanical systems is studied. Chapter 5 extends the study to the
modification of dissipative terms and the introduction of measurement to generate
highly pure and squeezed states of motion. Finally, the thesis is concluded with
some final remarks and an outlook for the expansion of the work presented here.
An outline of the theoretical techniques that are used to model these systems
are presented in the rest of this Introduction, so that notation is established and
basic concepts are summarized. In section 1.1 the interaction picture for the
description of the dynamics of a closed system is introduced. Section 1.2 intro-
duces the concept of rotating wave approximation for the simplification of time
dependent Hamiltonians. The outline of the derivation of a master equation is
presented in section 1.3. The projection technique for perturbatively expanded
Liouvillians is exposed in section 1.4. Section 1.5 presents a procedure for the ob-
tention of the effective dynamics of a train of pulses. Finally, section 1.6 presents
the derivation of the equations governing the dynamics of an optical cavity.
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1.1 Interaction Picture
In the study of couplings between two systems it is convenient to use the inter-
action picture [38]. In general, an interaction picture is defined with respect to a
certain splitting of the Hamiltonian into two parts
H = H0 + V. (1.1)
For this splitting both operators and states are time evolved with the unitary
transformation
U(t) = e
i
~H0t, (1.2)
in the form
|Ψ(t)〉I = U(t) |Ψ〉 ,
OˆI(t) = U(t)OˆU
†(t),
(1.3)
where |Ψ〉 is a generic Schro¨dinger state and Oˆ is a generic Schro¨dinger operator.
The time dependent Schro¨dinger equation for this state can be derived as
d
dt
|Ψ(t)〉I =
i
~
H0 |Ψ(t)〉I + U(t)
d
dt
|Ψ〉
=
i
~
H0 |Ψ(t)〉I − U(t)
i
~
H |Ψ〉
= − i
~
(U(t)HU †(t)−H0) |Ψ(t)〉I
= − i
~
(U(t)V U †(t)) |Ψ(t)〉I .
(1.4)
The commutativity between H0 and U(t) has been used. The interaction picture
Hamiltonian is HI = VI(t) = U(t)V U
†(t).
This technique is often used to simplify situations where V is time dependent.
A partition can often be found where VI either becomes time independent or can
be split into contributions varying at starkly different time scales. In more general
terms, the interaction picture considers the system from the perspective where
a trivial part of the dynamics evolution H0 has been solved (so that operators
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and states evolve according to the Heisenberg or Schro¨dinger picture respectively)
but the more involved part of the evolution V is left untouched in the interaction
Hamiltonian HI .
1.2 Rotating Wave Approximation
The rotating wave approximation (RWA) is a procedure by which rapidly oscil-
lating terms of the dynamics of a system can be neglected [38]. As mentioned
above, the interaction picture can help splitting the time scales of time dependent
Hamiltonians. As is usually the case in quantum optics, this splitting yields both
time independent terms and oscillating ones. Under the condition that the rest of
the dynamics in the system evolve very slowly in time —that is, that the spectrum
of the stationary part of the Hamiltonian contains only frequencies much smaller
than those characterising the oscillatory variation—, the system does not change
appreciably during one oscillation, so that the overall effect of the time-dependent
Hamiltonian cancels out every cycle. The oscillatory part can hence be neglected
and the stationary Hamiltonian describes the dynamics of the system already to
a very good approximation.
If the mentioned precondition is not met —if the spectrum of the stationary
Hamiltonian contains frequencies that are of the order of or bigger than the oscil-
lation frequency of the time-dependent part— the approximation does not apply
and the system needs to be described in general with the full time-dependent
Hamiltonian. The reason is that the time scale at which the stationary Hamil-
tonian introduces phases in the system is then of the order of that at which the
time-dependent part oscillates. The oscillatory part now need not cancel out after
one cycle, because the state varies too much over one cycle due to the stationary
Hamiltonian. A measure α of the validity of the approximation can be defined as
the ratio of the largest frequency in the stationary Hamiltonian and the lowest
frequency of the oscillatory Hamiltonian that wants to be neglected. The closer
α gets to null, the better the approximation applies. This thesis deals to a large
extent with cooling and control methods that go beyond the requirements of the
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Figure 1.1: Two level system formed by a ground state |g〉 and an excited state
|e〉 with energy separation ~ω0. A laser of frequency ωl = ω0 − ∆ acts on the
system.
RWA, i.e. where α > 1.
Let us regard the particular instance of a two-level system being driven by
a laser field. It is composed by a ground state |g〉 and an excited state |e〉
with energy difference ~ω0, as represented in fig.(1.1). The laser light drives the
system at frequency ωl with amplitude E. Let us consider a dipole interaction
between the field and the two-level system dipolar moment d with the simplifying
assumptions that the field oscillates in the same direction as the dipole and that
the two-level system is pointlike. The energy the system invests in the interaction
can be expressed as
−d · E(t). (1.5)
The form of the dipolar moment operator is d = |d| (|e〉 〈g|+ |g〉 〈e|), so that the
Hamiltonian reads
H = ~ω0 |e〉 〈e| − ~Ω
2
(|e〉 〈g|+ |g〉 〈e|) (eiωlt + e−iωlt) , (1.6)
with Ω = |d|·E~ the Rabi frequency of the interaction. This Hamiltonian is time
dependent, and the goal is to approximate it to a steady one.
Following the notation in (1.1), it is possible to perform an interaction picture
with respect to H0 = ~ωl |e〉 〈e|. With the definition of the detuning ∆ = ω0−ωl,
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the following interaction Hamiltonian can be derived
HI = ~∆ |e〉 〈e| − ~Ω
2
(|e〉 〈g|+ |g〉 〈e|+ ei2ωlt |e〉 〈g|+ e−i2ωlt |g〉 〈e|) . (1.7)
This is still a time dependent Hamiltonian, but now two very different time scales
can be distinguished. On the one hand, the laser frequency ωl, which for visible
light is of the order of 1014Hz. On the other hand, the detuning, which for usual
settings is of the order of MHz or GHz. A splitting of several orders of magnitude
can hence be usually appreciated, so that the parameter α = ∆
ωl
can be defined
such that α  1. The value of the Rabi frequency will of course depend on the
power of the laser, but we will for the moment take it to be of the order of the
detuning. In this situation, a splitting of (1.7) is possible
H
(0)
I = ~∆ |e〉 〈e| − ~
Ω
2
(|e〉 〈g|+ |g〉 〈e|) , (1.8)
H
(1)
I = −~
Ω
2
(ei2ωlt |e〉 〈g|+ e−i2ωlt |g〉 〈e|) . (1.9)
The effect of H
(0)
I on the state evolution during a period of oscillation of H
(1)
I ,
t1 =
pi
ωl
, can be bounded by α
|Ψ(t0 + t1)〉(0)I − |Ψ(t0)〉(0)I ' −ipiα
[(
ce − Ω
2∆
cg
)
|e〉 − Ω
2∆
ce |g〉
]
= 0 +O(α),
(1.10)
where ci = 〈i|Ψ(t0)〉(0)I . Up to an error proportional to α, the effect of H(0)I can be
neglected on this timescale. The remaining part of the Hamiltonian is oscillatory
and, after a time t1, its effect vanishes exactly. Therefore, at each cycle, the effect
of the time dependant part vanishes, while the time independent part provides
the state with a variation O(α). In long timescales it is hence possible to neglect
H
(1)
I and keep only the stationary part of the Hamiltonian. In this way, it has
been possible to simplify the time dependent Hamiltonian (1.6) into the following
stationary Hamiltonian up to an error proportional to α
H = ~ω0 |e〉 〈e| − ~Ω
2
(|e〉 〈g|+ |g〉 〈e|) . (1.11)
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The validity of the RWA in quantum optics is most easily broken by large
values of the laser power. It may occur that too large a light intensity brings the
value of the Rabi frequency Ω way past the range of ∆. For interaction pictures
where α is just slightly below unity, the validity of the RWA can be threatened
or even overtly violated. As shown below, many of current cooling and control
techniques used in quantum optics rely on a small ratio between Ω and ∆ to
operate. This places limits on the laser power that can be used. Since generally
rate and effectiveness of the schemes are related to the laser power available, the
question naturally arises if schemes are possible where the avoidance of the RWA
may allow for the use of larger laser powers and hence more efficient schemes.
This thesis provides a positive response in the form of several techniques and
methods aimed at covering the variety of systems upon which quantum optical
experiments constitute a current or near-future reality.
1.3 Derivation of the Master Equation
Any experimental setting has limited access to the degrees of freedom of the
system under study. This introduces some lack of knowledge that prevents us
from describing the system coherently, that is, with the Schro¨dinger equation. In
the particular case of quantum optical systems, it is impossible from a practical
point of view to keep track of all modes of electromagnetic radiation. These modes
interact with the system and generate non-negligible effects like Lamb shifts or
spontaneous emission. A basic method to treat these interactions in quantum
optics is the derivation of a master equation where the degrees of freedom that
can’t be accessed are traced out. In this section this method is presented and
justified from a general point of view.
This is a procedure that describes the dynamics of a system S that interacts
with a bath B [38, 39]. Let us assume that the dynamics of both the system
and the bath are known and can be described by a global Hamiltonian H. The
Schro¨dinger equation describing the evolution of the global state |Ψ〉 can be gen-
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eralized to the evolution of the density matrix σ = |Ψ〉 〈Ψ|
d
dt
σ =
(
d
dt
|Ψ〉
)
〈Ψ|+ |Ψ〉
(
d
dt
〈Ψ|
)
= − i
~
H |Ψ〉 〈Ψ|+ i
~
|Ψ〉 〈Ψ|H
= − i
~
[H, σ] .
(1.12)
The Hamiltonian H is assumed to be formed by a term for the system HS, a term
for the bath HB and an interaction term V
H = HS +HB + V. (1.13)
In the interaction picture with respect to HS + HB, the master equation (1.12)
reads
d
dt
σI = − i~ [VI(t), σI ] . (1.14)
This equation can be solved by integration to yield
σI(t) = σI(0)− i~
∫ t
0
dt′ [VI(t′), σI(t′)] . (1.15)
We are interested in the dynamics of the reduced system S, and a way to do so
is to trace out the degrees of freedom of the bath in the way
ρ = TrB[σ], (1.16)
where TrB stands for the partial trace of the bath degrees of freedom. The
interaction picture doesn’t modify the trace, so that a second order iteration of
the global solution (1.15) becomes exactly
ρI(t) = ρI(0)− i~
∫ t
0
dt′TrB [VI(t′), σI(0)]
−
(
i
~
)2 ∫ t
0
∫ t′
0
dt′dt′′TrB [VI(t′), [VI(t′′), σI(t′′)]] .
(1.17)
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No approximation has been applied to this solution, but it is rather intractable
as such. The Born-Markov approximation makes it possible to simplify the ex-
pression and derive a simple master equation for the system.
On the one hand, the interaction between the bath and the system is con-
sidered to be weak enough so that second order perturbation theory describes
the dynamics to a very good approximation. This is known as the Born approx-
imation. An independent but crucial assumption considers initial correlations
between both parties to be negligible. On the other hand, it is in general possi-
ble to assume that the bath has a very short correlation time, that is, that any
coherent excitation entering the bath is rapidly lost. This is usually called the
Markov approximation. Let’s see how they apply to our case.
The Born approximation takes the form of expansion (1.17). The fact that
the initial state is separable allows us to express σI(0) in the form
σI(0) = ρI(0)⊗ ξI(0), (1.18)
where ξI(0) is the initial state of the bath. Because it is a bath, we can assume
that it is not affected by the interaction with the system, so that it will remain on
the same state for all times. Therefore, it is a steady state that commutes with the
bath Hamiltonian HB. Therefore, ξI(t) = ξ, i.e. the Schro¨dinger and interaction
pictures coincide. Without loss of generality, we can assume TrB[VI , ξI ] = 0,
so that the second term in the right hand side of eq.(1.17) vanishes. The time
derivative of the system equation then becomes
d
dt
ρI(t) = −
(
i
~
)2 ∫ t
0
dt′TrB [VI(t), [VI(t′), σI(t′)]] . (1.19)
The Markov approximation translates into the fact that integration limits are
relatively irrelevant. Because the value of the double commutator in eq.(1.19)
vanishes unless for very short times, the upper integration limit can be taken to
infinity.
Denoting system operators by Si and bath operators by Bi, the most general
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form that the interaction Hamiltonian can take is V = ~
∑
k SkBk. The cyclic
invariance of the trace makes the two time commutator for the bath operators de-
pend on the time difference only. That is, the bath correlation functions, defined
as
Ckn(t, t
′) = TrB [Bk,I(t)Bn,I(t′)ξ] , (1.20)
can be seen to actually just depend on the time difference alone, so that Ckn(t, t
′) =
Ckn(t− t′, 0) ≡ Ckn(t− t′). All this can be expressed in the equation
d
dt
ρI(t) =
∫ ∞
0
dt′
∑
k,n
{Ckn(t− t′) [Sk,I(t), Sn,I(t′)ρI(t′)]
+ Cnk(t
′ − t) [ρI(t′)Sn,I(t′), Sk,I(t)]} .
(1.21)
The Markov approximation states that Ckn(τ) is sharply peaked around τ = 0.
This allows us to replace ρI(t
′) with ρI(t). It is now possible to undo the interac-
tion picture for the t-dependent operators. After that, all time dependencies are
of the form t − t′, so that a change of variable of the integral can be performed
disregarding integration limits due to the Markov approximation. This allows us
to express the master equation in the form
d
dt
ρ = − i
~
[HS, ρ] +
∑
k
{[Sk, Dkρ] + [ρEk, Sk]} , (1.22)
where
Dk ≡
∫∞
0
dτ
∑
nCkn(τ)Sn,I(−τ), (1.23)
Ek ≡
∫∞
0
dτ
∑
nCnk(−τ)Sn,I(−τ). (1.24)
The exact form of Dk and Ek depends now exclusively on the particular form of
the interaction and its time dependence in the interaction picture.
The bath is usually considered to be an infinite collection of harmonic modes
defined by their annihilation operator ak, where k labels the mode. They interact
with the creation and annihilation operators of the system S and S†: bosonic,
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fermionic or uniformly-spaced many-level operators depending on the nature of
the system. The interaction generally takes the form
VnRWA = ~(S + S†)
∑
k
γk(ak + a
†
k). (1.25)
The interaction picture introduces rotating terms for each operator. In the case
of optical systems, it is usually the case that the RWA can be applied and the
interaction takes the form
VRWA = ~S
∑
k
γka
†
k + ~S
†∑
k
γkak. (1.26)
The interaction involves now only two terms, so that the correlation function
C12(t) can be calculated to be
C12(t) = TrB
[∑
k,k′
γkγk′ake
−iωkta†k′ξ
]
=
∑
k
γ2ke
−iωkt(1 + nB(ωk))
=
∫ ∞
0
dωρ(ω)e−iωt(1 + nB(ω)).
(1.27)
A similar procedure yields for the rest of the correlation functions the results
C21(t) =
∫ ∞
0
dωρ(ω)eiωtnB(ω),
C11(t) = C22(t) = 0.
(1.28)
Here the eigenfrequency of each mode is represented by ωk, the bath spectral
density is defined as ρ(ω) ≡∑k γ2kδ(ω − ωk) and nB(ωk) ≡ TrB[a†kakξ].
Now it is possible to compute
D1 =
∫ ∞
0
dτC12(τ)S2,I(−τ) =
∫ ∞
0
dτC12(τ)Se
iντ = Cˆ12(−iν)S, (1.29)
where ν is the frequency spacing of the system levels and fˆ is the Laplace trans-
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formation of the function f . Similarly, one obtains
D2 = Cˆ21(iν)S
†,
E1 = D
†
2,
E2 = D
†
1.
(1.30)
Distribution theory permits the solution of the Laplace transformation of the
correlation functions, which can be separated into a real and an imaginary part.
The imaginary part contributes to the coherent dynamics, and becomes a fre-
quency shift. In the case of an electromagnetic bath, this is the so called Lamb
shift. The real part translates into incoherent terms, and builds up the usual
Lindblad terms. In particular
Cˆ12(−iν) =
∫ ∞
0
dωρ(ω)(1 + nB(ω))
[
piδ(ν − ω) + iP
(
1
ν − ω
)]
, (1.31)
so that
<C12(−iν) = piρ(ν)(1 + nB(ν)) ≡ γ
2
(1 + n¯B),
=C12(−iν) = P
∫ ∞
0
dωρ(ω)
1 + nB(ω)
ν − ω ≡ ∆1.
(1.32)
Following the same procedure we can obtain
<C21(iν) = piρ(ν)nB(ν) ≡ γ
2
n¯B,
=C21(iν) = −P
∫ ∞
0
dωρ(ω)
nB(ω)
ν − ω ≡ ∆2.
(1.33)
After redefining the system frequency with the bath shifts ν¯ ≡ ν + ∆1 + ∆2,
the final form of the master equation is
d
dt
ρ =− i [ν¯S†S, ρ]
+
γ
2
(1 + n¯B)
(
2SρS† − S†Sρ− ρS†S)
+
γ
2
n¯B
(
2S†ρS − SS†ρ− ρSS†) .
(1.34)
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The first incoherent term is a cooling and diffusing one, which eliminates ex-
citations of the system. The second incoherent term is heating and introduces
excitations. In the limit of high bath temperature (n¯B → ∞), both processes
have the same strength, whereas in the limit where the bath is in the vacuum
state (n¯B → 0) only the cooling term survives.
1.4 Projection onto a Hilbert Subspace
In the cases studied in this thesis, the system S is usually formed by two subsys-
tems which interact. If the strength of the interaction is small as compared to the
rest of dynamical scales, it is possible to use a perturbative approach. To leading
order, it is usually the case that the evolution of the system takes place mostly on
a subspace of the total Hilbert space. Higher orders in the perturbation connect
this subspace with the rest of the Hilbert space, albeit at a small rate related to
the interaction strength. In these cases it becomes easier to project the equations
of motion into this subspace in the fashion presented below [40].
Let us assume that a system described by the matrix operator ρ evolves due
to the action of a Liouvillian superoperator L. This Liouvillian contains a weak
coupling between two subsystems that legitimates a perturbative expansion
L = L0 + ηL1 + η2L2 + · · ·+ ηnLn + . . . (1.35)
where η describes the strength of the coupling. An eigenoperator problem for this
superoperator can be proposed. A perturbative expansion is also possible for the
eigenoperator and the eigenvalues
ρ = ρ0 + ηρ1 + η
2ρ2 + · · ·+ ηnρn + . . . (1.36)
λ = λ0 + ηλ1 + η
2λ2 + · · ·+ ηnλn + . . . (1.37)
A perturbative solution of the eigenvalue problem is in order. The first step is to
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solve the equation
L0ρ0 = λ0ρ0. (1.38)
We are interested in the eigenvalue λ0 = 0, since this is the eigenoperator corre-
sponding to the steady state solution of the zeroth order master equation. We
can define that state as ρs and the projector onto the subspace that it defines as
POˆ = Tr[Oˆρs]. The complementary projector is Q = 1− P .
The first order equation is
L0ρ1 + L1ρ0 = λ0ρ1 + λ1ρ0. (1.39)
With λ0 = 0, the projection to the ρs subspace of this equation eliminates the
first term. This is so because, on the one hand, Pρ1 belongs to the subspace of
λ0 and, on the other hand, L0 does not map density operators of one subspace
into another, so that L0Qρ1 is an element of a subspace which is orthogonal to
the one of λ0. Noting that P +Q = 1, this results in
PL0ρ1 = PL0(P +Q)ρ1 = λ0Pρ1 + PL0Qρ1 = 0 (1.40)
and eq.(1.39) is simplified to
PL1Pρ0 = λ1ρ0. (1.41)
Furthermore, L1 is the first order interaction term between the two subsystems.
It is reasonable to assume that it maps states of the subspace ρs into the comple-
mentary subspace, and it is so in all particular cases appearing throughout this
thesis. Therefore, we can consider PL1P = 0 and equation (1.41) implies λ1 = 0.
This allows for a further result from eq.(1.39)
ρ1 = − 1L0L1ρ0. (1.42)
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The second order equation is
L0ρ2 + L1ρ1 + L2ρ0 = λ0ρ2 + λ1ρ1 + λ2ρ0. (1.43)
When projecting this equation with P , the first term vanishes for the same reasons
as used in eq.(1.40). Recalling that λ0 = λ1 = 0 and using equation (1.42) it is
possible to derive
−PL1 1L0L1Pρ+ PL2Pρ = λ2Pρ. (1.44)
This is an eigenvalue equation of an effective Liouvillian for Pρ. The effective
master equation associated to it is
d
dt
Pρ = PL2Pρ− PL1 1L0L1Pρ. (1.45)
It can be regarded as a master equation for the subspace ρs when it is subject to
the effect of the Liouvillian up to second order.
1.5 The Baker-Campbell-Hausdorff Formula
In chapters 4 and 5 the use of pulsed driving allows for a very accurate control of
the system. Pulsed sequences can be modeled by chains of products of unitary
terms. The Baker-Campbell-Hausdorff (BCH) formula provides a result for the
overall effect of a chain of two unitaries [41]. Its general combinatoric form is
log(eXeY ) =
∑
n>0
(−1)n−1
n
∑
ri+si>0;1≤i≤n
(
∑n
i=1(ri + si))
−1
r1!s1! · · · rn!sn! [X
r1Y s1 . . . XrnY sn ] ,
(1.46)
with the notation
[Xr1Y s1 . . . XrnY sn ] =
[X, [X, . . . [X,︸ ︷︷ ︸
r1
[Y, [Y, . . . [Y︸ ︷︷ ︸
s1
, . . . [X, [X, . . . [X,︸ ︷︷ ︸
rn
[Y, [Y, . . . , Y︸ ︷︷ ︸
sn
]] . . . ]]. (1.47)
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The first four terms then become
log(eXeY ) = X + Y +
1
2
[X, Y ]
+
1
12
[X, [X, Y ]]− 1
12
[Y, [X, Y ]]
− 1
24
[Y, [X, [X, Y ]]].
(1.48)
The exact result is obviously very involved and some approximations are useful.
On the one hand, the Suzuki-Trotter decomposition justifies truncating the series
expansion after the first term. On the other hand, a sequence of three pulses can,
in some cases, be solved by means of unitary transformations.
1.5.1 Suzuki-Trotter Decomposition
The Suzuki-Trotter decomposition makes it possible to expand the exponential
of a sum of two operators in a chain of exponentials of the single operators. In
general
eA+B = lim
n→∞
(
e
A
n e
B
n
)n
. (1.49)
Alternatively, it is possible to truncate the BCH formula (1.48) after the first
term as long as X, Y → 0
eXeY ' eX+Y . (1.50)
The error of such an approximation is of order O(X2) or O(Y 2). The process
of decomposing a sum exponent in a chain of short single operator exponents is
often referred to as Trotterization.
1.5.2 Unitary Transformation
It is possible to overtly simplify a three pulse sequence if the first and third pulses
are of equal magnitude but opposite sign. In terms of unitary time transforma-
tions, such a sequence corresponds to
Z = e
i
~Hptpe−
i
~Hf tf e−
i
~Hptp . (1.51)
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This is the same as transforming the operator Uf = e
− i~Hf tf with the time trans-
formation Up = e
− i~Hptp so that
Z = UpUfU
†
p . (1.52)
In an equivalent manner, it is possible to transform the Hamiltonian Hf directly
with Up. The 3-pulse sequence can then be expressed with the effective evolution
Z = e−
i
~UpHfU
†
p tf . (1.53)
1.6 Cavity Driving
This section presents the expressions that correctly relate the desired coherent
control strength of a cavity experiment to the actual external laser power de-
mands it corresponds to. In particular, a differential equation for the amplitude
of the field in the cavity Ein (t) as a function of a variable external field Eout (t) of
frequency ω is derived. First of all, a recursion formula can be found by consid-
ering the state of the field inside the cavity after a round trip time τ ≡ 2L
c
, with
L the length of the cavity. It can be considered to be the sum of (a) the previ-
ous field after bouncing off the mirrors of each end of the cavity (of reflectivity
coefficient
√
R) and having picked up the phase eiωτ and (b) the field that has
entered the cavity during this time through the front quarter-wavelength mirror
of transmissivity
√
T . This can be expressed as
Ein (t+ τ) = Re
iωτEin (t) + i
√
TEout (t+ τ) . (1.54)
The detuning ∆ = ω − ωc, with ωc = piLc, provides us with the only relevant
phase difference
Ein (t+ τ) = Re
i∆τEin (t) + i
√
TEout (t+ τ) . (1.55)
Assuming that the driving laser is almost in resonance with the cavity eigenfre-
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quency (∆τ  1) the phase term can be Taylor expanded to first order
Ein (t+ τ) = R (1 + i∆τ)Ein (t) + i
√
TEout (t+ τ) . (1.56)
For lossless cavities R = 1− T ≈ 1, and therefore T∆τ terms can be neglected
Ein (t+ τ) = Ein (t)− TEin (t) + i∆τEin (t) + i
√
TEout (t+ τ) . (1.57)
In the limit where the dynamics in the cavity are negligible during the short
τ timescale, a differential equation can be derived
Ein (t+ τ)− Ein (t)
τ
= −T
τ
Ein (t) + i∆Ein (t) + i
√
T
τ
Eout (t+ τ) . (1.58)
Since κ = T
τ
dEin
dt
= −κEin (t) + i∆Ein (t) + i
√
κ
1√
τ
Eout. (1.59)
It is possible to relate this equation to the regular definition for the driving
Ω =
√
κP
~ω
. (1.60)
The power P of an electromagnetic wave can be further expressed in terms of the
field amplitude E as
P =
U
t
=
0E
2Acdt
dt
= 0E
2Ac, (1.61)
where U is the energy of the wave, A is the area of the cross section of the laser,
c the speed of light and 0 the vacuum permittivity. Thus
Ω =
√
κP
~ω
=
√
κ0E2outA2L
~ωτ
=
√
0V
~ω
√
κ
τ
Eout, (1.62)
with V = 2AL the double of the volume illuminated by the laser. The pre-factor√
0V
~ω can be expressed as
√
0E2V
~ω
1
E
=
√
n
E
, so that it can be interpreted as the
inverse of the electric field associated with one photon. The eq.(1.59) can be
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rewritten as √
~ω
0V
dEin
dt
= −κ
√
~ω
0V
Ein (t) + i∆
√
~ω
0V
Ein (t) + iΩ (1.63)
which is by definition
da
dt
= −κa+ i∆a+ iΩ (1.64)
with a the field amplitude inside the cavity.
An alternative route to obtain the same result is to transform the square of
the last term in eq.(1.59) into
E2out
τ
=
n (t)
τ
E2out
n (t)
=
U
τ
1
~ω
E2out
n (t)
=
P
~ω
E2out
n (t)
. (1.65)
So the equation has to be rewritten as
dEin
dt
= −κEin + i∆Ein + i
√
κP
~ω
Eout√
n
. (1.66)
In order to get an equation for the field amplitudes, one has to divide by the field
amplitude carried by one phonon ( E√
n
)
da
dt
= −κa+ i∆a+ i
√
κP
~ω
. (1.67)
Chapter 2
Review of Laser Cooling Schemes
This chapter aims at providing a concise description of the ideas and mechanisms
behind a representative selection of existing laser cooling schemes. They have
been chosen either for their importance in current experimental settings or for
their relationship with the novel schemes presented in this thesis. The aim is to
ease the description of the mechanism of the novel schemes in subsequent chapters
and to highlight their advantages as compared to traditional methods.
First, a general description of the type of couplings that can be expected
between a quantum register and an ancilla is presented (section 2.1). Then, in
chronological order, three laser cooling schemes are described: sideband cooling
(section 2.2), two instances of dark state cooling (section 2.3) and super-fast
cooling (section 2.4).
2.1 Coupling
The form in which two systems interact can be of diverse nature. To a good
approximation, in most cases the coupling has the form of a coherence-drift, that
is, the coherences of one system drive those of the other one and viceversa. This
translates, in terms of two level systems, to dipole effects and, in the case of
37
38 Chapter 2. Review of Laser Cooling Schemes
continuous variable systems, to driving of the quadratures. Defining in general
X as a coherence-related operator of a general system, the Hamiltonian form of
the coupling between system a (the ancilla) and system b (the base system for
the quantum register) is
V = ~gXaXb (2.1)
where g determines the coupling strength. This coupling can be split into two
parts if the coherence is expressed in terms of creation and annihilation operators
S and S† in the form X = Se−iφ + S†eiφ. These two parts are
VRS = ~g
(
SaS
†
be
−i(φa−φb) + S†aSbe
i(φa−φb)
)
,
VBS = ~g
(
SaSbe
−i(φa+φb) + S†aS
†
be
i(φa+φb)
)
.
(2.2)
For reasons that will become apparent in the following sections, VRS and VBS are
respectively called the red and the blue sidebands. The red sideband conserves
excitation number, whereas the blue sideband does not. The red sideband cou-
pling transfers excitations from the base to the ancilla. If the ancilla is coupled to
a zero temperature bath, its excitations will eventually be lost in the bath. This
amounts to a cooling effect on the quantum register. If the excitation number
is not conserved, the coupling actually acts as a heating term. The goal of any
cooling scheme is hence to minimize the effect of the blue sideband.
The detrimental effect of the blue sideband can clearly be seen in the limit
where the coupling g is small as compared to the dynamics of the ancilla a. In
that limit, the dynamics of the ancilla can be traced out and the Born-Markov
approximation can be applied to derive a Lindbladian for the base system. Under
the assumption that the ancilla is analogous to a bath and that it sits in the
vacuum state, it is possible to derive a master equation for the quantum register
using the method sketched in section 1.3. The derived expression takes the form
ρ˙b = [Hb, ρb] +
γR
2
(2SbρbS
†
b − S†bSbρb − ρbS†bSb)
+
γB
2
(2S†bρbSb − SbS†bρb − ρbSbS†b).
(2.3)
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The notation used requires the definition ρb = Trb[ρ], Hb is the free Hamiltonian
of the quantum register and γR and γB correspond to the red and blue sideband
decoherence constants as defined in 1.32. It is clear that the blue sideband terms
contribute to the increase in temperature of the state of the quantum register,
whereas the red sideband tends to cool it down to the ground state. The goal of
any cooling scheme is to reach an interaction regime where γR  γB.
2.1.1 Ions and Atoms
In the case of experiments with trapped ions or atoms it is possible to use the
mechanical degrees of freedom of the trapped body as the quantum register [42].
In general, the particle of mass m is assumed to be trapped in a harmonic well of
frequency ν. The electronic degrees of freedom of an atom can be very accurately
controlled via laser light. The variation of the light amplitude over space generates
a coupling between the quantum register and the controllable ancillary system.
Recalling the form of the dipole interaction between a two level system and laser
of expression (1.5), it is sufficient to include the spatial variation of the field
−d · E(t, x) (2.4)
to express the form of this coupling. For running waves, the form of the coupling
becomes
V = −~Ω
2
(|e〉 〈g|+ |g〉 〈e|)
(
ei(ωlt+
~k~x) + e−i(ωlt+
~k~x)
)
, (2.5)
where ~k is the vectorial wavenumber of the light and ~x is the position operator
of the atom or ion in space with respect to the trap center. For simplicity, the
discussion is limited to one spacial dimension, with x the position operator on a
trapping axis and k the wavenumber projection onto this axis. As presented in
section 1.1, it is possible to perform an interaction picture on the global Hamil-
tonian so that the time dependence of V vanishes. Thus, the interaction appears
V = −~Ω
2
(|e〉 〈g|+ |g〉 〈e|) (eikx + e−ikx) . (2.6)
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At this point it is useful to introduce the definition of the Lamb-Dicke param-
eter η
η ≡ kx0 (2.7)
with x0 =
√
~
2mν
the spacial spread of the zero-point wavefunction. Now the
spacial dependent terms of the interaction term (2.6) can be expressed as
(
eiη(b+b
†) + e−iη(b+b
†)
)
, (2.8)
with b the annihilation operator of the harmonic well.
The Lamb Dicke parameter can also be expressed as the square root of the
quotient between the recoil energy of a photon being absorbed or emitted by the
atom and the energy of a phonon
η =
√
Erec
Eph
, (2.9)
where Erec ≡ (~k)22m is the recoil energy that an emitted photon inflicts in the atom
and Eph ≡ ~ν is the energy associated to a phonon. For photons on the optical
range, the recoil energies are generally much smaller than the energy associated to
one phonon, which makes the Lamb-Dicke parameter a small value. From another
point of view, the wavelength of an optical cavity λ ≡ 2pi
k
is usually much larger
than the zero-point wavefunction spread x0. This makes it possible to Taylor
expand eq.(2.8) to obtain
eiη(b+b
†) = 1 + iη(b+ b†)− η2(b+ b†)2 + . . . . (2.10)
When this expansion is possible the system is said to be in the Lamb-Dicke
regime. The interaction can now be linearized so that the non-linear expression
(2.6) takes the form
Vlin = ~
Ω
2
(|e〉 〈g|+ |g〉 〈e|) + i~Ω
2
η (|e〉 〈g| − |g〉 〈e|) (b+ b†) (2.11)
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Apart from a driving of the two level system, an interaction in the form (2.1) is
obtained. Higher order terms are negligible for small Lamb-Dicke parameter.
2.1.2 Optomechanical Systems
A representative optomechanical system is formed by two opposed mirrors, a
fixed one and a moving one [31, 32]. The space between the mirrors acts as an
optical cavity that can be externally driven by laser light. The coupling between
the mirror position and the intensity of light in the cavity makes it possible to
coherently control the movement of the mirror. Alternative experimental settings
are available in many forms and variations, notably ring cavities coupled to laser
light by evanescent fields. All these systems can be modeled by the same theoret-
ical treatment. The movement of the cavity is represented by a mechanical mode
b of frequency ν and the cavity optical mode of frequency ω is associated to the
annihilation operator a.
The interaction between the modes originates as an effect of radiation pressure.
Light stored in the cavity pushes the oscillator so that the length of the cavity
varies. A variation of length in the cavity has in turn an effect on the value of the
cavity eigenfrequency. With this in mind, it is possible to obtain the interaction
term directly from the expression of the eigenfrequency of the cavity. The base
eigenfrequency ω of a cavity is related to its length L by
ω =
c
2L
. (2.12)
Provided that the length of the cavity slightly changes to the value L′ = L + x
so that x
L
 1, the new base eigenfrequency ω′ relates to ω by
ω′ =
c
2L′
=
c
2L(1 + x
L
)
= ω
1
1 + x
L
' ω(1− x
L
) = ω − ω x
L
, (2.13)
where the Taylor series of 1
1+x
truncated at first order has been applied. A
quantization of the position x of the only movable mirror is in order, so that
x = x0(b + b
†). The value x0 =
√
~
2mν
is again the zero-point spread of the
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oscillator wavefunction with the corresponding mass and frequency values. With
this, the Hamiltonian of the modes a and b becomes
H = ~ωa†a+ ~νb†b− ~g0a†a(b+ b†) + ~Ω(a†ei(ωlt+φ) + ae−i(ωlt+φ)). (2.14)
where g0 = ω
x0
L
is the nonlinear coupling strength and an external laser driving
has been added of frequency ωl, phase φ and strength ~Ω following the derivations
in §1.6. In the interaction picture with respect to ωla†a the Hamiltonian becomes
time independent
H = ~∆a†a+ ~νb†b− ~g0a†a(b+ b†) + ~Ω(a†eiφ + ae−iφ), (2.15)
where ∆ = ω − ωl.
We further model the losses of the cavity by means of the Liouvillian
Lc(ρ) = κ
2
(2aρa† − a†aρ− ρa†a), (2.16)
where κ is the linewidth of the cavity. Similarly, the oscillator is connected
through the support at a rate γ to a bath of temperature ~ν
kB
n¯ of the form
Lm(ρ) = γ
2
(n¯+ 1)(2bρb† − b†bρ− ρb†b) + γ
2
n¯(2b†ρb− bb†ρ− ρbb†). (2.17)
With current technology, the coupling g0 is a very small parameter as com-
pared to the rest of the dynamics. It is necessary to enhance its value by strongly
driving the cavity. To understand this effect, it proves useful to apply a shift to
the mode operators in the fashion a → a + α and b → b + β [28, 31]. Complex
numbers α and β are chosen to cancel out all linear terms in the transformed Li-
ouvillian. The non-linear pair of coupled equations resulting from this condition
have a unique solution that can be obtained under the assumption that g0  ν
2.2. Sideband Cooling 43
and γ  ν. It reads
α ' Ω
2∆− iκ,
β ' −g0|α|2.
(2.18)
The transformed Hamiltonian takes the form
H = ∆a†a+ νb†b− g(a†eiφ + ae−iφ)(b+ b†)− g0a†a(b+ b†). (2.19)
Here an enhanced coupling strength g = g0|α| is associated to the linear coupling
term. The nonlinear term is now formed by the shifted operators. Under this
shifted picture, the steady state of the cavity is the vacuum state, i.e. the shifted
a and b are only fluctuation operators. Therefore, it is in order to neglect the
nonlinear term whenever g0  ν. All this yields a linear Hamiltonian of the form
H = ∆a†a+ νb†b− g(a†eiφ + ae−iφ)(b+ b†). (2.20)
In physical terms, the optomechanical system enhances the coupling by filling
the cavity with a coherent photon state. The more photons the laser can pump
into the cavity the stronger the effect is on the mirror and the larger the coupling
becomes.
2.2 Sideband Cooling
This technique constitutes the state of the art in laser cooling at experimental
level [31, 32]. It has been tested and is commonly used in all elements that can
be optically accessed nowadays at the quantum level: trapped ions, atoms and
optomechanical systems. Although each system has its particular features, the
principle behind the scheme is always the same. The idea is to drive the ancillary
system with a laser that is red detuned with respect to the transition. This pushes
the base system to provide the ancilla with the missing energy to perform the
transition. This mechanism can be justified by deriving an effective Hamiltonian
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or by analyising the absorption spectrum of the transition. With the objective
of highlighting the analogies between sideband cooling for ions and atoms and
sideband cooling for optomechanical systems, the nature of the ancilla is going
to be kept undecided on the following derivations.
On a Hamiltonian level, let us define the quantum register to be a harmonic
oscillator. Its creation operator is b and its oscillatory frequency is defined as ν. As
mentioned, the ancillary system can both be of bosonic or fermionic nature. The
operator a represents either the annihilation operator of that harmonic oscillator
or the two level operator σ−. In both cases, the energy difference between the
levels is ~ω. The subsystems are considered to be coupled in the form of eq.(2.1),
with Xa =
1√
2
(a + a†) and Xb = 1√2(b + b
†). The levels of the ancilla are driven
with laser light of frequency ωl at a Rabi frequency Ω. The initial, time-dependent
Hamiltonian is
H = ~ωa†a+~νb†b+~g(a†b+ ab†) +~g(ab+ a†b†) +~Ω(ae−iωlt + a†eiωlt). (2.21)
An interaction picture with respect to ~ωla†a eliminates the time dependence of
the Hamiltonian, so that it can be rewritten
H = ~∆a†a+ ~νb†b+ ~g(a†b+ ab†) + ~g(ab+ a†b†) + ~Ω(a+ a†), (2.22)
with ∆ = ω−ωl. It is now very useful to express the Hamiltonian in the interaction
picture with respect to H0 = ~∆a†a+ ~νb†b so that it can be written
HI = ~g(ei(∆−ν)tab† + ei(ν−∆)ta†b+ e−i(ν+∆)ta†b† + ei(ν+∆)tab). (2.23)
As was shown in section 1.2, rapidly oscillating terms can be neglected by
invocation of the RWA as long as g is a small parameter. The detuning is a
free parameter that selects the frequency of oscillation of the terms, and as such
can be set to convert the red sideband operator into a steady operator. This is
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Figure 2.1: The Hilbert space of the ancilla+base system is formed by the tenso-
rial product of the level states of both subsystems. In this diagram, the vertical
arrangement with m labeling corresponds to the ancilla, while the horizontal one
with n labeling is related to the base system. The three possible laser transitions
are represented with arrows. The black (solid) arrow corresponds to the carrier
transition, the red (dashed) one to the red sideband and the blue (dotted) one to
the blue sideband.
achieved by setting ∆ = ν. Then the interaction picture takes the form
HI = ~g(ab† + a†b+ ei2νta†b† + e−i2νtab), (2.24)
and the terms oscillating at frequency 2ν can be neglected by the RWA.
Otherwise, a justification in terms of resonant processes can be derived. Let
us first depict the level structure of the ancilla system, which in general possesses
much higher frequencies than the base system, as a vertical ladder of equally
spaced levels. Each ancilla level is in turn split horizontally in terms of the base
system levels, with a much narrower spacing than the ancilla levels. This is
represented in figure (2.1). In this level structure, three different processes can
take place that involve the exchange of at most one excitation of the base system
for the quantum register. First, known as a carrier transition, it involves the
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excitation of the ancilla system without effect on the base system and corresponds
to an energy absorption of ~ω. A resonant laser field will generate it. Second, the
red sideband transition annihilates one excitation of the quantum register during
the excitation of the ancilla. It corresponds to a transition of energy ~(ω − ν),
i.e. it requires a laser field red detuned from resonance by ν, hence the name
“red sideband”. Last, the blue sideband creates an excitation in the base mode
concomitant to the excitation of the ancilla, which can be generated by a laser
field blue detuned by ν from the transition, which also justifies the denomination.
The blue sideband generates excitations in the base system, which bring it to
a higher energy level than desired. Therefore, it can be regarded as a heating
mechanism. The carrier transition is not a heating mechanism in this sense, but
generates diffusion because it populates the excited state non-negligibly. This
induces a certain rate of spontaneous emissions that act as a stochastic force
on the atom position so that the degree of purity of the system is accordingly
decreased.
Laser light impinging on the ancilla system preferentially induces transitions
between levels whose frequency difference corresponds to the light frequency. If
the light frequency is reduced by the amount of ν, transitions are favoured that
reduce the energy level of the base system by one quantum. Therefore, driving
the ancilla system with a laser red detuned from resonance will trigger the cooling
mechanism.
2.2.1 Steady State
The steady state of the mechanical oscillator can be computed analytically for
the case of optomechanical systems. The average occupation number for the
mechanical oscillator yields
〈n〉 =
( κ
4ν
)2
+
g2
8ν2
(κ2 + 4ν2)
(κ2 + 4ν2)− 4g2 (2.25)
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This clearly shows how the cooling collapses for strengths close to the mechanical
eigenfrequency. It coincides with the breakdown of the RWA.
In addition, because of the coupling to the environment, levels possess a cer-
tain linewidth κ that translates into energy indetermination. Hence, there is a
small but finite probability that processes take place which are out of resonance
with the laser light. This shows up in the limit of vanishing coupling strength,
which has the form
lim
g→0
〈n〉 =
( κ
4ν
)2
. (2.26)
Here it is clear that, as a result of the line broadening, the cooling process cannot
be met with infinite accuracy. Heating occurs with probability amplitude κ
4ν
.
This shows that it is crucial to build a system where the different sidebands can
be resolved, i.e. where κ ν. This regime is called the resolved sideband limit.
These limitations can be overcome by the use of other techniques, and this
thesis focuses on the development of such alternative methods.
2.3 Dark State Cooling
Undesired heating terms can be canceled by means of a dark state [43]. Dark
states arise in multilevel systems, where different excitation paths can interfere
with one another to achieve full cancelation. In this manner, certain levels of the
dressed electronic structure can become transparent to the radiation.
A dark state is defined with respect to a particular laser configuration. For
instance, let us consider a three level system in the lambda configuration, with
one ground state |g〉, one metastable state |m〉 and an excited state |e〉. Two laser
beams can couple the lowest lying states to the excited state with strength Ωg
and Ωm respectively. The state |ΨD〉 = 1Ω (Ωm |g〉 − Ωg |m〉) with Ω =
√
Ω2m + Ω
2
g
is dark to the laser configuration, since the corresponding matrix element of the
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excitation cancels
[Ωg (|e〉 〈g|+ |g〉 〈e|) + Ωm (|e〉 〈m|+ |m〉 〈e|)] |ΨD〉
=
1
Ω
(ΩmΩg |e〉 − ΩgΩm |e〉) = 0
(2.27)
This phenomenon can be used to selectively cancel undesired excitation path-
ways, like the carrier or the blue sideband transitions.
2.3.1 Electromagnetically Induced Transparency
The use of an engineered dark state to cancel the carrier transition was first pro-
posed in [44], in application to a single trapped ion setting. In this case a three
level system in a lambda configuration is driven with a Raman coupling. Elec-
tromagnetically induced transparency (EIT) engineers the absorption spectrum
of the ion in such a way as to cancel the carrier transition and enhance the red
sideband. The heating due to the scattering of light from the excited state is
avoided to first order and blue-sideband excitations only happen off-resonantly,
so that performance is improved with respect to sideband cooling.
Let us define the lambda system formed by the ground state |↓〉, the metastable
state |↑〉 and the dissipative excited state |e〉 of linewidth Γ. The movement of
the system is constrained to a harmonic well of frequency ν. The lowest lying
levels are coupled to the excited level by two counterpropagating lasers in Ra-
man configuration. For simplicity, we take both beams to generate the same
Rabi frequency Ω and opposite Lamb-Dicke parameters of the same magnitude
η. The Raman transition is detuned from the excited state by a value ∆. Figure
(2.2) provides a schematic representation of the setting. At leading order in the
Lamb-Dicke parameter expansion the following dark state arises
|−〉 = 1√
2
(|↑〉 − |↓〉) . (2.28)
In the interaction picture with respect to both laser frequencies, the zeroth
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Figure 2.2: A 3-level electronic system consisting of a metastable state |↑〉, a
ground state |↓〉 and an excited state |e〉 of linewidth Γ. The lower levels are
coupled to |e〉 by a pair of Raman beams under a detuning ∆. Both their Rabi
frequencies are Ω and the projection k of their wavevectors on the cooling axis is
of opposite sign, generating the Lamb Dicke parameters η and −η (this may be
achieved, e.g., by counterpropagating beams).
order Hamiltonian in the Lamb-Dicke expansion can be expressed as
H
(0)
EIT = ~∆ |e〉 〈e|+ ~νb†b+ ~
Ω
2
(|e〉 〈↑|+ |e〉 〈↓|+ h.c.) . (2.29)
In terms of the dark state eq.(2.28) and its orthonormal state
|+〉 = 1√
2
(|↑〉+ |↓〉) , (2.30)
the decoupling of |−〉 from the rest of the system becomes apparent
H
(0)
EIT = ~∆ |e〉 〈e|+ ~νb†b+ ~
Ω√
2
(|e〉 〈+|+ h.c.) . (2.31)
Because |e〉 decays onto both |+〉 and |−〉 and excitations on |+〉 are pumped out
at a rate Ω, it is clear that the steady state at zeroth order in η is |−〉. The level
|−〉 is coupled to the excited state by the first order Hamiltonian
H
(1)
EIT = ~
Ω√
2
η (i |e〉 〈−|+ h.c.) (b+ b†). (2.32)
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This coupling comprises both the red and the blue-sideband. By detuning the
coupling from resonance by a value of −ν the red sideband is enhanced with
respect to the blue sideband, analogously to sideband cooling. Nevertheless, in
this scheme the state |e〉 is dressed at first order by the coupling Ω to state |+〉,
so that the Hamiltonian H
(0)
EIT needs to be diagonalized first. The dressed states
are
|D1〉 = cos θ |e〉+ sin θ |+〉 ,
|D2〉 = sin θ |e〉 − cos θ |+〉 ;
(2.33)
where the parametrization is defined by
tan θ =
∆ +
√
∆2 + Ω2
Ω
. (2.34)
The corresponding energy eigenvalues are
1,2 =
∆±√∆2 + Ω2
2
. (2.35)
For realistic values of Ω the dressed state with a biggest overlap with |e〉 is |D1〉.
Hence, the condition that makes the scheme most effective is
1 = −ν, (2.36)
which translates into adjusting the values of the detuning and laser intensity so
that
Ω2 = 4ν(ν −∆). (2.37)
Under this condition, the steady state occupation number of the mechanical
degrees of freedom of the ion can be computed to yield [45]
〈n〉s =
(
Γ
4∆
)2
. (2.38)
In a red detuned setting, condition 2.37 is only defined for ∆ < ν. In contrast,
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there is no restriction for the case of blue detuning. Given the result 2.38, a blue
detuned operation of the scheme usually becomes much more advantageous.
In light of eq.(2.38), EIT cooling relaxes the limitations presented by sideband
cooling. On the one hand, the heating effect resulting from the carrier transition
scattering is cancelled. On the other hand, a large detuning can bring systems
of larger Γ to the ground state. As a consequence, the condition of resolved
sidebands is less strict for this scheme. However, it is important to keep in mind
that by eq.(2.37) the value of the detuning is linked to a square increase in the
laser power. In addition, this method relies on the RWA to make the effect of the
blue sideband negligible, so it is important to make the red sideband distinctly
more resonant as compared to the blue sideband. As for the cooling rate, it scales
as η2 Ω
2
Γ
.
This scheme has been implemented experimentally for a single trapped ion in
[46] and [47]. In both cases it was possible to populate the ground state with
85% and 91% fidelity. In EIT cooling it is important to adjust the experimental
parameters with enough stability so that the dark state is correctly matched. This
aspect was a reason for the reduced efficiency of the experiment with respect to
the theoretical predictions, together with the effect of the other electronic levels,
which makes the model of a three level system an imperfect picture for the ion.
The same scheme was implemented in chains of two trapped ions with less or
no success. It is thought that the main reason behind this is the use of blue
detuned lasers. If the dark state is not perfectly matched, the carrier transition
reappears. This establishes a Doppler cooling environment, where the detuning
is incorrectly set to provide energy to the particle. In short, a mismatch of the
dark state converts the setting into a Doppler “heating” scheme. This makes
EIT cooling very sensitive to parametric fluctuations. As presented below, Stark
shift cooling constitutes an example of a scheme that, while still being based on
the principle of dark state cooling, provides more flexibility on the conditions of
operation and avoids the need to blue-detune the lasers.
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Figure 2.3: This scheme is based on the same 3 level system as presented in
figure (2.2). The coupling layout distinguishes both schemes. In this case there
is one added coupling between levels |↓〉 and |↑〉, referred to as coupling B, with
Rabi frequency ΩB and Lamb-Dicke parameter ηB. Coupling A corresponds to
the Raman lasers that were also present in EIT cooling. It generates a Rabi
frequency ΩA but no coupling to the mechanical degrees of freedom (ηA = 0).
This can be implemented by shining coupling A on a perpendicular plane to the
cooling axis.
2.3.2 Stark Shift Cooling
In the Stark shift (SSh) cooling method [48] the level structure under consider-
ation is the same as for EIT cooling, although a different laser configuration is
used. In addition to the Raman coupling present in the EIT scheme (identified
below as coupling A), a direct and resonant coupling of the two lowest lying states
(coupling B) is implemented. In this scheme, coupling A does not affect the me-
chanical degrees of freedom (it has null Lamb-Dicke parameter) so the only laser
effects on the motion come from coupling B. The dark and bright states with re-
spect to coupling A are precisely the dressed states of coupling B. This makes it
possible to adjust the energy of the bright and dark states through the Stark shift
generated by coupling B [49, 50]. If adjusted to the value of the trap frequency
ν, a red sideband coupling is favored.
The level structure and couplings of this scheme are presented and defined in
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figure (2.3). The first order Hamiltonian can be written as
H
(0)
SSh = ~∆ |e〉 〈e|+ ~νb†b+ ~
ΩA
2
(|e〉 〈↑|+ |e〉 〈↓|+ h.c.) + ~ΩB
2
(|↑〉 〈↓|+ h.c.) .
(2.39)
The coupling proportional to the Rabi frequency ΩB becomes a Stark shift in the
basis {|+〉 , |−〉}, which is defined in eqs.(2.28,2.30),
H
(0)
SSh = ~∆ |e〉 〈e|+ ~
ΩB
2
(|+〉 〈+| − |−〉 〈−|) + ~νb†b+ ~ΩA√
2
(|e〉 〈+|+ h.c.) .
(2.40)
The fact that the coupling between |↑〉 and |↓〉 transforms into a detuning
preserves the role of |−〉 as the steady state of the zeroth order system. As
justified above, this state is transparent to the carrier transition of coupling A,
which eliminates the main source of heating. The first order Hamiltonian now
couples the steady state to the bright state |+〉 and not to the excited state |e〉
as is shown in
H
(1)
SSh = ~
ΩB
2
η (i |+〉 〈−|+ h.c.) (b+ b†). (2.41)
This Hamiltonian contains both a blue and a red sideband. In analogy to the EIT
scheme case, correct adjustment of the parameters of the first order Hamiltonian
(2.40) may bring the red sideband into resonance while keeping the blue sideband
well out of resonance. In particular, the energy of one of the dressed states needs
to be adjusted one vibrational quantum above the dark state. This can be done by
locking two of the three free parameters ∆, ΩA and ΩB. The remaining parameter
may be used to optimise the cooling rate. This last possibility is not available in
EIT cooling and makes this a more efficient cooling scheme.
The higher parametric freedom also makes it possible to work on a red de-
tuned regime. Avoiding a blue detuned implementation is a significant advantage
with respect to EIT cooling in that parametric noise does not have such a detri-
mental effect. Missing the dark state resonance would bring the system to a
Doppler cooling regime, which is less efficient than dark state cooling, but does
not constitute a source of heating as is the case for EIT cooling.
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Even taking into consideration the higher complexity of the experimental im-
plementation, its increased stability and cooling rate makes it a promising candi-
date to improve the results obtained so far by EIT cooling with a single trapped
ion. In the case of several ions, one may exploit the fact that both dressed states
are more energetic than the dark state to address two modes instead of one.
This is not possible in EIT cooling and may increase the chances of a successful
implementation.
2.4 Super-Fast Cooling
Although super-fast cooling is also based on interference principles, this scheme
does not rely on the use of an electronic dark state to cancel undesired effects.
Instead, it uses pulsed control of the coupling between the electronic and the
mechanical degrees of freedom to engineer a red sideband interaction [37]. It as-
sumes a two level system sitting in a harmonic potential and driven by a laser in
a standing wave configuration. The particle is placed in the node of the stand-
ing wave, so that no resonant driving of the electronic levels is possible. The
Hamiltonian can be expressed as
H = ~∆ |e〉 〈e|+ ~νb†b+ ~Ω
2
η(|e〉 〈g| eiθ + h.c.)(b+ b†), (2.42)
where θ can be controlled by the phase of the laser light. The goal is to transform
the coupling term ~Ω
2
η(|e〉 〈g| eiθ + h.c.)(b + b†) into a red sideband. The red
sideband operator may take the alternative form
(|e〉 〈g| b+ h.c.) = 1
2
(|e〉 〈g|+ h.c.)(b+ b†) + 1
2
(i |e〉 〈g|+ h.c.)(−ib+ ib†). (2.43)
With the notation σx ≡ (|e〉 〈g|+h.c.), σy ≡ (i |e〉 〈g|+h.c.), xm ≡ 1√2(b+ b†) and
pm ≡ 1√2(−ib+ ib†) this corresponds to
1√
2
σxxm +
1√
2
σypm. (2.44)
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This Hamiltonian operator can be Trotterized so that the n-term sequence
eiσxxmtneiσypmtn . . . eiσxxmtneiσypmtn , (2.45)
with tn =
t
n
, is equivalent to
ei(σxxm+σypm)t +O(t2n). (2.46)
Therefore, a sequence of very short alternating σxxm and σypm pulses yields a
red sideband operator. The first kind of pulse σxxm is readily available from the
laser interaction eq.(2.42) when θ = 0. Nevertheless σypm needs to be obtained
otherwise since the momentum quadrature of the motion is not involved in the
coupling.
It is possible to modify the coupling by using the method sketched in section
1.5.2. In the limit of strong and short pulses (impulsive limit) the free components
of Hamiltonian (2.42) can be neglected in favour of the coupling term. Under this
approximation, a three pulse sequence with amplitude values ~Ωη√
2
= {G, 0, G}
and phase values θ = {pi
2
, 0,−pi
2
} applied on times t = {tp, tf , tp} implements the
unitary transformation
U = e−iGtpσyxm , (2.47)
on the free Hamiltonian
H0 = ~∆ |e〉 〈e|+ ~νb†b. (2.48)
This transformation generates the Hamiltonian
H2 = H0 +Gtpνσypm, (2.49)
which, combined with the Hamiltonian
H1 = H0 +Gtpνσxxm, (2.50)
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implements the Trotter decomposition of the red sideband Hamiltonian
Hr = H0 +Gtpν(σxxm + σypm). (2.51)
This procedure is totally independent of the RWA and, as such, is not bound
to limitations on the strength of the coupling Gtpν. The coupling can be much
larger than ν without introducing heating on the system. This makes this scheme
as fast as the laser power permits. The kind of heating baths this can counter
is therefore much more flexible than sideband cooling. Nevertheless, the red and
blue sidebands still need to be resolved in order for the Hamiltonian to perform
the desired operation on the system. Therefore, this scheme is indicated for
systems where the linewidth of the excited state Γ satisfies Γ ν.
From an experimental perspective, the performance of the scheme may be
affected by the stability of the standing wave. Failure to preserve the spatial
structure of the wave will introduce heating processes associated with the car-
rier transition. In particular, if the ion misses the node by a distance xd, the
Hamiltonian 2.42 becomes
H =~∆ |e〉 〈e|+ ~νb†b+ sin(kxd)~Ω
2
(|e〉 〈g| eiθ + h.c.)
+ cos(kxd)~
Ω
2
η(|e〉 〈g| eiθ + h.c.)(b+ b†).
(2.52)
On the one hand, the coupling of the electronic transition to the mechanical
degrees of freedom is reduced by a factor cos(kxd). On the other hand, the
diffusion associated to the direct scattering of light may reduce the purity of the
mechanical state of the ion significantly. Other sources of error are associated
with the timings of the pulses and the accuracy of their intensities and phases.
The challenges associated with the implementation of this cooling scheme don’t
diminish the value of its theoretical basis and mechanism. In chapter 4 it is shown
how this idea finds successful application in other systems like nano-mechanical
oscillators.
Chapter 3
Double Dark State Cooling of Trapped
Systems
3.1 Introduction
At present sideband cooling is the method of choice for ground state cooling
of trapped ions. As shown in section (2.2), it is based on detuning the laser
light by the value of the trap frequency ν so as to preferentially address the red
sideband. This requires a transition linewidth Γ that is small enough for the
sidebands to be resolved. Therefore, this scheme only works in the so called
strong confinement limit Γ  ν. For instances where this limit is not satisfied,
lower effective linewitdhs might be engineered by means of laser couplings to
other levels [51, 52]. Off-resonant heating processes (primarily carrier transition
excitation but also blue sideband heating) limit its performance both in terms of
cooling rate and final temperature. Its cooling rate is determined by the effective
linewidth of the optical transition Γeff and the coupling strength of the laser
light to the electronic levels, corresponding to the Rabi frequency Ω times the
Lamb-Dicke parameter η. The minimum reachable phonon number is limited by
( Γ
4ν
)2 + O(η2) in the case of very weak driving, which is analogous to the result
in eq.(2.25).
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Exploring another paradigm, the detrimental effect of the heating associated
to the carrier transition can be overcome by means of dark state cooling schemes,
as was presented in section (2.3). Let us shortly recall the mechanism of such
schemes, which consists in all cases in the use of a destructive interference that
generates Electromagnetically Induced Transparency (EIT) [43] for cancelling the
resonant absorption. In a three level lambda system, the Raman coupling dresses
the atomic states giving rise to one dark state and two excited states. By adjusting
the detuning ∆ and laser intensity Ω correctly, an effective coupling of the dark
and the longest lived excited state can be achieved with a detuning equal to the
trap frequency [44, 46]. The involvement of the dark state ensures the cancellation
of the carrier transition, and the detuning adjustment enhances the red sideband
transition with respect to blue sideband excitations. All in all, final ocupation
numbers proportional to Γ
2
16|∆|2 can be achieved, while the rate scales as η
2 Ω2
Γ
, thus
beating sideband cooling for large detunings.
The Stark shift (SSh) cooling method [48] is another instance of a dark state
cooling scheme for a three level lambda system. In this case the focus resides
upon the lowest lying states. A microwave coupling imparts a finite but small
momentum on the transition so that a quantum gate [50] can be tailored to involve
the mechanical and electronic degrees of freedom. A simple Raman coupling is
designed to introduce broadening in such a way that more energetic mechanical
states are coupled to a dissipative electronic level. If tuned to the value of the
trap frequency, a red sideband coupling is favored and the carrier transition is
canceled. Higher values of laser intensities can be applied with this proposal,
allowing for an effectively faster operation of the scheme.
The limiting factor on both EIT and SSh coolings is the heating associated
to the off-resonant blue sideband which, after the carrier transition, is the only
heating process left up to first order phonon processes. For large Γ or small ν it
is not possible to neglect the effect of the blue sideband, and cooling efficiency is
accordingly affected.
In [53, 54] it was shown that the blue sideband transition can be effectively
canceled by the combination of both EIT and SSh cooling schemes. Both schemes
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use the same dark state but different mechanisms, so that their combined effect
on the same system is that of effectively canceling the blue sideband in addition
to the carrier transition. Furthermore, the condition for cooling depends on the
ratio of the Lamb-Dicke parameters of the couplings involved (rather than on the
Rabi frequencies) thus making it a more robust scheme.
In this chapter the mechanism underlying the proposed scheme is set out in
detail, with particular emphasis on possible systems for experimental implemen-
tation. It is organized as follows. In section 3.2 an explanation of the mechanism
of the cooling scheme is presented, while the detailed explanation of the theoret-
ical treatment is introduced in section 3.3. An analysis of the properties of the
scheme begins with section 3.4, where the robustness with respect to fluctuating
experimental parameters is explained. The optimal cooling rate is found in sec-
tion 3.5. In section 3.6, two possible experimental implementations are set out,
and cooling of the motion on more than one axis with the same scheme is studied
in section 3.7. Section 3.8 deals with the effect that phase mismatch of the cool-
ing fields would have on the efficiency of the scheme. The last two sections are
devoted to the study of the applicability of this scheme to many body systems.
On the one hand, in section 3.9 the situation is considered where several ions sit
on the same trap. On the other hand, in section 3.10 a cloud of dipole trapped
atoms is assessed.
3.2 Mechanism
This proposal is designed, like EIT and SSh schemes, for a 3-level lambda system
of mass m which is trapped in a harmonic well of frequency ν. This can be an
accurate model for an ion in an electromagnetic trap or an atom in a deep dipole
trap. The three levels are coupled by means of an electric dipole interaction with
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Figure 3.1: A 3-level electronic system consisting of |↑〉 and |↓〉 and an excited
state |e〉 which dissipates energy at rate Γ. The lower levels are coupled to |e〉
by a pair of Raman beams under a detuning ∆ whose Rabi frequencies are ΩA
and wavevector projection on the cooling axis kA of opposite sign (this may be
achieved, e.g., by counterpropagating beams). |↑〉 and |↓〉 are directly coupled by
a beam of Rabi frequency ΩB and wavevector projection kB.
running waves as shown in figure 3.1 and expressed in the Hamiltonian
H = ~νb†b+ ~ωe |e〉 〈e|+ ~ω↑ |↑〉 〈↑|+ ~ω↓ |↓〉 〈↓|
+ ~ΩAσ(e,↑)x cos (ωAt+ kAx)
+ ~ΩAσ(e,↓)x cos (ω∗At− kAx)
+ ~ΩBσ(↑,↓)x cos (ωBt+ kBx) ,
(3.1)
where σ
(a,b)
x = |a〉 〈b| + |b〉 〈a|, ΩA,B are the Rabi frequencies of the respective
laser couplings, ~ωe,↑,↓ are the energy of the respective levels and ω(∗)A,B are the
frequencies of each laser. The metastable state |↑〉 and the ground state |↓〉 are
considered to be infinitely lived, so the only dissipative state is |e〉.
This time dependent Hamiltonian can be simplified by moving to an interac-
tion picture with respect to the appropriately detuned energy terms of the internal
degrees of freedom (see §1.1). This requires the definition ∆ = ωe − ω↑ − ωA =
ωe−ω↓−ω∗A and setting ω↑−ω↓ = ωB. High frequency terms are dropped under
a rotating wave approximation (see §1.2). It is useful to express each wavevector
projection in terms of its corresponding Lamb-Dicke parameter following the def-
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inition η = kx0, where x0 =
√
~
2mν
is the zero point motion of the oscillator (see
§2.1.1). Throughout the present thesis we consider the trapped system to be in
the Lamb-Dicke regime, in which ηA, ηB  1. In physical terms, this implies that
the recoil energy gained in each photon emission is much smaller than the neces-
sary energy to move one level in the trap, therefore processes involving phonon
creation or annihilation are realized with small probability. An expansion of the
Hamiltonian up to second order phonon processes is hence justified. Expressing
the subspace spanning {|↑〉 , |↓〉} with the basis formed by |+〉 = 1√
2
(|↑〉+ |↓〉)
and |−〉 = 1√
2
(|↑〉 − |↓〉) the Hamiltonian can be split into the following 4 terms
H = Htr +Hint + VEIT + VSSh, (3.2)
with
Htr = ~νb†b,
Hint = ~∆ |e〉 〈e| ,
VEIT = ~ΩA
[
σ
(e,+)
x√
2
+ ηAσ
(e,−)
y xm
]
,
VSSh = ~
ΩB√
2
[
σ
(+,−)
z√
2
+ ηBσ
(+,−)
y xm
]
;
(3.3)
where σ
(a,b)
z = |a〉 〈a| − |b〉 〈b|, σ(a,b)y = i |a〉 〈b| − i |b〉 〈a| and xm = 1√2(b + b†).
VEIT and VSSh are also refered to as the A and B couplings respectively. This
Hamiltonian can be regarded as a combination of those describing the reversible
dynamics of EIT and SSh coolings as expressed by (see eq.2.31 and eq.2.32)
HEIT = ~νb†b+ ~∆ |e〉 〈e|+ ~ΩA
[
σ
(e,+)
x√
2
+ ηAσ
(e,−)
y xm
]
, (3.4)
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and (see eq.2.40 and eq.2.41)
HSSh = ~νb†b+ ~∆ |e〉 〈e|+ ~ΩA√
2
σ(e,+)x
+ ~
ΩB√
2
[
σ
(+,−)
z√
2
+ ηBσ
(+,−)
y xm
]
.
(3.5)
In the EIT case presented in §2.3.1, the cooling transition is |−〉 ↔ |e〉. There
is no direct carrier transition driving it, only a combination of a blue and a
red sideband expressed by the last term in (3.4). After diagonalization of the
second and third terms, the values of ΩA and ∆ can be adjusted so that the
detuning to one of the resulting dressed states matches the value of the trap
frequency. In this way, the only process under resonance will be the red sideband
to the resonant dressed state, and all other opto-mechanical processes will be off-
resonant, including the two photon processes coupling |↑〉 and |↓〉. In the limit of
large ∆, though, these two photon processes would gain in relevance.
The situation is similar in the SSh case (§2.3.2). This time the cooling tran-
sition is |−〉 ↔ |+〉. The carrier coupling between |↑〉 and |↓〉 transforms into a
Stark shift in the |+〉 and |−〉 picture. This Stark shift can be adjusted to the
value of the trap frequency so that again the red sideband is in resonance and
the blue sideband is not.
This presents us with a Hamiltonian capable of performing two cooling schemes
that apply to the same system and that operate by means of independent mecha-
nisms. Both can be combined so that the only heating process remaining in both
cooling transitions, namely the blue sideband, is canceled. In a master equation
description spanning only up to one phonon processes, this amounts to only cool-
ing processes being present; therefore the steady state of the system must be one
with zero temperature, i. e. a pure state.
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3.2.1 Derivation of the Steady State
It is possible to derive the form of the pure steady state of the system by analyzing
the splitting of the Hamiltonian into EIT and SSh parts. What we want to find
out is if there exists a steady state of the system that is pure and under which
conditions this is so.
A steady state is such that the master equation vanishes. The coherent con-
tribution of the Liouvillian vanishes for any eigenstate of the Hamiltonian, while
the only atomic state involving incoherent dynamics is the excited state. This
shows that a plausible instance of a pure steady state would be an eigenstate of
the Hamiltonian with vanishing overlap with the excited state.
The only part of the Hamiltonian coupling the state |e〉 with the rest of the
Hilbert space is the third term in eq. 3.3 (VEIT ) related to the EIT part of the
cooling. Therefore, it is a condition that the eigenstate be dark to this term, i.e.,
VEIT |Ψ〉ss = 0. (3.6)
Since the system is within the Lamb-Dicke regime, perturbation theory is suffi-
cient to solve it. Notationally, the Lamb-Dicke parameter order is indicated by
a bracketed superscript. At leading order the equation becomes σ
(e,+)
x |Ψ〉(0)ss = 0,
which implies
|Ψ〉(0)ss = |−〉 |φ〉m , (3.7)
with |φ〉m an undetermined state for the mechanical degrees of freedom. For the
first order, σ
(e,+)
x |Ψ〉(1)ss +
√
2ηAσ
(e,−)
y xm |Ψ〉(0)ss = 0. This determines that
|Ψ〉(1)ss = −i
√
2ηA |+〉 |φ′〉m , (3.8)
where |φ′〉m = xm |φ〉m.
The eigenvalue equation for the rest of the Hamiltonian can now be applied
to fully determine the state. In the zeroth order, the only term involving the me-
chanical degrees of freedom is the frequency term Htr = νb
†b. As a consequence,
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the mechanical part of the zeroth order eigenvalue must be a Fock state, so
|Ψ〉(0)ss = |−〉 |n〉 (3.9)
and
|φ′〉m =
√
n
2
|n− 1〉+
√
n+ 1
2
|n+ 1〉 . (3.10)
The next order equation determines the value of n. Since V
(1)
SSh |Ψ〉(0)ss is propor-
tional to |Ψ〉(1)ss , the eigenvalue equation requires that (Htr + V (0)SSh) |Ψ〉(1)ss also be
proportional to |Ψ〉(1)ss . This will happen for |φ′〉m a Fock state as well. The only
value of n for which both |n〉 and xm |n〉 are Fock states is n = 0.
The state |Ψ〉ss has been fully determined as |−〉 |0〉 − iηA |+〉 |1〉. Whether
this is indeed an eigenstate of the Hamiltonian can be guaranteed perturbatively,
but the eigenvalues at each perturbative order have to be equivalent. Since the
eigenvalue obtained at zeroth order is −ΩB
2
and the one at first order is ν+ ΩB
2
(1−
ηB
ηA
), the following condition arises
ηB
ηA
=
2ν
ΩB
+ 2. (3.11)
This ensures that |Ψ〉ss is the unique eigenstate of the Hamiltonian that is a
steady state of the master equation at the same time. This condition balances
the values of the Lamb-Dicke parameters with respect to the value of the laser
intensity and is shown below to be very robust to fluctuations.
3.2.2 Double Interference
This scheme couples the double transition |−〉 ↔ |e〉 and |−〉 ↔ |+〉 to the
mechanical degrees of freedom of the particle to generate cooling. It has been
shown that the state |−〉 is decoupled from the rest of the Hilbert space at zeroth
order in the Lamb-Dicke expansion. This constitutes the first interference of the
system, canceling any carrier heating in the cooling transition and isolating |−〉
as the zeroth order electronic steady state. The electronic degrees of freedom
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unperturbed by the motion are described by the Hamiltonian
Hel = Hint + V
(0)
EIT + V
(0)
SSh = ~
∑
i=e,+
δi |i〉 〈i|+ ~ΩA√
2
σ(e,+)x , (3.12)
where, taking the level |−〉 as the origin of energies, δe corresponds to ∆ + ΩB2
and δ+ is just ΩB. The ΩA coupling dresses the excited and bright states into
|D1〉 and |D2〉 in the form
|+〉 = cos θ |D1〉+ sin θ |D2〉 , (3.13)
|e〉 = sin θ |D1〉 − cos θ |D2〉 , (3.14)
where
tan θ = −δe − δ+√
2ΩA
+
√(
δe − δ+√
2ΩA
)2
+ 1. (3.15)
The eigenfrequencies of the states are
δD1,2 =
δe + δ+ ∓
√
2Ω2A + (δe − δ+)2
2
. (3.16)
Both dressed states are dissipative due to their finite overlap with the excited
state. Their energy uncertainty is Lorentzian-shaped but each has a different
width proportional to the overlap to |e〉. In terms of the unperturbed states,
though, the coupling to the continuum is the addition or subtraction of two
Lorentzians. The case of the excited state is particularly interesting, since the
change in sign makes it couple with positive amplitude for high energies and with
a negative one for small ones. This together with the always positive coupling
of the bright state can be combined to generate an energy-selective interference.
An excitation from the dark to the excited state will interfere with that to the
bright state for a particular value of energy. This value can be selected to be
precisely that canceling the blue sideband by correctly adjusting the experimental
parameters, as is derived below.
Because the excited state couples to a continuum of energies, a complete
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description should involve the modes of electromagnetic radiation to which it
couples, so that a state of the system is described by the infinitely degenerate
energy subspaces {|i, n〉} with i any of the electronic levels and n the number
of photons in any of the infinitely many modes of the environment, from where
degeneracy arises. This notation is not to be confused with that of previous
section, where the second digit corresponded to the phononic number. Assuming
the radiation modes other than those of the lasers are empty, the Hamiltonian
above would involve the states |i, 0〉 (which are not degenerate and can therefore
be redefined |i〉). An additional two couplings |e〉 ↔ |+, 1〉 and |e〉 ↔ |−, 1〉
complete the description of the system.
The manifold {|+〉 , |e〉 , {|+, 1〉}, {|−, 1〉}} together with the corresponding
couplings can be diagonalized, so that this would define a new continuum |k〉 with
eigenvalue k. Let us first consider the manifold {|e〉 , {|+, 1〉}, {|−, 1〉}}. This can
be diagonalized to generate the continuum {|k′〉}. Through |e〉, the bright state
|+〉 also couples to the continuum {|k′〉} with the term ΩA√
2
〈e|k′〉σ(+,k′)x . Let us
now consider how the excited state overlaps with the continuum {|k〉} originated
in the manifold {|+〉 , {|k′〉}}. The Hamiltonian Hk that appears diagonal to |k〉
can be split into Hk′ , which is diagonal for |k′〉 and the coupling to the state |+〉.
It satisfies
Hk |k〉 =
[
Hk′ + ~ΩB |+〉 〈+|+ ~ΩA√
2
σ(+,e)x
]
|k〉
= ~k |k〉 .
(3.17)
Projection onto |+〉 yields
ΩB 〈+|k〉+ ΩA√
2
〈e|k〉 = k 〈+|k〉 . (3.18)
Now the overlap 〈e|k〉 can be calculated
〈e|k〉 =
√
2
ΩA
(k − ΩB) 〈+|k〉 . (3.19)
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This introduces a change of sign of the overlap for energies below that of the state
|+, 0〉, and the crossing is known as a “Fano resonance”. This change of sign is
essential for the emergence of the interference in the blue sideband interaction.
Indeed, the blue and red sideband interactions can be expressed as
Vint = V
(1)
EIT + V
(1)
SSh = ~
(
ηAΩAσ
e,−
y + ηB
ΩB√
2
σe,−y
)
xm. (3.20)
To zeroth order we assume the electronic state of the system to be located always
in |−〉. The interaction can hence be simplified to
~
(
ηAΩA |e〉+ ηBΩB√
2
|+〉
)
〈−|xm. (3.21)
Note that the notation including the photons has been dropped. The levels |e〉
and |+〉 have been shown to be a superposition of free energy states |k〉. En-
ergy conservation will force the system to preferentially perform the transitions
|k = ν〉 〈−| a (the red sideband) and |−ν〉 〈−| a† (the blue sideband), as are de-
picted in fig.(3.2). The strength of these two transitions for the current interaction
operator are
~
(
ηA
ΩA√
2
〈ν|e〉+ ηBΩB
2
〈ν|+〉
)
|ν〉 〈−| a =
~
(
ηA (ν − ΩB) + ηBΩB
2
)
〈ν|+〉 |ν〉 〈−| a,
(3.22)
and, similarly, for the blue sideband,
~
[
−ηA (ΩB + ν) + ηBΩB
2
]
〈−ν|+〉 |−ν〉 〈−| a. (3.23)
The blue sideband can be made to vanish if the equation ηA (ΩB + ν)−ηB ΩB2 = 0
is satisfied. This condition coincides with eq.(3.11), which guarantees that the
steady state is a pure state. This indicates the equivalence of both requirements.
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Figure 3.2: Representation of the two first order processes in the system. In red
(solid line) is the red sideband, which decreases the mechanical energy by one level
while the internal degrees of freedom get excited to an energy of ν. The opposite
process, in blue (dashed line), doesn’t occur because the probability amplitude of
the path through |e〉 and through |e〉 interfere with each other.
3.2.3 Fano Resonance
From equation (3.19) it is clear that there exists an energy eigenstate from the
continuum |k〉 that is orthogonal to |e〉. This is the phenomenon known as Fano
resonance, and it offers an alternative way to implement a double interference in
the system. For this, the coupling of the states |↑〉 and |↓〉 needs to be zero at first
order in the Lamb Dicke expansion (i. e., ηB = 0) and the Rabi frequency needs
to satisfy the resonance condition ΩB = −ν. The nature of the interferences is
therefore different as in the general case. For the Fano Resonance, the interference
arises between the coupling of |e〉 and the continuum on the one hand and the
coupling of |+〉 and |e〉 on the other hand. In the general case, the interference
is between the laser couplings |−〉 ↔ |+〉 and |−〉 ↔ |e〉. Although the principle
behind both alternatives is different, condition (3.11) contemplates both, since it
gives the correct condition for ΩB when ηB = 0.
The relevance of this alternative is paramount, since this might simplify con-
siderably some experimental implementations. One of the challenges associated
with the implementation of the scheme presented in this paper might be coupling
3.3. Analytical Treatment 69
|↑〉 and |↓〉 with a Lamb-Dicke parameter that is on the order of an optical one,
since the energy difference between them is not of optical range. In section 3.6
some options to generate optical Lamb-Dicke parameters are presented, involving
two photon processes or magnetic gradients. The B coupling in the Fano reso-
nance alternative doesn’t need to involve the mechanical degrees of freedom, i.e.,
its Lamb-Dicke parameter can be negligible. Hence, non-optical means of cou-
pling can be exploited, like microwave radiation or Zeeman effects. This makes
the scheme more accessible where geometrical adjustments of the Lamb-Dicke
parameters (described in section 3.6) are not possible. In addition, phase locking
a microwave coupling to the laser coupling is experimentally accessible, making
this option immune to the effects discussed in section 3.8.
3.3 Analytical Treatment
Following the procedure in [55, 40, 56] the system under study is described us-
ing a master equation formalism, so that both the coherent dynamics and the
dissipative nature of the excited level can be accounted for with
dρ
dt
= −i [H, ρ] + Ld(ρ) = L(ρ), (3.24)
where ρ is the state of the system involving both the internal and the external
degrees of freedom. The superoperator Ld is a Lindbladian for the two dissipative
channels
Ld(ρ) =
∑
i=↓,↑
γe,i(2σi,eρe,iσe,i − ρσe,e − σe,eρ), (3.25)
where σj,k = |j〉 〈k|, the same rate γe,↓ = γe,↑ = Γ is assumed for both channels
and
ρe,i =
1
2
∫ 1
−1
dsW (s)eike,ixsρe−ike,ixs (3.26)
accounts for the momentum transfer of ~ke,i in the event of a photon emission
concomitant to the electronic decay from level |e〉 to level |i〉. W (s) = 3
4
(1 + s2)
is the angular distribution for a spontaneous emission of a dipole transition.
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In the Lamb-Dicke approximation the Lindbladian can be expanded like the
Hamiltonian, so that the first three terms of the whole Liouvillian L would appear
L0(ρ) =− i[νb†b, ρ]
− i
[
∆ |e〉 〈e|+ ΩA√
2
σ(e,+)x +
ΩB
2
σ(+,−)z , ρ
]
+
∑
i=↓,↑
γe,i(2σi,eρσe,i − ρσe,e − σe,eρ)
=L0E(ρ) + L0I(ρ),
(3.27)
L1(ρ) = −i
[(
ΩA√
2
ηAσ
(e,−)
y +
ΩB
2
ηBσ
(+,−)
y
)
xm, ρ
]
, (3.28)
L2(ρ) =i
[(
ΩA√
2
η2Aσ
(e,+)
x +
ΩB
2
η2Bσ
(+,−)
z
)
x2m, ρ
]
+ α
∑
i=↓,↑
γe,iη
2
i σi,e(2xmρxm + x
2
mρ+ ρx
2
m)σe,i,
(3.29)
where ηi is the Lamb-Dicke parameter corresponding to ke,i. The zeroth order
Liouvillian has been split in a part acting only on the external degrees of freedom
L0E and another one acting on the internal degrees of freedom L0I to emphasize
a lacking coupling among both at this order.
In the attempt to approximate a solution to the master equation, the theoreti-
cal approach in [51] is followed. Since the internal and external degrees of freedom
are not coupled in the zeroth order Liouvillian, any steady state is separable, so
that it can be expressed as a tensor product of electronic and mechanical states.
Following the analytical procedures applied in the previous section, any zeroth
order steady state is of the form |−〉 |n〉 with n = 0, 1, .... The leading order
Liouvillian has hence an infinitely degenerate subspace of steady states, i.e., of
eigenvectors with an eigenvalue equal to zero. This eigenspace is connected by
L1 and L2 to the rest of subspaces. To the extent that the cooling rate is slower
than the dynamics of internal degrees of freedom and the trap frequency, it is
possible to disregard the rest of the Hilbert space and focus on an effective mas-
ter equation describing the dynamics of the phonon populations. This is achieved
3.3. Analytical Treatment 71
by projection of the global master eq.(3.24) to the null-eigenvalue subspace up to
the second order, as was introduced in §1.4,
dPρ
dt
= [PL2P + PL1(−L−10 )L1P ]ρ, (3.30)
This can be used to derive a rate equation for the populations only
d
dt
〈n〉 = −(A− − A+) 〈n〉+ A+, (3.31)
where A+ and A− are the heating and cooling rates respectively and they are a
function of the system parameters with the condition A+(ν) = A−(−ν). This
offers an analytical prediction for the steady state mean occupation number 〈n〉
and for the rate of the cooling process W within the range of validity of the
approximation
〈n〉 = A+
A− − A+ ;
W = A− − A+.
(3.32)
For the present scheme, the derivation of the rates gives the result
A+ = [2ηA(ν + ΩB)− ηBΩB]2/D, (3.33)
with
D =
4Γ2(ν + δ+)
2 + 4
(
Ω2A
2
− (ν + δ+)(ν + δe)
)2
Ω2AΓ
. (3.34)
This rate will vanish exactly under the condition expressed in eq.(3.11), confirm-
ing the reasoning of Hamiltonian and coupling interference presented in section
3.2. Vanishing heating rate indicates that the only remaining heating process in
the system, namely the blue sideband, is being effectively canceled. This also
implies that the cooling rate W is for that case equal to A−.
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Figure 3.3: Expected value of occupation 〈n〉 as a function of the Lamb-Dicke
parameter ηA and of variations around the optimal Rabi frequency Ω
0
B, where
it is shown how fluctuations have a worse effect as ηA vanishes, that is, as the
Stark-shift cooling regime is approached (ηB = 0.4, ΩA = 0.1ν).
3.4 Robustness
The destructive interference between EIT and SSh contribution is crucial for
understanding the robustness of the scheme under fluctuating parameters. If the
Rabi-frequencies deviate from eq.(3.11) by ∆ΩA/B, the final population is affected
by
〈n〉 ∝ (∆ΩA)4(∆ΩB)2, (3.35)
in contrast to the second order dependence as is usually the case. In other tech-
niques such as SSh or EIT the resonance conditions do not necessarily match a
population minimum and fluctuations can be very significant. As is exemplified
in fig.(3.3), operation of Stark-shift only or EIT only cooling schemes suffer more
from Rabi frequency fluctuations than the combination of both in the present
scheme. This can act as an experimental protection to the performance of the
cooling scheme, providing more certainty to the theoretical predictions also in a
more realistic frame of fluctuating laser intensities.
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Indeed, actual experimental application of EIT cooling yielded final popula-
tion values of order 10−1 [46]. The theoretically predicted value is lower of about
an order of magnitude, indicating that a realistic prediction of the final result
should take into account the uncertainty in the experimental parameters. Our
analytical model predicts final populations of the order of 10−8 even for Rabi
frequency fluctuations of about 2%, leaving thus ample room for experimental
improvement.
The robustness of the system can be enhanced significantly if the Rabi fre-
quency of the B coupling is set as close as possible to the value of the trapping
frequency and eq.(3.11) is accordingly met. In this circumstance the contribution
to fluctuations from the term (∆ΩA)
4(∆ΩB)
2 almost vanishes and the next term
in the Taylor expansion takes over, thus yielding
〈n〉 ∝ (∆ΩA)4(∆ΩB)4, (3.36)
which ensures excellent stability and hence makes it arguably advisable, although
not mandatory, to set the scheme to meet ΩB = ν. As is shown below, this value
is not optimal for cooling rate considerations, so a compromise between both is
necessary.
3.5 Cooling Rate
The analytical prediction for the cooling rate derived above reads
W =
4η2Aν
2Ω2AΓ
Γ2(ν − δ+)2 + [Ω2A/2− (ν − δ+) (ν − δe)]2
. (3.37)
This rate corresponds to the absorption probability at the trap frequency (A−)
since, under condition (3.11), the emission at that frequency (A+) vanishes. The
absorption spectrum has a peak for each of the dressed states |D1〉 and |D2〉, so
the rate will be highest when the broader of the two resonances matches the trap
74 Chapter 3. Double Dark State Cooling of Trapped Systems
0 2 4 6 8 100
0.01
0.02
0.03
0.04
0.05
0.06
0.07
!A (")
W
 ("
)
Figure 3.4: Comparison of the cooling rate W obtained by means of numerical
(solid blue line) or analytical (dashed red line) calculations as a function of the
rabi frequency ΩA (Γ = 15ν, ΩB = 1.3ν, ηB = 0.1). For large values of ΩA the
analytical result fails to predict the numerical values.
frequency. The conditions δD2 = ν corresponds to
Ω2A = 2(ν − δ+) (ν − δe) , (3.38)
and the inequality δ+ ≥ δe > ν so that the resulting rate expression is
W =
4η2Aν
2Ω2A
Γ (ν − δ+)2
. (3.39)
The validity of this expression is constrained to the perturbative treatment ap-
plied here. The internal dynamics governed by Ωiηi must always be slower than
the internal dynamics. Hence, it breaks down for cases where ΩA  δe, δ+, since
then it is |D1〉 the broader dressed state. The singularity δ+ = ν is resolved as
8η2Aν
2
Γ
, although it corresponds to vanishing ΩA and is then of no interest. The
validity of the expression is explored in fig.(3.4) for a particular set of parameters,
where it is shown how the analytical calculation matches the numerical simulation
only for small values of ΩA.
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Figure 3.5: Comparison of the numerical cooling rate W for our scheme (solid
blue line) and EIT cooling (dashed red line) as a function of the rabi frequency
ΩA (Γ = 15ν, ΩB = 1.3ν, ηB = 0.1). The current scheme has in general a better
performance already for smaller Rabi frequency values.
Placing the resonance at the value of the trap frequency imposes one condition
on the parameters, but there are still enough degrees of freedom to lock the
position of the second peak. The first order laser-motion interaction eq.(3.20)
generates two phonon processes when second order perturbation theory is invoked.
In order to enhance this effect, one can place the peak at two times the trap
frequency. The conditions δD2 = ν and δD1 = 2ν can then be simplified to
δe + δ+ = 3ν, (3.40)
(δe − δ+)2 + 2Ω2A = ν2. (3.41)
This and the fact that A+ vanishes in this scheme allows for faster cooling rates
as compared to schemes where this is not the case. As an example, the plot
in fig.(3.5) compares the cooling rate as a function of ΩA for our scheme and
EIT cooling. Because SSh is only slightly slower than our scheme, both curves
overlap and it can’t be shown in the plot. Optimization of the values of both
Rabi frequencies for Γ = 15ν and ηB = 0.1 can provide cooling rates of up to
76 Chapter 3. Double Dark State Cooling of Trapped Systems
0.06ν, whereas higher values for the Lamb-Dicke parameter make it possible to
accelerate the scheme to just one order of magnitude below the trap frequency.
3.6 Experimental Implementation
This proposal can be experimentally implemented in a number of different ways.
Although the scheme applies to very general three level systems, we assume the
ground level transition to be of microwave or rf order and the excited state to
be at an optical distance above the ground level. The A coupling can hence be
performed with two optical Raman laser beams, and the question remains then
of how to perform the microwave coupling B. The scheme condition eq.(3.11) lays
a constrain for the Lamb-Dicke parameter of coupling B, which has to be at least
double that of coupling A. Another option is avoiding mechanical coupling of the
ground state interaction (ηB = 0), following the “Fano resonance” alternative of
the scheme. This simplifies the scheme in that a microwave coupling would be
enough and locking it to the laser is experimentally accessible, making it resistant
to phase effects discussed in section 3.8. Two viable implementations are taken
under consideration below, although they don’t exhaust the range of possibilities.
3.6.1 Magnetic Gradients
The direct driving of a microwave transition has an associated Lamb-Dicke pa-
rameters which is orders of magnitude smaller than that of an optical frequency.
In order to increase its value, a magnetic gradient can be applied, as is set out in
[57, 58]. In this system the magnetic gradients create a coupling of the type
λσz(b+ b
†), (3.42)
where λ is proportional to the gradient of the magnetic field and the two level
system is driven using a microwave of the form Ωdσx cosωdt, where Ωd corresponds
to the Rabi frequency and ωd to the angular frequency of the driving wave. After a
Schrieffer-Wolff transformation the resulting Hamiltonian is exactly as in eq.(3.3)
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when the Rabi frequency is replaced by Ωd and the Lamb-Dicke parameter is
replaced by λ
ν
. The range of practically achievable values is comparable to that
of optical transitions [57].
This scheme can be especially useful to cool nano scale resonators, by using
the setup described in [59]. In this setup an NV center is coupled to a diamond
cantilever, the coupling is performed by magnetic gradients resulting in the same
Hamiltonian as described above. In cantilevers the speed of cooling is very im-
portant due to the finite Q value, which is a central factor limiting the attainable
final temperatures at present. The high cooling rate achieved by the described
scheme will result in lower final temperatures bringing us closer to the goal of
reaching the quantum regime in cantilever systems.
3.6.2 Highly Detuned Raman Beams
Alternatively, the ground states can be coupled by optical means, thus directly
ensuring a Lamb-Dicke parameter of similar order as for coupling A. In order to
do so, Raman beams with large single-photon detuning ∆′ are envisaged to couple
levels | ↑〉 and | ↓〉. As is shown in fig.(3.6) they have independent Rabi frequency
Ωp and Lamb-Dicke parameter ηp. The large detuning effectively decouples it from
the excited state, unlike coupling A. Hence, adiabatic elimination of the upper
level is possible and it yields the relationships between our effective parameters
ΩB and ηB and the physical values Ωp and ηp. Its derivation is presented in
complement 3.6.2, and it is found that ΩB = Ωp/∆
′ and ηB = 2ηp for sufficiently
large detunings (∆′  ν) and in the Lamb-Dicke regime. Meanwhile, the beams
for the A couplings are tilted an angle θ with respect to the trap/cooling axis,
so that ηA = η
′
A cos θ. This provides us with an additional geometrical degree of
freedom to adjust the ratio ηB to ηA.
Even though the detunings of each of the couplings are different, the fact
that we are dealing with optical frequencies justifies η′A ' ηp, and under this
assumption ηB
ηA
= 2
cos θ
. By relating this to the resonance Rabi frequency, cos θ =
ΩB
ν+ΩB
, it is shown that the available angle range θ = [0, pi
2
] will span all possible
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Figure 3.6: Physical realization of ΩA and ΩB couplings, for cooling in the trap
axis, as two Raman pair of beams characterized by their respective Rabi frequency
ΩA and Ωp and their Lamb-Dicke parameters η
′
A and ηp.
values of ΩB. If we choose the optimal point for the fluctuations about the value
ΩB = ν, the condition becomes ηB/ηA = 4, which corresponds to a layout where
θ = 60o. A compromise with the cooling rate has to be reached, though, so that
the optimal angle will be close but not exactly 60o.
It may happen that the trap has very limited optical access so that θ is
constrained to other non-optimal values. There is a way around this on the
grounds that ∆′ still constitutes a useful degree of freedom. Since it has no upper
constrain, the B coupling can be performed with frequency doubled beams so
that ηp ' 2ηA and the optimal constrain is achieved already at θ = 0.
Additionally, in cases where neither the geometrical configuration nor the
detuning can be optimized, the aforementioned robustness of the scheme ensures
excellent performance. Whether the cooling rate or the final temperature need
to be improved, appropriate set of parameters can be found by numerical means.
Usual experimental layouts of ion traps use vacuum chambers with windows at
22.5o and/or 45o from the trap axis, which generally allow for an angle range of
about±10o. Assuming ∆′ can’t take values on the optical range, and taking 45o as
an operating value, the Lamb-Dicke parameter quotient becomes ηB/ηA = 2
√
2.
eq.(3.11) can still be observed by adjusting ΩB, and ΩA = 0.6ν and ∆ ' 0
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optimizes the cooling rate for this condition. This final result can be improved
depending on the particular values of the transition linewidth Γ. On the contrary,
if the cooling rate is to be enhanced, eq.(3.11) will not be satisfied. In particular,
for ΩA ' 0.4ν, ΩB ' 0.45ν with 5% fluctuation and ∆ ' −2ν the population can
still be as low as 10−3 while having a cooling rate faster than that of EIT cooling.
Taking into account the fact that angles up to 55o are accessible the cooling rate
can still be improved by up to two orders of magnitude.
Actually, the implementation picture of a double pair of Raman beams makes
both couplings totally interchangeable, allowing for further physical intuition.
While a configuration of the two A beams perpendicular to the trap axis represents
the Stark-shift cooling (disregarding eq.(3.11)and tuning ΩB = ν), a value of θ = 0
and the corresponding Rabi frequencies tuning is equivalent to EIT cooling. Any
intermediate configuration realises an instance of Robust cooling. This picture
is also very intuitive to understand how flexible the cooling scheme is regarding
the cooling of the radial modes, since the addition of only two more laser beams
in a suitable inclination with respect to the trap axis can cool down all three
dimensions in the same Robust regime.
Complement: Effective Coupling of the Ground States
In this section the relationship between the physical Lamb-Dicke parameter ηp
and the effective ηB is derived. The method in [64] is followed, where the highly
detuned excited level is adiabatically eliminated. Our target Hamiltonian de-
scribing the coupling of both ground levels is
VSSh = ~
ΩB
2
(
σ(↑,↓)x + ηBσ
(↑,↓)
y xm
)
(3.43)
The experimental implementation involving a highly detuned Raman coupling
is described by the interaction picture Hamiltonian
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HI = ~
Ωp
2
{|e〉〈↑ |ei∆t [1 + iηp(b†e−iνt + beiνt)]
+ |e〉〈↓ |ei∆t [1− iηp(b†e−iνt + beiνt)]+ h.c.} . (3.44)
This Hamiltonian consists of the following harmonic terms:
h1 = ~
iΩpηp
2
(|e〉〈↑ | − |e〉〈↓ |)b†
h2 = ~
Ωp
2
(|e〉〈↑ |+ |e〉〈↓ |)
h3 = ~
iΩpηp
2
(|e〉〈↑ | − |e〉〈↓ |)b
(3.45)
with frequency values ω1 = ∆ − ν, ω2 = ∆ and ω3 = ∆ + ν. The derivation of
the effective Hamiltonian follows the formula
Heff (t) =
3∑
m,n=1
(~ωmn)−1
[
h†m, hn
]
exp[i(ωm − ωn)t], (3.46)
where ωmn is the harmonic average
ωmn =
1
2(ω−1m + ω−1n )
. (3.47)
Of the nine terms originating from this expression, four of them are of second
order in the Lamb-Dicke parameter. The remaining six can be expressed as
Heff =~νa†a+ ~
Ω2p
4
1
∆
(σ(↑,e)z + σ
(↓,e)
z + σ
(↑,↓)
x )
+ ~
Ω2pηp
4
2∆2 − ν2
∆(∆2 − ν2)xmσ
(↑,↓)
y
+ ~
Ω2pηp
4
ν
∆2 − ν2pmσ
(↑,↓)
z .
(3.48)
where pm = i(b− b†). This Hamiltonian is equivalent to (3.43) but for the atomic
Stark shifts and the last term, which is proportional to 1/∆2.
As long as ∆  ν, Heff contains the target interaction VSSh with the para-
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metric conditions
ΩB
2
=
Ω2p
4∆
,
ΩBηB
2
=
Ω2p
4∆
ηp
2∆2 − ν2
.
∆2 − ν2
(3.49)
Solving for the Lamb-Dicke parameter:
ηB = ηp
2∆2 − ν2
∆2 − ν2 , (3.50)
which yields ηB = 2ηp for the assumed limit ∆  ν. If we take the fluctuations
optimal point ΩB = ν, the condition becomes ηp/ηA = 2. This can be achieved
for a layout where beam p is colinear to the trap axis and beam A, with a very
similar frequency, is 60o away from the axis.
3.7 Multiaxial Cooling
So far one-dimensional cooling has been discussed. Nevertheless, the flexibility
of the implementation of fig.(3.6) facilitates addressing more than one direction
in the trap, so that multiaxial cooling can be achieved without adding any other
beams to the scheme. In particular, two independent azimuthal angles consti-
tute the necessary degrees of freedom to adapt the cooling for two perpendicular
directions. The question remains whether the third direction will as well verify
condition (3.11) and to which extent. This is in general not going to be the case,
but even in this situation detuning degrees of freedom can be used to implement
Raman sideband cooling to that axis.
In the case where traps have very limited access it is always possible to find
an axis where cooling takes place. When two independent dimensions share the
same trapping frequency it is always possible to find an axis for which the cooling
condition is fulfilled. This is usually the case for the both radial modes in an
ion trap. As long as the projection on the radial plane of couplings A and B
corresponds to two pairs of counterpropagating beams θ-rotated from each other,
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Figure 3.7: Geometrical definition of angle θ′ and representation of the projection
of the two Lamb-Dicke parameters to the optimal cooling axis when η′A ' ηp.
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it is possible to define an axis where the projection of the couplings fulfills the
cooling condition. This axis can analytically be characterized by the definition of
a new polar angle θ′ as shown in fig.(3.7).
The ratio of Lamb-Dicke parameters A and B on any axis θ′ of the plane is
ηB
ηA
=
2 cos θ′
cos(θ + θ′)
(3.51)
The newly defined axis will fulfill the optimal cooling condition (3.11) for the
angle
θ′ = arctan
(
(ΩB + ν) cos θ − ΩB
(ΩB + ν) sin θ
)
. (3.52)
For any angle θ in the range (0, pi
2
) there always exists a solution in the range
(0, pi
2
). Furthermore, it can be shown that the sum of both θ′ and θ is never larger
than pi/2, so that geometrical considerations can be restricted to one quadrant.
Only geometrical degrees of freedom have been exhausted in this description.
For traps with limited access also detuning degrees of freedom can be exploited
in order to guarantee cooling in all three spatial directions.
3.8 Phase Effects
In view of an experimental implementation it is important to determine whether
beam phase mismatches can be relevant to the performance of the scheme. Sur-
prisingly enough, out of 4 beams used in the implementation proposal a single
phase mismatch can account for all the effects on the performance. To show
this, it is helpful to define all possible phases, as in fig.3.8, with respect to the
beam of coupling A between |↑〉 and |e〉. The system would be oblivious to phase
mismatch in the case where β = 0 and α = φ, i.e., to a global phase difference
between beams coupling different ground states. This is so because one can al-
ways redefine the corresponding ground state so that it absorbs the same amount
of phase in both beams.
Out of the pair of Raman beams performing the B coupling, only the difference
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Figure 3.8: All possible phase mismatches expressed with respect to the A cou-
pling (red) between |↑〉 and |e〉.
of its phases survives in the effective microwave coupling between ground states.
This effect leaves room for a redefinition of their phases so that α → (α − β)
and β → 0 is rather chosen. After the redefinition, the phase difference between
both legs remains the same, i.e., the effective Hamiltonian is unchanged while the
initial picture is simplified to a 2 phase system.
Now only the two beams coupling |↓〉 to |e〉 have a non-zero phase. The
redefinition |↓〉 → e−i(α−β) |↓〉, leaves the beams for the B coupling phaseless
while the left A beam is the only one carrying a phase. As a conclusion, the phase
originally defined as φ accounts for all the effects that laser beam dephasing could
have on the system.
Numerical simulations of the effect of a given phase φ for the final achievable
temperature and the cooling rate are shown in fig. 3.9 and 3.10. The truncation
values puts a limit to the accuracy of the results when they get closer to the
maximum occupation number. Thus, for the final temperature results, any value
of the final occupation over 5 is to be taken as unreliable. If the incidence angle
of the A coupling is the same as for the B coupling it is very likely that both
beams follow a much more similar path and that phase effects can be controlled
much better.
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Figure 3.9: Effect on final temperature of dephasing of one of the beams (ΩB = 5ν,
ΩA = 400ν, Γ = 15ν, ηB = 0.1).
In addition, for the “Fano resonance” alternative of implementation, these
effects are going to be less relevant. It is possible to phase lock a microwave and
a laser field so that phase mismatches are reduced to a minimum.
3.9 Multi-Mode Cooling
The cooling scheme has also been tested for an ion chain using Monte Carlo sim-
ulation [60, 61]. The robustness of the scheme implies a wide range of operational
Rabi frequencies or, in a different perspective, a wide range of trap frequencies
for a given Rabi frequency. Thus, a particular central mode frequency can be
addressed so that also the neighboring modes benefit from the cooling. Numeri-
cal test have been performed in a multi-mode environment with up to 3 ions and
promising results have been obtained.
Quantum jumps method, also called Monte Carlo wave-function method, is a
useful tool to simulate the performance of our Robust cooling scheme in a multi-
mode environment. A benefit from this method is found mainly for a system with
a large number N of states, since it is equivalent to a master equation approach
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Figure 3.10: Effect on cooling rate of dephasing of one of the beams (ΩB = 5ν,
ΩA = 400ν, Γ = 15ν, ηB = 0.1).
to an open system while still using the pure state formalism, thus reducing the
number of tracked variables from N2 to N . It is based on evolution with a non-
Hermitian Hamiltonian and random quantum jumps, followed by wave-function
renormalization to account for the non unitary evolution of the non-Hermiticity.
The time step δt that can be used is lower bounded by the correlation time of the
reservoir and upper bounded by the limitation ηiδt  1, with ηi the eigenvalues
of the Hamiltonian. At the time of simulating, a time step that allows for a
quantum jump with a probability of roughly 10% is a good benchmark.
A simulation code has been developed that applies this method to a system
composed by a chain of three level ions in a harmonic potential. It has been tested
and benchmarked with side-band cooling of a single ion and then simulations were
performed for three level systems as instances of EIT cooling, Stark-shift cool-
ing and the proposal on this report. Observations led to the conclusion that
our proposal is able to transfer the cooling ability to neighboring modes much
more efficiently than other schemes, although as expected cooling rates and fi-
nal temperatures are not as good as for the central mode. An instance of this
performance is shown in fig.(3.11).
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Figure 3.11: 3 mode cooling where mode 2 is addressed. While the cooling is fast
and to a low temperature in all modes, neighbouring modes 1 and 3 see a slight
decrease in cooling efficiency (ΩB = ν, ΩA = 2.3ν, Γ = 15ν, ηB = 0.1, with ν the
eigenfrequency of the second mode).
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3.10 Atom Cloud Cooling
If Bose-Einstein condensation could be obtained by an all-optical means instead of
evaporative cooling, higher densities could be obtained, since it would be possible
to keep most of the initial atomic sample in the trap. The longer life of the sample
would allow for recooling at the end of the experiment since it is a non-destructive
procedure.
When, instead of a single atom, it is a collection of atoms that is to be cooled,
the photons emitted by one atom can be reabsorbed by the next one, giving rise
to heating mechanisms that need to be accounted for in the theoretical descrip-
tion. Independently to photon reabsorption, the emission lineshape of an atom
is also affected by the presence of other atoms in what is called the phenomenon
of superradiance. These processes, known globally as dipole-dipole interactions,
become significant when the distance between particles is of the order of the
transition wavelength. Their effect is to disturb the equilibrium conditions of the
cooling scheme, making it less effective than in the one-particle case and acting
as an independent heat source with an intrinsic heating rate. Thus, trials with
sideband cooling in optical lattices [62] never reached sufficiently low tempera-
tures to guarantee condensation. Our proposal is predicted, nevertheless, to reach
null temperature up to second order in the Lamb-Dicke parameter with low ef-
fect of the parametric fluctuation. In addition, this scheme has a faster cooling
rate. This would facilitate counteracting the effect of dipole-dipole interaction by
cooling faster and to a lower temperature, and make the goal of Bose Einstein
condensation by laser cooling a step closer.
Adapting the implementation proposal of fig.(3.6) to a trapping and cooling
set up following [62] is relatively straightforward. Since the beams reproducing
coupling B are highly detuned, they can also be used as the trapping light. Instead
of a pair of counterpropagating beams, a set of three coplanar beams forming
angles of 120o with each other will generate an hexagonal dipole lattice. Geometric
considerations demonstrate that the projection of the three wavevectors on any
axis of the lattice plane yields two wavevectors of opposite sign and same module,
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so that any axis on the trap plane will see the same pair of two counterpropagating
beams of fig.(3.6).
Although the harmonic wells forming the lattice are not strictly isotropic,
they can be considered so in the neighborhood of the minimum. This is a correct
assumption bearing in mind that the system resides in the Lamb-Dicke regime.
This simplifies the implementation of the A coupling to the extent that it will
have the same form of coupling B but for the fact that its plane needs to be tilted
with respect to the trap in an angle such that satisfies condition in eq.(3.11).
Starting from a configuration parallel to that of coupling B, the tilting needs to
be done with respect to the perpendicular of one of the trapping beams.
This setup has the advantage that the axis perpendicular to the trap will
only be mechanically affected by the beams of the A coupling, so that sideband
cooling can be implemented on that axis. The possibility of implementing the
present cooling proposal also on this vertical axis would only require two counter-
propagating beams of type B parallel to the vertical axis.
This combination of cooling and trapping light converts it into a fairly simple
experimental setting with a promising performance.
A numerical simulation following the approach of [63] has been performed
where the scheme was applied to a group of 2 and 3 atoms, obtaining results that
differ little from the case of a single particle. Both dipole-dipole and superradiance
terms were taken into account. The main difference with the single atom model is
the presence of the so-called bosonic-enhancement factors. The presence of many
atoms in the same state enhances the couplings between levels. This has the
effect of increasing the rate of interaction, but also of broadening absorption and
emission lines. For schemes relying on resonance effects, like sideband cooling,
this broadening is very detrimental. In our case, both carrier transition and blue
sideband are under the influence of dark states and hence are not affected by
this broadening. This is shown in fig.(3.12), where only a small difference in the
steady state occupation values shows for increasing number of atoms. For this,
the experimental values appearing in [62] have been taken. Since the trapping
light is the same as that of coupling B, ΩB ' ν. This requires ηB = 4ηA, which
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Figure 3.12: Numerical simulation of the steady state population for a group of
2 and 3 atoms. (ΩB = ν, ΩA = 8.5ν, Γ = 10ν, ∆ = 2.5ν).
corresponds to a tilting angle of 60o. Cesium atoms can be used for which the
linewidth of the excited state is Γ = 10ν. We believe this scheme could hence
reduce the reachable temperature by laser means in atom clouds, bringing BEC
by all-optical means a step closer.
3.11 Conclusions
A detailed study of a robust and fast laser cooling scheme for trapped three level
systems has been presented. It has been shown that a particular setting of the
Lamb-Dicke parameters ratio implements two dark states on the same system,
bein able to cancel both carrier and blue sideband transitions. From another
perspective, it combines two underlying cooling schemes so that the eigenspace
dimension of final steady states is reduced to one. Thus, the ground state is
reached up to second order in the Lamb-Dicke expansion. Being both a fast and
a robust cooling scheme, two different experimental implementations have been
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proposed that equivalently perform the scheme. An equally simple implementa-
tion would be able to also cool the two resting axis, thus converting it into a 3D
cooling scheme without further changes in the experimental setup. It has been
demonstrated that the robustness and fast cooling rate would make it suitable
for cooling of several ions in a trap or of a cloud of atoms in an optical lattice,
bringing BEC condensation with laser cooling closer to a factible goal.

Chapter 4
Fast Cooling of Optomechanical Systems
4.1 Introduction
In this chapter it is shown how the combination of fast pulses with ideas from
optimal control allows for efficient and fast cooling of mechanical oscillators. This
scheme utilizes cavity dynamics that proceed faster than the cavity lifetime 1/κ,
which is achieved via short pulses and interference between the time-dependent
intra- and extra- cavity fields [65]. The pulsed laser sequence creates an approx-
imation to the beam-splitter operator xmxc + pmpc ∝ ab† + a†b, where a is the
annihilation operator of the cavity, b is the annihilation operator of the mechan-
ical oscillator and x, p are the quadrature operators of the cavity (c) and of the
mechanical oscillator (m). The strength of the desired Hamiltonian is only limited
by the strength of the pulses and not by a natural frequency of the system such
as the mechanical frequency. Use of analytical tools and optimal control, which is
a combination of BFGS [66] and simulated annealing [67], are applied to engineer
an efficient and fast cooling cycle. The scheme is shown to be applicable in both
the good cavity (κ
ν
< 1) and the bad cavity (κ
ν
> 1) limits. This contributes to
generating an efficient scheme that can be implemented in an experiment.
First, a summary of the physical setting is presented in §4.2. The scheme is
93
94 Chapter 4. Fast Cooling of Optomechanical Systems
explicited for both the linear (§4.3) and the non-linear (§4.4) regimes. In §4.5 the
feasibility of the scheme in experiment is assessed.
4.2 Physical Setting
As was introduced in §2.1.2, cavity optomechanical systems fundamentally involve
an optical cavity field which couples to a mechanical resonator due to radiation
pressure. The notation of that section is followed here. The Hamiltonian corre-
sponding to this system was presented in eq.(2.15) and is recalled here with more
convenient phases at origin:
H = ~∆a†a+ ~νb†b+ ~g0a†a(b† + b) + ~Ω(a†e−iφ + aeiφ). (4.1)
The complete optimization in the non-linear regime is challenging. Hence we
are now breaking the problem down into more readily treatable units. First, in
the limit where g0  ν, we consider a linearized problem for which optimization
is straightforward. A pulse sequence is proposed in this section that efficiently
adds a red sideband operator to the Hamiltonian. The so determined coupling
rates will determine the required cavity photon number and will thus constitute a
first approximation to the required laser pulse sequence. This sequence can then
serve as a starting point for the final optimization in the fully non-linear setting.
Since this scheme makes use of rapidly changing driving, the usual procedure
presented in section (2.1.2) to linearize the Hamiltonian in eq. (4.1) cannot be
easily applied. It is necessary to introduce a frame co-moving with the state of
the cavity. This will correspond to an interaction picture with respect to the
non coupled part of the cavity Hamiltonian. In this frame the operator a is by
definition a small perturbation generated by the weak coupling parameter g0, and
this allows to drop the quadratic term of the coupling.
Starting with a simplified view of the cavity (limited to driving with φ = 0
only)
H = ~∆(a†a) + ~Ω(t)(a+ a†) (4.2)
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we derive the expectation value α of a(t)
a˙(t) =
i
~
[H, a] = −i∆a− iΩ(t),
α˙ = −i∆α− iΩ(t),
α(t) = α0e
−i∆t − ie−i∆t
∫ t
0
Ω(t′)ei∆t
′
dt′
≡ α0e−i∆t − f(t).
(4.3)
We apply a displacement, D = eα
∗a−αa† , to a state-vector ˜|Ψ〉 = D |Ψ〉, and derive
the transformed Hamiltonian H˜ by expanding the LHS of the Scro¨dinger equation
for the displaced vector, d
dt
˜|Ψ〉 = − i~H˜ ˜|Ψ〉. The result is
(α˙∗a− α˙a†) ˜|Ψ〉 − i
~
DHD† ˜|Ψ〉 = − i
~
H˜ ˜|Ψ〉, (4.4)
which implies
H˜ = DHD† + i~
(
α˙∗a− α˙a†)
= ~∆a†a+ ~|α|2∆ + 2~Ω(t) (α + α∗)
(4.5)
Turning our attention to the interaction term (which we ignored in the dis-
cussion above), one can show the coupling will be proportional to
g0a
†a+ g0
(
αa† + α∗a
)
(4.6)
Finally, note that the exercise above can be repeated for the dissipative sys-
tem, replacing eq.(4.3) with α˙ = −κα − i∆α − iΩ(t) and deriving the modified
Liouvillian L˜.
This new method of linearization yields the same form for the Hamiltonian as
the one presented in §2.1.2
H = ~∆a†a+ ~νb†b+ (g(t)a+ g∗(t)a†)xm, (4.7)
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where g(t) = i~g0e−i(∆−iκ)t
∫ t
0
Ω(t′)ei(∆−iκ)t
′
dt′ is the time integral of the driving
power times the nonlinear optomechanical coupling strength.
4.3 Linear Approach
The linear behavior of the dynamics admits the use of the covariance matrix
approach [39]. Decoherence effects from the coupling to the environment can
easily be monitored. We define the vector R ≡ (xc, pc, xm, pm)t so that the matrix
of covariances reads γi,j ≡ 2Re{〈RiRj〉 − 〈Ri〉 〈Rj〉}. Its equation of motion and
the matrices defining it are
d
dt
γ = Mγ + γ (M)T +
κ
2
P (4.8)
M = SV − κ
2
P (4.9)
P =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
 (4.10)
where V is the potential matrix (H = RTVR) and S is the symplectic matrix
S ≡

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 . (4.11)
In the analytical derivations the impulsive limit is going to be considered. In
this limit, the time evolution of the linearized coupling takes the form of short and
strong pulses and long waiting times in between pulses. Here the strength of the
pulses is assumed to be higher than any term in the Hamiltonian or the Lindblad
terms describing the dissipative dynamics. As a consequence, each pulse can be
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understood as a unitary transformation of the density matrix of the form
U = exp [−i<Gxcxm − i=Gpcxm] , (4.12)
where <G and =G stand respectively for the real and imaginary parts of the
complex dimensionless pulse strength G = g
tp
, where g is the absolute value
of the function g(t) and tp is the length of the pulse. Pulse sequences can be
described as a vector of pulses {g1, g2, g3, . . . } and their corresponding time vector
(t1, t2, t3, . . . ).
One can think of a pulse sequence where a pulse U1 is sent, the system is let
to evolve freely for a lapse of time tf and then a counterpulse (i.e., U2 = U
†
1)
is applied. An instance would be the pulse sequence {−gpcxm, 0, gpcxm} with
a time vector (tp, tf , tp). As was presented in §1.5.2, the total effect of such a
pulse-wait-counterpulse sequence is a transformation of the operators of the free
evolution. For U1 = exp [−iGpcxm], only the operators xc and pm will be affected,
since they are the only ones for which the commutator with the pulse operator
is not zero. Since [x, p] = i, this transformation is equivalent to the substitutions
pm → pm +Gpc and xc → xc −Gxm, thus obtaining the Hamiltonian
H = H0 + 2Gνpcpm − 2G∆xcxm. (4.13)
where H0 is the Hamiltonian in eq.(4.7) for G = 0. A further 4G∆xcxm pulse
can compensate for the sign difference of the coefficients of both terms. This way,
under the resonance condition ∆ = ν, a beam-splitter (red sideband) operator has
been generated. Another possibility is to set ∆ = −ν without the compensating
pulse. This will still create the beam-splitter operator, but the price to be paid
would be in a decreased rate that will be lowered by a factor of G
2
1+G2
. In a similar
way, without a compensating pulse, a blue-sideband operator can be generated
(xcxm−pcpm). The requirements on the laser power for this sequence to work can
be estimated to Ω  10ν2/g0, eq. (4.13), assuming one tenth of the pulse time
is allowed for the control variable to adopt a new value. This requirement can
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be considerably relaxed by the use of optimal control methods which also yields
higher cooling rates.
4.3.1 Optimizations Using Optimal Control
Optimizations have been implemented using optimal control techniques that nu-
merically search for variations of the analytical sequence that perform more ef-
ficiently for a particular set of parameters. We have taken multiple approaches
to the optimizations presented here: (a) initially optimizing on the pulse am-
plitude only and subsequently optimizing both amplitude and phase; (b) using
the analytically derived sequence as an initial point of the optimization (with
parametrization possibly extended to multiple applications of the theoretical se-
quence, all of which is then Trotterized); (c) ”pushing” sequences to shorted times
and / or higher dissipating cavities by a series of optimizations with increasingly
constraining parameters, where the result of optimization n serves as the initial
conditions for optimization n+ 1 and, of trivially (d) random starting conditions
and simultaneous optimization of all control parameters.
An example of such an optimal sequence has been obtained using the full range
of interactions, (Re[G]xc + Im[G]pc)xm, and is presented in fig. (4.1). Starting
with an initial phonon occupation of 100, and for κ = 0, we are able to achieve
a final occupation below 2 × 10−7 in 0.54 times the period of the mechanical
oscillator.
The cooling performance for a wide set of cooling sequences is presented in
fig. (4.2) - results of several covariance matrix optimizations for varying values of
the cavity decay rate κ, and compared to the results of the analytical sequence
without numerical optimization. All sequences take at most 0.8× 2pi/ν to reach
their lowest phonon number. All of the sets are initialized with 10 phonons and
allow for a maximal increase in the coupling control of 10ν. In all cases the
optimal control method obtains better results than the initial guess. Moreover
it can be seen that when the analytical pulse (eq. 4.13) was given as an initial
guess the final optimization results were significantly better.
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Figure 4.1: Sample pulse sequence optimized for the full linear interaction, with
initial phonon occupation of 100, Gmax = ν, achieving a final occupation below
2× 10−7.
4.4 Non-Linear Case
For systems with a strong coupling parameter g0 [68, 69], it is necessary to treat
the full nonlinear description of the coupling presented in eq.(4.1). Without fur-
ther modifications, this system provides a picture where the BCH approach used
above generates undesired terms that cannot be neglected. The fact that the
cavity couples quadratically to the mechanical oscillator makes the perturbations
insensitive to sign changes, so that the previously given pulse/counter-pulse pic-
ture does not help to overcome the undesired terms.
First let us analyze the effect that an analytical sequence equivalent to that
applied in the linear case would have in the non-linear approach. In this case a
pcxm pulse operator cannot be produced straight away, though, but only after a
BCH subsequence {−Ωxc, 0,Ωxc}. Already this introduces a mechanical driving
of the form g0(Ωtp)
2xm that cannot be countered by any sort of cavity driving.
The mechanical operators need then to be displaced, otherwise higher order terms
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Figure 4.2: Results of several covariance matrix optimization procedures. All
of them have an initial phonon occupation of 10, Gmax = 10ν. The red and
magenta data sets involve optimizations with random initial pulse-sequences, op-
timized with partial (xcxm-only) and full coupling respectively. Final temper-
atures achieved by sequences of 30 pulses (based on the four pulse analytical
formulations, repeated 7.5 times) are shown before and after optimization (blue
and cyan). Long cyclic sequences (300 pulses, 75 times the 4 pulse analytical se-
quence) are shown before and after optimization and are represented by the dark
and light green sets. A repetition of the last set before optimization for κ = 0
appears at the left axis of the plot.
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would be introduced.
A more delicate issue is the one associated to pulses of pairs of operators
involving both the cavity and mechanical oscillator. This generates cubic terms
in the position quadrature of the oscillator that renders it unstable. This is hence
the case when applying for a time t1 a nested BCH transformation for the pulse
2g0Ωtppcxm obtained during the subsequence. As shown for the linear case, this
is necessary in order to obtain the beam-splitter operator, and will imply the two
term substitutions xc → xc−Ωxm and pm → pm + Ωpc. Defining Ω′ ≡ 2g0Ωtp the
effective Hamiltonian then reads
H = H0 + 2~νΩ′t1pcpm − 2~∆Ω′t1xcxm
+~ν(Ω′t1)2p2c + ~∆(Ω′t1)2x2m
−2~g0Ω′t1xcx2m + ~g0(Ω′t1)2x3m.
(4.14)
The terms in the first line correspond to the beam-splitter operator when ∆ = ν.
The second line presents quadratic terms, for which a Bogoliubov transformation
would be in order to absorb them to the frequency terms of the original Hamil-
tonian (see appendix A). The cubic terms in the last line are proportional to g0.
In the case of systems with g0  ν, these terms can be neglected and hence the
linear approximation survives. In the regime treated in this section, however, g0
is not a small parameter and the cubic terms cannot be neglected.
Further modifications to the system are hence required in order to tackle this
situation. A double cavity approach is proposed [70, 71, 72] where the coupling
to the oscillator is of opposite sign for each mode. In Fabry-Perot cavity settings,
this corresponds to using the back of the oscillator as a mirror for a second cavity,
the layout is presented in fig. (4.3). On the one hand, this cancels the mechanical
oscillator driving by the opposite effect of the radiation pressures of each cavity.
On the other hand, it allows to distribute the coupling to the oscillator between
the two modes so that none of the two cavity modes is coupled quadratically to
the mechanical mode. The following is the Hamiltonian of the system without
102 Chapter 4. Fast Cooling of Optomechanical Systems
!"#$%&'('!"#$%&')'
*"+,-')' *"+,-'('
.,/0"1$/"2'
3+/$22"%3-'
Figure 4.3: Layout of the double cavity plus resonator system. The fact that the
cavity is accessed from opposite directions makes the coupling to the oscillator
be of opposite sign.
driving:
H0 = ~∆(a†1a1 + a
†
2a2) + ~νb†b+ ~
g0√
2
(a†1a1 − a†2a2)(b† + b), (4.15)
where the subscript distinguishes the two cavity modes and ∆ is the detuning for
both sides of the double cavity. As discussed above, the pulsing rate is assumed
to be larger than the decay rate of the cavity modes and the objective is to beat
the heating rate of the resonator. Therefore, the incoherent dynamics will be
neglected in this section. The definition of symmetric and antisymmetric modes
simplifies the analytical procedures
aa =
1√
2
(a1 + a2),
as =
1√
2
(a1 − a2),
(4.16)
so that the Hamiltonian becomes
H0 = ~∆(a†aaa + a†sas) + ~νb†b+ ~g0(xaxs + paps)xm. (4.17)
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It is possible to drive the symmetric or the antisymmetric mode and then effec-
tively engineer the linear transformation between the mechanical oscillator and
the other mode. After the full sequence is implemented, a Trotter decomposition
is useful to counter undesired driving terms of the cavity.
The BCH transformation {−Ωxa, 0,Ωxa} would generate the Hamiltonian
H = H0 + ~g0Ωt1psxm + 2~∆Ωt1pa. (4.18)
Instead of restricting to free evolution between the two pulses, it is useful to also
drive the cavity during this time segment with a pa pulse so that the coefficient of
the last term can be controlled at will. By defining this pulse as −(α+ 2)∆Ωt1pa
the last driving ends up becoming
H = H0 + ~g0Ωt1psxm − ~α∆Ωt1pa. (4.19)
The following list denotes the proposed driving sequence for the cavity, where
the notation indicates a nested BCH transformation:
{{−Ωxa, βpa,Ωxa}, 0, {Ωxa, βpa,−Ωxa}}, (4.20)
where β ≡ −(α + 2)∆Ωt1 and the time vector is
((t1, tf , t1), t
′
f , (t1, tf , t1)) (4.21)
with t2 ≡ t1 + tf + t1 and t3 ≡ 2t2 + t′f .
Taking Ωt1  1, H0 in eq.(4.19) can be neglected. The inverted transfor-
mation {Ωxa, 0,−Ωxa} together with the inverted cavity driving during the free
evolution will generate the same expression with opposite sign, so that these
highest order terms can be interpreted as a pulse in a further BCH transforma-
tion. This nested transformation of pulse duration t2 results in the substitutions
xa → xa+α∆Ωt1t2, xs → xs−g0Ωt1t2xm and pm → pm+g0Ωt1t2ps. For simplicity
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the definition τ1 ≡ Ωt1t2 is used
H = H0 + ~(α− 2)g0∆τ1xsxm + 2~g0ντ1pmps
+~νg20τ 21 p2s − 3~∆g20τ 21x2m − ~τ1g20xax2m
+2~ατ1∆2xa.
(4.22)
This Hamiltonian presents an xsxm and a pspm term with the same coefficient if
the resonance condition ∆ = 2ν/(α − 2) is met. For a driving where α = 4 the
resonance condition is ∆ = ν, which is important in experimental layouts where
the strength of the beam-splitter operator would be limited to a value of order ν
in order to facilitate full energy transfer. In the end of the sequence a xa pulse of
area −2ατ1t3∆2 can counter the last term in eq.(4.22). In order for this to be as
effective as possible it is advisable to perform a Trotter decomposition between
the full sequence and the driving.
The rest of the terms are negligible: the one proportional to xa is kept to a
minimum thanks to the counter-driving of xa (as mentioned at the end of the last
paragraph), and the two quadratic terms can be absorbed into the corresponding
frequency terms by means of a Bogoliubov transformation (see appendix A). This
transformation leaves the xsxm+pspm operator invariant. Nevertheless it is worth
pointing out that quadratic terms are proportional to g20τ
2
1 , i.e., they are only
going to be relevant for high laser powers. In order to cool faster than the trap
frequency the following inequality has to be satisfied: Ωg0 > 10
2ν2 (when all the
ti’s are of the same order of magnitude and are taken to be one order of magnitude
smaller than the mechanical oscillation period). This requirement results from eq.
4.22 by demanding that the pre-factor of the beam-splitter operator (xsxm+pspm
term) equals ν. As compared to the values obtained for the linear approach, its
requirements are less challenging for the reason that the control variable is here a
direct physical parameter and not a time integral of it, so sudden changes in the
control variable translate to very steep increases in the physical control. Finally,
note that in the non-impulsive limit (i.e. when ΩxH0 is false), as the free
Hamiltonian is present while pulsing, one may do without the periods of free
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Figure 4.4: Energy of the mechanical oscillator and the symmetric cavity mode
as a function of time.
evolution, as all terms required for the commutation relations to generate the
cooling operator are present; pre-factors in this case will be obviously different.
In order to have a better understanding of the effects of the nonlinear terms, a
numerical simulation of the presented pulse sequence has been performed and the
energy swapping between the oscillator and the symmetric cavity mode is shown
in fig. (4.4) and has been verified to ensure a complete anti-Stokes process, i.e.
coherent state swapping.
4.5 Experimental Feasibility and Verification
We will finally discuss the feasibility of our pulsed scheme for current optome-
chanical systems. To obtain a laser cooling rate Γ beyond the limitation of con-
tinuous sideband-cooling, i.e. Γ > ν, readily available experiments are sufficient:
for an optomechanical Fabry-Perot cavity one can easily obtain ν = 2pi106 Hz,
meff = 5 × 10−11 kg and κ = 0.75ν [24, 28], which yields g0 = 75 Hz  ν and
hence satisfies the linear regime of pulsed laser cooling (we have assumed a cav-
ity length l = 10−2 m and an optical pump wavelength λ = 1064 nm). Typical
cooling rates that have been achieved thus far in this regime are on the order of
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Γ = 3×10−3ν [24]. In contrast, by using optimal control we can design a 10-pulse
cooling sequence of total duration 0.75 2pi
ν
and pulse energies of ≈ 40 nJ per pulse
to obtain a cooling rate Γ = 1.3 ν. Since here each pulse lasts 0.75µs, such pulse
energies can be created directly from amplitude modulating an 0.5W continuous
laser beam. For an initial temperature of T = 1K and γ ≈ 600Hz (Q = 2× 104)
this sequence will already reach mechanical thermal occupancies on the order of
nf ≈ 0.1.
As a second example we consider an optomechanical Fabry-Perot double mi-
crocavity with ν = 2pi104 Hz, meff = 10
−10 kg, κ = 2 × 105 ν and individual
cavity lengths L1 = L2 = 4λ, as has been suggested in [73]. The resulting
g0 = 10
6 Hz > ν satisfies the nonlinear regime of pulsed laser cooling. Using the
analytically derived BCH sequence, our method requires a set of laser pulses of
length  50 ps with a maximal peak power of 1 kW, which is a readily available
technology for example in form of Q-switched lasers. This will result in a net
cooling rate Γ = 104 ν. For γ ≈ 1, i.e. a Q-factor of 6 × 104, this would already
allow cooling to the quantum ground state starting from room temperature.
4.6 Conclusions
A novel pulsed cooling method for mechanical oscillators has been introduced in
this chapter. It surpasses the intrinsic limit of conventional continuously pumped
cooling in the intensity of the pump. This scheme is based on generating a
specific optomechanical interaction, here the beam-splitter (cooling) interaction,
by quantum interference of successive pulses. While already a simple analytical
approach provides otherwise unachievable cooling rates Γ > ν, the use of optimal
control methods can significantly enhance these rates even further. We have also
shown that already current optomechanical configurations could achieve dramatic
improvements in their experimental performance. In a similar way as presented in
this work it is possible to generate a rich class of optomechanical interactions, for
example the downconversion (entangling) interaction xcxm−pcpm or various non-
linear terms. This establishes a new and complete tool kit for fast preparation
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and manipulation of optomechanical quantum states and may very well provide
a route towards room temperature quantum optomechanics.

Chapter 5
Squeezing and Purification of
Nano-Resonators
5.1 Introduction
Pulsed driving of cavities yields a new operative technique that offers a plethora
of new possibilities and conspicuously relaxes the experimental limitations, as
is presented in chapter 4. Cooling under this regime has been analyzed and
shown to be a promising technique [75]. In addition, optimal control improves
the efficiency of this scheme for non-equilibrium results with promising results for
optomechanical systems.
After reaching the ground state, squeezing represents the simplest form of
non-classicality that can be produced in such systems and is also a tool for pre-
cise measurements [76]. In continuous driving methods, the use of squeezed or
modulated input light [77, 78] or the use of back-action evading measurement [79]
have been shown to produce some degree of squeezing. Mechanical Parametric
Amplification (MPA), which has its ion trapped analogon in [80], is presented for
the case of optomechanical systems in [81]. Together with a detuned version of
that which uses measurement and feedback [82], they constitute clear represen-
tatives of the big effort put behind finding simple and effective ways of obtaining
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squeezed motion.
In this chapter a method is presented that generates highly pure and squeezed
states of the mechanical oscillator by use of pulsed driving of an optical cavity
coupled to it and measurement of the cavity light. Strong and rapid pulses couple
the dissipative terms of cavity and oscillator in such a way that coherences in the
position of the mechanical oscillator are lost. Continuous measurement of the
cavity light yields information about the position of the oscillator, decreasing its
position uncertainty unboundedly due to the lack of coherences.
This approach turns out to be an effective cooling scheme even in the bad-
cavity limit and the values of squeezing it can reach are proportional to the
strength of the linearized interaction, highly improving the predicted limit of
3dB for mechanical parametric amplification [81]. Following an outline of the
physical settings (§5.2) as well as the basic physical mechanism underlying the
scheme (§5.3, §5.4 and §5.5), we demonstrate its efficiency in detailed numerical
simulations(§5.6, §5.7). We finish the presentation with a discussion of the real-
izability of this scheme for state of the art technology which can be achieved by
minor modifications of current experimental set-ups (§5.8).
5.2 Physical Setting and Mechanism
As in the previous chapter, we consider an optomechanical system composed of
a mechanical nano-oscillator of frequency ν and annihilation operator b that is
coupled to a cavity field of high frequency ω and annihilation operator a. The
cavity mode is characterized by a relaxation timescale κ, whereas the mechanical
mode is subject with strength γ to an environmental bath of temperature nm.
The cavity mode is driven by a detuned laser field of frequency ωl with a time
dependent strength Ω(t) and phase φ(t). The cavity field exerts radiation pressure
on the mechanical mode with a coupling rate g0. Let us recall the linear form of
the Hamiltonian (4.7)
H = ~∆a†a+ ~νb†b+ (g(t)a+ g∗(t)a†)xm, (5.1)
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where g(t) = i~g0e−i(∆−iκ)t
∫ t
0
Ω(t′)eiφ(t
′)ei(∆−iκ)t
′
dt′ is the product of the coupling
rate g0 with the instantaneous cavity field neglecting the back action of the me-
chanics onto the field.
Throughout most of this chapter the impulsive limit is assumed. As was
introduced in the previous chapter, it allows us to neglect the free evolution and
the dissipative dynamics for the duration of a very strong and fast pulse. In this
limit, each pulse can be understood as a unitary transformation of the density
matrix of the form
U = exp [−i<Gxcxm − i=Gpcxm] , (5.2)
where <G and =G stand respectively for the real and imaginary parts of the
complex dimensionless pulse strength G = g
tp
, and tp is the length of the pulse.
Here we will consider the total effect of a pulse-wait-counterpulse sequence with
U1 = exp [−iGpcxm] the initial pulse. It is shown in §1.5.2 and §4.3 that this is
equivalent to a unitary transformation of the free Hamiltonian. For instance, it
transforms the annihilator of the cavity mode as a→ a+√2Gxm.
Let us analyze what effect such a transformation would have on the cavity
Lindbladian. The free Lindbladian can be expressed as
Lc0 = κ
2
[
2aρa† − a†aρ− ρa†a] . (5.3)
After the transformation the following two additional terms will appear
Lc1(ρ) =Gκ
2
[
2aρxm + 2xmρa
† − xmxcρ− ρxmxc
]
,
Lc2(ρ) =G2κ
2
[
2xmρxm − x2mρ− ρx2m
]
.
(5.4)
For |G|  1 and 〈a†a〉 ≤ 〈x2m〉, the term Lc2 is dominant. It generates
diffusion of the mechanical oscillator position [83]. Lc2 tends to eliminate the co-
herences in position while having no effect in the diagonal terms. In the timescale
2(κG2)−1 the mechanical oscillator state is diagonal in the position representa-
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tion, that is, the oscillator can be thought of as an ensemble of infinitely localized
oscillators. A continuous measurement of the position of the oscillator is going
to collapse its wavefunction gradually towards an asymptotic state |x〉, that is,
a highly squeezed, highly pure state. As shown below, a continuous homodyne
measurement of the cavity field is transformed by the pulse-counterpulse scheme
into a measurement of xm enhanced by the factor
√
2G.
5.3 Theoretical Treatment
The linear behavior of the dynamics admits the use of the covariance matrix
approach [39] as was introduced in the previous chapter. Let us recall the defi-
nition of the vector R ≡ (xm, xc, pm, pc)t so that the matrix of covariances reads
γi,j ≡ 2Re{〈RiRj〉 − 〈Ri〉 〈Rj〉}.
In the treatment of this chapter, the heatbath of the mechanical oscillator is
going to be included. It is described by the Lindbladian
Lm0 = γ
2
(nm + 1)
[
2bρb† − b†bρ− ρb†b]
+
γ
2
nm
[
2b†ρb− bb†ρ− ρbb†] . (5.5)
As a way to measure the light coming out of the cavity (mode a) homodyne
detection of the position quadrature is performed. For some conditions on the
light of the local oscillator the mode a is superposed to, the following stochastic
master equation describes the density matrix of the system conditioned to a
particular measurement outcome [84]
Lρc = Ldetρc + Lsto0ρc, (5.6)
where
Ldet(ρc) = −i[H, ρc] + Lc0(ρc) + Lm0(ρc),
Lsto0(ρc) = ηdξ
√
κ
(
aρc + ρca
† − 〈a+ a†〉 ρc) . (5.7)
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Here η is the measurement efficiency that ranges between 0 and 1, and dξ is the
time derivative of the Wiener increment dW , which is a random Gaussian variable
of width
√
dt. Ldet is the deterministic evolution including the coherent evolution
and the cavity and oscillator decoherence terms.
It is possible to numerically simulate this stochastic equation to first order by
substituting the Wiener increment by a random Gaussian number generator and
making the time step adequately small. Simulation to higher orders requires the
use of specific algorithms that satisfy the rules of Ito¯ calculus [85].
Apart from the terms in eq.(5.4), the effect of the pulse-counterpulse sequence
introduces now this additional term in the stochastic master equation (5.6)
Lsto1(ρc) = ηdξ
√
2κG (xmρc + ρcxm − 2 〈xm〉 ρc) , (5.8)
which corresponds to a measurement of the position quadrature of the mechan-
ical oscillator. In the limit where |G|  1 and 〈a†a〉 ≤ 〈x2m〉 this results in a
big enhancement of the measurement of the mechanical oscillator by means of
homodyne detection of the cavity light.
The matrix form of the equation of motion of γ is derived below. The stochas-
tic term of the master equation translates into a quadratic term so that
d
dt
γ = γQγ +Mγ + γ (M)T + P. (5.9)
This is a Riccati algebraic equation, which has been widely studied due to its
importance in control theory [86], and a numerical solution is possible.
5.4 Equation of Motion of the Moments
Here we offer the derivation of the equations of motion for the first and sec-
ond moments of the stochastic evolution of the conditioned system. The master
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equation for the conditioned density matrix ρc is
d
dt
ρc = − i~ [H, ρc] + Lc0(ρc) + Lm0(ρc) + Lsto0(ρc), (5.10)
with the terms as defined in the main text.
The equation of motion of the expected value of an operator Fˆ is
d
dt
〈
Fˆ
〉
c
=
d
dt
Tr[Fˆ ρc] = Tr[
∂
∂t
(Fˆ )ρc] + Tr[Fˆ ρ˙c]. (5.11)
We are interested in the first and second moments of vector R ≡ (xm, xc, pm, pc)t.
These are time independent operators, so their first moments are
d
dt
〈Rj〉c = Tr
[
Rj
d
dt
ρc
]
. (5.12)
Second moments are best computed for operators with vanishing first moments,
i.e. r ≡ R− 〈R〉c. The covariance matrix γ is defined as
γi,j ≡ 2Re
{〈rirj〉c}
= 2Re
{〈RiRj〉c − 〈Ri〉c 〈Rj〉c} . (5.13)
The rules of Ito¯ calculus establish that dW 2 = dt. This implies that differential
equations are in general nonlinear and that quadratic terms need to be considered.
The differential equation of the conditioned covariance matrix is derived as
d
dt
γi,j =
d
dt
2Re
{〈RiRj〉c − 〈Ri〉c 〈Rj〉c}
= 2Re
{
d
dt
(〈RiRj〉c)− ddt (〈Ri〉c) 〈Rj〉c
−〈Ri〉c
d
dt
(〈Rj〉c)− ddt (〈Ri〉c) ddt (〈Rj〉c)
}
.
(5.14)
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The linear terms,
d
dt
γi,j
∣∣∣∣
lin
=
d
dt
(〈RiRj〉c)
− d
dt
(〈Ri〉c) 〈Rj〉c − 〈Ri〉c
d
dt
(〈Rj〉c) , (5.15)
only involve the deterministic dynamics of the Liouvillian in the case of Gaussian
states. This is so because Lsto couples the first order terms to the third moments
of r, and it is known that the even moments of Gaussian states vanish. Therefore,
the derivation of these terms of the equation of motion of the covariance matrix
don’t differ from those of a deterministic Liouvillian. The corresponding equation
of motion is
d
dt
γ = Mγ + γ
(
MT
)
+
κ
2
Pc +
γ
2
(2nm + 1)Pm, (5.16)
with M = SV − κ
2
Pc− γ2Pm where V is again the potential matrix (H = RTVR),
S the symplectic matrix and
Pc ≡

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
 , (5.17)
Pm ≡

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 . (5.18)
The second order term,
d
dt
γi,j
∣∣∣∣
qua
= − d
dt
(〈Ri〉c)
d
dt
(〈Rj〉c) , (5.19)
only involves the stochastic part of the Liouvillian, Lsto, since it is the only
quadratic order term that remains first order in dt.
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The effect of Lsto on the first moments can be derived
d
dt
〈Rj〉c
∣∣∣∣
sto
=dξ
√
κTr
[
Rj
(
aρc + ρca
† − 〈a+ a†〉
c
ρc
)]
=dξ
√
κ
(
〈Rj (a− 〈a〉c)〉c +
〈(
a† − 〈a†〉
c
)
Rj
〉
c
)
=dξ
√
κ
2
(〈rj (r2 + ir4)〉c + 〈(r2 − ir4) rj〉c)
=dξ
√
κ
2
(
γj2 + i 〈[rj, r4]〉c
)
=dξ
√
κ
2
(γj2 − δj2)
(5.20)
where we have used a = 1√
2
(xc + ipc), the Kronecker delta δij and 〈Rjri〉 = 〈rjri〉
because 〈ri〉 = 0.
The second order term 5.19 can now be expressed as
d
dt
γi,j
∣∣∣∣
qua
= −κ
2
(γj2 − δj2) (γi2 − δi2) . (5.21)
In terms of matrices, this is equivalent to
d
dt
γ
∣∣∣∣
qua
= −κ
2
(γQγ −Qγ − γQ+Q) , (5.22)
with
Q ≡ −

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 . (5.23)
A numerical simulation has been performed with eqs.(5.16) and (5.22), based
in the master equation (5.10). A random run showing the effect of the stochastic
measurement terms in 〈xm〉c together with the squeezing on that quadrature is
presented in fig.(5.1). It is clear how the squeezing increases very rapidly. In
turn, this makes the oscillatory behavior of 〈xm〉c clearly visible after a very short
noisy initial trajectory.
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Figure 5.1: First moment of the oscillator’s position quadrature and squeezing
thereof as a function of time for the conditioned state of the system. Initially,
the mechanical oscillator is in a thermal state with a mean of 20 phonons and
the cavity mode is in the vacuum state. The system parameters take the values
∆ = ν, κ = ν, G = 2ν and γ = 0 with perfect measurement efficiency. The
noisy initial behavior of 〈xm〉c rapidly fades as a result of the fast squeezing of
the quadrature.
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5.5 Transformed Liouvillian
The transformation applied to obtain (5.4) also affects the rest of the terms in
Ldet in eq.(5.6). If the pulses are sent with a detuning ∆ = ν, the transformed
Hamiltonian looks like
H ′ =H0 +H1 +H2,
H0 =~νa†a+ ~νb†b,
H1 =~νG (xcxm − pcpm) ,
H2 =~νG2(x2m + p2c).
(5.24)
H1 is a two mode squeezing operator, and it introduces heating in the system for
G ≤ ν. This can be solved by applying a short pulse U3 of strength −2Gνtfxcxm
where tf is the time during which the system has been left to evolve freely between
the pulse and the counterpulse. To avoid destabilization in the system, tf cannot
be longer than the time that the blue-sideband needs to affect the system, i.e. 2pi
Gν
.
Trotterization can be used to avoid high order terms due to the non commutativity
of the free evolution and the pulse. This will yield a beam splitter operator
instead, which guarantees the stability of the Hamiltonian at large coupling. H2
are squeezing terms that contribute positively to the squeezing generated by the
diffusion terms. After the Trotterization, the effective Hamiltonian Heff will have
a modified H1 term
Heff = H0 +H
′
1 +H2, (5.25)
with the form of a beam splitter operator
H ′1 = ~νG (xcxm + pcpm) (5.26)
The case for Lm can be similarly shown to yield the following additional terms
Lm1(ρ) = Gγ
2
nm
[
2b†ρpc + 2pcρb− pcxmρ− ρpcx†m
]
+G
γ
2
(nm + 1)
[
2bρpc + 2pcρb
† − pcxmρ− ρpcxm
]
,
Lm2(ρ) = G2γ
2
(2nm + 1)
[
2pcρpc − p2cρ− ρp2c
]
.
(5.27)
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All this allows us to define an effective Liouvillian
Leff (ρc) = Leffdet (ρc) + Leffsto (ρc), (5.28)
with a derministic part
Leffdet (ρc) = −
i
~
[Heff , ρc]
+ Lc0(ρc) + Lc1(ρc) + Lc2(ρc)
+ Lm0(ρc) + Lm1(ρc) + Lm2(ρc),
(5.29)
and a measurement part
Leffsto (ρc) = Lsto0(ρc) + Lsto1(ρc). (5.30)
In terms of covariance matrices, this yields a deterministic, time independent
evolution that allows it to obtain steady state solutions.
To further comprehend the effect of the cross terms Lc1 and Lm1, let us discuss
their effect in the limit of large driving |G|  1. As mentioned above, Lm2
rapidly diagonalizes the density matrix in the basis of the operator pc. After the
coherences vanish, the result can be derived that
Lc1(ρ)→ iG κ√
2
[pcxm, ρ] ,
Lm1(ρ)→ iG γ√
2
[pcpm, ρ] .
(5.31)
In essence, they introduce a modification of the term H1. This can be corrected
by the corresponding adaptation of U3, so that the coherent coupling of both
modes remains a beam splitter operator.
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5.6 Purity
In the case of sideband cooling or for our proposed scheme without measurement,
Lyapunov differential equations describe the evolution of second order moments
and hence an analytical expression of its steady state is derivable. The symplectic
mean is a measure of purity for the mechanical mode that can be extracted from
the total covariance matrix whose definition is
nth ≡
√
det[γm], (5.32)
where det[X] is the determinant of a matrix X and γm is the reduced covari-
ance matrix for the mode m, i.e., (γm)i,j ≡ 2Re{〈RiRj〉 − 〈Ri〉 〈Rj〉} with R ≡
(xm, pm)
t. Due to invariance of the determinant under symplectic transforma-
tions, nth is equivalent to the geometric mean of the two symplectic eigenvalues
of γm. As a consequence, its values range from 0.5 for pure states to infinity for
the totally mixed state. For thermal states, this measure is approaches the mean
occupation number of the mode, which is the reason for the choice of notation.
The symplectic mean is unaffected by squeezing, so it constitutes an independent
measure of the cooling capabilities of the scheme irrespective of its squeezing
power.
The symplectic mean of the mechanical oscillator can be computed analyti-
cally for the case of sideband cooling (SB) and pulsed cooling without measure-
ment (P). They yield the results
nthSB =
√
n2k +G
2nk(4nk − 1) ν
2
κ2 + 4ν2 − 4G2ν2
nthP =
√
n2k +
G2
16
nk,
(5.33)
where nk =
1
2
+
(
κ
4ν
)2
. Sideband cooling breaks down when the strength of
the coupling approaches the value G =
√
1 + κ
2
4ν2
. At that point the two mode
squeezing operator is too strong and destabilizes the system. Already without
measurement, the pulsed regime explicitly avoids the resonance of this operator,
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thus allowing for the use of higher driving strengths, as was predicted in [75].
Nevertheless, the effect of the cavity linewidth generates uncertainty in the tran-
sition, so even if it coherently appears as a cooling effect, energy uncertainty of
the levels will generate some heating. The term proportional to G2 for the pulsed
scheme relates to the diffusion generated by Lc2, which expands the uncertainty of
the quadrature pm. Even in the limit of no diffusion (G 1), the line broadening
limits the effectiveness of this scheme for highly dissipative systems.
The addition of measurement to the system breaks this limit deterministically
in the steady state. Highly pure states are obtained this way, closer to the ground
state than sideband cooling by many orders of magnitude for most parameter
regimes. To show this, the effective Liouvillian of eq.(5.28) has been used to
obtain numerically the symplectic mean of the steady state of the mechanical
oscillator. The results for different values of the coupling strength G and for
different measurement efficiency values is presented in figure (5.2). As compared
to the results without measurement it shows a much better performance even for
the chosen κ = 10ν. In addition, it shows a high robustness to measurement
inefficiency for G ≥ ν.
5.7 Squeezing
In the limit of large coupling, the scheme selects in the steady state one eigenstate
of the mechanical position quadrature. In the limit of perfect measurement, this
becomes asymptotally an infinitely squeezed state. The uncertainty reduction of
the position quadrature is proportional to the coupling strength. Therefore, only
experimental constrains of the coupling strength impose a limitation on the reach-
able squeezing, both in the maximum laser power available and the measurement
efficiency. Including deviations from the impulsive limit, realistic predictions of
the reachable squeezing can well overcome the limit of 3dB predicted in the case
of mechanical parametric amplification. With the steady state covariance ma-
trix obtained from eq.(5.28), the value of squeezing on the position quadrature
of the mechanical oscillator computed as −10 log(2∆xm) has been obtained for
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Figure 5.2: Comparison of cooling performance for different values of measure-
ment efficiency in the bad-cavity regime, i.e. κ = 10ν. The steady state symplectic
mean of the oscillator is plotted as a function of coupling strength. Even for small
values of detection efficiency it is possible to reach a highly pure state in a regime
where the scheme without measurement cannot reach the ground state.
different coupling strengths and measurement efficiencies. Figure (5.3) shows the
results and compares it to the steady value obtained for the case without mea-
surement for a bad cavity (κ = 10ν). It clearly shows that, in the impulsive
limit, the squeezing values obtained can be very large and they are very robust
to measurement inefficiencies.
5.8 Experimental Feasibility and Verification
In general, pulse times an order of magnitude below the free time evolution can
be considered a very good approximation to the impulsive limit. This indicates
that, in order to obtain coupling strengths G larger than one, it is necessary that
g > 13
2pi
ν. For highly dissipative cavities, g ' Ω, which means that the impulsive
limit is attainable with laser drivings on the order of ν.
We will finally discuss the feasibility of our pulsed scheme for current optome-
chanical systems. Let us utilize the same experimental values that were used in
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Figure 5.3: Variance of the position quadrature of the oscillator as a function of
coupling strength for several measurement efficiency values and in the bad-cavity
regime (κ = 10ν). Even poor values of measurement efficiency efficiently generate
squeezing values proportional to the coupling strength G. The result for the case
without measurement shows a very large value of the variance, larger than κ
2
16ν2
,
indicative that it is a thermal state with a mean phonon number of about 5×102.
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§4.5: ν = 2pi106 Hz, meff = 5 × 10−11 kg and κ = 0.75ν [24, 28], which yields
g0 = 75 Hz  ν and hence satisfies the linear regime of pulsed laser cooling
(we have assumed a cavity length l = 10−2 m and an optical pump wavelength
λ = 1064 nm). In this system, it would be possible to reach a deviation from
purity of 10−2 and squeezing values of 10dB for laser powers of 1mW.
5.9 Conclusions and Outlook
A novel pulsed method for purification and squeezing of mechanical oscillators has
been introduced which surpasses the intrinsic limit of conventional continuously
driven methods. Quantum interference of successive pulses couples the dissipative
dynamics of the cavity and the oscillator so that it is transformed in a mixture
of eigenstates of its position. Measurement collapses the classical uncertainty,
leaving a highly pure and squeezed state, not in the non-equilibrium regime but
as a steady state.
The possibility to modify the pulse sequence to obtain tailored dissipation and
coherence terms that would deterministically drive the system towards a desired
state opens the way to novel controlled operation of these systems.
Chapter 6
Concluding Remarks and Outlook
This thesis has presented novel schemes for cooling and manipulation of quantum
systems that go far beyond the capabilities of the current method of choice, side-
band cooling. Quantum interference has been shown to enable flexible operation
of various systems. It has been applied in several forms and aspects to accelerate
cooling schemes or even make them possible in settings were sideband cooling
fails.
On the one hand, dark states in three level systems have been tailored to cancel
the main sources of heating in atom and laser cooling. It is a relevant insight that
two dark states are possible within a three level system, where common intuition
and past studies assume the relationship that n levels can generate up to n − 2
independent dark states.
On the other hand, pulsed driving of cavities has been shown to present a new
and flexible approach that opens a plethora of new possibilities in the control of
mechanical oscillators. Techniques for the unitary transformation of Hamiltonians
and dissipative dynamics make it possible to generate designer Liouvillians that
can be used to drive the state of macroscopic mechanical oscillators at will. It
can also be applied to enhance the efficiency of continuous measurement.
This set of techniques has been applied to the goal of reaching the ground state
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of particles or a highly pure and squeezed state. The motivation in mind is to
gain access to the quantum regime in a stable and reliable manner. The range of
possibilities that these techniques opens is nonetheless much broader. With a few
ingredients, it has been shown how quantum interference can be used to cancel
undesired processes. This approach can select any linear operation available in the
system. The door is then open to the performance of simple quantum algorithms
or the generation of special states. For instance, the implementation of an intense,
continuous source of opto-mechanical entanglement is a direct possibility from
this very set of tools that would directly complement the implementation of the
cooling operator.
The range of possibilities can be enhanced by the incorporation of nonlinear
interactions. Second orders on the Lamb-Dicke parameter expansion or the use
of semi-transparent membranes in the place of perfectly reflecting mirrors would
allow for a much richer range of interactions. The control space of such sys-
tems would span a much higher dimensionality and it would be possible to select
particular processes within this space.
The fact that not only coherent processes described by the Hamiltonian but
also dissipation processes can be modified makes this an even more promising
toolkit. Control can be extended to the steady state level so that very particular
final states can be reached which are stable by nature.
All in all, this thesis has analyzed techniques that are hopefully going to
encourage an expansion of the paradigm in the experimental arena. It opens new
paths to thorough exploration that make currently available quantum systems an
overtly diverse tool.
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