Abstract Let A be the adjacency matrix of a graph Γ . The nullity of A (that is, the dimension of the nullspace of A), when viewed as a matrix over a field of prime characteristic p, is called the p-nullity of Γ . We present several families of arc-transitive graphs with arbitrarily large p-nullity. We also show that the p-nullity of a vertextransitive graph of order a power of p is zero, provided that the valency of the graph is coprime to p.
Introduction
Spectral graph theory is a well-developed area of research with fascinating applications in other areas of graph theory. In view of the vast amount of work done in this field, it is somewhat surprising that the spectrum of a graph is almost exclusively studied over a field of characteristic zero. There are at least two exceptions. Namely, in [3, 4] and [12] , the rank of the adjacency matrix of a graph over the field of order 2 is used to bound its chromatic number. Furthermore, in the theory of association schemes and coherent configurations, the adjacency matrix of graphs and designs is studied in detail over an arbitrary field to deduce some important facts about special families of graphs, for example strongly regular graphs. For this remarkable aspect of spectral graph theory, we refer the reader to [2, 6] and to the excellent recent survey article [5] .
Our original motivation for this investigation was a seemingly unrelated question about the order of vertex-stabilisers in arc-transitive graphs [10] . The proof of a critical result required the existence of certain families of arc-transitive graphs with adjacency matrices having arbitrary large nullity over the field with p elements. However, whilst searching for such graphs, the authors became fascinated by the topic and its plentiful connections with other areas of mathematics, ranging from projective geometry to number theory. The aim of this paper is thus two-fold; first, to convey some of our fascination and perhaps initiate further research in this area and, second, to construct a family of graphs solving our original problem. Before stating the main results, let us first introduce some notation which will be used throughout the paper.
Unless otherwise noted, graphs are finite and simple. Let Γ be such a graph. An s-arc of Γ is a sequence α = (v 0 , . . . , v s ) of s + 1 vertices of Γ such that each two consecutive vertices are adjacent and each three consecutive vertices in the sequence are pairwise distinct. A 1-arc is simply called an arc.
Let G ≤ Aut(Γ ) be a group of automorphisms of Γ . We say that Γ is G-vertextransitive or G-arc-transitive if G acts transitively on the vertices or the arcs of Γ , respectively. Similarly, we say that Γ is (G, s)-arc-transitive if G acts transitively on the set of s-arcs of Γ . We also say that Γ is (G, s)-arc-regular if G acts regularly on the set of s-arcs of Γ . When G = Aut(Γ ), the prefix G in the above definitions is usually omitted.
Let p be a prime, let F be a field of characteristic p and let A be an integer-valued matrix. Taking A over F simply means reducing the entries of A modulo p. Note that this does not depend on the choice of F. The rank of A over F will be called the p-rank of A. Define the p-rank of a graph to be the p-rank of its adjacency matrix. Recall that the nullity of a matrix is the dimension of its nullspace. In an analogous manner as above, we define the p-nullity of an integer-valued matrix and of a graph.
Definition 1
Let p be a prime and let F be a class of graphs. If, for every integer M, there exists a graph Γ of F with p-nullity at least M, we say that F has unbounded p-nullity.
In this paper, we exhibit a few interesting such classes of graphs, which are summarised in the following theorem. Here are a few comments on the above theorem. First, note that part (3) improves part (1) for the class of arc-transitive graphs. Similarly, part (2) improves parts (1) and (3) but only for p = 2 and d = 3, respectively. Part (4) is the result needed to solve the problem which originally motivated our investigation. Let us briefly present this problem and its connection with the above theorem.
For a G-arc-transitive graph Γ and a vertex v ∈ V (Γ ), let G
Γ (v) v
be the permutation group induced by the action of the stabiliser G v on the neighbourhood Γ (v) of the vertex v. A transitive permutation group L is said to be graph-restrictive [11, Definition 2] provided that there exists a constant c(L) such that, if Γ is a connected G-arc-transitive graph with G
By the classical result of Tutte on 3-valent arc-transitive graphs [15] , transitive permutation groups of degree 3 are graph-restrictive (and the constant c(L) can be chosen to be 16). Similarly, it is well known that, with the exception of the dihedral group D 4 of degree 4, all transitive permutation groups of degree 4 or 5 are graph-restrictive (see [16] for example). When trying to extend the classification of graph-restrictive groups to permutation groups of degree 6, some key cases are: (i) the action of the alternating group A 4 on the six unordered pairs of a 4-set, (ii) the action of the symmetric group S 4 on the same six pairs and, (iii) the action of S 4 on the cosets of a cyclic subgroup of order 4. We are able to reduce the problem of proving that these permutation groups are not graph-restrictive to the problem of proving part (4) of Theorem 2 (see [10] for details).
Here is a brief summary of this paper. In Sects. 2 and 3 we give two simple constructions of 4-arc-transitive graphs proving parts (1) and (2) of Theorem 2. In Sect. 4, we set up some useful notation for graphs admitting a semiregular group of automorphisms. This is then used in Sects. 5 and 6 to prove, respectively, parts (3) and (4) of Theorem 2. Finally, in Sect. 7, we prove a remarkable result relating the p-nullity of a graph Γ to the p-nullity of the quotient of Γ by a semiregular group of automorphisms. As an application, we show that vertex-transitive graphs of valency d and order a power of p have trivial p-nullity if gcd(p, d) = 1.
Incidence graphs of projective planes
If there is no restriction on the valency, then it is not hard to exhibit examples of arc-transitive graphs with large p-nullity. Here is a well-studied example.
Proof of part (1) of Theorem 2 Let a ∈ N, let q = p a , and consider the incidence graph Γ a of the projective plane PG(2, q). The vertices of Γ a are the points and the lines of PG(2, q), with a point P incident to a line l in Γ a if and only if P lies on l. It is known that Γ a is connected, is 4-arc-transitive (see [3, Sect. 5.3] ) and its p-rank is 2( p+1 2 a + 1) (see [13] ). Note that
vertices, it follows that Γ a has p-nullity at least 2(q + 1). In particular, {Γ a | a ∈ N} has unbounded p-nullity, proving part (1) of Theorem 2.
4-arc-transitive 3-valent graphs
In this section, we study the 2-nullity of some arc-transitive 3-valent graphs. Our first observation is that this is always even. This follows from the fact that the number of vertices of a 3-valent graph is even and the 2-rank of a graph is even. Indeed, the adjacency matrix of a graph over a field of characteristic 2 can be viewed as the matrix of an alternating bilinear form, which is well known to have even rank (see [3, Theorem 8.10 .1]). We prove part (2) of Theorem 2, that is, that the class of connected 4-arc-transitive 3-valent graphs has unbounded 2-nullity. We will require the following lemma, which is well known (see [12, Theorem 22] ). We include a proof for completeness. Proof Let n be the number of vertices of Γ and write A = (a ij ) i,j . We have det A = σ sgn(σ )a 11 σ · · · a nn σ . Since we are only interested in the parity of det A, we can omit sgn(σ ). Moreover, σ does not contribute to the sum unless
, then the contributions of σ and σ −1 to det A cancel each other. Therefore, we only need to consider the permutations σ such that σ 2 = 1 and a 11 σ · · · a nn σ = 1. Clearly, each such permutation σ gives rise to the perfect matching {{i, i σ }} i of Γ . Conversely, each perfect matching of Γ yields an involution σ with a 11 σ · · · a nn σ = 1. This completes the proof of the lemma.
We also need the following simple result.
Lemma 4 Let Γ be a connected 3-arc-transitive graph of valency d ≥ 2 and let μ be the number of perfect matchings of
Proof Let (u, v, w, x) be a 3-arc of Γ . We first consider the degenerate case when u = x. By the 3-arc-transitivity of Γ , each 3-arc of Γ is a 3-cycle and hence Γ is a complete graph on 3 vertices, which admits no perfect matching. In particular, μ = 0 and the lemma follows. We may thus assume that u = x. Let μ 1 be the number of perfect matchings containing (u, v) and let μ 2 be the number of perfect matchings containing both (u, v) and (w, x). In a perfect matching containing (u, v), the vertex w must be matched to any of its remaining d − 1 neighbours. Since Γ is 3-arctransitive, each such choice leads to the same number of perfect matchings and hence
Combining the above two lemmas, we get the following corollary.
Corollary 5 If Γ is a connected 3-arc-transitive graph of valency d ≥ 2, then Γ has non-zero 2-nullity.
Proof From Lemma 4, the number of perfect matchings of Γ is even, and hence from Lemma 3, the determinant of the adjacency matrix of Γ is even.
Proof of part (2) of Theorem 2
We construct an infinite family of connected 4-arctransitive 3-valent graphs. First, we point out that, by Dirichlet's theorem on primes in arithmetic progression, there exist infinitely many primes congruent to ±1 mod 16. Let r be such a prime and let G r = PSL(2, r).
It is well known that G r contains a maximal subgroup H isomorphic to S 4 (see [14, Chap. 3, Sect. 6] ). Moreover, in its action on the coset space Ω = G r /H , the group G r has a self-paired suborbit of size 3. In particular, G r is a group of automorphisms of an arc-transitive 3-valent graph Γ r . Since |H | = 24, the group G r acts 4-arc-transitively on Γ r . As G r acts primitively on VΓ r , the graph Γ r is connected.
We claim that the 2-nullity of Γ r tends to infinity as r tends to infinity. Let V r be the nullspace of the adjacency matrix A r of Γ r over F 2 . As G r acts as a group of automorphisms of Γ r , we can view V r as a G r -module. Since G r is a simple group, it either centralises or acts faithfully on V r . If G r centralises V r , then, since G r acts transitively on the vertices of Γ r , the module V r must be a subspace of the one dimensional vector space spanned by the all-one vector e. Since Γ r is a 3-valent graph, we have A r e = 3e = 0 and hence e / ∈ V r . By Corollary 5, we know that V r = 0 and hence V r e . This shows that G r acts faithfully on V r , that is, G r is isomorphic to a subgroup of GL(V r ). Since the order of G r tends to infinity with r, this implies that dim V r also tends to infinity as r tends to infinity, as claimed. In particular {Γ r | r prime, r ≡ ±1 mod 16} is a family of connected 4-arc-transitive 3-valent graphs with unbounded 2-nullity.
Graphs with semiregular groups of automorphisms
In this section, we will consider the p-nullity of graphs which admit the action of a semiregular group of automorphisms. (A permutation group is said to be semiregular if the stabiliser of each point is trivial.) Note that the much studied family of Cayley graphs is a special case of this situation. The existence of a semiregular group of automorphisms H of a graph Γ allows a more compact representation of the adjacency matrix A of Γ . Rather than considering A as a matrix of dimension |V(Γ )| with coefficients in a field F, we can consider it as a matrix of dimension |V(Γ )|/|H | with coefficients in the group algebra F[H ]. (See [7] for a good reference about this approach.)
As an application of this approach, we will prove three results, the first two dealing with the p-nullity of certain Cayley graphs (see Sect. 5 and Sect. 6) and the third dealing with the p-nullity of vertex-transitive graphs with a power of p number of vertices (see Sect. 7). In the last of the three applications, it will prove useful to consider the p-nullity in the setting of multigraphs rather than graphs.
By a multigraph, we mean an ordered pair Γ = (V , μ), where V is the set of vertices and μ : Suppose now that Γ admits a group of automorphisms H acting semiregularly on V . Let P 1 , . . . , P k denote the orbits of H and choose a reference vertex v i ∈ P i , for each i. The semiregularity of H allows us to identify each P i with a copy of H (where v i gets identified with 1 ∈ H ), in such a way that the regular action of H on P i is permutation isomorphic to the action of H on itself by right multiplication. This identification, extended by linearity to F[V ], defines an isomorphism ι of the space This has the following straightforward consequence for Cayley graphs.
Corollary 7 Let Γ = Cay(H, S) be a Cayley graph. The adjacency matrix of Γ is s∈S s ∈ F[H ]. Also, the nullity of Γ over F is the dimension over F of the right annihilator of the element s∈S s in the group algebra F[H ].
Proof We use Proposition 6. Since H acts regularly on VΓ , the group H has only one orbit on VΓ , with reference point 1 say. Since S is the neighbourhood of 1 in Γ , we see that s∈S μ({1, s})s = s∈S s is the adjacency matrix of Γ . The rest of the corollary follows.
Arc-transitive dihedrants
In this section, we prove part (3) of Theorem 2. Recall that d ≥ 3 and p is a prime. Let a = p k for some k ≥ 1 and let n = 1 + a + a 2 + · · · + a d−1 . Denote by D n the dihedral group of order 2n generated by {r, t}, where r has order n and t has order 2. Let S = {rt, r a t, r a 2 t, . . . , r a d−1 t} and consider the dihedrant Γ k = Cay(D n , S). Clearly, Γ k is a vertex-transitive graph with 2n vertices and valency d.
We claim that Γ k is arc-transitive. Note that, since gcd(n, a) = 1, the function ϕ : r → r a , t → t extends to an automorphism of D n (which we still denote by ϕ) with ϕ acting transitively on the neighbours of 1 in Γ k . Therefore G = D n ϕ is an arc-transitive group of automorphisms of Γ k with G 1 = ϕ ∼ = Z d and Γ k is an arc-transitive dihedrant. Note that S = rt, r a−1 = rt, r gcd(a−1,n) , which has index gcd(a − 1, n) in D n . This shows that Γ k has gcd(a − 1, n) = gcd(a − 1, d) connected components. In particular, the number of connected components of Γ k is at most d. In the rest of the proof, we study the p-nullity of Γ k .
Proof of part (3) of Theorem 2
We use the dihedrants Γ k introduced above. Let S = s∈S s ∈ F p [D n ]. By Corollary 7, the p-nullity of Γ k equals the dimension dim F p (ann(S)) over F p of the right annihilator ann(S) ofS in the group algebra F p [D n ]. As t is a unit in the ring F n [D n ], we see that ann(S) = ann(N ), where N ) ) equals twice the dimension of the right annihilator of N in F p [ r ], which we will now compute.
Identifying the elements of r with the corresponding matrices in the right regular permutation representation r → GL(n, F p ), we have to compute the dimension of the kernel of the (n × n)-matrix N = r + r a + · · · + r a d−1 .
Let p r (T ) be the characteristic polynomial of r ∈ GL(n, F p ) over F p . Clearly, as r has order n, we have p r (T ) = T n −1. Now, since p r (T ) and p r (T ) = nT n−1 = T n−1 are coprime, it follows that p r (T ) has n distinct roots in a suitable extension of F p , that is, r has n distinct eigenvalues in the algebraic closure of F p .
Note that the set of eigenvalues of N = 
(T ). Note that g(T ) a = T a + T a 2 + · · · + T a d and hence g(T )(g(T ) a−
In particular, the polynomial g(T ) divides f (T ) and hence the roots of g(T ) are elements of E. Moreover, since n divides a d − 1, we find that p r (T ) divides f (T ) and hence the roots of p r (T ) lie in E. This shows that the roots of p r (T ) and g(T ) are elements of E.
We claim that the common roots of p r (T ) and g(T ) are the elements of E of norm 1 and trace 0 in the Galois extension E/F . Indeed, if x ∈ E, then the norm of
and N E/F (x) = 1 if and only if p r (x) = 0. Similarly, the trace of
and 
Denote by Γ 1 k the connected component of Γ k containing 1 and consider the family {Γ 1 k | k ∈ N}. By construction Γ 1 k is a connected arc-transitive graph of valency d. As Γ k has gcd(a − 1, d) connected components, from ( †) we see that Γ 1 k has pnullity at least
In particular, the p-nullity of Γ 1 k tends to infinity as k tends to infinity and the proof is complete.
Remark This proof of part (3) of Theorem 2 depends on deep number theoretic results about Kloosterman sums from [9, Sect. 3] . For d > 3, it is possible to deduce that the number of common roots of p r (T ) and g(T ) tends to infinity as a tends to infinity by using the Stepanov-Schmidt method and a theorem of A. Weil, (see [8] for a general account of the Stepanov-Schmidt method and [8, Theorem 6.61] for our particular application). This yields another proof of part (3) of Theorem 2 (for d > 3).
2-arc-regular 3-valent generalised dihedrants
This section is devoted to the proof of part (4) of Theorem 2. In particular, we will construct an infinite family of connected 3-valent Cayley graphs Γ , admitting a 2-arc-regular group of automorphisms A which contains a 1-arc-regular subgroup A. We will then show that this family has an unbounded p-nullity for each prime p. We will make use of the theory developed in Sect. 4.
Construction 8
Let p be a prime and let n be a natural number. Let G n be the group ( i × j × g ) h , where |i| = |j | = p n , |g| = 3, |h| = 2, i h = i −1 , j h = j −1 and g h = g −1 . (Such a group is sometimes called a generalised dihedral group over the abelian group Z p n × Z p n × Z 3 .) Let S n = {h, igh, jg 2 h} and let Γ n = Cay(G n , S n ).
Note that S n consists of three involutions and hence Γ n is a vertex-transitive 3-valent graph with 6p 2n vertices. It is not hard to see that, if p = 3, then G n = h, igh, jg 2 h and Γ n is connected, whilst if p = 3, then Γ n has 3 connected components.
We claim that Γ n admits a group of automorphisms A n acting 2-arc-regularly, and containing a subgroup A n acting arc-regularly.
We leave to the reader to check that the map α :
determines an automorphism of G n fixing h and swapping igh and jg 2 h. Similarly, the map β :
determines an automorphism of G n acting as a 3-cycle on S n . Since the automorphisms α and β of G n fix S n setwise, the groups A n = G n β and A n = G n α, β act arc-regularly and 2-arc-regularly on Γ n , respectively, with A n ⊆ A n , as required.
Proposition 9
Let p be a prime and let n be a natural number. The p-nullity of the graph Γ n from Construction 8 is at least 4p n .
Proof Throughout the proof, we use the notation of Construction 8 but we drop the subscript n, writing G for G n , S for S n and Γ for Γ n .
Let F = F p be the field of cardinality p. By a slight abuse of notation, we interpret S as the element h+igh+jg 2 h of the group algebra F[G]. In view of Corollary 7, the p-nullity of Γ equals the dimension dim F (ann 
Let H = i, j, g and observe that the group algebra Write e = 1 + g + g 2 if p = 3 and e = 0 if p = 3. Since F has characteristic p and H is abelian, we have Notice that N p n = e implies thatÑ p n = 0 and hence each Jordan block of N has size at most p n . It follows that the kernel ofÑ has dimension at least 2p 2n /p n = 2p n . To conclude the proof, recall that the p-nullity of Γ is twice the F-dimension of ann (4) of Theorem 2 Using the notation from Construction 8, we already remarked that Γ n is a 3-valent graph admitting a 2-arc-regular group of automorphisms with a 1-arc-regular subgroup. Moreover, if p = 3, then Γ n is connected and hence, from Proposition 9, we see that {Γ n | n ∈ N} is a family of graphs satisfying the hypothesis of part (4) of Theorem 2 and with unbounded p-nullity. If p = 3, then Γ n has 3 connected components. Denote one of these connected components by Γ n . Clearly, Γ n also admits a 2-arc-regular group of automorphisms with a 1-arc-regular subgroup. From Proposition 9, we find that Γ n has p-nullity at least (4 · 3 n )/3 = 4 · 3 n−1 and hence {Γ n | n ∈ N} is a family of graphs satisfying the hypothesis of part (4) of Theorem 2 and with unbounded p-nullity.
Proof of part

Vertex-transitive graphs of prime power order
In contrast to the previous sections, where we were considering families of graphs with large p-nullity, this section is devoted to vertex-transitive graphs with trivial pnullity. In particular, we will show that the p-nullity of a vertex-transitive graph on a power of p of vertices is zero provided that the valency of Γ is not divisible by p.
The main idea of the proof is based on the fact that such graphs admit a semiregular group of automorphisms of order p. We will use this group to reduce the problem to a smaller (multi)graph with the same properties and then proceed by induction. Besides the theory developed in Sect. 4 we will also need a result concerning quotient multigraphs, which we now briefly describe.
Let H be a group of automorphisms of a multigraph Γ = (V , μ) and let P = {P 1 , . . . , P k } be the partition of V into orbits of H . For each i, choose a reference vertex v i ∈ P i . We define the quotient multigraph Γ /H as the multigraph with vertex-set P and the edge-multiplicity of {P , Q} in Γ /H is defined as the sum of the multiplicities μ({u, v}), where u is a fixed vertex of P and v runs through the neighbours of u in Q. Note that this sum is independent of the choice of the vertex u in P , and that we get the same value for the edge-multiplicity if we swap the roles of P and Q.
By the definition of the quotient multigraph Γ /H , the adjacency matrix A of Γ /H is a (k × k)-matrix with rows and columns indexed by the orbits P 1 , . . . , P k of H , where the (P i , P j )-entry equals the sum Let us now prove the following simple lemma concerning local rings (i.e. rings with a unique maximal ideal).
Lemma 11 Let R and S be commutative local rings and let ϕ : R → S be a surjective ring homomorphism. Letφ be the homomorphism from M n (R) to M n (S) induced by ϕ and let A ∈ M n (R). Then, A is invertible in M n (R) if and only if Aφ is invertible in M n (S).
Proof Recall that the set of invertible elements in a local ring is precisely the complement of the maximal ideal. Since a surjective ring homomorphism maps maximal ideals to maximal ideals, this shows that an element r ∈ R is invertible in R if and only if r ϕ is invertible in S. To conclude the proof, note that det(Aφ) = (det A) ϕ and that a matrix is invertible if and only if its determinant is invertible.
Finally, we prove the following key result relating the nullity of a multigraph with that of its quotient under an abelian p-group. We conclude the paper with a nice application of Proposition 12. We now assume that n > 1. Let G = Aut(Γ ) and let P be a Sylow p-subgroup of G. Since n is a power of p, the group P acts transitively on the vertices of Γ . Let C be a central subgroup of P with |C| = p. Since C is central in P , it must act semiregularly on the vertices of Γ . Consider Γ /C. This is a vertex-transitive multigraph of valency d and |V(Γ /C)| is a strict divisor of n. By the induction hypothesis, the adjacency matrix of Γ /C is invertible over F. Proposition 12 then completes the induction step and the proof.
