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2. Analysis technique
1A list of members of the ALICE Collaboration and acknowledgements can be found at the end of this issue.
A detailed description of ALICE can be found in ref. [1]. The detectors involved in this
analysis are the Silicon Pixel Detector (SPD) [1], the Forward Multiplicity Detector (FMD) [2],
the VZERO [3], and the Zero Degree Calorimeter [4]. The ZDC is composed of calorimeters for
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sNN=2.76 TeV. The method utilizes ’satellite’ interac-
tion vertices and is based on data from three ALICE detectors.
dη , over a wide pseudorapidity range, using the
ALICE apparatus in Pb–Pb collisions at
√
sNN=2.76 TeV. The aim of ALICE is to study the properties of the state of deconﬁned matter
known as the Quark Gluon Plasma (QGP), which is expected to be created at the extreme tem-
peratures and energy densities accessible in these collisions. The measurement of the charged–
particle pseudorapidity density distribution allows us to investigate the distribution of available
energy and the relative contributions from underlying particle production mechanisms. Study-
ing the energy dependence of charged–particle production further constrains hadron production
models with the additional information on the energy dependence of the charged-particle pseudo-
rapidity density. In the following, we present the ﬁrst measurement of the centrality dependence
of the charged–particle pseudorapidity density, dNch
1. Introduction
In 2010, the ﬁrst heavy ion (Pb–Pb) collisions were produced at the CERN LHC at√
sNN =2.76 TeV over a wide pseudora-
pidity range. Using the innermost pixel layers of the ALICE tracking system and the ALICE
forward detectors (VZERO and FMD), we cover the pseudorapidity range: −5 < η < 5.5. The
analysis is performed using a dedicated technique utilizing the collisions with LHC ’satellite’
bunches. These collisions have displaced vertices in the range −187.5 < Zvtx < 375 cm. The
resulting distributions allow for an estimate of the total number of produced charged particles,
Nch, in Pb–Pb collisions at the LHC energy.
dη ,
for a number of centrality bins in Pb-Pb collisions at
√We present the measurement of the charged-particle pseudorapidity (η) density distribution,
dNch
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spectator protons and neutrons and a Zero degree Electro Magnetic calorimeter (ZEM) at about
7 m from the interaction point. The SPD pseudorapidity coverage from the nominal interaction
point is |η| < 2. Similarly, the coverage of FMD, which is composed of 3 sub-detectors made
of silicon strips, is −3.4 < η < −1.7 (FMD3) and 1.7 < η < 5.0 (FMD2 and FMD1). Finally,
the VZERO detector, which is composed of scintillator arrays, covers 2.8 < η < 5.1 (VZERO-A)
and −3.7 < η < −1.7 (VZERO-C) (see FIG. 1).
Figure 1: Cross-section of the ALICE experimental setup. Particles originating from the nominal interaction point
(Zvtx=0) traverse service material producing secondary particles. Satellite collisions (at Zvtx >0) produce particles which
traverse less material and produce fewer secondary particles.
The results in the mid-rapidity region are obtained using the same analysis method (tracklet
analysis) and data sample as in [5, 6] and given in an extended range (|η| < 2). This analysis was
performed in 3 Zvtx position intervals along the beam axis, within ± 13 cm, using collisions at
the nomimal interaction point. In the forward region, the measurement of the number of charged
particles is performed with the FMD and VZERO detectors. The main challenge in this analysis
is the treatment of secondary particles produced in interactions with the detector material. In the
forward region, dense material – such as services – is present, which causes the production of a
large number of secondary particles.
In order to reduce systematic eﬀects arising from secondary particle corrections, a novel
analysis technique was developed. It relies on the so-called ’debunching’ eﬀect, which occurs
during the injection and acceleration of the beams inside the LHC ring [7]. During the beam
injection and transfer to the LHC, a small fraction of the beam can be captured in unwanted RF
buckets creating ’satellite’ bunches spaced by 2.5 ns. Thus crossings of the ’satellite’ bunches
of one beam with the nominal bunches of the opposite beam produce ’satellite’ interactions with
vertices spaced by 37.5 cm along the beam axis. Particles from these interactions have far less
material along their trajectory than interaction at nominal vertex and, additionally, extend the η
coverage of the FMD and VZERO. For ’satellite’ collisions in the range 75 cm ≤ Zvtx ≤ 375 cm,
the material between the interaction point and the VZERO-A, FMD1 and FMD2 causing sec-
ondary particle production is composed mainly of the beam pipe. This leads to fewer secondary
particles and, consequently, much smaller corrections. Therefore, only the VZERO-A, FMD1,
and FMD2 were used in this analysis.
The ’satellite’ events are selected using ZDC timing information. The ZDC timing resolution
is precise enough to diﬀerentiate between interactions coming from each vertex. Furthermore,
the standard centrality selection can not be used, since it relies on the VZERO signal which is
vertex dependent. However, the ZDC and ZEM are far from the nominal interaction point and
are, consequently, less sensitive to the vertex position. An estimator based on the ZDC and ZEM
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was therefore developed. This estimator is, however, only reliable up to 30% of centrality due to
nuclear processes in more peripheral events where the energy is not monotonic as a function of
centrality.
The FMD and VZERO are used to extract the number of charged particles independently in
the same acceptance. The FMD records the total energy loss of each particle that traverses its
silicon strips. The FMD technique is based on a cluster analysis. The number of charged parti-
cles extracted is corrected for acceptance and secondary particle contributions. The number of
secondary particles is estimated with GEANT3 [8] Monte-Carlo simulations using the HIJING
event generator [9]. This method strongly depends on the accuracy of the material description
implemented in the simulation. Consequently, the FMD produces an absolute measurement but
the method is Monte-Carlo dependent. In order to calculate the charged-particle pseudorapidity
density using the VZERO detector, the same Monte-Carlo simulation is used to relate the ob-
served signal to the number of primary charged particles, Nch, within the acceptance of a given
VZERO ring. The VZERO signal is calibrated using reference ’satellite’ vertices between 225
cm and 375 cm. For these vertices, the pseudorapidity coverage of the VZERO rings overlaps
with the η range of the SPD at the nominal interaction point. Therefore, the VZERO is calibrated
on SPD to measure the charged-particle pseudorapidity density in a given ring of the VZERO
detector with a given interaction point.
Figure 2: Combined dNchdη result per centrality bin. The re-
sult has been symmetrized in the range |η| <5. The open
squares indicate the previously published ALICE result at
mid-rapidity [6]. Shaded areas are systematic errors. Sta-
tistical errors are smaller than the marker size.
Figure 3: Total number of produced charged particles com-
pared with a scaled PHOBOS measurement [10].The scal-
ing factor, 2.87, is the ratio of 〈Nch/Npart〉 at √sNN=2.76
TeV to the same quantity at
√
sNN=200 GeV.
Figure 4: dNch/dη/(〈Npart〉/2) as a function of 〈Npart〉 for
each η interval. The errors are coming from systematics.
Statistical errors are negligible.
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3. Results
The charged–particle pseudorapidity density is determined separately by each of the three
detectors. A combined distribution is obtained by computing the average value of dNchdη between
the various detectors weighted by the non–common systematic errors. The error obtained from
this weighting is then summed in quadrature with the common systematic errors. Finally, the
distribution is symmetrized and ﬁtted in FIG. 2 with the following function:
A1e
− η2
σ21 − A2e
− η2
σ22 (1)
These ﬁts combined with a linear extrapolation to ±ybeam are used to obtain the total number
of charged particles. The results are summarized in FIG 3. The statistical errors are negligible
and the systematic errors include both errors arising from the extrapolation (2-3 %) and errors
deriving from the ﬁt itself. The comparison of the total number of produced charged particles
to PHOBOS data at 200 GeV [10] (also in FIG. 3) shows a similar dependence on the number
of participating nucleons. In FIG. 4 we present the charged–particle pseudorapidity density per
participating nucleon pair, 〈Npart〉/2, as a function of 〈Npart〉 for diﬀerent pseudorapidity ranges.
This ﬁgure shows a similar trend in each pseudorapidity bin within the measurement error.
4. Summary
We have measured the charged–particle pseudorapidity density in Pb–Pb collisions at√
sNN=2.76 TeV at the Large Hadron Collider at CERN. The measurement has been done over 10
units of pseudorapidity and in 4 centrality bins comprising the 30% most central collisions. The
total number of charged particles, Nch, has been estimated as a function of 〈Npart〉 and compared
to lower energy results at
√
sNN=200 GeV from PHOBOS [10]. Both results show a similar cen-
trality behavior. Finally, the 〈Npart〉 scaling of the charged–particle pseudorapidity density per
participant pair shows a similar trend in all measured η intervals.
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