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Περίλθψθ 
 
Ο ακριβισ υπολογιςμόσ τθσ προςπάκειασ υλοποίθςθσ ενόσ λογιςμικοφ αποτελεί ζνα 
πολφ ςθμαντικό κομμάτι τθσ διαδικαςίασ ανάπτυξθσ λογιςμικοφ. Αρχικά αυτόσ ο 
υπολογιςμόσ γινόταν μόνο μζςω κάποιων ζμπειρων ατόμων όμωσ αυτό δεν είναι πάντα 
δυνατό ι όχι και τόςο ακριβζσ. Επομζνωσ θ προςοχι των ερευνθτϊν ζχει πλζον ςτραφεί 
ςτθν εφρεςθ ευφυϊν τρόπων εκμάκθςθσ των θλεκτρονικϊν υπολογιςτϊν για να 
εκτελοφν τον υπολογιςμό τθσ προςπάκειασ ανάπτυξθσ λογιςμικοφ. 
΢κοπόσ τθσ διπλωματικισ αυτισ εργαςίασ είναι με τθν βοικεια των γενετικϊν 
αλγόρικμων να προςπακιςει να υπολογίςει το κόςτοσ ανάπτυξθσ λογιςμικοφ ςε κάποια 
ςφνολα δεδομζνων με τθν μεγαλφτερθ δυνατι ακρίβεια. Η μελζτθ αυτι παρουςιάηει ζνα 
εργαλείο γενετικοφ προγραμματιςμοφ το οποίο δζχεται ζνα αρχείο δεδομζνων με 
ολοκλθρωμζνα ζργα λογιςμικοφ τα οποία χρθςιμοποιεί για να μπορεί να καταλιξει ςτθν 
καλφτερθ δυνατι λφςθ με γνϊμονα τθν προςπάκεια. Σα αρχεία δεδομζνων που ζχουμε 
χρθςιμοποιιςει είναι αυτά του Cocomo [6] και του Desharnais [15]. Επίςθσ ζχει γίνει 
προςπάκεια χριςθσ ενόσ μεγάλου ςυνόλου δεδομζνων ISBSG [12], το οποίο αποτελεί 
διεκνϊσ αποδεκτό benchmark. Ζχουν γίνει κάποιεσ  πειραματικζσ εκτελζςεισ του 
προτεινόμενου ςυςτιματοσ και παρουςιάηονται τα αποτελζςματα αυτϊν των 
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1.1 Γενικι Περιγραφι 
 
Ζνα από τα μεγαλφτερα προβλιματα που ερχόμαςτε αντιμζτωποι ςε ζργα ανάπτυξθσ 
πλθροφοριακϊν ςυςτθμάτων είναι ο υπολογιςμόσ του κόςτουσ ανάπτυξθσ ενόσ  
καινοφριου λογιςμικοφ ςυςτιματοσ. Ο υπολογιςμόσ αυτόσ είναι μια δφςκολθ αλλά και 
επίπονθ διαδικαςία θ οποία κα πρζπει να γίνει ςτα πρϊτα ςτάδια του κφκλου ανάπτυξθσ 
τθσ ηωισ ενόσ λογιςμικοφ ςυςτιματοσ. Η ςθμαντικότθτα τθσ ςωςτισ και ζγκαιρθσ 
πρόβλεψθσ του κόςτουσ ανάπτυξθσ ενόσ λογιςμικοφ είναι μεγάλθ αφοφ ζχει άμεςθ 
επίδραςθ ςτθν λιψθ των ςωςτϊν αποφάςεων ςτθ ςυνζχεια του ζργου από όλα τα 
εμπλεκόμενα μζρθ. Σο υπολογιηόμενο κόςτοσ ενόσ υπό υλοποίθςθ λογιςμικοφ όςον 
αφορά τόςο το χρθματικό μζροσ (budget) αλλά και το χρονικό μζροσ (schedule), μπορεί 
να επθρεάςει άμεςα τθν λιψθ αποφάςεων από τουσ διοικοφντεσ. Πολλζσ ιταν οι 
περιπτϊςεισ όπου λογιςμικά είχαν ςταματιςει πριν καν ξεκινιςουν αφοφ το 
υπολογιηόμενο κόςτοσ ςε χρόνο ι ςε χριμα ιταν αποτρεπτικά.  
Προςπάκειεσ για εφρεςθ βζλτιςτων τρόπων υπολογιςμοφ του κόςτουσ ανάπτυξθσ 
λογιςμικοφ ζχουν γίνει περίπου από τισ δεκαετίεσ του 1960 και ςυνεχίηονται μζχρι 
ςιμερα. Πολλά είναι τα μοντζλα που ζχουν προτακεί από διάφορουσ τομείσ τθσ 
πλθροφορικισ όπωσ είναι τα νευρωνικά δίχτυα ι οι γενετικοί αλγόρικμοι, χωρίσ ωςτόςο 
κάποιο από αυτά να λφνει το μεγάλο αυτό πρόβλθμα. Η δυςκολία υπολογιςμοφ του 
κόςτουσ επθρεάηεται από διάφορουσ παράγοντεσ όπωσ είναι θ αβεβαιότθτα των ζργων 
ςτο κόςτοσ, ο καταμεριςμόσ των πόρων και το χρονοδιάγραμμα. Ο υπολογιςμόσ του 
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κόςτουσ επθρεάηεται και από τισ διάφορεσ αλλαγζσ ςτθν τεχνολογία, ςτο προςωπικό ι 
ακόμα και ςτισ απαιτιςεισ των τελικϊν χρθςτϊν που μπορεί να υπάρξουν. ΢υνεπϊσ 
διαφαίνεται ότι πολλοί είναι οι αςτάκμθτοι παράγοντεσ που μπορεί να επθρεάςουν και 





΢κοπόσ τθσ μελζτθσ αυτισ είναι θ εκτίμθςθ τθσ προςπάκειασ που χρειάηεται να 
καταβλθκεί ςτθν υλοποίθςθ ενόσ λογιςμικοφ. Πζρα όμωσ από αυτό, ςτόχοσ αποτελεί και 
θ εξαγωγι κανόνων οι οποίοι κα μποροφν να φανοφν χριςιμοι ςτθν διαδικαςία 
εκτίμθςθσ του κόςτουσ ανάπτυξθσ λογιςμικοφ. Μζςα από αυτοφσ τουσ κανόνεσ κα 
προςπακιςουμε επίςθσ να βροφμε ποιοι πικανόν να είναι οι κρίςιμοι παράμετροι, 
δθλαδι οι παράμετροι που είναι πολφ ςθμαντικοί ςτθν εκτίμθςθ του κόςτουσ.  
Σο μοντζλο που κα υλοποιιςουμε ςτθν παροφςα μελζτθ, βαςίηεται ςε γενετικοφσ 
αλγόρικμουσ, δζχεται ςαν είςοδο ζνα αρχείο μορφισ excel, με δεδομζνα άλλων 
υλοποιθμζνων λογιςμικϊν και περνϊντασ μζςα από το ςτάδιο τθσ εκμάκθςθσ να παράξει 
κανόνεσ ευρζωσ αποδεκτοφσ με βάςθ τα δεδομζνα. Η βαςικι μετρικι ςε αυτι τθν 
διαδικαςία είναι ο υπολογιςμόσ τθσ προςπάκειασ που χρειάηεται να καταβλθκεί 
προκειμζνου να υλοποιθκεί ζνα ζργο. Οι γενετικοί αλγόρικμοι κα μασ βοθκιςουν ςτο να 
βροφμε τθν καλφτερθ δυνατι (βζλτιςτθ) λφςθ αφοφ όπωσ είναι γνωςτό μποροφν να 
δουλζψουν και να παράξουν το καλφτερο δυνατό αποτζλεςμα ςε πολυδιάςτατα 
περιβάλλοντα. Θα γίνει μια ςειρά από πειράματα και κατά ςυνζπεια κα παρουςιαςτοφν 
μια ςειρά από αποτελζςματα. Αυτά τα αποτελζςματα κα μπορζςουμε να τα αναλφςουμε 
μζςω κάποιων ςυντελεςτϊν λάκουσ και να δοφμε ποια είναι θ πραγματικι αξία του κάκε 
ενόσ κανόνα με βάςθ τθν τιμι καταλλθλότθτασ που κα ζχουν. 
Κάποιοσ μπορεί να διερωτθκεί γιατί ζχουμε κάνει χριςθ γενετικϊν αλγορίκμων και όχι 
κάποια άλλθσ τεχνικισ. Η απάντθςθ είναι επειδι οι γενετικοί αλγόρικμοι αποτελοφν ζνα 
από τουσ καλφτερουσ τρόπου επίλυςθσ προβλθμάτων για τα οποία δεν γνωρίηουμε 
πολλζσ πλθροφορίεσ [25]. Λόγω τθσ γενικότθτασ τουσ μποροφν να αποδϊςουν καλά ςε 
 - 9 - 
οποιοδιποτε χϊρο. Επίςθσ κζλαμε με αυτι τθ μελζτθ να ερευνιςουμε πωσ δουλεφουν 
και αντιδροφν οι γενετικοί αλγόρικμοι πάνω ςε λογικά και κατθγορικά δεδομζνα.  
 
1.3 Αναςκόπθςθ Κεφαλαίων 
 
΢το κεφάλαιο ζνα γίνεται μια μικρι ειςαγωγι για τον υπολογιςμό του κόςτουσ 
ανάπτυξθσ λογιςμικοφ κακϊσ επίςθσ και για το ςτόχο τθσ παροφςασ μελζτθσ. 
΢το δεφτερο κεφάλαιο γίνεται μια πιο λεπτομερισ ανάλυςθ τθσ κεωρίασ του 
υπολογιςμοφ του κόςτουσ ανάπτυξθσ λογιςμικοφ, αναφζρονται οι παράγοντεσ  που το 
επθρεάηουν κακϊσ επίςθσ και τα διάφορα μοντζλα υπολογιςμοφ του κόςτουσ.  
΢το τρίτο κεφάλαιο γίνεται μια ιςτορικι αναδρομι αλλά και μια περιγραφι τθσ 
λειτουργίασ των γενετικϊν αλγορίκμων, αναλφονται να πλεονεκτιματα αλλά και τα 
μειονεκτιματα των γενετικϊν αλγορίκμων, δίνονται παραδείγματα εφαρμογϊν τουσ και 
τζλοσ γίνεται μια αναφορά ςτο γενετικό προγραμματιςμό.  
Σο κεφάλαιο τζςςερα αςχολείται με τθν επεξιγθςθ του προτεινόμενου ςυςτιματοσ. 
Δίνεται μια ςφντομθ περιγραφι του εργαλείου GPLab ενϊ ςτθ ςυνζχεια γίνεται μια πιο 
λεπτομερισ περιγραφι του προτεινόμενου ςυςτιματοσ. Περιγράφονται οι είςοδοι του 
ςυςτιματοσ, τα κριτιρια αξιολόγθςθσ αλλά και οι παραγόμενεσ γραφικζσ παραςτάςεισ. 
Σο πζμπτο κεφάλαιο ζχει να κάνει ολοκλθρωτικά με τθν πειραματικι μασ διαδικαςία. 
Περιγράφεται θ μεκοδολογία που ακολουκικθκε, ο ςχεδιαςμόσ των διάφορων 
πειραμάτων που ζγιναν και παρουςιάηονται τα αποτελζςματα που ζχουμε πάρει κακϊσ 
και τα ςυμπεράςματα που βγαίνουν μζςα από αυτά. 
Σζλοσ το κεφάλαιο ζξι παρζχει μια ςυνοπτικι περιγραφι των ςυμπεραςμάτων μζςα από 
τθν πειραματικι διαδικαςία κακϊσ επίςθσ και κάποιεσ ειςθγιςεισ για μελλοντικζσ 
επεκτάςεισ αυτισ τθσ μεκόδου. 
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Κεφάλαιο 2 
 




2.2 Γενικι Περιγραφι 
2.3 Παράγοντεσ που Επθρεάηουν τθν Εκτίμθςθ Κόςτουσ 
2.4 Μοντζλα Τπολογιςμοφ Κόςτουσ 
 
 
2.1  Ειςαγωγι 
 
Η ανάπτυξθ λογιςμικοφ ςτθν εποχι μασ, είναι θ πιο αναγκαία, πολφτιμθ αλλά και θ πιο 
ακριβισ διαδικαςία των ζργων ανάπτυξθσ πλθροφοριακϊν ςυςτθμάτων. Αυτό είναι 
αποτζλεςμα του τεχνολογικοφ περιβάλλοντοσ που ηοφμε και το οποίο απαιτεί ςυνεχϊσ 
πιο αυτοματοποιθμζνεσ μεκόδουσ εργαςίασ. Για να δθμιουργθκεί ζνα λογιςμικό πρζπει 
να λθφκοφν υπόψθ και να αναλυκοφν πολλοί παράμετροι ζτςι ϊςτε να μπορζςουμε να 
ζχουμε το επικυμθτό αποτζλεςμα τόςο χρονικά αλλά και ποιοτικά. ΢υνεπϊσ υπάρχει 
ανάγκθ πρόβλεψθσ κάποιων βαςικϊν χαρακτθριςτικϊν που διζπουν το κόςτοσ 
ανάπτυξθσ λογιςμικοφ ςτα αρχικά ςτάδια τθσ διαδικαςίασ ανάπτυξθσ λογιςμικοφ. Ζνα 
από τα πιο βαςικά χαρακτθριςτικά είναι ο υπολογιςμόσ του κόςτουσ αλλά και του όγκου 
εργαςίασ που χρειάηεται μια ςυγκεκριμζνθ εφαρμογι προκειμζνου να υλοποιθκεί.  
Άμεςα ςυνδεδεμζνα με το κόςτοσ και τον όγκο εργαςίασ είναι επίςθσ και ο υπολογιςμόσ 
των απαιτοφμενων πόρων ςε ανκρϊπινο δυναμικό, θ επιλογι και διαχείριςθ τθσ 
ανάπτυξθσ ςυςτθμάτων λογιςμικοφ, ο χρονικόσ προγραμματιςμόσ των εργαςιϊν αλλά 
και θ παρακολοφκθςθ και ο ζλεγχοσ ποιοτικϊν χαρακτθριςτικϊν του ζργου και του 
ςυςτιματοσ που αναπτφςςεται. Για τουσ ςκοποφσ τθσ παροφςασ μελζτθσ εμείσ 
επιλζξαμε να αςχολθκοφμε με το πρϊτο κομμάτι που ζχουμε αναφζρει πιο πάνω (Cost & 
Effort Estimation). 
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2.2  Γενικι Περιγραφι 
 
Η ζννοια του κόςτουσ ανάπτυξθσ λογιςμικοφ δεν αφορά ζνα και μόνο παράγοντα αλλά 
είναι μια ευρφτερθ ζννοια θ οποία αναφζρεται ςε διάφορεσ πτυχζσ ενόσ λογιςμικοφ [2]. 
Μπορεί να αναφζρεται ςε κόςτοσ τθσ προςπάκειασ που καταβάλλεται (effort), ςτθ 
διάρκεια του κφκλου ανάπτυξθσ του ζργου (duration), ι ςε κόςτοσ χρθμάτων (money). Σο 
πιο ςυνθκιςμζνο κόςτοσ είναι αυτό τθσ προςπάκειασ το οποίο μετρείται με άνκρωπο-
ϊρεσ και πιο ςυγκεκριμζνα ςε άνκρωπο-μινεσ (person-months). Ζχει αποδειχτεί διεκνϊσ 
ότι θ ανάπτυξθ ενόσ λογιςμικοφ τισ περιςςότερεσ φορζσ (αν όχι και πάντα) υπερβαίνει 
τον αρχικό προχπολογιςμό αλλά επίςθσ επεκτείνεται και ςε χρόνο ανάπτυξθσ λόγω 
ανεπαρκϊν αρχικϊν εκτιμιςεων. Η βιωςιμότθτα πολλϊν οργανιςμϊν που 
αναλαμβάνουν να διεκπεραιϊςουν τζτοια ζργα ανάπτυξθσ λογιςμικϊν είναι άμεςα 
ςυνδεδεμζνθ με τθν παραγωγι του λογιςμικοφ τόςο εντόσ χρονικϊν ορίων αλλά και 
εντόσ χρθματικϊν πλαιςίων. Είναι πολλά τα παραδείγματα που τζτοιοι οργανιςμοί δεν 
επζηθςαν αφοφ θ μθ διεκπεραίωςθ ζργων τουσ μζςα ςτα ςυμφωνθκζντα πλαίςια δεν 
ζγινε εφικτι λόγω αυτισ τθσ μθ ςωςτισ κοςτολόγθςθσ πράγμα που είχε αντίκτυπο ςτθ 
φιμθ, τθν απόδοςθ αλλά και τθν ανταγωνιςτικότθτα των εν λόγω εταιρειϊν.  Με βάςθ 
τα πιο πάνω, είναι λογικό θ ανάγκθ για εφρεςθ τρόπων που να μποροφν να κοςτολογοφν 
ςωςτά ζνα λογιςμικό πριν ξεκινιςει ακόμα ο κφκλοσ ηωισ του είναι άμεςθ αλλά και 
πάρα πολφ ςθμαντικι εφόςον ζνα τζτοιο μοντζλο κα αποφζρει εξοικονόμθςθ ςε 
χριματα που είναι ο υπ’αρικμόν ζνα παράγοντασ ςε κάκε βιμα τθσ ηωισ μασ. 
Η υπολογιςμόσ του κόςτουσ ςε κάκε λογιςμικό πρζπει να βαςίηεται ςτθ φφςθ τθσ 
εφαρμογισ κατά πρϊτιςτο λόγο. Πρζπει να λαμβάνονται υπόψθ το μζγεκοσ, θ 
πολυπλοκότθτα, το περιβάλλον ανάπτυξθσ, θ γλϊςςα προγραμματιςμοφ, το προςωπικό 
που κα αςχολθκεί με τθν ανάπτυξθ του λογιςμικοφ αλλά και οι απαιτιςεισ των τελικϊν 
χρθςτϊν [2]. Η εκτίμθςθ του κόςτουσ αυτοφ κα παίξει ιδιαίτερο ρόλο ςτθν 
διαπραγμάτευςθ των ςυμβολαίων μεταξφ πελάτθ και εταιρείασ λογιςμικοφ, ςτο 
ςυντονιςμό και ζλεγχο των διαδικαςιϊν αλλά επίςθσ κα βοθκιςει και ςε μελλοντικζσ 
προβλζψεισ παρόμοιων εφαρμογϊν. Είναι κατανοθτό ότι το κόςτοσ λογιςμικοφ δεν 
αφορά μόνο τουσ διαχειριςτζσ τθσ εταιρείασ ανάπτυξθσ αλλά και όλουσ τουσ άμεςα ι 
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ζμμεςα εμπλεκόμενουσ φορείσ: ιδιοκτιτεσ εταιρείασ, τελικοφσ χριςτεσ, δθμιουργοφσ του 
ςυςτιματοσ. 
Όπωσ διαφαίνεται και από τα πιο πάνω, μια τζτοια κοςτολόγθςθ ενόσ ζργου πρζπει να 
γίνει με όςο το δυνατό πιο ακριβισ μεκόδουσ ζτςι ϊςτε να αποφφγουμε φαινόμενα 
όπωσ είναι θ υπερεκτιμιςεισ (overestimate) ι οι υποεκτιμιςεισ (underestimate) του 
κόςτουσ. Οι περιπτϊςεισ των υπερεκτιμιςεων ςυνικωσ ζχουν ωσ αρνθτικό αποτζλεςμα 
να μθν υπογράφεται τελικά θ ςυμφωνία μεταξφ των δυο πλευρϊν εφόςον το κόςτοσ 
παρουςιάηεται πολφ ψθλό. Επίςθσ μπορεί με μια τζτοια περίπτωςθ να γίνουν 
λανκαςμζνεσ κατανομζσ ςε πόρουσ και θ παραγωγικότθτα των προγραμματιςτϊν αλλά 
και όλων των εμπλεκομζνων να είναι χαμθλι. Από τθν άλλθ τυχόν υποεκτίμθςθ του 
κόςτουσ μπορεί να επιφζρει ζργα τα οποία να υπερβοφν κατά πολφ το αρχικό τουσ 
κόςτοσ, θ κατανομι των διάφορων διακζςιμων πόρων να γίνει λανκαςμζνα ι ακόμα και 
θ ποιότθτα του προϊόντοσ να μθν είναι θ αναμενόμενθ αλλά πιο χαμθλι. Τποεκτίμθςθ 
μπορεί να γίνει και ςε χρόνο οπόταν ςε τζτοιεσ περιπτϊςεισ κα παρατθρθκεί 
κακυςτζρθςθ ςτθν παράδοςθ του τελικοφ προϊόντοσ. Ζνασ ακριβισ υπολογιςμόσ τθσ 
προςπάκειασ (effort) κα βοθκιςει ιδιαίτερα τθν διαδικαςία ζκδοςθσ προτεραιοτιτων 
ςτα διάφορα ζργα και με αυτό τον τρόπο να γίνει καλφτεροσ καταμεριςμόσ εργαςιϊν ςτα 
διάφορα εμπλεκόμενα άτομα αλλά και να γίνεται ζλεγχοσ τθσ όλθσ διαδικαςίασ 
ανάπτυξθσ λογιςμικοφ. 
 
2.3  Παράγοντεσ που Επθρεάηουν τθν Εκτίμθςθ Κόςτουσ 
 
Προκειμζνου να υπολογίςουμε το κόςτοσ ανάπτυξθσ λογιςμικοφ πρζπει να κάνουμε 
πρόβλεψθ τθσ προςπάκειασ (effort) που χρειάηεται προκειμζνου να ζρκει εισ πζρασ το 
όλο ζργο. Η πρόβλεψθ μπορεί να αποβεί χριςιμθ ςτα πρϊτα ςτάδια αλλά και ςε 
ολόκλθρο τον κφκλο ηωισ ενόσ λογιςμικοφ. Σο ιδανικότερο είναι θ πρόβλεψθ του 
κόςτουσ να προςεγγίςει όςο το δυνατό περιςςότερο τισ πραγματικζσ τιμζσ. Με αυτό τον 
τρόπο κα μπορζςουμε να λάβουμε αποφάςεισ οι οποίεσ να είναι οι όςο το δυνατό 
καλφτερεσ και το ζργο να διεκπεραιωκεί μζςα ςε όλα τα πλαίςια που ζχουμε κζςει.  
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Μπορεί κανείσ εφκολα να αντιλθφκεί ότι θ διαδικαςία ανάπτυξθσ λογιςμικοφ είναι 
πολφπλοκθ αλλά ςυνάμα και μοναδικι εφόςον ποτζ κανζνα λογιςμικό ςφςτθμα δεν 
είναι ακριβϊσ το ίδιο με κάποιο άλλο. Η κυριότερθ δυςκολία ςτθν εκτίμθςθ του κόςτουσ 
είναι αποτελεί θ ζλλειψθ εκπαιδευμζνων ατόμων με εμπειρία που να μποροφν να 
κάνουν τζτοιεσ εκτιμιςεισ. Τπάρχουν όμωσ πζρα από αυτό το λόγο και  διάφοροι άλλοι 
λόγοι που πολλζσ φορζσ κάνουν δφςκολι ίςωσ και αδφνατθ τθν εκτίμθςθ του κόςτουσ 
ενόσ ζργου λογιςμικοφ. Σζτοιο παράγοντεσ είναι και οι ακόλουκοι:  
 Η αβεβαιότθτα των διακζςιμων δεδομζνων κατά τθν ζναρξθ του ζργου. 
 Η πολυπλοκότθτα του ςυςτιματοσ που πρόκειται να αναπτυχκεί. 
 Μζγεκοσ του υπό υλοποίθςθ ςυςτιματοσ. 
 Ικανότθτεσ των ατόμων τθσ ομάδασ ανάπτυξθσ λογιςμικοφ . 
 Αρικμόσ ατόμων τθσ ομάδασ ανάπτυξθσ λογιςμικοφ. 
 Εργαλεία που μποροφν να ζχουν ςτθν διάκεςθ τουσ τα άτομα τθσ ομάδασ 
ανάπτυξθσ λογιςμικοφ. 
 Εμπειρία ςτθν ανάπτυξθ παρόμοιων εφαρμογϊν. 
 ΢υχνζσ αλλαγζσ ςτισ απαιτιςεισ του πελάτθ. 
 Ανάγκθ ςυμμόρφωςθσ με διάφορα πρότυπα. 
 Ζλλειψθ δεδομζνων παλιϊν εφαρμογϊν ςε αρικμθτικό κόςτοσ. 
 Δεν υπάρχουν ομογενι και αξιόπιςτα δεδομζνα, δθλαδι πλθροφορίεσ από ζργα που 
ζγιναν ςε ίδια περιβάλλοντα εργαςίασ. 
 
2.4  Μοντζλα Υπολογιςμοφ Κόςτουσ 
 
Όπωσ ζχουμε δει και πιο πάνω υπάρχουν πολλοί αςτάκμθτοι παράγοντεσ που δεν 
επιτρζπουν τον εφκολο υπολογιςμό του κόςτουσ. Ο υπολογιςμόσ του κόςτουσ 
λογιςμικοφ αςχολείται με τθν πρόβλεψθ των πόρων που είναι απαραίτθτοι για τθν 
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ανάπτυξθ αλλά και τθν ςυντιρθςθ ενόσ λογιςμικοφ ςυςτιματοσ. Τπάρχει ζνα ευρφ 
φάςμα από μοντζλα υπολογιςμοφ του κόςτουσ λογιςμικοφ με τα οποία ζχουν γίνει 
προςπάκειεσ να γίνει όςο το δυνατό καλφτερθ εκτίμθςθ του κόςτουσ χωρίσ όμωσ οι 
περιςςότερεσ να είναι επιτυχείσ.  Σα μοντζλα υπολογιςμοφ του κόςτουσ μπορεί να 
διαχωριςτοφν ςε δφο μεγάλεσ κατθγορίεσ: τθν κατθγορία βαςιηόμενθ ςε μοντζλα 
(model-based) και τθν κατθγορία μθ βαςιηόμενθ ςε μοντζλα (non model-based).  
Η κατθγορία του υπολογιςμοφ που βαςίηεται ςε μοντζλα αποτελείται από μια μζκοδο 
μοντελοποίθςθσ, ζνα μοντζλο αλλά και μια μζκοδο εφαρμογισ του μοντζλου αυτοφ. Σο 
μοντζλο παίρνει ζνα ςφνολο από ειςόδουσ ενϊ το αποτζλεςμα του κα είναι το effort του 
ζργου. Από τθν άλλθ θ κατθγορία του υπολογιςμοφ που δεν βαςίηεται ςε μοντζλα 
μπορεί να ςυνδυάςει μια ι και περιςςότερεσ τεχνικζσ με τθν βοικεια των οποίων κα 
παράξουν ζνα υπολογιςμό του κόςτουσ. ΢ε αυτι τθν κατθγορία είναι απαραίτθτθ θ 
ςυμμετοχι expert ζτςι ϊςτε το παραγόμενο κόςτοσ να είναι ςχετικά αντικειμενικό. 
Κάποιεσ τεχνικζσ που υπάγονται ςτισ πιο πάνω δφο κατθγορίεσ και που ζχουν 
ακολουκθκεί κατά διαςτιματα για να γίνει εκτίμθςθ του κόςτουσ είναι οι ακόλουκεσ 
[18]: 
 Εκτίμθςθ Top-Down: Για να μπορζςουμε να κάνουμε εκτίμθςθ με τθν μζκοδο 
αυτι, ξεκινάμε από το ςφςτθμα ςαν ςφνολο και προςδιορίηουμε τα επιμζρουσ 
υποςυςτιματα που πρζπει να υλοποιθκοφν, και υπολογίηουμε τα επί μζρουσ 
κόςτθ. Η διαδικαςία ςυνεχίηεται μζχρι τισ απλζσ μονάδεσ που δεν απαιτοφν 
περαιτζρω διάςπαςθ. Μπορεί να λαμβάνεται υπόψθ και το κόςτοσ τθσ επί 
μζρουσ ζνωςθσ των υποςυςτθμάτων, όμωσ μπορεί να υπό-εκτιμιςουμε το 
κόςτοσ τθσ ανάπτυξθσ των τελικϊν μονάδων τθσ εφαρμογισ. 
 Εκτίμθςθ Bottom-Up: Αυτι θ μζκοδοσ είναι θ αντίκετθ τθσ προθγοφμενθσ αφοφ 
εδϊ ξεκινάμε από τισ επιμζρουσ μονάδεσ του ςυςτιματοσ και το κόςτοσ 
ανάπτυξθσ τθσ κάκε μονάδασ υπολογίηεται ανεξάρτθτα και ακροίηεται με το 
κόςτοσ των άλλων μονάδων, για να μασ δϊςει το τελικό κόςτοσ ανάπτυξθσ τθσ 
εφαρμογισ. Αυτι θ μζκοδοσ είναι ακριβισ και ορκι φτάνει να ζχουμε κάνει μια 
πολφ καλι ςχεδίαςθ του ςυςτιματοσ. Όμωσ και πάλι εδϊ μπορεί να γίνει υπό-
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εκτίμθςθ του κόςτουσ ανάπτυξθσ εάν υπό-εκτιμιςουμε το κόςτοσ ενοποίθςθσ και 
τεκμθρίωςθσ. 
 Εκτίμθςθ Function Point: Με τθν μζκοδο αυτι υπολογίηονται τα function points 
(FPs), γίνεται εκτίμθςθ τθσ πολυπλοκότθτασ τθσ εφαρμογισ και γίνεται χριςθ 
εμπειρικισ αναλογίασ ςχζςθσ τθσ προςαρμοςμζνθσ μετρικισ FP με lines of code 
(LOC) και ανκρωποϊρεσ για τθ ςυγκεκριμζνθ γλϊςςα προγραμματιςμοφ που 
χρθςιμοποιείται για τθ ανάπτυξθ τθσ εφαρμογισ. 
 Εκτίμθςθ κατοχφρωςθσ ζργου - Pricing to win: Σο κόςτοσ του ζργου είναι 
ουςιαςτικά αυτό που κα πλθρϊςει ο πελάτθσ. Με αυτό τον τρόπο μπορεί μεν να 
κατοχυρϊνουμε το ζργο εντοφτοισ όμωσ θ πικανότθτα ο πελάτθσ να παραλάβει 
τελικά τθν εφαρμογι ζτςι όπωσ κα τθν ικελε είναι χαμθλι. Επίςθσ με τθν μζκοδο 
αυτι το κόςτοσ ανάπτυξθσ δεν αντικατοπτρίηει ςωςτά τθν εργαςία που απαιτείται 
για τθν εκτζλεςθ του ζργου. 
 Εκτίμθςθ κατά αναλογία – Estimation by analogy: Σο κόςτοσ τθσ εφαρμογισ 
εκτιμάται κατά αναλογία με το κόςτοσ άλλων γνωςτϊν και παρόμοιων 
εφαρμογϊν. Ζνα ςθμαντικό κζμα με αυτι τθ μεκοδολογία είναι θ ρφκμιςθ των 
διάφορων παραμζτρων (calibration) ςτα τοπικά δεδομζνα τθσ δικισ μασ 
εφαρμογισ. Αυτι θ μεκοδολογία είναι εφκολθ ςτθν εφαρμογι, ακριβισ και ορκι 
μόνο όμωσ εάν υπάρχουν ιςτορικά δεδομζνα για τθν κατά αναλογία εκτίμθςθ του 
κόςτουσ, ενϊ δεν είναι εφαρμόςιμθ εάν δεν ζχουμε ςτοιχεία. Επομζνωσ για να 
μπορεί να χρθςιμοποιθκεί αυτι θ μζκοδοσ κα πρζπει να γίνετε ςυςτθματικι 
καταγραφι δεδομζνων ςτοιχείων κόςτουσ για κάκε ζργο που ζχει τελειϊςει.  
Επίςθσ εδϊ παρουςιάηονται και δυςκολίεσ ςτθν κεωρθτικι μελζτθ του 
ςφάλματοσ πρόβλεψθσ (prediction error). 
 Εκτίμθςθ με βάςθ τουσ ζμπειρουσ - Expert Judgment: Ζνασ ι περιςςότεροι 
εμπειρογνϊμονεσ ςτισ περιοχζσ πεδίου εφαρμογισ και ςτισ περιοχζσ ανάπτυξθσ 
ςυςτθμάτων εκτιμοφν το κόςτοσ ανάπτυξθσ. Η διαδικαςία επαναλαμβάνεται όςεσ 
φορζσ χρειάηεται μζχρι που να βρεκεί μια κοινι γνϊμθ και όλοι οι 
εμπειρογνϊμονεσ είναι ικανοποιθμζνοι από το αποτζλεςμα. Κάκε 
εμπειρογνϊμονασ εκφράηει και μια διαφορετικι ςκοπιά για τθν τελικι εκτίμθςθ 
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του κόςτουσ. Αυτι θ μζκοδοσ είναι ςχετικά φτθνι ςε κόςτοσ όμωσ δεν είναι πολφ 
αξιόπιςτθ αφοφ είναι δφςκολο να βροφμε καλοφσ εμπειρογνϊμονεσ. Όμωσ 
αποτελεί τθν μόνθ λφςθ ςε περιπτϊςεισ που είτε υπάρχει εφαρμογι μιασ νζασ 
τεχνολογίασ είτε δεν ζχουμε κακόλου ιςτορικά δεδομζνα από μετριςεισ άλλων 
ολοκλθρωμζνων εφαρμογϊν. 
 Εκτίμθςθ με το νόμο του Parkinson: Με βάςθ αυτό το νόμο το ζργο κα κοςτίςει 
όςο κοςτίηουν οι διακζςιμοι πόροι. Σο μεγάλο πλεονζκτθμα αυτισ τθσ μεκόδου 
είναι ότι κα είμαςτε εντόσ του προχπολογιςμοφ μασ, αλλά από τθν άλλθ θ 
εφαρμογι δεν παραδίδεται ι παραδίδεται αλλά όχι τελειωμζνθ.  
 Εκτίμθςθ με αλγορικμικά μοντζλα: Σο κόςτοσ υπολογίηεται με ζνα αλγορικμικό 
τρόπο ςαν ςυνάρτθςθ του τφπου τθσ εφαρμογισ. ΢ε αυτι τθν τεχνικι γίνεται 
ςυνδυαςμόσ κάποιων εξιςϊςεων, προςαρμογισ δεδομζνων αλλά και 
εξειδικευμζνθσ γνϊςθσ. 
Ανεξάρτθτα από το ποια μεκοδολογία χρθςιμοποιείται, ο τομζασ τθσ βιομθχανίασ 
ζχει επιςθμάνει ότι παρουςιάηονται ιδιαίτερα προβλιματα  ςτον καταμεριςμό των 
πόρων αλλά και ςτον χρονοπρογραμματιςμό και επομζνωσ είναι άμεςθ θ ανάγκθ για 
βελτίωςθ αυτϊν των μεκοδολογιϊν εκτίμθςθσ του κόςτουσ. 
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Οι Γενετικοί αλγόρικμοι είναι μια διαδικαςία προςομοίωςθσ τθσ φφςθσ ςε ότι αφορά τθν 
εξζλιξθ των ειδϊν θ οποία ζχει αναπτυχκεί τα τελευταία χρόνια προκειμζνου να 
αντιμετωπιςκοφν προβλιματα επίλυςθσ ςυςτθμάτων βαςιςμζνων ςτισ αρχζσ τθσ 
αποτίμθςθσ  αλλά και τθσ κλθρονομικότθτασ. Η χριςθ των αλγορίκμων αυτϊν για τθν 
επίλυςθ δφςκολων προβλθμάτων τα τελευταία χρόνια ζχει αυξθκεί αφοφ ζχει αποδειχτεί 
ότι οι γενετικοί αλγόρικμοι είναι χριςιμοι ςτθν αναηιτθςθ λφςεων προβλθμάτων 
βελτιςτοποίθςθσ και εκμάκθςθσ. Με τουσ γενετικοφσ αλγορίκμουσ μποροφμε να 
μοντελοποιιςουμε δεδομζνα με αποτελεςματικό τρόπο και να παράξουμε μακθματικζσ 
εξιςϊςεισ που περιγράφουν με επιτυχία τισ διαδικαςίεσ μασ. 
Οι γενετικοί αλγόρικμοι είναι μια τεχνικι ςτοχαςτικισ αναηιτθςθσ και ςτθρίηονται ςτθν 
αρχι του Δαρβίνου ςτθν οποία μζςα από ζνα πλθκυςμό εμβρφων όντων επιηοφν μόνο τα 
υγιζςτερα αφοφ με βάςθ τον νόμο των πικανοτιτων μόνο αυτά μποροφν να 
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3.2 Ιςτορικι Αναδρομι 
 
Η πρϊτθ φορά που ζκαναν τθν εμφάνιςθ τουσ οι γενετικοί αλγόρικμοι ιταν ςτα τζλθ τθσ 
δεκαετίασ του 1950 με αρχζσ τθσ δεκαετίασ του 1960 από μια ομάδα βιολόγων οι οποίοι 
ζψαχναν τρόπουσ μοντελοποίθςθσ των πτυχϊν τθσ φυςικισ εξζλιξθσ  [21]. Γφρω ςτο 1962 
μερικοί ερευνθτζσ κατάφεραν να αναπτφξουν αλγόρικμουσ εμπνευςμζνουσ από τισ 
ζννοιεσ τθσ εξζλιξθσ για βελτιςτοποίθςθ λειτουργιϊν και εκμάκθςθ μθχανϊν χωρίσ όμωσ 
να καταφζρουν περιςςότερθ ζρευνα ςτον τομζα αυτό. Αργότερα γφρω ςτο 1965 γίνεται 
μια πιο προςεκτικι επζκταςθ ςτον τομζα αυτό, όταν ο Ingo Rechenberg ειςιγαγε τθν 
τεχνικι τθσ εξελικτικισ ςτρατθγικισ. ΢ε αυτι τθν προςπάκεια δεν υπιρχαν οι ζννοιεσ του 
πλθκυςμοφ ι των γενετικϊν τελεςτϊν, αλλά κάκε γονζασ παριγαγε ζνα απόγονο μζςω 
μετάλλαξθσ και ο καλφτεροσ από αυτοφσ τουσ δφο επικρατοφςε και παρζμενε για τθν 
επόμενθ μετάλλαξθ. Η ζννοια του πλθκυςμοφ είχε ενταχτεί αργότερα ςε μεταγενζςτερεσ 
προςπάκειεσ. 
Η αρχι του εξελικτικοφ προγραμματιςμοφ ιρκε αργότερα γφρω ςτο 1966 από τουσ L.J. 
Fogel, A.J. Owens και M.J. Walsh. Οι ερευνθτζσ αυτοί ειςιγαγαν τθν ζννοια των 
υποψιφιων λφςεων και τισ αναπαριςτοφςαν με απλζσ και πεπεραςμζνεσ καταςτάςεισ 
μθχανϊν από τισ οποίεσ επιλεγόταν μια με τυχαίο τρόπο για να μεταλλαχτεί και θ 
καλφτερθ από τισ δφο να επικρατιςει. Και ςε αυτιν τθν προςπάκεια όμωσ δεν υπάρχει 
και πάλι θ ζννοια των γενετικϊν τελεςτϊν. 
Σο 1975, ο John Holland με τθν βοικεια κάποιων ςυνεργατϊν του ειςιγαγε τισ ζννοιεσ 
των προςαρμοςτικϊν ψθφιακϊν ςυςτθμάτων μζςω μετάλλαξθσ, επιλογισ και 
διαςταφρωςθσ, προςομοιϊνοντασ με αυτό τον τρόπο τθν διαδικαςία τθσ βιολογικισ 
εξζλιξθσ ςαν μια ςτρατθγικι επίλυςθσ προβλθμάτων. Παράλλθλα με αυτό, ο Kenneth De 
Jong μπόρεςε να δείξει τισ μεγάλεσ δυνατότθτεσ των γενετικϊν αλγορίκμων ακόμα και 
κάτω από κορυβϊδεσ, μθ ςυνεχόμενεσ περιοχζσ αναηιτθςθσ. 
Με βάςθ αυτζσ τισ αρχζσ, παρατθρείται ςτισ αρχζσ με μζςα τθσ δεκαετίασ του 1980 
χριςθ των γενετικϊν αλγορίκμων ςε ζνα ευρφ φάςμα αντικειμζνων από αφθρθμζνα 
μακθματικά προβλιματα μζχρι μθχανολογικά κζματα όπωσ είναι θ αναγνϊριςθ 
προτφπων και θ κατθγοριοποίθςθ.  
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Φτάνοντασ ςτο ςιμερα, βλζπουμε ότι θ δφναμθ τθσ εξζλιξθσ ζχει αγγίξει ςχεδόν όλουσ 
τουσ τομείσ και νζεσ χριςεισ των γενετικϊν αλγόρικμων ανακαλφπτονται ςυνεχϊσ κακϊσ 
θ ζρευνα ςτον τομζα αυτό ςυνεχίηεται.  
 
3.3 Περιγραφι Λειτουργίασ Γενετικϊν Αλγορίκμων 
 
Οι γενετικοί αλγόρικμοι αποτελοφν μια μζκοδο αναηιτθςθσ βζλτιςτων λφςεων ςε 
πολυδιάςτατα προβλιματα ςτα οποία δεν υπάρχει τρόποσ να βροφμε τον ιδανικότερο 
ςυνδυαςμό μεταξφ μεταβλθτϊν και τιμϊν ζτςι ϊςτε να ζχουμε τθν βζλτιςτθ δυνατι 
λφςθ [28]. Οι γενετικοί αλγόρικμοι ζχουν ςαν βάςθ τουσ τθν επιςτιμθ τθσ βιολογίασ και 
βαςίηονται ςτθν ζννοια τθσ εξζλιξθσ. Ζνα από τα βαςικότερα τουσ χαρακτθριςτικά είναι 
και το γεγονόσ ότι προςπακοφν να μιμθκοφν τθν διαδικαςία τθσ βιολογικισ εξζλιξθσ. 
Βαςικό τουσ ςτοιχείο επίςθσ αποτελοφν και οι επαναλιψεισ μζςα από τισ οποίεσ ο 
αλγόρικμοσ μασ κα περάςει από το ςτάδιο τθσ εκμάκθςθσ για να δϊςει ςτο τζλοσ το 
καλφτερο επικυμθτό αποτζλεςμα. 
Αρχικά δθμιουργείται ζνασ τυχαίοσ ςυνδυαςμόσ των μεταβλθτϊν δθμιουργϊντασ ζνα 
ςυνδυαςμό από λφςεισ. Η κάκε λφςθ ςτθν ςυνζχεια κα εκτιμθκεί μζςω μιασ 
ςυνάρτθςθσ. Αυτι θ ςυνάρτθςθ κα μασ κακορίςει ποιεσ από τισ λφςεισ μασ είναι πιο 
κοντά ςτθν επικυμθτι και με βάςθ αυτζσ κα προχωριςουμε ςτθν μετάλλαξθ τουσ για να 
δθμιουργιςουμε τθν επόμενθ γενιά. Μζςω των επαναλιψεων κα επιβιϊςουν μόνο οι 
πιο δυνατζσ οι οποίεσ κα αποτελζςουν και τισ μακθματικζσ εξιςϊςεισ του 
αποτελζςματοσ. 
Οι γενετικοί αλγόρικμοι βαςίηονται ςτθν κεωρία τθσ εξζλιξθσ. ΢ε αυτι τθν κεωρία οι 
οργανιςμοί που δεν μποροφν να επιβιϊςουν ςτο περιβάλλον τουσ πεκαίνουν, ενϊ οι 
υπόλοιποι κα πολλαπλαςιαςτοφν μζςω τθσ αναπαραγωγισ. Οι απόγονοι κάκε γενιάσ 
παρουςιάηουν κάποιεσ διαφοροποιιςεισ από τουσ προγόνουσ τουσ και υπεριςχφουν 
μόνο οι απόγονοι με τα δυνατότερα χαρακτθριςτικά. 
΢τον πιο κάτω πίνακα μποροφμε να δοφμε τθν αντιςτοιχία τθσ ορολογίασ τθσ επιςτιμθσ 
τθσ βιολογίασ με τουσ γενετικοφσ αλγόρικμουσ:  
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Πίνακασ 3.1: Βιολογικό Πρότυπο και Γενετικοί Αλγόρικμοι [23] 
Όπωσ ζχουμε ιδθ αναφζρει, ζνα από τα βαςικά χαρακτθριςτικά των γενετικϊν 
αλγορίκμων είναι ότι μποροφν να εφαρμοςτοφν ςε διάφορουσ τομείσ. Οποιοδιποτε και 
να είναι το πεδίο χριςθσ τουσ όμωσ αλλά και όποιεσ αλλαγζσ ζχουν υποςτεί 
προκειμζνου να ζχουν καλφτερθ χριςθ τα βαςικά βιματα των αλγορίκμων αυτϊν 
παραμζνουν τα ίδια. 
Σο πρϊτο βιμα είναι να γίνει μια αρχικοποίθςθ του αλγορίκμου, όλεσ οι παράμετροι να 
πάρουν αρχικζσ τιμζσ και να δθμιουργθκεί ζνασ αρχικόσ πλθκυςμόσ πάνω ςτον οποίο κα 
βαςιςτεί ςτα επόμενα βιματα για να μπορζςει να βρει τθν καλφτερθ δυνατι λφςθ. Η 
αρχικοποίθςθ αυτι είναι τυχαία. Βαςικό ςτοιχείο αποτελοφν και ο κακοριςμόσ των 
γονζων με βάςθ τουσ οποίουσ κα μπορζςει να αρχίςει θ επιλογι των απογόνων για 
αναπαραγωγι. Η επιλογι των γονζων ςυνικωσ είναι αναλογικι προσ τθν απόδοςθ τουσ. 
Τπάρχουν πολλζσ τεχνικζσ επιλογισ γονζων, με πιο γνωςτζσ αλλά και ευρζωσ 
διαδεδομζνεσ αυτζσ τθσ μεκόδου τθσ ρουλζτασ (roulette) και αυτισ του τουρνουά  
(tournament). 
Με βάςθ αυτι τθν αρχικι γενιά κα πρζπει με τθν βοικεια γενετικϊν τελεςτϊν να 
βροφμε και να παράξουμε τουσ απογόνουσ τθσ γενιάσ αυτισ. Οι πιο διαδεδομζνοι 
τελεςτζσ είναι ο τελεςτισ τθσ διαςταφρωςθσ (crossover) και ο τελεςτισ τθσ μετάλλαξθσ 
(mutation). Η διαςταφρωςθ ςυνδυάηει τα ςτοιχεία των χρωματοςωμάτων δφο γονζων 
για να δθμιουργιςει δφο νζουσ απόγονουσ ανταλλάςοντασ κομμάτια από τουσ γονείσ, 
ενϊ θ διαδικαςία τθσ μετάλλαξθσ αλλάξει αυκαίρετα ζνα ι περιςςότερα γονίδια ενόσ 
χρωμοςϊματοσ. Να ςθμειωκεί εδϊ ότι τα τελευταία χρόνια ζχουν παραχκεί και πολλζσ 
παραλλαγζσ αυτϊν των  δφο τελεςτϊν. 
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Με τα πιο πάνω, οι γενετικοί αλγόρικμοι δθμιουργοφν ζνα ςφνολο - πλθκυςμό από 
πικανζσ λφςεισ τισ οποίεσ κα πρζπει να αποτιμιςει ζτςι ϊςτε να επιλζξει από το ςφνολο 
αυτό τθν καλφτερθ δυνατι λφςθ. Αυτι θ αποτίμθςθ γίνεται μζςω μιασ ςυνάρτθςθσ 
καταλλθλότθτασ (fitness function) θ οποία ανάλογα με το πρόβλθμα και το χϊρο ςτον 
οποίο βριςκόμαςτε κακορίηεται από τον χριςτθ.  
Αυτι είναι μια επαναλθπτικι διαδικαςία θ οποία τερματίηει μόνο όταν ικανοποιθκεί το 
κριτιριο τερματιςμοφ που ζχει τεκεί. Σο πιο ςυνθκιςμζνο κριτιριο τερματιςμοφ είναι να 
ζχουμε δθμιουργιςει ζνα ςυγκεκριμζνο αρικμό γενιϊν, ενϊ χρθςιμοποιείται επίςθσ και 
το κριτιριο ο αλγόρικμοσ να φτάςει ζνα ςυγκεκριμζνο ποςοςτό βελτίωςθσ του 
καλφτερου ατόμου ι πλθκυςμοφ. 
‘Όλα τα πιο πάνω βιματα των γενετικϊν αλγορίκμων φαίνονται και ςτο πιο κάτω 
διάγραμμα ροισ: 
 
Εικόνα 3.1: Διάγραμμα Ροισ Γενετικών Αλγορίκμων [28] 
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3.4 Πλεονεκτιματα – Μειονεκτιματα Γενετικϊν Αλγορίκμων  
 
Λόγω του ότι οι αλγόρικμοι αυτοί δεν ζχουν μακθματικό υπόβακρο αλλά ςτθρίηονται 
ςτθν βιολογία και ςτθν ζννοια τθσ εξζλιξθσ - μετάλλαξθσ, οι γενετικοί αλγόρικμοι  ζχουν 
τα εξισ πλεονεκτιματα [8], [21]:  
 Μποροφν να βρουν τθ βζλτιςτθ λφςθ ςε προβλιματα που δεν είναι δυνατόν να 
αναλυκοφν με μακθματικό τρόπο. 
 Ζχουν μεγάλθ ελευκερία ςτθν επιλογι τθσ λφςθσ αφοφ ςτθρίηονται κατά πολφ 
ςτθν ζννοια τθσ τυχαίασ επιλογισ. 
 Μποροφν να λφςουν δφςκολα προβλιματα με εφκολο και αξιόπιςτο τρόπο: Οι 
γενετικοί αλγόρικμοι ζχουν μεγάλθ αποδοτικότθτα και αυτό ζχει αποδειχτεί όχι 
μόνο κεωρθτικά αλλά και πρακτικά αφοφ ςε προβλιματα με πολλζσ αλλά και 
δφςκολεσ λφςεισ οι γενετικοί αλγόρικμοι μποροφν να τα αντιμετωπίςουν 
καλφτερα από οποιαδιποτε άλλθ τεχνικι. 
 Είναι επαναχρθςιμοποιιςιμοι και μποροφν να ςυνδυαςτοφν με οποιοδιποτε 
άλλο ςφςτθμα είτε ςαν προ-επεξεργαςία ενόσ προβλιματοσ είτε ςαν ανάλυςθ 
αποτελεςμάτων. Μπορείσ να χρθςιμοποιιςεισ ζνα γενετικό αλγόρικμο ςε 
υπάρχοντα μοντζλα με προςκετικό τρόπο χωρίσ να χρειάηεται να 
επαναςχεδιάςεισ ζνα νζο γενετικό αλγόρικμο. 
 Μπορείσ με εφκολο τρόπο να κάνεισ αλλαγζσ αλλά και να κάνεισ επεκτάςεισ ςε 
ζνα γενετικό αλγόρικμο ζτςι ϊςτε να λειτουργεί και να παράγει καλφτερα 
αποτελζςματα. 
 Μποροφν να χειριςτοφν προβλιματα με πολλζσ διαςτάςεισ (παραμζτρουσ). Οι 
γενετικοί αλγόρικμοι ζχουν το ςτοιχείο του παραλλθλιςμοφ αφοφ ςε κάκε τουσ 
βιμα επεξεργάηονται μεγάλεσ ποςότθτεσ πλθροφορίασ αφοφ κάκε άτομο μπορεί 
να κεωρθκεί ςαν ζνασ αντιπρόςωποσ πολλϊν άλλων. Επομζνωσ μποροφν να 
κάνουν αποδοτικι αναηιτθςθ ςε μεγάλουσ χϊρουσ ςε ςχετικά ςφντομο χρονικό 
διάςτθμα. 
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 Δεν επθρεάηονται από τθν φφςθ ι θ ςθμαςία τθσ υπό εξζταςθ πλθροφορίασ 
δθλαδι αν τα δεδομζνα μασ αφοροφν εφρεςθ ςυντομότερου μονοπατιοφ ι 
εφρεςθ λφςθσ που να μειϊνει το κόςτοσ. Σο μόνο τουσ μζλθμα είναι θ ςυνάρτθςθ 
αξιολόγθςθσ. 
 Μποροφν να ςυνδυαςτοφν με άλλεσ μεκόδουσ δθμιουργϊντασ με αυτό το τρόπο 
υβριδικά ςυςτιματα. 
 Κάνουν χριςθ τθσ πλθροφορίασ που ζχουν ιδθ παράξει προκειμζνου να δϊςουν 
καλφτερθ λφςθ αλλά ταυτόχρονα γίνεται και εξερεφνθςθ του χϊρου αναηιτθςθσ, 
δφο χαρακτθριςτικϊν τα οποία είναι εκ γενετισ ανταγωνιςτικά και δφςκολα 
ςυνυπάρχουν. 
Εκτόσ όμωσ από τα πολλά πλεονεκτιματα που παρουςιάηουν οι γενετικοί αλγόρικμοι 
εντοφτοισ όπωσ και όλεσ οι εφαρμογζσ παρουςιάηουν και κάποια μειονεκτιματα που για 
μερικοφσ μπορεί να είναι αποτρεπτικά. Κάποια από αυτά τα μειονεκτιματα 
παρουςιάηονται πιο κάτω [21]: 
 Μεγάλοσ χρόνοσ επεξεργαςίασ. Σζτοιεσ εφαρμογζσ χρειάηονται αρκετό χρόνο 
μζχρι να περάςουν από πολλζσ γενιζσ και να χρθςιμοποιιςουν τθν κεωρία τθσ 
εξζλιξθσ για να παράξουν αποτελζςματα. Η εξζλιξθ λειτουργεί με πολφ αργοφσ 
ρυκμοφσ και χρειάηονται χιλιάδεσ γενιζσ για να αλλάξουν τα χαρακτθριςτικά των 
ειδϊν και να διαφοροποιθκεί θ ςυμπεριφορά τουσ. 
 Ο αφαιρετικόσ τρόποσ μίμθςθσ τζτοιων ςυςτθμάτων προσ τθν βιολογία ίςωσ 
κάποιεσ φορζσ να είναι αναςταλτικόσ παράγοντασ εφόςον το να μθν είναι 
κάποιοσ οικείοσ με τζτοιεσ ζννοιεσ όπωσ είναι οι ζννοιεσ τθσ εξζλιξθσ και τθσ 
φυςικισ επιλογισ, μπορεί να προκαλζςει φόβο. 
 
3.5 Εφαρμογζσ Γενετικϊν Αλγορίκμων 
 
Με βάςθ όλα τα πιο πάνω χαρακτθριςτικά που ζχουμε αναφζρει για τουσ γενετικοφσ 
αλγόρικμουσ είναι λογικό ςυμπζραςμα να γίνεται με ευρεία χριςθ και εφαρμογι των 
 - 24 - 
αλγορίκμων αυτϊν. Μερικζσ από τισ εφαρμογζσ των γενετικϊν αλγορίκμων είναι και οι 
ακόλουκεσ [9]: 
 Εξαγωγι ςυμπεραςμάτων για τθν διαδικαςία υπολογιςμοφ του κόςτουσ μιασ 
καινοφργιασ εφαρμογισ. 
 Πρόβλθμα πλανόδιου πωλθτι, καταμεριςμόσ εργαςιϊν κ.τ.λ. 
 Επεξεργαςία εικόνων, ςιματοσ και αναγνϊριςθ προτφπων.  
 Προβλιματα κατανομισ πόρων με τζτοιο τρόπο ζτςι ϊςτε να ζχουμε μζγιςτο 
όφελοσ και ελάχιςτο κόςτοσ. 
 Εφρεςθ λφςεων ςε παιχνίδια και επίλυςθ λαβυρίνκων. 
 Εκπαίδευςθ Νευρωνικϊν δικτφων. 
 Βελτιςτοποίθςθ μακθματικϊν μοντζλων που περιγράφουν ζνα οποιοδιποτε 
πρόβλθμα φυςικό, μακθματικισ λογικισ, βιολογίασ, ςτατιςτικισ, διοίκθςθσ 
επιχειριςεων κ.τ.λ. 
 
3.6 Γενετικόσ Προγραμματιςμόσ 
 
Ο γενετικόσ προγραμματιςμόσ ίςωσ να είναι θ πιο δθμοφιλισ τεχνικι τθσ ομάδασ των 
εξελικτικϊν αλγορίκμων και αποτελεί τεχνικι για τθν υπολογιςτικι προςομοίωςθ τθσ 
εξζλιξθσ. Ουςιαςτικά αποτελεί προζκταςθ των γενετικϊν αλγορίκμων αφοφ αφαιρεί τον 
περιοριςμό ότι κάκε άτομο πρζπει να ζχει ζνα προκακοριςμζνο μζγεκοσ. Η πιο 
ςυνθκιςμζνθ αλλά και απλι μζκοδοσ αναπαράςταςθσ ςε ζνα γενετικό προγραμματιςμό 
είναι ζνα δυαδικό δζντρο το οποίο αποτελείται από τελεςτζσ και τελεςτζουσ. Με αυτό το 
τρόπο κάκε λφςθ είναι μια αλγεβρικι ζκφραςθ θ οποία ςε τελικι ανάλυςθ μπορεί να 
αποτιμθκεί.  
΢ε ζνα γενετικό πρόγραμμα το πρϊτο πράγμα που πρζπει να γίνει είναι να κακορίςουμε 
πιο κα είναι το αλφάβθτο, ποιοι κα είναι οι τελεςτζσ και ποιοι οι τελεςτζοι. Ζνα δεφτερο 
βιμα είναι θ δθμιουργία του αρχικοφ πλθκυςμοφ. ΢υνικωσ αυτό γίνεται με τυχαία 
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επιλογι από το ςφνολο των τελεςτϊν και των τελεςτζων. ΢τθ ςυνζχεια γίνεται επιλογι 
γονζων και με χριςθ γενετικϊν τελεςτϊν κα δθμιουργθκεί μια νζα γενιά.  Πολφ 
ςθμαντικι είναι και θ ζννοια τθσ τυχαίασ επιλογισ. ΢ε όλα τα βιματα του γενετικοφ 
προγραμματιςμοφ όλεσ οι επιλογζσ που γίνονται είναι με τυχαίο τρόπο, είτε είναι 
τελεςτισ, είτε είναι τελεςτζοσ είτε είναι γενετικόσ τελεςτισ. 




Εικόνα 3.2: Κφκλοσ Εξζλιξθσ Γενετικοφ Προγραμματιςμοφ [28] 
 
Όπωσ ζχουμε ιδθ αναφζρει, εκτόσ από τθν ζννοια τθσ τυχαίασ επιλογισ, βαςικό ςτοιχείο 
του προγραμματιςμοφ αυτοφ είναι θ δθμιουργία δζντρων για τθν αναπαράςταςθ τθσ 
λφςθσ. Ζνα τζτοιο δζντρο είναι και το πιο κάτω:  
 
Εικόνα 3.3: Μορφι Δζντρου Γενετικοφ Προγραμματιςμοφ 
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3.6.1 ΢υνάρτθςθ Καταλλθλότθτασ 
Η ςυνάρτθςθ καταλλθλότθτασ είναι από τα βαςικότερα ςτοιχεία του γενετικοφ 
προγραμματιςμοφ που ουςιαςτικά δίνει το μζτρο ικανότθτασ τθσ λφςθσ. Κάκε μια λφςθ 
που παράγεται από το ςφςτθμα δοκιμάηεται για το πόςο κοντά φζρνει τθν αντίδραςθ 
του ςυςτιματοσ ςτθν επικυμθτι τιμι. ΢υνικωσ θ τιμι καταλλθλότθτασ αποτελεί τον 
κακοριςτικό παράγοντα επιβίωςθσ του κάκε ατόμου. Ανάλογα με τον τρόπο που κα 
ορίςει κανείσ αυτι τθ ςυνάρτθςθ εξαρτάται αν ο γενετικόσ προγραμματιςμόσ κα 
επιδιϊξει να ζχει ελάχιςτθ ι μζγιςτθ τιμι για τθν επιλογι του καλφτερου ατόμου. Η 
ςυνάρτθςθ καταλλθλότθτασ κζλουμε να είναι όςο το δυνατό πιο απλι και εφκολα 
υπολογίςιμθ. 
 
3.6.2 Παράγοντασ bloating 
Ζνα πολφ ςυχνό φαινόμενο που παρατθρείται ςτο γενετικό προγραμματιςμό είναι το 
φαινόμενο του “bloating”. Αυτό ςυμβαίνει όταν υπάρχει μια τάςθ το μζγεκοσ των 
δζντρων που παράγονται να αυξάνεται ςυνεχϊσ χωρίσ ουςιαςτικι βελτίωςθ ςτθν τιμι 
τθσ ςυνάρτθςθσ καταλλθλότθτασ και ωσ αποτζλεςμα να μθν μποροφμε να ζχουμε τθν 
καλφτερθ αλλά και ςυνάμα τθν πιο μικρι ςε μζγεκοσ δυνατι λφςθ. Αυτό το φαινόμενο 
προκφπτει από τθν αναηιτθςθ που κάνουν οι γενετικοί τελεςτζσ ςτο να βρουν  τθν 
καλφτερθ δυνατι λφςθ. Εκτόσ από το γεγονόσ ότι καταναλϊνεται πολφτιμοσ χρόνοσ ςε 
μια ιδθ πολφ βαριά ςε επεξεργαςία διαδικαςία, αυτά τα περιττά κομμάτια κϊδικα 
(introns) αυξάνονται ραγδαία. 
Παρόλο που το φαινόμενο αυτό είναι γνωςτό και μπορεί να εντοπιςτεί, εντοφτοισ δεν 
υπάρχει ακόμα εξιγθςθ γιατί να ςυμβαίνει αλλά οφτε επίςθσ ζχει προτακεί μια πρακτικι 
λφςθ για να αποφεφγονται τζτοια φαινόμενα. Τπάρχουν όμωσ αρκετζσ κεωρίεσ ςτο τι 
μπορεί να προκαλεί αυτζσ τισ ανεπικφμθτεσ καταςτάςεισ [26]: 
 Η κεωρία του περιττοφ κϊδικα (introns theory). ΢ε αυτι τθν κεωρία πιςτεφεται 
ότι τα κομμάτια αυτά του περιττοφ κϊδικα που παράγονται, δθμιουργοφν 
bloating ςαν ζνασ προςτατευτικόσ μθχανιςμόσ ζτςι ϊςτε να αποφευχκοφν τυχόν 
καταςτρεπτικζσ παρενζργειεσ των τελεςτϊν όταν βρεκεί μια λφςθ. Να 
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ςθμειϊςουμε εδϊ ότι αυτά τα κομμάτια κϊδικα δεν επθρεάηουν τθν ςυνάρτθςθ 
καταλλθλότθτασ (fitness). 
 Η κεωρία του προκαλοφμενου από τθ ςυνάρτθςθ καταλλθλότθτασ (fitness causes 
bloat theory). Αυτι θ κεωρία βαςίηεται ςτθν υπόκεςθ ότι υπάρχει μεγαλφτερθ 
πικανότθτα να βρεκεί μεγαλφτερο πρόγραμμα με τθν ίδια ςυμπεριφορά παρά 
ζνα μικρότερο ςε μζγεκοσ πρόγραμμα. Ωσ αποτζλεςμα όταν μια καλι λφςθ 
βρεκεί τα προγράμματα ζχουν τθν τάςθ να μεγαλϊνουν λόγω τθσ πίεςθσ τθσ 
ςυνάρτθςθσ καταλλθλότθτασ. 
 Η κεωρία τθσ αφαίρεςθσ τθσ προκατάλθψθσ (removal bias theory). Εδϊ 
ουςιαςτικά επικρατεί θ προκατάλθψθ ότι αφαιρϊντασ μεγάλα κομμάτια κϊδικα 
είναι πιο επικίνδυνο από το να αφαιρζςεισ μικρά κομμάτια κϊδικα. Ζτςι με αυτό 
τον τρόπο υπάρχει μια προκατάλθψθ υπζρ των μεγάλων προγραμμάτων. 
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Για τισ ανάγκεσ τθσ παροφςασ μελζτθσ ζχουμε κάνει χριςθ μιασ εφαρμογισ θ οποία μασ 
επιτρζπει να κάνουμε αλλαγζσ αλλά και να προςκζςουμε ςυναρτιςεισ εφκολα ζτςι ϊςτε 
να προςαρμόςουμε τθν εκτζλεςθ με βάςθ τα δικά μασ δεδομζνα και γενικά τισ δικζσ μασ 
ανάγκεσ. Αυτι θ εφαρμογι είναι το GPLAB το οποίο είναι γραμμζνο ςτθ γλϊςςα 
προγραμματιςμοφ MATLAB® τθσ εταιρείασ Math Works που είναι μια υψθλισ απόδοςθσ 
γλϊςςα (4θσ γενιάσ) που χρθςιμοποιείται για Technical Computing και θ οποία μπορεί να 
εκφράηει λφςεισ ςτα προβλιματα με μακθματικό τρόπο. Είναι γλϊςςα απλι και εφκολθ 
ςτθ χριςθ αλλά παράλλθλα γριγορθ και δυνατι όςον αφορά μακθματικοφσ 
υπολογιςμοφσ. Ζνα άλλο δυνατό πλεονζκτθμα τθσ γλϊςςασ αυτισ είναι το γεγονόσ ότι 
παρζχει διεξοδικι αλλά και απλι αναπαράςταςθ δεδομζνων. 
 
4.2 Εργαλείο GPLAB 
 
To GPLAB [24] όπωσ λζει και το όνομα του, είναι εργαλείο γενετικοφ προγραμματιςμοφ. 
Είναι γραμμζνο ςε γλϊςςα προγραμματιςμοφ MATLAB, γενικευμζνο, προςαρμοςτικό 
αλλά και εφκολα επεκτεινόμενο εργαλείο. Ο ςχεδιαςμόσ και θ υλοποίθςθ του ζχουν γίνει 
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με τζτοιο τρόπο ϊςτε να μπορεί να χρθςιμοποιθκεί όχι μόνο από άτομα που ζχουν 
βακιά γνϊςθ από γενετικό προγραμματιςμό ι προγραμματιςμό αλλά και από άτομα που 
δεν ζχουν τθν αντίςτοιχθ εξοικείωςθ. Η αρχιτεκτονικι του εργαλείου αυτοφ είναι 
αρκρωτι και αποτελείται από πολλζσ υπό μονάδεσ και ζχει παραμετρικι δομι. Σο 
μεγαλφτερο πλεονζκτθμα του όμωσ είναι το γεγονόσ ότι ο κάκε χριςτθσ μπορεί να 
δθμιουργιςει δικζσ του λειτουργίεσ και να τισ προςκζςει ςτο εργαλείο αυτό.  
To εργαλείο αποτελείται από τρεισ βαςικζσ μονάδεσ: τθν μονάδα κακοριςμοφ των 
μεταβλθτϊν, τθν μονάδα δθμιουργίασ του πλθκυςμοφ και τθν μονάδα δθμιουργίασ 
γενεϊν. Και οι τρεισ αυτζσ μονάδεσ ζχουν άμεςθ ςχζςθ με μεταβλθτζσ που πρζπει να 
επιλεχκοφν από το χριςτθ. Η μονάδα κακοριςμοφ των μεταβλθτϊν ζχει ςτόχο τθν 
αρχικοποίθςθ όλων των απαραίτθτων παραμζτρων που κα κακορίςει ο χριςτθσ 
προκειμζνου να μπορζςει το εργαλείο να εκτελζςει τισ λειτουργίεσ του. Για παραμζτρουσ 
όπου ο χριςτθσ δεν δϊςει κάποια τιμι το εργαλείο παρζχει από το ςχεδιαςμό του 
προκακοριςμζνεσ τιμζσ τισ οποίεσ και δίνει ςε αυτζσ τισ περιπτϊςεισ.  Η δεφτερθ μονάδα 
δθμιουργεί τον αρχικό πλθκυςμό και υπολογίηει τθν ικανότθτα του πλθκυςμοφ αυτοφ 
(fitness). ΢το εργαλείο αυτό τα άτομα του πλθκυςμοφ είναι αναπαραςτάςεισ με μορφι 
δζνδρων. Σζλοσ ςτθν μονάδα δθμιουργίασ γενεϊν, ζχουμε τθ δειγματολθψία (sampling) 
για να δθμιουργιςουμε τθν λίςτα με τουσ διακζςιμουσ γονείσ ενϊ επίςθσ ζχουμε και τθν 
εφαρμογι των γενετικϊν τελεςτϊν προκειμζνου να δθμιουργιςουμε τα νζα άτομα. Με 
τθν δθμιουργία των νζων ατόμων ζχουμε υπολογιςμό τθσ ικανότθτασ του πλθκυςμοφ 
που ζχουμε δθμιουργιςει και ςτθ ςυνζχεια ζχουμε το ςτάδιο τθσ επιβίωςθσ των 
καλφτερων ατόμων (survival). Σο τελευταίο αυτό ςτάδιο επαναλαμβάνεται μζχρι να 
ςυναντιςουμε κάποιο από τα κριτιρια τερματιςμοφ ι μζχρι να φτάςουμε ςτον μζγιςτο 
αρικμό γενιϊν που ζχουμε κζςει. 
Πιο κάτω μποροφμε να δοφμε τθν διαγραμματικι απεικόνιςθ που ζχουμε περιγράψει 
πιο πάνω. 
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Εικόνα 4.1: Λειτουργικι δομι εργαλείου GPLAB [24] 
 
Σο πιο πάνω διάγραμμα δείχνει τθν ςχεδιαςμζνθ λειτουργία του εργαλείου κακϊσ και τισ 
βαςικζσ διακζςιμεσ λειτουργίεσ που μπορεί να επιλζξει ο χριςτθσ ςε κάκε βιμα. Για τθν 
αρχικοποίθςθ του πλθκυςμοφ παρζχονται οι επιλογζσ για πλιρωσ ιςορροπθμζνα δζντρα  
(full), για πλιρωσ ανιςςόροπα δζντρα (grow) ι για μικτά δζντρα (ramped). Για τθν 
παραγωγι των παιδιϊν ζχουμε και εδϊ τρεισ επιλογζσ. Σα παιδιά για κάκε άτομο να 
είναι αναλογικά τθσ ικανότθτασ του ατόμου (absolute), τα παιδιά βαςίηονται ςτθν 
κατάταξθ του ατόμου (rank85) ι τα παιδιά βαςίηονται όχι μόνο ςτθν κατάταξθ του 
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ατόμου αλλά και ςτθν κατάςταςθ του αλγορίκμου τθν χρονικι ςτιγμι τθσ επιλογισ  
(rank89). ΢τθν φάςθ τθσ δειγματολθψίασ παρζχονται πζντε διαφορετικζσ ςυναρτιςεισ. 
΢τθ ρουλζτα (roulette) ζχουμε τυχαίουσ δείχτεσ να γυρίηουν και κάκε άτομο τθσ γενιάσ 
να ζχει ζνα τυχαίο κομμάτι αυτισ τθσ ρουλζτασ που αντιπροςωπεφει τουσ απογόνουσ.  
Μια παραλλαγι είναι θ sus ςτθν οποία οι δείχτεσ τθσ ρουλζτασ είναι ίςα κατανεμθμζνοι. 
΢το τουρνουά (tournament), επιλζγεται τυχαία ζνασ αρικμόσ από άτομα και μζςα από 
αυτό τον αρικμό επιλζγονται τα καλφτερα άτομα.  Η μζκοδοσ τθσ λεξικογραφίασ 
(lexicographic parsimony pressure) δουλεφει όπωσ και το τουρνουά αλλά με τθν διαφορά 
ότι όταν δφο άτομα ζχουν τθν ίδια ςυνάρτθςθ καταλλθλότθτασ κα επιλεγεί το πιο μικρό 
ςε μζγεκοσ. Η τελευταία ςυνάρτθςθ για δειγματολθψία είναι το διπλό τουρνουά (double 
tour) το οποίο ςυνδυάηει τθν μζκοδο τουρνουά και μετά εφαρμόηει τθ μζκοδο τθσ 
λεξικογραφίασ. Ο υπολογιςμόσ τθσ ςυνάρτθςθσ καταλλθλότθτασ (fitness) μπορεί να γίνει 
με τθ μζκοδο που ονομάηεται regfitness θ οποία ουςιαςτικά υπολογίηει για κάκε άτομο 
τθ διαφορά τθσ πραγματικισ τιμισ από τθν υπολογιηόμενθ. Σζλοσ για να επιλεγοφν τα 
καλφτερα άτομα (survival) ζχουμε τρεισ ςυναρτιςεισ. Η ςυνάρτθςθ fixedpopsize 
ουςιαςτικά δθλϊνει ότι κα επιλεγοφν τόςα άτομα όςα και τα άτομα του πλθκυςμοφ μασ. 
Με αυτό τον τρόπο κα ζχουμε ςυνεχϊσ ςτακερό αρικμό ατόμων ςτον πλθκυςμό. Η 
ςυνάρτθςθ resources επιτρζπει να ζχουμε αρικμό ατόμων όχι απαραίτθτα τον ίδιο με 
τον αρχικό πλθκυςμό. To GPLAB ζχει δθμιουργιςει ακόμα μια ςυνάρτθςθ, τθν pivotfixe, 
θ οποία κάνει το ίδιο με τθν resources αλλά ζχει ςκοπό να εξοικονομιςει πόρουσ και 
υπολογιςτικι προςπάκεια του ςυςτιματοσ. 
 
4.3 Περιγραφι Προτεινόμενου Συςτιματοσ 
 
Σο προτεινόμενο ςφςτθμα βαςίηεται ςτισ διάφορεσ ςυναρτιςεισ που παρζχει το πιο 
πάνω εργαλείο για γενετικό προγραμματιςμό. Ζχει δθμιουργθκεί με τζτοιο τρόπο ζτςι 
ϊςτε να είναι εφχρθςτο και λειτουργικό και να παρζχει ςτο χριςτθ όςο το δυνατό 
περιςςότερεσ επιλογζσ για τισ εκτελζςεισ του. Όπωσ και το GPLAB ζτςι και αυτό το 
ςφςτθμα ζχει ςχεδιαςτεί και υλοποιθκεί ςτθν γλϊςςα προγραμματιςμοφ MATLAB. Ο 
χριςτθσ μπορεί μζςω μιασ φιλικισ διεπαφισ (interface) να δθμιουργιςει τισ επικυμθτζσ 
εκτελζςεισ μζςω των προςφερόμενων επιλογϊν παραμζτρων που ζχουν δοκεί ςτο 
προτεινόμενο αυτό ςφςτθμα. Η διεπαφι αυτι φαίνεται πιο κάτω ςτθν εικόνα 4.2. 
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Εικόνα 4.2: Προτεινόμενο ΢φςτθμα 
Όπωσ φαίνεται και ςτθν οκόνθ του προτεινόμενου ςυςτιματοσ ο χριςτθσ καλείται να 
επιλζξει μια ςειρά από παραμζτρουσ προκειμζνου να διοργανϊςει τα πειράματα που 
επικυμεί. Σο ςφςτθμα αποτελείται από τζςςερα βαςικά μζρθ: 
1. Επιλογι αρχείου δεδομζνων 
2. Επιλογι παραμζτρων 
3. Εκτζλεςθ γενετικοφ προγραμματιςμοφ 
4. Δθμιουργία αρχείου εξόδου 
5. Παραγόμενεσ γραφικζσ παραςτάςεισ 
Ασ δοφμε λίγο πιο αναλυτικά το κάκε ζνα από αυτά. 
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4.3.1 Επιλογι Αρχείου Δεδομζνων    
Σο προτεινόμενο ςφςτθμα δζχεται ωσ είςοδο του ζνα αρχείο δεδομζνων ςε μορφι Excel. 
΢το αρχείο αυτό κα πρζπει θ πρϊτθ γραμμι να περιζχει τα ονόματα των μεταβλθτϊν 
όπωσ κζλουμε να φαίνονται ςτα δζνδρα που κα παραχκοφν αλλά και ςτισ παραγόμενεσ 
εξιςϊςεισ. Σο αρχείο δεν ζχει περιοριςμό ςτον αρικμό των ςτθλϊν που πρζπει να ζχει, 
όμωσ υπάρχει θ προχπόκεςθ θ τελευταία ςτιλθ να είναι το χαρακτθριςτικό που 
αντιπροςωπεφει τθν πραγματικι τιμι τθσ προςπάκειασ. Για τισ αρικμθτικζσ αλλά και τισ 
λογικζσ εκτελζςεισ κα πρζπει το αρχείο να αποτελείται από αρικμθτικά δεδομζνα, ενϊ 
για τισ κατθγορικζσ εκτελζςεισ κα πρζπει να ζχουμε κατθγορικά δεδομζνα ςτο αρχείο 
αυτό. Όλα τα χαρακτθριςτικά που υπάρχουν ςτα αρχεία δεδομζνων που κα 
χρθςιμοποιιςουμε ονομάηονται και παράγοντεσ κόςτουσ. 
΢τθν παροφςα μελζτθ κα χρθςιμοποιιςουμε τρία αρχεία δεδομζνων, το αρχείο Cocomo 
[6], το αρχείο Desharnais [15] και το αρχείο ISBSG [12]. Σο αρχείο του COCOMO (εικόνα 
4.3) αποτελείται από 16 χαρακτθριςτικά τα οποία είναι όλα αρικμθτικά δεδομζνα και 63 
ζργα ανάπτυξθσ λογιςμικοφ, τα οποία λιφκθκαν από ζργα ανάπτυξθσ ενόσ Οίκου 
Ανάπτυξθσ Λογιςμικϊν.  
 
 
Εικόνα 4.3: Χαρακτθριςτικά αρχείου ειςόδου Cocomo [6] 
Με το αρχείο αυτό λόγω του γεγονότοσ ότι ζχουμε μόνο αρικμθτικά δεδομζνα, 
μποροφμε να τρζξουμε μόνο αρικμθτικζσ και λογικζσ εκτελζςεισ. 
 - 34 - 
 
Σο αρχείο Desharnais (εικόνα 4.4)  αποτελείται από 9 χαρακτθριςτικά εκ των οποίων το 
ζνα είναι κατθγορικό ενϊ τα υπόλοιπα είναι αρικμθτικά και περιζχει παρατθριςεισ για 
77 ςυςτιματα ανάπτυξθσ, τα οποία ζχουν παρκεί από ζνα Καναδικό Οίκο Ανάπτυξθσ 
Λογιςμικοφ ςτα τζλθ τθσ δεκαετίασ του 1980.  
 
Εικόνα 4.4: Χαρακτθριςτικά αρχείου ειςόδου Desharnais [15] 
 
Για τισ αρικμθτικζσ και τισ λογικζσ εκτελζςεισ με αυτό το αρχείο κα αφαιρζςουμε τθν 
τελευταία ςτιλθ που αντιςτοιχεί ςτθ γλϊςςα προγραμματιςμοφ αφοφ είναι μια 
κατθγορικι ςτιλθ. 
 
Σο τρίτο αρχείο που ζχουμε χρθςιμοποιιςει για τισ εκτελζςεισ μασ είναι το αρχείο ISBSG 
(εικόνα 4.5). Σο αρχείο αυτό είναι αρκετά μεγάλο ςε ςχζςθ με τα προθγοφμενα δφο 
αρχεία αφοφ αποτελείται από 467 ζργα λογιςμικοφ και 50 χαρακτθριςτικά ζνα εκ των 
οποίων είναι και θ πραγματικι τιμι τθσ προςπάκειασ. Από τα χαρακτθριςτικά αυτά 
ζχουμε αφαιρζςει τα 4 που είναι αρικμθτικά για να μπορζςουμε να ζχουμε ζνα ςφνολο 
από κατθγορικά δεδομζνα και ζτςι να μπορζςουμε να το χρθςιμοποιιςουμε ςε 
κατθγορικζσ εκτελζςεισ. 
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Εικόνα 4.5: Χαρακτθριςτικά αρχείου ειςόδου ISBSG [12] 
 
4.3.2 Επιλογι παραμζτρων 
Τπάρχουν διάφοροι παράμετροι με τουσ οποίουσ μποροφμε να κάνουμε διάφορεσ 
εκτελζςεισ και να ςυγκρίνουμε αποτελζςματα. Αυτόσ είναι και ο λόγοσ που επιλζξαμε 
όλεσ αυτζσ οι παράμετροι να είναι κακοριςμζνεσ από το χριςτθ ςε κάκε εκτζλεςθ.  
Ασ δοφμε αναλυτικά μια προσ μια τισ παραμζτρουσ αυτζσ οι οποίεσ φαίνονται και ςτθν 
εικόνα 4.2 πιο πάνω. Βλζποντασ τθν εικόνα 4.2, μποροφμε να διακρίνουμε ότι το δεξιό 
μζροσ τθσ αφορά παραμζτρουσ που ζχουν να κάνουν απευκείασ με τουσ γενετικοφσ 
αλγορίκμουσ, ενϊ το αριςτερό κομμάτι είναι μεταβλθτζσ που υποςτθρίηουν τθν όλθ 
διαδικαςία. Θα αποκαλοφμε τθν πρϊτθ ομάδα ωσ παράμετροι γενετικοφ αλγορίκμου 
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4.3.2.1 Παράμετροι Γενετικοφ Αλγορίκμου 
Αρικμόσ Γενιϊν (Number of Generations): Δθλϊνει τον αρικμό των γενιϊν που κα 
τρζξει ο αλγόρικμοσ προκειμζνου να βγάλει το καλφτερο άτομο. Για τα πειράματα 
μασ κα χρθςιμοποιιςουμε 350 γενιζσ και αν δοφμε ότι είναι αναγκαίο με βάςθ τα 
παραγόμενα λάκθ κα αυξιςουμε τον αρικμό αυτό ςτο 500. 
Μζγεκοσ πλθκυςμοφ (Population Size): Δθλϊνει το μζγεκοσ του πλθκυςμοφ που 
πρζπει να ζχει κάκε γενιά πριν να αξιολογθκεί και να επιλεγεί το καλφτερο 
άτομο. Η ςωςτι επιλογι για το μζγεκοσ του πλθκυςμοφ είναι πολφ ςθμαντικι 
αφοφ μπορεί να κακορίςει κατά πόςο θ εκτζλεςθ μασ κα είναι επιτυχισ ι όχι. ΢αν 
μζγεκοσ πλθκυςμοφ ςτθν πειραματικι μασ διαδικαςία κα ζχουμε 100.  
Ελιτιςμόσ (Elitism): Είναι ο τρόποσ με τον οποίο κα δοκεί προτεραιότθτα ςε κάκε 
άτομο τθσ γενιάσ, είναι ο τρόποσ επιλογισ των καλφτερων ατόμων με ζμφαςθ ςτο 
να επιλεγοφν τα καλφτερα άτομα. Είναι μια ςθμαντικι παράμετροσ αφοφ 
επιτρζπει τθν λφςθ μασ να γίνεται καλφτερθ με τθν πάροδο του χρόνου.  
Τπάρχουν διακζςιμα 4 ιδθ ελιτιςμοφ: 
 Αντικατάςταςθ (Replace): Οι απόγονοι αντικακιςτοφν τουσ γονείσ γι’αυτό 
και παίρνουν μεγαλφτερθ προτεραιότθτα ακόμα και αν είναι χειρότεροι 
από τουσ γονείσ. 
 Επικράτθςθ Καλφτερου (Keep Best): Σο καλφτερο άτομο και από τουσ 
γονείσ αλλά και από τουσ απογόνουσ κα παραμείνει ςτον πλθκυςμό.  
 Μιςόσ Ελιτιςμόσ (Half Elitism): Σα καλφτερα μιςά άτομα από τουσ γονείσ 
και τουσ απογόνουσ κα παραμείνουν ςτον νζο πλθκυςμό. 
 Ολικόσ Ελιτιςμόσ (Total Elitism): Όλα τα άτομα είτε είναι γονείσ είτε 
απόγονοι παίρνουν προτεραιότθτα ςφμφωνα με το fitness μόνο. 
΢τθν πειραματικι μασ διαδικαςία κα χρθςιμοποιιςουμε το 4ο είδοσ ελιτιςμοφ. 
Επιβίωςθ (Survival): Η επιβίωςθ γίνεται μετά από τον ελιτιςμό και ζχει να κάνει 
με το πόςα άτομα κα παραμείνουν ςτον νζο πλθκυςμό που ζχει δθμιουργθκεί: 
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 ΢τακερό Μζγεκοσ (fixedpopsize): Ο αρικμόσ των ατόμων ςε ζνα πλθκυςμό 
παραμζνει ο ίδιοσ κατά τθ διάρκεια του γενετικοφ αλγορίκμου . 
 Βάςθ Πόρων (Resources) & Pivotfixe: Ο αρικμόσ των ατόμων ςε ζνα 
πλθκυςμό μπορεί να αλλάξει ανάλογα με τισ ανάγκεσ. Η τεχνικι με βάςθ 
τουσ πόρουσ εμπειρικά χρθςιμοποιείται για να αποφεφγονται φαινόμενα 
bloating. 
Για επιβίωςθ τα πειράματα μασ κα ζχουν τθν τιμι resources. 
Δειγματολθψία (Sampling): Είναι θ μζκοδοσ με τθν οποία κα γίνει θ επιλογι των 
γονζων μιασ γενιάσ και ςε αυτι τθν περίπτωςθ ζχουμε 4 ιδθ δειγματολθψίασ: 
 Ρουλζτα (Roulette): Η επιλογι των γονζων γίνεται με μια ρουλζτα με 
τυχαίουσ δείχτεσ που γυρίηει και κάκε άτομο ζχει το δικό του κομμάτι ςε 
αυτι τθν ρουλζτα. 
 SUS: Η τεχνικι αυτι είναι θ ίδια με αυτι τθσ ρουλζτασ με τθν διαφορά ότι 
εδϊ οι δείχτεσ είναι ίςα κατανεμθμζνοι. 
 Σουρνουά (Tournament): Η επιλογι των γονζων γίνεται με τυχαία επιλογι 
των καλφτερων ατόμων του πλθκυςμοφ. 
 Λεξικογραφικά (Lexicography): Αυτι θ μζκοδοσ είναι ίδια με τθ μζκοδο 
τουρνουά αλλά με τθν διαφορά ότι ςε άτομα με ίδιο fitness κα πάρουμε 
το άτομο που είναι μικρότερο ςε μζγεκοσ. Είναι τεχνικι που μπορεί να 
μασ βοθκιςει με το πρόβλθμα του bloating. 
 Διπλό Σουρνουά (Double Tournament): Σο διπλό τουρνουά είναι 
ςυνδυαςμόσ τθσ μεκόδου τουρνουά αλλά και τθσ λεξικογραφικισ 
μεκόδου. 
Λαμβάνοντασ υπόψθ όλεσ τισ πιο πάνω μεκόδουσ εμείσ ςτθν πειραματικι μασ 
διαδικαςία κα χρθςιμοποιιςουμε το διπλό τουρνουά.  
΢υνάρτθςθ Καταλλθλότθτασ (Fitness): Κακορίηουμε τον τρόπο που κα 
υπολογίηεται θ καταλλθλότθτα ενόσ ατόμου μζςα ςτον πλθκυςμό. Εδϊ ζχουμε 
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ουςιαςτικά τθν μζκοδο regfitness θ οποία υπολογίηει για κάκε άτομο τθν 
απόλυτθ διαφορά τθσ πραγματικισ τιμισ του effort με τθν υπολογίςιμθ τιμι του 









Εκτόσ από αυτι τθν ςυνάρτθςθ καταλλθλότθτασ, ζχουμε δθμιουργιςει και μια 
δικι μασ ςυνάρτθςθ θ οποία βαςίηεται ςτθν τιμι του ςυντελεςτι του μζςου 
ςχετικοφ ςφάλματοσ. 
 
Αυτι θ ςυνάρτθςθ εφαρμόηεται ςτισ αρικμθτικζσ εκτελζςεισ ενϊ ςτισ λογικζσ 
εκτελζςεισ θ ςυνάρτθςθ καταλλθλότθτασ που εφαρμόςαμε είναι διαφορετικι. ΢ε 
αυτζσ τισ περιπτϊςεισ θ ικανότθτα μετρείται ςυναρτιςει του αρικμοφ των 
γραμμϊν που ικανοποιοφν τθν εξίςωςθ, των αρικμϊν των επιπζδων του κανόνα 
κακϊσ και ενόσ διαςτιματοσ ςτθ τιμι του effort. Με αυτό τον τρόπο χειριηόμαςτε 
το κζμα του bloating, με το να επιλζγονται κανόνεσ ςτουσ οποίουσ θ τυπικι 
απόκλιςθ τθσ τιμισ τθσ προβλεπόμενθσ προςπάκειασ κακϊσ και το μζγεκοσ του 
κανόνα (ςε αρικμό κόμβων του παραγόμενου δζνδρου) κα είναι ελάχιςτο, ενϊ 
παράλλθλα ικανοποιοφν και μεγάλο αρικμό ζργων από το ςφνολο των 
δεδομζνων μασ. Πιο ςυγκεκριμζνα θ ςυνάρτθςθ καταλλθλότθτασ φαίνεται από 









Βελτίωςθ Καταλλθλότθτασ (Fitness Improvement): Σα άτομα μποροφν να 
βελτιϊςουν τθν καταλλθλότθτα τουσ είτε με βάςθ τθ μζςθ τιμι τθσ 
καταλλθλότθτασ (mean fitness) του καλφτερου ατόμου είτε με βάςθ τθ μζςθ τιμι 
τθσ καταλλθλότθτασ του πλθκυςμοφ. 
Τπολογιςμόσ αρικμοφ απογόνων (Expected Number of Children):  Είναι θ μζκοδοσ 
με τθν οποία μποροφμε να υπολογίςουμε των αρικμό των απογόνων κάκε 
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ατόμου. Η τεχνικι του absolute ουςιαςτικά δθλϊνει ότι ο αρικμόσ των παιδιϊν 
κάκε ατόμου είναι ανάλογοσ τθσ καταλλθλότθτασ (fitness), ενϊ οι μζκοδοι rank85 
και rank89 δουλεφουν με βάςθ τθν ταξινόμθςθ κάκε ατόμου ςτον πλθκυςμό.  
Εμείσ κα κάνουμε χριςθ τθσ πρϊτθσ τεχνικισ που ζχουμε αναφζρει.  
Γενετικοί Σελεςτζσ (Genetic Operators): Οι γενετικοί τελεςτζσ κακορίηουν τθν 
μζκοδο με τθν οποία κα δθμιουργθκοφν τα νζα μασ άτομα: 
 Διαςταφρωςθ (Crossover): Συχαίοι κόμβοι και από τουσ δφο γονείσ 
αποκόβονται και τα δφο κλαδιά ανταλλάςςονται μεταξφ τουσ 
δθμιουργϊντασ δφο νζουσ απογόνουσ. 
 Μετάλλαξθ (Mutation): Ζνασ τυχαίοσ κόμβοσ αποκόπτεται από ζνα γονζα 
και αντικακιςτάται από ζνα καινοφργιο τυχαίο κόμβο. 
 Μετάλλαξθ ΢υρρίκνωςθσ (Shrink Mutation): Είναι θ ίδια μζκοδοσ όπωσ και 
θ μετάλλαξθ με τθν διαφορά ότι προςδιορίηεται το μζγεκοσ του δζνδρου 
που κα αποκοπεί. 
 Μετάλλαξθ Ανταλλαγισ (Swap Mutation): Δφο τυχαία υπό δζντρα 
αποκόπτονται και ανταλλάηουν κζςθ μεταξφ τουσ. 
 Μετάλλαξθ Αντικατάςταςθσ (Replace Mutation): Η ςυνάρτθςθ αυτι ζχει 
δθμιουργθκεί από εμάσ και είναι μια διαφοροποίθςθ τθσ ςυνάρτθςθσ 
μετάλλαξθσ που παρζχεται από το εργαλείο. Η διαφορά εδϊ είναι ότι αν 
το ςθμείο μετάλλαξθσ είναι τελεςτισ θ ςυνάρτθςθ αυτι κα επιλζξει άλλο 
τελεςτι να τον αντικαταςτιςει, ενϊ αν είναι τελεςτζοσ κα αντικαταςτακεί 
από ζνα άλλο τελεςτζο. 
 Διαςταφρωςθ & Μετάλλαξθ (Cross & Mut): Και αυτι θ ςυνάρτθςθ ζχει 
δθμιουργθκεί από εμάσ και ουςιαςτικά με αυτι κα ζχουμε και 
διαςταφρωςθ αλλά και μετάλλαξθ, δθλαδι τα άτομα που κα 
δθμιουργθκοφν από τθν διαςταφρωςθ κα περάςουν μετά από μετάλλαξθ 
και μετά να τοποκετθκοφν ςτον πλθκυςμό για να περάςουν από τθν 
ςυνάρτθςθ καταλλθλότθτασ. 
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Μζςα από εμπειρικά πειράματα που ζχουμε εκτελζςει επιλζξαμε να 
χρθςιμοποιιςουμε τουσ γενετικοφσ τελεςτζσ Διαςταφρωςθ, Μετάλλαξθ 
Αντικατάςταςθσ αλλά και τθν ταυτόχρονθ εκτζλεςθ των δφο αυτϊν τελεςτϊν. Για 
πικανότθτεσ επιλογισ του κάκε ενόσ γενετικοφ τελεςτι ζχουμε κακορίςει να είναι 
0.3 για τθ διαςταφρωςθ, 0.2 για τθ μετάλλαξθ αντικατάςταςθσ, ενϊ για τον 
ςυνδυαςμό τουσ ζχουμε κζςει πικανότθτα ίςθ του 0.6. ΢ε περίπτωςθ που κα 
γίνει χριςθ κάποιασ άλλθσ από τισ επιτρεπτζσ τεχνικζσ μετάλλαξθσ θ πικανότθτα 
που ζχουμε κζςει για αυτζσ είναι 0.1. 
 
4.3.2.2 Τποςτθρικτικοί Παράμετροι Γενετικοφ Αλγορίκμου  
Λειτουργίεσ (Functions): Η εφαρμογι αυτι υποςτθρίηει τρία είδθ λειτουργιϊν. 
Σουσ αρικμθτικοφσ τελεςτζσ, τουσ λογικοφσ τελεςτζσ με βάςθ αρικμθτικά 
δεδομζνα και τουσ λογικοφσ τελεςτζσ με βάςθ κατθγορικά δεδομζνα. Οι 
αρικμθτικοί τελεςτζσ ουςιαςτικά είναι μακθματικζσ πράξεισ τθσ μορφισ: 
((X1+X2)^X3)*(X3/X4 – log(X2))  
όπου Χi είναι παράγοντεσ 
Από τθν άλλθ, οι λογικοί τελεςτζσ με αρικμθτικά δεδομζνα αποτελοφν λογικζσ 
εκφράςεισ τθσ μορφισ: 
(Χ1<=1.3) && (X2>1.4)  
όπου Χi είναι παράγοντεσ και οι τιμζσ είναι θ ελάχιςτθ ι θ μζγιςτθ τιμι τθσ 
αντίςτοιχθσ μεταβλθτισ. 
Σζλοσ οι λογικοί τελεςτζσ που παράγονται με χριςθ κατθγορικϊν δεδομζνων 
ζχουν τθν μορφι:  
(X1=’A’ || X1=’B’) XOR (X2=’C’) 
όπου Χi είναι παράγοντεσ και ‘A’, ‘B’, ‘C’ πικανζσ κατθγορικζσ τιμζσ τθσ 
αντίςτοιχθσ μεταβλθτισ. 
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Επιλογι ΢θμείου ι Διαςτιματοσ (Point Estimate / Range Estimate): Αυτι θ 
επιλογι ςε περίπτωςθ που κα τρζξουμε αρικμθτικοφσ τελεςτζσ πάντα παίρνει 
τιμι τθν επιλογι ςθμείου, ενϊ ςτισ περιπτϊςεισ των λογικϊν και κατθγορικϊν 
εκτελζςεων ο χριςτθσ μπορεί να κάνει επιλογι μιασ από τισ δφο. Η επιλογι του 
χριςτθ είναι ανάλογα με το αν επικυμεί να κάνει πρόβλεψθ με μορφι μιασ τιμισ 
ι πρόβλεψθ με βάςθ κάποιο διάςτθμα. ΢τθν περίπτωςθ τθσ πρόβλεψθσ με μια 
τιμι ζχουμε τθν αναλογία ευςτοχίασ (Hit Ratio), ενϊ ςτθν πρόβλεψθ με βάςθ 
κάποιο διάςτθμα ζχουμε τθν αναλογία επιτυχίασ (Success Ratio). 
 Αναλογία ευςτοχίασ είναι ο αρικμόσ των ζργων (projects) που 
ικανοποιοφν τον παραγόμενο κανόνα 
 Αναλογία επιτυχίασ είναι ο αρικμό των ζργων τα οποία ικανοποιοφν τον 
παραγόμενο κανόνα αλλά επίςθσ ζχουν τιμι καταλλθλότθτασ ςτο 
διάςτθμα:  [mean-std effort … mean+std effort]. 
Μζγεκοσ Δζνδρου (Tree Size): Εδϊ πρζπει να κακορίςουμε με βάςθ πιο κριτιριο 
κα μετρείται το μζγεκοσ του παραγόμενου δζνδρου. Μετριςεισ γίνονται με βάςθ 
το βάκοσ του δζντρου (επίπεδα) ι με βάςθ των αρικμό των κόμβων του δζνδρου. 
Δυναμικό Επίπεδο (Dynamic Level): Κακορίηεται κατά πόςο επιτρζπεται ςτο 
μζγεκοσ του δζνδρου να αλλάξει ι όχι και αν ναι αν μπορεί να μικρφνει. 
Πολφ δυναμικό (Very Heavy): Παράλλθλα με το πιο πάνω ςε περίπτωςθ που 
κζλουμε να ζχουμε δυναμικό επίπεδο μποροφμε να κακορίςουμε με αυτι  τθν 
μεταβλθτι κατά πόςο επικυμοφμε το μζγεκοσ όχι μόνο να αλλάξει αλλά και να 
μειωκεί ςε μζγεκοσ, νοουμζνου ότι ο παραγόμενοσ πλθκυςμόσ είναι ο καλφτεροσ 
δυνατόσ. 
Πόροι (Resources): Κακοριςμόσ του πωσ κα κατανεμθκοφν οι πόροι ςε μια γενιά. 
Μπορεί να είναι ςτακεροί ι να διατίκενται όταν χρειάηεται. 
Είδοσ Δζνδρου (Tree Pop Type): Κακορίηει τθν μορφι που κα ζχει το παραγόμενο 
δζνδρο, εντελϊσ ιςορροπθμζνο, εντελϊσ ανιςςόροπο ι μίγμα των δφο. 
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Εκτελζςεισ Πειράματοσ (Experiment Executions): Πόςεσ φορζσ (shuffles) κζλουμε 
να τρζξουμε το πείραμα με τισ ίδιεσ ακριβϊσ επιλογζσ τθσ οκόνθσ.  
Όρια Μεγζκουσ Δζνδρου (Tree Size Limitation): Πρζπει να κακοριςτεί το μζγιςτο 
μζγεκοσ του παραγόμενου δζνδρου είτε αυτό είναι ςε αρικμό κόμβων είτε είναι 
ςε αρικμό επιπζδων. 
Ποςοςτό Δεδομζνων για εκμάκθςθ (Training Set Percentage): Αυτό το ποςοςτό 
αντιπροςωπεφει το ποςοςτό των δεδομζνων του αρχείου μασ που κα 
χρθςιμοποιθκεί για εκμάκθςθ. Σο υπόλοιπο ποςοςτό κα χρθςιμοποιθκεί για 
επαλικευςθ. 
Ποςοςτό ευςτοχίασ καταλλθλότθτασ (Fitness Hits Percentage) & Ανοχι ευςτοχίασ 
καταλλθλότθτασ (Fitness Hits Tolerance): Είναι δφο παράμετροι που 
χρθςιμοποιοφνται ςαν κριτιρια τερματιςμοφ  εκτόσ από τον αρικμό γενιϊν που 
ζχουν παραχκεί. Σο αποτζλεςμα του καλφτερου ατόμου δεν πρζπει να είναι 
μικρότερο από ζνα κάτω όριο αλλά οφτε και μεγαλφτερο από ζνα άνω όριο. Για 
παράδειγμα αν δϊςουμε τισ τιμζσ *50 10+  αντίςτοιχα, αυτό ςθμάνει ο 
αλγόρικμοσ κα τερματίςει αν το καλφτερο άτομο ζχει τιμζσ ±10% του 
αναμενόμενου αποτελζςματοσ ςτο 50% των περιπτϊςεων του.  
Αποκικευςθ Μεταβλθτϊν (Save Variables): Κατά πόςο κζλουμε να φυλάξουμε τισ 
τιμζσ των μεταβλθτϊν του αλγορίκμου μασ και αν ναι ςε πόςο ςυχνό διάςτθμα να 
γίνεται αυτό. Για τουσ ςκοποφσ τθσ παροφςασ μελζτθσ καλφτερα να φυλάγουμε 
πάντα αυτζσ τισ τιμζσ εφόςον κα τισ χρειαςτοφμε ςτθν ςυνζχεια για τθν 
δθμιουργία γραφικϊν παραςτάςεων. 
 
4.3.3 Εκτζλεςθ γενετικοφ προγραμματιςμοφ 
Μετά από τθν επιλογι όλων των παραμζτρων κα ξεκινιςει θ εκτζλεςθ. Πρϊτο βιμα 
είναι αφοφ διαβαςτεί το αρχείο ειςόδου, να χωριςτεί ςε δφο μζρθ, ςτο ςφνολο των 
δεδομζνων εκμάκθςθσ και ςτο ςφνολο των δεδομζνων ελζγχου. Ο διαχωριςμόσ αυτόσ 
γίνεται εντελϊσ τυχαία και με βάςθ το ποςοςτό που ζχει κακορίςει ο χριςτθσ. 
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΢τθ ςυνζχεια αφοφ ζχουμε όλεσ τισ απαραίτθτεσ μεταβλθτζσ, ξεκινά να εκτελείται ο 
γενετικόσ μασ αλγόρικμοσ. Πρϊτα πρζπει να δθμιουργθκεί ο αρχικόσ μασ πλθκυςμόσ με 
βάςθ το μζγεκοσ που ζχει κακορίςει ο χριςτθσ. Αυτόσ ο πλθκυςμόσ κα δθμιουργθκεί με 
εντελϊσ τυχαίο τρόπο και τα δζνδρα που κα δθμιουργθκοφν για κάκε άτομο του 
πλθκυςμοφ κα ακολουκοφν το περιοριςμό μεγζκουσ που ζχει κζςει και πάλι ο χριςτθσ. 
Αφοφ ζχουμε δθμιουργιςει τον αρχικό πλθκυςμό μασ, πρζπει να ξεκινιςουμε να 
κτίηουμε τθν πρϊτθ γενιά. Πρϊτα κα επιλεγεί τυχαία από το ςφνολο των διακζςιμων 
τελεςτϊν αλλά λαμβάνοντασ υπόψθ και τισ πικανότθτεσ που ζχουν κακοριςτεί, ζνασ 
γενετικόσ τελεςτισ. Για να είναι αυτό εφικτό πρζπει πρϊτα να γίνει θ διαδικαςία τθσ 
δειγματολθψίασ, όπου με βάςθ τθν επιλεγμζνθ μζκοδο κα γίνει επιλογι των γονζων  του 
υπό δθμιουργία ατόμου από τον πλθκυςμό που ζχουμε ιδθ δθμιουργιςει. Ο αρικμόσ 
των γονζων που χρειάηονται εξαρτάται από τον γενετικό τελεςτι που ζχει επιλεχκεί. Για 
παράδειγμα ο γενετικόσ τελεςτισ τθσ διαςταφρωςθσ χρειάηεται δφο γονείσ ενϊ ο 
γενετικόσ τελεςτισ χρειάηεται μόνο ζνα γονζα. Αφοφ λοιπόν γίνει θ επιλογι του γονζα ι 
των γονζων κα γίνει εφαρμογι του γενετικοφ τελεςτι. 
Ο γενετικόσ τελεςτισ τθσ διαςταφρωςθσ παίρνει δφο γονείσ και επιλζγει τυχαία από τον 
κάκε γονζα ζνα υπό-δζνδρο και τα ανταλλάηει μεταξφ τουσ. Η διαδικαςία τθσ 
διαςταφρωςθσ φαίνεται και ςχθματικά ςτθν πιο κάτω εικόνα (εικόνα 4.6). 
 
Εικόνα 4.6: Διαδικαςία τελεςτι διαςταφρωςθσ [27] 
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Ο γενετικόσ τελεςτισ τθσ μετάλλαξθσ ςτθν πιο κοινι τθσ μορφι παίρνει ζνα άτομο 
(γονζα) επιλζγει τυχαία ζνα υπό-δζνδρο του και το αντικακιςτά με ζνα άλλο τυχαίο υπό-
δζνδρο. Η διαδικαςία αυτι φαίνεται και ςχθματικά ςτο πιο κάτω ςχιμα (εικόνα 4.7). 
 
Εικόνα 4.7: Διαδικαςία τελεςτι μετάλλαξθσ [27] 
Εκτόσ από τθν κοινι αυτι μορφι του τελεςτι τθσ μετάλλαξθσ, το προτεινόμενο ςφςτθμα 
παρζχει και τθν μετάλλαξθ αντικατάςταςθσ. Η διαφορά ςτθν λειτουργία αυτοφ του 
τελεςτι είναι ςτο γεγονόσ ότι αντί να ζχουμε αντικατάςταςθ με τυχαίο δζνδρο ζχουμε 
αντικατάςταςθ αναλόγωσ του τι ζχουμε ςτο ςθμείο μετάλλαξθσ του γονζα. Αν ςτο 
ςθμείο μετάλλαξθσ ζχουμε τελεςτι τότε κα επιλεγεί ζνασ άλλοσ τελεςτισ για να τον 
αντικαταςτιςει, ενϊ αν είναι τελεςτζοσ τότε κα επιλεγεί τυχαία ζνασ άλλοσ τελεςτζοσ.  
Και με τα δφο αυτά είδθ τελεςτϊν τα νζα παραγόμενα δζνδρα (παιδιά) μπορεί να ζχουν 
μεγαλφτερο μζγεκοσ από τον γονζα τουσ. 
Η διαδικαςία τθσ επιλογισ τελεςτι, επιλογισ γονζων και τθσ εφαρμογισ του τελεςτι 
επαναλαμβάνεται μζχρι να δθμιουργιςουμε ζνα νζο πλθκυςμό ο οποίοσ να ζχει το 
μζγεκοσ που ζχει κακορίςει ο χριςτθσ. Αφοφ γίνει αυτό ζχουμε ζνα καινοφργιο 
πλθκυςμό και πρζπει να υπολογίςουμε για κάκε άτομο του πλθκυςμοφ αυτοφ ποια είναι 
θ τιμι καταλλθλότθτασ του. Αυτό κα γίνει με βάςθ τθν επιλεγμζνθ μζκοδο από το 
χριςτθ πάνω ςτα δεδομζνα εκμάκθςθσ. Σα επόμενα βιματα είναι αυτά του ελιτιςμοφ 
αλλά και τθσ επιβίωςθσ. Με βάςθ τθν τιμι τθσ καταλλθλότθτασ κάκε  ατόμου αλλά και 
τθν μζκοδο ελιτιςμοφ που ζχει επιλζξει ο χριςτθσ κα δοκοφν προτεραιότθτασ ςε κάκε 
ζνα άτομο του νζου πλθκυςμοφ.  Με τθν επιβίωςθ κακορίηουμε πόςα άτομα κα 
κρατιςουμε ςτον πλθκυςμό μασ. Σο άτομο από τον πλθκυςμό το οποίο ζχει τθν 
καλφτερθ τιμι καταλλθλότθτασ κα κεωρθκεί και κα αποκθκευτεί ότι είναι το καλφτερο.  
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Σα πιο πάνω βιματα (μετά από τθν αρχικοποίθςθ του πλθκυςμοφ) κα επαναλθφκοφν 
τόςεσ φορζσ όςεσ και ο αρικμόσ των γενιϊν που επζλεξε ο χριςτθσ ι μζχρι κάποιο άλλο 
κριτιριο τερματιςμοφ ευςτακεί. Όταν τελειϊςουν όλα αυτά τα βιματα και καταλιξουμε 
ςε ζνα άτομο με τθν καλφτερθ τιμι καταλλθλότθτασ τότε κεωροφμε ότι το άτομο αυτό 
είναι και θ λφςθ τθσ εκτζλεςθσ μασ και επομζνωσ μποροφμε να κάνουμε αποτίμθςθ τθσ 
παραγόμενθσ εξίςωςθσ ςτα δεδομζνα ελζγχου για να επαλθκεφςουμε αν το ςφςτθμα 
μασ κατάφερε να δουλζψει ςωςτά. 
Όταν ζχει τελειϊςει θ εκτζλεςθ που περιγράψαμε, το ςφςτθμα κα δθμιουργιςει το 
αρχείο εξόδου. Για να γίνει αυτό κα πρζπει πρϊτα να γίνουν κάποιοι υπολογιςμοί 
ανάλογα με το είδοσ τθσ εκτζλεςθσ. Αν είμαςτε ςε αρικμθτικι εκτζλεςθ, τότε κα πρζπει 
να υπολογιςτεί θ τιμι καταλλθλότθτασ τθσ επιλεγμζνθσ εξίςωςθσ με βάςθ τα δεδομζνα 
ελζγχου κακϊσ επίςθσ και όλοι οι ςυντελεςτζσ λάκουσ τόςο ςτο ςφνολο των δεδομζνων 
εκμάκθςθσ όςο και ςτο ςφνολο των δεδομζνων ελζγχου (βλζπε 4.3.4). Αν θ εκτζλεςθ μασ 
είναι λογικι ι κατθγορικι τότε κα υπολογίςουμε τθ μζςθ τιμι προςπάκειασ και τισ 
αντίςτοιχεσ αναλογίεσ που κζλουμε να εκτυπϊςουμε ςτο αρχείο εξόδου (βλζπε 4.3.4). 
Σα πιο πάνω αποτελοφν τα βιματα που κα ακολουκθκοφν ςε μια εκτζλεςθ. Ανάλογα με 
τον αρικμό των εκτελζςεων που ζχει επιλζξει ο χριςτθσ κα επαναλθφκεί θ πιο πάνω 
διαδικαςία και κα ζχουμε ςαν αποτζλεςμα ςτο αρχείο εξόδου τόςεσ εξιςϊςεισ όςεσ και 
οι επαναλιψεισ που ζχουν γίνει. ΢ε κάκε επανάλθψθ το ςφνολο των δεδομζνων 
εκμάκθςθσ και των δεδομζνων ελζγχου είναι διαφορετικό αφοφ όπωσ ζχουμε πει ο 
διαχωριςμόσ είναι εντελϊσ τυχαίοσ. Επίςθσ τυχαίοσ και επομζνωσ διαφορετικόσ κα είναι 
και ο αρχικόσ πλθκυςμόσ ςε κάκε εκτζλεςθ. Σο μόνο κοινό όλων των εκτελζςεων που κα 
γίνουν κα είναι οι παράμετροι που ζχει επιλζξει ο χριςτθσ.  
 
4.3.4 Δθμιουργία αρχείου εξόδου 
Σο τελευταίο ςτάδιο κάκε εκτζλεςθσ είναι θ παραγωγι ενόσ αρχείου εξόδου. Σο αρχείο 
αυτό ζχει τθν μορφι ενόσ αρχείου κειμζνου (txt). Ανάλογα με τθν εκτζλεςθ ζχουμε 
διαφορετικό αρχείο εξόδου. Για τισ λογικζσ και κατθγορικζσ εκτελζςεισ θ μορφι του 
αρχείου εξόδου είναι θ ίδια. 
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΢τισ αρικμθτικζσ εκτελζςεισ αποκθκεφουμε ςτο αρχείο τθν αρικμθτικι εξίςωςθ του 
καλφτερου ατόμου, τθν τιμι τθσ καταλλθλότθτασ του καλφτερου ατόμου, τθν ολικι τιμι 
καταλλθλότθτασ τθσ παραγόμενθσ εξίςωςθσ κακϊσ επίςθσ και τα πιο κάτω λάκθ : 
 Κανονικοποιθμζνθ Ρίηα Μζςου Σετραγωνικοφ ΢φάλματοσ (Normalized Root Mean 
Squared Error): Βαςικό ςτοιχείο αυτισ τθσ μεκόδου αξιολόγθςθσ είναι το ότι 
ανιχνεφει τθν ποιότθτα των προβλζψεων επικεντρϊνοντασ κακαρά ςτθν 
ςφγκριςι τθσ με αυτιν ενόσ κινθτοφ μζςου. Σο ιδανικότερο είναι να πάρουμε 
πρόβλεψθ όπου θ κανονικοποιθμζνθ ρίηα μζςου τετραγωνικοφ ςφάλματοσ να 
είναι 0, δθλαδι ζχουμε 100% επιτυχία. Αν θ απόκλιςθ των αυκεντικϊν τιμϊν των 
δειγμάτων είναι πολφ μικρόσ αρικμόσ ι αν τα δείγματα είναι τιμζσ πολφ κοντά 
ςτο μζςο τθσ ςειράσ, με πολφ μικρζσ διακυμάνςεισ τότε αυτό το κριτιριο κα 
δϊςει πολφ μεγάλεσ τιμζσ που αυτό μποροφμε να ποφμε είναι και το μειονζκτθμα 
του κριτθρίου αυτοφ. 




































 ΢υντελεςτισ ΢υςχζτιςθσ (Correlation Coefficient): Με αυτό το κριτιριο μποροφμε 
να δοφμε κατά πόςο οι προβλεπόμενεσ τιμζσ ακολουκοφν αυξθτικι ι μειωτικι 
εναλλαγι ςε ςχζςθ με τισ πραγματικζσ τιμζσ. ΢ε αντίκεςθ με το προθγοφμενο 
κριτιριο, ςε αυτό το κριτιριο ιδανικό κα ιταν αν οι τιμζσ που κα μασ δϊςει είναι 
κοντά ςτο ζνα (είτε κοντά ςτο -1 είτε κοντά ςτο +1). ΢ε αυτι τθν περίπτωςθ οι 
προβλζψεισ μιμοφνται τθν κίνθςθ, τθν τάςθ των πραγματικϊν τιμϊν ςε κλίςθ. Οι 
αρνθτικζσ τιμζσ του ΢υντελεςτι ΢υςχζτιςθσ ερμθνεφονται ςαν μια κακρεφτικι 
αντίδραςθ των πραγματικϊν και των προβλεπόμενων τιμϊν, δθλαδι εκεί που 
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υπάρχει αυξθτικι τάςθ ςτθν πραγματικι ςειρά, υπάρχει μειωτικι τάςθ ςτθν 
προβλεπόμενθ ςειρά και το αντίςτροφο. Ενϊ όταν θ τιμι του ΢υντελεςτι 
΢υςχζτιςθσ είναι κοντά ςτο μθδζν, τότε ζχουμε ανικανότθτα τθσ μεκόδου να 
παράγει προβλζψεισ που να αναπαράγουν τθν κίνθςθ τθσ αυκεντικισ ςειράσ, των 
πραγματικϊν τιμϊν. 
    










































Όπου nactx ,  είναι οι μζςεσ τιμζσ των n πραγματικϊν δειγμάτων και npredx , οι μζςεσ 
τιμζσ των προβλεπόμενων δειγμάτων. 
 Μζςο Σετραγωνικό ΢φάλμα (Mean Squared Error): Σο κριτιριο ςφάλματοσ αυτό 
ουςιαςτικά δίνει το ςφάλμα των προβλζψεων εκφραςμζνο ωσ τθν μζςθ τιμι τθσ 
τετραγωνικισ απόκλιςθσ των πραγματικϊν τιμϊν από τισ προβλεπόμενεσ τιμζσ. 
Σο λάκοσ υπολογίηεται από τθν τιμι τθσ διαφοράσ ανάμεςα ςτισ τιμζσ των 
δειγμάτων μασ. Σο κριτιριο αυτό είναι εξαρτϊμενο από τθν κλίμακα των 
δεδομζνων, αφοφ το λάκοσ υπολογίηεται από τθν τιμι τθσ διαφοράσ ανάμεςα 














Όπου n, ο αρικμόσ των προβλζψεων, )(ixact  θ αυκεντικι πραγματικι τιμι του 
δείγματοσ i και )(ix pred  θ προβλεπόμενθ τιμι του δείγματοσ i. 
 Μζςο ΢φάλμα ΢υςχζτιςθσ (Mean Relative Error): Σο κριτιριο αυτό, δίνει το 
ςφάλμα των προβλζψεων εκφραςμζνο ωσ τθν απόλυτθ τιμι τθσ απόκλιςθσ των 
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 Μζςο Απόλυτο ΢φάλμα  (Mean Absolute Error): Σο κριτιριο αυτό δίνει το ςφάλμα 
των προβλζψεων εκφραςμζνο ωσ τθν απόλυτθ τιμι τθσ απόκλιςθσ των 
πραγματικϊν τιμϊν από τισ προβλεπόμενεσ τιμζσ. Και αυτό το λάκοσ είναι 
εξαρτϊμενο από τθν κλίμακα των δεδομζνων, ςε μικρότερθ όμωσ ευαιςκθςία 
αφοφ το λάκοσ υπολογίηεται από τθν απόλυτθ τιμι τθσ διαφοράσ ανάμεςα ςτισ 













Όπου n, ο αρικμόσ των προβλζψεων, )(ixact  θ αυκεντικι πραγματικι τιμι του 
δείγματοσ i και )(ix pred  θ προβλεπόμενθ τιμι του δείγματοσ i. 
 Πρόβλεψθ  (Pred): Σο κριτιριο αυτό δίνει τον αρικμό των προβλζψεων οι οποίεσ 
















΢ε αυτι τθν πειραματικι διαδικαςία κα ζχουμε αυτό το λάκοσ για το 25% , 
επομζνωσ αυτό που υπολογίηουμε εδϊ είναι πόςεσ γραμμζσ ζχουν τιμι RE πιο 
μικρι από το επίπεδο 25%. 
 Ιςοηυγιςμζνο ΢χετικό Λάκοσ (Balanced Relative Error): Μετροφμε τθν ακρίβεια 
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Tα πιο πάνω αναφερκζντα λάκθ κα παραχκοφν τόςο για τα δεδομζνα εκμάκθςθσ, όςο 
και για τα δεδομζνα ελζγχου. Για τθν αποτίμθςθ των αποτελεςμάτων κα δϊςουμε 
ιδιαίτερθ ζμφαςθ ςε τρία κριτιρια αξιολόγθςθσ του λάκουσ, ςτο μζςο ςφάλμα 
ςυςχζτιςθσ, ςτο ςυντελεςτι ςυςχζτιςθσ και ςτθν κανονικοποιθμζνθ ρίηα μζςου 
τετραγωνικοφ ςφάλματοσ. Για να κεωριςουμε μια εξίςωςθ ότι είναι καλι κα πρζπει οι 
τιμζσ για το μζςο ςφάλμα ςυςχζτιςθσ και τθν κανονικοποιθμζνθ ρίηα μζςου 
τετραγωνικοφ ςφάλματοσ των δεδομζνων εκμάκθςθσ να είναι μικρότερζσ από τισ 
αντίςτοιχεσ τιμζσ του ςυνόλου των δεδομζνων ελζγχου κακϊσ επίςθσ και θ τιμι του 
ςυντελεςτι ςυςχζτιςθσ των δεδομζνων εκμάκθςθσ να είναι μεγαλφτερθ από τθν 
αντίςτοιχθ τιμι των δεδομζνων ελζγχου. Επιπρόςκετα με αυτό, κριτιριο κα 
αποτελζςουν και οι τιμζσ αυτϊν των τριϊν ςυντελεςτϊν ςτα δεδομζνα ελζγχου. Ποιο 
ςυγκεκριμζνα το μζςο ςφάλμα ςυςχζτιςθσ πρζπει να είναι μικρότερο από 0.6, ο 
ςυντελεςτισ ςυςχζτιςθσ πρζπει να είναι μεγαλφτεροσ από 0.85 και τζλοσ θ 
κανονικοποιθμζνθ ρίηα τετραγωνικοφ ςφάλματοσ να είναι μικρότερθ από 0.5. 
 
Αναφορικά με τισ εκτελζςεισ με λογικζσ εκφράςεισ είτε αυτζσ είναι με βάςθ αρικμθτικά 
δεδομζνα είτε αυτζσ είναι με κατθγορικά δεδομζνα το παραγόμενο αρχείο λακϊν είναι 
διαφορετικό και περιζχει τθν λογικι εξίςωςθ και τα πιο κάτω ςτοιχεία: 
 Μζςθ τιμι τθσ προςπάκειασ για τα δεδομζνα εκμάκθςθσ (Mean effort). Για να 
πάρουμε αυτι τθ μζςθ τιμι βρίςκουμε ποιεσ από τισ γραμμζσ των δεδομζνων 
μασ ικανοποιοφν τθσ ςυγκεκριμζνθ εξίςωςθ και παίρνουμε τθν πραγματικι τιμι 
καταλλθλότθτασ τουσ. Με αυτζσ τισ τιμζσ κα πάρουμε τθν μζςθ τιμι και αυτι 
κεωρείται ωσ θ τιμι καταλλθλότθτασ τθσ εξίςωςθσ αυτισ. 
Effortpred = mean(effortact) 
 ΢τακερι απόκλιςθ τθσ καταλλθλότθτασ για τα δεδομζνα εκμάκθςθσ (Standard 
Deviation). Με τον ίδιο τρόπο που αναφζραμε πιο πάνω βρίςκουμε τθν τιμι κάκε 
γραμμισ ειςόδου που ικανοποιεί τθν εξίςωςθ και αντί να πάρουμε τθν μζςθ τιμι 
όπωσ προθγουμζνωσ παίρνουμε το standard deviation των τιμϊν αυτϊν. 
Stdeffort = std(effortact) 
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 Αναλογία Ευςτοχίασ των δεδομζνων εκμάκθςθσ (Hit Ratio Training): Είναι ο 
αρικμόσ των γραμμϊν ειςόδου που ικανοποιοφν τθν παραγόμενθ εξίςωςθ. 
 Αναλογία Ευςτοχίασ των δεδομζνων ελζγχου (Hit Ratio Testing) 
 Αναλογία Επιτυχίασ των δεδομζνων ελζγχου (Success Ratio): Είναι ο αρικμόσ των 
γραμμϊν ειςόδου που ικανοποιοφν τθν παραγόμενθ εξίςωςθ αλλά επίςθσ ζχουν 
τιμι καταλλθλότθτασ ςτο διάςτθμα: 
[Effortpred–Stdeffort    …    Effortpred+Stdeffort] 
Όπου θ μζςθ τιμι και θ ςτακερι απόκλιςθ που αναφζρουμε εδϊ είναι οι τιμζσ 
που παίρνουμε με βάςθ τα δεδομζνα εκμάκθςθσ. 
 
4.3.5 Παραγόμενεσ Γραφικζσ Παραςτάςεισ 
Οι γραφικζσ παραςτάςεισ δεν ζχουν ςυμπεριλθφκεί ςτο ςφςτθμα αλλά είναι ζνα 
ανεξάρτθτο κομμάτι το οποίο μπορεί να εκτελεςτεί μετά από κάποια εκτζλεςθ υπό τθν 
προχπόκεςθ όμωσ ότι ςτθν εκτζλεςθ που ζχουμε κάνει ζχουμε επιλζξει να φυλάξουμε 
απαραίτθτα τισ τιμζσ των μεταβλθτϊν μασ. Αυτό είναι εφικτό με τθν επιλογι “Save 
Variables” του προτεινόμενου ςυςτιματοσ. 
Η διεπαφι των γραφικϊν παραςτάςεων είναι απλι και φαίνεται ςτθν εικόνα 4.8 πιο 
κάτω. 
 
Εικόνα 4.8: Οκόνθ επιλογισ γραφικών παραςτάςεων 
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Προκειμζνου να μπορζςουμε να δθμιουργιςουμε οποιαδιποτε από τισ γραφικζσ 
παραςτάςεισ, κα πρζπει να γνωρίηουμε τον αρικμό του πειράματοσ αλλά και τθν γενιά 
για τθν οποία κζλουμε να δοφμε γραφικζσ απεικονίςεισ, αφοφ τα ονόματα των αρχείων 
που φυλάγονται τα δεδομζνα μασ κατά τθν διάρκεια των πειραμάτων παίρνουν 
ονομαςίεσ με βάςθ αυτζσ τισ τιμζσ. Για παράδειγμα αν ζχουμε εκτελζςει πείραμα το 
οποίο αποτελείται από 500 γενιζσ και 100 επαναλιψεισ και κζλουμε να δοφμε γραφικζσ  
παραςτάςεισ για τθν επανάλθψθ 55. Σο ςφςτθμα κατά τθν εκτζλεςθ του γενετικοφ 
προγραμματιςμοφ κα δθμιουργιςει για κάκε επανάλθψθ ζνα φάκελο (folder) που κα 
ονομάηεται “SaveVarsVals” και τον αρικμό τθσ επανάλθψθσ (ςτθν προκειμζνθ περίπτωςθ 
κα δθμιουργθκεί ο φάκελοσ “SaveVarsVals55”) και εκεί κα αποκθκεφεται ςε αρχείο με 
όνομα τον αρικμό τθσ γενιάσ (ςτο παράδειγμα μασ κα δθμιουργθκεί το αρχείο “55.mat”) 
όλεσ οι πλθροφορίεσ. Με τθν ίδια λογικι που το προτεινόμενο ςφςτθμα κα αποκθκεφςει 
τισ απαραίτθτεσ τιμζσ, το προτεινόμενο ςφςτθμα των γραφικϊν παραςτάςεων κα 
αναηθτιςει τα απαραίτθτα αρχεία προκειμζνου να τα ανοίξει και να ζχει όλεσ τισ 
πλθροφορίεσ που χρειάηεται για τθν δθμιουργία των επιλεγμζνων παραςτάςεων. 
΢τθν οκόνθ που βλζπουμε πιο πάνω παρζχονται διάφορεσ γραφικζσ παραςτάςεισ. ΢το 
αριςτερό μζροσ βρίςκονται οι γραφικζσ παραςτάςεισ που μπορεί να δϊςει το εργαλείο 
GPLab ενϊ ςτο δεξιό μζροσ είναι οι γραφικζσ παραςτάςεισ που ζχουμε δθμιουργιςει 
εμείσ προκειμζνου να αναλφςουμε τα αποτελζςματα που ζχουμε πάρει. ΢τθν ανάλυςθ 
μασ δεν ζγινε χριςθ καμιάσ από τισ διακζςιμεσ γραφικζσ αλλά βαςιςτικαμε μόνο ςε 
αυτζσ που ζχουμε δθμιουργιςει. Ασ δοφμε πιο αναλυτικά τισ γραφικζσ παραςτάςεισ που 
ζχουμε χρθςιμοποιιςει για τουσ ςκοποφσ αυτισ τθσ μελζτθσ. 
Γραφικι Παράςταςθ Καλφτερου Δζντρου (Best Tree): Με αυτι τθν παράςταςθ γίνεται 
μια γραφικι απεικόνιςθ του καλφτερου δζντρου που ζχει δθμιουργθκεί ςτθν επιλεγμζνθ 
γενιά (Εικόνα 4.9). Η εξίςωςθ που αντιςτοιχεί ςε αυτι τθν αναπαράςταςθ είναι: 
((RELY^(RELY+PCAP))*((RELY+ACAP)*MODP)*(((TIME+PCAP)*VIRT)+((RELY+VEXP)*(LOC*RELY)) 
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Εικόνα 4.9: Γραφικι Απεικόνιςθ Δζντρου 
 
Γραφικι Παράςταςθ ΢υνάρτθςθσ Καταλλθλότθτασ (Total Fitness): Με αυτι τθν 
παράςταςθ δείχνουμε τθν εξζλιξθ τθσ τιμισ τθσ ολικισ καταλλθλότθτασ (total fitness) ςε 
κάκε γενιά (Εικόνα 4.10). Με μπλε χρϊμα μποροφμε να δοφμε τθν τιμι αυτι για τα 
δεδομζνα εκμάκθςθσ μασ, ενϊ με κόκκινο χρϊμα μποροφμε να δοφμε τθν τιμι αυτι για 
τα δεδομζνα ελζγχου μασ. 
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Εικόνα 4.10: Γραφικι Απεικόνιςθ Total Fitness 
 
Γραφικι Παράςταςθ Πραγματικοφ - Τπολογιηόμενου (Actual VS Predicted): Με αυτι τθν 
παράςταςθ (Εικόνα 4.11) μποροφμε να δοφμε και να ςυγκρίνουμε για κάκε ζνα από τουσ 
τελεςτζσ μασ, τθν πραγματικι τιμι ικανότθτασ αλλά και τθν υπολογιηόμενθ τιμι 
ικανότθτασ με βάςθ τθν ςυνάρτθςθ καταλλθλότθτασ. Ζτςι κα μπορζςουμε να δοφμε 
κατά πόςο ζχουμε φτάςει ςε μια λφςθ που να είναι όςο το δυνατό πιο κοντά ςτθν 
πραγματικότθτα και επομζνωσ αν το ςφςτθμα μασ δουλεφει ςωςτά. 
 
Εικόνα 4.11: Γραφικι Απεικόνιςθ Πραγματικοφ - Τπολογιηόμενου 
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Η ακριβισ αλλά ταυτόχρονα και αξιόπιςτθ πρόβλεψθ του κόςτουσ ανάπτυξθσ λογιςμικοφ 
είναι αρκετά πολφπλοκθ αλλά και προκλθτικι διαδικαςία. Ζχοντασ υπόψθ μασ αυτό και 
με τθν βοικεια του ςυςτιματοσ που ζχουμε αναφζρει πιο πάνω, προςπακιςαμε μζςω 
μιασ ςειράσ πειραμάτων να εξάγουμε όςο το δυνατό πιο εφρωςτουσ κανόνεσ οι οποίοι 
αναμζνουμε να βοθκιςουν ιδιαίτερα τθν πρόβλεψθ του κόςτουσ. 
Η πειραματικι διαδικαςία αποτελείται από δφο ςτάδια. ΢το πρϊτο ςτάδιο ζγιναν 
κάποιεσ μικρζσ εκτελζςεισ με διαφορετικζσ παραμζτρουσ ζτςι ϊςτε να καταφζρουμε να 
βροφμε ποια είναι θ τιμι κάκε μιασ από τισ παραμζτρουσ ειςόδου θ οποία μπορεί να μασ 
δϊςει τα καλφτερα δυνατά αποτελζςματα. Με βάςθ τα αποτελζςματα αυτά 
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5.2 Γενικι Αναςκόπθςθ Πειραμάτων 
 
Για κάκε μια από τισ παραμζτρουσ ειςόδου ο χριςτθσ μπορεί να επιλζξει περιςςότερεσ 
από μια τιμζσ. Επομζνωσ το πρϊτο δίλθμμα που είχαμε να αντιμετωπίςουμε είναι ποια 
τιμι για κάκε μια παράμετρο είναι θ καλφτερθ δυνατι. Θεωρθτικά όλεσ οι επιλογζσ 
μποροφν να δουλζψουν ςωςτά και να δϊςουν ςχετικά καλά αποτελζςματα. Πρακτικά θ 
εκτζλεςθ αντιπροςωπευτικϊν πειραμάτων με όλουσ τουσ ςυνδυαςμοφσ τιμϊν 
παραμζτρων δεν είναι εφικτι. Μια μικρι προεργαςία πρζπει να γίνει ζτςι ϊςτε να 
μπορζςουμε να ανιχνεφςουμε τον καλφτερο δυνατό ςυνδυαςμό με ςτόχο πάντα  τα πιο 
ακριβι αποτελζςματα. Η προεργαςία αυτι είναι μικρζσ ςε μζγεκοσ εκτελζςεισ με 
πραγματικά όμωσ δεδομζνα και ςφγκριςθ των αποτελεςμάτων κάκε εκτζλεςθσ. Μζςα 
από τθν εμπειρικι αυτι διαδικαςία που ζχουμε κάνει, ζχουμε καταλιξει ότι για να 
πάρουμε τα καλφτερα δυνατά αποτελζςματα κα πρζπει ζχουμε τισ ακόλουκεσ τιμζσ ςε 
κάποιεσ από τισ παραμζτρουσ ειςόδου: 
 
Εικόνα 5.1: Σιμζσ Παραμζτρων Πειραμάτων 
Η πειραματικι διαδικαςία κα ζχει ωσ βάςθ τισ πιο πάνω επιλεγμζνεσ τιμζσ. Σα 
πειράματα που κα εκτελζςουμε κα γίνουν τόςο με βάςθ το μζγιςτο βάκοσ που κζλουμε 
να ζχει το παραγόμενο αποτζλεςμα, αλλά και με βάςθ το μζγιςτο αρικμό κόμβων του 
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παραγόμενου δζνδρου. Μποροφμε να διαχωρίςουμε τισ εκτελζςεισ μασ με βάςθ το είδοσ 
των παραγόμενων ςυναρτιςεων: 
1. Αρικμθτικζσ ΢υναρτιςεισ (Arithmetic) 
2. Λογικζσ ΢υναρτιςεισ με αρικμθτικοφσ τελεςτζσ (Logical) 
3. Λογικζσ ΢υναρτιςεισ με κατθγορικοφσ τελεςτζσ (Categorical) 
 
5.2.1 Πειραματικζσ Εκτελζςεισ Αρικμθτικϊν ΢υναρτιςεων 
Ζνα από τα βαςικότερα ςτοιχεία των ςυναρτιςεων μασ αποτελοφν οι τελεςτζσ και οι 
τελεςτζοι. ΢τισ αρικμθτικζσ ςυναρτιςεισ το προτεινόμενο ςφςτθμα κεωρεί ωσ τελεςτζο 
το κάκε χαρακτθριςτικό (ςτιλθ) που υπάρχει ςτο αρχείο δεδομζνων μασ. Από τθν άλλθ 
το ςφνολο των διακζςιμων τελεςτϊν είναι ςτακερό και αποτελείται από τισ εξισ 
μακθματικζσ πράξεισ: 
 Πρόςκεςθ (+) 
 Αφαίρεςθ (-) 
 Πολλαπλαςιαςμόσ (*) 
 Διαίρεςθ (/) 
 Δφναμθ (^) 
 Λογάρικμοσ - Φυςικόσ Λογάρικμοσ, Λογάρικμοσ με βάςθ το 2 και Λογάρικμοσ με 
βάςθ το 10 (log, log2, log10) 
Για τισ αρικμθτικζσ ςυναρτιςεισ ζχουμε κάνει διάφορεσ μικρζσ εκτελζςεισ προκειμζνου 
να αποφαςίςουμε ποιεσ είναι οι καλφτερεσ τιμζσ για κάποιεσ παραμζτρουσ ζτςι ϊςτε να 
ζχουμε τα καλφτερα αποτελζςματα. Η μια ομάδα εκτελζςεων αφοροφςε τθν ςυνάρτθςθ 
καταλλθλότθτασ ενϊ θ δεφτερθ αφοροφςε τουσ διάφορουσ ςυνδυαςμοφσ μεταξφ των 
εκτελζςεων με βάςθ το βάκοσ ι τον αρικμό των κόμβων του παραγόμενου δζνδρου. 
Όςον αφορά τθν πρϊτθ ομάδα εκτελζςεων είχαμε κζςει ςτακερζσ όλεσ τισ παραμζτρουσ 
ειςόδου και αλλάηαμε μονάχα τθν ςυνάρτθςθ καταλλθλότθτασ. Η πρϊτθ ςυνάρτθςθ 
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καταλλθλότθτασ που δοκιμάςαμε είναι θ ςυνάρτθςθ που κεωροφςε ςαν τιμι ικανότθτασ 
μιασ εξίςωςθσ τθν τιμι του μζςου ςφάλματοσ ςυςχζτιςθσ MRE (βλζπε 4.3.3), ενϊ θ 
δεφτερθ ςυνάρτθςθ καταλλθλότθτασ αφοροφςε τθν απόλυτθ διαφορά μεταξφ τθσ 
πραγματικισ και τθσ υπολογιηόμενθσ τιμισ προςπάκειασ (βλζπε 4.3.2). Σα αποτελζςματα 
που πιραμε ςε όλεσ τισ περιπτϊςεισ ζδειχναν ότι καλφτερα αποτελζςματα παίρναμε με 
τθν δεφτερθ ςυνάρτθςθ (regfitness). Αυτό ζγινε και ςτισ περιπτϊςεισ όπου οι εκτελζςεισ 
βαςίηονταν ςτο βάκοσ αλλά και ςτισ περιπτϊςεισ που βαςίηονταν ςτον αρικμό των 
κόμβων του δζνδρου. Αυτόσ ιταν και ο λόγοσ που μασ ϊκθςε να επιλζξουμε να κάνουμε 
όλεσ τισ εκτελζςεισ μασ με τθν δεφτερθ ςυνάρτθςθ. Για αυτι τθν ςυνάρτθςθ 
καταλλθλότθτασ κζλουμε να πάρουμε τισ λφςεισ οι οποίεσ ζχουν όςο το δυνατό 
χαμθλότερθ τιμι. 
Αρχικά είχαμε κάνει κάποιεσ εκτελζςεισ οι οποίεσ είχαν μζγεκοσ ςυνόλου δεδομζνων 
εκμάκθςθσ 80% και 20% μζγεκοσ των δεδομζνων ελζγχου. Αρικμό γενιϊν κρατιςαμε το 
500. ΢τα αποτελζςματα που είχαμε πάρει παρατθριςαμε ότι είχαμε μεγάλο πλικοσ 
αποτελεςμάτων ςτα οποία οι τιμζσ των ςυντελεςτϊν λάκουσ των δεδομζνων εκμάκθςθσ 
δεν ιταν καλφτερεσ από τισ αντίςτοιχεσ τιμζσ των δεδομζνων ελζγχου. Αυτό μασ ζδειχνε 
ότι το ςφςτθμα μασ δεν μποροφςε να μάκει ςωςτά αλλά μποροφςε εντελϊσ τυχαία να 
υπολογίςει τισ τιμζσ ςτα δεδομζνα ελζγχου. Ζνασ πικανόσ λόγοσ για αυτι τθ 
ςυμπεριφορά είναι το μζγεκοσ του ςυνόλου των δεδομζνων ελζγχου. Για να 
επαλθκεφςουμε αυτι τθν υποψία μασ αλλά και να ερευνιςουμε αν μποροφμε με κάποια 
άλλθ εκτζλεςθ να βελτιϊςουμε τα αποτελζςματα μασ, κάναμε κάποιεσ δοκιμαςτικζσ 
εκτελζςεισ κρατϊντασ όλεσ τισ παραμζτρουσ ςτακερζσ εκτόσ από τθν παράμετρο 
κακοριςμοφ του μεγζκουσ του ςυνόλου εκμάκθςθσ. Πιο ςυγκεκριμζνα κάναμε τισ 
ακόλουκεσ εκτελζςεισ: 
 80% δεδομζνα εκμάκθςθσ & 20% δεδομζνα ελζγχου 
 70% δεδομζνα εκμάκθςθσ & 30% δεδομζνα ελζγχου  
 60% δεδομζνα εκμάκθςθσ & 40% δεδομζνα ελζγχου  
 50% δεδομζνα εκμάκθςθσ & 50% δεδομζνα ελζγχου  
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Βλζποντασ τα παραγόμενα αποτελζςματα ςυμπεράναμε ότι θ αρχικι μασ υποψία ιταν 
ςωςτι και ότι το μζγεκοσ των δεδομζνων ελζγχου επιδρά ςτθν ποιότθτα των 
αποτελεςμάτων μασ. Από τισ εκτελζςεισ αυτζσ βρικαμε ότι ζχουμε καλφτερα 
αποτελζςματα όταν το μζγεκοσ των δεδομζνων ελζγχου βρίςκεται κοντά ςτο 40% και με 
επομζνωσ ςτισ εκτελζςεισ μασ κρατιςαμε αυτά τα μεγζκθ. Με βάςθ αυτό κάναμε μια 
δεφτερθ ομάδα εκτελζςεων όπου αυτι τθν φορά είχαμε αλλαγι ςτο μζγεκοσ του 
αρχείου εκμάκθςθσ αλλά και ςτον αρικμό γενιϊν. Αυτό ζγινε προκειμζνου να 
εξοικονομιςουμε κάποιο χρόνο αφοφ από τα αποτελζςματα των πρϊτων εκτελζςεων με 
500 γενιζσ είδαμε ότι είχαμε εκμάκθςθ του διχτφου περίπου ςτισ 300 γενιζσ. Οι νζεσ 
εκτελζςεισ κα ζχουν 350 γενιζσ και με βάςθ τθν προθγοφμενθ διαπίςτωςθ δεν 
περιμζνουμε να επθρεαςτοφν από αυτό τον παράγοντα τα αποτελζςματα μασ. 
Και για τισ δφο ομάδεσ εκτελζςεων, πρϊτα δουλζψαμε με το αρχείο δεδομζνων Cocomo 
και μετά με το αρχείο δεδομζνων Desharnais όπου ζχουν γίνει οι πιο κάτω εκτελζςεισ: 
 Βάκοσ Παραγόμενου Δζνδρου: 3, 4, 5, 6 και 7 
 Αρικμόσ Κόμβων Παραγόμενου Δζνδρου: 16, 20 και 28 
 
Προκειμζνου να κάνουμε αποτίμθςθ αποτελεςμάτων και να επιλζξουμε από το μεγάλο 
αρικμό παραγόμενων εξιςϊςεων αυτζσ που κεωροφμε ότι είναι οι καλφτερεσ ζχουμε 
κζςει κάποια κριτιρια για να γίνει θ επιλογι αυτι. Και τα δφο κριτιρια ζχουν να κάνουν 
με τισ τιμζσ των ςυντελεςτϊν λάκουσ που αποκθκεφονται ςτο αρχείο εξόδου. Σο πρϊτο 
κριτιριο που ζχουμε κζςει είναι να ζχουμε τιμζσ ςυντελεςτϊν λάκουσ ςτα δεδομζνα 
εκμάκθςθσ καλφτερουσ, δθλαδι καλφτερεσ τιμζσ, από τισ αντίςτοιχεσ τιμζσ λακϊν των 
δεδομζνων ελζγχου. Αυτό το ζχουμε κζςει ςκεπτόμενοι ότι κεωρθτικά  ζνα ςφςτθμα 
αποδίδει καλφτερα ςε δεδομζνα που τα γνωρίηει και λιγότερο καλφτερα ςε δεδομζνα 
που βλζπει πρϊτθ φορά. Αυτό το κριτιριο παρζμεινε ςτακερό για όλεσ τισ αρικμθτικζσ 
εκτελζςεισ. Σο δεφτερο κριτιριο αφορά κάποια όρια τιμϊν για κάποιουσ ςυντελεςτζσ  
λάκουσ. Θα επικεντρωκοφμε ςε τρεισ από αυτοφσ τουσ ςυντελεςτζσ και κζτουμε για τισ 
εκτελζςεισ του ςυνόλου δεδομζνων Cocomo να ζχουμε: 
 Mζςο ςφάλμα ςυςχζτιςθσ < 0.6 
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 ΢υντελεςτισ ςυςχζτιςθσ > 0.85 
 Κανονικοποιθμζνθ ρίηα τετραγωνικοφ ςφάλματοσ < 0.5   
Βλζποντασ τα αποτελζςματα του δεφτερου ςυνόλου, του ςυνόλου Desharnais πρζπει να 
αλλάξουμε τισ πιο πάνω τιμζσ και να είμαςτε λίγο πιο ελαςτικοί αφοφ οι τιμζσ που 
παίρνουμε με αυτό το αρχείο είναι λίγο μεγαλφτερεσ από αυτζσ του αρχείου Cocomo. 
Ζτςι για το δεφτερο αρχείο μασ κζτουμε τισ τιμζσ: 
 Mζςο ςφάλμα ςυςχζτιςθσ < 0.7 
 ΢υντελεςτισ ςυςχζτιςθσ > 0.7 
 
5.2.2 Πειραματικζσ Εκτελζςεισ Λογικϊν ΢υναρτιςεων  
΢τισ λογικζσ ςυναρτιςεισ θ διαδικαςία που ακολουκικθκε για τουσ τελεςτζσ και τουσ 
τελεςτζουσ είναι λίγο διαφορετικι από τισ αρικμθτικζσ ςυναρτιςεισ, με το αρχείο 
δεδομζνων και ςε αυτι τθν περίπτωςθ να αποτελείται από αρικμθτικά δεδομζνα μόνο. 
Για να δθμιουργιςουμε το ςφνολο των τελεςτζων δουλζψαμε με τθν ακόλουκθ 
διεργαςία: Για κάκε χαρακτθριςτικό που υπάρχει ςτο αρχείο δεδομζνων μασ βρίςκουμε 
τθν ελάχιςτθ και τθν μζγιςτθ τιμι. Αυτζσ οι δφο τιμζσ κα μασ βοθκιςουν να 
δθμιουργιςουμε για κάκε χαρακτθριςτικό δφο τελεςτζουσ χρθςιμοποιϊντασ τουσ 
τελεςτζσ του μεγαλφτερου και του μικρότερου ι ίςου. Για παράδειγμα ζχουμε το 
χαρακτθριςτικό LOC το οποίο ζχει ελάχιςτθ τιμι το 198 και μζγιςτθ τιμι το 1150. Οι δφο 
τελεςτζοι που κα δθμιουργθκοφν είναι (LOC>198) και (LOC<=1150). Επομζνωσ για κάκε 
χαρακτθριςτικό του αρχείου δεδομζνων μασ κα ζχουμε δφο τελεςτζουσ  και επομζνωσ ο 
αρικμόσ των τελεςτζων που αντιςτοιχεί ςε κάκε αρχείο δεδομζνων είναι:   
kTerm *2  
όπου κ είναι ο αρικμόσ των μεταβλθτϊν του αρχείου δεδομζνων.  
Μετά από αυτό και βλζποντασ τα αποτελζςματα που παίρναμε κάναμε μια αλλαγι ςτον 
τρόπο δθμιουργίασ των τελεςτζων. Για  κάκε μια μεταβλθτι του αρχείου δεδομζνων κα 
πάρουμε δφο τιμζσ ςτο πλαίςιο *ελάχιςτθ τιμι … μζγιςτθ τιμι+ των τιμϊν τθσ μεταβλθτισ 
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και ςτθ ςυνζχεια με τυχαίο τρόπο κα επιλζξουμε δφο τελεςτζσ. Ο ζνασ τελεςτισ κα είναι 
επιλογι μεταξφ των τελεςτϊν ‘<’ ι ‘<=’ ενϊ ο δεφτεροσ κα είναι επιλογι μεταξφ των 
τελεςτϊν ‘>’ ι ‘=>’.  Με αυτό τον τρόπο δεν χρθςιμοποιοφμε μόνο 2 τελεςτζσ αλλά 
επιλογι 2 από 4 διακζςιμουσ τελεςτζσ. Επίςθσ μικραίνουμε το διάςτθμα των τιμϊν ζτςι 
ϊςτε να μθν ζχουμε μεγάλο αρικμό ζργων να ικανοποιοφν τον κανόνα. 
Όςον αφορά το ςφνολο των διακζςιμων τελεςτϊν ζχουμε τισ εξισ λογικζσ πράξεισ:  
 AND (&&) 
 OR (||) 




 IF .. THEN .. ELSE.. 
Για τισ λογικζσ εκτελζςεισ θ αρχικι ςκζψθ ιταν να δουλζψουμε με τρόπο ζτςι ϊςτε θ 
ςυνάρτθςθ καταλλθλότθτασ να βαςίηεται με κάποιο τρόπο ςτθν πραγματικι τιμι τθσ 
προςπάκειασ. Η πρϊτθ υλοποίθςθ κεωροφςε ότι θ ςυνάρτθςθ καταλλθλότθτασ κάκε 
παραγόμενθσ λφςθσ κα ιταν θ μζςθ τιμι τθσ πραγματικισ προςπάκειασ όςων γραμμϊν 
ειςόδου ικανοποιοφςαν τθν λφςθ. Επομζνωσ με αυτι τθν υλοποίθςθ κζλαμε να 
παίρνουμε κάκε φορά τθ λφςθ που ζχει τθ μεγαλφτερθ τιμι καταλλθλότθτασ. Η 
υλοποίθςθ αυτι όμωσ δεν είχε τα αναμενόμενα αποτελζςματα αφοφ οι παραγόμενεσ 
λφςεισ μπορεί να είχαν ςχετικά μεγάλθ τιμι καταλλθλότθτασ, όμωσ δεν ιταν λφςεισ που 
ικανοποιοφςαν τισ περιςςότερεσ γραμμζσ ειςόδου. Αυτό ζγινε αντιλθπτό όταν μετά από 
διάφορεσ εκτελζςεισ παρατθρϊντασ τα αποτελζςματα είδαμε ότι όλεσ οι παραγόμενεσ 
λφςεισ είχαν πολφ χαμθλι αναλογία ευςτοχίασ αλλά και αναλογία επιτυχίασ τόςο ςτα 
δεδομζνα ελζγχου όςο και ςτα δεδομζνα εκμάκθςθσ. Για να ξεπεράςουμε το εμπόδιο 
αυτό αλλάξαμε εντελϊσ τθν ςυνάρτθςθ καταλλθλότθτασ με τζτοιο τρόπο ζτςι ϊςτε να 
μθν βαςίηεται αποκλειςτικά και μόνο ςτθν πραγματικι τιμι τθσ προςπάκειασ. Με τθν 
καινοφργια λογικι θ ςυνάρτθςθ καταλλθλότθτασ κα βαςίηεται ςτθν πραγματικι τιμι τθσ 
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προςπάκειασ, ςτον αρικμό των γραμμϊν που ικανοποιοφν τθν εξίςωςθ και ςτο μζγεκοσ 
τθσ εξίςωςθσ (βλζπε 4.3.2.1). Και με αυτι τθν ςυνάρτθςθ καταλλθλότθτασ κζλουμε να 
πάρουμε τισ λφςεισ οι οποίεσ να ζχουν όςο το δυνατό μεγαλφτερθ τιμι ςτθ ςυνάρτθςθ 
καταλλθλότθτασ τουσ. Για τισ λογικζσ εκτελζςεισ ζχουμε χρθςιμοποιιςει τα δφο αρχεία 
που ζχουμε χρθςιμοποιιςει και ςτισ αρικμθτικζσ, δθλαδι το αρχείο του Cocomo και το 
αρχείο του Desharnais. 
 
5.2.3 Πειραματικζσ Εκτελζςεισ Κατθγορικϊν ΢υναρτιςεων 
Οι κατθγορικζσ ςυναρτιςεισ ζχουν πολλά κοινά με τισ λογικζσ ςυναρτιςεισ αφοφ 
δουλεφουν με τον ίδιο ακριβϊσ τρόπο. Σο ςφνολο των διακζςιμων τελεςτϊν είναι το 
ίδιο, όπωσ επίςθσ και θ ςυνάρτθςθ καταλλθλότθτασ. Η μεγάλθ διαφορά μεταξφ των 
λογικϊν και των κατθγορικϊν ςυναρτιςεων ζγκειται ςτον τρόπο με τον οποίο 
δθμιουργοφμε τουσ τελεςτζουσ μασ. Και ςε αυτι τθν περίπτωςθ για να δθμιουργιςουμε 
το ςφνολο των τελεςτζων μασ δουλζψαμε με κάκε χαρακτθριςτικό του αρχείου 
δεδομζνων. Η διαφορά εδϊ είναι ότι δεν ζχουμε αρικμθτικζσ τιμζσ επομζνωσ οι λογικζσ 
εκφράςεισ του μεγαλφτερου ι του μικρότερου δεν ιςχφουν. ΢ε αυτι τθν περίπτωςθ 
κάναμε χριςθ τθσ ζννοιασ τθσ ιςότθτασ δφο μθ αρικμθτικϊν χαρακτθριςτικϊν. Πιο 
ςυγκεκριμζνα για κάκε μεταβλθτι από το αρχείο δεδομζνων μασ, παίρνουμε όλεσ τισ 
διακριτζσ τιμζσ και για κάκε διακριτι τιμι δθμιουργοφμε ζνα τελεςτζο. Για παράδειγμα 
αν θ μεταβλθτι LANG μπορεί να πάρει δφο τιμζσ 0 και 1 τότε κα δθμιουργθκοφν δφο 
τελεςτζοι: (LANG = ‘0’) και (LANG=’1’). ΢υνεπϊσ ςε αυτι τθν περίπτωςθ ο αρικμόσ των 
τελεςτζων μπορεί να είναι πολφ μεγάλοσ ανάλογα με τον αρικμό των μεταβλθτϊν του 
αρχείου αλλά και με τον αρικμό των διακριτϊν τιμϊν κάκε μεταβλθτισ. Αυτόσ είναι και 
ζνασ λόγοσ που οι εκτελζςεισ αυτοφ του τφπου είναι χρονοβόρεσ. 
Για τισ κατθγορικζσ ςυναρτιςεισ δουλζψαμε με το αρχείο του ISBSG, όμωσ λόγω του ότι 
αυτό το αρχείο είναι πολφ μεγάλο τόςο ςε μεταβλθτζσ όςο και ςε ζργα θ όλθ διαδικαςία 
είναι αρκετά χρονοβόρα και δεν μπορζςαμε να ζχουμε τόςεσ πολλζσ εκτελζςεισ όπωσ με 
τισ υπόλοιπεσ ομάδεσ. 
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5.3 Παρουςίαςθ Αποτελεςμάτων  
 
Μζςα από τα διάφορα πειράματα που ζχουμε αναφζρει πιο πάνω πιραμε για κάκε 
εκτζλεςθ διάφορα αποτελζςματα. Παρατθριςαμε ότι παρόλο που οι παράμετροι μασ 
ιταν οι ίδιοι για τα διάφορα αρχεία δεδομζνων, εντοφτοισ τα αποτελζςματα μεταξφ 
ίδιων εκτελζςεων είναι αρκετά διαφορετικά. Ασ δοφμε και να αναλφςουμε όμωσ τα 
αποτελζςματα που ζχουμε πάρει ςτισ διάφορεσ εκτελζςεισ μασ.  
 
5.3.1 Αποτελζςματα Αρικμθτικϊν Εκτελζςεων  
Όπωσ ζχουμε ιδθ αναφζρει ςτισ αρικμθτικζσ εκτελζςεισ ζχουμε κάνει ςυνολικά οχτϊ 
εκτελζςεισ, 5 εκτελζςεισ με βάςθ το βάκοσ του παραγόμενου δζνδρου και 3 εκτελζςεισ 
με βάςθ τον αρικμό των κόμβων του παραγόμενου δζνδρου. Η κάκε μια εκτζλεςθ 
αποτελείται από 100 επαναλιψεισ (shuffles) και επομζνωσ για κάκε εκτζλεςθ ζχουμε ζνα 
αρχείο εξόδου με 100 εξιςϊςεισ – τθν καλφτερθ εξίςωςθ για κάκε μια επανάλθψθ. 
Για να μπορζςουμε να επιλζξουμε τα καλφτερα αποτελζςματα από το ςφνολο όλων 
αυτϊν των εκτελζςεων ςαν πρϊτο κριτιριο κεωροφμε το γεγονόσ ότι  τα δεδομζνα 
εκμάκθςθσ πρζπει να ζχουν καλφτερεσ τιμζσ από τα δεδομζνα ελζγχου. Δεφτεροσ 
ζλεγχοσ είναι να ζχουμε τιμζσ ςτουσ ςυντελεςτζσ λάκουσ οι οποίοι να είναι αποδεχτοί 
από εμάσ ωσ καλζσ τιμζσ:  
 Mζςο ςφάλμα ςυςχζτιςθσ < 0.6 
 ΢υντελεςτισ ςυςχζτιςθσ > 0.85 
 Κανονικοποιθμζνθ ρίηα τετραγωνικοφ ςφάλματοσ < 0.5 
Ασ πάρουμε τθν ομάδα εκτελζςεων όπου το μζγεκοσ του ςυνόλου των δεδομζνων 
ελζγχου είναι το 20% του αρχείου ειςόδου (Cocomo A). Οι εκτελζςεισ με βάκοσ δζνδρου 
3 και βάκοσ 6 δεν μασ ζδωςαν κανζνα καλό αποτζλεςμα που να είναι ςτα πλαίςια των 
τιμϊν που κζςαμε ωσ κριτιρια και αυτόσ είναι και ο λόγοσ που δεν αναφζρονται ςτουσ 
πίνακεσ αποτελεςμάτων. Σα αποτελζςματα που ζχουμε πάρει για το αρχείο δεδομζνων 
του Cocomo ςε αυτιν τθν πρϊτθ ομάδα εκτελζςεων υπάρχουν ςτο παράρτθμα Α ςτο 
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τζλοσ τθσ μελζτθσ αυτισ. Προκειμζνου να μπορζςουμε να εξθγιςουμε και να 
αναλφςουμε τον τρόπο που κάναμε αποτίμθςθ δεδομζνων κα κάνουμε χριςθ μιασ 
εκτζλεςθσ μόνο. ΢τθν προκειμζνθ περίπτωςθ ασ πάρουμε για παράδειγμα τθν εκτζλεςθ 
όπου είχαμε επιλογι τα παραγόμενα δζνδρα να ζχουν μζγιςτο βάκοσ 5 και  
ςυγκεκριμζνα τθν εκτζλεςθ αρικμόσ 11. 
Πίνακασ 5.1: Αποτελζςματα Εκτζλεςθ 11 – Πειραματικισ ομάδασ A 
 
΢τα πιο πάνω αποτελζςματα βλζπουμε ότι οι τιμζσ των ςυντελεςτϊν λάκουσ για τα 
δεδομζνα εκμάκθςθσ είναι καλφτερεσ από τισ αντίςτοιχεσ τιμζσ των δεδομζνων ελζγχου. 
Αυτό ικανοποιεί τθν πρϊτθ προχπόκεςθ που ζχουμε κζςει για αποτίμθςθ 
αποτελεςμάτων και επιλογι των καλφτερων εκτελζςεων. Για τον ςυντελεςτι NRMSE 
ζχουμε μια αρκετά χαμθλι τιμι NRMSE=0.24 που είναι πολφ κοντά ςτο 0, τθν ιδανικι 
τιμι που κζλουμε να παίρνουμε. Παράλλθλα και ο ςυντελεςτισ CC=0.98 ζχει πολφ καλι 
τιμι αφοφ πλθςιάηει αρκετά ςτο 1, τθν ιδανικι τιμι που κζλουμε να ζχει αυτόσ ο 
ςυντελεςτισ. Ο τρίτοσ ςυντελεςτισ το MRE ζχει τιμι κάτω από το όριο που κζςαμε ςτισ 
προχποκζςεισ μασ, δθλαδι MRE=0.49.  
 
Η αρικμθτικι εξίςωςθ που αντιςτοιχεί ςτο πιο πάνω αποτζλεςμα είναι θ ακόλουκθ: 
(((LOC^(STOR*MODP))+((TIME+TIME)^(VEXP+STOR)))+((LOC^(TIME*DATA))*AEXP)) 
 
Για να είναι όμωσ και οπτικά αιςκθτι θ μορφι αυτισ τθσ εξίςωςθσ που ζχει παρκεί κατά 
τθν πειραματικι μασ διαδικαςία, θ εικόνα 5.2 που ακολουκεί δείχνει ςε μορφι δυαδικοφ 
δζνδρου πωσ αναπαριςτάται θ εξίςωςθ που ζχουμε αναφζρει.  
 NRMSE CC MSE     MRE  MAE PRED BRE 
Δεδομζνα 
Εκμάκθςθσ 
0.138218 0.991288 63670.176505 0.484581 125.524421 0.313725 0.352811 
Δεδομζνα 
Ελζγχου 
0.242901 0.978594 205973.586974 0.493973 249.402638 0.25 1.199231 
 - 64 - 
 
Εικόνα 5.2: Αναπαράςταςθ ςε δζνδρο 
 
΢υγκρίνοντασ τισ δφο πειραματικζσ εκτελζςεισ που ζχουμε κάνει με το αρχείο δεδομζνων 
Cocomo, παρατθροφμε ότι ςτθν εκτζλεςθ όπου αυξιςαμε το ςφνολο των δεδομζνων 
ελζγχου ζχουμε καταφζρει να αυξιςουμε τον αρικμό των αποτελεςμάτων τα οποία 
ικανοποιοφν το πρϊτο κριτιριο που ζχουμε κζςει, δθλαδι οι ςυντελεςτζσ λάκουσ των 
δεδομζνων εκμάκθςθσ να είναι καλφτεροι από αυτοφσ των δεδομζνων ελζγχου. 
Αναφορικά με τισ τιμζσ τν ςυντελεςτϊν δεν υπιρξε καμία διαφορά και επομζνων το 
μζγεκοσ των δεδομζνων ελζγχου δεν επθρεάηει τα αποτελζςματα μασ.  
 
Ανάλογθ ςυμπεριφορά είχαμε και με τθν επόμενθ ομάδα εκτελζςεων με χριςθ το αρχείο 
Desharnais. Και εδϊ είχαμε τισ δφο πειραματικζσ ομάδεσ που αναφζραμε πιο πάνω και 
επίςθσ τα ςυμπεράςματα μασ είναι τα ίδια αναφορικά με τθ ςφγκριςθ των 
αποτελεςμάτων των δφο ομάδων εκτελζςεων. Πίνακεσ με τα καλφτερα αποτελζςματα 
των εκτελζςεων με αυτό το αρχείο υπάρχουν ςτο παράρτθμα Α ςτο τζλοσ τθσ παροφςασ 
μελζτθσ. 
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΢τισ αρικμθτικζσ εκτελζςεισ που κάναμε και με τα δφο αρχεία δεδομζνων, παρατθροφμε  
ότι ζχουμε αρκετά καλφτερα αποτελζςματα με το αρχείο του Cocomo παρά με το 
Desharnais. Γενικι επίςθσ παρατιρθςθ είναι και το γεγονόσ ότι ανεξάρτθτα με το αρχείο 
ειςόδου τα περιςςότερα αποτελζςματα που πιραμε είχαν τιμζσ ςυντελεςτϊν λάκουσ για 
τα δεδομζνα ελζγχου καλφτερεσ από τισ αντίςτοιχεσ των δεδομζνων εκμάκθςθσ, γεγονόσ 
που αξίηει περιςςότερθσ διερεφνθςθσ αφοφ είναι ζνα γεγονόσ το οποίο ίςωσ να δθλϊνει 
τυχαία καλι ςυμπεριφορά του ςυςτιματοσ. Πικανζσ αιτίεσ μπορεί να είναι το μζγεκοσ 
των δεδομζνων ελζγχου και εκμάκθςθσ, κάτι που μζςα από τθν διαδικαςία τθσ δεφτερθσ 
ομάδασ εκτελζςεων που ζχουμε κάνει φαίνεται να ζχει κάποια βάςθ αφοφ το φαινόμενο 
αυτό με τισ τιμζσ των ςυντελεςτϊν ςτα δεδομζνα εκμάκθςθσ και ελζγχου είχε μειωκεί με 
τθν αφξθςθ του ποςοςτοφ των δεδομζνων ελζγχου. Άλλοσ πικανόσ παράγοντασ ίςωσ να 
είναι και το γεγονόσ ότι ςε κάκε εκτζλεςθ ζχουμε εντελϊσ τυχαίο διαχωριςμό των 
δεδομζνων μασ ι ίςωσ ακόμθ να επθρεάηει και το ςυνολικό μζγεκοσ (ςε ζργα) του 
αρχείου ειςόδου. 
 
5.3.2 Αποτελζςματα Λογικϊν Εκτελζςεων 
Αναφορικά με τισ λογικζσ εκτελζςεισ όπωσ ζχουμε πει θ ςυνάρτθςθ καταλλθλότθτασ 
βαςίηεται όχι μόνο ςτθν τιμι τθσ πραγματικισ προςπάκειασ, αλλά αποτελεί ςυνδυαςμό 
διαφόρων παραγόντων, ζνασ εκ των οποίων είναι και το μζγεκοσ του παραγόμενου 
δζνδρου (βλζπε 4.3.2.1). Με βάςθ αυτό κα δείξουμε τα αποτελζςματα των λογικϊν 
ςυναρτιςεων. 
Οι εκτελζςεισ των λογικϊν εξιςϊςεων ζγιναν ςτα ίδια αρχεία που αναφζραμε πιο πάνω 
και υπάρχουν ςτο παράρτθμα Α ςτο τζλοσ τθσ αναφοράσ.  
 
Βλζποντασ κανείσ τα αποτελζςματα, ςίγουρα κα διερωτθκεί πωσ είναι δυνατόν να 
ζχουμε τόςα πολλά αποτελζςματα με ποςοςτά ευςτοχίασ αλλά και επιτυχίασ ςτο 100%. 
Παρόλο που ζχουμε αλλάξει τθν ςυνάρτθςθ καταλλθλότθτασ μασ (βλζπε 4.3.2.1) να 
λαμβάνει υπόψθ διάφορουσ παράγοντεσ εντοφτοισ όμωσ υπάρχει εξιγθςθ του 
φαινομζνου αυτοφ. Η εξιγθςθ βαςίηεται ςτο γεγονόσ ότι οι τελεςτζοι που 
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δθμιουργοφνται ςε αυτζσ τισ περιπτϊςεισ είναι γενικοί. Όπωσ ζχουμε εξθγιςει και ςτο 
κεφάλαιο 4, για να δθμιουργιςουμε τουσ τελεςτζουσ των λογικϊν εκτελζςεων 
παίρνουμε τισ ελάχιςτεσ και μζγιςτεσ τιμζσ κάκε μεταβλθτισ και δθμιουργοφμε δφο 
τελεςτζουσ για κάκε μια. Κατά ςυνζπεια οι κανόνεσ που κα δθμιουργθκοφν κατά τθ 
λειτουργία του γενετικοφ αλγορίκμου ζχουν μεγάλο εφροσ και άρα ςυμπεριλαμβάνουν - 
ικανοποιοφν πολλά ζργα. Ασ πάρουμε για παράδειγμα τθν μεταβλθτι LOC. Ζςτω ότι αυτι 
θ μεταβλθτι ζχει ελάχιςτθ τιμι 1.98 και μζγιςτθ 1150. Βλζπουμε ότι το εφροσ των τιμϊν 
είναι πολφ μεγάλο και επομζνωσ κανόνεσ που ςυμπεριλαμβάνουν αυτι τθ μεταβλθτι κα 
ζχουν ψθλά ποςοςτά ευςτοχίασ. Η λειτουργία αυτι των λογικϊν εξιςϊςεων μπορεί να 
κεωρθκεί και μελλοντικι εργαςία για να περιοριςτεί κάπωσ το εφροσ των τιμϊν αυτϊν. 
 
5.3.3 Αποτελζςματα Κατθγορικϊν Εκτελζςεων 
Οι εκτελζςεισ για αυτιν τθν ομάδα ζχουν γίνει με τα αρχείο δεδομζνων ISBSG. ΢το 
αρχείο αυτό υπάρχει κάποιεσ μεταβλθτζσ οι οποίεσ είναι αρικμθτικζσ. Αυτζσ τισ ςτιλεσ 
τισ ζχουμε αφαιρζςει και χρθςιμοποιιςαμε τισ υπόλοιπεσ για  τισ κατθγορικζσ εκτελζςεισ. 
΢τα αποτελζςματα που πιραμε (παράρτθμα Α) και εδϊ οι περιςςότερεσ εξιςϊςεισ που 
ζχουμε πάρει ζχουν ψθλζσ τιμζσ αναλογιϊν ευςτοχίασ και επιτυχίασ. ΢ε αυτζσ τισ 
εκτελζςεισ δεν ζχουμε το φαινόμενο που είχαμε και ςτισ λογικζσ με τισ εξιςϊςεισ να είναι 
ςε γενικευμζνθ μορφι, αφοφ εδϊ δεν ζχουμε διαςτιματα αρικμθτικϊν τιμϊν. Οι 
εκτελζςεισ που κάναμε είχαν 20% του ςυνόλου των δεδομζνων ςαν δεδομζνα ελζγχου 
και το υπόλοιπο 80% για δεδομζνα εκμάκθςθσ. Με αυτό το τρόπο για το αρχείο 
δεδομζνων του ISBSG είχαμε 374 ζργα για εκμάκθςθ και 93 ζργα για ζλεγχο.  
 
5.4 Συμπεράςματα και Γραφικζσ Παραςτάςεισ 
 
Όπωσ ζχουμε ιδθ αναφζρει, τα αποτελζςματα που πιραμε ςτισ διάφορεσ εκτελζςεισ 
είναι πάρα πολλά, οπόταν ζγινε μια εξαγωγι και παρουςιάςτθκαν ςε πίνακεσ, ζνα 
υποςφνολο αυτϊν των αποτελεςμάτων που κεωροφνται ότι είναι τα καλφτερα δυνατά 
αποτελζςματα.  
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Βαςικι αρχι που ακολουκικθκε ιταν να ζχουμε τισ τιμζσ για τουσ ςυντελεςτζσ λάκουσ 
MRE, CC και NRMSE για τα δεδομζνα εκμάκθςθσ πιο καλζσ από τισ αντίςτοιχεσ των 
δεδομζνων ελζγχου. Καλζσ τιμζσ εννοοφμε να ζχουμε τιμζσ MRE και NRMSE ςτα 
δεδομζνα εκμάκθςθσ μικρότερεσ από αυτζσ των δεδομζνων ελζγχου και τιμι  CC 
μεγαλφτερθ ςτα δεδομζνα εκμάκθςθσ από τα δεδομζνα ελζγχου. Βλζποντασ τισ 
εξιςϊςεισ που πιραμε παρατθριςαμε ότι μεγάλο ποςοςτό τουσ δεν ικανοποιοφςε τθν 
βαςικι αυτι αρχι. Αυτό ςθμαίνει ότι ςτισ περιπτϊςεισ αυτζσ όταν είχαμε τιμζσ ςε 
αυτοφσ τουσ ςυντελεςτζσ καλζσ (<0.5 για MRE και NRMSE ι >0.85 για CC) αυτό ςθμαίνει 
ότι το ςφςτθμα δεν είχε εκπαιδευτεί, όμωσ μποροφςε να υπολογίςει ςωςτά ςτα 
δεδομζνα ελζγχου τυχαία. Παράγοντασ που επθρεάηει το γεγονόσ αυτό αποτελεί το 
μζγεκοσ των δεδομζνων ελζγχου. Αυξάνοντασ το ποςοςτό για τα δεδομζνα ελζγχου 
παρατθριςαμε βελτίωςθ, μείωςθ δθλαδι του αρικμοφ των εξιςϊςεων που ζχουν 
καλφτερουσ ςυντελεςτζσ ςτα δεδομζνα ελζγχου παρά ςτα δεδομζνα εκμάκθςθσ. 
Πικανόσ παράγοντασ μπορεί να αποτελεί και το γεγονόσ ότι ςτα δεδομζνα ειςόδου μασ 
είχαμε κάποια ζργα με πραγματικι τιμι προςπάκειασ πολφ ψθλι ςε ςχζςθ με τα 
υπόλοιπο δεδομζνα μασ (outlier). Αυτό όμωσ είναι κάτι το οποίο πρζπει να εξεταςτεί 
εξονυχιςτικά, αφαιρϊντασ δθλαδι αυτοφ του είδουσ δεδομζνα από το ςφνολο μασ και 
μζςω του ςυςτιματοσ να γίνουν οι διάφορεσ εκτελζςεισ που κάναμε και ςτο τζλοσ να 
ςυγκρίνουμε τα αποτελζςματα μεταξφ τουσ.  
Με τθ βοικεια τθσ διεπαφισ που ζχουμε υλοποιιςει μποροφμε να δοφμε κάποιεσ 
γραφικζσ παραςτάςεισ των τελικϊν εξιςϊςεων που μασ ζδωςαν οι εκτελζςεισ μασ. Πιο 
κάτω κα δοφμε και κα ςχολιάςουμε τισ γραφικζσ παραςτάςεισ για μια εκτζλεςθ με το 
αρχείο Cocomo θ οποία ζδωςε πολφ καλζσ τιμζσ ςτουσ ςυντελεςτζσ λάκουσ. Η εκτζλεςθ 
αυτι αναφζρεται ςτον πίνακα 5.1 και είναι θ εκτζλεςθ 117 από τθν ομάδα εκτελζςεων 
με βάκοσ παραγόμενου δζνδρου 4. 
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Γραφικι Παράςταςθ 5.1 
΢ε αυτι τθν γραφικι παράςταςθ μποροφμε να δοφμε ςφγκριςθ των τιμϊν για τα 
δεδομζνα ελζγχου μεταξφ τθσ πραγματικισ τιμισ προςπάκειασ και τθσ υπολογιηόμενθσ. 
΢ε γενικζσ γραμμζσ βλζπουμε ότι θ πρόβλεψθ είναι επιτυχισ αφοφ είναι λίγα τα ςθμεία 
(2ο, 5ο και 9ο)  ςτα οποία δεν ζγινε εφςτοχοσ υπολογιςμόσ τθσ προςπάκειασ.  Πιο κάτω 
βλζπουμε τθν ίδια γραφικι παράςταςθ για τα δεδομζνα εκμάκθςθσ. Θεωρθτικά κα 
πρζπει να ζχουμε πολφ καλφτερθ ςφγκλιςθ αποτελεςμάτων ςε αυτά τα δεδομζνα.  
 
Γραφικι Παράςταςθ 5.2 
Όπωσ αναμζναμε ςτα δεδομζνα εκμάκθςθσ ζχουμε περιςςότερθ ςφγκλιςθ ςτισ  
πραγματικζσ και υπολογιηόμενεσ τιμζσ. Επίςθσ εδϊ ςτα ςθμεία όπου ζχουμε κάποια 
διαφορά ςτισ τιμζσ βλζπουμε ότι αυτι δεν είναι πολφ μεγάλθ και ςίγουρα είναι 
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μικρότερθ ςε ςχζςθ με τθν προθγοφμενθ γραφικι παράςταςθ των δεδομζνων ελζγχου.  
Με αυτζσ τισ δφο γραφικζσ παραςτάςεισ μποροφμε να ποφμε ότι ςτθ ςυγκεκριμζνθ 
εκτζλεςθ είχαμε επιτυχία ςτθν εκμάκθςθ του ςυςτιματοσ.  
Η επόμενθ γραφικι παράςταςθ μασ δείχνει τθν εξζλιξθ τθσ τιμισ καταλλθλότθτασ ςε 
κάκε γενιά ςτο ςυγκεκριμζνο παράδειγμα εκτζλεςθσ που αναφερόμαςτε. 
 
Γραφικι Παράςταςθ 5.3 
Αυτι θ παράςταςθ μασ δείχνει ότι αναφορικά με τα δεδομζνα εκμάκθςθσ αρχικά θ τιμι 
τθσ καταλλθλότθτασ είναι πολφ ψθλι θ οποία όμωσ από τθν πρϊτθ γενιά μειϊνεται 
αιςκθτά. Αυτό ςυμβαίνει γιατί όπωσ ζχουμε ιδθ αναφζρει, το προτεινόμενο ςφςτθμα 
κάνει αρχικοποίθςθ του πλθκυςμοφ με εντελϊσ τυχαίο τρόπο. Αυτό είναι ζνα φαινόμενο 
που κα το παρατθριςει κανείσ ςε όποια εκτζλεςθ και αν επιλζξει να δει τθν γραφικι 
παράςταςθ τθσ τιμισ καταλλθλότθτασ. ΢ε κάκε γενιά με τθν δθμιουργία νζων ατόμων θ 
τιμι καταλλθλότθτασ μειϊνεται ςυνεχϊσ μζχρι περίπου τθ γενιά 300 όπου αρχίηει να 
ζχει μια ςτακερι τιμι μζχρι το τζλοσ τθσ εκτζλεςθσ. 
Για τθν ςυγκεκριμζνθ εκτζλεςθ που βλζπουμε, ασ δοφμε πωσ αναπαριςτάται ςε μορφι 
δζνδρου και το άτομο με τθν καλφτερθ τιμι  καταλλθλότθτασ. 
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Εικόνα 5.2 
Η αρικμθτικι εξίςωςθ που αντιςτοιχεί ςτθν πιο πάνω γραφικι απεικόνιςθ είναι θ 
ακόλουκθ: 
(((LOC*SCED)^(TIME/TOOL)) + ((LOC^VEXP)^(TIME*MODP)) 
Μποροφμε εφκολα να διακρίνουμε ότι το βάκοσ του δζνδρου αυτοφ είναι 4. Επίςθσ 
βλζπουμε ότι ςτα φφλα του δζνδρου ζχουμε κάποιο από τουσ τελεςτζουσ μασ 
(χαρακτθριςτικό του αρχείου ειςόδου), ενϊ ςτουσ ενδιάμεςουσ κόμβουσ του δζνδρου 
ζχουμε τουσ αρικμθτικοφσ τελεςτζσ που λαμβάνουν μζροσ ςε αυτι τθν εξίςωςθ. 
 
Όπωσ ζχουμε δει ςτα αποτελζςματα μασ πιο πάνω με το αρχείο δεδομζνων Desharnais 
δεν είχαμε τόςο καλά αποτελζςματα όςο με το Cocomo. Σο ςφςτθμα μασ δθλαδι δεν 
κατόρκωςε να ζχει τα ποςοςτά εκμάκθςθσ που είχαμε ςτθν προθγοφμενθ περίπτωςθ. 
Αυτό κα πρζπει να είναι εμφανζσ και ςτισ αντίςτοιχεσ γραφικζσ παραςτάςεισ. Για να 
δοφμε αν όντωσ αυτό ιςχφει επιλζξαμε να δοφμε παραςτάςεισ για τθν εκτζλεςθ 86 τθσ 
ομάδασ εκτελζςεων με βάκοσ 5. 
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Γραφικι Παράςταςθ 5.4 
Αυτό που αναφζραμε φαίνεται κακαρά και ςτθν πιο πάνω γραφικι παράςταςθ τθσ 
πραγματικισ και τθσ υπολογιηόμενθσ τιμισ καταλλθλότθτασ. ΢ε αυτι διακρίνουμε ότι τα 
ςθμεία επιτυχοφσ υπολογιςμοφ τθσ τιμισ καταλλθλότθτασ είναι λίγα. Κάτι ανάλογο κα 
πρζπει να ςυμβαίνει και με τα δεδομζνα εκμάκθςθσ ςε πιο μικρι όμωσ εμβζλεια.  
 
Γραφικι Παράςταςθ 5.5 
Και ςτα δεδομζνα εκμάκθςθσ ζχουμε αποκλίςεισ τιμϊν από τισ πραγματικζσ θ διαφορά 
όμωσ των τιμϊν είναι μικρότερθσ κλίμακασ. ΢τθν γραφικι παράςταςθ τθσ 
καταλλθλότθτασ βλζπουμε ότι θ τιμι καταλλθλότθτασ μειϊνεται όςο περνοφν οι γενιζσ 
και περίπου ςτθν γενιά 220 ζχουμε ςτακεροποίθςθ τθσ τιμισ καταλλθλότθτασ. Παρόλα 
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αυτά όμωσ θ τιμι τθσ καταλλθλότθτασ παραμζνει ςε ψθλζσ τιμζσ και δεν μειϊνεται κάτω 
από τθν τιμι 1. 
 
Γραφικι Παράςταςθ 5.6 
 
Εικόνα 5.3 
Η εικόνα 5.3 είναι θ αναπαράςταςθ τθσ εξίςωςθσ τθσ εκτζλεςθσ 86 του καλφτερου 
ατόμου ςε μορφι δζνδρου. Η παραγόμενθ εξίςωςθ είναι: 
((((DURATION MONTHS*DURATION MONTHS)+SCOPE)+((MANAGER EXP.+POINTS AJUST.) + 
(TRANSACTIONS+MANAGER EXP.)))*((POINTS NON AJUST.-(TRANSACTIONS+DURATION MONTHS)))) 
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Πίνακασ 5.28: Ελάχιςτεσ - Μζγιςτεσ - Μζςεσ Σιμζσ 
 
΢τον πιο πάνω πίνακα βλζπουμε ςυνοπτικά τισ ελάχιςτεσ, μζγιςτεσ αλλά και μζςεσ τιμζσ 
για κάκε ζνα από τουσ ςυντελεςτζσ λάκουσ ςε κάκε μια ομάδα εκτελζςεων που ζχουμε 
κάνει. Ο μζςοσ όροσ των τιμϊν του αρχείου Cocomo είναι ςαφζςτατα βελτιωμζνεσ από 
τισ αντίςτοιχεσ τιμζσ του αρχείου Desharnais. Επίςθσ ςυγκρίνοντασ τισ τιμζσ μεταξφ των 
ίδιων αρχείων παρατθροφμε ότι με τθν αφξθςθ του μεγζκουσ του ςυνόλου των 
δεδομζνων ελζγχου ζχουμε κάπωσ βελτιωμζνα αποτελζςματα. Αυτό είναι πιο εμφανζσ 
ςτο δεφτερο αρχείο όπου οι διαφορζσ ςτισ τιμζσ είναι πιο μεγάλεσ.  
  Cocomo A Cocomo B Desharnais A Desharnais B 
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Αναφορικά με το ςφνολο δεδομζνων του Cocomo, οι Martin Lefley and Martin J. 
Shepperd [19] ζχουν κάνει εκτελζςεισ γενετικοφ αλγορίκμου χρθςιμοποιϊντασ τουσ 
ίδιουσ ςυντελεςτζσ λάκουσ με τθν παροφςα μελζτθ. Η ζρευνα αυτι εςτιαηόταν ςτθν 
χριςθ διάφορων τεχνικϊν ςε διάφορα ςφνολα δεδομζνων με ςκοπό να 
μοντελοποιιςουν και να υπολογίςουν τθν προςπάκεια ανάπτυξθσ λογιςμικοφ. 
Αναφορικά με τον γενετικό προγραμματιςμό θ μελζτθ εςτιαηόταν ςτο να κακορίςει κατά 
πόςο ο γενετικόσ προγραμματιςμόσ δίνει καλφτερεσ λφςεισ όταν λαμβάνει υπόψθ 
δεδομζνα που αναφζρονται ειδικά ςτθν εταιρεία ι αν μπορεί να δϊςει καλφτερεσ λφςεισ 
ςε γενικά δεδομζνα. Ζνα από τα ςυμπεράςματα τθσ μελζτθσ αυτισ είναι ότι ο γενετικόσ 
προγραμματιςμόσ αποδίδει ςχετικά καλά αλλά είναι πιο δφςκολο να τον διαμορφϊςεισ 
και επίςθσ δίνει πιο περίπλοκεσ λφςεισ. Ασ δοφμε τα αποτελζςματα τουσ και να 
ςυγκρίνουμε τισ δφο εργαςίεσ όςο αφορά τα αποτελζςματα του γενετικοφ 
προγραμματιςμοφ. 
 
Εικόνα 5.5: Αποτελζςματα άλλων ερευνθτών [19] 
Βλζποντασ τα πιο πάνω αποτελζςματα παρατθροφμε ότι ςυγκρίνοντασ τα δικά μασ 
αποτελζςματα με αυτά τθσ πιο πάνω ζρευνασ οι τιμζσ των ςυντελεςτϊν του  λάκουσ είναι 
πολφ κοντινζσ μεταξφ τουσ. ΢τθν πιο πάνω ζρευνα το MRE = 37.67 ςε αντίκεςθ με το δικό 
μασ που είναι λίγο πιο ψθλό 46.85. Ο ςυντελεςτισ CC = 0.937 ενϊ θ τιμι των δικϊν μασ 
εκτελζςεων είναι 0.988 που είναι λίγο καλφτερθ. Από τθν άλλθ ο ςυντελεςτισ PRED ζχει 
πιο ψθλζσ τιμζσ ςτθν αναφερόμενθ ζρευνα PRED = 40 ενϊ οι εκτελζςεισ μασ είναι λίγο 
καλφτερεσ αφοφ ζχουμε τιμι PRED=50. Γενικά βλζπουμε ότι τα αποτελζςματα των δφο 
ερευνϊν ςυγκλίνουν. 
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΢τισ λογικζσ εκτελζςεισ ζχουμε δει ςτα αποτελζςματα μασ ψθλζσ τιμζσ αναλογίασ 
ευςτοχίασ και επιτυχίασ. Σο φαινόμενο αυτό ςυμβαίνει γιατί οι λογικζσ εξιςϊςεισ που 
δθμιουργοφνται χρθςιμοποιοφν τελεςτζουσ με μεγάλο εφροσ τιμϊν. Αυτό ζχει ωσ 
αποτζλεςμα μεγάλοσ αρικμόσ ζργων να ικανοποιοφν πολλζσ εξιςϊςεισ και ωσ 
αποτζλεςμα ζχουμε αυτά τα ψθλά ποςοςτά. 
Περνϊντασ τϊρα ςτο ςφνολο δεδομζνων του Desharnais, oι C.J. Burges και M.Lefley [5] 
ζχουν χρθςιμοποιιςει το αρχείο δεδομζνων Desharnais και με τθ βοικεια γενετικοφ 
προγραμματιςμοφ ζχουν κάνει πειράματα. ΢τόχοσ τθσ μελζτθσ αυτισ ιταν να 
ερευνιςουν τισ δυνατότθτεσ που μπορεί να ζχει ο γενετικόσ προγραμματιςμόσ ςτον 
υπολογιςμό τθσ προςπάκειασ ανάπτυξθσ λογιςμικοφ. Με αυτι τθν μελζτθ οι ερευνθτζσ 
ζχουν αποδείξει ότι ο γενετικόσ προγραμματιςμόσ μπορεί να παρζχει βελτιωμζνθ 
ακρίβεια εξαρτϊμενθ από το μζτρο αποτίμθςθσ τθσ ακρίβειασ. Πιο κάτω φαίνονται τα 
αποτελζςματα που ζχουν πάρει: 
 
Εικόνα 5.4: Αποτελζςματα άλλων ερευνθτών [5] 
Από τισ τιμζσ που φαίνονται ςτθν πιο πάνω εικόνα  μποροφμε να κάνουμε μια ςφγκριςθ 
των αποτελεςμάτων τθσ δικισ μασ πειραματικισ εργαςίασ και αυτισ τθσ ζρευνασ. 
Βλζπουμε ότι ςε αυτι τθν ζρευνα για CC ζχουμε τιμι μζςο όρο 0.752 ςε ςφγκριςθ με τθν 
δικι μασ που είναι 0.731 είναι δφο κοντινζσ εκτιμιςεισ. Κοντινζσ είναι επίςθσ και οι τιμζσ 
για τθν καλφτερθ τιμι. Για το ςυντελεςτι κόςτουσ MRE θ ςχετικι ζρευνα ζχει δϊςει μζςο 
όρο 44.55 ενϊ εμείσ ζχουμε 61.8. 
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Επίςθσ ο J.J. Dolado [7+, μεταξφ άλλων τεχνικϊν, ζχει χρθςιμοποιιςει και γενετικό 
προγραμματιςμό ςε οριςμζνα αρχεία δεδομζνων ςυμπεριλαμβανομζνου και του 
Desharnais. Η ζρευνα του ερευνθτι εςτιάηεται ςτο να χρθςιμοποιιςει γενετικό 
προγραμματιςμό και να εξερευνιςει διάφορεσ ςυναρτιςεισ καταλλθλότθτασ. ΢τθν 
εικόνα 5.6 μποροφμε να δοφμε τισ τιμζσ για MRE και PRED. 
 
Εικόνα 5.6: Αποτελζςματα άλλων ερευνθτών [7] 
΢υγκρίνοντασ τισ τιμζσ αυτισ τθσ ζρευνασ με τθν δικι μασ βλζπουμε ότι τα αποτελζςματα 
όςο αφορά το ςυντελεςτι MRE είναι πάρα πολφ κοντινά. ΢ε αυτι τθν ζρευνα ζχουμε 
MRE=0.623 και ςτα δικά μασ αποτελζςματα ζχουμε MRE=0.618. Παράλλθλα με αυτό το 
ςυντελεςτι τα αποτελζςματα που ζχουμε πάρει για το ςυντελεςτι PRED είναι και αυτά 
κοντινά. ΢τθν δικι μασ πειραματικι διαδικαςία ζχουμε PRED=46.6 και ςτθν ζρευνα του ο 
Dolado ζχει PRED=51.6. 
 
Οι παραγόμενεσ εξιςϊςεισ μασ δείχνουν ότι είναι γενικζσ εξιςϊςεισ αφοφ μποροφν να 
επαλθκεφςουν το μεγαλφτερο μζροσ των δεδομζνων ελζγχου, αλλά επίςθσ είναι και 
εξιςϊςεισ που αντιπροςωπεφουν τα δεδομζνα μασ. Με αυτζσ μποροφμε να ελζγξουμε  
και να τισ επαλθκεφςουμε και με άλλα αρχεία δεδομζνων που ζχουν τισ ίδιεσ 
μεταβλθτζσ. 
Εκτόσ από τα ςυμπεράςματα αυτά, θ πειραματικι αυτι μελζτθ μασ ζχει δϊςει και 
κάποιεσ ενδείξεισ οι οποίεσ χρειάηονται περαιτζρω διερεφνθςθ προκειμζνου να 
επαλθκευτοφν ι ακόμα και να διαψευκοφν. Πιο ςυγκεκριμζνα οι ενδείξεισ αφοροφν 
κάποια χαρακτθριςτικά τα οποία ίςωσ να παίηουν ςθμαντικό ρόλο ςτθν προςπάκεια 
υπολογιςμοφ του κόςτουσ ανάπτυξθσ λογιςμικοφ.  Οι ενδείξεισ αυτζσ είναι πάρα πολφ 
ςθμαντικζσ εφόςον αποτελοφν ςθμαντικοί παράγοντεσ που επθρεάηουν το κόςτοσ 
ανάπτυξθσ λογιςμικοφ. Η γνϊςθ αυτϊν των παραγόντων κα βοθκιςει πολφ τουσ 
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διαχειριςτζσ τθσ ανάπτυξθσ λογιςμικοφ ςτα πρϊτα ςτάδια τθσ διαδικαςίασ. Θα μποροφν 
με αυτό τον τρόπο να κάνουν ζνα αρχικό υπολογιςμό γνωρίηοντασ τισ τιμζσ αυτϊν των 
μεταβλθτϊν για το ςυγκεκριμζνο λογιςμικό και με αυτό τον τρόπο κα ζχουν ζνδειξθ ςτο 
που περίπου κα κυμαίνετε το κόςτοσ για το ςυγκεκριμζνο λογιςμικό. Ζτςι αν το αρχικό 
αυτό κόςτοσ ξεπερνά κατά πολφ τισ προςδοκίεσ τότε κα μποροφν να κάνουν αλλαγζσ ι 
να ςτραφοφν ςε άλλεσ κατευκφνςεισ χωρίσ να χάςουν χρόνο ι χριμα. Αυτά τα 
χαρακτθριςτικά εμφανίηονται ςε πάρα πολλζσ παραγόμενεσ εξιςϊςεισ με ςυχνότθτα 
πζρα του 90%. Για το αρχείο Cocomo το χαρακτθριςτικό LOC είναι αυτό που τόςο ςτισ 
αρικμθτικζσ όςο και ςτισ λογικζσ εξιςϊςεισ ζχει ςυχνι εμφάνιςθ. Παράλλθλα με αυτό 
ςτισ αρικμθτικζσ εκτελζςεισ παρατθριςαμε και το χαρακτθριςτικό TIME να ζχει πολλζσ 
εμφανίςεισ. Από τθν άλλθ, ςτισ λογικζσ εξιςϊςεισ είδαμε ακόμα δφο άλλα 
χαρακτθριςτικά, το CPLX και το AEXP. Βλζποντασ τϊρα το δεφτερο αρχείο δεδομζνων 
μασ, παρατθροφμε μια ανάλογθ εικόνα. ΢τισ αρικμθτικζσ εκτελζςεισ υπάρχουν και πάλι 
δφο χαρακτθριςτικά που ςε αυτι τθν περίπτωςθ ζχουν επιτυχία 100% ςτο ςφνολο των 
καλφτερων εξιςϊςεων που ζχουμε επιλζξει. Αυτά τα χαρακτθριςτικά είναι το Length και 
το ENV. ΢τισ εκτελζςεισ των λογικϊν εξιςϊςεων βλζπουμε επίςθσ το χαρακτθριςτικό 
PADJ να ζχει ςυχνι εμφάνιςθ όπωσ και τα χαρακτθριςτικά Length και TRANS. Όςο αφορά 
το χαρακτθριςτικό LOC, θ ςυχνι εμφάνιςθ του ςε εξιςϊςεισ δεν μασ εξζπλθξε εφόςον 
είναι ευρζωσ γνωςτό ότι είναι ζνασ πάρα πολφ ςθμαντικόσ παράγοντασ ςτον υπολογιςμό 
του κόςτουσ ανάπτυξθσ λογιςμικοφ. Οι μεταβλθτζσ αυτζσ είναι ςτο ςφνολο τουσ 
μετριςιμεσ μεταβλθτζσ εξαιρουμζνθσ τθσ μεταβλθτισ LOC. Επομζνωσ γνϊςθ των τιμϊν 
των παραγόντων αυτϊν αποβαίνει χριςιμθ ςτα πρϊτα ςτάδια τθσ διαδικαςίασ 
ανάπτυξθσ λογιςμικοφ και ζνασ υπολογιςμόσ αρχικόσ είναι εφικτόσ. 
Με τισ πειραματικζσ διαδικαςίεσ των λογικϊν εξιςϊςεων βγάηουμε ζνα πολφ ςθμαντικό 
ςυμπζραςμα. Με αυτζσ τισ εκτελζςεισ ζχουμε επιβεβαίωςθ των μεταβλθτϊν που ζχουμε 
μόλισ αναφζρει ότι είναι ςθμαντικζσ. Ιδιαίτερα για τα αρχείο Cocomo, παρατθριςαμε ότι 
θ ίδια μεγάλθ ςυχνότθτα εμφανίςεων των χαρακτθριςτικϊν LOC, CPLX, AEXP και TIME 
παρατθρείται και εδϊ ςτα αποτελζςματα των εκτελζςεων μασ. Για το αρχείο Desharnais, 
ζχουμε επιβεβαίωςθ τθσ μεταβλθτισ LENGTH, μερικι επιβεβαίωςθ τθσ μεταβλθτισ 
SCOPE, ενϊ ζχουμε επίςθσ μια άλλθ μεταβλθτι με ςυχνζσ εμφανίςεισ, τθν μεταβλθτι  
TRANS.  
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Κεφάλαιο 6 
 
Συμπεράςματα και Ειςθγιςεισ για Μελλοντικι Εργαςία 
 
 
6.1 ΢υμπεράςματα  





Μζςα από τθν εμπειρία αυτισ τθσ εφαρμογισ ζγινε πιο κατανοθτι θ ςθμαςία αλλά και θ 
μεγάλθ προςπάκεια που γίνεται προκειμζνου να γίνει ςωςτόσ υπολογιςμόσ του κόςτουσ 
ανάπτυξθσ λογιςμικοφ. Είναι μια αρκετά επίπονθ και χρονοβόρα διαδικαςία θ οποία 
πρζπει να γίνεται με πολφ προςεκτικό και μεκοδικό τρόπο. Ο ςωςτόσ υπολογιςμόσ του 
κόςτουσ μπορεί να αποβεί ακόμα και μοιραίοσ για τθν βιωςιμότθτα του οργανιςμοφ αν 
δεν γίνει ςωςτά, αλλά μπορεί να γίνει και χρυςόσ που κα του αποφζρει κζρδοσ 
οικονομικό αλλά και επιχειρθςιακό. Μζχρι τϊρα δεν ιταν κατορκωτό να βρεκεί 
μεκοδολογία θ οποία ακολουκουμζνθ αυςτθρά να μπορεί να δϊςει ακριβι υπολογιςμό 
κόςτουσ αν και θ ζρευνεσ ςε αυτό το τομζα ςυνεχίηονται ραγδαία. Με τισ ςυνεχείσ 
ανακαλφψεισ που γίνονται ςτο τομζα αυτό μπορεί κανείσ να πει ότι μάλλον είναι κζμα 
χρόνου να βρεκεί μια τζτοια πολφτιμθ λφςθ. 
Μζςα από το προτεινόμενο ςφςτθμα προςπακιςαμε να εξάξουμε κάποιουσ κανόνεσ οι 
οποίοι κα μποροφν να βοθκιςουν ςτθν διαδικαςία υπολογιςμοφ του κόςτουσ ανάπτυξθσ 
λογιςμικοφ. Βαςικό ςτοιχείο αποτζλεςε και αποτελεί θ τιμι τθσ προςπάκειασ. Οι 
γενετικοί αλγόρικμοι είναι μια υποςχόμενθ τεχνικι θ οποία μπορεί να αποδϊςει καλά ςε 
πολυδιάςτατα προβλιματα χωρίσ να χρειάηεται να γνωρίηει λεπτομζρειεσ για τθ φφςθ 
του προβλιματοσ. Βάςθ αυτοφ ςτθριχτικαμε και χρθςιμοποιιςαμε ςτο ςφςτθμα μασ 
αυτι τθ μεκοδολογία. Μζςω του ςυςτιματοσ και κατ'επζκταςθ των γενετικϊν 
αλγορίκμων μπορζςαμε να κάνουμε κάποιεσ πειραματικζσ εκτελζςεισ με χριςθ αρχείων 
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που περιζχουν δεδομζνα για ιδθ υλοποιθμζνα ζργα λογιςμικοφ. Σα αποτελζςματα που 
μασ ζδωςαν αυτζσ οι εκτελζςεισ ιταν κανόνεσ οι οποίοι κάποιεσ φορζσ ζφταςαν ακόμα 
ςφγκλιςθ 70%. Οι παραγόμενοι κανόνεσ είναι πολφ ςθμαντικοί εφόςον μποροφμε να 
εντοπίςουμε χαρακτθριςτικά που είναι πολφ ςθμαντικά ςτθν διαδικαςία  υπολογιςμοφ 
του κόςτουσ. Επιπρόςκετα χριςθ των κανόνων αυτϊν από τουσ διαχειριςτζσ του 
ςυςτιματοσ πριν από τθν τελικι διαδικαςία υπολογιςμοφ του κόςτουσ μπορεί να είναι 
πολφτιμθ εφόςον κα μπορεί να γίνεται ζνασ προκαταρτικόσ υπολογιςμόσ που να μπορεί 
να δϊςει κάποιεσ κατευκφνςεισ ςτο πόςο να αναμζνουν ότι κα είναι το κόςτοσ 
υλοποίθςθσ βάςθ κάποιων διακζςιμων τιμϊν παραμζτρων που κα ζχουν ιδθ μπροςτά 
τουσ. Με αυτό το τρόπο ζργα τα οποία από τον πρϊτο υπολογιςμό μπορεί να δείξουν ότι 
ζχουν πολφ ψθλό κόςτοσ ςε ςχζςθ με το κζρδοσ που κα αποφζρουν, κα ςταματοφν και 
νζεσ κατευκφνςεισ κα μποροφν να ακολουκθκοφν χωρίσ χάςιμο χρόνου ι ακόμα και 
κόςτουσ. 
Σα αποτελζςματα που πιραμε ςε όλεσ τισ ομάδεσ εκτελζςεων που ζχουμε κάνει είναι 
ενδιαφζροντα. Κάποια μποροφν να κεωρθκοφν ικανοποιθτικά ενϊ κάποια από αυτά 
χριηουν περαιτζρω διερεφνθςθσ. Αυτό δείχνει ότι θ χριςθ γενετικϊν αλγορίκμων ςε 
προβλιματα τθσ φφςθσ αυτισ μπορεί να δϊςει πάρα πολφ καλζσ λφςεισ, επομζνωσ 
περιςςότερθ ζρευνα πάνω ςτον τομζα αυτό και βελτιϊςεισ ςτισ διάφορεσ μεκόδουσ που 
ακολουκεί κα ιταν πολφ εποικοδομθτικά. Επιπρόςκετα θ μζτρθςθ τθσ ακρίβειασ δεν 
είναι απλι διαδικαςία και πρζπει να χρθςιμοποιθκοφν ζνασ ςυνδυαςμόσ από μζτρα 
προκειμζνου να μπορζςουμε να ζχουμε καλζσ μετριςεισ. 
 
6.2 Ειςθγιςεισ για μελλοντικι εργαςία 
 
Όπωσ δείχνουν και τα αποτελζςματα που πιραμε ςτισ διάφορεσ εκτελζςεισ θ 
προτεινόμενθ εφαρμογι είναι καλι και κα μποροφςε να χρθςιμοποιθκεί για περαιτζρω 
μελζτθ. Τπάρχουν κάποιεσ βελτιϊςεισ που κα μποροφςαν να γίνουν, όπωσ για 
παράδειγμα κα μποροφςε να γίνει μια ζρευνα και κατά ςυνζπεια διόρκωςθ τθσ 
ςυνάρτθςθσ καταλλθλότθτασ που επιχειριςαμε να ειςάγουμε θ οποία δίνει τιμι 
ικανότθτασ ςε μια λφςθ με βάςθ το ςυντελεςτι MRE ι οποιοδιποτε από τουσ 
υπόλοιπουσ ςυντελεςτζσ  που υπολογίηουμε παράλλθλα ςτο αρχείο εξόδου. Επίςθσ 
 - 80 - 
μπορεί να γίνει μια ζρευνα πάνω ςτισ ςυναρτιςεισ καταλλθλότθτασ όχι μόνο για τθ 
ςυγκεκριμζνθ ςυνάρτθςθ που αναφζραμε, αλλά γενικά να βρεκοφν ςυναρτιςεισ οι 
οποίεσ να βελτιςτοποιοφν τα αποτελζςματα μασ ςτισ αρικμθτικζσ, λογικζσ  και 
κατθγορικζσ εκτελζςεισ. 
Από τισ εκτελζςεισ μασ δεν ιταν δυνατό λόγο χρόνου να ζχουμε πολλζσ και διαφορετικζσ 
εκτελζςεισ ςτο ςφνολο δεδομζνων ISBSG το οποίο είναι αρκετά μεγάλο και χρειάηεται με 
τθν παροφςα εφαρμογι 24 ϊρεσ προκειμζνου να τελειϊςει μια  εκτζλεςθ. Επομζνωσ 
χρειάηεται να βροφμε μεγάλεσ ςε δφναμθ μθχανζσ και να εκτελζςουμε τθν εφαρμογι 
των κατθγορικϊν δεδομζνων με αυτό το ςφνολο για αρκετά πειράματα και να 
ςυγκρίνουμε και εκεί τα αποτελζςματα που κα μασ δϊςει. 
Μελλοντικι βελτίωςθ τθσ εφαρμογισ μπορεί να αποτελζςει και αλλαγι ςτισ περιπτϊςεισ 
των λογικϊν εξιςϊςεων. Όπωσ ζχουμε ιδθ αναφζρει θ εφαρμογι αυτι κάνει χριςθ των 
ελάχιςτων και μζγιςτων τιμϊν κάκε μεταβλθτισ και με βάςθ αυτά δθμιουργεί για κάκε 
μεταβλθτι δφο τελεςτζουσ με τουσ οποίουσ κα δουλζψει ςτθν ςυνζχεια για να τρζξει ο 
γενετικόσ αλγόρικμοσ και να βρει κανόνεσ. Θα μποροφςαμε να αλλάξουμε τθν 
διαδικαςία αυτι με τρόπο ζτςι ϊςτε οι τελεςτζοι να είναι οι μεταβλθτζσ μασ όπωσ 
ζχουμε και ςτισ αρικμθτικζσ εξιςϊςεισ και ςτο βιμα τθσ δθμιουργίασ ενόσ νζου ατόμου 
ςτον πλθκυςμό μασ θ εφαρμογι να επιλζγει εκτόσ από ζνα τελεςτι και ζνα τελεςτζο μια 
τυχαία τιμι θ οποία όμωσ να βρίςκεται μζςα ςτο πεδίο τθσ ελάχιςτθσ και τθσ μζγιςτθσ 
τιμισ του ςυγκεκριμζνου τελεςτζου. Δθλαδι να δθμιουργοφνται εξιςϊςεισ τθσ μορφισ 
Χ1 arg Α1, όπου arg είναι ζνασ οποιοςδιποτε τελεςτισ από το ςφνολο ,<, >, =, <=, =>-, Χ1 
μια μεταβλθτι του αρχείου δεδομζνων μασ και Α1 μια τυχαία τιμι θ οποία είναι 
μεγαλφτερθ ι ίςθ από τθν ελάχιςτθ τιμι τθσ μεταβλθτισ Χ1 αλλά και μικρότερθ ι ίςθ 
από τθν μζγιςτθ τιμι τθσ μεταβλθτισ αυτισ. 
Μελλοντικι εργαςία αποτελεί επίςθσ και θ απόδειξθ ι θ διάψευςθ τθσ ζνδειξθσ που 
πιραμε μζςω των διαφόρων εκτελζςεων μασ ότι κάποια χαρακτθριςτικά φαίνονται να 
είναι πάρα πολφ ςθμαντικά ςτθν διαδικαςία υπολογιςμοφ του κόςτουσ ανάπτυξθσ 
λογιςμικοφ. Θα πρζπει να γίνει μια λεπτομερείσ ζρευνα αλλά και εφρεςθ τρόπων μζςω 
των οποίων να μπορεί να γίνει επαλικευςθ θ διάψευςθ τθσ ζνδειξθσ αυτισ αναφορικά 
με τα χαρακτθριςτικά LOC, TIME, CPLX και AEXP του αρχείου δεδομζνων Cocomo και 
LENGTH, ENV, TRANS και PADJ του αρχείου δεδομζνων Desharnais. 
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΢θμαντικι μελλοντικι εργαςία αποτελεί επίςθσ και θ ζρευνα των κατθγορικϊν 
εκτελζςεων. Η προςπάκεια που ζχει γίνει ςε αυτι τθ μελζτθ ςτον τομζα κατθγορικϊν 
εξιςϊςεων ζγινε ςτθριηόμενοι ςε κατθγορικζσ τιμζσ μεταβλθτϊν. Επομζνων μπορεί να 
εκτελεςκοφν ςε αρχεία με μόνο κατθγορικζσ μεταβλθτζσ. Ο ςτόχοσ είναι να ζχουμε 
επεξεργαςία αρχείων με κατθγορικζσ αλλά ςυνάμα και αρικμθτικζσ μεταβλθτζσ, όπου οι 
παραγόμενεσ εξιςϊςεισ κα αποτελοφν ςυνδυαςμό των κατθγορικϊν ςυναρτιςεων με 
αρικμθτικζσ ςυναρτιςεισ. 
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 Παράρτθμα A 
 




Α.1 Ειςαγωγι  
Α.2 Αποτελζςματα Αρικμθτικϊν Εκτελζςεων – Αρχείο Cocomo 
A.3 Αποτελζςματα Αρικμθτικϊν Εκτελζςεων – Αρχείο Desharnais 
A.4 Αποτελζςματα Λογικϊν Εκτελζςεων – Αρχείο Cocomo 
A.5 Αποτελζςματα Λογικϊν Εκτελζςεων – Αρχείο Desharnais 






΢τόχοσ του παραρτιματοσ αυτοφ είναι να παρακζςουμε τα αποτελζςματα των 
εκτελζςεων που ζχουμε κάνει κατά τθν πειραματικι μασ διαδικαςία. Οι πίνακεσ που 
ζχουν δθμιουργθκεί είναι με βάςθ το μζγεκοσ του παραγόμενου δζνδρου, ενϊ ζχουμε 
δϊςει εδϊ μια επιλογι καλφτερων αποτελεςμάτων κακϊσ οι εκτελζςεισ που ζχουν γίνει 
είναι πάρα πολλζσ και δεν μποροφν όλεσ να δοκοφν ςτο παρόν αρχείο.  
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Πίνακασ A.1a: Αρικμθτικά Cocomo Α - Βάκοσ 4 Παραγόμενεσ Εξιςώςεισ 
 
Execution A/A Tree Fitness Total Fitness 
Βάκοσ 4 25 (((ACAP+ACAP)*(LOC^STOR))^MODP) 11517.81693548 6021326.77141595 
Βάκοσ 4 30 (((LOC^TIME)^TURN)*((VEXP+VEXP)^(PCAP+PCAP))) 8597.17452312 4738731.42338524 
Βάκοσ 4 32 (((LOC^TIME)^MODP)+((LOC*STOR)^RELY)) 8045.08363887 4430168.96693229 
Βάκοσ 4 65 (((LOC/MODP)^STOR)+((LOC^TIME)^MODP)) 6640.94451074 3777279.15288114 
Βάκοσ 4 74 (((LOC^RELY)*(STOR^RELY))+(LOC^(TIME*MODP))) 7354.21364033 3992457.30392057 
Βάκοσ 4 117 (((LOC*SCED)^(TIME/TOOL))+((LOC^VEXP)^(TIME*MODP))) 8661.06460208 5198816.22119926 
Βάκοσ 4 137 (((LOC/VEXP)^(TIME/TOOL))+((LOC^TIME)^(VEXP*MODP))) 8315.77291634 4544117.70199209 
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Πίνακασ A.1β: Αρικμθτικά Cocomo Α - Βάκοσ 4 Σιμζσ 
 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 4 25 0.246271 0.973067 201973.373451 0.538291 225.839547 0.156862 1.327977 0.518644 0.966136 955786.125678 0.562427 335.125927 0.333333 1.536637 
Βάκοσ 4 30 0.199635 0.980867 135265.039491 0.553568 168.572049 0.431372 0.060343 0.380927 0.921825 469843.658642 0.592137 373.706606 0.083333 -0.158786 
Βάκοσ 4 32 0.182991 0.985818 109861.699708 0.449675 157.746738 0.352941 0.973840 0.349120 0.962136 457721.192070 0.497039 313.170731 0.166666 1.375784 
Βάκοσ 4 65 0.160808 0.988441 86364.262801 0.463590 130.214598 0.235294 0.701984 0.561984 0.988188 1079591.486644 0.543898 538.855972 0.083333 1.857127 
Βάκοσ 4 74 0.174760 0.986882 100264.998556 0.428754 144.200267 0.352941 0.971508 0.366884 0.959564 498507.171966 0.585957 370.743231 0.166666 1.385692 
Βάκοσ 4 117 0.183567 0.985169 135470.812861 0.459362 169.824796 0.333333 1.011420 0.322471 0.945445 20095.173384 0.468547 81.411789 0.333333 0.082409 
Βάκοσ 4 137 0.180437 0.985132 131898.472909 0.468259 163.054370 0.333333 0.812681 0.559880 0.884320 31970.999515 0.537339 119.726628 0.25 1.215904 








Πίνακασ A.2α: Αρικμθτικά Cocomo Α - Βάκοσ 5 Παραγόμενεσ Εξιςώςεισ 
 
 
Execution A/A Tree Fitness Total Fitness 
Βάκοσ 5 83 ((((LOC^AEXP)^DATA)+((TOOL*LOC)^MODP))^STOR) 7913.81736981 4805096.99268285 
Βάκοσ 5 103 ((((LOC^MODP)+(STOR+STOR))^TIME)+(((SCED+LOC)^RELY)*(STOR^RELY)))  7551.02162356 4070766.41032466 
Βάκοσ 5 110 ((((LOC*LEXP)^RELY)+((LOC+LOC)^(ACAP*VIRT)))+(((LOC^MODP)*VIRT)^TIME)) 6336.04062632 3914881.45247241 
Βάκοσ 5 112 ((((LOC*MODP)*AEXP)^TIME)*(((STOR*SCED)+(SCED+DATA))^(CPLX*(PCAP*SCED))))  4280.82133191 2905074.28490863 
Βάκοσ 5 121 (((ACAP+ACAP)*((MODP+MODP)+(LOC^TIME)))^DATA) 12048.07116998 6550036.69404778 
Βάκοσ 5 6 ((((LOC^STOR)+(LOC^AEXP))*((TIME^ACAP)^TIME))^MODP) 7782.11437286 4478704.68139259 
Βάκοσ 5 11 (((LOC^(STOR*MODP))+((TIME+TIME)^(VEXP+STOR)))+((LOC^(TIME*DATA))*AEXP))  6401.74550936 3668276.62979903 
Βάκοσ 5 37 ((((VIRT*LOC))^((MODP*CPLX)*(MODP*CPLX)))*(((STOR+LOC)+(STOR+VIRT))^TIME)) 9586.97691602 5843218.9996349 
Βάκοσ 5 124 ((((LOC+CPLX)^RELY)*VEXP)+(((LOC^MODP)^TIME)+((LOC^DATA)*CPLX))) 8661.03501291 5126047.85519936 
Βάκοσ 5 128 (((AEXP/(PCAP/TIME))*((RELY*LOC)+(LOC^STOR)))^MODP) 12351.61016705 7014681.8278364 
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Πίνακασ A.2β: Αρικμθτικά Cocomo Α - Βάκοσ 5 Σιμζσ 
 
Βλζποντασ τα πιο πάνω αποτελζςματα των εκτελζςεων με βάςθ το βάκοσ του δζνδρου, ζχουμε τονίςει με μαφρο χρϊμα τα αποτελζςματα που 
κεωροφνται ωσ τα καλφτερα. Για το MRE ζχουμε μικρότερθ τιμι 0.468547 ςτθν εκτζλεςθ 117 βάκουσ 4, όπου ςτθν ίδια εκτζλεςθ ζχουμε και 
καλφτερθ τιμι του BRE 0.082409 αλλά και μεγαλφτερθ τιμι που πιραμε ςτο PRED 0.333333. Όςο αφορά το CC ζχουμε μεγαλφτερθ τιμι 
0.988188 ςτο 65 του βάκουσ4 ενϊ για το NRMSE ζχουμε 0.242901 ςτο 11 του βάκουσ 5. 
 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 5 83 0.135075 0.99161 73125.288376 0.467068 155.172889 0.274509 0.671206 0.312808 0.963617 20433.530135 0.515984 87.198467 0.333333 1.113162 
Βάκοσ 5 103 0.179082 0.986034 105430.773407 0.465161 148.059247 0.392156 0.630920 0.353700 0.962130 463992.891230 0.497102 338.835969 0.166666 1.212438 
Βάκοσ 5 110 0.176154 0.985472 104285.866180 0.429821 124.236090 0.411764 0.131709 0.367278 0.958549 455698.395628 0.552580 340.173331 0.166666 0.465135 
Βάκοσ 5 112 0.106123 0.994442 37665.822133 0.447366 83.937673 0.333333 -0.046378 0.515189 0.955250 891128.347192 0.517833 516.513030 0.083333 0.682625 
Βάκοσ 5 121 0.378665 0.928760 577935.815837 0.482475 236.236689 0.294117 0.895575 0.564997 0.855426 94002.719758 0.552177 177.041477 0.083333 1.658622 
Βάκοσ 5 6 0.191314 0.983522 121643.377038 0.476633 152.590477 0.235294 1.168804 0.597460 0.974124 1262512.247742 0.518269 468.177428 0.166666 1.506100 
Βάκοσ 5 11 0.138218 0.991288 63670.176505 0.484581 125.524421 0.313725 0.352811 0.242901 0.978594 205973.586974 0.493973 249.402638 0.25 1.199231 
Βάκοσ 5 37 0.201458 0.982037 163551.394364 0.512082 187.979939 0.333333 2.160979 0.514393 0.929751 43967.820457 0.560613 119.692891 0.083333 2.203822 
Βάκοσ 5 124 0.183762 0.985720 136434.214345 0.540067 169.824215 0.294117 0.278886 0.581316 0.875966 56221.964231 0.545737 134.860919 0.25 0.508985 
Βάκοσ 5 128 0.319525 0.953703 412485.661368 0.504676 242.188434 0.235294 1.138857 0.567817 0.872237 36158.060449 0.539492 124.099944 0.083333 0.979548 






Πίνακασ A.3α: Αρικμθτικά Cocomo Α – Κόμβοι 16 Παραγόμενεσ Εξιςώςεισ 
 
Πίνακασ A.3β: Αρικμθτικά Cocomo Α - Κόμβοι 16 Σιμζσ 
 
Execution A/A Tree Fitness Total Fitness 
Κόμβοι 16 34 ((((SCED*LOC)^RELY)+(((LOC^TIME)/STOR)^MODP))*STOR) 4998.97215205 2856639.06396801 
Κόμβοι 16 35 ((LOC^STOR)+(((TIME+((LOC^MODP)+TIME))^TIME)+TIME)) 7955.3028256 4215436.93087329 
Κόμβοι 16 111 (((((LOC+(LOC^RELY))^DATA)^TOOL)+(LOC^TIME))*DATA) 9395.02392391 5512182.10745651 
Κόμβοι 16 113 ((((LOC^TURN)^CPLX)+((LOC^TIME)+(LOC^ACAP)))^DATA) 7228.09631871 4412855.09919203 
Κόμβοι 16 144 ((((LOC*RELY)^CPLX)+((MODP*(STOR+LOC))^TIME))^DATA) 9093.74807136 5033518.26413112 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 16 34 0.113447 0.994467 41871.049727 0.426462 98.019061 0.333333 0.900992 0.458122 0.939225 747076.851323 0.548091 538.198118 0.25 1.461107 
Κόμβοι 16 35 0.171866 0.987200 98219.501311 0.471415 155.986329 0.235294 0.650128 0.512023 0.982450 933731.684848 0.596711 439.736246 0.333333 0.686656 
Κόμβοι 16 111 0.192918 0.981467 147792.182593 0.528503 184.216155 0.352941 0.564588 0.547692 0.932144 141851.294884 0.558972 176.427952 0.25 -0.281301 
Κόμβοι 16 113 0.130848 0.991806 68933.508323 0.539515 141.727378 0.294117 0.443210 0.417546 0.916094 22892.356659 0.570831 92.382511 0.333333 0.789067 
Κόμβοι 16 144 0.174977 0.987288 123266.074396 0.476661 178.308785 0.352941 0.886180 0.470126 0.930870 5343.652725 0.493509 61.199005 0.166666 1.051716 




Πίνακασ A.4α: Αρικμθτικά Cocomo Α – Κόμβοι 20 Παραγόμενεσ Εξιςώςεισ 
 
 




Execution A/A Tree Fitness Total Fitness 
Κόμβοι 20 12 ((((LOC^(MODP*TIME))/(MODP/SCED))/(AEXP/SCED))+((LOC^STOR)/PCAP)) 6670.7404633 3579402.09099942 
Κόμβοι 20 78 (((((LOC^DATA)+CPLX)^AEXP)^ACAP)+(((LOC*SCED)^SCED)^(STOR*DATA))) 4766.83087377 2568789.37547136 
Κόμβοι 20 89 (TIME+(((((LOC^DATA)^CPLX)+(log((ACAP^LOC))+(LOC^STOR)))*VEXP)^SCED))  6249.16285204 3399141.80420654 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 20 12 0.160431 0.988017 85592.261362 0.514811 130.798832 0.313725 0.668906 0.487766 0.961615 832297.178419 0.522688 449.419888 0.25 0.834971 
Κόμβοι 20 78 0.361574 0.946184 36111.864833 0.440042 93.467272 0.313725 0.917445 0.469120 0.878807 3165995.990548 0.491500 985.9646419 0.25 1.375678 
Κόμβοι 20 89 0.293325 0.960636 87784.964303 0.418647 122.532604 0.392156 0.554242 0.468026 0.886756 2737067.285630 0.588312 773.847869 0.083333 0.803440 





Πίνακασ A.5α: Αρικμθτικά Cocomo Α - Κόμβοι 28 Παραγόμενεσ Εξιςώςεισ 
Πίνακασ A.5β: Αρικμθτικά Cocomo Α - Κόμβοι 28 Σιμζσ 
 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 28 29 0.173542 0.986532 121661.249728 0.462427 155.114153 0.352941 0.812034 0.529143 0.923076 26914.385481 0.494081 116.123672 0.166666 1.546791 
Κόμβοι 28 42 0.175751 0.986630 103388.582347 0.484549 153.392274 0.313725 0.561018 0.439155 0.984200 671220.309813 0.520476 349.452908 0.166666 0.578077 
Κόμβοι 28 83 0.249945 0.970462 62555.219607 0.432355 106.637716 0.372549 0.131955 0.380291 0.965593 1872071.574808 0.548285 593.820418 0.25 0.291039 
Κόμβοι 28 107 0.086510 0.996509 24949.444078 0.454399 79.517178 0.450980 0.023736 0.326529 0.972617 354918.885432 0.599758 397.889611 0.333333 0.495014 
Κόμβοι 28 113 0.137588 0.990752 75922.820510 0.505519 146.633288 0.352941 0.216892 0.165555 0.987951 8115.734057 0.547140 49.562412 0.5 0.078463 
Κόμβοι 28 123 0.196668 0.980745 128102.306220 0.496294 165.561048 0.313725 0.717449 0.205709 0.980242 153196.118914 0.596647 173.397095 0.416666 0.484809 
Κόμβοι 28 150 0.125634 0.992950 52490.663957 0.473216 122.344512 0.254901 0.625344 0.248443 0.973507 219951.274575 0.503797 208.037396 0.333333 0.028365 
Execution A/A Tree Fitness Total Fitness 
Κόμβοι 28 29 ((((((LOC/((((TOOL^CPLX)^CPLX)^CPLX)^CPLX))/TIME)/VEXP)/TURN)^STOR)+(((LOC^VEXP)^MODP)^TIME)) 7910.82181484 4424050.20687536 
Κόμβοι 28 42 ((((((((((LOC^STOR)+TIME)+TIME)+TIME)*PCAP)+TIME)+TIME)*SCED)/MODP)+(((LOC^TIME)*VIRT)^MODP)) 7823.00600345 7612493.9871253 
Κόμβοι 28 83 ((((TIME*(LOC^STOR))^MODP)-(((MODP)^((VEXP*(LOC*(PCAP*STOR)))^VIRT))))-log(((TIME)^LOC))) 5438.52355294 2999270.9420341 
Κόμβοι 28 107 (LOC+(((((((((((LOC^(DATA*TIME))+LOC)+LOC)^VEXP)*PCAP)*VEXP)*AEXP)*PCAP)*AEXP)/DATA)^SCED)) 4055.37612813 2819048.6338639 
Κόμβοι 28 113 ((((TIME^TIME)*LOC)^((MODP)+VIRT))+(((ACAP*TIME)*LOC)+((CPLX*(STOR+LOC))^((DATA)+TIME)))) 7478.29770588 4134250.65887925 
Κόμβοι 28 123 (((((((LOC)*CPLX)*(((((CPLX+CPLX)+LOC)^TIME)+LOC)+(STOR+(STOR+STOR))))*VEXP)*PCAP)*VEXP)^TURN)  8443.613497 4496250.6857475 
Κόμβοι 28 150 ((VEXP*((SCED*STOR)*(TIME+((TIME+(((LOC^(log(SCED)+MODP))*AEXP)^DATA))*SCED))))+(LOC^(SCED*STOR))) 6239.57012985 3570178.19150735 






Πίνακασ A.6α: Αρικμθτικά Cocomo Β - Βάκοσ 4 Παραγόμενεσ Εξιςώςεισ 
 
Πίνακασ A.6β: Αρικμθτικά Cocomo Β - Βάκοσ 4 Σιμζσ 
Execution A/A Tree Fitness Total Fitness 
Βάκοσ 4 8 (((LOC*STOR)^RELY)+((LOC^TIME)^MODP)) 4339.73564213 1863169.67666062 
Βάκοσ 4 19 (((LOC^TIME)^MODP)+((LOC^RELY)*CPLX)) 5083.00022302 2341147.36886564 
Βάκοσ 4 49 (((LOC^STOR)^MODP)+((LOC^STOR)+(LOC^AEXP))) 6247.76951128 2423838.25259321 
Βάκοσ 4 58 (((LOC^TIME)^MODP)+((LOC/MODP)^STOR)) 5230.42593428 2094815.08441719 
Βάκοσ 4 77 ((CPLX*(LOC^RELY))+((LOC+STOR)^(MODP*TIME)))  6081.95717276 2354367.1457082 
Βάκοσ 4 79 (((LOC^STOR)/TURN)+((LOC^TIME)^MODP)) 4047.54880869 1813202.29614908 
Βάκοσ 4 98 (((LOC^TURN)^(TIME*SCED))+((LOC^VEXP)^(TIME*DATA))) 6385.38600318 2668637.18219658 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 4 8 0.096224 0.996708 39519.023776 0.449591 114.203569 0.289473 0.909563 0.439086 0.933000 383755.123459 0.472538 298.535871 0.36 1.264473 
Βάκοσ 4 19 0.118444 0.994380 60210.925982 0.438236 133.763163 0.315789 0.924790 0.490548 0.945067 467985.597898 0.512655 319.115649 0.08 1.369064 
Βάκοσ 4 49 0.316356 0.956247 126127.192818 0.564873 164.414987 0.368421 0.540087 0.362152 0.938558 844107.008107 0.594747 348.318868 0.36 0.000876 
Βάκοσ 4 58 0.154899 0.989280 106087.210411 0.478186 137.642787 0.210526 0.688287 0.553802 0.964112 533134.449878 0.479952 315.071610 0.2 1.277273 
Βάκοσ 4 77 0.166891 0.988237 120988.381278 0.458703 160.051504 0.263157 0.913446 0.447111 0.958253 373294.192247 0.470037 276.258123 0.24 1.037581 
Βάκοσ 4 79 0.093907 0.996571 38468.546136 0.445347 106.514442 0.263157 0.822907 0.567895 0.943995 594946.823717 0.525366 354.387661 0.2 1.019644 
Βάκοσ 4 98 0.157678 0.988832 109528.510097 0.444688 168.036473 0.289473 0.805488 0.570505 0.851976 575082.588223 0.582191 342.573841 0.12 0.740747 





Πίνακασ A.7α: Αρικμθτικά Cocomo Β - Βάκοσ 5 Παραγόμενεσ Εξιςώςεισ 
 
 
Πίνακασ A.7β: Αρικμθτικά Cocomo Β - Βάκοσ 5 Σιμζσ 
 
Execution A/A Tree Fitness Total Fitness 
Βάκοσ 5 2 (((DATA^TIME)*((LOC^MODP)^STOR))+(((LOC^AEXP)+(LOC-STOR))^TIME)) 3162.90489143 1626199.46887129 
Βάκοσ 5 29 ((((LOC^DATA)^(AEXP/LEXP))+((LOC^SCED)^(LEXP^CPLX)))^TIME) 5799.32950317 2241387.14852615 
Βάκοσ 5 32 ((((LOC^SCED)^STOR)+((LOC^SCED)^(TURN*MODP)))*STOR) 3390.365338 1377200.34526547 
Βάκοσ 5 39 ((((LOC^TIME)^PCAP)^CPLX)+(((LOC^TIME)+STOR)^DATA))  5021.14556356 2493363.4633135 
Βάκοσ 5 87 ((((LOC*DATA)^(TURN*PCAP))+((LOC*PCAP)^CPLX))^TIME) 6662.72541917 3101464.78269217 
Βάκοσ 5 92 ((((LOC^STOR)^MODP)/TOOL)+((LOC^(DATA*TIME))+((TIME+TIME)^(TIME+TIME)))) 5965.62670892 2309399.11841683 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 5 2 0.065482 0.997821 22288.744031 0.501014 83.234339 0.342105 0.229549 0.595039 0.848337 172508.949694 0.595931 219.628294 0.36 0.061424 
Βάκοσ 5 29 0.180583 0.985773 115193.568425 0.452910 152.613934 0.315789 0.662576 0.560733 0.867284 982010.943877 0.510281 387.930814 0.32 0.764912 
Βάκοσ 5 32 0.180389 0.984601 39068.108965 0.446864 89.220140 0.289473 0.560142 0.391579 0.955147 984853.724530 0.565781 397.643256 0.16 0.792929 
Βάκοσ 5 39 0.101705 0.995695 45324.004531 0.427264 132.135409 0.315789 0.502480 0.404158 0.951344 288580.635442 0.501550 234.817689 0.2 1.162959 
Βάκοσ 5 87 0.161259 0.987752 112661.330768 0.483276 175.334879 0.368421 0.826495 0.401724 0.968781 292032.207428 0.518099 210.772772 0.32 0.612360 
Βάκοσ 5 92 0.143610 0.990431 89171.651149 0.488182 156.990176 0.236842 0.462659 0.242058 0.974087 109015.797585 0.563166 156.644487 0.24 0.495765 






Πίνακασ A.8α: Αρικμθτικά Cocomo Β - Βάκοσ 6 Παραγόμενεσ Εξιςώςεισ 
 




Execution A/A Tree Fitness Total Fitness 
Βάκοσ 6 9 (((((LOC^STOR)^VIRT)^TOOL)^AEXP)+((((LOC^DATA)^AEXP)^CPLX)+(((LOC^VEXP)^SCED)^STOR)))  2318.81255342 1377398.77676715 
Βάκοσ 6 34 (((((VIRT+VIRT)^(VIRT+VIRT))+(LOC^MODP))^TIME)+(((LOC+(VIRT*CPLX))^STOR)/MODP)) 5168.34467322 1950940.26719104 
Βάκοσ 6 51 (((RELY*((LOC^SCED)^STOR))+(((LOC^TURN)^TURN)^TURN))+((((LOC^VEXP)*STOR)^MODP)^AEXP)) 1998.68962478 945370.99021587 
Βάκοσ 6 68 ((VIRT*((LOC+(VIRT/RELY))^(MODP*(TIME^VIRT))))+((((LOC*PCAP)+(PCAP+RELY))/((TIME^MODP)+CPLX))+((LOC+
ACAP)^RELY))) 
3720.01772365 1622744.80006252 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 6 9 0.081846 0.997160 8870.277417 0.495159 61.021382 0.289473 0.042043 0.445052 0.972581 1252296.675285 0.501298 434.543076 0.36 0.275398 
Βάκοσ 6 34 0.154276 0.988987 105180.916086 0.479582 136.009070 0.368421 0.269107 0.538042 0.967415 506430.869848 0.582602 299.563710 0.16 0.642363 
Βάκοσ 6 51 0.074931 0.997142 7119.083351 0.486791 52.597095 0.447368 0.077736 0.563093 0.970769 2034899.416834 0.520186 533.222656 0.24 0.691023 
Βάκοσ 6 68 0.103210 0.995535 46068.998263 0.429370 97.895203 0.394736 0.331296 0.446264 0.938833 379132.036565 0.499686 292.333556 0.2 0.884549 
 - 95 - 
Πίνακασ A.9α: Αρικμθτικά Cocomo Β - Βάκοσ 7 Παραγόμενεσ Εξιςώςεισ 
Πίνακασ A.9β: Αρικμθτικά Cocomo Β - Βάκοσ 7 Σιμζσ 
 
Με τισ εκτελζςεισ με κριτιριο το βάκοσ του δζνδρου βλζπουμε ότι καλφτερθ τιμι για MRE 0.470037 ζχουμε ςτθν εκτζλεςθ 77 του βάκουσ 4, 
για CC ζχουμε 0.983988 ςτθν εκτζλεςθ 65 με βάκοσ 7, ενϊ για NRMSE ζχουμε 0.242058 ςτθν εκτζλεςθ 92 του βάκουσ 5. Για τισ τιμζσ των δφο 
άλλων ςυντελεςτϊν, ζχουμε ότι για το BRE θ τιμι 0.000876 τθσ εκτζλεςθσ 49 του βάκουσ 4 είναι πάρα πολφ καλι αφοφ ςχεδόν ζχουμε τιμι 0 
Execution A/A Tree Fitness Total Fitness 
Βάκοσ 7 27 ((((((LOC^AEXP)^ACAP)+((LOC/STOR)^RELY))*DATA)*PCAP)+(((((LOC*STOR)^TOOL)^TOOL)+((TIME*STOR)^TOOL))^RELY
)) 
3769.93237699 1477178.7894503 
Βάκοσ 7 65 ((((((LOC+VIRT)*VIRT)-RELY)*SCED)^STOR)+((((LOC-STOR)-RELY)^STOR)^MODP)) 4138.281685 1627848.26959554 
Βάκοσ 7 77 ((VEXP*(VEXP*(PCAP+STOR)))*((((LOC/(VEXP+RELY))+LOC)^TIME)^TURN)) 3445.57839764 1451114.87957835 
Βάκοσ 7 84 ((LOC^TIME)+(((((LOC^TIME)*TIME)^ACAP)+(((LOC^PCAP)-CPLX)^CPLX))^DATA)) 3314.3863273 1409345.67727743 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 7 27 0.212976 0.978884 53072.264049 0.352763 99.208746 0.5 0.488249 0.585079 0.976949 2229707.341373 0.527518 590.333661 0.16 0.802368 
Βάκοσ 7 65 0.176755 0.985075 67311.390603 0.463306 108.902149 0.315789 0.664920 0.441045 0.983988 1013620.156492 0.538116 401.059152 0.16 1.723032 
Βάκοσ 7 77 0.093874 0.995737 30051.915729 0.521258 90.673115 0.421052 0.232178 0.518269 0.864309 872225.006873 0.587132 468.281310 0.32 0.275346 
Βάκοσ 7 84 0.151513 0.988975 28183.996656 0.455617 87.220692 0.342105 0.431441 0.397842 0.983832 1026832.410661 0.565094 393.385201 0.32 0.703715 
 - 96 - 
που κεωρείται ωσ θ ιδανικι τιμι για αυτό το ςυντελεςτι. Από τθν άλλθ για το ςυντελεςτι PRED, και πάλι δεν ζχουμε τιμι να ξεπερνά το 0.6 με 











Execution A/A Tree Fitness Total Fitness 
Κόμβοι 16 5 (((((TIME*(TIME*(LOC^STOR)))+TIME)+TIME)^MODP)+LOC) 5232.90604151 2083651.99970751 
Κόμβοι 16 30 ((VIRT*(LOC^STOR))+((TOOL^ACAP)*((LOC^STOR)^MODP))) 3505.60365251 1366743.28629296 
Κόμβοι 16 37 (MODP*(AEXP*(AEXP*((LOC*((MODP+AEXP)+MODP))^TIME)))) 4682.17206287 1882420.65768273 
Κόμβοι 16 66 ((TIME+(AEXP*LOC))+(((LOC*TIME)^(STOR*MODP))*TIME)) 4249.30754773 1814163.5577568 
Κόμβοι 16 67 (LOC^(((MODP+(((((ACAP+STOR)^MODP))+DATA)))*STOR))) 6443.00464911 2793901.81086144 
Κόμβοι 16 81 (((((LOC^SCED)*AEXP)/PCAP)^STOR)+((LOC^STOR)^MODP)) 4887.8617617 1861349.17271643 
Κόμβοι 16 94 (((((LOC^VEXP)^TIME)^MODP)+LOC)+((LOC*STOR)^RELY)) 6555.9181448 2599405.36303024 
 - 97 - 
 







  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 16 5 0.115195 0.994216 56866.196502 0.450594 137.708053 0.342105 0.900266 0.513474 0.950316 516154.148668 0.541209 314.611324 0.28 0.589945 
Κόμβοι 16 30 0.118594 0.993440 29719.113415 0.451017 92.252727 0.289473 0.748897 0.417227 0.982840 914195.063760 0.551697 415.943861 0.12 1.066363 
Κόμβοι 16 37 1.066363 0.988376 82283.292932 0.480111 123.215054 0.342105 0.208340 0.563048 0.862404 1012666.895906 0.536620 372.734197 0.36 0.402118 
Κόμβοι 16 66 0.102867 0.995349 45230.792678 0.435820 111.823882 0.342105 0.788760 0.522707 0.928637 541181.638966 0.526561 349.496298 0.28 0.872778 
Κόμβοι 16 67 0.179773 0.985373 140839.745667 0.549167 169.552753 0.210526 3.292817 0.461021 0.974687 390330.166578 0.597925 280.105652 0.16 2.777046 
Κόμβοι 16 81 0.158292 0.989125 53108.451742 0.451216 128.627941 0.342105 0.743097 0.378304 0.986934 757236.820863 0.559125 323.983539 0.24 0.441763 
Κόμβοι 16 94 0.156844 0.989508 107351.490267 0.477755 172.524161 0.342105 0.213618 0.566857 0.955103 573436.457400 0.553727 263.490184 0.32 0.387160 
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Πίνακασ A.11α: Αρικμθτικά CocomoΒ - Κόμβοι 20 Παραγόμενεσ Εξιςώςεισ 
 






Execution A/A Tree Fitness Total Fitness 
Κόμβοι 20 4 ((((LOC^DATA)^RELY)+(LOC^DATA))*((ACAP+SCED)*((CPLX*VEXP)*ACAP))) 5475.69594688 2075855.77208909 
Κόμβοι 20 68 (LOC+((TIME*(((((LOC^TIME)^TIME)^TIME)^PCAP)^(SCED)))*(LOC^STOR))) 2427.2030445 957992.09306096 
Κόμβοι 20 70 ((((((LOC*TOOL)^MODP)+(((LOC-STOR)^AEXP)/MODP))*DATA)*DATA)^STOR) 6830.78921368 2950448.53837233 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 20 4 0.527362 0.867468 97435.568587 0.500320 144.097261 0.342105 0.511266 0.579067 0.844172 2603386.599513 0.539413 601.295272 0.32 -0.019096 
Κόμβοι 20 68 0.094156 0.996142 10341.957725 0.462305 63.873764 0.342105 0.310394 0.557775 0.934782 2014307.229879 0.565979 658.989494 0.16 1.252001 
Κόμβοι 20 70 0.140649 0.990957 103857.256411 0.463319 179.757610 0.315789 0.935020 0.507954 0.885455 37253.920601 0.495911 101.470403 0.32 0.985140 
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Πίνακασ A.12α: Αρικμθτικά Cocomo Β - Κόμβοι 28 Παραγόμενεσ Εξιςώςεισ 
 
Πίνακασ A.12β: Αρικμθτικά Cocomo Β - Κόμβοι 28 Σιμζσ
Execution A/A Tree Fitness Total Fitness 
Κόμβοι 28 26 (VIRT+(VIRT+(((LOC^STOR)^MODP)+(((LOC)-LOC)+(VEXP*(VEXP*(SCED*((LOC*(DATA+MODP))^TIME)))))))) 4555.74822505 1990440.66715849 
Κόμβοι 28 47 ((((LOC^TIME)^DATA)-((DATA*(DATA/(((((VIRT^RELY)^RELY)^RELY)^RELY)^LOC)))))+((LOC^STOR)^MODP)) 4720.77833767 9999999.99999999 
Κόμβοι 28 54 ((TIME^((((MODP*(LOC))+((LOC^PCAP)*TOOL))^VEXP)))*(((LOC^PCAP)*TURN)+((LOC^CPLX)*DATA))) 6433.69295603 2832565.3169383 
Κόμβοι 28 88 ((LOC^(PCAP*(VEXP*(TIME*DATA))))+(((((AEXP^TIME)^TIME)^(TIME/VEXP))^TIME)*(LOC^(CPLX*TIME)))) 5734.57722196 2754089.27682843 
Κόμβοι 28 92 ((((LOC-MODP)^STOR)^MODP)+(((((((((LOC-MODP)^MODP)^TIME)+STOR)+STOR)/MODP)+STOR)/MODP)/MODP)) 2854.33663055 1232976.95977243 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 28 26 0.126601 0.992023 70524.594814 0.476787 119.888111 0.421052 0.053115 0.326028 0.948520 187654.878594 0.481071 204.036352 0.16 0.375912 
Κόμβοι 28 47 0.114502 0.993801 68476.842806 0.445578 124.231008 0.289473 0.657779 0.593850 0.843162 132311.772173 0.471871 183.510692 0.08 0.975528 
Κόμβοι 28 54 0.173591 0.986159 158544.937711 0.427614 169.307709 0.368421 0.788309 0.562022 0.872312 22323.473899 0.481968 91.351973 0.32 0.354810 
Κόμβοι 28 88 0.120669 0.994067 75872.553250 0.410233 150.909926 0.315789 0.778826 0.545392 0.880246 74440.938887 0.519237 139.958491 0.2 0.570406 
Κόμβοι 28 92 0.062762 0.998239 16895.068521 0.457373 75.114121 0.289473 0.637333 0.536191 0.939455 562895.871448 0.585337 387.415864 0.08 1.275822 
 - 100 - 







Πίνακασ A.13α: Αρικμθτικά Desharnais A – Βάκοσ - Παραγόμενεσ Εξιςώςεισ 
Πίνακασ A.13β: Αρικμθτικά Desharnais A - Βάκοσ - Σιμζσ 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 5 86 0.562001 0.836068 6128168.541413 0.474256 1715.771903 0.354838 0.081957 0.722000 0.767888 5552945.003720 0.485280 1902.509693 0.2 0.452886 
Βάκοσ 6 22 0.647263 0.763255 7598285.185541 0.574969 1813.284843 0.435483 -0.227404 0.704488 0.748025 7604692.904556 0.667662 2041.196288 0.466666 -0.116541 
Βάκοσ 7 51 0.663442 0.777129 6712000.355162 0.561448 1753.778762 0.370967 -0.081157 0.719464 0.707224 13718799.705653 0.574835 2651.611708 0.333333 0.008909 
Βάκοσ 7 55 0.620501 0.780327 7028712.748483 0.563084 1803.051569 0.387096 -0.193593 0.700959 0.712735 7677375.871958 0.563331 1875.361020 0.266666 -0.126540 
Βάκοσ 7 65 0.638605 0.766923 8047042.287109 0.586703 1896.440470 0.483870 -0.259884 0.729216 0.702112 1933337.629131 0.689460 1108.060981 0.266666 -0.438887 
Execution A/A Tree Fitness Total Fitness 
Βάκοσ 5 86 ((((DURATION MONTHS*DURATION MONTHS)+SCOPE)+((MANAGER EXP.+POINTS 
AJUST.)+(TRANSACTIONS+MANAGER EXP.)))*((POINTS NON AJUST.-(TRANSACTIONS+DURATION MONTHS)))) 
106377.85800109 56599284.9208746 
Βάκοσ 6 22 (((((DURATION MONTHS*ENTITIES)+(ENTITIES-POINTS AJUST.))*((SCOPE*TRANSACTIONS)/(ENTITIES-
TRANSACTIONS))))*POINTS AJUST.) 
112423.66031733 57255116.7712313 
Βάκοσ 7 51 ((((DURATION MONTHS*SCOPE)*((SCOPE-(ENTITIES))*DURATION MONTHS)))*POINTS NON AJUST.) 108734.28327081 54867820.576642 
Βάκοσ 7 55 ((((((TRANSACTIONS*TRANSACTIONS)*(TRANSACTIONS*TRANSACTIONS))*((SCOPE^DURATION MONTHS)*(SCOPE-
DURATION MONTHS)))^MANAGER EXP.))+(((POINTS AJUST.+POINTS AJUST.)+(SCOPE*DURATION 
MONTHS))*(SCOPE))) 
111789.19729138 56770108.5979203 
Βάκοσ 7 65 (((log((POINTS NON AJUST.*TRANSACTIONS))*log(((ENTITIES/SCOPE)*TRANSACTIONS))))*((((POINTS 
AJUST.+(DURATION MONTHS*SCOPE))+(ENTITIES+(ENTITIES/SCOPE)))+((POINTS AJUST.+POINTS 
AJUST.)/SCOPE))+((POINTS NON AJUST.-(ENTITIES*TEAM EXP.))/MANAGER EXP.))) 
117579.30915826 63531056.2516439 















Execution A/A Tree Fitness Total Fitness 
Κόμβοι 20 55 (((POINTS AJUST.)*POINTS AJUST.)+((TRANSACTIONS)*(log((DURATION MONTHS*(DURATION MONTHS*(DURATION 
MONTHS*DURATION MONTHS))))*SCOPE))) 
110500.61240831 56307852.7139947 
Κόμβοι 20 85 ((log(SCOPE)+(DURATION MONTHS))*(SCOPE+(POINTS NON AJUST.+(POINTS NON AJUST.+(((DURATION 
MONTHS)^log(SCOPE))-MANAGER EXP.))))) 
112370.59221026 57144846.1011433 
Κόμβοι 20 100 (((POINTS NON AJUST.+((((POINTS NON AJUST.+DURATION MONTHS)+DURATION MONTHS)+DURATION 
MONTHS)+DURATION MONTHS))/((POINTS AJUST.)))*((TRANSACTIONS))) 
110462.91871863 56280636.0967158 
Κόμβοι 20 42 ((ENTITIES+(DURATION MONTHS*SCOPE))*((((TRANSACTIONS^SCOPE))+((MANAGER EXP.*(DURATION 
MONTHS*DURATION MONTHS))*MANAGER EXP.)))) 
113897.53099085 59735410.4081626 
Κόμβοι 28 31 (((((SCOPE*((((SCOPE*DURATION MONTHS)-(DURATION MONTHS^log(DURATION MONTHS)))+DURATION 
MONTHS)))+(SCOPE+(SCOPE+POINTS AJUST.)))*((SCOPE*DURATION MONTHS)))-POINTS NON AJUST.)-POINTS 
AJUST.) 
98341.28281491 51355041.1156327 
Κόμβοι 28 78 ((SCOPE)*((log(DURATION MONTHS)+((SCOPE+TEAM EXP.)))*(((DURATION MONTHS)*(SCOPE+((DURATION 
MONTHS+(SCOPE+DURATION MONTHS))+(SCOPE/log(TEAM EXP.)))))+POINTS AJUST.))) 
114116.07624774 58432386.4433243 
Κόμβοι 28 93 (((((ENTITIES/MANAGER EXP.)/TEAM EXP.)/TEAM EXP.)+(POINTS AJUST.+((((log(ENTITIES)/((DURATION MONTHS)-
TEAM EXP.))/MANAGER EXP.)+SCOPE)*DURATION MONTHS)))*log((SCOPE*SCOPE))) 
99755.81670308 51424205.9165511 
Κόμβοι 28 3 ((SCOPE+(DURATION MONTHS+POINTS AJUST.))*log(((DURATION MONTHS*DURATION MONTHS)*(DURATION 
MONTHS*((DURATION MONTHS*(SCOPE+ENTITIES))+((SCOPE+ENTITIES)+ENTITIES)))))) 
118675.94401957 60057296.7027905 
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Πίνακασ A.14β: Αρικμθτικά Desharnais A - Κόμβοι - Σιμζσ 
Βλζποντασ τα αποτελζςματα τόςο των εκτελζςεων βάςθ βάκουσ αλλά και βάςθ κόμβων, το MRE ζχει καλφτερθ τιμι 0.485280 ςτθν εκτζλεςθ 
86 βάκουσ 5, το CCζχει καλφτερθ τιμι 0.773332 ςτθν εκτζλεςθ 31 των 28 κόμβων ενϊ το NRMSE ζχει τιμι 0.693829 ςτθν εκτζλεςθ 85 των 20 
κόμβων. Σο  BRE και εδϊ ζχει δϊςει πολφ καλι τιμι 0.008909 ςτθν εκτζλεςθ 51 του βάκουσ 7 ενϊ PRED ςτθν εκτζλεςθ 22 του βάκουσ 6 ζδωςε 
μόλισ 0.466666. Σα πιο πάνω αποτελζςματα εκτόσ από το γεγονόσ ότι είναι περιοριςμζνα ςε αρικμό, όμωσ οι τιμζσ πρόβλεψθσ δεν πλθςιάηουν 
καν αυτζσ του αρχείου Cocomo. Θζλοντασ να βελτιϊςουμε όςο το δυνατό περιςςότερο τθν ακρίβεια τθσ πρόβλεψθσ μασ, θ δεφτερθ ομάδα 
εκτελζςεων ςτο ίδιο αρχείο κα γίνει με δεδομζνα ελζγχου να είναι το 40% του αρχείου ειςόδου και το υπόλοιπο 60% να είναι τα δεδομζνα 
εκμάκθςθσ όπωσ ζχουμε κάνει και προθγουμζνωσ (Desharnais B). Ασ δοφμε τα αποτελζςματα αυτά. 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 20 55 0.649780 0.763618 7472767.254538 0.554878 1782.267942 0.435483 -0.203562 0.743403 0.729323 9916490.325055 0.636665 2151.114922 0.266666 0.014345 
Κόμβοι 20 85 0.653451 0.764224 8006720.142972 0.546046 1812.428906 0.370967 -0.026241 0.693829 0.735068 6103480.870030 0.622811 2107.642818 0.333333 -0.248659 
Κόμβοι 20 100 0.682441 0.733768 7864698.108743 0.617639 1781.659979 0.435483 -0.269674 0.745571 0.701294 11179106.285508 0.633466 2548.404969 0.266666 -0.075568 
Κόμβοι 20 42 0.607916 0.795020 7308228.611696 0.546032 1837.056951 0.322580 -0.035830 0.939018 0.749407 7980914.112185 0.649181 2454.074481 0.066666 0.131096 
Κόμβοι 28 31 0.589107 0.810563 5626059.902934 0.455544 1586.149722 0.467741 -0.036525 0.740722 0.773332 13460472.423403 0.663248 2477.961384 0.333333 -0.087695 
Κόμβοι 28 78 0.631354 0.775382 7478043.789657 0.517565 1840.581874 0.403225 -0.039476 0.742501 0.710819 7342532.576667 0.572453 1867.426627 0.266666 0.168831 
Κόμβοι 28 93 0.589837 0.806008 5862003.187022 0.476532 1608.964785 0.435483 -0.051317 0.756263 0.749284 12448554.691907 0.598135 2333.320040 0.266666 0.061805 
Κόμβοι 28 3 0.682195 0.741197 9442534.217303 0.644675 1914.128129 0.451612 -0.360195 0.935547 0.735201 4849515.025211 0.678350 1733.856248 0.266666 -0.281667 





Πίνακασ A.15α: Αρικμθτικά Desharnais B – Βάκοσ 4 & 5 - Παραγόμενεσ Εξιςώςεισ 
 
Πίνακασ A.15β: Αρικμθτικά Desharnais B – Βάκοσ 4 & 5 - Σιμζσ 
 
 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 4 7 0.628148 0.786609 5184732.154414 0.532719 1635.467576 0.382978 0.007645 0.702394 0.733343 12102666.917997 0.540657 2546.559948 0.233333 0.341629 
Βάκοσ 4 17 0.660477 0.756897 7198507.092721 0.548130 1828.487728 0.255319 -0.014638 0.818298 0.704014 12768962.387437 0.569429 2396.317512 0.333333 0.226047 
Βάκοσ 4 53 0.660774 0.755567 7391676.579389 0.529652 1852.113019 0.340425 -0.020231 0.697831 0.736166 9306559.338372 0.578314 2023.894943 0.366666 -0.008110 
Βάκοσ 5 5 0.684264 0.749613 10217903.057852 0.530407 2157.018846 0.361702 0.064266 0.699383 0.738361 4908411.590061 0.631955 1594.154052 0.333333 -0.053725 
Βάκοσ 5 54 0.674413 0.747417 9361239.201502 0.637515 1859.342242 0.425531 -0.281173 0.727159 0.700485 7041250.484553 0.649926 2041.404673 0.333333 -0.340302 
Execution A/A Tree Fitness Total Fitness 
Βάκοσ 4 7 (((POINTS AJUST.+POINTS AJUST.)+SCOPE)*((TRANSACTIONS-POINTS NON AJUST.))) 76866.9761133 27360173.8188689 
Βάκοσ 4 17 (((SCOPE)*(POINTS AJUST.+POINTS AJUST.))+((POINTS NON AJUST.+TRANSACTIONS)+(POINTS NON AJUST.+POINTS NON 
AJUST.))) 
85938.92325081 30540049.7325218 
Βάκοσ 4 53 (((SCOPE+SCOPE)+(POINTS NON AJUST.+DURATION MONTHS))*((POINTS AJUST.*DURATION MONTHS))) 87049.31193135 30884554.2637968 
Βάκοσ 5 5 (POINTS NON AJUST.*(((DURATION MONTHS*DURATION MONTHS)*(DURATION MONTHS*SCOPE)))) 101379.88578459 35692764.9455487 
Βάκοσ 5 54 ((((DURATION MONTHS*SCOPE)*(DURATION MONTHS*SCOPE)))*POINTS AJUST.) 87389.08540222 31263358.517813 





Πίνακασ A.16α: Αρικμθτικά Desharnais B – Βάκοσ 6 - Παραγόμενεσ Εξιςώςεισ 
Πίνακασ A.16β: Αρικμθτικά Desharnais B – Βάκοσ 6 – Σιμζσ 
 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 6 16 0.647403 0.761444 7673303.040661 0.490035 1766.854824 0.425531 -0.042592 0.716410 0.739671 8494101.379755 0.598844 2137.589307 0.366666 0.088146 
Βάκοσ 6 62 0.641248 0.779405 5035595.842595 0.449120 1407.872586 0.425531 -0.043899 0.711890 0.733877 13355766.566507 0.652858 2532.895063 0.366666 0.036041 
Βάκοσ 6 64 0.576607 0.813452 4880861.199322 0.564521 1536.710177 0.404255 -0.254573 0.701165 0.7086641 10869675.526721 0.627588 2413.075331 0.3 -0.235471 
Βάκοσ 6 91 0.600666 0.799349 5119463.939763 0.598630 1584.016036 0.425531 -0.170998 0.804111 0.701312 15005922.528753 0.686154 2386.226143 0.366666 -0.292508 
Βάκοσ 6 92 0.652962 0.790711 9673058.162801 0.547020 2134.783151 0.319148 0.034335 0.890040 0.733924 6877241.282941 0.675661 1932.011052 0.3 -0.013243 
Execution A/A Tree Fitness Total Fitness 
Βάκοσ 6 16 ((((SCOPE*DURATION MONTHS)*SCOPE))*(((POINTS NON AJUST.+DURATION MONTHS)+DURATION MONTHS)+(((POINTS 
AJUST.*MANAGER EXP.)*(SCOPE-DURATION MONTHS))))) 
83042.17675251 1.63720780225603
E+55 
Βάκοσ 6 62 (((DURATION MONTHS*(SCOPE+SCOPE)))*((((SCOPE*DURATION 
MONTHS)+(SCOPE+SCOPE))+(TRANSACTIONS+(SCOPE+SCOPE)))+(((SCOPE+SCOPE)+SCOPE)+((POINTS AJUST.+POINTS 
AJUST.)+(POINTS AJUST./TEAM EXP.))))) 
66170.01154892 25601991.2934384 
Βάκοσ 6 64 (log((((DURATION MONTHS*SCOPE)+SCOPE)*((DURATION MONTHS-SCOPE)+ENTITIES)))*(((SCOPE*(DURATION 
MONTHS))+(SCOPE*(DURATION MONTHS)))+POINTS NON AJUST.)) 
72225.37835668 26282556.8097038 
Βάκοσ 6 91 ((((log(DURATION MONTHS)+(POINTS AJUST.))*(ENTITIES/(MANAGER EXP.)))+POINTS NON AJUST.)+(((DURATION 
MONTHS+log(SCOPE))*(POINTS AJUST./(ENTITIES)))+SCOPE)) 
74448.75370615 27683511.839963 
Βάκοσ 6 92 (DURATION MONTHS*((SCOPE*log((ENTITIES*POINTS NON AJUST.)))+ENTITIES)) 100334.80810508 35557631.5416298 














Execution A/A Tree Fitness Total Fitness 
Βάκοσ 7 2 (POINTS AJUST.+(((((SCOPE+TEAM EXP.)*DURATION MONTHS)*log(TRANSACTIONS))+((MANAGER EXP.*MANAGER 
EXP.)*((MANAGER EXP.*MANAGER EXP.)+(MANAGER EXP.*TEAM EXP.))))+(POINTS 
AJUST.*log(((ENTITIES+SCOPE)*(SCOPE)))))) 
79717.51993312 29071390.7810879 
Βάκοσ 7 7 ((((((DURATION MONTHS*SCOPE)/ENTITIES)*SCOPE)/MANAGER EXP.)+((SCOPE/DURATION MONTHS)+(((SCOPE*DURATION 
MONTHS)+ENTITIES)+((SCOPE/ENTITIES)+ENTITIES))))*((SCOPE+ENTITIES))) 
71894.91403883 26385823.9771659 
Βάκοσ 7 14 (((((ENTITIES)+((DURATION MONTHS*SCOPE)/(TEAM EXP.*SCOPE)))+(((DURATION MONTHS*SCOPE))+(ENTITIES+(DURATION 
MONTHS*SCOPE))))+((DURATION MONTHS/((TEAM EXP./TRANSACTIONS)/TRANSACTIONS))))*(((POINTS AJUST./(TEAM 
EXP.))/log(log(MANAGER EXP.))))) 
72038.85862482 27155963.6993352 
Βάκοσ 7 58 ((((POINTS NON AJUST.+SCOPE)+((ENTITIES+(SCOPE+DURATION MONTHS))/TEAM EXP.))+ENTITIES)*(((((SCOPE+SCOPE)/TEAM 
EXP.)-DURATION MONTHS)+(TRANSACTIONS*MANAGER EXP.)))) 
72765.16025933 27101769.7023977 
Βάκοσ 7 59 ((DURATION MONTHS*SCOPE)+(((SCOPE)*((DURATION MONTHS*SCOPE)-((DURATION MONTHS-POINTS NON AJUST.)-POINTS 
NON AJUST.)))-(DURATION MONTHS*DURATION MONTHS))) 
75675.93803664 7.73829229569474
E+89 
Βάκοσ 7 74 (((DURATION MONTHS*DURATION MONTHS)+(log((TRANSACTIONS*TRANSACTIONS))*SCOPE))*((((DURATION 
MONTHS*ENTITIES)-(SCOPE+(POINTS AJUST.+POINTS AJUST.)))+(log((DURATION MONTHS*ENTITIES))*ENTITIES)))) 
85514.9451221 31229712.2841525 
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Πίνακασ A.17β: Αρικμθτικά Desharnais B – Βάκοσ 7 – Σιμζσ 
 
΢τθν δεφτερθ ομάδα εκτελζςεων του αρχείου Desharnais ςτισ εκτελζςεισ με βάςθ το βάκοσ του δζνδρου, ζχουμε το MRE να ζχει καλφτερθ τιμι 
0.540657 ςτθν εκτζλεςθ 7 βάκουσ 4, το CC 0.766944 και το NRMSE 0.633903 ςτθν εκτζλεςθ 14 βάκουσ 7, το BRE -0.008110 ςτθν εκτζλεςθ 53 
βάκουσ 4 και τζλοσ το PRED 0.366666 ςε διάφορεσ εκτελζςεισ. Για το ςυντελεςτι BRE βλζπουμε να ζχουμε αρκετζσ αρνθτικζσ τιμζσ. Σο 
γεγονόσ αυτό οφείλετε ςτο ότι ο υπολογιςμόσ τθσ τιμισ του δεν λαμβάνει υπόψθ απόλυτθ τιμι και επομζνωσ όταν θ υπολογιηόμενθ τ ιμι είναι 
ζςτω και λίγο πιο μεγάλθ από τθν πραγματικι κα ζχουμε αρνθτικι τιμι. Ασ δοφμε τι αποτελζςματα είχαμε και ςτισ εκτελζςεισ με βάςθ αρικμό 
κόμβων. 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Βάκοσ 7 2 0.635065 0.771562 7269197.644174 0.549602 1696.117445 0.425531 -0.085228 0.683258 0.743300 8042170.016987 0.611419 2140.646592 0.3 -0.110144 
Βάκοσ 7 7 0.667694 0.753686 4830208.041690 0.482060 1529.679022 0.361702 -0.013943 0.670483 0.744526 12364380.713292 0.618463 2578.725405 0.266666 -0.179088 
Βάκοσ 7 14 0.573908 0.820672 4852369.357627 0.412020 1532.741672 0.489361 -0.119544 0.633903 0.766944 8907867.439454 0.680964 2194.631019 0.066666 -0.050290 
Βάκοσ 7 58 0.586110 0.805775 5983643.090955 0.551278 1548.194899 0.489361 -0.270403 0.766279 0.702868 10635977.367154 0.655499 2405.587930 0.233333 0.012827 
Βάκοσ 7 59 0.647083 0.760779 5441947.021077 0.508737 1610.126341 0.425531 -0.036177 0.661477 0.755376 10914425.246052 0.577691 2254.795390 0.333333 0.069924 
Βάκοσ 7 74 0.624783 0.781637 6575046.781313 0.449732 1819.466917 0.382978 -0.028470 0.748283 0.742923 10497696.715890 0.650323 1828.174945 0.366666 -0.253842 
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Πίνακασ A.18α: Αρικμθτικά Desharnais B – Κόμβοι 16 & 20 - Παραγόμενεσ Εξιςώςεισ 
 
 
Execution A/A Tree Fitness Total Fitness 
Κόμβοι 16 73 (log(((((POINTS NON AJUST.-TRANSACTIONS)-DURATION MONTHS)-TEAM EXP.)*SCOPE))*(POINTS AJUST.+(SCOPE*DURATION MONTHS))) 75466.92970083 27891728.8836925 
Κόμβοι 20 4 ((((POINTS NON AJUST.+SCOPE)+SCOPE)+ENTITIES)*(((ENTITIES-((DURATION MONTHS*DURATION MONTHS)+(DURATION 
MONTHS+DURATION MONTHS)))*DURATION MONTHS))) 
72597.67920614 27141566.8127369 
Κόμβοι 20 6 (POINTS NON AJUST.*(((POINTS NON AJUST.+(POINTS NON AJUST.+(DURATION MONTHS+((SCOPE*(DURATION MONTHS*DURATION 
MONTHS))-(ENTITIES*SCOPE)))))*DURATION MONTHS))) 
81364.25749501 29907574.555738 
Κόμβοι 20 40 (POINTS AJUST.+((((DURATION MONTHS*(ENTITIES+SCOPE))+(((POINTS AJUST.+SCOPE)*SCOPE)/log(SCOPE)))+SCOPE)+SCOPE)) 89118.79782286 31736204.794804 
Κόμβοι 20 41 ((ENTITIES)*(((DURATION MONTHS*DURATION MONTHS)+(SCOPE/((SCOPE))))+((ENTITIES)*((TRANSACTIONS)+POINTS NON AJUST.)))) 78633.61161685 28156196.2068127 
Κόμβοι 20 47 ((POINTS AJUST.+(DURATION MONTHS*SCOPE))*log((((DURATION MONTHS*SCOPE)+POINTS NON 
AJUST.)+((TRANSACTIONS*(TRANSACTIONS^SCOPE)))))) 
83464.52934182 29565083.7368829 
Κόμβοι 20 64 (POINTS NON AJUST.*((DURATION MONTHS*(ENTITIES+(ENTITIES+(ENTITIES+(ENTITIES+(SCOPE*(log(TRANSACTIONS)*SCOPE))))))))) 103082.45334196 36414128.0244274 
Κόμβοι 20 66 (((((((((ENTITIES*DURATION MONTHS)-POINTS NON AJUST.)*SCOPE)-ENTITIES)-TRANSACTIONS)+TRANSACTIONS))*POINTS NON 
AJUST.)/log((POINTS AJUST.))) 
71437.04923924 25735090.0396422 
Κόμβοι 20 76 ((POINTS NON AJUST.+ENTITIES)*((TRANSACTIONS+(TRANSACTIONS+((SCOPE*(SCOPE*MANAGER EXP.))/(((MANAGER EXP.)))))))) 79517.12018858 30005440.7488025 
Κόμβοι 20 79 ((DURATION MONTHS+((SCOPE+(ENTITIES+POINTS AJUST.))+(POINTS AJUST./ENTITIES)))*((((DURATION 
MONTHS*TRANSACTIONS)+TRANSACTIONS)/TEAM EXP.))) 
69685.67091107 24960175.1941639 
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  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 16 73 0.512219 0.856771 4948159.851055 0.497742 1605.679355 0.446808 -0.066096 0.687162 0.726467 7571647.471433 0.572691 2089.332737 0.166666 -0.117047 
Κόμβοι 20 4 0.606127 0.798976 6169960.256566 0.519869 1544.631472 0.425531 0.033823 0.683986 0.730693 8396077.825421 0.520538 2191.252538 0.333333 -0.034293 
Κόμβοι 20 6 0.616780 0.795442 7110900.308754 0.523898 1731.154414 0.468085 -0.008711 0.732946 0.714727 8749391.305794 0.531510 2033.215448 0.233333 0.255680 
Κόμβοι 20 40 0.634047 0.786650 7600617.705803 0.565575 1896.144634 0.361702 -0.192293 0.684846 0.751078 7221612.855445 0.670874 1886.852545 0.333333 -0.379088 
Κόμβοι 20 41 0.617488 0.794793 5730519.122186 0.589942 1673.055566 0.425531 -0.194696 0.785405 0.709422 13589580.710733 0.675908 2579.054939 0.166666 -0.054839 
Κόμβοι 20 47 0.611566 0.788110 7287292.292516 0.511147 1775.841049 0.425531 -0.064363 0.707433 0.748352 7478058.028953 0.555292 1953.747307 0.333333 0.104951 
Κόμβοι 20 64 0.675522 0.740410 10172103.433217 0.582665 2193.243688 0.319148 -0.061197 0.678076 0.739627 4606103.704478 0.599387 1598.017809 0.4 -0.141886 
Κόμβοι 20 66 0.591418 0.806671 4286711.355405 0.502789 1519.937217 0.468085 -0.168808 0.691429 0.716465 12638704.715405 0.656302 2436.514501 0.366666 -0.153016 
Κόμβοι 20 76 0.618863 0.780570 5663898.597577 0.578017 1691.853621 0.404255 -0.226500 0.685032 0.729321 10470655.561626 0.678809 2379.605213 0.3 -0.270271 
Κόμβοι 20 79 0.654199 0.750509 4973325.993088 0.583343 1482.673849 0.468085 -0.258863 0.699801 0.712482 12813873.081152 0.647379 2502.343532 0.3 -0.146884 
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Πίνακασ A.19α: Αρικμθτικά Desharnais B – Κόμβοι 28 - Παραγόμενεσ Εξιςώςεισ 
 
 
Execution A/A Tree Fitness Total Fitness 
Κόμβοι 28 16 (POINTS AJUST.*(((DURATION MONTHS*((TRANSACTIONS*DURATION MONTHS)+((TRANSACTIONS+(POINTS AJUST.*DURATION MONTHS))-
(POINTS AJUST.*((TRANSACTIONS*(POINTS AJUST.*DURATION MONTHS)))))))+(TRANSACTIONS*DURATION MONTHS)))) 
81644.60501001 29317492.2594047 
Κόμβοι 28 22 ((((TRANSACTIONS+DURATION MONTHS)+DURATION MONTHS)+POINTS AJUST.)*log(((SCOPE-((POINTS AJUST./log((DURATION 
MONTHS+ENTITIES)))-ENTITIES))*(SCOPE-((TRANSACTIONS/log(POINTS NON AJUST.))-ENTITIES))))) 
79658.78733903 29330199.5705396 
Κόμβοι 28 39 (((DURATION MONTHS+(DURATION MONTHS+TEAM EXP.))+((SCOPE+TEAM EXP.)+(SCOPE+((SCOPE+TEAM EXP.)+POINTS NON 
AJUST.))))*((((log(TEAM EXP.)+DURATION MONTHS)*DURATION MONTHS)*SCOPE))) 
79167.66174329 28291091.9871513 
Κόμβοι 28 42 (((MANAGER EXP.*(ENTITIES*ENTITIES)))+((ENTITIES*DURATION MONTHS)+(log(((TRANSACTIONS-(log((MANAGER EXP.-(SCOPE*POINTS 
AJUST.)))*POINTS AJUST.))+(TRANSACTIONS*POINTS AJUST.)))*POINTS NON AJUST.))) 
80736.23516323 28888922.9525318 
Κόμβοι 28 43 ((SCOPE*SCOPE)+(((((DURATION MONTHS*(DURATION MONTHS*DURATION MONTHS))*DURATION MONTHS)+(TEAM EXP.-
(TRANSACTIONS*SCOPE))))*POINTS AJUST.)) 
91403.41288038 33215154.0304793 
Κόμβοι 28 64 ((POINTS AJUST.*(((SCOPE)*(((ENTITIES+SCOPE)+SCOPE)/((log(((log(((SCOPE))))))))))))+((DURATION MONTHS)^(SCOPE))) 85070.54582914 32387278.5929903 
Κόμβοι 28 67 (((((((log(ENTITIES)*DURATION MONTHS)+(ENTITIES*(log(log(POINTS NON AJUST.))*DURATION MONTHS)))*log(SCOPE))-(POINTS 
AJUST.*DURATION MONTHS)))+((DURATION MONTHS)))*POINTS AJUST.) 
67288.69129021 25944383.4020461 
Κόμβοι 28 68 ((((((TEAM EXP.*(POINTS AJUST.^DURATION MONTHS))*MANAGER EXP.))+POINTS AJUST.))*(POINTS NON AJUST.+(((TRANSACTIONS+(((TEAM 
EXP.*(POINTS AJUST.^DURATION MONTHS))*MANAGER EXP.)))^SCOPE)))) 
85747.70482721 30671685.7792758 
Κόμβοι 28 76 ((log(POINTS AJUST.)*(SCOPE*DURATION MONTHS))+(((TRANSACTIONS)*log((((DURATION MONTHS*MANAGER EXP.)-ENTITIES)-
((log((SCOPE*DURATION MONTHS))*POINTS AJUST.)))))*POINTS AJUST.)) 
64856.62019636 24430987.9508515 
Κόμβοι 28 95 ((TRANSACTIONS)*((log(TRANSACTIONS)*((DURATION MONTHS*((((((TEAM EXP.^SCOPE)/POINTS NON AJUST.)/POINTS NON AJUST.)/(TEAM 
EXP.*(POINTS AJUST.))))))+ENTITIES))-ENTITIES)) 
68539.0971338 26036541.7298101 
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Πίνακασ A.18β: Αρικμθτικά Desharnais B – Κόμβοι 16 & 20 - Σιμζσ 
΢τισ εκτελζςεισ με βάςθ τον αρικμό κόμβων, ζχουμε το MRE να ζχει καλφτερθ τιμι 0.520538 ςτθν εκτζλεςθ 4 με 20 κόμβουσ, το CC 0.792431 
ςτθν εκτζλεςθ 64 με 28 κόμβουσ και το NRMSE 0.664827 ςτθν εκτζλεςθ 76 με 28 κόμβουσ. Σο BRE και πάλι με αρνθτικι τιμι -0.034293 ςτθν 
εκτζλεςθ 4 με 20 κόμβουσ και τζλοσ το PRED 0.466666 ςτθν εκτζλεςθ 16 με 28 κόμβουσ.  
 
  TRAINING SET TESTING SET 
Execution A/A NRMSE CC MSE     MRE  MAE PRED BRE NRMSE  CC MSE MRE MAE PRED BRE 
Κόμβοι 28 16 0.656669 0.769642 6134921.487998 0.532114 1737.119255 0.319148 -0.005042 0.736425 0.716346 12690861.180653 0.573109 2005.449149 0.466666 0.120896 
Κόμβοι 28 22 0.565034 0.828748 6292322.308122 0.498339 1694.867815 0.468085 -0.083867 0.715337 0.708337 7475547.298377 0.621000 1984.146682 0.333333 -0.095417 
Κόμβοι 28 39 0.639465 0.768851 6500054.586778 0.568243 1684.418334 0.340425 -0.182554 0.670617 0.732937 8811740.191119 0.597089 2096.136657 0.5 -0.283902 
Κόμβοι 28 42 0.646303 0.788312 8436301.072836 0.542870 1717.792237 0.446808 -0.083826 0.719706 0.704195 7216352.362913 0.662307 2145.015859 0.233333 -0.081419 
Κόμβοι 28 43 0.676548 0.749064 10215082.487245 0.614411 1944.753465 0.361702 -0.308458 0.723816 0.731530 4842437.120072 0.670106 1739.688118 0.233333 -0.357005 
Κόμβοι 28 64 0.583913 0.810393 7022622.562866 0.530182 1810.011613 0.404255 -0.089633 0.673845 0.792431 5892469.341972 0.655668 1805.061782 0.333333 0.122802 
Κόμβοι 28 67 0.545804 0.850706 3966909.277563 0.454480 1431.674282 0.382978 0.016277 0.710464 0.743956 12221447.698950 0.574409 2592.407485 0.266666 0.255714 
Κόμβοι 28 68 0.678077 0.747164 9098117.421640 0.543373 1824.419251 0.446808 -0.122027 0.700461 0.712816 7055022.391507 0.633341 2030.603362 0.366666 -0.208627 
Κόμβοι 28 76 0.501947 0.868362 4256923.312101 0.464326 1379.928089 0.468085 -0.132365 0.664827 0.749373 8315713.910656 0.652293 2266.175837 0.2 -0.101522 
Κόμβοι 28 95 0.580535 0.824898 4832006.709327 0.523515 1458.278662 0.446808 -0.214631 0.736291 0.770196 12286148.09317 0.683637 2571.065737 0.333333 -0.229072 
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Α.4 Αποτελζςματα Λογικϊν Εκτελζςεων – Αρχείο Cocomo 
  TRAINING SET TESTING SET 








Μζγεκοσ 2 2 ((LOC<=1150) ||(SCED<=1.23)) 51/51 733.29803922 1993.51644272 12/12 12/12 
Μζγεκοσ 2 3 ((LEXP<=1.14) &&(LOC<=1150)) 51/51 789.21960784 2002.19796244 12/12 12/12 
Μζγεκοσ 2 4 IF ((DATA<=1.16) THEN ((AEXP<=1.29)) ELSE ((TOOL<=1.24))) 51/51 703.35686275 2006.56910873 12/12 12/12 
Μζγεκοσ 2 7 IF ((PCAP>0.7) THEN ((TURN<=1.15)) ELSE ((VIRT<=1.3))) 51/51 755.45490196 1991.38659002 12/12 12/12 
Μζγεκοσ 2 8 ((VEXP>0.9) ||(ACAP<=1.46)) 51/51 780.68431373 2007.08310704 12/12 12/12 
Μζγεκοσ 2 13 IF ((PCAP<=1.42) THEN ((TIME<=1.66)) ELSE ((RELY>0.75))) 51/51 799.72941176 2007.0675393 12/12 12/12 
Μζγεκοσ 2 15 IF ((CPLX<=1.65) THEN ((VIRT<=1.3)) ELSE ((TURN>0.87))) 51/51 804.84705882 2006.05073668 12/12 12/12 
Μζγεκοσ 2 17 ((TIME<=1.66) ||(STOR<=1.56)) 51/51 813.10196078 2004.45255554 12/12 12/12 
Μζγεκοσ 2 24 IF ((TOOL<=1.24) THEN ((MODP<=1.24)) ELSE ((AEXP>0.82))) 51/51 774.41568627 2006.09104324 12/12 12/12 
Μζγεκοσ 2 28 ((AEXP<=1.29) &&(RELY<=1.4)) 51/51 745.96470588 1989.45608967 12/12 12/12 
Μζγεκοσ 2 29 IF ((TOOL<=1.24) THEN ((ACAP<=1.46)) ELSE ((RELY<=1.4))) 51/51 749.82941176 1995.04444966 12/12 12/12 
Μζγεκοσ 2 30 IF ((DATA<=1.16) THEN ((ACAP<=1.46)) ELSE ((LOC<=1150))) 51/51 787.27843137 2011.77301079 12/12 12/12 
Μζγεκοσ 2 33 ((LOC<=1150) ||(STOR>1)) 51/51 767.86862745 2013.06633577 12/12 12/12 
Μζγεκοσ 2 34 ((TIME<=1.66) &&(SCED<=1.23)) 51/51 745.66470588 1996.73260742 12/12 12/12 
Μζγεκοσ 2 35 IF ((CPLX<=1.65) THEN ((TIME<=1.66)) ELSE ((TURN>0.87))) 51/51 777.29215686 2006.91430239 12/12 12/12 
Μζγεκοσ 2 38 ((TIME<=1.66) ||(RELY>0.75)) 51/51 801.39607843 2005.01595355 12/12 12/12 
Μζγεκοσ 2 41 ((VIRT<=1.3) ||(AEXP>0.82)) 51/51 804.12156863 2004.4037854 12/12 12/12 















Μζγεκοσ 2 42 IF ((STOR<=1.56) THEN ((SCED<=1.23)) ELSE ((LOC<=1150))) 51/51 785.10196078 2011.37800311 12/12 12/12 
Μζγεκοσ 2 43 ((ACAP<=1.46) &&(STOR<=1.56)) 51/51 797.27843137 2008.64664063 12/12 12/12 
Μζγεκοσ 2 45 ((STOR<=1.56) ||(LOC>1.98)) 51/51 766.35098039 2006.29171223 12/12 12/12 
Μζγεκοσ 2 46 ((CPLX<=1.65) &&(SCED<=1.23)) 51/51 810.74901961 2004.8591097 12/12 12/12 
Μζγεκοσ 2 47 ((ACAP<=1.46) ||(DATA<=1.16)) 51/51 806.39607843 2007.24391492 12/12 12/12 
Μζγεκοσ 2 49 ((RELY<=1.4) ||(DATA<=1.16)) 51/51 756.84705882 2009.2674342 12/12 12/12 
Μζγεκοσ 2 50 IF ((STOR<=1.56) THEN ((MODP<=1.24)) ELSE ((AEXP<=1.29))) 51/51 760.43529412 1994.49166173 12/12 12/12 
Μζγεκοσ 2 1 ((DATA<=1.16) ||(MODP>0.82)) 51/51 789.67058824 2007.76633384 12/12 12/12 
Μζγεκοσ 2 8 IF ((PCAP<=1.42) THEN ((VEXP<=1.21)) ELSE ((PCAP>0.7))) 51/51 784.79019608 1996.87333622 12/12 12/12 
Μζγεκοσ 2 12 IF ((AEXP>0.82) THEN ((VEXP<=1.21)) ELSE ((LEXP<=1.14))) 51/51 783.86666667 2008.27902241 12/12 12/12 
Μζγεκοσ 2 15 ((MODP<=1.24) ||(STOR>1)) 51/51 785.65098039 2006.74288581 12/12 12/12 
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  TRAINING SET TESTING SET 








Μζγεκοσ 3 4 (IF ((DATA>0.94) THEN ((STOR<=1.56)) ELSE ((TOOL>0.83))) ||((AEXP<=1.29) ||(CPLX<=1.65))) 51/51 792.66666667 2001.97292356 12/12 12/12 
Μζγεκοσ 3 6 (IF ((LEXP>0.95) THEN ((STOR<=1.56)) ELSE ((VIRT<=1.3))) ||((TIME<=1.66) ||(LEXP>0.95))) 51/51 797.67058824 2006.85822801 12/12 12/12 
Μζγεκοσ 3 9 (((STOR<=1.56) NAND(VEXP>0.9)) NAND((TIME<=1.66) XOR(ACAP<=1.46))) 51/51 788.51568627 2008.69636296 12/12 12/12 
Μζγεκοσ 3 11 (IF ((VIRT>0.87) THEN ((MODP<=1.24)) ELSE ((TURN>0.87))) NAND((PCAP<=1.42))) 51/51 798.37647059 2008.85915719 12/12 12/12 
Μζγεκοσ 3 12 (((LOC>1.98) NOR(SCED<=1.23)) NAND((ACAP<=1.46))) 51/51 766.29215686 1992.60293414 12/12 12/12 
Μζγεκοσ 3 18 (((RELY>0.75) NOR(VIRT<=1.3))) 51/51 737.10196078 1990.86471047 12/12 12/12 
Μζγεκοσ 3 20 (((DATA>0.94)) NAND((LOC>1.98) NOR(SCED<=1.23))) 51/51 717.58627451 1993.36536882 12/12 12/12 
Μζγεκοσ 3 22 (((ACAP<=1.46) NOR(DATA<=1.16))) 51/51 746.23921569 2011.72675968 12/12 12/12 
Μζγεκοσ 3 25 (IF ((VEXP<=1.21) THEN ((LOC<=1150)) ELSE ((TOOL>0.83))) XOR((VIRT<=1.3) NOR(AEXP<=1.29))) 51/51 737.46862745 2004.0559324 12/12 12/12 
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Πίνακασ A.21: Λογικά Cocomo - Μζγεκοσ Δζνδρου 4
  TRAINING SET TESTING SET 








Μζγεκοσ 4 3 (IF (((VEXP<=1.21)) THEN (((LEXP<=1.14) NOR(TURN>0.87))) ELSE (((AEXP>0.82) NOR(TIME<=1.66)))) NAND(IF ((ACAP>0.71) 
THEN ((LOC>1.98)) ELSE ((VEXP>0.9))) ||((LOC<=1150) NAND(VIRT>0.87)))) 
51/51 740.05686275 1998.00552374 12/12 12/12 
Μζγεκοσ 4 4 IF ((((TIME>1) NOR(AEXP>0.82)) XOR((TURN<=1.15) ||(TURN>0.87))) THEN ((((CPLX<=1.65)) NAND((STOR<=1.56) 
||(LEXP<=1.14)))) ELSE ((IF ((SCED<=1.23) THEN ((LOC>1.98)) ELSE ((SCED>1))) ||((PCAP<=1.42) &&(LOC<=1150))))) 
51/51 820.09607843 2001.98555109 12/12 12/12 
Μζγεκοσ 4 7 ((((ACAP<=1.46) NOR(TIME<=1.66)) ||((LEXP<=1.14) XOR(SCED<=1.23)))) 51/51 784.21960784 2007.14052343 12/12 12/12 
Μζγεκοσ 4 8 ((((STOR<=1.56) &&(DATA>0.94)) &&((SCED<=1.23) XOR(TURN<=1.15))) XOR(((CPLX>0.7)) NAND((ACAP>0.71) 
NOR(RELY<=1.4)))) 
51/51 795.29803922 2006.77948749 12/12 12/12 
Μζγεκοσ 4 9 ((((SCED<=1.23)) &&((RELY<=1.4) XOR(LEXP<=1.14)))) 51/51 771.2 2009.85916253 12/12 12/12 
Μζγεκοσ 4 10 ((((MODP<=1.24) XOR(VIRT<=1.3)) &&((STOR>1) NAND(VIRT>0.87))) XOR(((SCED<=1.23) NOR(MODP<=1.24)))) 51/51 777.27254902 2008.30830512 12/12 12/12 
Μζγεκοσ 4 12 ((((AEXP>0.82) NOR(STOR>1)) ||((CPLX<=1.65) XOR(LOC<=1150))) ||(((SCED<=1.23)) NAND((VIRT>0.87) ||(RELY>0.75)))) 51/51 825.35882353 2001.23988929 12/12 12/12 
Μζγεκοσ 4 13 ((((MODP<=1.24) XOR(PCAP<=1.42)) XOR((STOR>1) XOR(SCED>1))) NAND(((DATA<=1.16) NOR(SCED<=1.23)) &&((LOC>1.98) 
NAND(VIRT>0.87)))) 
51/51 775.84705882 2002.92930233 12/12 12/12 
Μζγεκοσ 4 14 ((((ACAP>0.71)) NAND((MODP<=1.24))) ||(((RELY>0.75)) &&((TURN<=1.15)))) 51/51 782.70980392 1997.4479648 12/12 12/12 
Μζγεκοσ 4 21 ((((DATA>0.94)) NAND((LOC>1.98) NOR(STOR>1))) ||(((TIME<=1.66) NAND(VIRT>0.87)) &&((CPLX<=1.65) NOR(PCAP>0.7)))) 51/51 809.70980392 2005.56439839 12/12 12/12 
Μζγεκοσ 4 24 ((((TIME<=1.66))) ||IF (((PCAP>0.7) XOR(TIME>1)) THEN (IF ((LEXP>0.95) THEN ((ACAP<=1.46)) ELSE ((STOR>1)))) ELSE 
(((STOR>1) &&(STOR<=1.56))))) 
51/51 825.74901961 2001.26134469 12/12 12/12 
Μζγεκοσ 4 25 ((((ACAP<=1.46) NAND(AEXP<=1.29))) ||(((TURN<=1.15) &&(LOC<=1150)) NOR((AEXP<=1.29) XOR(DATA<=1.16))))  51/51 731.88627451 1998.07581258 12/12 12/12 
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Πίνακασ A.22: Λογικά Cocomo - Μζγεκοσ Δζνδρου 5 
Α.5 Αποτελζςματα Λογικϊν Εκτελζςεων – Αρχείο Desharnais 
  TRAINING SET TESTING SET 








Μζγεκοσ 5 1 ((IF (((LOC<=1150) NOR(TOOL<=1.24)) THEN (IF ((VEXP<=1.21) THEN ((TURN>0.87)) ELSE ((ACAP<=1.46)))) ELSE (((ACAP>0.71) 
XOR(TIME<=1.66))))) ||((((LEXP<=1.14)) NOR((SCED<=1.23))) XOR(((RELY<=1.4) ||(TURN<=1.15)) NOR((SCED>1) XOR(DATA>0.94))))) 
51/51 794.35686275 2009.22021195 12/12 12/12 
Μζγεκοσ 5 2 (((((LOC>1.98) &&(ACAP<=1.46)) NAND((AEXP<=1.29) NAND(SCED<=1.23))) &&(IF ((VIRT<=1.3) THEN ((TOOL<=1.24)) ELSE 
((VIRT<=1.3))) XOR((MODP<=1.24) NOR(AEXP<=1.29)))) NANDIF ((((CPLX<=1.65) &&(RELY<=1.4)) &&IF ((TURN>0.87) THEN 
((SCED>1)) ELSE ((TOOL<=1.24)))) THEN ((((LEXP<=1.14) NOR(PCAP>0.7)) &&IF ((AEXP<=1.29) THEN ((VIRT<=1.3)) ELSE 
((LOC<=1150))))) ELSE ((((CPLX<=1.65)) XOR((VEXP<=1.21)))))) 
51/51 720.51372549 1998.24016395 12/12 12/12 
Μζγεκοσ 5 10 IF (((((TOOL<=1.24) ||(PCAP<=1.42)) &&((MODP<=1.24) NOR(RELY>0.75))) &&(((DATA<=1.16) XOR(ACAP>0.71)) ||((LOC>1.98) 
XOR(LEXP<=1.14)))) THEN (((((PCAP<=1.42) XOR(TURN<=1.15)) NAND((TURN<=1.15) NOR(ACAP<=1.46))))) ELSE (((((LEXP<=1.14)) 
&&((TOOL<=1.24) ||(SCED<=1.23))) NOR(((TIME<=1.66) ||(ACAP<=1.46)))))) 
51/51 761.94509804 2006.46579411 12/12 12/12 
Μζγεκοσ 5 15 (((IF ((VIRT<=1.3) THEN ((VIRT<=1.3)) ELSE ((LOC>1.98))) XOR((STOR<=1.56) XOR(LEXP<=1.14)))))  51/51 813.23921569 2005.25945943 12/12 12/12 
Μζγεκοσ 5 18 ((IF (((PCAP>0.7) NOR(TIME>1)) THEN (((RELY<=1.4) NAND(RELY<=1.4))) ELSE (((CPLX<=1.65) &&(CPLX>0.7)))) NOR(((SCED<=1.23)) 
NAND((LEXP<=1.14))))) 
51/51 721.11568627 1987.47129955 12/12 12/12 
Μζγεκοσ 5 19 (((((PCAP>0.7) ||(STOR>1)) XOR((ACAP>0.71) NAND(STOR>1))) NOR(((SCED<=1.23) XOR(SCED>1)) NAND((CPLX>0.7)))) NANDIF 
((((VEXP>0.9) &&(VIRT>0.87)) NOR((DATA<=1.16))) THEN ((IF ((VEXP<=1.21) THEN ((CPLX<=1.65)) ELSE ((DATA>0.94))) 
NAND((VIRT<=1.3) NAND(STOR>1)))) ELSE ((((CPLX>0.7) XOR(VIRT>0.87)) NOR((VIRT<=1.3) &&(TOOL>0.83)))))) 
51/51 709.94509804 1982.53385316 12/12 12/12 
Μζγεκοσ 5 21 (((IF ((RELY<=1.4) THEN ((CPLX<=1.65)) ELSE ((STOR<=1.56))) &&((VIRT<=1.3))) NOR(IF ((MODP<=1.24) THEN ((TURN>0.87)) ELSE 
((VEXP<=1.21))) NAND((LOC<=1150) NAND(DATA<=1.16)))) NANDIF ((((VEXP>0.9) &&(STOR<=1.56))) THEN ((((VEXP>0.9) 
XOR(STOR>1)))) ELSE ((((TOOL<=1.24) NAND(AEXP>0.82)) ||((DATA>0.94) &&(TURN<=1.15)))))) 
51/51 780.0627451 2004.9449364 12/12 12/12 
Μζγεκοσ 5 22 (((((LOC<=1150)) ||((PCAP>0.7) ||(ACAP>0.71))) XOR(((CPLX>0.7) ||(TOOL>0.83)) NOR((PCAP>0.7) NAND(STOR>1)))) 
NAND((((VEXP>0.9) &&(AEXP<=1.29)) NOR((PCAP>0.7) NOR(RELY<=1.4))) &&(IF ((DATA<=1.16) THEN ((MODP<=1.24)) ELSE 
((PCAP>0.7))) NOR((MODP>0.82) NAND(ACAP>0.71))))) 
51/51 755.14117647 2005.337573 12/12 12/12 
Μζγεκοσ 5 23 (IF ((((AEXP>0.82) &&(MODP<=1.24)) &&((PCAP>0.7) XOR(TIME>1))) THEN ((IF ((TOOL>0.83) THEN ((LEXP>0.95)) ELSE ((PCAP>0.7))))) 
ELSE ((IF ((RELY<=1.4) THEN ((TOOL<=1.24)) ELSE ((DATA>0.94)))))) ||((((TOOL<=1.24) ||(SCED>1)) NAND((LEXP>0.95) 
NOR(PCAP<=1.42))) NAND(((TURN>0.87) ||(ACAP<=1.46)) &&((DATA<=1.16) NOR(LEXP<=1.14))))) 
51/51 791.25882353 2007.27037682 12/12 12/12 
Μζγεκοσ 5 25 (((((TIME<=1.66)) XORIF ((TURN<=1.15) THEN ((TURN<=1.15)) ELSE ((LEXP<=1.14)))) XOR(((CPLX>0.7)) NOR((TIME>1) 
||(PCAP<=1.42)))) ||((((DATA<=1.16)) ||IF ((AEXP>0.82) THEN ((AEXP>0.82)) ELSE ((LEXP<=1.14)))) XOR(((PCAP<=1.42) 
NOR(VEXP>0.9)) XOR((PCAP<=1.42) NAND(AEXP>0.82))))) 
51/51 782.72352941 2009.41133426 12/12 12/12 
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Πίνακασ A.23: Λογικά Desharnais - Μζγεκοσ Δζνδρου 2 
 
Πίνακασ A.24: Λογικά Desharnais - Μζγεκοσ Δζνδρου 3 
 
  TRAINING SET TESTING SET 








Μζγεκοσ 2 5 IF ((POINTS NON AJUST.<=1116) THEN ((POINTS AJUST.<=1127)) ELSE ((TRANSACTIONS<=886))) 62/62 5002.06451613 4439.70880699 15/15 14/15 
Μζγεκοσ 2 8 ((POINTS AJUST.>73) ||(MANAGER EXP.<=7)) 62/62 4790.37096774 4358.52621442 15/15 14/15 
Μζγεκοσ 2 11 ((SCOPE<=52) ||(DURATION MONTHS>1)) 62/62 5052.91935484 4469.11134416 15/15 14/15 
Μζγεκοσ 2 17 ((POINTS AJUST.<=1127) ||(TRANSACTIONS>9)) 62/62 4927.66129032 4394.50970034 15/15 14/15 
Μζγεκοσ 2 21 ((DURATION MONTHS<=36) ||(TEAM EXP.<=4)) 62/62 4884.30645161 4350.25723599 15/15 14/15 
Μζγεκοσ 2 1 IF ((POINTS AJUST.<=1127) THEN ((ENTITIES<=387)) ELSE ((TRANSACTIONS<=886)))  62/62 4929.91935484 4492.84611792 15/15 15/15 
Μζγεκοσ 2 4 ((ENTITIES>7) ||(POINTS AJUST.<=1127)) 62/62 5105.48387097 4485.71886427 15/15 14/15 
Μζγεκοσ 2 6 IF ((ENTITIES>7) THEN ((SCOPE<=52)) ELSE ((TEAM EXP.<=4)))  62/62 4975.75806452 4558.0263621 15/15 15/15 
  TRAINING SET TESTING SET 








Μζγεκοσ 3 12 (((POINTS AJUST.<=1127)) NAND((ENTITIES<=387))) 62/62 4855.06451613 4311.10417894 15/15 14/15 
Μζγεκοσ 3 15 (((SCOPE<=52) XOR(POINTS AJUST.<=1127)) NAND((TEAM EXP.<=4))) 62/62 4988.17741935 4368.13951289 15/15 14/15 
Μζγεκοσ 3 21 (IF ((TEAM EXP.>0) THEN ((SCOPE>5)) ELSE ((DURATION MONTHS<=36))) ||((MANAGER EXP.>0) ||(ENTITIES>7))) 62/62 5008.9516129 4458.85089007 15/15 14/15 
Μζγεκοσ 3 22 (((TRANSACTIONS<=886))) 62/62 5256.20967742 4524.16138823 15/15 14/15 
Μζγεκοσ 3 9 (((ENTITIES<=387) NOR(TEAM EXP.<=4)) NAND((POINTS AJUST.<=1127) NAND(TEAM EXP.>0))) 62/62 4981.96774194 4556.28975089 15/15 14/15 
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  TRAINING SET TESTING SET 








Μζγεκοσ 4 3 ((((SCOPE>5) &&(ENTITIES<=387)) NOR((SCOPE>5))) ||(((SCOPE<=52)) NOR((TEAM EXP.<=4)))) 62/62 4757.90322581 4516.25948052 15/15 14/15 
Μζγεκοσ 4 6 ((((MANAGER EXP.<=7)) XOR((TRANSACTIONS>9) ||(POINTS AJUST.<=1127))) XOR(((TEAM EXP.<=4) NAND(POINTS 
NON AJUST.>62)) NOR((POINTS AJUST.<=1127) ||(TEAM EXP.>0))))  
62/62 5068.17741935 4527.53360109 15/15 15/15 
Μζγεκοσ 4 7 ((((DURATION MONTHS>1) NAND(TRANSACTIONS>9)) NAND((MANAGER EXP.<=7) NOR(DURATION MONTHS>1))) 
&&(((DURATION MONTHS<=36) XOR(SCOPE>5)) NAND((POINTS AJUST.<=1127) NOR(POINTS AJUST.<=1127)))) 
62/62 5040.17741935 4483.70491024 15/15 14/15 
Μζγεκοσ 4 8 ((((DURATION MONTHS<=36) NOR(DURATION MONTHS>1))) &&(((POINTS NON AJUST.>62) ||(MANAGER EXP.<=7)) 
||((POINTS NON AJUST.<=1116) XOR(TRANSACTIONS>9)))) 
62/62 5139.69354839 4444.61147904 15/15 15/15 
Μζγεκοσ 4 9 ((((POINTS AJUST.>73) NAND(ENTITIES>7)) NAND((TRANSACTIONS>9) NOR(SCOPE<=52))) ||(((TRANSACTIONS>9) 
NAND(TEAM EXP.<=4)) NAND((ENTITIES>7) ||(DURATION MONTHS>1)))) 
62/62 5065.74193548 4390.14140306 15/15 14/15 
Μζγεκοσ 4 21 ((((MANAGER EXP.>0) &&(SCOPE<=52)) NORIF ((POINTS AJUST.>73) THEN ((MANAGER EXP.>0)) ELSE ((DURATION 
MONTHS<=36)))) ||(((POINTS NON AJUST.>62) ||(TEAM EXP.>0)) &&((ENTITIES<=387) &&(POINTS AJUST.<=1127)))) 
62/62 4966.72580645 4434.07126383 15/15 14/15 
Μζγεκοσ 4 26 ((IF ((DURATION MONTHS<=36) THEN ((MANAGER EXP.>0)) ELSE ((DURATION MONTHS>1))) XOR((ENTITIES>7) 
||(ENTITIES>7))) NAND(((TEAM EXP.<=4) NAND(SCOPE>5)) &&IF ((ENTITIES<=387) THEN ((MANAGER EXP.>0)) ELSE 
((DURATION MONTHS<=36))))) 
62/62 4917.61290323 4321.90047129 15/15 14/15 
Μζγεκοσ 4 27 ((((ENTITIES>7) &&(POINTS NON AJUST.>62))) NAND(((MANAGER EXP.<=7) NOR(ENTITIES<=387)) 
&&((ENTITIES<=387)))) 
62/62 5172.77419355 4544.14185453 15/15 15/15 
Μζγεκοσ 4 28 ((((POINTS NON AJUST.>62)) NOR((MANAGER EXP.>0) ||(TRANSACTIONS<=886))) NAND(((DURATION MONTHS<=36) 
||(SCOPE<=52)) XOR((MANAGER EXP.>0) ||(ENTITIES>7)))) 
62/62 5074.66129032 4484.16912253 15/15 15/15 
Μζγεκοσ 4 29 IF (IF (((TRANSACTIONS<=886) XOR(DURATION MONTHS<=36)) THEN (((TRANSACTIONS<=886) NOR(POINTS AJUST.>73))) 
ELSE (((MANAGER EXP.>0) NOR(POINTS AJUST.>73)))) THEN ((((DURATION MONTHS>1) NOR(DURATION MONTHS>1)) 
&&IF ((POINTS NON AJUST.>62) THEN ((MANAGER EXP.>0)) ELSE ((DURATION MONTHS>1))))) ELSE ((((TEAM EXP.>0) 
&&(TRANSACTIONS>9)) NAND((MANAGER EXP.<=7) XOR(ENTITIES<=387))))) 
62/62 5092.83870968 4438.62003808 15/15 14/15 
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  TRAINING SET TESTING SET 








Μζγεκοσ 5 1 ((IF (((DURATION MONTHS<=36) XOR(DURATION MONTHS<=36)) THEN (((POINTS NON AJUST.<=1116))) ELSE (((TEAM 
EXP.<=4) NAND(TRANSACTIONS<=886)))) &&(((TEAM EXP.>0) NOR(POINTS NON AJUST.<=1116)) 
XOR((TRANSACTIONS<=886)))) NAND((((POINTS NON AJUST.<=1116) XOR(TEAM EXP.<=4)) NOR((POINTS 
AJUST.<=1127) XOR(TEAM EXP.>0))) XOR(IF ((POINTS NON AJUST.<=1116) THEN ((DURATION MONTHS<=36)) ELSE 
((DURATION MONTHS>1))) NAND((MANAGER EXP.>0) XOR(TEAM EXP.<=4))))) 
62/62 4941.20967742 4526.95875959 15/15 15/15 
Μζγεκοσ 5 5 (((((DURATION MONTHS<=36) NAND(ENTITIES>7)) XOR((SCOPE>5) &&(TEAM EXP.<=4)))) NAND((((MANAGER EXP.<=7) 
XOR(POINTS AJUST.<=1127)) NAND((POINTS NON AJUST.>62) XOR(SCOPE>5))))) 
62/62 4944.37096774 4406.49881549 15/15 14/15 
Μζγεκοσ 5 9 (((((SCOPE<=52)) XORIF ((TRANSACTIONS<=886) THEN ((TRANSACTIONS<=886)) ELSE ((ENTITIES>7)))) ||(((TEAM EXP.<=4) 
XOR(ENTITIES<=387)) NAND((POINTS AJUST.>73) &&(ENTITIES<=387)))) &&((((TRANSACTIONS<=886) 
XOR(TRANSACTIONS<=886)) NAND((POINTS AJUST.>73))) ||(((SCOPE>5) ||(DURATION MONTHS>1)) NOR((SCOPE<=52) 
NOR(TEAM EXP.>0))))) 
62/62 5031.91935484 4485.11555967 15/15 14/15 
Μζγεκοσ 5 10 (((IF ((ENTITIES<=387) THEN ((POINTS AJUST.<=1127)) ELSE ((POINTS AJUST.<=1127))) &&((TEAM EXP.<=4) 
&&(ENTITIES>7))) NOR(((POINTS NON AJUST.<=1116) NOR(POINTS NON AJUST.>62)) NANDIF ((SCOPE>5) THEN 
((TRANSACTIONS>9)) ELSE ((ENTITIES<=387))))) NAND(IF (((POINTS AJUST.>73) &&(TRANSACTIONS>9)) THEN 
(((SCOPE>5))) ELSE (((MANAGER EXP.<=7) NAND(POINTS NON AJUST.>62)))) NOR(((MANAGER EXP.>0) XOR(POINTS NON 
AJUST.<=1116)) NOR((ENTITIES>7) ||(MANAGER EXP.>0))))) 
62/62 4976.82258065 4326.73184704 15/15 14/15 
Μζγεκοσ 5 12 (((((TEAM EXP.<=4) &&(DURATION MONTHS<=36))) XOR(IF ((SCOPE>5) THEN ((TEAM EXP.<=4)) ELSE ((POINTS NON 
AJUST.<=1116))) NAND((TEAM EXP.<=4)))) ||(IF (((ENTITIES>7) ||(TRANSACTIONS<=886)) THEN (IF ((POINTS AJUST.>73) 
THEN ((TRANSACTIONS<=886)) ELSE ((TRANSACTIONS>9)))) ELSE (((POINTS AJUST.<=1127) NAND(TEAM EXP.<=4)))) 
NAND(((SCOPE>5) ||(MANAGER EXP.>0))))) 
62/62 4815.5483871 4458.62537692 15/15 14/15 
Μζγεκοσ 5 14 (((((DURATION MONTHS>1) NOR(TRANSACTIONS<=886)) NAND((TRANSACTIONS<=886) ||(POINTS NON AJUST.>62))) 
||(((DURATION MONTHS<=36) XOR(TEAM EXP.>0)) ||((DURATION MONTHS<=36)))) ||((((TEAM EXP.>0) ||(POINTS 
NON AJUST.<=1116)) &&((POINTS AJUST.<=1127) &&(TEAM EXP.>0))) &&(((SCOPE<=52) &&(ENTITIES<=387)))))  
62/62 5036.16129032 4535.74566752 15/15 15/15 
Μζγεκοσ 5 18 IF (((((DURATION MONTHS<=36)) NANDIF ((DURATION MONTHS>1) THEN ((TRANSACTIONS<=886)) ELSE 
((TRANSACTIONS>9)))) &&(IF ((POINTS NON AJUST.<=1116) THEN ((SCOPE<=52)) ELSE ((TRANSACTIONS<=886))))) THEN 
(((((MANAGER EXP.>0)) ||IF ((TRANSACTIONS>9) THEN ((POINTS AJUST.>73)) ELSE ((POINTS AJUST.<=1127)))) XOR(IF 
((DURATION MONTHS<=36) THEN ((POINTS NON AJUST.<=1116)) ELSE ((POINTS NON AJUST.>62))) ||((DURATION 
62/62 4905.41935484 4470.42781738 15/15 14/15 
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MONTHS<=36) NAND(DURATION MONTHS<=36))))) ELSE (((((MANAGER EXP.>0) ||(POINTS AJUST.>73)) NOR((TEAM 
EXP.>0) ||(POINTS NON AJUST.<=1116))) ||(((POINTS AJUST.>73) ||(SCOPE>5)) ||((ENTITIES<=387) NAND(DURATION 
MONTHS>1)))))) 
Μζγεκοσ 5 19 IF (((((POINTS NON AJUST.<=1116) ||(ENTITIES<=387)) &&((DURATION MONTHS<=36) &&(POINTS NON 
AJUST.<=1116))) XOR(((SCOPE>5) NOR(MANAGER EXP.>0)))) THEN (((((POINTS NON AJUST.>62) &&(TEAM EXP.>0)) 
&&((ENTITIES<=387) &&(TEAM EXP.<=4))) &&(((DURATION MONTHS>1) XOR(POINTS AJUST.>73)) NORIF ((MANAGER 
EXP.>0) THEN ((MANAGER EXP.<=7)) ELSE ((ENTITIES<=387)))))) ELSE (IF ((((DURATION MONTHS<=36) &&(SCOPE>5)) 
NOR((POINTS AJUST.<=1127) ||(DURATION MONTHS<=36))) THEN ((((TEAM EXP.>0) ||(POINTS AJUST.>73)) 
&&((ENTITIES>7) NOR(POINTS AJUST.<=1127)))) ELSE ((((MANAGER EXP.<=7))))))) 
62/62 4998.22580645 4484.48502597 15/15 15/15 
Μζγεκοσ 5 23 (((((SCOPE>5) &&(POINTS NON AJUST.>62)) ||((TEAM EXP.>0) NAND(TRANSACTIONS>9))) NAND(((MANAGER EXP.>0) 
NAND(ENTITIES<=387)) &&IF ((TRANSACTIONS<=886) THEN ((SCOPE<=52)) ELSE ((ENTITIES<=387))))) ||IF ((((TEAM 
EXP.<=4) NAND(SCOPE<=52))) THEN ((((TRANSACTIONS>9) ||(DURATION MONTHS>1)) XOR((POINTS NON AJUST.>62) 
NOR(TEAM EXP.>0)))) ELSE ((((POINTS AJUST.<=1127) ||(MANAGER EXP.<=7)) NAND((POINTS AJUST.>73) 
||(SCOPE>5)))))) 
62/62 4997.83870968 4397.4667603 15/15 14/15 
Μζγεκοσ 5 24 (((((POINTS AJUST.<=1127) NAND(SCOPE<=52)) ||((ENTITIES>7) NOR(POINTS AJUST.<=1127))) ||(IF ((MANAGER EXP.<=7) 
THEN ((TRANSACTIONS>9)) ELSE ((TEAM EXP.<=4))) ||((TEAM EXP.<=4) NAND(TRANSACTIONS<=886)))) 
NAND((((DURATION MONTHS<=36) &&(SCOPE>5)) &&((POINTS AJUST.>73) XOR(TRANSACTIONS<=886))) 
&&(((MANAGER EXP.>0) NOR(MANAGER EXP.<=7)) XOR((TRANSACTIONS<=886) NOR(DURATION MONTHS<=36))))) 
62/62 4967.22580645 4344.61357266 15/15 14/15 
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Α.6 Αποτελζςματα Κατθγορικϊν Εκτελζςεων – Αρχείο ISBSG 
  TRAINING SET TESTING SET 








Μζγεκοσ 2 1 ((COMM='0') ||(RAD='0')) 374/374 6613.406417 11086.313146 92/93 85/92 
Μζγεκοσ 2 2 ((SYBASE='0') ||(DB2='0')) 374/374 6900.299465 13862.897223 92/93 87/92 
Μζγεκοσ 2 3 ((GOV='0') ||(INS='0')) 374/374 6983.425133 13806.514724 93/93 89/93 
Μζγεκοσ 2 4 ((RAD='0') ||(AEAU='0')) 374/374 6613.406417 11086.313146 92/93 85/92 
Μζγεκοσ 2 5 ((PADM='0') ||(MAN='0')) 374/374 6645.15508021 13412.8022825 93/93 86/93 
Μζγεκοσ 2 6 ((COMM='0') ||(PADM='0')) 374/374 6529.81818182 13217.5023760 93/93 87/93 
Μζγεκοσ 3 1 (((STDS='0') ||(IMS='0')) NAND((GOV='0') NOR(ORACLE='0'))) 374/374 6613.406417 11086.313146 92/93 85/92 
Μζγεκοσ 3 2 (IF ((SQLSRV='0') THEN ((ODT='0')) ELSE ((FPBS='0'))) ||IF ((RESL='1') THEN ((REGT='0')) ELSE ((VSAM='0')))) 374/374 6781.681818 13548.037597 93/93 86/93 
Μζγεκοσ 3 4 (((ACCESS='0') NOR(DB2='0')) NAND((ODT='0'))) 374/374 6705.532085 12950.805370 93/93 85/93 
Μζγεκοσ 3 5 (((GOV='0') NOR(AEAU='0'))) 374/374 6556.061497 13091.000419 93/93 85/93 
Μζγεκοσ 3 6 (((RAD='0')) ||((GOV='0') ||(STDS='0'))) 374/374 6613.40641711 11086.3131464 93/93 86/93 
Μζγεκοσ 3 7 (((WATERF='0') ||(EMODEL='0')) ||((DMODEL='0') ||(AEAU='0'))) 374/374 6724.55347594 13001.3580186 93/93 86/93 
Μζγεκοσ 3 8 (((OOD='0') ||(EGW='0')) ||IF ((SQLSRV='0') THEN ((COMM='0')) ELSE ((EMODEL='0')))) 374/374 6107.76470588 10560.6115575 93/93 81/93 
Μζγεκοσ 3 9 ((MAN='0') ||((OOA='0') &&(OOD='0'))) 374/374 6255.12538226 11119.3459041 93/93 83/93 
Μζγεκοσ 3 10 ((BAM='0') ||((OOT='0') ||(BANK='0'))) 374/374 6126.62079511 10984.3948741 93/93 84/93 
Μζγεκοσ 3 11 ((FPBS='0') ||((ORACLE='0') ||(ODT='0'))) 374/374 6978.48623853 14333.0498019 93/93 87/93 
Μζγεκοσ 3 12 ((OOA='0') ||((PMODEL='0') XOR(PPL='JAVA'))) 374/374 6164.29051988 10350.8863524 93/93 83/93 
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Μζγεκοσ 4 1 ((((IMS='0')) NAND((PADM='0') NOR(WRT='1'))) ||(((SYBASE='0') NOR(FPBS='0')))) 374/374 6613.406417 11086.313146 93/93 86/93 
Μζγεκοσ 4 2 ((((IMS='0')) NAND((PADM='0') NOR(WRT='1'))) ||(((SYBASE='0') NOR(FPBS='0')))) 374/374 6726.98930481 13511.1842260 93/93 87/93 
Μζγεκοσ 4 3 ((((VSAM='0') NOR(AEAU='0')) NOR((EGW='0') ||(SYBASE='0'))) NAND(IF ((AEAU='0') THEN ((VSAM='0')) ELSE 
((JAD='0'))) &&((STDS='0')))) 
374/374 6645.64705882 13436.3381975 93/93 83/93 
Μζγεκοσ 4 4 ((((VSAM='0') NAND(FPBS='0')) &&((IYEAR='2000') NOR(OOT='0'))) NAND(((WRT='1') NAND(DB2='1')))) 374/374 6726.989304 13511.184226 93/93 87/93 
Μζγεκοσ 4 5 ((IF ((GOV='0') THEN ((DMODEL='0')) ELSE ((OOA='0'))) ||((STDS='0') &&(PADM='0'))) ||(IF ((DMODEL='0') THEN 
((IYEAR='1998')) ELSE ((OOA='0'))) &&((MAN='1') XOR(AEAU='0')))) 
374/374 6613.40641711 11086.3131464 93/93 86/93 
Μζγεκοσ 4 6 ((((STDS='0')) XOR((IMS='0') XOR(OOT='0'))) ||(((MAN='0') ||(OOT='0')) ||((WRT='1')))) 374/374 7068.52139037 13827.9391961 93/93 90/93 
Μζγεκοσ 4 7 ((((INS='0') &&(OOD='0')) ||((RAD='0') ||(STDS='0'))) ||(((IYEAR='1998') ||(BAM='0')) XORIF ((STDS='0') THEN 
((EMODEL='0')) ELSE ((ODT='0'))))) 
374/374 6664.90909091 13051.6028447 93/93 84/93 
Μζγεκοσ 4 8 ((((ADABAS='0') ||(OOT='1')) ||((AEAU='0') ||(INS='0'))) ||(((ORACLE='0') ||(ACCESS='0')) &&((TRST='0') 
||(SYBASE='0')))) 
374/374 6870.48663102 13589.4260638 93/93 86/93 
Μζγεκοσ 4 9 ((((JAD='0') ||(PADM='1')) ||((SQLSRV='0') ||(TBOX='0'))) ||IF (IF ((EGW='0') THEN ((ADABAS='0')) ELSE 
((EMODEL='0'))) THEN (((VSAM='0'))) ELSE (((TRST='0'))))) 
374/374 6333.72994652 12447.4187073 93/93 83/93 
Μζγεκοσ 4 10 ((((O1DBS='0') ||(IMS='0')) ||IF ((BAM='0') THEN ((O1DBS='0')) ELSE ((FPBS='0')))) ||(((VSAM='0')))) 374/374 6550.21122995 13096.8089276 93/93 85/93 
Μζγεκοσ 5 1 (((IF ((O1DBS='1') THEN ((SQLSRV='0')) ELSE ((STDS='0'))) NOR((RESL='1') &&(WRT='1'))) NOR(((DB2='0') 
NOR(VSAM='0')))) NANDIF (IF (((EMODEL='0') XOR(MTEAM='0')) THEN (((PMODEL='0') NOR(WATERF='0'))) ELSE 
(((SYBASE='0') XOR(BAM='0')))) THEN ((((DMODEL='0') ||(ORACLE='1')) ||((SYBASE='0') &&(SQLSRV='0')))) ELSE (IF 
(((PADM='0') ||(STDS='0')) THEN (((TBOX='0'))) ELSE (((WATERF='0') NAND(SYBASE='0'))))))) 
374/374 7115.24642857 11964.2630377 93/93 87/93 
Μζγεκοσ 5 2 (((((IYEAR='2000') XOR(DMODEL='1')) ||((FPBS='0') NAND(MAN='0')))) ||((((REGT='1') NOR(ODT='0'))) ||(((IMS='1') 
&&(SQLSRV='0')) XORIF ((PMODEL='0') THEN ((ODT='0')) ELSE ((WATERF='0')))))) 
374/374 6645.647058 13436.338197 93/93 83/93 
Μζγεκοσ 5 3 (((((RAD='0') &&(DB2='0')) &&((MAN='0') NAND(OOT='0')))) NAND((((SQLSRV='0') NOR(INS='0')) &&((BANK='1') 
NAND(JAD='0'))) &&(IF ((BAM='0') THEN ((O1DBS='1')) ELSE ((TBOX='0'))) NANDIF ((TRST='0') THEN ((AEAU='0')) ELSE 
((BANK='0')))))) 
374/374 6943.21071429 12435.5425384 93/93 85/93 
Μζγεκοσ 5 4 (((((WRT='0') &&(EGW='0')) ||((MAN='1'))) ||(((ADABAS='0') &&(INS='0')) &&((AEAU='0') &&(DMODEL='0')))) ||((IF 
((JAD='0') THEN ((PADM='0')) ELSE ((VSAM='0'))) &&((IYEAR='1999') &&(IMS='0'))) NOR(((OOD='0') NAND(PADM='0')) 
XOR((COMM='0') XOR(OOD='0'))))) 
374/374 6404.933155 10873.613111 93/93 86/93 
Μζγεκοσ 5 5 IF (((((FPBS='0') XOR(GOV='0'))) ||(((PMODEL='0') XOR(PADM='0')) &&((BANK='0') NOR(ODT='0')))) THEN 
(((((ORACLE='0') &&(ODT='0')) ||IF ((TRST='0') THEN ((GOV='0')) ELSE ((PMODEL='0')))) ||(((PADM='0') 
374/374 7009.19642857 14347.4933754 93/93 87/93 
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NAND(ACCESS='0')) NOR((COMM='0') NAND(RAD='0'))))) ELSE (((((BANK='0') &&(BANK='0')))))) 
Μζγεκοσ 5 6 (((IF ((WRT='1') THEN ((WRT='1')) ELSE ((JAD='1'))) NORIF ((AEAU='0') THEN ((WRT='1')) ELSE ((IMS='1')))) 
NAND(((WATERF='0')) XOR((TRST='0')))) ||((((REGT='0')) XOR((INS='0') XOR(SQLSRV='0'))))) 
374/374 6338.87857143 13197.5207492 93/93 84/93 
Μζγεκοσ 5 7 ((INS='0') ||((((ODT='0') NAND(EGW='0')) NORIF ((IMS='0') THEN ((DMODEL='0')) ELSE ((BANK='0')))) 
NOR(((SYBASE='0') ||(MTEAM='0')) &&((DMODEL='1') NOR(ORACLE='0'))))) 
374/374 7069.54285714 14072.2640508 93/93 87/93 
Μζγεκοσ 5 8 (((((OOT='1')) ||IF ((SYBASE='0') THEN ((INS='0')) ELSE ((MAN='0'))))) NAND((((FPBS='0') NAND(MTEAM='1')) XORIF 
((WRT='1') THEN ((OOA='0')) ELSE ((VSAM='0')))))) 
374/374 6724 14026.001522 93/93 86/93 
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Παράρτθμα B 
 




B.1 Ειςαγωγι  






΢ε αυτό το κομμάτι κα παρακζςουμε όλεσ τισ γραφικζσ παραςτάςεισ για κάκε ζνα από τα 
καλφτερα αποτελζςματα που ζχουμε επιλζξει Θα δοκοφν οι γραφικζσ παραςτάςεισ του 
δζνδρου τθσ παραγόμενθσ εξίςωςθσ, θ γραφικι παράςταςθ του fitness και τζλοσ οι δφο 
γραφικζσ παραςτάςεισ του πραγματικοφ - υπολογίςιμου τόςο για τα δεδομζνα ελζγχου 
όςο και για τα δεδομζνα εκμάκθςθσ. Αυτζσ οι γραφικζσ παραςτάςεισ ιςχφουν ςτισ 
αρικμθτικζσ εκτελζςεισ ενϊ για τισ λογικζσ και κατθγορικζσ εκτελζςεισ κα ζχουμε μόνο 
τθ γραφικι παράςταςθ του δζνδρου του καλφτερου ατόμου.  Όλεσ οι γραφικζσ 
παραςτάςεισ ζχουν δθμιουργθκεί από το προτεινόμενο ςφςτθμα των γραφικϊν 
παραςτάςεων όπωσ ζχει περιγραφεί ςτθν παράγραφο 4.3.5. 
 
B.2 Γραφικζσ Παραςτάςεισ Καλφτερων Εκτελζςεων  
 
Θα παρακζςουμε τισ παραςτάςεισ με ςειρά ςφμφωνα με τισ εκτελζςεισ που ζχουν γίνει. 
Πρϊτα κα δοκοφν οι παραςτάςεισ για τισ αρικμθτικζσ εκτελζςεισ με πρϊτο το αρχείο 
δεδομζνων Cocomo και δεφτερο με το αρχείο δεδομζνων Desharnais. ΢τθν ςυνζχεια με 
τθν ίδια ςειρά όςο αφορά τα αρχεία κα παρατεκοφν οι παραςτάςεισ για τισ λογικζσ 
εκτελζςεισ και τζλοσ για τισ κατθγορικζσ. Πιο κάτω παρουςιάηονται κάποιεσ ενδεικτικζσ 
γραφικζσ παραςτάςεισ για κάποιεσ επιλεγμζνεσ εκτελζςεισ. 
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B.2.1 Γραφικζσ Παραςτάςεισ Αρικμθτικϊν Εκτελζςεων - Cocomo  
Εκτζλεςθ A: Βάκοσ 4 - 32: 
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Εκτζλεςθ Β: Βάκοσ 4 - 8: 
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B.2.2 Γραφικζσ Παραςτάςεισ Αρικμθτικϊν Εκτελζςεων - Desharnais 
Εκτζλεςθ Α: Βάκοσ 5 - 86: 
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Εκτζλεςθ Α: Κόμβοι 28 - 93: 
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B.2.3 Γραφικζσ Παραςτάςεισ Λογικϊν Εκτελζςεων - Cocomo 
Εκτζλεςθ Μεγζκουσ 2 - 15: 
 
Εκτζλεςθ Μεγζκουσ 2 - 17: 
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Εκτζλεςθ Μεγζκουσ 2 - 46: 
 
 
Εκτζλεςθ Μεγζκουσ 3 - 9: 
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Εκτζλεςθ Μεγζκουσ 3 - 25: 
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Εκτζλεςθ Μεγζκουσ 4 - 24: 
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Εκτζλεςθ Μεγζκουσ 5 - 21: 
 
Εκτζλεςθ Μεγζκουσ 5 - 23: 
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B.2.4 Γραφικζσ Παραςτάςεισ Λογικϊν Εκτελζςεων - Desharnais 
Εκτζλεςθ Μεγζκουσ 2 - 1: 
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Εκτζλεςθ Μεγζκουσ 3 - 9: 
 
 
Εκτζλεςθ Μεγζκουσ 4 - 6: 
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Εκτζλεςθ Μεγζκουσ 4 - 8: 
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Εκτζλεςθ Μεγζκουσ 4 - 28: 
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B.2.5 Γραφικζσ Παραςτάςεισ Κατθγορικϊν Εκτελζςεων - ISBSG 
Εκτζλεςθ Μεγζκουσ 2 - 2: 
 
 
Εκτζλεςθ Μεγζκουσ 2 - 3: 
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Εκτζλεςθ Μεγζκουσ 4 - 2: 
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Εκτζλεςθ Μεγζκουσ 4 - 6: 
 
 
Εκτζλεςθ Μεγζκουσ 5 - 2: 
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Εκτζλεςθ Μεγζκουσ 5 - 5: 
 
 
Εκτζλεςθ Μεγζκουσ 5 - 7: 
 
