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Résumé
L’objectif de cet article est de présenter un état de l’art des
méthodes d’estimation robustes utilisées en vision par ordi-
nateur, avec une attention particulière aux applications ro-
botiques. Dans ce contexte particulier, les contraintes dues
au temps de calcul doivent être prises en compte pour le
choix des algorithmes d’estimation. Parmi les nombreuses
techniques qui ont été proposés dans la littérature pour
obtenir des estimations robustes, on peut citer, dans être
exhaustif, la transformée de Hough, RANSAC (Random
Sample Consensus), les LMS (Least Median of Squares),
les M-estimateurs, etc. Dans cet article nous décrirons les
différentes méthodologies en prenant comme exemple des
applications robotiques.
Mots Clef
Robustesse, optimisation, estimation de paramètres, vision
robotique
1 Introduction
L’objectif de cet article est de présenter un état de l’art des
méthodes robustes d’estimation utilisées en vision par ordi-
nateur, avec une attention particulière aux applications ro-
botiques. Dans ce contexte particulier, les contraintes dues
au temps de calcul doivent être prises en compte pour le
choix des algorithmes d’estimation. Nous adoptons la dé-
finition de robustesse suivante: un algorithme d’estimation
est dit “robuste” s’il garde ses propriétés malgré les incer-
titudes sur le modèle, les erreurs de mesure et les change-
ments de l’environnement.
Le fait que l’information visuelle issue de l’image doive
être calculée avec une précision suffisante est une hypo-
thèse importante. Si les caméras fournissent une informa-
tions de bas niveau extrêmement riche sur l’environne-
ment, il est extrêmement difficile d’extraire l’information,
paramètres de haut niveau, pertinente pour résoudre tel
ou tel problème de vision robotique. À partir de ces in-
formations et un modèle du processus d’acquisition, il est
possible d’estimer les paramètres recherchés. Ces informa-
tions de haut niveau peuvent prendre différentes formes en
fonction du problème considérée : information de profon-
deur, position de la caméra par rapport à la scène, déplace-
ment de la caméra ou du robot, paramètres intrinsèques,
etc. Pour de nombreuses applications, des modèles pho-
tométriques et géométriques simples peuvent suffire. La
géométrie projective est, par exemple, un outils mathé-
matique très bien adaptée à la modélisation de la géomé-
trie de l’environnement et du processus d’acquisition des
caméras. Toutefois, des lors que l’on se confronte à des
images réelles (et particulièrement dans les applications ro-
botiques en environnement extérieur) la modélisation de-
vient inexacte et des algorithmes robustes sont nécessaires.
De plus, des mesures aberrantes peuvent être provoquées
par un changement de l’éclairage ou par une occultation.
Deux groupes principaux d’algorithmes robustes per-
mettent de prendre en compte ces données aberrantes (out-
liers). La première approche consiste à détecter les outliers
avant de procéder à l’estimation des paramètres. Les ap-
proches de ce type les plus classiquement utilisées sont
la transformée de Hough et l’algorithme Ransac (Random
Sample Consensus) [13]. Ce dernier algorithme consiste
à estimer les paramètres recherchés avec le minimum de
mesures nécessaires puis à vérifier si d’autres mesures
confirment cette première estimation. Si un consensus est
obtenu, l’estimation est retenue. La seconde approche per-
met de résoudre simultanément le problème de la détec-
tion des outliers et de l’estimation (e.g., LMS et LTS [35],
M-estimateurs, L-Estimateurs ou R-Estimateurs [21]). Ces
techniques visent à redéfinir la fonction d’objectif à mini-
miser afin que le minimum global de la fonctionnelle ne
soit pas affecté par les données aberrantes. Ces approches
cherchent par ailleurs à estimer de façon robuste l’écart
type des “bonnes” mesures ou des mesures non aberrantes.
La caractéristique principale d’une méthode robuste est
son “point de rupture” (“breakdown point” en anglais). Le
point de rupture est le pourcentage de mesure aberrante qui
mettent en défaut l’algorithme. À titre d’exemple, l’algo-
rithme des moindres carres a un point de rupture de 0% car
il suffit d’une seule mesure aberrante pour obtenir une es-
timation fausse des paramètres. D’autres caractéristiques
très importantes dans les applications robotiques sont la
complexité algorithmique et la vitesse de convergence des
algorithmes. Ces deux facteurs différents se traduisent en
une diminution de la fréquence des boucles de commande.
Nous verrons qu’il y a un compromis entre la vitesse de
convergence et le point de rupture des algorithmes.
Pour illustrer ces techniques d’estimation nous considé-
rerons par la suite trois problèmes classiques en vision
robotique: le calcul de pose, le suivi dans une séquence
d’images et l’asservissement visuel.
2 Estimation de paramètres
Le problème que nous cherchons à résoudre est celui de
l’estimation d’un certain nombre de paramètres à partir
d’une ou plusieurs images. Nous considérons ici des appli-
cations robotiques. Pour cette raison nous tiendrons compte
des performance en temps de calcul des algorithmes consi-
dérés.
2.1 Les moindres carrés
Supposons que nous disposions d’un modèle des signaux
sk(x), qui changent en fonction d’un certain nombre de
paramètres inconnus x, et d’une mesure s∗k = sk(x∗) de
ces signaux. Nous définissons le résidu rk = sk(x)− s∗k et
r(x) le vecteur (n×1) contenant tous les résidus ordonnés
par ordre croissant, de telle manière que r21(x) ≤ r22(x) ≤
... ≤ r2n(x). Notre problème est de retrouver la valeur x∗
des paramètres à partir des signaux mesurés. La méthode
la plus utilisée, qui remonte à Gauss et Legendre [35], est
la méthode des moindres carrés LS (Least Squares). On
cherche à minimiser la fonction de coût suivante:




La solution de ce problème d’optimisation peut être obte-
nue de manière itérative en partant d’une estimation initiale
x0 des paramètres.
2.2 Une exemple très simple
Nous considérons dans cet article un exemple très simple
qui nous servira de “cas d’école” afin de comparer les diffé-
rentes méthodes d’estimation. Supposons n = 100 points
d’intérêts vus dans deux images différentes.
Supposons que la caméra a effectué une translation de 10
mm suivant l’axe ~x. Notre objectif est d’estimer le déplace-
ment de la caméra à partir des coordonnées des points dans
les deux images et la connaissance des profondeurs dans le
repère d’une des deux images. En effet, l’équation qui lie
les coordonnées normalisées des points dans l’image est la
suivante:
u2k = u1k +
tx
Z1k
Nous avons alors un seul paramètre a estimer (x = tx) et
nous pouvons visualiser plus facilement les fonctions de
coût des différentes méthodes.
Dans ce cas d’école la fonction de coût est quadratique et
son minimum est x∗ = 10 mm. Le problème LS est donc
facilement résolu pour n’importe quelle condition initiale.
Toutefois, nous considérons ici dans toutes les exemples
que la condition initiale est x0 = 0.








FIG. 1 – Fonction de coût des moindres carrés (LS).
2.3 Problèmes avec des mesures aberrantes
En présence d’un certain nombre de mesures aberrantes
(erreur de mise en correspondance, occultations, change-
ment d’éclairage,...) la fonction de coût du LS est modi-
fiée de telle manière que le minimum ne correspond plus à
la valeur réelle des paramètres à estimer. Par exemple, sur
la figure 2a on peut voir la fonction de coût du LS quand
l’ensemble des mesures est corrompu de manière aléatoire
avec 20 % d”’outliers”. Le minimum de la fonction de coût
est x = 6 mm au lieu de x = 10 mm. De manière si-
milaire dans la figure 2b on peut voir la fonction de coût
du LS quand l’ensemble des mesures est corrompu de ma-
nière aléatoire avec 40 % d”’outliers”. Le minimum de la
fonction de coût est x = 4 mm au lieu de x = 10 mm.
Dans ces graphiques, le points verts représentent la valeur
initiale de x et le points rouges représentent la valeur trou-
vée après minimisation. La méthode LS est très peu ro-
buste aux mesures aberrantes. Son “breakdown point” est
de 0% cal il suffit d’une seule mesure aberrante pour faus-
ser le minimum. Dans certains cas, le minimum peut chan-
ger de manière considérable si l”’outliers” a une influence
très importante (on parle alors d’effet de levier [35]). Les
méthodes d’estimation robustes que nous allons décrire à
présent sont capables d’estimer la valeur correcte des para-
mètres malgré la présence de ces mesures aberrantes.
















FIG. 2 – Fonction de coût du LS en présence de (a) 20% et
(b) 40% de mesures aberrantes.
3 Méthodes robustes
Les moindres carrés ne sont pas robustes car la fonction de
coût peut grandir indéfiniment et des mesures aberrantes
peuvent devenir prépondérants par rapport aux mesures vé-
rifiant le modèle correcte (inliers). Les méthodes robustes
d’estimation modifient la fonction de coût de manière à li-
miter l’influence des résidus les plus importants. La consé-
quence principale est un ralentissement de la vitesse de
convergence des algorithmes d’optimisation. En effet, il est
très difficile (voir impossible) de distinguer dans un pre-
mier temps entre les mesures aberrantes et les mesures cor-
rectes. Donc, des résidus correctes importants sont aussi
initialement filtrées ce qui comporte une réduction de la vi-
tesse de convergence. Le cas le plus difficile à résoudre se
présente quand des résidus faibles mais aberrants déplacent
le minimum de la fonction de coût.
3.1 LMS (Least Median of Squares)
La méthode robuste LMS [34, 35] minimise la fonction de
coût suivante:
C(x) = median((r21(x), r22(x), ..., r2n(x))) (2)
La médiane est vu comme un estimateur robuste car elle ne
considère pas les 50% des résidus les plus importants. Elle
a cependant deux inconvénients majeurs:
– la fonction de coût n’est généralement pas différentiable.
Des méthodes de minimisation basées sur le gradient de
la fonction de coût sont donc très délicates à mettre en
œuvre;
– la vitesse de convergence des algorithmes de minimisa-
tion peut être extrêmement lente si les résidus sont dis-
tribuées de telle manière que la médiane a un gradient
très faible.
Dans le cas d’école considéré le minimum est correctement
localisé même en présence de 20% ou 40% d’outliers sur la
totalité des mesures. La figure 3 montre l’allure de la fonc-
tion de coût dans les deux cas. En partant de x0 = 0 (le
points vert dans la figure) on trouve correctement le mini-
mum (le point rouge dans la figure). Cette méthode a un
“breakdown point” de 50% (le plus haut possible) mais
aussi une convergence extrêmement lente. Afin d’augmen-
ter la vitesse de convergence plusieurs techniques sont pos-
sibles. L’une d’elle consiste à effectuer des tirages aléa-
toires d’un sous ensemble des mesures de manière similaire
à l’algorithme RANSAC. Une autre possibilité est d’utili-
ser la méthode LTS.














FIG. 3 – Fonction de coût du LMS en présence de (a) 20%
et (b) 40% de mesures aberrantes.
3.2 LTS (Least Trimmed Squares)
Afin d’améliorer la vitesse de convergence de la méthode
LMS, Rousseeuw [35] a proposé la méthode dite LTS. Elle






En général, on choisit q = n/2 mais une connaissance a
priori du taux d’outliers permet d’optimiser le choix de la
valeur de q. La fonction de coût a une allure similaire à
celle de la méthode LMS mais le gradient est généralement
plus élevé. La contribution des q premiers résidus rends la
fonction de coût un peu plus lisse. Toutefois cette fonction
reste généralement non différentiable. La figure 4 montre
l’allure de la fonction de coût dans les cas précédemment
considérés. Le minimum est trouve correctement en pré-
sence de 20 % d’outliers. Quand le pourcentage d’outliers
est de 40 % il est toujours possible de trouver le vrai mi-
nimum mais un minimum local apparaît dans la fonction
de coût. Ce problème, qui peut arriver aussi pour d’autre
méthodes robustes (y compris pour le LMS), dépends de
la distribution des outliers et il est très difficile à analyser.
De manière générale, il est a priori impossible de prévoir
quelle méthode robuste permettra d’éviter la formation de
ces minima locaux.






















FIG. 4 – Fonction de coût du LTS en présence de (a) 20%
et (b) 40% de mesures aberrantes.
3.3 M-estimateurs
Le principe des M-estimateurs est de modifier la fonction
de coût du LS en pénalisant les résidus les plus grands. La





où la fonction ρ est au moins C0. Différentes fonction ρ
ont été proposées dans la littérature. Le plus utilisées sont
celles proposées par Tukey [1] et Huber [21]. Le break-
down point des M-estimateurs est théoriquement de 0%
comme pour le LS. Toutefois, il s’agit du pire des cas et on
verra qu’il faut des mesures aberrantes importantes avant
de mettre en défaut les M-estimateurs.












if r2k(x) > c
(5)
ou c = 1.345σ̂ et σ̂ est une estimation robuste de l’écart
type. En générale on utilise le Mad (Median Absolute De-
viation):
σ̂ = 1.48median(|r −median(r)|). (6)
Dans la fonction ρ proposée par Huber, les résidus les plus
faibles sont considérés comme dans un LS alors que les ré-
sidus les plus importants sont rapidement limités (mais non
annulés). La figure 5 montre l’allure de la fonction de coût
dans les cas considérés. Même si théoriquement le break-
down point est de 0%, la fonction de coût des M-estimateur
à son minimum global correctement localisé. Toutefois,
quand le pourcentage d’outliers est élevé des minima lo-
caux peuvent, là encore, apparaître.






















FIG. 5 – Fonction de coût du M-estimateur de Huber en
présence de (a) 20% et (b) 40% de mesures aberrantes.
Beaton-Tukey. La fonction ρ proposée par Beaton-













)2)3] if r2k(x) ≤ c
c2
6
if r2k(x) > c
(7)
où c = 4.6851σ̂ et où σ̂ est une estimation de l’écart
type du bruit sur les bonnes mesures (voir paragraphe 3.3).
Comme dans le cas précédent, dans la fonction ρ proposée
par Beaton-Tukey, les résidus le plus faibles sont considé-
rés comme dans un LS alors que les résidus le plus impor-
tants sont rapidement annulés (totalement cette fois). La
figure 6 montre des résultats très similaires aux résultats
obtenus par le M-estimateur de Huber.




















FIG. 6 – Fonction de coût du M-estimateur de Tukey en
présence de (a) 20% et (b) 40% de mesures aberrantes.
Algorithme IRLS. En pratique, les M-estimateurs sont
implémentés avec l’algorithme des moindres carrés pon-
dérés itérés IRLS (Iteratively Reweighted Least Squares).
L’algorithme vise à résoudre le système suivant DAx =
Db où D = diag
(
w1, . . . , wk
)
est une matrice diagonale.
Le calcul du poids wi associé à chaque mesure représente
la confiance que l’on a dans chacune d’elles.
Cet algorithme opère de la façon suivante : estimation des
poids en utilisant l’un des multiples critères robustes pré-
sentés dans la littérature (Huber, Tukey), estimation de la
valeur de x en résolvant le système précèdent, et réitérer
jusqu’à convergence.
Les poids wi, éléments de la matrice D, reflètent la





où ψ(ds) = ∂ρ(δi)/∂δi, δi est le résidu normal donné par
δi = ∆i − mediane∆ (mediane∆ correspond à la valeur
médiane des résidus). Le paramètre σ, qui représente la
valeur de l’écart type du bruit sur les “bonnes” mesures,
peut varier énormément au cours du processus de minimi-
sation. σ est souvent traitée comme une variable d’ajuste-
ment qui est choisie manuellement en fonction d’une ap-
plication particulière. Il est aussi possible, afin d’améliorer
la précision de détection des données aberrantes, d’estimer
la valeur de σ parallèlement à la minimisation de l’erreur
en utilisant une statistique robuste. Le Mad pour Median
Absolute Deviation est l’une de ces statistiques :
σ̂ = 1.48Medi(|δi −Medj(δj)|). (9)
4 Méthodes robustes de vote
L’estimation des paramètres avec les méthodes de vote re-
pose sur l’utilisation du minimum de données nécessaires
a l’estimation. Chaque estimation, avec un jeux de données
particulier, correspond à un “vote” pour les paramètres ob-
tenus. Le jeu de paramètres élu, i.e. le plus “voté”, est re-
tenu comme résultat de l’estimation.
4.1 Transformée de Hough
La transformée de Hough [20] est une méthode de vote
très robuste. La version originale de la méthode proposée
par Hough a été modifiée par [11]. Depuis plusieurs va-
riantes ont été proposées [23]. Cette approche repose sur
une discrétisation de l’espace des paramètres. On obtient
alors des hypercubes dans l’espace d’état auquel sont asso-
ciés des accumulateurs. Pour un jeux de données de taille
minimale, les paramètres recherchés sont estimés et l’ac-
cumulateur correspondant de l’hypercube est incrémenté.
Ce processus est itéré jusqu’à considérer toute les combi-
naisons possibles des données à disposition. L’accumula-
teur ayant la valeur la plus importante correspond alors à la
meilleure estimation des paramètres.
La transformée de Hough est bien adaptée aux problèmes
ayant un nombre important de données par rapport aux
nombre des paramètres à estimer. En effet, si les données
et les inconnues sont de taille équivalente il est difficile
de trouver un accumulateur prépondérant par rapport aux
autres. En plus, dû à la discrétisation et au bruit il est
possible que l’optimum soit delocalisé. La transformée de
Hough est très robuste car elle effectue une recherche glo-
bale et exhaustive. Finalement, cette technique est capable
de segmenter les données en plusieurs populations qui vé-
rifient le modèle de référence. Toutefois, la transformée de
Hough est très rarement utilisée en vision robotique car
pour des problèmes qui nécessitent l’estimation de plus de
trois ou quatre paramètres les temps de calculs deviennent
prohibitifs.
4.2 RANSAC
La méthode RANSAC [13] (en anglais Random Sample
Consensus) est une méthode de vote probabiliste qui a été
proposée afin de réduire le temps de calcul des méthodes
de votes classiques (comme par exemple la transformée de
Hough). À partir d’un sous ensemble minimal de s signaux
mesurés il est possible de calculer les paramètres dans une
situation non dégénerée. Ensuite, on calcule une fonction








0 if r2k(x) ≤ c
1 if r2k(x) > c
(11)
et c = 2.5 σ̂.
Soit p la probabilité de trouver la bonne solution, s le
nombre minimum de signaux nécessaire pour l’estimation
des paramètres et r le pourcentage d’inliers. Le nombre m
de tirages aléatoires nécessaire pour avoir une probabilité




Dans la figure 7 est représentée la fonction de coût du
RANSAC. Le barres rouges représentent les résultats d’es-
timation des paramètres a partir des tirages aléatoires (pour
certains tirages on obtient le même jeu de paramètres). On
peut voir que pour 20% d’outliers 5 tirages aléatoires seule-
ment sont suffisant pour avoir une probabilité de 95% de
trouver la bonne solution. Quand le pourcentage d’outliers
est de 40 % 13 tirages sont nécessaires.
























FIG. 7 – Fonction de coût du RANSAC en présence de (a)
20% et (b) 40% de mesures aberrantes.
5 Application a la vision robotique
Un certain nombre de problèmes en vision par ordinateur
sont intéressants pour la robotique. Nous considérons ici
les exemples suivants:
– suivi d’un objet dans une séquence d’images ;
– localisation de la caméra ;
– asservissement visuel.
5.1 Suivi d’un objet dans l’image.
Les algorithme d’estimation robuste que nous avons décrit
précédemment peuvent être applique à un problème clas-
sique de la vision robotique : le suivi d’un objet dans une
séquence d’images. Si l’on suppose que l’objet est plan
le problème de suivi peut être résolu en estimant la ma-
trice d’homographie qui lie deux points homologues dans
deux images successives. La méthode utilisé est présen-
tée dans [2]. La matrice d’homographie est de dimension
(3×3) et elle est définie à un facteur d’échelle. Seulement
8 paramètres sont donc à estimer. L’estimation de ces para-
mètres par une technique de moindres carrés donne géné-
ralement de très bons résultats même en présence de cer-
taines perturbations. Cependant, dès que des erreurs aber-
rantes se produisent (comme par exemple une réflexion
spéculaire sur la surface de l’objet), l’algorithme de suivi
n’est plus capable d’estimer correctement les paramètres.
Il est donc souhaitable d’utiliser une méthode d’estimation
robuste. La figure 8 montre un exemple où une estima-
tion reposant sur l’utilisation des M-estimateurs. L’objet à
suivre dans la séquence d’images est sélectionné dans pre-
mière image et il est entouré par un rectangle rouge. Dans
les image suivantes, l’objet est suivi malgré des très grands
changements d’éclairage et de grands déplacements. En
utilisant un moindre carrés classique il n’est pas possible de
suivre l’objet pendant toute la séquence. À partir de l’ho-
mographie estimée il est ensuite possible de commander un
FIG. 8 – Suivi d’un objet dans l’image par estimation robuste d’une transformation homographique. L’objet suivi est entouré
en rouge.
robot en utilisant des techniques d’asservissement visuel.
5.2 Localisation d’une caméra.
Le calcul de pose vise à déterminer la position d’une ca-
méra en effectuant un recalage 2D-3D. C’est un problème
très anciens en vision par ordinateur (citons les travaux sur
le P4P [13] – Perspective from 3 points –) et en photogram-
métrie [3] mais qui ont suscité et continuent de susciter de
nombreuses études. Considérons, pour illustrer ce point, le
problème de la localisation 3D à partir de la projection de
points. Ce problème de recalage 2D-3D revient à détermi-
ner les paramètres extrinsèques de la caméra, définis par
la matrice homogène de changement de repère cMo, qui









où oP représente la position des N points considérés dans
un repère lié à la scène (modèle de l’objet), pi leur projec-
tion dans le plan image et K est la matrice de projection
perspective.
Dans le cas où un faible nombre de primitives est dispo-
nible, il existe des solutions purement analytiques à ce pro-
blème consistant à résoudre directement le système d’équa-
tions non-linéaires issu de l’équation 12 [13, 19, 9]. Par
nature, ces problèmes sont non linéaires par rapport aux
paramètres de pose mais il existe des solutions linéaires
(e.g., [12, 25]) reposant sur la résolution de systèmes li-
néaires aux moindres carrés pour estimer la pose et éven-
tuellement les paramètres intrinsèques de la caméra. Dans
ce cas, l’efficacité de ces approches repose principalement
sur la représentation choisie pour la matrice de rotation
et des contraintes retenues pour assurer l’orthonormalité
de cette matrice. Elles sont cependant extrêmement sen-
sibles aux bruits de mesure. Ces méthodes ne fournis-
sant généralement pas un résultat de très bonne qualité,
d’autres approches comme les techniques de minimisation
non-linéaire (e.g., [26, 27, 10, 29, 8, 6]) peuvent alors être
considérées.
Nonobstant la méthode de minimisation retenue, le cri-
tère 12 peut être optimiser de façon robuste. Historique-
ment, l’algorithme Ransac [13] développé par Fischler et
Bolles au SRI a été initialement décrit dans ce contexte
(problème du P3P). Les M-estimateurs on aussi été large-
ment mis à contribution [17, 10, 6, 37].
La figure 9 montre le résultat d’un suivi 3D en utilisant un
algorithme de localisation 3D robuste (M-estimation Tu-
key) dans chaque image [6]. Cette localisation est utilisé
pour réaliser une expérience d’asservissement visuel 2 1/2
D.
Des problèmes similaires sont aussi souvent résolue en uti-
lisant des techniques robuste. Citons par exemple l’esti-
mation d’homographie à partir de point 2D mis en corres-
pondance [18, 14, 33, 38], , l’estimation d’un mouvement
2D [31, 16], l’estimation d’une transformation rigide entre
deux ensemble de points 3D [14], l’estimation de la matrice
essentielle ou fondamentale (RANSAC [13], LMedS [41])
5.3 Asservissement visuel robuste aux me-
sures aberrantes
Si l’asservissement visuel est très efficace pour réaliser des
tâches de positionnement, il apparaît cependant que la pré-
cision de positionnement est très sensible aux erreurs inhé-
rentes au processus d’extraction des données. L’efficacité
de l’asservissement visuel dépend en effet de la précision
de localisation de cette information visuelle mais aussi de
la précision de l’appariement entre les valeurs courante et
désirée de cette information. Si la mise en correspondance
entre les informations visuelles est entachée d’erreur ou si
l’estimation de la valeur de s est imprécise, la précision
de la tâche de positionnement sera imprécise, voire même,
dans certains cas, l’asservissement sera un échec.
FIG. 9 – Suivi d’un objet pendant une expérience d’asservissement visuel 2D 1/2. L’objet suivi est en vert et sa position
désirée dans l’image est en bleu. Les images de la première ligne correspondent à l’étape initiale de positionnement. Dans
la suivante, à la fois l’objet et le robot sont en mouvement et subi de multiples occultations correctement traitées par les
estimateurs robustes.
Traditionnellement, la robustesse d’une loi de commande
est définie par : “stability results which remain true in the
presence of modeling errors or certain classes of distur-
bance” [36]. Deux solutions peuvent donc être exhibées
pour assurer la robustesse de la loi de commande : la pre-
mière est de créer un modèle le plus précis possible du
système considéré (perturbations potentielles comprises) et
la seconde est de traiter (limiter) au mieux les perturba-
tions en travaillant directement sur la commande. Dans le
premier cas, il est raisonnable de penser qu’une modéli-
sation et une estimation correcte de l’ensemble des para-
mètres intrinsèques du système permettent d’améliorer les
résultats. En asservissement visuel, ce type d’approche a
conduit à modéliser la caméra par un modèle de projection
perspective, à disposer d’une formulation analytique de la
matrice d’interaction [4] et à estimer en ligne l’information
de profondeur présente dans cette matrice [30, 15, 5, 39],
etc. D’autres sources d’erreurs proviennent du bruit dans
l’extraction des indices visuels, ou d’erreurs de suivi voire
d’importantes erreurs de mise en correspondance entre pri-
mitives courantes et désirées. La prise en compte de ces
erreurs se fait le plus souvent en aval de la loi de com-
mande, c’est-à-dire au niveau de l’extraction des indices
visuels (voir figure 10a) : amélioration de la qualité des
algorithmes de suivis [40] ou sélection de primitives par-
ticulières [32], fusion d’informations redondantes (par des
approches de vote ou de consensus [24]).
Les solutions mentionnées dans le paragraphe précé-
dent sont des solutions partielles pouvant prendre en
compte certains types d’erreurs bien définis. Une séquence
d’images acquises à la cadence vidéo est cependant une
source quasi infinie d’erreurs qu’il est impossible de carac-
tériser et de traiter de manière exhaustive. Ceci inclut les
problèmes dus au mouvement plus ou moins rapide des ob-





























FIG. 10 – (a) Asservissement visuel robuste “classique” :
le rejet des données aberrantes se fait dans l’extraction des
données, (b) Nouvelle loi de commande : le rejet des don-
nées aberrantes se fait dans la loi de commande.
gements d’illumination, etc. Il semble évident qu’établir
un catalogue analytique de toutes les sources de pertur-
bations possibles et de proposer une solution pour traiter
chacune d’entre elles est un travail complexe voire impos-
sible à réaliser. Nous avons donc décidé d’essayer de li-
miter l’effet des perturbations potentielles en modifiant la
loi de commande. Nous avons en effet considéré le pro-
blème de l’asservissement visuel robuste en introduisant
directement dans la loi de commande des estimateurs ro-
bustes permettant de quantifier la confiance dans chacune
des informations visuelles et, si nécessaire, de les rejeter
(voir figure 10b). L’incertitude sur chaque primitive est
donc modélisée statistiquement, ce qui permet de prendre
en compte tout type de perturbations dans l’extraction des
données.
Nous considérons la tâche générique qui consiste à dépla-
cer une caméra pour observer un objet à une position don-
née dans l’image. Ceci est accompli en minimisant l’erreur
∆ entre un état désiré des primitives dans l’image s∗ et leur
état courant s.
En asservissement visuel, la loi de commande qui réalise
la minimisation de ∆ est traitée habituellement par une ap-
proche aux moindres carrés [4, 22]. Cependant, s’il y a des
données aberrantes, la réalisation de la tâche sera en échec
et une prise en compte explicite de ce problème est né-
cessaire. La fonction à minimiser est donc modifiée afin
de réduire la sensibilité aux données aberrantes. L’erreur à











où ρ(u) est une fonction robuste [21]. De façon similaire
au problème des moindres carrés pondérés itérés, nous in-
troduisons dans la loi de commande une matrice de pondé-
ration, où les poids reflètent la confiance dans chaque pri-
mitive visuelle. Nous avons donc une nouvelle loi de com-
mande qui assure une minimisation robuste de ∆ définie
par l’équation 13. L’erreur à minimiser est donc:
e = D (s(r)− s∗) , (14)
où D est une matrice diagonale. Le calcul du poids wi as-
socié à chaque information visuelle représente la confiance
que l’on a dans chacune des informations visuelles. Sans
entrer dans les détails (voir [7]), on obtient une loi de com-







où un modèle ou une approximation L̂s de Ls sont utilisés
(un modèle D̂ de D peut aussi être considéré).
Les résultats obtenus ont montré l’efficacité d’une telle ap-
proche (comme le montrent les résultats de la figure 11.
Des résultats plus complets sont données dans [7, 28]). Il
reste que l’utilisation d’une telle loi de commande robuste
n’est pas incompatible, loin de là, avec un processus effi-
cace d’extraction des données. Une fusion des deux sché-
mas de la figure 10 est non seulement possible mais sou-
haitable.
6 Conclusion
Dans cette article nous avons passe en revue les méthodes
d’estimation robuste le plus utilisées en vision robotique.
L’utilisation de ces méthodes est nécessaire afin de réali-
ser de taches en environnement réel. Le prix a payer est un
temps de calcul un peu plus élevé et une vitesse de conver-
gence réduite. Si les techniques de vote (Hough, Ransac)
sont très efficaces, le temps de calcul est souvent trop élevé
pour assurer une utilisation des algorithmes de vision à une
cadence compatible avec la commande d’un robot. Comme
on a pu le voir dans les exemples données dans la section
précédente l’utilisation de M-estimateurs représente un bon
compromis entre robustesse et efficacité algorithmique.
a b
c d
FIG. 11 – Tâche classique de positionnement en considé-
rant une loi de commande classique et une loi de com-
mande robuste. L’image (a) montre l’image initiale acquise
avant le début de la tâche. Les trois autres images corres-
pondent aux images acquises à l’issue de la tâche de posi-
tionnement : (b) correspond à un positionnement reposant
sur une loi de commande classique mais sans données aber-
rantes (expérience de référence), (c) reprend la même loi de
commande classique mais la mise en correspondance entre
points courants et désirés est faussée introduisant des don-
nées aberrantes (c’est un des cas d’erreurs possibles, mais
d’autres cas son envisageables [7, 28]. Comme on peut s’y
attendre la commande converge vers un minimum local, (d)
considère la même expérience mais avec une loi de com-
mande robuste. Malgré les données aberrantes, la tache de
positionnement se déroule correctement.
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