Integer tuple relations can concisely summarize many types of information gathered from analysis of scientific codes. For example, they can be used to precisely describe wh ich iterations 01' a statement are da ta dependent of which other iterations. It is generally not possible to represent these tuple relations by enumerating the related pairs of tupies. For example, it is impossible to enumerate the related pairs of tuples in relation
INTRODUCTION
This paper proposes a new general purpose abstraction called tuple relations, that is capable of concisely summarizing many kinds of information gathered from analysis of scientific codes. We provide a number of operations on these tuple relations including a particularly powerful one called transitive closure. We will show how transitive closure leads to simple and elegant solutions to several program an'alysis problems.
An integer tuple relation is a relation whose domain consists of integer k-tuples and whose range consists of integer k'-tuples, for some fixed k and k'. An integer k-tuple is simply a point in ftk. The following is an ex am pie of a relation from I-tuples to 2-tuples:
One possible use of tuple relations is to concisely and accurately represent the data dependences in a program. For example, the relation given here describes the data dependences from statement I to statement 2 in the pro gram shown in Fig. I .
We use the term dependence relation rather than tuple relation when relations describe da ta dependences. A dependence relation is a much more powerful abstraction than the traditional dependence distance or direction abstractions. The above pro gram has dependence distance (0), but that doesn't tell us that only the last iteration of j loop is involved in the dependence. This type of additional information is crucial for determining the legality of a number of advanced transformations. ( I ) Tuple relations can also be used to represent other forms of ordering constraints between iterations that don't necessarily correspond to data dependences. For example, we can construct relations that represent which iterations will be executed before which other iterations. We will see later how taking the transitive closure of these relations is a key element in removing redundant synchronizations within loops. In the case of perfectly nested loops with the entire loop body considered as an atomic statement, doing so is not prohibitively expensive and gives us more power than any of the previous papers on this topic. We also describe exact methods for removing redundant synchronization for the more general case of imperfectly nested loops with synchronization occurring between individual statements. But just because our methods might be capable of computing this exactly doesn't mean that they can or should only be used in this way. It is a relatively straightforward process to extend our exact method into a framework in which accuracy can be traded off for efficiency.
As a third application of relations, we show how they can be used to compute dosed form express ions for induction variables.
The next section describes the general form of the relations that we can handle, and the operations that we can perfonn on them. The remainder of the paper deals with the transitive closure operation. First, we describe how transitive dosure of relations leads to simple and elegant solutions to several program analysis problems. We then describe the algorithms we use to compute transitive closure.
TU PLE RELATIONS
The dass of scientific codes that is amenable to exact analysis generally consists of for loops with affine loop bounds, whose bodies consist of accesses to scalars and arrays with affine subscripts. The following general form of an integer tuple relation is therefore expressive enough to represent most information derived during the analysis of such programs:
where the F;'s are conjunctions of affine equalities and inequalities on the input variables SI' ... , Sb the output variables t l , ... , t k " the existentially quantified variables lXii , •.
• , lX imj and symbolic constants. These relations can be written equivalently as the union of a number of simpler relations, each of which can be described using a single conjunct: Table I gives abrief description of some of the operations on integer tuple relations that we have implemented and use in our applications. The implementation of these operations is described elsewhere(2) (see also http://www.cs.umd.edu/projects/omega or ftp:jjftp.cs.umd.edujpubjomega).
In addition to these operations we have also implemented and use in our applications the transitive closure operator: 
and positive transitive elosure operator:
In previous work, (3) we developed algorithms for a closely related operation called affine closure. Affine closure is well-suited to testing the legality of reordering transformations and is generally easier to compute than transitive closure. But many of our applications require the full generality of transitive closure.
Unfortunately, the exact transitive closure of an affine integer tuple relation may not be affine. In fact, we can encode multiplication using transitive closure:
Adding multiplication to the supported operations allows us to pose undecidable questions. Transitive closure is therefore not computable in the general case.
APPLICATIONS
This section describes a number of applications of tuple relations and demonstrates the importance of the transitive closure operator.
Simple Redundant Synchronization Removal
A common approach to executing scientific programs on parallel machines is to distribute the iterations of the program across the
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Original program:
Dependence pattern:
Program with posts and waits inserted: processors. If there are no dependences between iterations executing on different processors then the processors can execute completely independently. Otherwise, the processors will have to synchronize at certain points to preserve the orginal sequential semantics of the program. On a shared memory system, the simplest way to achieve the necessary synchronization is to place a post statement after the source of each dependence and a corresponding wait statement before the sink of each dependence. Figure 2 shows the results of inserting posts and waits for the given example. As this example demonstrates, and is often the case, many of the posts and waits inserted by this approach are redundant. In this example, we can see that the explicit synchronization that results from the dependence from the write of a ( i, j) to the read of a ( i -1, j -1) is redundant, since the appropriate execution ordering will always be achieved due to a chain explicit synchronizations that result from the other two dependences. The problem then is to identify which dependences need to be explicitly synchronized. In this section, we restriet ourselves to a simple case of this problem where: the loops are perfectly nested, the granularity of synchronization is between entire iterations of the loop body (i.e., an posts occur at the end of the loop body and an waits occur at the start of the loop body), and we assurne each iteration may execute on a different processor. This is the c1ass of problems considered by some related work (4) in this area. We will show how our approach improves on the related work in this limited domain, then in Section 3.3, we will show how to extend the approach to the more general problem.
We flrst compute a dependence relation d that represents the data dependences between different iterations of the loop body (see Fig. 3 for an example). Each of these dependences will have to be synchronized either explicitly or implicitly. The transitive c1osure, d +, of this relation will contain an pairs of iterations that are linked by a chain of synchronizations of
The dependence from the write of a(i+3,j) to the read of a(i,j) is found redundant. Fig. 3 . Example of determining dependences that must be explicitly synchronized.
length one or more. Each of these variables is constrained to be ~ 0 (there are no backward arcs) and their sum is constrained to be > 0 (at least one arc from one conjunct in each path). For d 2 +, we constrain their sum to be > 1, so at least two arcs must be followed for a path to be included. The variables a, b, and c serve this purpose in Fig. 3 . In cases where complex dependence relations cause the transitive closure calculation to be inexact, we can still produce useful results. We can safely substract a lower bound on the 2 + closure from the dependences and still produce correct (but perhaps conservative) synchronization.
Our approach improves on related work in the following ways:
1. We use tuple relations as an abstraction for data dependences rather than the more tradition al dependence distance representation. This allows us to handle non-constant dependences, which previous work is not able to do (see Fig. 4 ).
2. When a dependence is only partially redundant, we produce the conditions under which it needs to be explicitly enforced, and we can use that information to conditionally execute synchronization.
3. Dependence relations contain all conditions which must be satisfied in order for the dependence to exist, including those conceming the existence of the dependence at the edges of the iteration space. Thus, we can apply the algorithm to nested loops without having to make special checks in boundary cases.
A further discussion of related methods using transitive closure of finite graphs helps explain the third point. These methods build an explicit graph of a sub set of the iteration space; each node represents an iteration of the loop body, and each edge represents a dependence. (4) Redundancy is found either through taking the transitive closure or reduction of this graph, or using algorithms that search a subgraph starting at the first iteration. In a one-dimensionalloop, provided all dependence distances are constant, it is simple to find a small subgraph such that if a dependence is redundant in the subgraph, it is redundant throughout the iteration space. But in a nested loop, the existence of negative inner dependence distances (such as (1, -2)) can result in nonuniformly redundant synchronizations. (5) A chain of synchronizations may exist within part of the iteration space, but at the edges of the iteration space, that chain may travel outside the bounds of the loops, and so intermediate iterations in the chain do not We find that du does not need to be enforced when i > 3 and i is even (and thus 2i is a multiple of 4.) execute; thus it is difficult to construct a small graph that finds all uniform redundancy. Figure 5 shows an example of finding an alternate path to handle the boundary cases. Methods that search a small graph, but wh ich may miss some redundancy when nesting is greater than 2 have been developed. ( 4 ) Because we start with more precise dependence information, we do not have the same problem. No out-of-bounds iteration is in the range or domain of any dependence relation. Thus, we never need to worry that the 2 + closure will contain chains that are illegal at the edges of the iteration space. At the same time, since the 2 + closure contains all chains of two or more ordering constraints, we consider all possible alternate paths.
Testing the legality of Iteration Reordering Transformations
Optimizing compilers reorder the iterations of statements so as to expose or increase parallelism and to improve da ta locality. An important part of this process is determining for each statement, which orderings of the iterations of that statement will preserve the semantics of the original code. Before we decide which orderings will be used for other statements, we can determine necessary conditions for the legality of an ordering for a particular statement by considering the direct self dependences of that We can obtain stronger legality conditions by considering transitive self dependences, as is demonstrated by Example 2 in Fig. 6 . In this exampIe, executing the i loop in reverse order is legal for both statements with respect to direct self dependences (there aren't any), but is not legal with respect to transitive self dependences.
To compute all transitive dependences we use an adapted form of the Floyd-Warshall algorithm for transitive c1osure. The algorithm is modified because we need to characterize each edge, not simply determine its existence. We denote by d pq the data dependences from statement sp to statement Sq. The algorithm is shown in Fig. 7 . In an iteration of the k loop, we update all dependences to incorporate all transitive dependences through statements l..k. The key expression in the algorithm is drqo(drr)*odpr. We inc1ude the (drr )* term because we want to infer transitive dependences of the following form:
If there is a dependence from iteration i I of statement S p to iteration i 2 of statement Sr and a chain of self dependences from iteration i 2 to iteration i, and finally a dependence from iteration i, to iteration i4 of statement S q then there is a transitive se\f dependence from iteration i I to iteration i4 .
In Ref. 6 we describe a framework for unifying iteration reordering transformations that uses a legality test similar to those described earlier.
General Redundant Synchronization Removal
In this seetion, we consider a more general form of the problem described in Seetion 3.1. We no longer require the loops to be perfect1y nested, the granularity of synchronization is now between iterations of particular statements (i.e., posts and waits occur immediately before and after the statements they are associated with) and we know how iterations will be distributed to the physical processors. For example, we might know that iterations are distributed to a virtual processor array via a data distribution and the owner computes rule, and the virtual processor array is folded onto the physical processor array in a blocked fashion.
For each pair of statements p and q, we construct a relation c pq that represents all ordering constraints on the iterations that are guaranteed to be satisfied in the distributed program. Such ordering constraints come from two sources: and iteration i is executed before iteration j in the original execution order of the program (denoted i -<pcJ j), then i is guaranteed to be executed before j in the distributed program.
Combining these ordering constraints gives:
Unlike in Section 3.1, we cannot determine which dependences need not be explicitly synchronized simply by computing (C pq )2+. A synchronization may be redundant because of a chain of synchronizations through other statements. To determine such chains of ordering constraints, we first apply the algorithm in Figure 7 subtituting C pq for d pq and producing c~cJ" This gives us all chains of ordering constraints of length one or more. We then find all chains of ordering constraints of length two or more using:
We do not need to explicitly synchronize iterations if they will be executed on the same physical processor, or if there is a chain of ordering constraints of length two or more. Therefore the only dependences that we have to synchronize explicitly are:
If the number of physical processors is not known at compile time, the expression s p(i) = s q(j) may not be affine. In such cases, we can instead use the stricter requirement that the two iterations will execute on the same virtual processor. This expression is always affine for the class of programs and distribution methods that we are able to handle and is a sufficient condition for the two iterations to be executed on the same physical processor. So, any redundancy that we find based on this stronger requirement can be safely eliminated.
Related work (5, 7, 8) addresses the case of synchronization between statements using methods similar to those used for the simple case. Most of the methods build an explicit graph of a subset of the iteration space, with each node representing an iteration of a statement. Redundancy is found either by searching the graph(5) or using transitive closure of the graph (7, 8) ; dependences are restricted to constant distances; and the problem regarding boundary cases still exists. These methods search a sm all graph which finds all redundancy when nesting level is 2, but may miss some redundancy when the nesting level is greater. (5) None of these methods consider imperfectly nested loops, and they do not use information regarding distribution, One previous technique has the ability to generate the conditions under which a nonuniformly redundant dependence must be enforced(81, but the authors indicate that their technique may require taking transitive closure of a large sub set of the iteration space, Another method removes synchronization for a regular pattern of communication between processors when using put communication instead of send and receive, and in some cases can remove all synchronization even when communication exists, (9) Our framework can be extended to incorporate the information that all flow dependences will be implicitly synchronized by a put, and use that to eliminate other types of dependences. We can also incorporate information about barrier synchronization in our relations to remove redundant point-to-point synchronization in their presence. (10) 
Induction Variables
Tuple relations and the transitive closure operation can also be used to compute closed form expressions for induction variables, We will use the pro gram in Fig. 8 as an example, In this example, we will be using 4-tuples because there are four scalar variables of interest in this pro gram: i, j, p, and q, For each edge in the control flow graph, we create astate transition relation which summarizes the change in value of the scalars as a result of executing the code in the control flow node corresponding to that edge and the conditions under which execution occurs (see Fig, 8 ), To investigate the state of the scalar variables at statement 6, we could use the algorithm in Fig. 7 to compute (along with other things) all transitive edges from the 
Kelly, Pugh, Rosser, and Shpeisman start node to the node containing statement 6. Alternatively, we can directly ca1culate:
R[ e(R 2 .(R 3 eR 4 )* eR 5 )* eR 2 e(R 3 eR 4 )* eR 3
Which in this ca se evaluates to: This general approach has uses other than induction variable recognition, such as deriving or proving assertions about scalar variables. The fact that we could use transitive closure to potentially completely describe the effect of arbitrary pro grams consisting of loops and conditionals with affine bounds and conditions and assignment statements involving affine expressions further demonstrates that transitive closure cannot always be computed exactly, since such analysis is known to be uncomputable.
COMPUTING THE TRANSITIVE CLOSURE Of A SINGLE RELATION
In this section we describe techniques for computing the positive transitive closure of a relation. The transitive closure R* can be computed from the positive transitive closure R + as R + U I, where I is the identity relation. In the following text we will use the term transitive closure for both R + and R*. The difference will be evident from the context. The exact transitive closure R + of a relation R can be equivalently defined as R + = U ':= I Rk, where R k = ~. We will shortly k times describe techniques that will often compute R + exactly. In situations where they do not apply, we can produce increasingly accurate lower bounds using the following formula:
In some cases R7.B(Il) = R+ for all n greater than some small value. The following theorem allows us to determine when a lower bound is equal to the exact transitive closure: Theorem 1. For all relations P and R such that R 5;; P 5;; R + the following holds: P = R + if and only if po R 5;; P.
Proof. The "only if" part is trivial. To prove the "if" part we will prove by induction on k that R k 5;; P. The assumption R 5;; P proves the base case. If R k 5;; P then R k + 1= (R k 0 R) 5;; (P 0 R) 5;; P. Since R + = U':= I R k and Vk ";31, R k 5;; P, we know that R+ 5;; P. Thus P = R+. 0
Corollary 2. R7.B(Il)=R+ iff R7.B(II) oR 5;; R7.B(/l)'
Thus, one approach to computing transitive closure would be to compute more and more accurate lower bounds untiI the result becomes exact. Although this technique works in some cases, there is no guarantee of termination. For example, the exact transitive closure of R = {[ i] ~ [i + I]} cannot be computed using this approach. Thus more sophisticated techniques are required. Section 4.1 describes techniques that work in the special case of relations that can be described by a single conjunct. Section 4.2 describes techniques for the general case, making use of the techniques used for the single conjunct case.
Single Conjunct Relations

Computing the Upper Bound on the Transitive Closure
For a certain dass of single conjunct relations, the transitive closure can be calculated straightforwardly. Consider the following example:
For any k";3 1 the relation R k can be calculated as:
By making k in this expression existentially quantified, we get the union of R k for all k> 0; that is, R +:
This method can be used for any relation that only contains constraints on the differences between the corresponding elements of the input and output tupies. We call such relations d-form relations.
Definition 3.
A relation R is said to be in d-form iff it can be written as:
where LI' is an integer or -00, Up is an integer or + 00 and MI' is an integer.
The transitive closure of a d-form relation is:
For any relation R that is not in cl-form, it is relatively easy to compute a cl-form relation d such that R s:;;; cl. For each p E { 1, ... , m}, we introduce a new variable equal to jp -i" and project away all other variables. We then look for upper and lower bounds and stride constraints on this variable. So, it is always possible to compute a d-form relation that is a superset of R, since in the worst case we can set MI' to 1, LI' to -00 and U p to + 00. We can then use d + as an upper bound on R + since tor any two relations R, and R z , if R I S:;;;R z then R~ S:;;;R;-. To improve this upper bound we can restrict the domain and range of d + to those of R by com-
Checking Whether the Upper Bound is an Exact Transitive Closure
We want to be able to check to see if D + (an upper bound) is an exact transitive closure.
Lemma 4. If P = P + and P (') 1=0 then P is acyclic.
Proof. If there is a path from x to x in P, then since P is transitively closed, x ~ x E P. Theorem 5. For any relations Rand P such that P is acyclic and RS:;;;PS:;;;RuPoR, we prove Ps:;;;R+.
Pfaaf. For any x -+ Z E P, we'll prove x -+ Z E R+. We know
The inductive proof is based on the length of the longest path from x to Z through P. Because P is acyclic this is a finite number for each given x and z. Since x -+ Z E P, there exists at least one path of length 1.
Base case: When x -+ z has a maximum path length of 1, x -+ Z rt= poP. Since R s:; P, we know po R s:; pop and therefore x -+ z rt= P 0 R. Therefore,
x-+zERs:;R+.
Inductive case: (x -+ Z has a maximum path length greater than 1) We consider two cases:
2. If x -+ Z E P 0 R, then there exists a y such that x -+ y E R s:; P and y -+ Z E P. The maximum length from x to Z in P must be at least one more than the maximum path length from y to Z in P. Therefore, by our inductive hypothesis, y -+ zER + and therefore
x-+zER+. 0
Theorem 6. For any relations Rand P such that P is acyclic and R + s:; P, we prove R + = P if and only if P s:; R u po R.
Pfaaf. The proofthat P=R+=Ps:;(RuPoR) is trivial. We need to prove that Ps:; R u po R implies R + = P. Since R s:; R + s:; P, we satisfy the conditions of Theorem 5 and we derive that Ps:; R +. Since we also know that R + s:; P, we prove R + = P.
We collected statistics for all of the examples given in this paper, plus about 2000 other real-life examples of transitive closure that arose from our applications (primarily dependence analysis). This test showed that 97 % of single conjunct closures performed in these examples were co mputed exactly.
Multiple Conjunct Relations
Computing a lower bound on the transitive closure of a relation with more than one conjunct via a naive application of Eq. 1 is prohibitively expensive due to the possible exponential growth in the number of the conjuncts. We have developed techniques that try to limit this growth. We first describe how to compute the transitive closure of a two conjunct relation; then we show how to generalize this technique for relations with an arbitrary number of conjuncts.
Computing the Transitive Closure of Two-Conjunct Relations
Let R be a two-conjunct relation, R = Cl U C 2 • The transitive c10sure of R is: (4) If Cf ° C2 ° Cf is a single conjunct relation, its c10sure can be ca1culated using the techniques described in the Section 4.1. Cf ° C2 ° Cf will be a single conjunct relation provided that Cf is a single conjunct relation, since the composition of two single conjunct relations is always a single conjunct relation. Unfortunately, Cf is often not a single conjunct relation even if Ci iso To overcome this difficulty, we use a single conjunct approximation of Cf, that we will denote Ci and call ?-closure. We try to select a Ci that has the following desirable property (5) Our choice of C'i will not depend on C 2 , so there is only hope, not a guarantee, of satisfying this property. If this hope is realized then we can use Ci instead of Cf in Eq. 4. If not, it may still be possible to limit the number of conjuncts in (CI U C2 ) + through the use of Ci if Cf ° C2 == Ci ° C2 or C2 ° Cf == C2 ° Ci·
Testing the property described in Eq. 5 directly is rather expensive, so we instead use the foIIowing cheaper but possibly conservative test. If (Ci-Ci) is convex (which is often the case) and (Ci-Ci)oC2o ( Ci -Ci) == C 2 then we know that the property described in Eq. 5 holds; otherwise we assurne it doesn't. This test succeeded in all of the 2000-plus examples described earlier.
Heuristics for Computing ?-Closure
We try to compute ?-c1osure for a relation R only if R + is an exact single conjunct relation. We do it by using a d-form relation (see Section 4.1 ).
For 
Computing the Transitive Closure of Multiple Conjunct Relations
The transitive closure of a relation with an arbitrary number of conjuncts can be computed similarly to the transitive closure of a relation with two conjuncts. Let R be an m-conjunct relation R = U;: 1 Ci. Its transitive c10sure is:
For i E {2, ... , m}, Cf 0 Ci 0 Cf can be computed using the techniques described in the two conjunct case. After all these terms are computed, the same algorithm can be applied recursively to compute the transitive closure of their union. The algorithm is shown in Fig. 10 . The algorithm will terminate when the transitive closure has been computed exactly or when we are willing to accept the current approximation as a lower bound. In many cases, what we accept as a lower bound turns out to be exact after all, and can be proved to be so using Theorem 1. We computed the exact transitive closure in 99 % of the examples described earlier. An example of a transitive calculation using this algorithm is shown in Fig. 12 .
The order in which we consider the conjuncts in a relation can significantly affect the performance of our algorithm. One heuristic that we use is to consider first those conjuncts Ci for wruch we can find a C; that satisfies Eq. 5. In so me cases, pre-computing the positive transitive closure of some of the conjuncts in the original relation (i.e., replacing Ci by C t )
can also simplify the ca1culations. The algorithm in Fig. 10 allows us to compute the exact transitive c10sure of a multiple conjunct relation or its lower bound. If an upper bound is required, it can be ca1culated in a manner similar to that of a single conjunct relation.
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The time required to eompute transitive closure obviously inereases with the number of eonjunets in the original. Figure 11 shows the time taken by our algorithm, as implemented in C ++ as part of the Omega Library, for the entire set of ex am pies deseribed earlier. Experiments were performed on aSpare 10/51 with 64MB of main memory.
CONClUSIONS
We have presented a number of applieations for the transitive closure of tu pie relations:
-Avoiding redundant synehronization of iterations exeeuting on different proeessors. -Preeisely deseribing whieh iterations of a statement are data dependent on whieh other iterations, and using this information to determine whieh iteration reordering transformations are legal. -Computing closed form expressions for induetion variables.
While problems such as induetion variable reeognition and redundant synehronization elimination might be better handled in praetiee by other more speeifie methods, we include them here to demonstrate that in both eases, the fundamental problem to be solved is transitive closure. Onee we have diseovered this, we ean develop speeifie algorithms, or apply transitive closure in a eontrolled way.
We have also presented algorithms for transitive closure that produee exact results in most eommonly oeeuring eases and produee upper or lower bounds (as neeessary) in the other eases. Our experiments show that we produee exaet results for most of the programs we have eonsidered. Future work is needed to ensure that we ean effieiently generate eoneise results in more eases.
Tuple relations are a useful, general purpose pro gram abstraction, and transitive closure is a particularly powerful operation that can lend insight into the nature of these problems, as weIl as be a useful tool for their solution. We believe that the applications described here are only a small sub set of what is possible.
AVAILABILITY
The transitive closure algorithms are implemented in the Omega Library, which is available from ftp://ftp.cs.umd.edu/pub/omega.
