We investigate the correlations between the peak intrinsic colors of Type Ia supernovae (SN Ia) and their expansion velocities at maximum light, measured from the Si II λ6355 spectral feature. We construct a new hierarchical Bayesian regression model and Gibbs sampler to estimate the dependence of the intrinsic colors of a SN Ia on its ejecta velocity, while accounting for the random effects of intrinsic scatter, measurement error, and reddening by host galaxy dust. The method is applied to the apparent color data from BV RI light curves and Si II velocity data for 79 nearby SN Ia. Comparison of the apparent color distributions of high velocity (HV) and normal velocity (NV) supernovae reveals significant discrepancies in B − V and B − R, but not other colors. Hence, they are likely due to intrinsic color differences originating in the B-band, rather than dust reddening. The mean intrinsic B − V and B − R color differences between HV and NV groups are 0.06 ± 0.02 and 0.09 ± 0.02 mag, respectively. Under a linear model for intrinsic B − V and B − R colors versus velocity, we find significant slopes of −0.021 ± 0.006 and −0.030 ± 0.009 mag (1000 km s −1 ) −1 , respectively. Since the ejecta velocity distribution is skewed towards high velocities, these effects imply non-Gaussian intrinsic color population distributions with skewness up to +0.3. Accounting for the intrinsic colorvelocity correlation results in corrections in A V extinction estimates as large as −0.12 mag for HV SN Ia and +0.06 mag for NV events. Deviance information criteria strongly favor simple functions for intrinsic colors versus velocity over no trend, while higher-order polynomials are disfavored. Velocity measurements from SN Ia spectra have potential to diminish systematic errors from the confounding of intrinsic colors and dust reddening affecting supernova distances.
INTRODUCTION
Type Ia supernova (SN Ia) light curves have been used as cosmological distance indicators to trace the history of cosmic expansion, detect cosmic acceleration (Riess et al. 1998; Perlmutter et al. 1999) , and to constrain the equation-of-state parameter w of dark energy (Garnavich et al. 1998; Wood-Vasey et al. 2007; Astier et al. 2006; Kowalski et al. 2008; Hicken et al. 2009b; Kessler et al. 2009; Freedman et al. 2009; Amanullah et al. 2010; Conley et al. 2011; Sullivan et al. 2011; Rest et al. 2013; Scolnic et al. 2013) . Determining supernova distances with high precision and small systematic error is essential to accurate constraints on the cosmic expansion history and the properties of dark energy. However, the confounding of the extrinsic host galaxy dust reddening with the intrinsic color variations of SN Ia presents a systematic limitation to their precision and accuracy in cosmological applications (Conley et al. 2007) . In this paper, we investigate how measurements of the expansion velocity of the supernova atmosphere can be used to learn more about the intrinsic color distribution of SN Ia and improve inferences of host galaxy dust extinction.
Dust along the line of sight in the host galaxy reddens SN Ia colors and dims their magnitudes, and can lead to systematic errors in distance estimates if not properly accounted for. The ratio of total to selective dust extinction, R V = A V /(A B − A V ), typically parameterizes the wavelength dependence of dust absorption and scattering, and has an average value of 3.1 for interstellar dust in the Milky Way Galaxy, although it can vary between 2.1 and 5.8 (Draine 2003) . Studies of external galaxies have found similar extinction curves with R V ≈ 2.8 (Finkelman et al. 2008 (Finkelman et al. , 2010 . However, several analyses of both individual SN Ia and large samples have found anomalously low effective values of R V 1.8 (Branch & Tammann 1992; Tripp 1998; Tripp & Branch 1999; Conley et al. 2007; Nobili & Goobar 2008; Hicken et al. 2009b; Krisciunas et al. 2007; Elias-Rosa et al. 2006 Wang et al. 2008) . Interestingly, recent analyses of multi-wavelength light curve and color data, including near-infrared (NIR) observations, have indicated that SN Ia with low reddening are subject to dust extinction A V with a reddening law closer to R V ≈ 3, whereas highly reddened objects appear extinguished by dust with R V ≈ 1.7 (Folatelli et al. 2010; Mandel et al. 2011) . Systematic uncertainties in the treatment of dust and color of SN Ia have important implications for cosmological inference. For example, Scolnic et al. (2014) find that attributing the Hubble diagram residual scatter to SN Ia color dispersion rather than luminosity dispersion yields an effective R V consistent with Milky Way dust, and yields a 4% shift in the inferred value of w. Resolving the confusion between the intrinsic color variation in the SN Ia population and extrinsic host galaxy dust extinction is needed for the proper analysis of SN Ia observables.
One promising strategy is to observe SN Ia at rest-frame NIR wavelengths, where host galaxy dust extinction is diminished, and SN Ia have been shown to be excellent standard candles using a burgeoning nearby sample (Elias et al. 1985; Meikle 2000; Krisciunas et al. 2004a,b; Wood-Vasey et al. 2008; Mandel et al. 2009; Contreras et al. 2010; Folatelli et al. 2010; Stritzinger et al. 2011; Barone-Nugent et al. 2012; Weyant et al. 2013, A. Friedman et al., in prep.) . At restframe optical wavelengths, where the bulk of nearby and high-z observations of SN Ia have been made, we must find better ways to decompose the observed apparent magnitudes and colors into the components intrinsic to the SN Ia and those extrinsic and due to dust reddening and extinction. Current SN Ia analyses using the SALT2 method do not distinguish between intrinsic SN Ia variations and dust effects. One way to identify intrinsic color variations is to find the portion of SN Ia color that is correlated with a measurable intrinsic property of SN Ia, unaffected by dust. For example, Chotard et al. (2011) modeled the components of the apparent SN Ia spectroscopic variations depending upon Si II and Ca II H&K equivalent widths, and find that the remainder is well described by a CCM (Cardelli et al. 1989 ) dust reddening law with R V = 2.8 ± 0.3, consistent with the Milky Way value.
Narrow features in SN Ia spectra are intrinsic to the supernovae and can be correlated with photometric observables, and also used as additional parameters to try to improve the estimation of SN Ia luminosities. Even among "normal" SN Ia there exists diversity in spectral features, such as the widths, strengths, and expansion velocities of specific spectral lines, and their evolution with the phase of the SN Ia. For example, Benetti et al. (2005) subdivided normal SN Ia into two classes, one with high velocity gradients and one with low velocity gradients. Branch et al. (2006) classified optical spectra of SN Ia into "core-normal", "broad-line", "cool", and "shallow-silicon." Blondin et al. (2012) examined the diversity of SN Ia in the context of these classification schemes using the large spectroscopic dataset of the CfA Supernova Program. The use of spectroscopic variations and their correlations with SN Ia luminosity was explored by Nugent et al. (1995) ; Bongard et al. (2006) ; Foley et al. (2008) and Hachinger et al. (2008) . Bailey et al. (2009) investigated ratios of fluxes at different wavelengths using spectra from the Nearby Supernova Factory and found that they could be used to standardize SN Ia magnitudes and estimate distances with a lower scatter (∼ 0.12 mag) than with light curve information alone. Blondin, Mandel, & Kirshner (2011b) examined the utility of flux ratios and other spectroscopic indicators for predicting SN Ia luminosities and distances using a large spectroscopic data set collected by the CfA Supernova Group. They used a cross-validation procedure to avoid overfitting the SN Ia sample and to robustly gauge the impact on SN Ia distance estimates in the Hubble diagram. They found that spectral flux ratios led to modest improvements in the Hubble diagram scatter, but at low statistical significance given the sample size, whereas spectral line profile measurements did not improve luminosity estimates and distance predictions beyond the usual optical light curve width and color standardization. Wang et al. (2009) divided SN Ia into normal velocity (NV) and high velocity (HV) subclasses based upon the expansion velocity of the explosion ejecta near maximum light, as measured from the prominent Si II λ6355 absorption feature, to investigate the diversity of SN Ia. As they are measured from the blueshift of the Si II line, the ejecta velocities are, by convention, negative (towards the observer), so HV objects have more negative velocities (v < −11, 800 km s −1 ), and larger absolute velocities |v|, whereas NV objects have less negative velocities (v > −11, 800 km s −1 ), and smaller absolute velocities |v|. Applying this classification scheme to 156 SN Ia observed by the Lick Observatory Supernova Search (Ganeshalingam et al. 2010; Silverman et al. 2012 ) and the CfA Supernova Program (Matheson et al. 2008) , they analyzed the B-and V -band magnitudes, light curve shapes and colors of each class. They found that the Hubble diagram scatter could be reduced from 0.178 mag for the full sample to 0.12 − 0.13 mag by treating each class separately. They estimated the dust extinction law slope parameter R V = 1.9 for the full sample, but R V = 2.4 for the normal velocity sample alone, and R V = 1.6 for the high velocity sample alone. They found that the high velocity SN Ia had redder apparent colors overall, and suggested that treating these subsamples separately with different R V parameters for host galaxy dust would lead to improved SN Ia distance measurements. Foley & Kasen (2011) re-analyzed the data set from Wang et al. (2009) and found a reddening law slope R V ≈ 2.5 fit each subsample separately, when the reddest SN Ia were excluded (E(B − V ) < 0.35). They examined the relation between the B max − V max pseudocolors and the velocity classes, finding that the cumulative distribution function of the apparent B max − V max pseudocolors of high-velocity SN Ia were offset by ∼ 0.07 mag to the red relative to the CDF of normal SN Ia, and that the apparently bluest SN Ia in the normal set were ∼ 0.10 mag bluer than the bluest of the high-velocity SN Ia. They argued that the offset in the distributions of apparent colors between the two classes is due to an intrinsic color difference between normal-velocity and high-velocity SN Ia, and found that the rms Hubble residual could be reduced to 0.11 mag by excluding high ejecta velocity SN Ia. Hence, accounting for this velocity-color relation (VCR) could lead to better SN Ia distance estimates. Foley, Sanders, & Kirshner (2011) examined spectra and color measurements of low redshift SN Ia observed by the CfA Supernova Program (Blondin et al. 2012) , and found correlations between the maximum light Si II λ6355 velocity and pseudo-equivalent width and the scatter about the mean relation between the peak absolute magnitude in V , controlling for light curve shape, and the apparent B max − V max color at peak, which they interpret as due to variations of the intrinsic B max −V max colors. In this analysis, they again find that lower velocity SN tended to have bluer intrinsic colors. In a similar analysis, studied spectra and colors of high redshift SN Ia from the SDSS-II and SNLS surveys, finding similar correlations of ejecta velocity and intrinsic colors, and also suggested a link between the SN Ia eject velocity and host galaxy mass. found that SN Ia with blueshifted circumstellar/interstellar Na D absorption lines tend to have higher ejecta velocities and redder intrinsic colors, indicating a link between the progenitor systems and the explosion mechanism. Blondin et al. (2012) presented the spectroscopy from the CfA Supernova Program and compared the maximum light Si II velocities with the intrinsic B − V colors inferred from the BayeSN statistical model for optical and NIR SN Ia light curves (Mandel et al. 2011) . This comprehensive statistical model analyzes the apparent light curve data, incorporating uncertainties due to peculiar velocities, measurement error, host galaxy reddening and extinction, and the intrinsic population distribution to infer intrinsic colors, luminosities and distances. Regressing the estimates of intrinsic color (in units of mag) inferred from the model, with their uncertainties, against the Si II ejecta velocities (measured in units of km s −1 ) at maximum light, they found a linear slope of −0.013 ± 0.005 mag / 10 3 km s −1 at 2.9σ significance. The physical origin of the heterogeneity of SN Ia ejecta velocities is still somewhat uncertain. Foley & Kasen (2011) offer a simplistic, heuristic physical explanation for the correlation between peak intrinsic B − V color and Si II velocity. Higher ejecta velocity is associated with broader Fe-group absorption lines and thus greater line opacity at wavelengths shorter than ∼ 4300Å, in the B-band. The V -band is less affected by line opacity and thus by higher ejecta velocities. Hence, higher ejecta velocity could be correlated with redder intrinsic B − V colors. Such a trend can be seen in the asymmetric, detonating failed deflagration explosion models of Kasen & Plewa (2007) . Both the Si II ejecta velocity and the B − V color at maximum are functions of viewing angle into the asymmetric explosion, and there is a roughly linear relation between the two (Foley & Kasen 2011) . Maeda et al. (2010) found an association between the early phase velocity gradients, which are correlated with ejecta velocities, and late phase nebular velocity shifts, which probe the inner ejecta of SN Ia. The trend supports the hypothesis that their spectroscopic diversity is caused by the effects of viewing angle in observations of asymmetric explosions (Kasen et al. 2009 ). Maeda et al. (2011) found correlations between the peak B max − V max pseudocolor, controlling for light curve decline rate, and the nebular emission line shift, further supporting a connection between SN Ia color and viewing angle into an asymmetric explosion. Correlations between early phase colors and nebular line shift were also found by Cartier et al. (2011) . However, Blondin et al. (2011a) examined the 2D delayed detonation models of Kasen et al. (2009) and found that a strong correlation between the B − V intrinsic color and ejecta velocity was not a generic feature of these models. A recent study by Wang et al. (2013) found that HV SN Ia tended to occur in brighter regions, closer to the host galaxy center, and within brighter and larger host galaxies as compared to NV SN Ia. They suggest that these differences indicate two distinct populations of SN Ia, possibly associated with different progenitor populations.
Accounting for a significant correlation between intrinsic colors of SN Ia and their ejecta velocities has important consequences for estimating dust extinction for SN Ia. The estimates of extinction and reddening in the host galaxies of SN Ia depend on the statistical properties of the intrinsic colors of SN Ia, as they are determined from the difference between the observed apparent colors and the inferred intrinsic colors. Significant correlations of ejecta velocity with intrinsic colors mean that measurement of the ejecta velocity from the SN Ia spectrum would provide additional information to estimate the intrinsic colors of individual SN Ia more precisely. This in turn would lead to more accurate inferences of the host galaxy dust extinction that should improve luminosity distance estimates. Since this effect is not incorporated into current schemes for SN Ia light curve analysis, it has the potential to improve distance estimates.
Although Wang et al. (2009 Wang et al. ( , 2013 and Foley & Kasen (2011) split the SN Ia into two categories based on their Si II velocities, there is no definitive boundary separating the two since the velocities form a continuous distribution. Since the models of Kasen & Plewa (2007) predict a linear relation between intrinsic color and velocity as a function of viewing angle, it makes sense to construct a statistical model for SN Ia colors with potential linear, or even nonlinear, dependence upon ejecta velocity, treated as a continuous parameter. In this work, we explicitly model the functional dependence of intrinsic color on ejecta velocity by hierarchically modeling the conditional distribution of the observed, apparent optical colors given the measured Si II velocities.
In §2, we construct a new hierarchical Bayesian regression model describing the SN Ia apparent colors and ejecta velocity data as a combination of the mean intrinsic colors-velocity relation, random intrinsic scatter, measurement error, and dust reddening. The marginal likelihood function, the probability model for the distribution of the observed data depending on the parameters of the population, is described in §2.4 and derived in Appendix A. The empirical distribution of ejecta velocities has a long tail towards high velocities. Significant correlations of intrinsic colors with velocity generically imply a non-Gaussian marginal population distribution of intrinsic colors. In §2.3, we demonstrate the capability of our model to capture the resulting non-Gaussian population distributions of the intrinsic SN Ia colors. In §2.6, the global posterior probability of the unknowns, given the observed data, is derived and depicted as a probabilistic graphical model. Our model can be used with various hypotheses about the functional form of the relations between the intrinsic colors and ejecta velocity ( §2.2). We employ the deviance information criterion (DIC; Spiegelhalter et al. 2002) to gauge whether the more complex hypotheses are justified by their improved representation of the data. As it has not been used previously in supernova analyses, we provide a brief introduction to the DIC in Appendix C for the unfamiliar reader.
We implement a new Gibbs sampling algorithm (Markov Chain for Regressing Colors, MCRC, Appendix B) to compute the posterior distribution of the unknown intrinsic colors and dust extinctions for individual SN as well as the population hyperparameters, including those governing the mean relation between intrinsic colors and ejecta velocity. In §3, we validate our method on simulated data generated from non-Gaussian distributions with different underlying intrinsic color-velocity trends to show that the true model is recovered accurately. The simulations also show that DIC effectively discriminates between competing models for the mean intrinsic colorvelocity function.
In §4, we apply this method to the apparent colors from BV RI optical light curves and spectroscopic velocity data for a sample of 79 nearby SN Ia consisting of the compilation of Foley, Sanders, & Kirshner (2011) plus more recent measurements of additional supernovae. Comparing the apparent color distributions between HV and NV groups, we find statistically significant discrepancies in B − V and B − R, but not in other colors. This indicates that the velocity-dependent differences are likely to be caused by intrinsic color differences rather than dust extinction. Applying our new statistical method to model these intrinsic effects, we find significant trends of intrinsic B − V and B − R colors versus Si II velocity. In §4.1, using the DIC to evaluate the model fits, we find that the information criteria significantly favor models with simple non-constant trends over the basic model that assumes a constant Gaussian intrinsic color distribution with no trend with ejecta velocity, while higher order polynomial fits are disfavored. In §4.5, we compute the non-Gaussian shape of the population distribution of intrinsic colors implied by the fitted model relations and the ejecta velocity distribution, and estimate its skewness. In §4.6, we show that our model capturing the intrinsic colors-velocity trend leads to significant velocity-dependent corrections to intrinsic color and dust extinction estimates for individual SN Ia. The accuracy and precision of these estimates are best when using both apparent colors and velocity information. But even with only the apparent color measurements of an individual SN Ia, one can still obtain better inferences by using the population distribution of intrinsic colors implied by the model capturing these trends. This distribution accounts for the skewed probability of intrinsically red events, which is underestimated by the basic Gaussian model that ignores these trends. In §4.7, we demonstrate the significant range of the velocity-dependent corrections to the dust extinction estimates for the full sample. We conclude in §5.
THE STATISTICAL MODEL
We adopt a hierarchical Bayesian, or multi-level modeling, framework to build a structured probability model describing the multiple random effects that produce the observed data. This principled strategy enables us to coherently model and make inferences at both the level of an ensemble or population of objects as well as at the level of individuals from the ensemble (Gelman et al. 2003; Loredo & Hendry 2010; Loredo 2012; Mandel 2012) . The hierarchical Bayesian approach was first applied to SN Ia by Mandel et al. (2009 Mandel et al. ( , 2011 to model optical and the near-infrared light curves, and to improve inferences on host galaxy dust extinction and the precision of distance predictions. March et al. (2011) describe a hierarchical Bayesian model for fitting the SN Ia Hubble diagram using SALT2 parameters ). Other recent astrophysical applications of hierarchical Bayesian modeling are described by Hogg et al. (2010) ; Kelly et al. (2012) ; Shetty et al. (2013) ; Foster et al. (2013) and Brewer & Elliott (2014) .
In this paper, our primary statistical task is that of regression: modeling and estimating the relation between the dependent variables (colors) and independent covariates (velocities) based on observed data. Hierarchical linear regression in which the observables are affected by Gaussian intrinsic scatter around the mean relation and measurement error has been discussed elsewhere (e.g. Kelly 2007; March et al. 2011) . Here, we consider regression of observables that have measurement error and intrinsic scatter about the mean relation, but are also affected by non-Gaussian, asymmetric deviations caused by positive dust reddening.
We build a hierarchical model for the multiple random and uncertain effects underlying the SN Ia data: measurement error, reddening of SN Ia colors due to host galaxy dust, and the variation and correlation of intrinsic SN colors and their dependence upon spectroscopic variables. This statistical model is used to perform coherent probabilistic inference of the populations and individuals underlying the ensemble of SN Ia data. The unknowns we want to estimate are the parameters of individual SN Ia (their intrinsic colors and dust extinctions), and the hyperparameters describing the intrinsic SN Ia population and the extrinsic host galaxy dust distribution.
Inference with the hierarchical model may be thought of as a probabilistic deconvolution of the observed SN data into the multiple, unobserved, latent random effects generating it.
Bayesian models for SN Ia apparent color distributions typically assume that the shape of the intrinsic color distribution is Gaussian Mandel et al. 2009 Mandel et al. , 2011 .
Convolving this with an asymmetric (e.g. exponential) distribution for (positive) dust reddening yields the likelihood function for the apparent color distribution. The intrinsic colors of SN Ia may also be correlated with other observable covariates, e.g. spectroscopic line velocities and equivalent widths (Foley & Kasen 2011; Blondin et al. 2012; Mandel 2011) . However, these covariates have nonGaussian distributions. In particular, the empirical distribution of Si II velocities has a positive skew (long tail) towards higher absolute velocities. In the simple case that the relation between intrinsic colors and velocity is linear, one should expect the shape of the intrinsic color distribution to be similarly skewed, as we demonstrate in §2.3. An incorrect assumption of the Gaussianity of the intrinsic color distribution will then tend to discount (underestimate the probability of) very intrinsically red events at high Si II ejecta velocities, leading to biased estimates of dust extinction, and may reduce the inferred correlation and its estimated statistical significance.
We formulate a statistical model for SN Ia colors and velocities that allows for their non-Gaussianity. It enables the non-Gaussianity in the velocity distribution to be reflected in the implied intrinsic color distribution. We do this by modeling the conditional probability of the colors given the velocity, rather than the joint distribution of colors and velocity. This can be done because the spectroscopic velocities are well measured, so we do not need to assume a model for their distribution. In the simplest non-trivial case, we assume that the mean intrinsic colors are a linear function of velocity ( §2.1), but the model is also easily extended to nonlinear functions of velocity (e.g. polynomial and step functions, §2.2).
Hence, the method can be used with any arbitrary distribution of spectroscopic velocities, and a flexible family of nonlinear relations between intrinsic colors and velocity. The model is general and could be used to estimate correlations between intrinsic colors and any well-measured independent variable using apparent color data.
In the following subsections, we lay out the modeling assumptions relating the apparent color data to the intrinsic colors and dust reddening of individual supernovae, as well as the population models for the dust extinction and the mean trends of intrinsic colors versus ejecta velocity. Together, these assumptions describe the marginal likelihood, or the probability distribution of observed color data of the SN Ia ensemble. The global posterior probability density, derived from the modeling assumptions and Bayes' Theorem, provides a unified measure of the joint uncertainties in the unknowns given the observed data and a clear objective function for the analysis. It quantifies the trade-offs and degeneracies in inference between competing latent effects, for example, the intrinsic color and dust reddening, underlying the data.
Model Assumptions: Linear Intrinsic
Color-Velocity Correlation We have a vector of measurements O s of the n C apparent colors at the time of maximum light, T Bmax (e.g. apparent B − V , B − R, B − I) for each supernova s in a set of s = 1 . . . N SN objects. We also have wellmeasured estimates of their ejecta velocities v s , from the Si II absorption line, so that their error may be ignored. The observed, apparent colors of SN s are the combinations of the intrinsic colors C s , the dust reddening, and measurement error:
We assume that the color measurement error ǫ s is a zeromean Gaussian random variable with known covariance: ǫ s ∼ N (0, W s ). The measurement covariance matrix W s will generically contain non-zero off-diagonal terms encoding the correlations between the color measurements. For example, if the apparent magnitudes in B, V, R, and I (at time of maximum light in B) are estimated independently with the same measurement variance, each pair of resulting colors in the set (B −V, B −R, B −I) will have a 50% correlation in the covariance matrix W s . Our analysis accounts for these correlations to encode the fact that the color measurements are not independent.
(It is important to note that in this work, the intrinsic colors C s are latent variables referring to the part of the total observed colors that is attributed to the SN Ia without any dust reddening or measurement error. In other supernova contexts, c refers to the color parameter in the SALT2 model , which is a proxy for the peak apparent B − V color, inclusive of dust reddening. In those contexts, the "intrinsic color" may refer to the latent "true" apparent color unaffected by measurement error.)
The second term on the right side of Eq. 1 describes the reddening effect of host galaxy dust extinction A V on each color through the assumed reddening law (CCM; Cardelli et al. 1989) : γ(R V ) = (∆α + ∆β/R V ). The coefficients of this reddening law were obtained from Jha et al. (2007) , who examined the effect of dust reddening on SN Ia spectra within each filter. The host galaxy dust extinction A V is assumed to be drawn from an exponential distribution with average τ : A s V ∼ Expon(τ ) ). This has a probability density of P (A V |τ ) = τ −1 exp(A V /τ ) for A V > 0 and zero otherwise, as dust only causes dimming and reddening. Mandel et al. (2011) found that this model describes well the distribution of peak apparent B − V colors of nearby SN Ia up to B − V 1. We model the mean relation µ C (v; θ) between the vector of intrinsic colors C s and the velocity, with some intrinsic scatter about the average trend:
where θ are hyperparameters governing the regression relation. If the mean intrinsic colors are linear functions of velocity, then
and θ = (c 0 , b). This function models the conditional mean of the intrinsic colors given the known covariate v. A characteristic Si II velocity is v 0 = −11, 800 km s −1 . The expected intrinsic colors at v s = v 0 are given by the offsets c 0 , and the slopes of intrinsic colors versus velocity are b. Since the response variables C s are vectorial, this is equivalent to a multiple-outcome linear regression model, with trends for each scalar component. The trends may not be exact, and we expect some intrinsic random scatter about the mean trends that is uncorrelated with ejecta velocity. We assume that the scatter term is Gaussian distributed about the linear trend: ǫ C s ∼ N (0, Σ C ). The residual scatter covariance matrix Σ C allows for the scatter about the linear trend to be correlated between different colors. This covariance matrix is composed of the standard deviations of the residual color scatter σ C and the correlation matrix
For example, for a given Si II velocity, the deviation of the true intrinsic B − V from the mean trend may be correlated with the deviation of the true intrinsic B − R from the line. These residual intrinsic correlations would be captured in the off-diagonal elements of R C .
Generalisations
If the mean intrinsic color-velocity relation µ C (v; θ) in Eq. 2 is linear in the hyperparameters θ, then one can construct a n C × dim(θ) matrix function of the covariate
Then we can write the likelihood function for a set of intrinsic colors as
where N (x| µ, Σ) denotes a multivariate Gaussian probability density for the random vector x with mean µ and covariance Σ. In the linear case of Eq. 3, this matrix is
a horizontal concatenation of the identity matrix of dimension n C , and the identity matrix times the covariate. In this case, θ = (c 0 , b) is a column vector of the hyperparameters (the intercepts and slopes) describing the mean intrinsic color-velocity function. For the linear model, θ contains 2n C scalar parameters. We can easily extend the formalism to non-linear functions of the velocity. But it is computationally convenient to choose such nonlinear functions of velocity that retain a linear dependence on the hyperparameters θ. We need only define the conditional mean function E[C| v] = µ C (v ; θ), the covariate matrix M s , and the hyperparameters θ in a way so that the intrinsic color likelihood can be written in the form of Eq. 4.
Polynomial dependence
If we want to model a nonlinear polynomial dependence of order p of the conditional mean intrinsic colors on the scalar covariate v s , we can write:
The linear case is obtained with p = 1. The p = 0 case assumes that the mean intrinsic color is a constant with respect to ejecta velocity.
2.2.2.
Step Function dependence A step-function dependence of the conditional mean intrinsic colors on the scalar covariate v, with a discontinuous step at v = v 0 , is written as
with θ = (θ HV , θ N V ) denoting the mean intrinsic color in high velocity and normal velocity groups.
Multiple covariates
If we have vectors v s , with m covariates for each supernova s: v i s , i = 1, . . . , m, and we want to model a multi-linear dependence of the intrinsic colors on them, we write
where θ = (c 0 , b 1 , . . . b m ), and v i 0 is some characteristic value for the ith covariate. For example, compiled measurements of velocities and pseudoequivalent widths of Si II and Ca H&K lines. This model could be used to examine the dependence of SN Ia colors on these multiple spectroscopic measurements simultaneously.
Non-Gaussian Population Distributions of
Intrinsic Color Critically, we have not assumed a specific shape for the population distribution of intrinsic colors {C s }, nor for the distribution of velocities {v s }. Rather, the shape of the intrinsic color distribution reflects that of the velocity distribution when there is a significant trend between the two quantities. Specifically, if the intrinsic scatter term were always zero, then for any arbitrary distribution of velocities, P V (v), Eq. 2 implies a distribution for the intrinsic colors that is a scaled and shifted version of P V (v). If the residual intrinsic scatter is significant, then the implied intrinsic color distribution results from a scaled and shift version of P V (v) convolved with a Gaussian distribution with width and shape given by Σ C . In the case where the slopes b are all zero, then the model automatically reverts to the assumption that the intrinsic color distribution is jointly Gaussian with mean c 0 and covariance matrix Σ C .
For fixed hyperparameters of the SN Ia population, θ, Σ C , and a conditional mean function µ C (v; θ), the implied marginal intrinsic color population distribution is given by the integration of the joint distribution P (C s , v s |θ, Σ C ) over the SN Ia ejecta velocity distribution P V (v):
In Figure 1 , we illustrate the implied intrinsic color distribution for a single color (n C = 1). We assume a nonGaussian gamma distribution for the velocity in units of 1000 km s −1 , −(v + 9) ∼ Gamma(a, b), where the shape parameter is a = 4.1 and the scale parameter is b = 0.65, (a Gamma distribution has a probability density func-
. For simplicity we have set measurement errors to zero W = 0. The shape of this velocity distribution is similar to that of the actual sample we will fit. For a constant mean intrinsic color (blue line), the implied intrinsic color distribution is Gaussian. However, for a linear trend with non-zero slope (b = −0.03 mag (10 3 km s −1 ) −1 ) (red line), the implied intrinsic color distribution is non-Gaussian, skewed with a tail towards redder colors.
In Figure 2 , we show the implied intrinsic color distribution implied by the same skewed Gamma distribution, but with a step function for the mean intrinsic colorvelocity relation. The difference between the mean intrinsic color for the high and normal velocity groups is set to θ HV − θ LV = 0.07 mag, with a residual scatter about the mean of σ C = 0.02 mag. The implied marginal distribution of the intrinsic color is then bimodal, the sum of two Gaussians, with the relative heights of the peaks determined by the proportion of SN Ia in the high velocity vs. normal velocity groups.
The Marginal Likelihood
Given the modeling assumptions, the probability distribution of the measured apparent colors O s given the hyperparameters and velocity data can be derived analytically, by integrating over the latent variables for an individual SN, C s , A s V . The resulting marginal likelihood (Appendix A) of the apparent colors for one SN,
, is derived in Eq. A1 for general n C and arbitrary mean intrinsic color functions µ C (v; θ). It simplifies to Eq. A5 in the case of n C = 1 color. The marginal likelihood is the predictive probability density for the observed colors O s of a single SN with a given Si II velocity v s , under a set of hyperparameters. The marginal likelihood for the full sample is the product of N SN individual marginal likelihood functions. This marginal likelihood can be maximised with respect to the hyperparameters (θ, Σ C , τ ) to yield initial estimates. It is also necessary for computing the deviance information criterion used for model comparison (Appendix C). To gain some intuition, we illustrate some salient aspects of the marginal likelihood function graphically.
In Figure 3 , we show the conditional probability density of the apparent B − V color relative to the expected intrinsic color for a given velocity, O − µ C (v; θ). This shows the expected distribution of the apparent color measurements about the mean intrinsic color-velocity relation. For simplicity, we have assumed measurements errors are negligible, W = 0. We show this for a fixed τ /R V = 0.1 mag (e.g. τ = 0.31 mag for R V = 3.1), and several values of σ C . For values of σ C < τ /R V , the asymmetry in the apparent distribution (conditional on a specific velocity) is dominant, with a skewed tail towards redder (positive) color. For values of σ C > τ /R V , the spread in intrinsic color is greater than the effects of positive dust reddening, and the apparent distribution for a given velocity is less asymmetric. Figure 4 shows the two-dimensional conditional probability density for a pair n C = 2 of colors (B − V and V −R). This shows the expected shape of the joint distribution of observed color measurements around the mean intrinsic color-velocity relation. If the average dust reddening is large relative to the intrinsic color scatter, then there is a narrow tail towards redder colors. The tilt of the tail is set by R V (fixed to 3.1 here). If the intrinsic color scatter and dust reddening are comparable in value, then the contours are more rounded and egg-shaped. Figure 5 shows the conditional and joint probability densities of the apparent color (n C = 1) and velocities for a linear trend with an intercept c 0 = −0.1 mag at v = −12, 000 km s −1 and a slope of b = −0.02 mag per 10 3 km s −1 , for an average dust reddening τ /R V = 0.1 mag, and a residual intrinsic scatter of σ C = 0.05 mag (left) and σ C = 0.1 mag (right). We depict the conditional probability density of the apparent color for each value of the velocity, P (O|v) (Eq. A1), as well as the joint probability density P (O, v) = P (O|v)P V (v), assuming a Gamma distribution for P V (v), as in Fig. 1 . For smaller values of the residual intrinsic scatter σ C , the asymmetry in both the conditional and joint distributions is more pronounced. The "blue edge" of the apparent color distribution (depicted here by the region between the 2.5% quantile and the mode), is much narrower than the "red tail" (between the mode and the 97.5% quantile). For larger values of σ C , the difference between the blue edge and the red tail is smaller, as the distributions are less asymmetric about the mode.
Hyperpriors
We generally use non-informative or standard, diffuse hyperpriors on the hyperparameters. We use flat priors on θ, log τ A : P (θ, log τ A ) ∝ 1. For the residual color covariance matrix Σ C , we use a standard inverse Wishart density
with prior degrees of freedom ν 0 = n C + 1 which ensures flat marginal prior densities on the correlation coefficients of the residuals (Barnard et al. 2000) . As covariance matrices are required to be positive semidefinite, this prior density only assigns positive probability on such matrices. The prior scale matrix is chosen as Λ 0 = ǫ 2 0 I nC , where ǫ 0 the expected order of magnitude of the intrinsic color residuals (typically ∼ 0.05 mag). We -Conditional probability density (Eq. A1) of the deviation of pair (n C = 2) of apparent colors from the mean intrinsic colors for a given velocity v. The solid, dashed, and dotted contours enclose approximately 68%, 95%, and 99% of the twodimensional probability. For an average dust extinction of τ = 0.4 mag and σ C = 0.05 mag (for both B − V and V − R), the dust reddening is dominant over the intrinsic color variance, leading to a sharp tail towards redder colors (red contours). For an average dust extinction of τ = 0.3 mag and σ C = 0.1 mag, the effects of intrinsic variance and dust reddening are about equal, so the shape of the contours is more rounded and the dust reddened tail less pronounced (blue contours). The tilt of the dust-reddened tail is set by the value of R V , which is fixed to 3.1 here.
have checked that the inferences are not strongly sensitive to the choice of ǫ 0 over a reasonable range of values. We also find that hyperparameter estimates from the posterior, using these hyperpriors, are consistent with those obtained by maximizing the marginal likelihood, Eq. A1, independently from these hyperpriors (or equiv- -(top) Conditional probability density (Eq. A1) of the apparent color at each value of the velocity for an assumed linear intrinsic color-velocity trend µ C (v) with slope of b = −0.02 mag (10 3 km s −1 ) −1 (blue line) and an average dust reddening of τ /R V = 0.1 mag. The solid red line is the color of the peak of P (O|v) and the dashed red lines are the 2.5% and 97.5% quantiles of P (O|v). This is shown for the residual intrinsic scatter of σ C = 0.05 mag (left) and σ C = 0.1 mag (right). (bottom) The joint probability density P (O, v) = P (O|v)P V (v) assuming a Gamma distribution for the marginal velocity distribution P V (v). The equiprobability density contours approximately enclose 68%, 95% and 99% of the joint probability. For small values of the residual intrinsic scatter σ C , the conditional and joint distribution of the color and velocity is more asymmetric around the apparent mode (solid red line) and the intrinsic mean (solid blue line). Furthermore, "blue edge" of the apparent color distribution is more squashed.
alently, assuming flat priors on all hyperparameters).
Global Posterior Probability Density
The unknown parameters for each individual SN s are C s , A s V , and the hyperparameters of the populations of intrinsic SN colors and dust are θ, Σ C , and τ . The data for SN s are the measured peak apparent colors O s and the spectral line velocity v s . If we have estimates for the population hyperparameters, then the conditional posterior probability of the intrinsic colors and dust extinction for a single SN s, given these estimates and the data, is proportional to the product of observed color likelihood, the population distribution of intrinsic colors given the velocity, and the population distribution of dust extinction:
To jointly estimate the intrinsic colors and dust extinctions of the individual SN Ia in the full sample, together with the population hyperparameters, we use the global posterior probability density. The full posterior probability is proportional to the product of N SN likelihoods s = 1, . . . , N SN Dust Pop V and intrinsic colors Cs) and the unknown hyperparameters of the SN Ia population (θ, Σ C ) and the dust population (τ ). The shaded boxes represent the measured data: the spectroscopic velocity measurement vs and the observed colors Os. The arrows represent links of conditional probability relating the hyperparameters, parameters and the data (green: intrinsic effects; red: dust effects; purple: measurement error).
SN Ia Pop
times the hyperpriors.
This is the objective function from which all probabilistic inferences with the hierarchical model are computed.
In Appendix B, we present a Gibbs sampling algorithm to generate an MCMC chain of samples from this posterior probability density. These chains are then used to compute posterior estimates of all parameters and hyperparameters. The samples are also used to compute the deviance information criteria (DIC), as described in Appendix C, to compare different models for the intrinsic color-velocity function. Our hierarchical Bayesian model can be expressed visually using a probabilistic graphical model known as a directed acyclic graph (DAG). Graphical models were first used to express hierarchical Bayesian inference with SN Ia by Mandel et al. (2009 Mandel et al. ( , 2011 . A DAG for a conceptually similar hierarchical model for stellar colors and dust extinction was recently presented by Foster et al. (2013) . Figure 6 describes how the unknown parameters of individual SN Ia (labelled by index s) and the hyperparameters of the dust and SN Ia populations are related to the measured supernova data.
SIMULATIONS
In this section, we demonstrate and validate our method with simulated data, for which the true hyperparameters are selected and known. We begin by sampling Si II velocities from various non-Gaussian distributions, {v s } ∼ P V (v), and then use a chosen intrinsic color-velocity model, together with an exponential dust distribution and assumed measurement errors to generate observed colors {O s }. Conceptually, we are sampling forward through the graphical model in Figure 6 to generate the data. For each SN s in a sample of N SN objects, n C = 3 colors are observed (B − V, B − R, B − I). For the true residual correlation matrix and the residual variances, we assumed σ C = (0.02, 0.03, 0.03) mag and
0.5 −0.6 0.5 1 −0.6 −0.6 −0.6 1 (13) and constructed the true residual covariance matrix as
For the average extinction of the exponential dust distribution, we assumed A V = τ = 0.3 mag, and R V = 2.5 for a CCM dust law. The measurement error standard deviation for each observed color was assumed to be 0.02 mag, and the measurement covariance matrix W s encoded a 50% measurement error correlation between each pair of colors. These values were chosen to be similar to those we ultimately found from fitting the real data. The size of the simulated samples (N SN = 80) is approximately the size of our real SN Ia sample.
For the simulations, we know the true form of the intrinsic colors-velocity function µ C (v; θ) in the model that generated the data. When applying the method to real data, we will not know which relation to use, indeed the model can be fit for any chosen form. We proceed by fitting a small set of simple functional forms, and then use the DIC (Appendix C) to choose the model that best negotiates the trade-off between model fit and complexity. Differences in DIC greater than 2 represent positive support for the model with the lower numerical value, and differences greater than 6 represent strong support for that model. We test this approach on the simulated data, trying a few models, as if we did not know the true model that generated the data. For each simulation, we run the MCRC sampler (Appendix B) on the simulated {O s , v s } data, assuming these different models for the mean intrinsic colors-velocity function:
1. Gaussian (constant). This assumes there is no mean trend of the intrinsic colors versus ejecta velocity, i.e. the mean intrinsic colors are constant µ C (v) = c 0 . Hence, the marginal intrinsic color distributions are Gaussian.
2. Linear, as in Eq. 3. The mean intrinsic colors are a linear function of the velocity.
3.
Step function, as in Eq. 7, with the division between high and normal ejecta velocities set a priori at v 0 = −11, 800 km s −1 .
4. Quadratic, i.e. a polynomial of order p = 2, as in Eq. 6.
For each model, we sample the global posterior density of all the parameters and hyperparameters conditional on the simulated dataset. We use the MCMC samples to compute the deviance information criterion (Appendix C) using the marginal likelihood (Appendix A) for each model. We use the DIC to choose the model that best negotiates the trade-off between model fit and complexity. With the selected model, we examine the posterior estimates of the hyperparameters. We check the selected model and the estimates against the true model and true hyperparameters originally used to generated the data to validate our method.
3.1. Bimodal ejecta velocity distribution with step function In this simulation, we generated a sample of velocities v from a bivariate Gaussian distribution
truncated to −14, 900 km s −1 > v > −9, 100 km s −1 . This is an equal-weighted mixture of two Gaussians, one centered at µ 1 = −13, 500 km s −1 and one centered at µ 2 = −10, 500 km s −1 , both with standard deviation of σ v = 500 km s −1 . We assumed a step function for the mean intrinsic color-velocity function µ C (v; θ HV , θ NV ) with θ HV = (−0.05, −0.07, −0.40) mag for the mean intrinsic colors for high velocity SN Ia (|v| > 11, 800 km s −1 ), and θ HV = (−0.10, −0.15, −0.45) mag for the normal velocity SN Ia (|v| < 11, 800 km s −1 ). The observed colors were generated by adding random dust reddening and measurement error. The joint distribution of intrinsic colors, observed colors and velocities of the simulated sample is shown in Fig. 7 along with the intrinsic color locus for each color.
We ran the MCRC sampler to estimate the unknown parameters, and to compute the DIC, inputing only the observable data {O s , v s } for the sample of SN Ia, and assuming R V = 2.5. Figure 8 shows trace plots of the Markov chain projected along particular parameters. It shows that the MCRC sampler converges quickly to the posterior distribution. Table 1 shows the information criteria calculations. The models that allow intrinsic-velocity trends are clearly favored and the constant-Gaussian model is strongly disfavored (∆DIC < −7). The model with the lowest value of DIC is the step function model with a difference in DIC (relative to constant) of −16.5. The DIC of this model is also much better than those of the linear model and the more complex quadratic model. Hence, we find the reassuring result that the model with the lowest value of DIC coincides with the true model that generated the data.
Within the step function model, we check that the true values of the hyperparameters τ, θ = (θ HV , θ NV ), and Σ C are recovered within the uncertainties of the posterior. In particular, the mean intrinsic colors θ for each velocity group are recovered. The posterior mean and standard deviations for the mean intrinsic colors wereθ HV = (−0.051 ± 0.009, −0.07 ± 0.01, −0.40 ± 0.02) mag for the high velocity group andθ N V = (−0.104 ± 0.007, −0.15 ± 0.01, −0.46 ± 0.01) mag for the normal velocity group. The estimates of the average dust extinction of the population wasτ = 0.33 ± 0.04 mag. -The simulated joint distribution of intrinsic colors, observed colors and velocities along with the intrinsic color locus for each color. This simulation assumes a bimodal distribution of velocities (a mixture of two Gaussians), with a step function dependence of the mean intrinsic colors on velocities (black solid line) with some intrinsic scatter (black dashed lines). The observed colors (red points) are generated from the true intrinsic colors (blue points) by adding reddening due to dust extinction randomly drawn from an exponential distribution, A V ∼ Expon(τ = 0.3 mag), and by adding random measurement error. Note. -D is the deviance at the posterior mean, D is the posterior mean of the deviance, and pD is the effective number of hyperparameters. See §C for details. a Difference in DIC relative to constant-Gaussian. -The simulated joint distribution of intrinsic colors, observed colors and velocities along with the intrinsic color locus for each color. This assumes a gamma distribution of velocities, and constant mean intrinsic colors independent from velocities (black solid line), with some intrinsic scatter (black dashed lines). The observed colors (red points) are generated from the intrinsic colors (blue points) by adding reddening due to a random dust extinction drawn from an exponential distribution, A V ∼ Expon(τ = 0.3 mag), and by adding random measurement error.
Gamma velocity distribution with Constant-Gaussian Intrinsic Colors Model
In this simulation, we generated a sample of ejecta velocities v from the distribution of v 1000 km s
truncated to −14, 900 km s −1 < v < −9, 100 km s −1 . A Gamma random variable Γ a,b with shape parameter a and scale parameter b has probability density proportional to p(x) ∝ x a−1 exp(−x/b) on the domain x > 0. The chosen parameters of the Gamma distribution are similar to those obtained by fitting the the real ejecta velocity data (Fig. 11) . We assumed the constantGaussian model in which the population of intrinsic colors has a joint Gaussian distribution with zero trend with ejecta velocity. For the mean intrinsic colors, we assumed c 0 = (−0.08, −0.12, −0.43) mag for (B −V, B −R, B −I), respectively.
Using only the simulated data {O s , v s } for the sample of SN Ia, and assuming R V = 2.5, we ran the MCRC sampler for each model to estimate the unknown parameters and compute the information criteria. Table  2 shows the resulting DIC for the various models. The estimate of the deviance (D) decreases with model complexity, indicating that the data appear more likely under the more complex models. However, the DIC penalizes the deviance by the effective number of parameters, a measure of the model complexity. The model with the lowest DIC is the constant-Gaussian, which is the true model that generated the data. The other models that allow for trends with velocity are disfavored with ∆DIC 3 relative to the simplest model. This indicates that the fits achieved with the more complex models are not significantly better compared to the added complexity. We checked that the inferred mean intrinsic colors were consistent with the true values used to generated the data. The posterior means and standard deviations wereĉ 0 = (−0.083 ± 0.006, −0.128 ± 0.009, −0.44 ± 0.01) mag.
Gamma velocity distribution with a linear function
We generated a sample of ejecta velocities from the same distribution, Eq. 15. We assumed a linear form ( §2.1) for the intrinsic-color velocity relation. For the true mean intercepts at v 0 = −11, 800 km s −1 , we assumed c 0 = (−0.08, −0.12, −0.43) mag for each of the intrinsic colors. The assumed true slopes were b = (−0.020, −0.025, −0.020) mag per 1000 km s −1 . The joint distribution of the sample of intrinsic colors, observed colors and velocities is shown in Fig. 10 along with the intrinsic color locus for each color.
Using only the observable data {O s , v s } for the simulated sample of SN Ia, and assuming R V = 2.5, we ran the MCRC sampler to estimate the unknown parameters and compute the information criteria. Table  3 shows the resulting DIC for the various models. The constant-Gaussian model with no intrinsic color-velocity trend has the highest DIC value and is clearly disfavored. The linear model has the lowest DIC value by a large margin, and also has a clearly better DIC than the most complex model (quadratic). Once again, the model with the lowest DIC value coincides with the true model that generated the data.
Within the linear model, we check that the true values of the hyperparameters τ, θ = (c 0 , b), and Σ C are recovered within the uncertainties of the posterior. In particular, the intercepts and slope of intrinsic colors versus velocity b, are recovered. The posterior mean and standard deviations wereb = (−0.020 ± 0.005, −0.025 ± 0.007, −0.022±0.009) mag per 10 3 km s −1 for the slopes, Note. -See §C for details. a Difference in DIC relative to constant-Gaussian.
andĉ 0 = (−0.0078 ± 0.006, −0.115 ± 0.009, = −0.42 ± 0.01) mag for the intercepts. The inferred population average dust extinction wasτ = 0.31 ± 0.04 mag.
APPLICATION TO DATA
We apply our statistical method to a large sample of low redshift (z < 0.06) SN Ia with observed spectra and BV RI light curves. The bulk of our sample was compiled by Foley, Sanders, & Kirshner (2011) . They gathered photometric measurements of nearby SN Ia drawn from the data compilations of Hamuy et al. (1996); Jha et al. (2007) , CfA1-3, (Riess et al. 1999; Jha et al. 2006; Hicken et al. 2009a ) and LOSS (Ganeshalingam et al. 2010) . The spectroscopic measurements were drawn from the dataset from the CfA Supernova Program (Matheson et al. 2008; Blondin et al. 2012) as well as from the literature. presented an emprical model for the velocity evolution of SN Ia that we used to interpolate the spectroscopic measurements from the time of spectroscopic observation to the time of maximum light in B. This method is only accurate for SN Ia with mid-range decline rates between 1 ≤ ∆m 15 (B) < 1.5. Foley & Kasen (2011) found that high-and normalvelocity SN Ia seemed to be subject to different dust reddening laws (parameterized by R V ) only when highly reddened SN Ia were included. Hence, the set retaining objects with low reddening (within the apparent color range B max − V max ≤ 0.32 or (B − V ) max ≤ 0.36), was adequately fit with a single reddening law for both velocity groups (with R V ≈ 2.5). We adopt the 65 SN Ia in these ranges with both BV photometry and Si II velocity measurements, as selected by , with the following modifications and additions.
In contrast to previous studies that investigated only the B−V color dependence on ejecta velocity, we analyze multiple colors from BV RI light curves. Hence, we require measurements in all four filters. This removed two SN Ia (SN 1992ag and SN 1999cc ) from the sample. We added 17 more recent SN Ia with light curves with consistent properties from LOSS (Ganeshalingam et al. 2010 ), CfA4 (Hicken et al. 2012 ) and CSP (Stritzinger et al. 2011) . The Si II spectroscopic measurements for these were presented in or will be presented in a forthcoming paper (R. Foley, 2014) .
We omitted the highest velocity object in the sample, SN 2004dt, with |v| = 15, 928 km s −1 , which has unusual spectroscopic characteristics. Its Si II λ6355 absorption feature likely contains two components at different velocities, and is the SN Ia with the highest measured polarization (Wang et al. 2006; Altavilla et al. 2007; Leonard et al. 2005) . It is a significant outlier in the relation between the late-phase nebular line shift and early-phase Si II velocity or velocity gradient (Maeda et al. 2010; Blondin et al. 2012) . Maeda et al. (2010) note that the late-phase spectrum of SN 2004dt resembles that of the peculiar SN 1991bg, which defines a faint SN Ia subclass (Filippenko et al. 1992; Leibundgut et al. 1993) . Hence, SN 2004dt appears to be spectroscopically distinct from most normal SN Ia, even those in the HV class (Foley, Sanders, & Kirshner 2011) .
The second highest velocity object in this set, SN 2003W, had an Si II eject velocity |v| = 14, 685 km s −1 , and there is a large gap in the velocity data of over 1, 200 km s −1 between that and SN 2004dt. This is by far the largest gap in the velocity dataset. Since there is only one SN at |v| > 14, 700 km s −1 , we expect that it is difficult to robustly infer an intrinsic color locus where the data is so sparse, and we find that higher order polynomial fits for the intrinsic colors-velocity relation are unduly influenced by it. Conservatively, we omit SN 2004dt and restrict our conclusions to the Si II velocity range 9, 300 km s −1 < |v| < 14, 700 km s −1 , that is densely sampled.
For the final sample of 79 SN Ia, we estimated the apparent colors at the date of B maximum from BayeSN fits (Mandel et al. 2011) to their multi-band optical light curve data. These fits account for Milky Way dust extinction as well as redshift-dependent K-corrections between the observer-frame filters and rest-frame BV RI filters, including cross-filter corrections between e.g. observer ri or r ′ i ′ and rest-frame RI. Since these SN Ia are all at roughly the same (and at low) redshifts, we expect that any systematic errors in K-corrections to be minimal.
The empirical distribution of this sample of Si II veloc- ities is shown in Fig. 11 . The maximum-light absolute ejecta velocities |v| range from 9, 377 to 14, 685 km s −1 . The typical velocity measurement error is 250 km s −1 . Since the velocity error is much smaller than the range of velocities, we can neglect it in our regression. We also show the best-fitting Gamma distribution, with maximum likelihood estimates of its shape and scale parameters. The Gamma distribution is an excellent approximation to the non-Gaussian, skewed empirical distribution of velocities, and captures the long tail towards higher velocities. The sample skewness (an estimate of the third-order moment) of the empirical distribution of the absolute Si II velocities is 0.62 ± 0.19, where the uncertainty was estimated using bootstrap resampling. For comparison, a Gaussian distribution has zero skewness, since its tails are symmetric.
In Figure 12 , we illustrate the differences in the distribution of the apparent colors between the high velocity subgroup and the normal velocity subgroup. We perform the two-sample Kolmogorov-Smirnov test to evaluate the statistical significance of discrepancies between the empirical cumulative distribution functions (CDFs) of the apparent colors of each velocity subgroup, treating each color separately. The differences are significant in B − V (p KS = 0.022) and B − R (p KS = 0.001) between these velocity subgroups. The "blue edge" (left tail) of these distributions is redder (more positive) for the high-velocity SN Ia. It is unlikely that the discrepancy at the blue edge is caused by an overall large extrinsic dust reddening of the high-velocity population; it is more plausible that the intrinsic color of the SN is correlated with the ejecta velocity, which is also an intrinsic physical property of the SN. If the mean intrinsic colors of HV and NV objects were the same, and the difference in the blue edges were only caused by dust reddening, then one would need an extra overall dust extinction of A V ≈ 0.2 mag for exclusively for the HV objects to explain the ∼ 0.1 mag offset in the blue edges of the apparent B − R color distributions of the two groups. However, this extra A V ≈ 0.2 mag would also cause a color excess of E(V − I) of ∼ 0.1 mag in the HV objects. The apparent V −I color distributions do not exhibit any relative color excess between NV and HV groups, and in fact they are completely consistent between the two velocity groups. This indicates that the discrepancies in the apparent B − V and B − R color distributions is not caused by extrinsic host galaxy dust, but are intrinsic to the SN Ia. The apparent color distributions in the V −R, V − I, and R − I are not significantly discrepant between the velocity groups. This suggests that the color-velocity effects originate mainly in the SN Ia spectra at B-band wavelengths.
The empirical CDFs of the apparent B − I colors also exhibit a "blue edge" discrepancy between HV and NV velocity groups; however, this difference is not statistically significant under a K-S test, with p KS = 0.205. This may seem surprising, since the NV and HV apparent B − V distributions are discrepant, their apparent V − I distributions are consistent, and (B − I) = (B − V ) + (V − I). However, it may be the case that a larger variance in I masks the impact of velocity effects in B on the B − I colors. A larger sample and/or more sensitive statistical tests may help determine the reality of the discrepancy in apparent B − I distributions between HV and NV groups.
Although splitting the sample into HV and NV groups is convenient to illustrate these color differences, the division between the two is arbitrary, and the ejecta velocity is a continuous parameter and its empirical distribution (Fig. 11) does not strongly suggest distinct velocity groups. Furthermore, analyzing each apparent color separately in this way ignores cross-color information in the data: SN Ia which are redder (more positive) or bluer (more negative) in one color are also likely to be redder or bluer in other colors. We apply our hierarchical regression model to simultaneously model multiple intrinsic colors and their continuous or discontinuous dependences on the continuously distributed ejecta velocity.
We analyze this data set using our statistical model and Gibbs sampler to estimate the unknown parameters and hyperparameters. The inputs to the MCRC code (Appendix B) were the velocities {v s }, the observed, apparent optical colors {O s = (B − V, B − R, B − I)}, and their estimation uncertainties, {W s }. For the dust reddening law we assumed a CCM law (Cardelli et al. 1989) with the coefficients from Jha et al. (2007) . We adopted the value R V = 2.5, as found by Foley & Kasen (2011) . Although changing R V changes the dust extinction estimates and the average dust extinction of the population, the results for the intrinsic properties were not sensitive to this. We fit each model by running the Gibbs sampler for 2 × 10 4 cycles, recording every 10th sample. We used the MCMC samples to compute the DIC (as described in Appendix C) for model comparison between different models.
Model Comparison using DIC
As in the simulations, we fit the data set with the Gaussian, Linear, Step, Quadratic models. Additionally, we fit a model with a Cubic dependence of intrinsic colors versus Si II velocity (i.e. polynomials of order p = 3, c.f. §2.2.1). We examined the deviance information criteria computed from the model fits to the data. The DIC values are compared against the baseline constant Gaussian model that enforces a constant intrinsic color versus velocity. Information criterion differences greater than 2 represent positive support for the model with the lower numerical value, and differences greater than 6 represent strong support. Results are shown in Table 4 . The more complex models have lower deviance (D or D ) values, indicating that the observed data have a higher probability under these models. However, after penalizing by the effective number of parameters, the DIC reaches a minimum and then increases with model complexity. Models with nonzero trends are strongly favored over the constant Gaussian model. The most favored model under DIC is Linear with ∆DIC = −11.5, but it is only marginally better than Step. The DIC increases for Quadratic and Cubic, suggesting that these more complex models are not supported by the current data. In the following sections, we describe the fits for the constant Gaussian model, and our two best models (Linear and Step) under DIC.
Application of Gaussian Intrinsic Color Model
We fit the constant-Gaussian model for the intrinsic color distribution that ignores the Si II velocity information. This model assumes that the joint population distribution of the intrinsic colors is multivariate Gaussian (also implying that the marginal population distribution of each color is univariate Gaussian). The mean function µ C (v; θ) = c 0 assumes no trend with velocity v. The result of this fit is depicted in Fig. 13 . From the posterior density, we estimate the hyperparamters governing the SN and dust population distributions. The population mean extinction was found to beτ = 0.35 ± 0.04 mag. The posterior estimates of the population mean intrinsic colors and standard deviations are given in Table 5 .
By comparing the apparent color measurements (red dots) with the inferred intrinsic color distribution (black lines), one can see that for B − V and B − R, at normal absolute velocities |v| < 11, 800 km s −1 , there are SN with peak apparent colors both below and above the inferred mean intrinsic value. However, at high absolute velocities |v| > 11, 800 km s −1 , there are only SN with peak apparent colors at or redder than the inferred mean intrinsic value. Similarly, at low absolute velocities, there are more SN with inferred intrinsic B − V and B − R colors (blue) less than the population mean (black solid line), while at high absolute velocities, there are more with intrinsic colors greater than the population mean. These are clues that a model with an intrinsic color-velocity trend would describe the data better.
Application of Linear Model
We fit the Linear model of §2.1 assuming R V = 2.5. The data and posterior inferred intrinsic colors and color loci are shown in Fig. 14. Posterior estimates of the hyperparameters are summarized in Table 6 . The pos- terior estimate of the population average dust extinction wasτ = 0.35 ± 0.04 mag. The marginal posterior densities of the slopes in each color are shown in the top row of Fig. 15 as histograms of the MCMC samples. The slopes are generally negative, so that SN Ia with more negative velocities (and higher absolute velocities) tend to be intrinsically redder (positive color). For each slope, we show the posterior mean and standard deviation, as well as the tail probability that the slope is greater than zero. The most significant results are that the slopes of intrinsic color versus velocity areb = −0.021 ± 0.006 for B − V , andb = −0.030 ± 0.009 mag per 10 3 km s −1 for B − R. The B − I slope is not significantly different from zero, and its posterior variance is the largest of the three colors. A larger data set may help determine if there is a real velocity effect in B − I.
To test the sensitivity to the dust reddening law, we alternately fitted the data assuming R V = 1.7. The posterior results for the intrinsic color locus versus velocity were not substantially changed. The estimate of the average dust extinction changed toτ = 0.25 ± 0.03. We also fitted the data using other color combinations, specifically, (B − V, V − R, V − I) and (B − V, V − R, R − I), to Note.
-The mean intrinsic color at v0 = −11, 800 km s −1 is c0 in units of mag. The slope is b in units of mag per 10 3 km s −1 . The residual intrinsic color scatter is σC. Numbers are the posterior means and standard deviations of each parameter, except for the tail probability p tail = P (b > 0).
examine possible velocity trends with other colors. We did not find slopes significantly different from zero for V −R, V −I or R−I with either R V = 1.7 nor R V = 2.5.
Application of Step Function Model
Next we fit the Step model of §2.2.2 to the data, assuming R V = 2.5 and a break at v 0 = −11, 800 km s −1 , between the NV and HV groups. The data and posterior estimates of intrinsic colors and color loci are shown in Fig. 16 . The posterior estimate of the population average dust extinction wasτ = 0.33 ± 0.04 mag, which is unchanged from the linear model. The estimates of the hyperparameters are summarized in Table 7 . The marginal posterior densities of the mean intrinsic color offsets between the HV and NV SN Ia, ∆θ = θ HV − θ N V are shown in the bottom row of Fig. 15 . The most significant results are that the mean intrinsic color differences between the two velocity groups are ∆θ = 0.06 ± 0.02 mag for B − V and 0.09 ± 0.02 mag for B − R, such that the intrinsic colors of the HV group are redder (more positive). The intrinsic color difference in B − I is intriguing but of lower significance. The posterior variance of ∆θ is the largest in B − I, so more data may help determine the reality of the velocity effect in this color.
The inferred values of the mean intrinsic colors at normal velocities θ N V in Table 7 are bluer (more negative) than mean intrinsic colors c 0 found by fitting the Gaussian model ( §4.2) at all velocities. The inferred values of θ HV are redder (more positive) than the mean intrinsic colors in the Gaussian model. However, the θ N V under the Step model are much closer to the c 0 under the Gaussian model. This is because the majority of SN are in the NV group, and hence the estimation of the global mean intrinsic colors c 0 is weighted more towards the intrinsic colors of the NV SN Ia. This means that, relative to the Step model, the global mean intrinsic colors c 0 of the Gaussian model will tend to underestimate the intrinsic colors (too blue) for HV objects much more than they overestimate the intrinsic colors (too red) for NV objects.
In Fig. 16 , one can see that in just the NV group, there appears to be more SN with inferred intrinsic B−V and B − R colors below the NV mean at low velocities, and more SN with intrinsic colors greater than the NV mean at moderate velocities. This is suggestive of a trend within just the NV velocity group.
We also fitted the data using other color combinations, specifically, (B−V, V −R, V −I) and (B−V, V −R, R−I), to examine possible velocity trends with other colors. For V − R, we find a small mean intrinsic color difference of 0.03 ± 0.01 between the high and normal velocity groups. The mean intrinsic color differences in V − I and R − I were consistent with zero. Note. -The mean intrinsic color of normal velocity SN Ia is θNV. The mean intrinsic color of high velocity SN Ia is θHV. The intrinsic color offset is ∆θ ≡ θHV − θNV. The residual intrinsic color scatter is σC . Numbers are the posterior means and standard deviations of each parameter in units of magnitude, except for the tail probability p tail = P (∆θ < 0).
Implied Population Distributions of Intrinsic
Colors If it is assumed that there is no trend with ejecta velocity, then the intrinsic color distribution implied by the fitted model is Gaussian by default and is simply described by the estimated hyperparameters, the population means c 0 and standard deviations σ C , as given in Table 5 . For example, in B − V , the implied intrinsic color distribution is a Gaussian with a mean color of 0.09 mag and a standard deviation of 0.03 mag. In B − R, the population mean intrinsic color is −0.12 mag and the population standard deviation is 0.04 mag.
However, we have found statistically significant nonzero trends of SN Ia intrinsic colors with ejecta velocity, particularly for B − V and B − R. As illustrated in Figures 1 and 2 , the non-Gaussian Si II velocity distribution (Fig. 11) , with a long tail towards higher absolute velocities, together with a significant non-constant mean intrinsic color-velocity relation will generically imply a non-Gaussian marginal intrinsic color distribution. With the posterior estimates of the hyperparameters θ, Σ C governing the intrinsic color-velocity relation, we can compute the implied marginal intrinsic color distribution using Eq. 9 to marginalize over the empirical distribution of the ejecta velocities, shown in Fig. 11 . This is easily accomplished by Monte Carlo sampling: sample a random velocity v i from the empirical velocity distribution, and generate a random set of intrinsic colors
, using the posterior mean estimates of the hyperparameters θ, Σ C . In this way, we generate a large number of samples {C i } from the intrinsic color population distribution P (C| θ, Σ C ) in Eq. 9. We then use kernel density estimation on the samples to compute the probability densities shown in Figs. 17 and 18. For the linear model, the implied intrinsic distributions, both joint and marginal, for B − V and B − R are shown in Fig.  17 . The (mean, mode, standard deviation) for each marginal distribution are (−0.082, −0.090, 0.031) mag for B − V and (−0.12, −0.126, 0.047) mag for B − R.
The nonGaussianity of the velocity distribution, together with the linear intrinsic color-velocity relation, give rise to a longer tail at redder (positive) values of each color. Whereas a Gaussian distribution is symmetric and has zero skewness, the B − V and B − R intrinsic distri-butions have skewnesses of 0.29 and 0.26, respectively. The skewness of the implied intrinsic color distribution is a function of the hyperparameters s = s(θ, Σ C ). We can compute the posterior distribution of the skewness, P (s(θ, Σ C )|{O s , v s }) by using the MCMC samples of the hyperparameters, θ i , Σ i C as draws from the posterior distribution P (θ, Σ C |{O s , v s }). Using 1000 random samples from the MCMC chains, we compute the posterior probability of positive skewness, P (s > 0) = (0.988, 0.998, 0.811) for B − V , B − R, and B − I, respectively.
Under the linear model, the marginal intrinsic color populations distributions have no simple analytic form and we have computed them numerically. But we can approximate each marginal pdf by fitting a split-Gaussian distribution,
to our Monte Carlo samples {C i } ∼ P (C| θ, Σ C ). In this asymmetric model distribution, the mode isμ, and the widths of the half-Gaussians to the left and right of the mode are σ − and σ + , respectively. A Gaussian probability density in x with mean µ and variance σ 2 is denoted by N (x| µ, σ 2 ). The split-Gaussian is a convenient approximation, as its parameters are easily interpretable, and it is simple to simulate random draws from it. For B − V , we find that the best-fitting splitGaussian approximation has parametersμ = −0.0916 mag, σ − = 0.0247 mag, and σ + = 0.0369 mag. For B − R, we findμ = −0.1323 mag, σ − = 0.0387 mag, and σ + = 0.0546 mag. These approximations accurately capture the skewness of the marginal intrinsic distributions computed via Eq. 9. These analytic approximations are shown as the red curves in Fig. 17 , and may be useful for simulating these intrinsic color distributions.
We repeat these calculations for the step function model. The implied joint and marginal B − V and B − R intrinsic color distributions under the posterior mean estimates of θ, Σ C are shown in Fig. 18 . The (mean, mode, standard deviation) for each marginal distribution are (−0.077, −0.101, 0.036) mag for B − V and (−0.113, −0.149, 0.055) mag for B − R. The marginal intrinsic color distributions have skewnesses of 0.22 and 0.21 for B − V and B − R, respectively. Using 1000 random samples from the chains, we find the posterior probabilities of positive skewness P (s > 0) = (0.996, 0.998, 0.939) for B − V , B − R, and B − I, respectively.
In the case that the intrinsic colors-velocity relation is a step function, the marginal implied intrinsic color population distributions have a simple analytic form as the mixture of two Gaussians:
where the parameter estimates (θ NV ,θ HV ,σ C ) are given in Table 7 , andπ NV is the fraction of SN Ia that have normal velocities |v| < 11, 800 km s −1 . For this sample, π NV = 0.595. With both linear and step function models, the implied intrinsic distributions of B − V and B − R have skewnesses of about 0.2 to 0.3 that are statistically significant. This numerically captures the non-Gaussianity implied in the intrinsic colors by the skewed velocity distribution and the fitted intrinsic color-velocity relations. Relative to both of these models, the fitted constantGaussian model with zero skewness underestimates the probability of intrinsically red, high velocity objects. It also slightly underestimates the width (standard deviation) of the intrinsic color distributions, but not significantly so.
Effect on Estimation of Intrinsic Colors and Host
Galaxy Dust Extinction of Individual SN Ia In this section, we illustrate the effect of the intrinsic color-velocity trend and the use of velocity measurements to improve estimates of intrinsic colors and extinction to individual SN Ia. Using the SN Ia with color and velocity measurements as a training set, we have trained statistical models that capture the intrinsic colors-velocity relations by estimating their population hyperparameters. For a new SN with apparent color and velocity measurements, we can use the trained model to infer its velocitydependent intrinsic colors and thus the dust reddening. For a new SN with just apparent color measurements and no velocity data, the population color-velocity information is still useful. We can still use the trained model's non-Gaussian implied intrinsic colors distribution ( §4.5) to obtain a skewed posterior probability for its extinction that marginalizes over the unknown ejecta velocity. Step Model: Implied Population Distribution of Intrinsic Colors Probability Density Skewness = 0.22
Fig. 18.-The intrinsic color population distributions implied by the fitted
Step function model. These are computed using Eq. 9 and the empirical distribution of the ejecta velocities ( For each model M (e.g. constant Gaussian, Linear, Step), we obtain estimates of the hyperparameters of the dust population (τ ) and the intrinsic color population (θ,Σ C ) within that model by training on the full data set of colors and velocity measurements. We calculate the posterior mean estimates of these hyperparameters using the MCMC samples from the global posterior, Eq. 12. Using these estimates, we can estimate the intrinsic colors and dust extinction for any new supernova s with measured colors and velocity by computing the posterior P (C s , A s V |θ,Σ C ,τ ; O s , v s , M) using Eq. 11
5 . If the specific velocity v s of the individual SN is unobserved, then we marginalize over the the unknown velocity using the empirical distribution of velocities P V (v) (Fig. 11) to get the posterior of C s , A s V using only the apparent color measurements:
In Figure 19 , we demonstrate these inferences with a particular object, SN 2002cs, with a high velocity v = −14, 030 km s −1 and moderate reddening. Using the hyperparameters learned from the training set with the constant Gaussian model, we computed
. This is the same as what one would obtain by also conditioning on the velocity measurement, since the mean intrinsic colors are independent of velocity in this model, so the specific velocity of the SN is ignored. The posterior estimates of the peak intrinsic B − V color and the host galaxy dust extinction A V of this SN are shown in blue. Since this model does not account for the intrinsic colors-velocity trend, the inferred intrinsic colors are too blue (negative) and the inferred A V is overestimated for this SN. For a normal velocity SN, the estimate of the intrinsic colors will tend to be too red (positive).
Next, we used the the trained Linear model and computed Eq. 18, conditioning on the specific apparent color measurements, but not the velocity measurement of this SN. This result is shown in black. In this case, the relevant intrinsic color population distribution is that shown in Fig. 17 , obtained by integrating over the population distribution of ejecta velocities. Because the linear model incorporates the population intrinsic colorsvelocity trend, the integration over the population distribution of velocities results in a broad posterior probability for (C s , A s V ), given the apparent color measurement. The posterior density of the specific intrinsic B − V color of the SN is skewed towards redder (positive) values, to account for the chance that the SN has a high velocity. The constantGaussian model does not incorporate a trend of intrinsic colors versus ejecta velocity, and tends to underestimate the intrinsic color and overestimate the host galaxy dust extinction A V for this high-velocity SN. (black) The trained Linear model incorporates a trend between intrinsic colors and versus ejecta velocity. Conditioning only on the SN apparent colors Os and marginalizing over its unknown specific velocity, the posterior probability density of the intrinsic color and dust extinction is broad and skewed towards redder (more positive) intrinsic color and lower dust extinction, to account for population velocity distribution. (red) Conditioning on both the measured ejecta velocity vs and the apparent colors Os for this SN, using the trained Linear model, the posterior density focuses on a solution with a red (more positive) intrinsic B − V color and a lower extinction A V . The measurement of the ejecta velocity adds valuable information that increases the precision of the intrinsic color and dust estimate when used with the trained Linear model, and corrects the error that would be incurred from using the constant-Gaussian model that ignores the intrinsic colorvelocity trends.
Consequently, the posterior density of the dust extinction A V of the SN is skewed towards lower values. The joint posterior of intrinsic color and dust extinction exhibits an expected anti-correlation, reflecting the trade-off between the two effects. Under the assumption that the Linear model is true, these posterior estimates of dust extinction and intrinsic color, given the specific apparent colors but without the specific velocity measurement, will be correct on the average, with respect to the population velocity distribution. However, this requires that the specific velocity of the new SN can be considered a random draw from the same population velocity distribution of the training set. Relative to these estimates, the constant-Gaussian estimates are biased to bluer (more negative) intrinsic colors and more dust extinction.
Next, we used the Linear model and conditioned on both the specific apparent colors and ejecta velocity of this SN. We calculated
The impact of the velocity information is to make the posterior probability of (C s , A s V ) more sharply peaked upon values of the intrinsic color redder (more positive) than those of the overall population. This is accounting for the intrinsic color-velocity trend captured by the Linear model, in combination with the actual velocity measurement for this SN. Furthermore, the dust extinction A V estimate is consequently smaller and more precise. Within the Linear model, the use of both apparent color and velocity measurements for this SN improves the precision (inverse variance) of the intrinsic B − V color estimate by a factor of 2.4 and improves the precision of the A V estimate by a factor of 1.7, compared to using apparent colors alone (black). The accuracies are also improved by using the velocity information to adjust the estimate of the intrinsic colors and, thus, the dust extinction. Relative to these estimates, the Gaussian model incurs an error of −0.06 mag (too blue) in estimating the intrinsic B − V color, and an error of +0.11 mag in the A V extinction estimate. Hence, ignoring the velocity information, both of the population and the specific SN, results in a velocity-dependent systematic error in dust and intrinsic color estimates.
In Figure 20 we show the same calculations with the same SN, but using the Step model. The posterior probability of (C s , A s V ) for this SN under the constant-Gaussian model is shown in blue. The estimate of intrinsic color is too blue (negative), and the dust extinction A V is too large. In black, we show
Step), using the trained Step model and the apparent color measurements, but not the specific velocity, of this SN. In the case that the specific velocity unknown, the relevant implied intrinsic color population distribution is the bimodal distribution shown in Fig. 18 . This is reflected in the posterior density for the individual supernova parameters (C s , A s V ). The posterior probability of the intrinsic colors and dust extinction of this SN is spread over two modes, corresponding to the possibilities that the unknown specific velocity is high or normal. If the Step model is true, these posterior estimates, given the apparent colors but no velocity measurement, will be correct on the average with respect to the population velocity distribution. Step model incorporates a trend between intrinsic colors and versus ejecta velocity. Conditioning only on the SN apparent colors Os and marginalizing over its unknown specific velocity, the posterior probability density of the intrinsic color and dust extinction is broad and double peaked, to account for the possibilities that the SN is of low ejecta velocity and intrinsically red with low extinction or high ejecta velocity, and intrinsically blue with a large dust extinction. (red) Conditioning on both the measured ejecta velocity vs and the apparent colors Os for this SN, using the trained Step model, the posterior density focuses on a solution with a red (more positive) intrinsic B − V color and a lower extinction A V . The measurement of the ejecta velocity adds valuable information that increases the precision of the intrinsic color and dust estimate within the Step model, and corrects the error that would be incurred from using the constant-Gaussian model that is ignorant about intrinsic color-velocity trends.
Relative to this posterior, the estimates obtained with the constant-Gaussian model are again biased to bluer (more negative) intrinsic colors and more dust extinction.
The posterior density conditioning on both the apparent colors and the velocity measurement,
Step) is shown in red. The velocity information improves the accuracy of the inferences by concentrating the posterior probability on the redder intrinsic color/lower dust extinction solution. Within the Step model, the use of both apparent color and velocity measurements for this SN improves the precision (inverse variance) of the intrinsic B − V color by a factor of 3.2 and improves the precision of the A V estimate by a factor of 2.6, compared to using apparent colors alone. Relative to these estimates, the constant-Gaussian model incurs a velocity-dependent systematic error of −0.05 mag (too blue) in estimating the intrinsic B − V color, and an error of +0.12 mag in the A V extinction estimate.
Impact on Dust Extinction Estimates
We find statistically significant non-constant trends of intrinsic color versus Si II ejecta velocity. Hence, a model accounting for the color-velocity effect changes the esti- mate of host galaxy dust extinction, relative to a model that assumes zero trend. We examine and quantify this these corrections to the extinction by comparing the A V estimates from the linear and step models to those of the constant Gaussian model for the 79 SN Ia in the data set. The A V estimates are obtained from the global posterior density, Eq. 12, as part of the Gibbs sampling routine (Appendix B).
In Figure 21 , we compare the extinction estimates obtained from the linear model ( §4.3) to those from the Gaussian model ( §4.2). For each model, we compute the posterior marginal mode of P (A s V |{O s , v s }, Model) for each SN s, and we show differences ∆A s V in the modes between Gaussian and Linear. At high absolute velocities, |v| > 11, 800 km s −1 , the extinction estimate under Linear is a smaller positive number than under Gaussian, because the intrinsic colors at high ejecta velocity are inferred to be redder under the the Linear model. The ∆A s V estimates quantify the systematic error in the extinction estimate incurred by ignoring velocity information. While most of the ∆A V estimates clusters around zero, at high ejecta velocities the extinction correction is as negative as ∆A V ≈ −0.11 mag, while at low ejecta velocities it is as positive as ∆A V ≈ 0.06 mag. The (mean, median) ∆A V of the sample are (−0.013, −0.006) mag.
In Figure 22 , we show the change in the extinction estimates, ∆A V , from switching from the Gaussian intrinsic color model to the Step model. Because the step function model infers a redder mean intrinsic color for high velocity events, the extinction estimates for high velocity events are shifted to smaller positive numbers. The mean intrinsic color for normal velocity events (|v| < 11, 800 km s −1 ), however, is bluer than the global mean intrinsic color using Gaussian model, so the ex- The extinction A V estimates within each model are sensitive to the assumed value of R V controlling the dust reddening law. Regardless of the model (Gaussian, Linear, or Step), the average A V extinction was found to beτ = (0.25 ± 03, 0.35 ± 0.04, 0.40 ± 0.05) mag for R V = (1.7, 2.5, 3.1), respectively. Hence, a typical extinction value will increase by a factor ≈ 1.14 going from R V = 2.5 to R V = 3.1, or decrease by a factor of ≈ 0.71 going from R V = 2.5 to R V = 1.7. These factors are not exactly equal to the ratios of the assumed R V values because SN Ia spectra differ from stellar spectra and the dust extinction A V estimates rely not just on B − V colors but also use information from B − R and B − I colors.
CONCLUSION
We have constructed a hierarchical Bayesian model to estimate the relation between the peak intrinsic colors of SN Ia and their ejecta velocities measured from Si II spectral lines. We model the distribution of the observed apparent colors, conditional on the velocity measurement, as a probabilistic combination of the intrinsic color locus, a dust reddening distribution and measurement error scatter. The hyperparameters of the underlying distributions are determined from the posterior density conditional on all the SN Ia data. Bayesian inference with the hierarchical model can be thought of as a probabilistic deconvolution of the data into the different sources of randomness generating it. We developed and imple-mented a Gibbs sampling code (Appendix B) to generate MCMC samples from the global posterior density of the unknowns conditional on the data. The deviance information criterion (DIC) (Appendix C) is computed to evaluate the relative fits of models with different levels of complexity. We have used this model to analyze a dataset of 79 nearby SN Ia with BV RI light curves and Si II spectroscopic ejecta velocity measurements.
The empirical distribution of Si II ejecta velocities (Fig.  11) is well described by a gamma distribution with a long tail towards high absolute velocities, and a skewness of 0.6 ± 0.2. A simple analysis of the distributions of apparent B − V and B − R colors of SN Ia in the HV and NV groups (Fig. 12 ) reveals significant differences in the "blue edge" (left tail) of each distribution, where one would expect objects with the least dust reddening. However, no similar significant differences are found in other colors, as one would expect if the effects were due to host galaxy dust (i.e. overall more host galaxy dust reddening for high velocity objects), since dust reddening affects all colors simultaneously. This strongly suggests that the velocity-dependence of the apparent color distribution in B − R and B − V is due to spectroscopic physics intrinsic to the supernova explosion, rather than to extrinsic host galaxy dust. We applied our hierarchical regression method to directly model the relations between intrinsic colors and velocity, treated as a continuous variable, and estimate their parameters and uncertainties using the apparent color and velocity data.
We confirm previously published findings with our new method, using only the apparent color and velocity data, and a larger number of SN. Foley & Kasen (2011) , analyzing the sample of Wang et al. (2009) , found that the B max −V max pseudocolors of high-velocity SN Ia were offset by ∼ 0.06 mag to the red of those of normal velocity SN Ia. analyzed the scatter around the mean relation between SN Ia absolute magnitudes, controlling for light curve shape, versus B max − V max pseudocolors. Fitting the residuals, which they interpret as due to variations of the intrinsic colors, versus velocities, they estimated a linear relation with slope of −0.033 mag (10 3 km s −1 ) −1 . Blondin et al. (2012) regressed the intrinsic B − V colors, inferred from fitting the apparent light curves with BayeSN (Mandel et al. 2011) , against velocity measurements. They estimated a linear slope of −0.013±0.005 mag (10 3 km s −1 ) −1 , and a mean intrinsic B − V color difference between high-and normal-velocity groups of 0.030 ± 0.013 mag.
In this work, by jointly modeling the peak colors in BV RI versus velocity, we find a B − V mean intrinsic offset of 0.06 ± 0.02 mag between the high velocity and normal velocity SN Ia in B − V using a stepfunction model. With a linear model, we estimate the slope to be −0.021 ± 0.006 mag (10 3 km s −1 ) −1 . While the mean intrinsic color difference is closer to that found by , the slope under a linear fit is closer to that of Blondin et al. (2012) . For the first time, the velocity effect on intrinsic B − R colors is examined, and we find that it is more pronounced than in B − V . The mean intrinsic color of the high velocity group is 0.09 ± 0.02 mag redder than that of the normal velocity SN Ia. The slope under a linear model is −0.030 ± 0.009 mag (10 3 km s −1 ) −1 . The effects in B − I are intriguing but less statistically significant; further data will help determine the reality of a intrinsic B − I color vs. velocity relation. The intrinsic color-velocity effects in longer wavelength colors, i.e. V − R, V − I, and R − I are not significant. These results are broadly consistent with the heuristic physical explanation for the effect described by Foley & Kasen (2011) . The higher ejecta velocities correlate with broader absorption lines. In the B-band, the line opacity is important, so this has the effect of reducing the flux in B. In the V -band, electron scattering is more important, so the effect is minimal. Therefore one would expect redder intrinsic B − V colors with higher ejecta velocities. This is seen in the asymmetric, detonating failed deflagration explosion models of Kasen & Plewa (2007) . The same reasoning would explain the strong effect in B − R colors, and lack of a clear effect in V − R, V − I, and R − I, colors, as electron scattering generally dominates at wavelengths longer than ∼ 4300Å. However, Blondin et al. (2011a) found that a strong correlation between the B − V intrinsic color and ejecta velocity was not a generic feature of the 2D delayed detonation models of Kasen et al. (2009) . Hence, the reality of these effects in the observed data place important constraints on theoretical explosion mechanisms. Thus, we urge supernova theorists to present the intrinsic color-velocity trends predicted by their explosion models.
Using the measurement of the ejecta velocity increases the precision and accuracy of the dust extinction and intrinsic colors estimates for an individual event, particularly for high ejecta velocity events, as we demonstrated in §4.6. However, there is useful information about the velocity-color relations captured in the implied intrinsic color population distribution even when applied to inference for a SN without a velocity measurement. In §4.5, for the first time, we have modeled the non-Gaussianity of the population distribution of colors intrinsic to the SN Ia by marginalizing over the ejecta velocity distribution, using the training set of SN Ia with both color and velocity data. In particular, regardless of the choice of step or linear model, we estimated a skewness of +0.2 to +0.3 towards redder colors. This skewness in the implied intrinsic colors distribution also alters the probability distribution of the inferred extinction for a particular SN Ia with no ejecta velocity measurement. Specifically, as redder intrinsic colors are more likely due to the long positive tail, this will make the probabilities of extinction to particular SN Ia have a skewed tail towards lower values (less dust), to account for the chance that the SN Ia has a high ejecta velocity. The implied intrinsic color distribution leads to dust and color inferences that are correct on the average with respect to the population's ejecta velocity distribution. However, the cost of not using the specific velocity measurement of a SN Ia is lower precision in the dust and color estimates. In the absence of a specific velocity measurement for a SN, the skewed implied intrinsic color distribution should be used instead of the constant-Gaussian model, which ignores the population velocity-color relation and underestimates the probability of intrinsically red, high velocity events, leading to inferences that tend to be biased toward bluer intrinsic colors and higher dust extinction. The applicability of the intrinsic colors-velocity trends we find and the marginal intrinsic color distributions they imply to other SN Ia depends upon the assumption that they belongs to the same effective population of events used in the training set. This caveat is important to consider when comparing SN Ia samples from different surveys.
The presence of a significant intrinsic color-velocity relation impacts the estimate of host galaxy dust reddening and extinction using color information. As the intrinsic color of SN depends on the ejecta velocity, the amount of dust inferred from the difference between the apparent colors and intrinsic colors will also depend on the ejecta velocity ( §4.7). Relative to the Gaussian intrinsic color model with no velocity-color trend, the velocitydependent correction in A V could be as large as −0.12 mag at high velocities and +0.06 mag at low velocities. Hence, by ignoring velocity information one will incur errors in host galaxy extinction estimates that will propagate to errors in the distance modulus. The particular impact on distance estimates will depend on the method used to infer the distance, how it models SN Ia color, and what other information or wavelengths are used. We would expect these errors to be largest for methods that depend solely on optical light curves to derive extinction and distance estimates; methods that take advantage of properties of near-infrared light curves may be less susceptible to these errors, as dust extinction is a much smaller factor in those wavelengths. These errors will be incurred in a systematic direction depending on the ejecta velocity. This would lead to systematic errors in cosmological inference if, for example, the observed distribution of ejecta velocities changes with redshift. find that the low-z and high-z SN Ia samples have similar Si II velocity distributions; however, this should be monitored for future surveys.
In this paper, we have focused on modeling the apparent color and ejecta velocity data, inferring the intrinsic colors-velocity trends for multiple optical colors simultaneously, and assessing their significance and impact on dust extinction estimates. By focusing on the velocity effects on colors, our analysis is insensitive to errors in distance or luminosity. Properly assessing the impact of these effects on distance estimates will require embedding these effects in a statistical model incorporating SN Ia magnitudes, colors, ejecta velocities, and distance moduli. This will be the subject of future research. The initial analyses of Foley & Kasen (2011) assessed this effect by simply splitting a nearby sample into HV and NV groups, and accounting for a relative intrinsic color difference between the two. This led to promising, significant improvements in the Hubble diagram scatter (from 0.19 mag to 0.13 mag) for that sample. Hence, a more sophisticated analysis that treats the ejecta velocity as a continuous parameter with a skewed population distribution, and incorporates its effects on the inference of intrinsic colors and host galaxy dust extinction, SN Ia magnitudes and distances, will have the potential to improve the accuracy and precision of SN Ia distances. Our statistical modeling of intrinsic colors, dust and ejecta velocities in this work is a first step towards that goal.
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APPENDIX

A. MATHEMATICAL FORMULAE FOR THE MARGINAL LIKELIHOOD
Given the modeling assumptions ( §2), the probability of the n C measured apparent colors O s of one SN, given its measured ejecta velocity v s and the population hyperparameters, can be derived analytically, by integrating over the latent variables C s , A s V . The resulting marginal likelihood for one SN s is:
where N (x| µ, Σ) is a placeholder for |2πΣ|
dx N (x|0, 1) is the cumulative distribution function for the unit Gaussian density, and we define
The coefficients γ(R V ) = (∆α + ∆β/R V ) model the effect of dust reddening, e.g. for B − V , γ = R −1
V . The marginal likelihood is the predictive probability density for the observed colors O s of a single SN with a given Si II velocity v s , under a set of hyperparameters. The marginal likelihood for the full sample is the product of N SN individual marginall likelihood functions. This marginal likelihood can be maximised with respect to the hyperparameters (θ, Σ C , τ ) to yield initial estimates. It is also used to compute the deviance information criterion used for model comparison (Appendix C) .
If the population hyperparameters are known or estimated, then the posterior density of the extinction for an individual SN s has the simple form of a truncated Gaussian:
where H(x) is a Heaviside step function. In the case of n C = 1 color, the shape of the likelihood function depends critically on the relative values of τ E ≡ γτ (i.e. the average color excess due to dust) and σ 
where Φ(x) is the cumulative distribution function for the unit Gaussian. If the hyperparameters are known or estimated, the posterior of the color excess due to dust E s = A s V γ for SN s is simply
Jha, Riess, & Kirshner (2007) modeled the SN Ia apparent color distribution at +35 days after maximum light as the combination of a Gaussian distribution of intrinsic colors and an exponential distribution of dust reddening. In our new framework, that model corresponds to the special case of n C = 1 and constant mean intrinsic colors, µ C (v s ; θ) = c 0 , with intrinsic color scatter σ C . However, we have also explicitly included measurement error w s in our model, and derived the analytic form of the marginal likelihood, Eq, A5.
B. SAMPLING THE POSTERIOR: MARKOV CHAIN FOR REGRESSING COLORS
In this section we sketch an MCMC Gibbs sampling algorithm to generate samples from the global posterior, Eq. 12, of the hierararchical model. The goal of an MCMC algorithm is to generate a sequence of random parameter vectors with a long-run distribution equal to the global posterior. Our algorithm, Markov Chain for Regressing Colors (MCRC), proceeds by sequentially drawing new parameter values from a full set of conditional posterior densities derived from Eq. 12. The algorithm works for models in which the conditional mean intrinsic colors can be written as linear function of the hyperparameters E[C| v] = µ C (v; θ) = M (v)θ, and the color likelihood function is in the form of Eq. 4. This includes the linear dependence on velocity ( §2.1) as well as the nonlinear dependences described in §2.2. We begin with randomised guesses for the intrinsic colors and dust extinctions {C s , A s V }, as well as the residual covariance matrix Σ C . We alternate between updating the population hyperparameters (θ, Σ C , τ ) conditional on the current values of the set of individual SN parameters, and updating the individual supernova parameters {C s , A s V } conditional on the population hyperparameters.
1. Sample the hyperparameters θ describing the conditional mean intrinsic colors function µ C (v, θ) from the conditional posterior P (θ| {C s , v s }, Σ C ), which can be shown to be a Gaussian density. We sample a Gaussian random vector θ ∼ N (θ, V θ ) to update the hyperparameters θ, where the meanθ and covariance V θ can be derived in terms of the covariate matrices {M s = M (v s )}, the colors {C s } and the residual covariance matrix Σ C .
2. Sample the hyperparameters of the residual covariance matrix Σ C from P (Σ C | θ, {C s , v s }). The covariance matrix conditional on θ, the intrinsic colors and velocities has an inverse Wishart distribution with a scale matrix determined by the sum of squared deviations from the current fit of the mean intrinsic colors vs. velocity and the prior matrix Λ 0 , and degrees of freedom determined by the prior degrees ν 0 and the number of objects, N SN .
3. Draw a new extinction scale τ from P (τ | {A 4. Each step below updates the parameters for single SN s given the current values of the hyperparameters. We cycle through these steps for every SN.
(a) Sample new intrinsic colors C s from the conditional posterior, P (C s | A s V ; θ, Σ C , O s , v s ), which is a multivariate Gaussian with mean and covariance that can be derived from Eq. 11. . This has the shape of a Gaussian, with a mean and variance that can be derived from Eq. 11, but truncated below A s V = 0. We can sample a new A s V from this truncated Gaussian distribution using the algorithm of Robert (1995) .
We repeat these steps until convergence. To monitor convergence, we typically run 4-8 parallel chains starting from different initial guesses, and compute the Gelman-Rubin statistic (Gelman & Rubin 1992) . We run the MCMC until the maximum G-R statistic is less than 1.02. We find that for moderate supernova samples (N SN ∼ 100) and dim(C s ) = 3, the chains converge within a few minutes or n = 10 4 full cycles of steps 1-4. We discard the initial 20% of each chain as burn-in, and concatenate the remaining chains for posterior analysis.
C. MODEL COMPARISON USING THE DEVIANCE INFORMATION CRITERION
In §2, we built a general model for the apparent color and velocity data that could be used with any parameterised function for the mean relation between intrinsic colors and velocity µ C (v; θ). The mean function can be as simple as a constant, i.e. µ C (v; c 0 ) = c 0 , or more complex, e.g. p-degree polynomial functions of v ( §2.2.1) or multiple covariates ( §2.2.3). More complex models will typically have more parameters, degrees of freedom, and flexibility to fit the data, but also are more vulnerable to overfitting the noise in the data. The more complex model will usually fit the data better than the simpler models, especially if the simpler models are special cases of the complex model (i.e. they are nested models). However, the improvement in fit ought to be weighed against the increase in complexity to avoid overfitting the data. Information criteria are useful numerical summaries for model selection that balance the goodness-of-fit of the data and model versus the additional parameters of model complexity. Liddle (2007) reviewed various information criteria for astrophysical and cosmological model selection. Information criteria such as AIC, DIC, and WAIC are measures of predictive accuracy that include a correction for the bias introduced by evaluating the model fit on the data used to fit the model (Gelman et al. 2013) . We employ the Deviance Information Criterion, which is well suited for model comparison of hierarchical Bayesian models fit using MCMC (Spiegelhalter et al. 2002) .
A familiar summary of model fit is the χ 2 statistic, the weighted sum of squared deviations of the data from the model. In this paper, we work with the deviance, defined as twice the negative (natural) log-likelihood function (or log predictive density), as a summary of model fit. It is a generalized summary of model fit that reduces to χ 2 in the case of a Gaussian likelihood function with known variances. The expected deviance is proportional to the Kullback-Leibler information of the model. Under standard conditions, with large samples sizes, the model with the lowest KullbackLeibler information with have the highest posterior probability (Gelman et al. 2003) . We use the marginal likelihood function, integrating out the individual latent variables (i.e. the intrinsic colors and extinctions of supernovae), as given in Eq. A1. The deviance is a function of the data and the hyperparameters.
where the set of hyperparameters is denoted H = {θ, Σ C , τ }, and the total data are D = {O s , v s }. In simple cases, the deviance is related to the familiar χ 2 goodness-of-fit statistic. For example, suppose we could measure the scalar intrinsic colors {C s }, with known variances σ 2 s , and covariates {v s } for a set of SN. We could run a regression of C versus v, using a mean function µ C (v, θ). The probability model is then C s |v s , θ ∼ N [µ C (v s , θ), σ 2 s ], with a Gaussian likelihood function. In this case, the deviance, as −2 times the log-likelihood, is the χ 2 , up to an unimportant constant:
However, in our case, we do not measure the intrinsic colors; those are latent variables. We measure the apparent colors {O s }, which differ from the intrinsic colors by a random, positive amount of dust reddening. Furthermore, the residual intrinsic variances are also unknown. In this more realistic situation, the likelihood function (Eq. A1) takes into account these effects. The deviance (Eq. C1) is an appropriate generalisation of the χ 2 as a summary of model fit for non-Gaussian likelihoods.
Using the MCMC samples from the posterior density, H i ∼ P (H| D), we can compute the deviance evaluated at the posterior mean of the hyperparameters,D ≡ D(D,Ĥ), wherê
and L is the number of MCMC samples. We can also compute the posterior average of the deviance:
An estimate of the effective number of parameters is given by the difference between the mean deviance and the deviance at the mean: p D = D −D. This estimate need not be an integer; for Bayesian models, the effective number of parameters can be less than the naive parameter count if prior information is important or parameter estimates are degenerate. A scalar parameter will contribute 1 if its prior constraints are unimportant, and 0 if its estimate is entirely determined by the prior. It will contribute an intermediate value if both the data and prior constraints are important. The deviance information criterion (DIC) is formed by penalising the deviance measure of model fit by the effective number of parameters: (Speigelhalter et al. 2002) . This gives an estimate of the expected predictive deviance. The DIC weighs the improvement in the model fit (summarised by D ) against the complexity of the model (summarised by p D ), with lower values of DIC being more favorable. The DIC is well-suited for model comparison with hierarchical Bayesian models with an analytic expression for the likelihood (Eq. A1), as it is straightforward to compute with the MCMC samples already in hand, and it accounts for parameter degeneracies and the influence of the prior in computing the effective degrees of freedom in the model. Under the conventional interpretation of information criteria, differences greater than 2 represent positive support for the model with the lower numerical value, and differences greater than 6 represent strong support (Jeffreys 1961 , Kass & Raftery 1995 Spiegelhalter et al. 2002) .
