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SUMMARY
This thesis describes the design, implementation and simulation process of the attitude control
system for DLR’s next compact satellite mission S2TEP, which is a three-axis actively stabilized
satellite. Based on the requirements arisen during phases A/B, different pointing modes have
been established in order to achieve the scientific objectives of this mission.
An analytical estimation of the worst-case disturbance torques is obtained for the whole mis-
sion, as well as detailed reconstruction for different fine pointing sub-modes for one orbit. This
information was later used for the definition of the minimal requirements in attitude determina-
tion and attitude control hardware.
Some controllers are consequently proposed for every pointing mode. First, an enhanced
B-dot controller is used to detumble the satellite after the separation from the launcher. Sec-
ondly, a spin controller is defined for coarse attitude acquisition during LEOP, and to maintain
the satellite in a stable status in case of any failure. Finally, a LQR-based controller is used for the
fine pointing manoeuvres.
The mathematical models for the satellite dynamics, actuators, sensor, and environmental
models are also derived along this work. At the end, the capabilities of the control system are
demonstrated by running some Monte-Carlo simulations under nominal and non-nominal con-
ditions.
This assignment is entirely my own work. Quotations from literature are properly
indicated with appropriated references in the text. All literature used in this piece
of work is indicated in the bibliography placed at the end. I confirm that no sources
have been used other than those stated. I understand that plagiarism (copy with-
out mentioning the reference) is a serious examinations offence that may result in
disciplinary action being taken.
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NOTATION
The following mathematical notation is used along this thesis:
VECTORS
Vectors are always given as column matrices
~v =
v1v2
v3
 ,
and they are represented by bold italic letters and an arrow ~ on top of it. The following nomen-
clature shall also be taken into account:
vˆ Unit vector
~vT Transpose of vector~v
~vα Vector~v is representing a characteristic of α
i~v Vector~r is described in frame i
i~rα Position of α described in frame i
i~vα/β Position of α with respect to β, described in frame i
vi i -th element of vector~v
v Magnitude of vector~v
eˆ Eigenvector
~0 Zeros vector
~1 Ones vector
MATRICES
The matrices are represented by bold letters, and the following nomenclature is used:
M or Mn,m Matrix
M−1 Inverse of matrix M
MT Transpose of matrix M
Mα Matrix M is representing a characteristic of α
iRb Rotation/transformation matrix of b described in frame i
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REFERENCE FRAMES
A summary of the coordinate reference frames used in this work is shown in Table 1. For Carte-
sian coordinates, the letter Fα stands for the frame itself, Oα is the origin, and the three axes are
denoted by Xα, Yα and Zα.
Name Short name Index symbol
Cartesian coordinate frames
Earth-Centered Inertial frame ECI, inertial i
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Orbital frame orbit o
Body-Fixed frame body, satellite b
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Table 1: Coordinate frames summary.
UNITS
All the units presented in this work follow the International System convention, otherwise it will
be indicated in the respective section.
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INTRODUCTION
1.1. MISSION DESCRIPTION
The German Aerospace Center (DLR in German) has the objective of building and operating a
cost-effective satellite platform to be used as in-orbit demonstration for different scientific and
technological payloads, for which several launches are planned from 2019. The name of the
mission is Small Satellite Technology Experimental Platform or S2TEP (see Fig. 1.1) and it is con-
sidered as a microsatellite according the mass criterion classification of Kramer and Cracknell
[26].
Figure 1.1: S2TEP in orbit (artist’s impression).
One of the current design baselines of this platform is the re-usage of DLR’s own technology,
which is a result of several launches during the previous 10 years. Several hardware and software
components will be thus inherited from the previous compact satellite Eu:CROPIS (Euglena and
Combined Regenerative Organic-Food Production in Space)[18] with the aim of reducing design
and integration times. S2TEP also has the heritage from missions like AlSAT [46], MASCOT [16]
and AsteroidFinder [17].
This technology-driven [4] design approach allows DLR to shorten the development times
and to increase the launching frequency, and consequently to provide better operational costs
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for the overall mission.
To the date, many payloads are foreseen to be distributed during the different launches of
this mission, they are provided by DLR and other external research institutes. For the preliminary
design, the following list of payloads [4] was considered:
• EEE part IOV: Capacity and performance verification of electrical, electronic and elec-
tromechanical parts under space environment conditions.
• GoSolar. Proof-test/qualification of large lightweight high-power photovoltaic array tech-
nology.
• InFex: IR camera (0.09-1.7 µm) to observe spatio-temporal variations on the global atmo-
spheric air-glow layer at 87 km height.
• ISAoUWB: Usage of ultra-wide band modules to replace wired intra-satellite communica-
tion.
• JULIA: Operation of a high-performance optical frequency reference based on Doppler-
free spectroscopy on-board a satellite.
• MITA: Operation of a MEMS ion thruster for attitude and orbit control and to analyse the
chemical composition of the ambient plasma and gas environment.
• Novel Space Battery System: Proof-of-concept of a new battery architecture which relies
on semiconductors to achieve bus voltage rather than stacking of cells.
• NoWire: Usage of three communication modules at different locations within the satellite
to demonstrate harness-lees communication.
• SDRF: Usage of highly integrated software defined radios for satellite communication.
• SOLID: Detection and analysis of space debris impacts using a solar generator.
• USLP: Test of a unified space link protocol frame generator
After an analysis of the requirements for the payloads, S2TEP has being foreseen as a three-
axis stabilized satellite. It will be allocated on a Sun-synchronous Low Earth Orbit (LEO) within
an envelope of 150 km (500 to 650 km). The current baseline design is desired to change as less
as possible for future launches, and only critical issues in the design will be solved, if required.
1.2. OBJECTIVE
The objective of this thesis is to analyse, design and simulate the Attitude Determination and
Control System (ADCS) for the S2TEP mission using the design requirements arisen in phases A
and B of this project.
This main objective will be broken down into some sub-objectives in order to define the
structure and direction in which the research will be carried out, they are:
1. The control system shall be easy to be implemented in the OBC.
2. The control system shall be able to provide three-axis active stabilization for the nominal
mode (Nadir), and spin stabilization for the safe mode.
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4. The control system shall be able to detumble the satellite after the separation from the
launcher, or in case the satellite is uncontrollably spinning.
3. The control system shall be robust; this means, the performance shall not be compromised
by any change in the environmental conditions (atmosphere, Sun, magnetic field or gravity
gradient).
5. The attitude determination shall be accurate enough to cope with the required pointing
performance.
In order to study the feasibility of the control system proposed in this work, some relevant
question will be formulated aiming to obtain the respective answers along the chapters of this
work. These questions are especially useful to highlight some critical design points in the base-
line design of this system, they are:
1. What are the worst environmental conditions that the satellite will face during its mission
lifetime, and how much will they affect the ADCS performance?
2. What is the minimal hardware configuration that allows the satellite to fulfil its mission?
3. Are all the requirements established by the other sub-systems accomplished, and under what
conditions?
4. What is the maximal allowed uncertainty in some critical parameters of the satellite (mo-
ment of inertia, magnetic dipole and center of mass, among others) before the stability of the
satellite is compromised?
5. What shall be some critical design considerations for phase C in order to maintain the ADCS
baseline design presented in this work?
1.3. RESEARCH METHOLOGY
In order to achieve the proposed objectives, this research will be split up into four main parts.
First of all, the design requirements will be gathered from all the departments working in this
mission. Based on that information, the pointing modes will be established and some restric-
tions in the performance and hardware will be defined.
Secondly, using DLR’s proprietary libraries "High Performance Satellite" [55] and "Compact
Satellite", the simulation models will be modified and adapted to cope with the characteristics of
S2TEP. These libraries include models for the calculation of satellite dynamics, environmental
conditions, disturbance torques, actuators and sensors, among others. The models not available
within these libraries will be defined and then implemented using a Matlab-Simulink environ-
ment.
The ADCS baseline structure is presented in Fig. 1.2, where 7 main blocks can be identified
from left to right.
• Guidance: The attitude references (quaternion and angular rates) will be generated within
this block by using the measurements provided by the navigation algorithms. An autonomous
switching function which simulates the transitions between modes is also included here.
• Control: The set of control algorithms defined for each pointing mode is modelled within
this block.
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• Actuators: This block simulates the dynamics of a triad of reaction wheels, and a triad of
magnetic torquers.
• Satellite dynamics: Within this block, the attitude and position dynamics is calculated by
employing both the Kepler parameters and the satellite characteristics.
• External disturbances: Four main sources of external disturbances are modelled within
this block aiming to simulate the effects of the space environment on the satellite dynam-
ics: gravity gradient, magnetic field, solar radiation pressure and atmospheric drag.
• Sensors: This model simulates the effects produced by each sensor on the measurements
(bias, noise and random walk, among others).
• Navigation: A Kalman filter used for both states estimation and noise filtering will be sim-
ulated in this block. In addition, some useful attitude transformations and other calcula-
tions will be also computed here.
Guidance Control Actuators
Satellite
dynamics
SensorsNavigation
Environmental
disturbances
Figure 1.2: Proposed ADCS architecture for the S2TEP mission.
Lastly, a Monte-Carlo analysis will be run for four different simulation scenarios. This cam-
paign allows studying the interaction of the pointing modes with the transitions under nominal
and non-nominal conditions, as well as the impact of uncertainties in the ADCS’s performance.
1.4. CURRENT STATE OF THE ADCS
The current baseline design is composed of the following attitude determination hardware:
• 1 × Gyroscope STIM300 by Sensonor, Norway.
• 1 ×Magnetometer AMR digital by ZARM Technik AG, Germany.
• 6 × Sun sensor SSOC-D60 by Solar MEMS, Spain.
• 1 × Star tracker ST-200 by Berlin Space Technologies, Germany.
• 1 × GPS receiver Phoenix by DLR, Germany.
and the following attitude control hardware:
• 3 × Reaction wheels RW3-0.060 by Sinclair Interplanetary, Canada.
• 3 ×Magnetic torquers MT 10-2-H by ZARM Technik AG, Germany.
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as well as the following control laws:
• Enhanced B-dot controller.
• Spin, nutation and precession control.
• Linear Quadratic Regulator with magnetic unloading of the wheels.
1.5. STRUCTURE
This thesis is composed of 7 chapters and 4 appendices:
• Chapter 2. The attitude determination and pointing performance requirements are given
in this chapter. This includes the definitions and constraints for every ADCS mode.
• Chapter 3. The analytical models for the different sources of environmental disturbances
are discussed in this chapter. Later on, an accurate estimation of the disturbance torques
for the nominal mode is performed, as well as a worst-case scenario calculation that covers
all the phases of this mission.
• Chapter 4. The sizing of the attitude determination and attitude control hardware is car-
ried out in this chapter, where also the minimal requirements for each hardware compo-
nent are outlined. In addition, the dynamical models used for the simulation of sensors
and actuators are also described.
• Chapter 5. This chapter covers the dynamical modelling of the satellite dynamics and
some control theory definitions. Subsequently, the final feedback gains used for every
pointing mode are given.
• Chapter 6. In this chapter, the experimental set-up for the simulations and Monte-Carlo
campaign are explained in detail. Some results for the nominal and non-nominal cases are
also presented.
• Chapter 7. The conclusions, improvements and design considerations for the phase C are
discussed at the closure of this thesis.
• Appendix A. The mathematical definitions for the correct understanding of the chapters
content is outlined in this appendix.
• Appendix B. In this appendix, some definitions about orbital mechanics and coordinate
frames are summarized.
• Appendix C. Some control theory definitions and related analytical stability demonstra-
tions are explained in this appendix.
• Appendix D. Extra plots are provided in this chapter with the aim of complementing the
results presented in Chapter 6.
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POINTING MODES AND REQUIREMENTS
A good definition of the pointing modes is not only important for the mission itself, but also for the
estimation of the environmental torques and the correct sizing of the ADCS hardware. A detailed
explanation of the pointing modes and their requirements is stressed out in this chapter, as well
as the minimal hardware configuration that allows the correct operation of the ADCS. Finally, the
mathematical formulations for the guidance laws are described for fine pointing mode.
2.1. EARLY-ORBIT MODES
2.1.1. Detumbling Mode (DTM)
This mode is also known as angular momentum dumping and it will be activated right after the
separation from the launcher. It is used to reduce the satellite spin rate below 3.6 deg · s−1, limit
that was imposed by the mission analysis and it is directly linked to some restrictions in the
electronic components and payloads.
The launcher separation rate is at this moment unknown, and its value will be updated when
a launcher provided is selected. From Eu:CROPIS [20], a good approximation would be 10 deg·s−1
in a worst-case scenario. The operational range of the angular rate for this mode is thus
2ωorbit ≤ωsat < 10 deg · s−1 . (2.1)
For the detumbling phase, only magnetic actuation is required; therefore, the magnitude and
direction of the geomagnetic field should be known at any moment so that the calculation of
the correction manoeuvres is done in real time. The angular rate is not required for this mode;
however, the performance of the controller can be improved if this measurement is available.
2.1.2. Coarse Acquisition Mode (CAM)
This model will be activated after DTM when an angular rate close to zero is detected. During
its nominal operation, the satellite will spin-up around its axis with the maximal moment of
inertia (Zb-axis for this analysis), and then the angular moment vector ~Hsat will be reoriented
towards orbit normal (to the Sun) direction for maximal efficiency of the solar array and to avoid
overheating of the radiators located at the bottom face [50].
The nominal operation range of this mode is subsequently defined as
ωz ≥ωCAMmin ,
cos−1
(
iNˆorbit · iHˆsat
)
︸ ︷︷ ︸
γ
≤ 5 deg, (2.2)
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where γ denotes the precession angle (angle between the angular momentum vector and the
orbit normal vector, described in the inertial frame).
The minimal spinning rate ωCAMmin to achieve stability and to perform precession manoeu-
vres will be further studied in Chapter 5. From Eu:CROPIS, it is known that the reorientation of
~Hsat can be achieved with solely magnetic actuation. However, if one (or more) reaction wheels
are used, the behaviour of this mode will be positively affected.
Besides the control capabilities, the measurements of the gyroscope together with the Sun
vector and the geomagnetic field vector can be fused in a Kalman filter for the calculation of
the attitude quaternion. The orbit normal vector is constant for circular orbits when seen from
the inertial frame, otherwise its value can be determined on-board using the orbital velocity and
position vectors, and the current attitude quaternion.
2.2. NOMINAL MODE (NOM)
Since the constraints for S2TEP’s first mission have not been yet completely defined, several use-
ful sub-modes are foreseen as baseline design in order to perform different scientific activities.
Every sub-mode uses the same hardware and control laws configuration, the main difference lies
in the reference signal generated by the guidance law.
For this mode, both magnetic and RW control will be used given the requirements in point-
ing accuracy. In addition, the measurements of a star tracker are foreseen in order to fulfil the
attitude determination requirements.
2.2.1. Nadir pointing mode (NPM)
In this sub-mode one of the lateral faces of the satellite will point towards the Earth’s CoM (Xb-
axis). The axis with the largest moment of inertia (Zb-axis) will be then parallel to the orbit
normal (to the Sun) direction, and the remaining vector (Yb-axis) will form an right-handed or-
thonormal system.
If the final mission orbit is circular, Yb-axis will be always parallel to the orbital velocity vector,
otherwise (elliptical orbits) the cross product between the Nadir vector i~N and the orbital velocity
vector i~v is used to correct deviations, or in other words
• for i ∈ [0◦,90◦) :
Xref = i~N ,
Yref =
(
i~N× i~v
)
× i~N ,
Zref = i~N× i~v .
(2.3)
• for i ∈ [90◦,180◦) :
Xref = i~N ,
Yref =−
(
i~N× i~v
)
× i~N ,
Zref = i~N× i~v .
(2.4)
2.2.2. Sun pointing mode (SPM)
In this sub-mode, the Zb-axis will be aligned with the Sun vector
i~S while Xb-axis points towards
the direction of the orbital velocity vector. The Yb-axis will form a right-handed orthonormal
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system. The formal definition of this mode will thus be
Xref =
(
i~S× i~v
)
× i~S ,
Yref = i~S× i~v ,
Zref = i~S .
(2.5)
2.2.3. Inertial pointing mode (IPM)
For inertial pointing, all the axes of the body frame shall be aligned to the ECI coordinated frame
(see Section B.5.1), or in other words
Xref = X i ,
Yref =Yi ,
Zref = Zi .
(2.6)
2.2.4. Ground point tracking (GPT)
Let i~p be the vector representing the position of a point of interest on the Earth’s surface, and
i~r the vector representing the position of the satellite, both of them measured from the Earth’s
CoM and described in the inertial frame. If it is assumed that a particular payload is located in
satellite’s Xb-axis , the mathematical formulation for this mode will be
Xref = i~p− i~r ,
Yref =
([
i~p− i~r
]
× i~v
)
×
(
i~p− i~r
)
,
Zref =
(
i~p− i~r
)
× i~v .
(2.7)
It should be stressed out that this formulation is only valid when the point of interest is in the
payload’s visual field.
One of the disadvantages of this sub-mode is the fact that i~p is only fixed when seen from
the ECEF frame, therefore the rotation between the ECEF and ECI frames shall be either know or
calculated at any moment (see Appendix B.5.1). e~p vector can be obtained by using the longitude,
latitude and elevation coordinates of the site of interest (e.g. Weilheim) and the transformations
of Appendix B.5.2. The difficulty of measuring i~p in real time could be also overcome by adding
an Earth horizon sensor to the ADCS hardware.
2.2.5. Guidance loop reference
For this work, the signal generated by the guidance law will be a reference quaternion and an
angular rates vector, the reference quaternion can be directly obtained from the formulations
presented here-above. For that purpose, a DCM matrix is first constructed using Xref , Yref , Zref
and definition A.3 as XbYb
Zb
=
Xref 1 Yref 1 Zref 3Xref 2 Yref 2 Zref 3
Xref 3 Yref 3 Zref 3
= bRi
X iYi
Zi
 , (2.8)
and then it is mapped into a quaternion using the procedure described in Section A.3. This new
quaternion represents the orientation of the body frame with respect to the inertial frame (or
also converts vectors from the inertial to the body frame) and will be used as reference for the
control loop.
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2.3. SAFE MODE (SFM)
The purpose of this mode is a fast battery re-charging while the satellite is kept in a stable status
in case of any failure, this means, only essential subsystems will be activated for power saving.
Basically, CAM is a specific case of SFM since the hardware and control algorithms configuration
are the same.
The angular momentum stored in the RWs should be taken into account as part of the inputs
for this mode, in case a transition from NOM is triggered. This means, the initial angular rate of
the RWs should be slowly decreased in order not to start tumbling. If a failure occurs and the
satellite tumbles, this mode should also be able to de-spin the satellite before stabilizing it again.
The operation range for this mode is therefore repeated from CAM as
ωz ≥ωCAMmin ,
cos−1
(
iNˆorbit · iHˆsat
)
︸ ︷︷ ︸
γ
≤ 5 deg. (2.9)
All the requirements for the previous modes are summarized in Tables 2.1 and 2.2. The first
table contains the input/exit conditions for the autonomous transitions, as well as the maximal
allowed error ε for the attitude control and the minimal∆ provided by the attitude determination
in order to achieve the required pointing performance. The second table describes the attitude
control and attitude determination hardware for each mode.
Mode
Entry Attitude Control Exit
conditions knowledge accuracy conditions
DTM ωsat < 10 deg · s−1 ∆ω≤ 0.01 deg · s−1 εωsat ≤ 0.2 deg · s−1
ωsat ≈ωorbit
εωsat ≤ 0.1 deg · s−1
CAM ωsat ≤ 0.2 deg · s−1 ∆ω≤ 0.01 deg · s
−1
∆γ≤ 0.5 deg
εωsat ≤ 0.1 deg · s−1
γ≤ 5 deg
εωsat ≤ 0.1 deg · s−1
γ≤ 5 deg
ωsat ≈ωCAM
NOM ωsat ≤ 1 deg · s−1
∆φ≤ 0.1 deg
∆θ ≤ 0.1 deg
∆ψ≤ 0.1 deg
∆ω≤ 0.2ωorbit
εφ ≤ 1 deg
εθ ≤ 1 deg
εψ ≤ 1 deg
εωsat ≤ 2ωorbit
εφ ≤ 1 deg
εθ ≤ 1 deg
εψ ≤ 1 deg
εωsat ≤ 2ωorbit
SFM ωsat < 10 deg · s−1 ∆ω≤ 0.01 deg · s
−1
∆γ≤ 0.5 deg
εωsat ≤ 0.1 deg · s−1
γ≤ 5 deg
εωsat ≤ 0.1 deg · s−1
γ≤ 5 deg
ωsat ≈ωCAM
Table 2.1: Requirements and specifications for the ADCS modes.
Diagram 2.1 shows the available modes for S2TEP, as well as the possible transitions that
can be triggered. It must be remarked that the autonomous transitions will be further studied in
Chapter 5 using Monte-Carlo simulations.
*Not required, but, if added, the performance of the ADCS will be improved.
†Not taken into account in the first analysis, but, if the orbit normal vector is calculated on-board, it should be included
in the final requirements.
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Modes
Sensors Actuators
GYR MAG SS GPS STR RW MTQ
DTM * × ×
CAM × × × † * ×
NOM × × × × × × ×
SFM × × × × ×
Table 2.2: Minimal hardware configuration
NOM submodesEarly-orbit modes
INIT: Initialization
TC: Telecommand
A: Autonomous transition
F: Failure detectition
NPM
IPM
SPM
GPT
TC
TC
TC
T
C
T
C
T
C
T
C
T
C
T
C
TC
T
C
DTM
SFM
CAM
NOM
A,TC
A,TC
F,TC
A
,T
C
F
,T
C
T
C
INIT
SEPARATION
F,
T
C
Figure 2.1: S2TEP ADCS modes
11

3
DISTURBANCE ANALYSIS
In this chapter, the environmental models used in the early design phase are described; these math-
ematical models were employed for the calculation of the disturbance torques given different sets
of initial conditions, as well as different orbital and satellite parameters. The results were anal-
ysed in order to obtain the worst-case scenario disturbance torque, which will be used in the next
chapter for hardware sizing purposes.
3.1. EXTERNAL DISTURBANCES
Any satellite orbiting the Earth is subject to some disturbance forces and torques, its magnitude
and direction mainly depends on different physical parameters like shape, material, mass and
environmental conditions, among others.
There are four main sources of disturbance that shall be taken into account when sizing the
ADCS hardware: gravity gradient, atmosphere density, geomagnetic field and solar radiation. For
LEO, the atmospheric and magnetic disturbances have the largest impact in terms of torque [51].
An on-ground reconstruction of the disturbance torques will be presented in the following
sections, where the analytical estimation models depending on the position and orbital veloc-
ity will be obtained, as well as a more generic calculation which allows obtaining the maximal
expected value not only for NOM, but also for the other modes.
3.1.1. Gravity gradient
The gravity gradient torque is produced by the variation of the Earth’s gravitational force on the
structure of the satellite; this effect has a bigger impact in satellites with non-symmetric shapes.
The gravity gradient torque is defined by Wertz [51] and NASA [35] as
b~τgg = 3µearth|b~r |3
[
brˆ ×
(
Jsat · brˆ
)]
,
= 3µearth|b~r |5
[
b~r ×
(
Jsat · b~r
)]
,
(3.1)
where b~r is the position of the satellite’s CoM with respect to Earth’s CoM; represented in the
body frame. Jsat is the moment of inertia matrix and µearth (3.9860× 1014 m3 · s−2) the Earth’s
gravitational constant.
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Worst-case scenario
The maximal gravity gradient torque [52] can be thus simplified from equation 3.1 as
τggmax =
3µearth
2 rorbit 3
(
Jsatmax −Jsatmin
)
sin(2θ) , (3.2)
where θ is the maximal deviation of the Zb axis from its local vertical; Jsatmax and Jsatmin are, re-
spectively, the maximal and minimal moment of inertia; and rorbit is called orbital radius which
value is computed from the equatorial radius and the minimal altitude as
rorbit = rearth+hmin . (3.3)
The evaluation of the following parameters:
Jsatmax = 2.957 kg ·m2 ,
Jsatmin = 2.899 kg ·m2 ,
rearth = 6378.137 km,
hmin = 500 km,
θ = 45◦ ,
resulted in a maximal torque of
τggmax = 1.0657×10−7 N ·m.
3.1.2. Geomagnetic field
The mathematical model of the geomagnetic field is defined by Wertz [51] as
e~Bearth = a
3H0
|e~r |3
[
3 (emˆ · erˆ ) erˆ − emˆ] , (3.4)
where e~r is the position of the satellite in the ECEF frame, emˆ is the normal vector representing the
position of the north geomagnetic pole (this value is updated every 5 years by the International
Association of Geomagnetism and Aeronomy (IAGA)[49]), the term a3H0 denotes the strength of
the geomagnetic moment, a (6371.2 km) is the mean reference spherical radius of the Earth, and
H0 =
√(
g 01
)2+ (g 12 )2+ (h11)2 , (3.5)
where g mn and h
m
n are called Gauss coefficients and the most recent value found in [49] is:
g 01 =−29442×10−9 T,
g 11 =−1501×10−9 T,
h11 = 4797.1×10−9 T.
The evaluation of previous parameters in equation 3.5 leads to an average geomagnetic mo-
ment of
a3H0 = 7.724×1015 T ·m3 .
The magnetic disturbance torque is generated by the interaction between the Earth’s mag-
netic field and any other magnetic field produced inside the satellite. There are three main phe-
nomena that contribute to the generation of magnetic torques: Eddy currents, hysteresis and
the magnetic dipole of the satellite’s structure. In terms of magnitude, the torque generated by
the Eddy currents and the hysteresis is negligible when compared to the one produced by the
structure [34].
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The computation of the total magnetic disturbance torque is hence performed using
b~τmag =~Dsat × b~Bearth, (3.6)
where ~Dsat is the satellite’s magnetic dipole and b~Bearth is the Earth’s magnetic field represented
in the body frame [51].
Worst-case scenario
The maximal magnetic torque [52] can be simplified from equation 3.6, as
τmagmax =Dsat Bearthmax , (3.7)
where the maximal Earth’s magnetic field is obtained from a simplification of equation 3.4 for an
inclination of 90◦ (polar orbit), as
Bearthmax =
2 a3H0
rorbit 3
. (3.8)
For S2TEP, there is no further information about the magnetic dipole at the moment, there-
fore a maximal value of
~Dsat =
[
1p
3
1p
3
1p
3
]T
A ·m2 , or Dsat = 1 A ·m2 ,
is considered for this design.
The substitution of
a3H0 = 7.724×1015 T ·m3 ,
rearth = 6378.137 km,
hmin = 500 km,
yields to a maximal magnetic dipole torque of
τmagmax = 4.7477×10−5 N ·m.
3.1.3. Solar radiation pressure
The solar radiation impacting on the surface of the satellite produces a force on the faces that
are pointing towards the Sun, these forces will generate a torque around the satellite’s CoM. In
the particular case of the S2TEP satellite, the structure has a prismatic configuration; therefore,
Wertz [51] has proposed a model to compute the SRP force generated in each of the plane sur-
faces of the satellite as
~fi =−S0c
[
(1−Cs )Sˆ+2
(
Cs cos α+ 1
3
Cd
)
Nˆ
]
cos αAi , (3.9)
where:
• S0 is the solar constant (1358 W ·m2),
• c is the speed of light in vacuum (299792458 m · s−1),
• Cs is the coefficient of specular reflection,
• Cd is the coefficient of diffuse reflection,
• Sˆ is the unit vector from the satellite to the Sun,
• Nˆ is the outwards normal vector to Ai ,
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• α is the angle between Sˆ and Nˆ ,
• Ai is the area of the analysed surface.
Hence, the total solar force is
~fsrp =
n∑
i=1
~fi , (3.10)
and the total torque generated by this force will be
~τsrp =
n∑
i=1
~rfacei ×~fi , (3.11)
where~rfacei is the vector from the satellite CoM to the CoSP of the i -th surface and n defines the
number faces of the satellite [36].
The disturbance force generated by the Albedo effect (solar radiation reflected by the Earth)
is not taken into account in this analysis since its magnitude is assumed to be small when com-
pared to the SRP. It is true that in some cases this effect can have a significant negative effect
in the satellite; however, enough margin is provided in next section for the calculation of the
worst-case scenario conditions.
Worst-case scenario
Following the same procedure, the maximal SRP torque [52] is inferred from equation 3.9 and
3.11, as
τsrpmax =
S0
c
As (1+qr ) cosα (dCoSP−CoM) , (3.12)
where qr is called the reflectance factor (ranging from 0 to 1), As is the exposed surface area, and
dCoSP is the location of center of solar pressure.
For the evaluation
As = 0.36 m2 ,
qr = 1,
α= 0◦ ,
dCoSP−CoM = 0.3−0.219= 0.081 m,
results in
τsrpmax = 2.6418×10−7 N ·m.
3.1.4. Atmospheric drag
The effect of the atmospheric drag is especially important for LEO since its magnitude exponen-
tially increases as h decreases. The drag force acts in the opposite direction of the orbital velocity
direction, and for very long missions it decreases the altitude of the satellite.
The evolution of the atmospheric drag [51, 33] is modelled by using
~fi =−1
2
CD ρ |~v |2
(
Nˆ ·vˆ)vˆ Ai , (3.13)
where:
• ρ is the atmospheric density,
• CD is the drag coefficient,
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• ~v is the orbital velocity vector,
• Nˆ is the outwards normal vector to Ai ,
• Ai is the area of the analysed surface.
Thus, the total atmospheric force is
~fatm =
n∑
i=1
~fi , (3.14)
and consequently the total torque produced by this force is
~τatm =
n∑
i=1
~rfacei ×~fi . (3.15)
Worst-case scenario
Finally, the maximal atmospheric torque [52] can be obtained from equations 3.13 and 3.15, as
τatmmax =
1
2
CD ρ As v
2 (dCoAF −CoM) 3p
2
, (3.16)
where dCoAF is the location of the center of atmospheric force and v is the orbital velocity for the
given altitude.
It must be pointed out that since the value of CD is not yet defined, Wertz and Larson [52]
have proposed a table with typical drag coefficients for different missions launched in previous
years, where it is observed that CD usually varies between 1 and 4.
The value of atmospheric density ρ will depend on the altitude and the solar activity; for this
reason, the JB2006 atmospheric model is used for the estimation of this parameter [11]. In this
model, the value of the atmospheric density is given for different solar activity values (low, mod-
erate, high low-term and high short-term). A simulation using these different values of atmo-
spheric density and drag coefficient was carried out using equation 3.16 for different altitudes,
the results are depicted in Fig. 3.1.
For the sizing procedure, only one value of drag coefficient and atmospheric density should
be selected for the computation of the maximal disturbing torque. Fig. 3.2 shows the evolution
of the solar activity in the previous 50 years, where it is observed that the Sun activity follows a
cycle of eleven years. And since S2TEP’s first launch is planned for 2019 (even if it is likely to face
low solar activity) the sizing procedure will be done for long-term high solar activity to guarantee
a safety margin for future missions.
The selected values for the estimation of the maximal atmospheric are thus
As = 0.36 m2 ,
CD = 2.5,
ρ = 3.04×10−12 kg ·m3 ,
v = 7.6126 km · s−1 (for 500 km),
dCoAF −CoM = 0.3−0.219= 0.081 m,
which yields to
τatmmax = 1.3622×10−5 N ·m.
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Figure 3.1: Evolution of the atmospheric torque in terms of h, CD and the solar activity.
Figure 3.2: Solar activity for the last 50 years [38]
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3.2. INTERNAL DISTURBANCES
For S2TEP, only external disturbances are taken into account for the hardware sizing procedure
since the satellite, at the moment, does not have flexible appendages, fuel tanks, or propulsive
elements for orbital manoeuvres.
If in the future any of these effects needs to be analysed, there will be a block within the
simulator where they can be added.
3.3. ANALYSIS OF DISTURBANCES FOR NOM
As pointed out in previous section, one of the parameters that influences the magnitude of the
disturbance torques is the orbit. An analysis taking into account different altitudes was carried
out in order to obtain the evolution of the disturbance torques and the angular momentum for
NOM during one orbital period. This analysis is particularly interesting since it allows to study
how the angular momentum accumulates for one orbit.
The data presented in Table 3.1 was provided by the mission analysis team, and it shows the
orbit envelope which will be used for the estimation of the disturbances.
Orbit parameter Constraint
Orbit class LEO
Orbit type SSO
LTAN [hh:mm] Negotiable (close to 6:00 h or 10:30 h)
Perigee [km] Negotiable (from 500 to 650 km)
Apogee [km] Negotiable (from 500 to 650 km)
Inclination [deg] SSO (> 51◦: Weilheim ground station)
Argument of perigee [deg] No constraints
Eccentricity No constraints
Table 3.1: Mission orbit envelope.
From Section 2.2, three sub-modes of NOM were selected to analyse the evolution of the
disturbances: NPM, SPM and IPM. In Table 3.2, six simulation scenarios with different orbital
parameters and different initial conditions are defined based on the envelop from Table 3.1. For
each sub-mode, two simulation scenarios were defined: a worst-case scenario (min. altitude)
and a relaxed-conditions scenario (max. altitude).
Case
Pointing
mode
Initial
quaternion
Rotation
XYZ [deg]
Altitude
[km]
LTAN
[hh:mm]
Solar
activity
1 NPM
[
0 0 0 1
]T [
0 0 0
]T
500 06:00 high
2 NPM
[
0 0 0 1
]T [
0 0 0
]T
650 10:30 low
3 SPM
[
0 0 0 1
]T [
0 0 0
]T
500 06:00 high
4 SPM
[
0 0 0 1
]T [
0 0 0
]T
650 10:30 low
5 IPM
[
0 0 0 1
]T [
0 0 0
]T
500 06:00 high
6 IPM
[
0 0 0 1
]T [
0 0 0
]T
650 10:30 low
Table 3.2: Simulation conditions for the nominal mode.
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Simulation cases
The results from the evaluation of the simulation cases of Table 3.2 using model 6.1 are presented
in the following section:
Nadir pointing
Parameters h [km] e [deg] ω [deg] i [deg] Ω [deg] ν [deg] ρ [kg ·m−3] [11]
Worst-case 500 0◦ 0◦ 97.40◦ 270◦ 0◦ 3.04×10−12
Relaxed case 650 0◦ 0◦ 97.98◦ 337.5◦ 0◦ 7.410×10−15
Table 3.3: Simulation scenarios for Nadir pointing.
For NPM, the gravity gradient torque is zero in every axis, this result is only valid for this
mode since vector b~r is always constant at any point in the orbit. In addition, as Xb-axis is always
oriented towards the Earth, the position vector has only one component, which means, the cross
product of this vector with itself will be equal to zero (see equation 3.1 ).
For the torque generated by the geomagnetic field, its value shall be larger or smaller when
the satellite is closer to the poles or the equator, respectively. The non-constant distribution of
the geomagnetic field around the Earth generates a disturbance torque in every axis of the body
frame. Furthermore, if the magnetic dipole ~Dsat is concentrated in only one axis (e.g. ~Dsat =[
1 0 0
]
), only a disturbance torque will be generated in two axes (for previous example: Yb-
and Zb-axes) after cross product of equation 3.6 is applied.
The atmospheric drag torque is only noticeable in Xb-axis for NPM, this is due to the align-
ment between the drag force and the velocity vector. The drag generates a parallel force toYb-axis
and therefore a torque around Xb-axis, as seen in the results.
The SRP torque affects only two axes of the body frame. The direction of the Sun vector
changes according to the position on the orbit, therefore a force is generated in every axis. How-
ever, since Zb-axis is located exactly at the center of the face, no torques will be generated around
this axis.
Sun pointing mode
Parameters h [km] e [deg] ω [deg] i [deg] Ω [deg] ν [deg] ρ [kg ·m−3] [11]
Worst-case 500 0◦ 0◦ 97.40◦ 270◦ 0◦ 3.04×10−12
Relaxed case 650 0◦ 0◦ 97.98◦ 375◦ 0◦ 7.410×10−15
Table 3.4: Simulation scenarios for Sun pointing.
For SPM, the results are depicted in Figs. 3.5 and 3.6, the position of the Xb-axis was fixed in
parallel direction to the velocity vector, while Zb-axis was aligned with the Sun vector. In both
cases the gravity gradient torque affects only two axes of the body frame; this result is valid given
that the moment of inertial around Xb- and Yb-axes are equal, therefore the cross product will be
cancelled in Zb-axis.
The resulting magnetic torques have the same behaviour as for Nadir pointing.
For this mode, there are no torques generated by the SRP since the Sun vector is always par-
allel to Zb-axis. Therefore, torques around Xb- and Yb-axes cancel each other.
For the atmospheric drag, the velocity vector is always contained inside plane Xb −Yb ; there-
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Figure 3.3: Evolution of the torques for Nadir pointing (worst case scenario).
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Figure 3.4: Evolution of the torques for Nadir pointing (relaxed conditions).
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Figure 3.5: Evolution of the torques for Sun pointing (worst case scenario).
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Figure 3.6: Evolution of the torques for Sun pointing (relaxed conditions).
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fore, the drag force will only generate a torque around Yb-axis since Xb-axis origin is shifted from
the geometrical center of the cube.
Inertial pointing mode
Parameters h [km] e [deg] ω [deg] i [deg] Ω [deg] ν [deg] ρ [kg ·m−3] [11]
Worst-case 500 0◦ 0◦ 97.40◦ 270◦ 0◦ 3.04×10−12
Relaxed case 650 0◦ 0◦ 97.98◦ 375◦ 0◦ 7.410×10−15
Table 3.5: Simulation scenarios for inertial pointing.
For inertial pointing mode, the resulting gravity gradient torque has the same behaviour as
the one presented for Sun pointing mode, whereas the magnetic torque has the same behaviour
as for Nadir pointing mode.
The SRP torque is always constant since the body frame is fixed in inertial space and the
direction of the Sun vector does not change for one orbital period.
For the atmospheric drag torque, the orbital velocity vector rotates around the origin of the
body frame; therefore, the resulting total force can have any direction. With respect to the CoM,
this force will only create a torque in Xb- and Yb-axes since the perpendicular components to
planes Xb −Zb and Yb −Zb will not generate a torque in Zb-axis given its location at the center of
the face.
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Figure 3.7: Evolution of the torques for inertial pointing (worst case scenario).
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Figure 3.8: Evolution of the torques for inertial pointing (relaxed conditions).
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In this chapter, the sizing procedure for the attitude determination and control hardware is de-
scribed. The minimal size for the actuators was calculated by taking into account the control
accuracy and worst-case disturbance torques, while some restriction in the characteristics of the
sensor were set by analysing the mission and the attitude determination requirements. At the end
of each section, the characteristics of the selected components, as well as the modelling used for the
simulations, are presented.
4.1. ACTUATORS
All the resulting worst-case disturbance torques calculated in Section 3.1 are summarized in Ta-
ble 4.1, for which, two methods for estimating the total torque are proposed. Wertz and Larson
[52] outlines that a good approximation would result from adding of all values these single val-
ues. Another approach, however more realistic, will be calculating the Residual Sum of Squares
(RSS). The sum of all the disturbance torque was selected after a discussion, since it provides
enough safety margin in case of non-modelled disturbances.
Source Maximal value [N ·m]
Gravity gradient torque 1.0657×10−7
SRP torque 2.6418×10−7
Aerodynamic drag torque 1.3622×10−5
Magnetic dipole torque 4.7477×10−5
Sum 6.147×10−5
RSS 4.9394×10−5
Table 4.1: Maximal environmental torques
4.1.1. Magnetic torquer
The magnetic torquers will be sized for each of the modes from Chapter 2, therefore the differ-
ent sizing considerations according to the model are observed in Table 4.2. The maximal value
from these results will be later sent to the procurements department for the acquisition of the
hardware.
It shall be remarked that the RSS was employed for the calculation of the dipole for CAM and
SFM under the assumption that , for one orbital period, the required dipoles for detumbling and
disturbance rejection do not have the same direction.
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Operational mode Sizing considerations Size of MTQ
DTM DMTQ=DDTM 5.7344 A ·m2
CAM DMTQ=
√
DDTM2+Ddist2 7.5542 A ·m2
NOM DMTQ=Ddist 4.9176 A ·m2
SFM DMTQ=
√
DDTM2+Ddist2 7.5542 A ·m2
Table 4.2: Different sizing scenarios for the MTQs.
Magnetic dipole for detumbling
After the satellite is de-attached from the launcher, the magnetic torquers should be able to de-
spin the satellite within the ∆t provided by the EPS team. Given this assumption, the angular
momentum of the satellite after separation can be calculated as
Hsat = Jsatmax ωsepmax , (4.1)
= (2.957 kg ·m2)(0.1745 rad · s−1) ,
= 0.5161 N ·m · s ,
where ωsepmax is the maximal separation rate from the launcher. At this moment there is no fur-
ther specification of this value, therefore a maximal separation rate of 10 deg·s−1 is assumed. The
detumbling time should be ∆t ≤ 4 h, at most, given the EPS requirement and a maximal duty cy-
cle of the MTQs during this phase of 50% is assumed; thus, the magnetic torque [52] necessary
to slow-down the satellite will hence be
τDTM = Hsat
0.5∆t
, (4.2)
= 0.5161 N ·m · s
(0.5) 14400 s
,
= 7.168×10−5 N ·m.
Finally, the required MTQ dipole for detumbling can be computed by using
DDTM =
τMTQ
Bearthmin sinθ
, (4.3)
= 7.168×10
−5 N ·m
(25000 nT) sin(30◦)
,
= 5.7344 A ·m2 ,
where Bearthmin is the minimal magnitude of the geomagnetic field and θ is the minimal angle
between the Earth’s and the satellite’s magnetic dipoles, both values where obtained from the
previous mission [20].
After a discussion with the procurements department, the selected choice was a MTQ of 10 A·
m2 which provides enough margin (more than 20%) against uncertainties in the MoI.
After the definition of the capabilities of the MTQs, a new analysis was proposed in order
to determine the required time for detumbling using the current baseline MTQs. The results are
consequently presented in Fig. 4.1, and they were obtained from equations 4.1, 4.2 and 4.3. Here,
a maximal uncertainty of ±20 % in the MoI assumed.
26
4.1. ACTUATORS
2.4 2.6 2.8 3 3.2 3.4
2
4
6
8
10
12
14
16
18
20
50
100
150
200
250
300
Figure 4.1: Estimated detumbling time for a MTQ of 10 A ·m2.
Magnetic dipole for disturbance rejection
The magnetic torquers will not only be used to detumble the satellite after launcher separation,
but also for magnetic unloading of the wheels during NOM and for spin stabilization in absence
of RW control during SFM & CAM.
In Fig. 4.2 the required magnetic dipole for disturbance rejection is presented for different
environmental conditions. This values were calculated using the SRP, magnetic and gravity gra-
dient torques from Chapter3 and the atmospheric drag torque estimated in Fig. 3.3.
For the sizing of the MTQs, a maximal disturbance torque of 6.147 ×10−5 N ·m is considered
(Table 4.1). This torque corresponds to a drag coefficient CD of 2.5, an h of 500 km and a high
shot-term solar activity. The disturbance torque is then substituted in equation 4.3 as
Ddist = 6.147×10
−5 N ·m
(25000 nT) sin(30◦)
,
= 4.9176 A ·m2 .
Dynamical modelling
The torque produced by a MTQ can be easily modelled using the methodology of Wertz [51],
which is
b~τMTQ= b~DMTQ× b~Bearth , (4.4)
and the corresponding transfer function between the commanded and the achieved magnetic
dipole can be defined as a simple first order system
G (S)= 1
1+TMTQ S
, (4.5)
where TMTQ is the time constant of the magnetic torquer.
The magnitude of previous transfer function is then
|G ( jω)| = 1√
TMTQ2 ω2co+1
, (4.6)
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Figure 4.2: Required dipole for disturbance rejection in terms of h, CD and the solar activity.
Figure 4.3: Magnetic torquer.
where ωco stands for the cut-off frequency. If the elements of this equation are re-arranged as
TMTQ=
√(
1
|G ( jω)|2 −1
)
1
ωco2
, (4.7)
the time response can be then calculated in terms of the cut-off frequency and maximal allowed
signal attenuation. As baseline design, a maximal attenuation of GMTQ=−3 dB two decades after
the maximal spinning rate is considered as baseline design, the cut-off frequency is therefore
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defined as
ωco = 102ωmax ,
= 17.453 rad · s−1 , (4.8)
thus, the minimal time constant for the magnetic torquer evaluated in equation 4.7 should be
TMTQ≤ 0.057 s.
MT10-2-H magnetic torquer
The current baseline design are three magnetic torquers MT-10-2-H placed in every axis of the
body frame, they will be provided by ZARM Technik AG which is located in Bremen, Germany
[53]. Those torquers are capable of providing a maximal magnetic dipole of 10 A·m2, with a time
constant of 15 ms, other important characteristics are presented in Table 4.3. The same brand
of MTQs (but 30 A ·m2) were used for the previous compact satellite, and to the date they have
not been tested in space since Eu:CROPIS is still waiting to be launched. From [20], the only
constraint is that MTQs shall be placed away from any magnetic material, otherwise they might
induce some non-modelled parasitic torques.
Characteristic Specification Units
Lineal dipole range 10 A ·m2
Time response 15 ms
Supply voltage 10 V
Power consumption 1 W
Mass 300 g
Number of units 3 -
Table 4.3: Characteristics of the MT-10-2-H magnetic torquer.
4.1.2. Reaction wheel
In previous section, it was stated that most of the torque for the control loop will be provided by
the MTQs. Therefore, the reaction wheels are used as secondary actuators for the fine pointing
manoeuvres, this means, RWs will only be sized for NOM, as shown in Table 4.4.
Operational mode Sizing considerations Size of RW
DTM - -
CAM - -
NOM HRW =Hdist 61.7 mN·m·s
SFM - -
Table 4.4: Sizing scenarios for the reaction wheels
Wertz and Larson [52] proposed the following formula
HRW = τdist 1p
2
Torbit
4
, (4.9)
which allows the calculation of the required RWs angular momentum for disturbance rejection,
where Torbit is the orbital period and 1/
p
2 stands for the RMS average of a sinusoidal function.
For this analysis it is assumed that the wheels are saturated at 1/4 of the orbit. Following the
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same design procedure as for the MTQs, the results depicted in Fig. 4.4 represent the ideal wheel
size for different values of drag coefficient, altitude and solar activity.
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Figure 4.4: RW size in terms of h, CD and the solar activity.
For an orbit of 500 km, CD of 2.5 and high-short term solar activity the ideal size of the reaction
wheel for disturbance rejection would be approximately
HRW =
(
6.147×10−5 N ·m) 0.7071 (5676.97 s
4
)
,
= 61.7 mN ·m · s .
Previous results are also complying with the estimations from Section 3.3, and since most
of the manoeuvres for NOM are considered to be slow (<1 deg·s), no further restrictions on this
actuator will be given.
Dynamical modelling
A reaction wheel can be modelled following the methodology proposed by Sidi [42], where the
model can be deduced from a separated modelling of the mechanical and electrical parts. The
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equivalent electric circuit is observed in Fig. 4.5 and its corresponding mathematical represen-
tation is easily inferred by using Kirchoff’s voltage law, or
La
dia
dt
= ua −Ra ia −ea , (4.10)
where La is the armature inductance, Ra is the armature resistance, ia the electrical current, ua
the excitation voltage, and ea is the back electromotive force, which is defined as
ea =Kv ωm ; (4.11)
Kv is known as voltage constant.
In the same manner, the model of the mechanical part is deduced from Newton’s second law,
or
Jm
dωm
dt
= τm −bmωm , (4.12)
where Jm is the rotor’s moment of inertia, bm is the rotor’s viscous friction coefficient and the
mechanical torque τm is linked to the armature current by means of
τm =Kτ ia ; (4.13)
Kτ is known as torque constant.
If equations 4.11 and 4.13 are substituted into equations 4.10 and 4.12, respectively, and then
the Laplace transformation is applied to both equations, the result will be
(Jm S+bm)ω(S)=Kτ ia(s) , (4.14)
(La S+Ra) ia(S)= ua −Kv ωm(s) , (4.15)
if then both equations are merged considering ua as the system input and ωm as the system
output, the resulting transfer function will be
ω(S)
ua(S)
= Kτ
(Jm S+bm)(La S+Ra)+KτKv
, (4.16)
this equation can be rewritten in terms of the produced torque as
τRW (S)
ua(S)
= Jm Kτ S
(Jm S+bm)(La S+Ra)+KτKv
. (4.17)
Previous transfer function allows to calculate the torque produced by a reaction wheel in
terms of the excitation voltage. However, one of the design requirements for the RW model was to
obtain the produced torque in terms of the commanded torque τcom. For this purpose, equation
4.17 is used to obtain a reference armature current iacom , then the loop is closed with the real ia
and therefore a constant TRW (time constant of the wheel) is introduced to the model using the
methodology described by Sidi [42] . This modification yields to a new transfer function of the
form
τRW (S)
τcom(S)
= Ra Jm
TRW (Jm S+bm)(La S+Ra)+TRW KτKv +Ra Jm
, (4.18)
A second requirement in the RW was provided by the EPS system; the electrical power bleed
by one single RW when switching to nominal mode shall be measured. This requirement is easily
achieved by computing product of the armature voltage ua times the current ia , or
PRW = ua ia . (4.19)
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Figure 4.5: Reaction wheel dynamical model
RW3-0.060 reaction wheel
The preliminary design includes three reaction wheels located in each of the axis of the body
frame. The provider is Sinclair Interplanetary which is based in Toronto, Canada. Those wheels
have a nominal capacity of 60 mN ·m · s, which fulfils the requirements of previous section.
However, and if required, those wheels can provide up to 180 mN ·m · s by changing the input
voltage[43], the characteristics can be seen in Table 4.5.
Characteristic
Specifications
(nominal/maximal)
Units
Angular momentum 60/180 @28 V mN ·m · s
Torque ±20 @ 0.12 N·m·s, 28 V N ·m
Moment of inertia of the rotor 86.6 ×10−6 kg · s
Supply voltage 7.5-34/50 V
Power consumption 23.4 @ 0.12 N·m·s, 10 mN·m W
Mass 226 g
Number of units 3 -
Table 4.5: Characteristics of the RW3-0.060 reaction wheel.
4.2. SENSORS
Since different measurements are required for every mode, an analysis concerning the minimal
requirements for each sensor is studied in this section. The following sensors are foreseen as
baseline design for S2TEP:
4.2.1. Gyroscope
The angular rates are one of the most important measurements; therefore, some minimal re-
quirements for the hardware acquisition shall be given.
The bandwidth of the gyroscope is desired to be at least ten times bigger than minimal control
frequency, that is
BW GYR≥ 10 fctrl ,
≥ 3 Hz,
32
4.2. SENSORS
and a the maximal noise level is selected to be
ηGYR≤ 0.3 deg ·h−1 .
using the reference value from Eu:CROPIS [20].
The gyroscopes are the main source of angular rate measurements, therefore they should at
least be able to provide a measurement of the maximal spin rate
rangeGYR ≥ωmax ,
≥ 10 deg · s−1 ,
regarding the minimal resolution of the gyroscope, it is selected to be
resGYR≤ 10×10−3 deg · s−1 ,
≤ 36 deg ·h−1 ,
according to the requirements of Table 2.1. In addition, the drift or bias should carefully be taken
into account since the gyroscope is the main source of information for attitude estimation during
eclipse for SFM and CAM. Therefore, the maximal deviation is considered to be 5◦, or
biasGYR ≤ 5 deg
47.3 min
,
≤ 6.34 deg ·h−1 ,
if a maximal eclipse time of Torbit2 ≈ 47.3 min is considered.
The parameters calculated in the previous paragraphs were used for the selection of the final
gyroscope for the mission, the model is STIM300 IMU and it is manufactured by Sensonor, which
is located in Spain. The main characteristics[41] of this sensor are shown in Table 4.6.
Characteristic Specification Units
Range ± 400 deg · s−1
Resolution 0.22 deg ·h−1
Bias ± 250 deg ·h−1
Bias run-run ± 4 deg ·h−1
Random walk 0.15 deg ·h1/2
Supply voltage 5 V
Power consumption 1.5 / 2 W
Mass 55 g
Number of units 1 −
Table 4.6: Characteristics of the STIM300 IMU
It shall be remarked that even though the bias of the baseline gyroscope is bigger than the
one calculated as requirement, this IMU can still be used for the final implementation since an
in-orbit calibration can be performed. The value of the bias due to switching off and on (bias run
-run) is now considered as specification, and given that the value of the IMU smaller than the
requirements, there was no necessity of selecting a new sensor.
4.2.2. Magnetometer
The magnetometer should provide information regarding the evolution of the Earth’s magnetic
field at any point in the orbit. According to Thébault et al. [49] the value of this field for a typical
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LEO satellite varies from 25000 to 60000 nT; hence, the range of the magnetometer should at
least be equal to the maximal value of the geomagnetic field
rangeMAG≥ 60000 nT,
regarding its minimal resolution, the magnetometer should be able to at least provide a mea-
surement of 0.1° for the nominal modes and minimal magnetic field
resMAG≤ arctan
(
0.1◦
) 1
25000
nT,
≤ 69.81 nT,
the bandwidth is directly related to the control frequency and it is set to be at least ten times
bigger
BW MAG≥ 3 Hz.
The current choice for the magnetometer is the model AMR digital, it is provided by ZARM
Technik AG which is located in Bremen, Germany. The characteristics [54] of this sensor are
shown in Table 4.7.
Characteristic
Specifications
(nominal/maximal)
Units
Range ±250 µT
Resolution 10 nT
Accuracy < ± 2.5 µT
Bandwidth 50 - 240 Hz
Supply voltage 5 - 16 V
Power consumption < 0.6 @ 15 V W
Mass 55 g
Number of units 1 -
Table 4.7: Characteristics of AMR digital magnetometer.
4.2.3. Sun sensor
The Sun sensors are one of the most important information sources since its measurement will
be used during the early-orbit modes to orient the satellite towards the Sun direction. Therefore,
the position of the Sun should be available all the time (except for eclipse). The calculation of
the number of sensors required for the mission will depend on the shape of the satellite and the
field of view of the selected model. A typical FoV in the market is 120 ◦ and knowing that S2TEP
is roughly a cube, the minimal number of sensors should be at least 12 or 6 (one or two per face
if the sensor has a linear or squared FoV, respectively)
FoV SS≥ 120◦ ,
The requirements presented in Table 2.1 show that the Sun sensor will be used for a pointing
accuracy of at most 1 ◦ during SFM and CAM, therefore the minimal accuracy of this sensor
should be
resSS≤ 0.1◦ .
The restrictions in the bandwidth are again provided by the control frequency, a minimal
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bandwidth of 10 times the control frequency
BW SS≥ 3 Hz .
S2TEP will likely have the same sensor configuration as Eu:CROPIS; in that case, only 6 sen-
sors will be required given that this sensor has a square FoV. The current provider is Solar MEMS
and the model of the sensor is the SSOC-D60 [45], whose principal characteristics are observed
in Table 4.8.
Characteristic Specification Units
Field of view ± 60 deg
Accuracy < 0.03 (3σ) deg
Precision < 0.05 deg
Update rate > 10 Hz
Supply voltage 5 V
Power consumption 0.35 W
Mass 35 g
Number of units 6 -
Table 4.8: Characteristics of the SSOC-D60 Sun sensor.
4.2.4. Star tracker
One of the most accurate sensors for attitude determination is the start tracker. Since stars are
inertially fixed bodies in the deep space and its size is very small when seen from the solar system,
accuracy of the order of few arc-seconds can be reached with this kind of sensors. For S2TEP, an
star tracker was considered in order to accomplish the attitude determination requirements for
NOM.
Regarding the selection parameters, the smaller the FoV, the better the accuracy. According
to Table 2.1 , the minimal required accuracy for attitude determination in NOM is 0.1◦, therefore
accuST ≤ 0.1◦ ,
in addition, strictly speaking (assuming that the STR would be the only sensor providing attitude
determination for NOM) its minimal update shall be at least three times bigger than the control
frequency
rateST ≥ 3 Hz,
in reality however, this does not happen. The measurements of this sensor will be combined
with all other sensor measurements in a Kalman filter, and therefore a smaller update rate can
be allowed.
The star trackers are often limited by a slew rate, as this sensor will be used in this mission
only for fine pointing, that means during NOM. If a maximal angular rate of 1 deg · s−1 is hence
considered for this mode, that means 3 minutes for a 180◦ turn, the slew rate will be
SRST ≤ 1 deg · s−1 . (4.20)
The current provider is Berlin Space Technologies and the model of the sensor is ST-200, lo-
cated in Berlin, Germany. The characteristics are shown in Table 4.9[6].
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Characteristic Specification Units
Accuracy 30 (3σ) arcsec
Update rate 1 Hz
Slew rate < 1 deg · s−1
Power consumption 220 / 650 mW
Supply voltage 3.5 - 5 V
Mass 50 g
Number of units 1 -
Table 4.9: Characteristics of the ST-200 star tracker.
4.2.5. GPS
The information about the position of the satellite in the inertial frame is not only important
for the ADCS (this measurement is used for the computation of the orbital velocity and position
vectors) but also for the on-board computer and the flight dynamics subsystem. Therefore, the
restrictions for the GPS will not be given by the ADCS team.
The current solution is provided by DLR itself, and is a set of an antenna, amplifier and the
Phoenix receiver, for which the main characteristics[9] are outline in Table 4.10 .
Characteristic Specification Units
Update rate 1 - 5 Hz
Supply voltage 5
Power consumption 0.85 W
Mass 20 g
Number of units 1 -
Table 4.10: Characteristics of the Phoenix GPS.
36
5
SATELLITE DYNAMICS AND CONTROL
In this chapter, the mathematical derivation of the position and attitude dynamics is obtained.
Furthermore, the formulation of the control algorithms, stability proofs, as well as the final feed-
back gains selected for each of the different pointing modes are explained in detail.
5.1. SATELLITE DYNAMICS
5.1.1. Position dynamics
The position dynamics can be easily modelled by using the Newton’s second law
i~f =msat d
dt
(i~v) , (5.1)
where i~v is the orbital velocity represented in the inertial frame and i~f is the sum of all the exter-
nal forces acting on the satellite, which for this analysis are
i~f = i~fctrl+ i~fgg + i~fsrp+ i~fatm , (5.2)
note that the environmental forces can also be unified in a single vector as
i~fdist = i~fgg + i~fsrp+ i~fatm , (5.3)
Thus, equation 5.1 can be rewritten as
msat
i~¨r = i~fctrl+ i~fdist , (5.4)
or
i~¨r = 1
msat
(
i~fctrl+ i~fdist
)
. (5.5)
for the simulation model.
At this moment, S2TEP is not planned to have the capability to perform orbital manoeuvres
(i~fctrl = 0 ). However, the equations previously presented can still be used for the estimation of
the position and orbit velocity of the satellite w.r.t. to the Earth.
A more detailed analysis of the orbital mechanics is presented in Appendix B.
5.1.2. Attitude dynamics
The attitude dynamics of a satellite has been widely studied by many authors [24, 51, 30, 42, 39]
in the previous years. The most common method to model the attitude dynamics of satellite
without flexible appendages is by means of the Euler’s equations of rotational motion. For that,
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Markley and Crassidis [30] define the angular momentum of a spinning satellite as
b~Hsat = Jsat b~ωsat , (5.6)
where b~ωsat is the angular velocity of the satellite with respect to the inertial frame, represented
in the body frame. The relationship between the torque and the angular momentum is defined
as
b~τ= d
dt
(
b~Hsat
)
, (5.7)
where b~τ is the sum of all the internal and external torques acting on the satellite, which for this
mission are
b~τ= b~τctrl+ b~τgg + b~τsrp+ b~τmag + b~τatm , (5.8)
in the same ways as for the external forces, the external torques can be unified in a single vector
as
b~τdist = b~τgg + b~τsrp+ b~τmag + b~τatm . (5.9)
If equation 5.7 is represented in the inertial frame by using the corresponding rotation matrix
b~τ= d
dt
(
bRi
i~Hsat
)
, (5.10)
and the derivation of the product is performed by using the definition of the derivative of a rota-
tion matrix of section A.3 as
b~τ= bR˙i i~Hsat + bRi i ~˙H sat , (5.11)
this results in
b~τ= b~ωsat × bRi i~Hsat + bRi i ~˙H sat ,
= b~ωsat × b~Hsat + b ~˙H sat . (5.12)
If definition 5.6 is the substituted into equation 5.12, this leads to
b~τ= Jsat b~˙ωsat + b~ωsat ×
(
Jsat
b~ωsat
)
, (5.13)
and for the simulator
b~˙ωsat = Jsat−1
(
−b~ωsat ×
(
Jsat
b~ωsat
)
+~τctrl+~τdist
)
. (5.14)
For NOM the cross-coupling effects of the reaction wheels were also added to the simulation
model as disturbances
~τdist =~τdist +−b~ωsat ×~HRW . (5.15)
The attitude of the satellite will be represented by using quaternions (see Appendix A), the
equation that relates angular velocity and the derivative of a quaternion can be obtained using
the definition A.29
bq˙i = 1
2
bΩ′ bqi . (5.16)
If a diagonal MoI matrix is assumed, the elements of equations 5.14 and 5.16 will be
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ω˙x =
(
Jy − Jz
Jx
)
ωy ωz + τx
Jx
,
ω˙y =
(
Jz − Jx
Jy
)
ωz ωx +
τy
Jy
,
ω˙z =
(
Jx − Jy
Jz
)
ωx ωy + τz
Jz
,
(5.17)
and
q˙1 =
ωx q4−ωy q3+ωz q2
2
,
q˙2 =
ωx q3+ωy q4−ωz q1
2
,
q˙3 =
−ωx q2+ωy q1+ωz q4
2
,
q˙4 =
−ωx q1−ωy q2−ωz q3
2
,
(5.18)
they both were used for the development of the controllers of the next sections, while equations
5.16 and 5.14 were used for the simulation of the attitude dynamics.
5.2. CONTROL
In order to achieve the pointing performance for the different modes, different controllers must
be defined within each mode. All the controllers selected for the S2TEP mission are summarized
in Table 5.1.
Mode Control algorithms Restrictions
DTM B-dot control ∆t ≤ 4h
CAM
Spin control
Precession control
Nutation control
γ≤ 5◦
NOM
Linear Quadratic Regulator
Magnetic unloading of the RWs
φ≤ 1◦
θ ≤ 1◦
ψ≤ 1◦
SFM Same as for CAM γ≤ 5◦
Table 5.1: Selected control algorithm for each ADCS mode.
5.2.1. Control frequency
The minimal control frequency is directly related to the maximal angular rate that the satellite
can support by design. Its value should at least allow the control system to perform 10 commands
within one revolution at the maximal rate
(
ωmax = 10 deg · s−1 = 0.1745 rad · s−1
)
fctrl = 10ωmax
(
1
2pi
)
, (5.19)
= 0.277 Hz, (5.20)
≈ 0.3 Hz.
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5.2.2. B-dot controller
The B-dot control algorithm has widely been used in the previous years as the best alternative to
detumble satellites with solely magnetic actuation [15, 5, 40, 2], this also includes last satellites
built and launched by DLR [21, 19]. Given the simplicity of the mathematical definition and
implementation, this algorithm has been chosen to damp the satellite’s angular rate after the
separation from the launcher.
The most typical formulation of the B-dot controller consist on measuring the direction of
the geomagnetic field, and then a torque, with the maximal magnetic dipole, in the opposite
direction is applied to decrease the angular rate, or
b~Dctrl =−Dmax sgn
(b~˙B earth ) , (5.21)
where Dmax is the maximal dipole that a single magnetic torquer can provide.
In recent years, a new formulation of the B-dot algorithm has been proposed in order to im-
prove the performance by reducing the time for detumbling, this new definition uses the mea-
surements of the angular rates and magnitude of the geomagnetic field to perform the correction
manoeuvres. From equation
b~Dctrl =−KDTMb~˙B earth , (5.22)
Avanzini and Giulietti [5] outlines that the derivative of the geomagnetic field can be approached
by the cross product of the angular rate times the magnetic field, or
b~Dctrl = −KDTM‖b~Bearth‖2
(b~Bearth× b~ωsat) . (5.23)
For experimental purposes, previous definition was considered as baseline design for the
detumbling mode, for which a feedback gain of
KDTM = 5×10−3 . (5.24)
was chosen by "trial-and-error".
As result of this analysis, two baseline solutions were implemented in the simulator:
• The controller from equation 5.21 for high angular rates and the controller from 5.22 for
low angular rates.
• Controller from equation 5.23 for the whole detumbling phase.
Although both solutions are able to detumble the satellite within the requirements provided
by the EPS, the second baseline solution was chosen given its better performance under the same
simulation conditions.
Stability proof
The following Lyapunov function is proposed
V = 1
2
~ωTsat Jsat ~ωsat , (5.25)
and its corresponding time derivative is
V˙ = ~ωTsat Jsat ~˙ωsat . (5.26)
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By substituting equation 5.14 on previous equation, it becomes
V˙ = ~ωTsat
(−~ωsat × (Jsat ~ωsat )+~τctrl+~τdist) , (5.27)
then by calculating the control torque as
~τctrl = ~Dctrl× ~Bearth ,
=
(
−KDTM ~˙B earth
)
× ~Bearth ,
(5.28)
the equation now becomes
V˙ = ~ωTsat
(
−~ωsat × (Jsat ~ωsat )+
(
−KDTM ~˙B earth
)
× ~Bearth+~τdist
)
, (5.29)
and by knowing that
~ωTsat
[(
−KDTM ~˙B earth
)
× ~Bearth
]
=KDTM ~ωTsat
(
~Bearth× ~˙B earth
)
,
=KDTM
(
~ωsat × ~Bearth
)T ~˙B earth
=KDTM
(
−~˙B earth
)T
~˙B earth ,
=−KDTM‖~˙B earth‖2 ,
(5.30)
the final equation will be
V˙ =−KDTM‖~˙B earth‖2+~ωTsat~τdist . (5.31)
If the geomagnetic field in the inertial frame is assumed to be bounded B1 < ‖~Bearth‖< B2,
with the proper choice of KDTM, the previous equation can be made negative definite.
For the enhanced version of the controller, the stability proof is made in a quite straight for-
ward way.
5.2.3. Spin, precession and nutation control
Let ~Norbit be the orbit normal vector in the direction of the Sun, which is fixed in the inertial frame,
the goal of this control formulation is to align satellite’s Zb-axis with the orbit normal vector while
spinning at a constant rate. For the development of this controller the following is assumed:
• The maximal MoI is placed in Zb-axis.
• There are no off-diagonal elements (no disablements of the body frame axes).
• Components Jx and Jy are equal.
The following MoI matrix is hence proposed for the derivation of the CAM controller:
JsatCAM =
1.5818 0 00 1.5818 0
0 0 1.68138
 kg ·m−1 . (5.32)
The desired angular momentum vector represented in the body frame is defined by de Ruiter
[8] as
b ~Hdes = Jsat b~ωdes , (5.33)
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where ~ωdes =
[
ωdesx ωdesy ωdesz
]T
is the desired spinning rate.
By using equation 5.6, the angular momentum error vector can be specified as
~εH = b ~Hsat −‖b ~Hdes‖b ~Norbit , (5.34)
the angular momentum error around Zb-axis is modelled as
εhz =Hsatz −Hdesz , (5.35)
and the angular rates error vector as
~εω = ~ωsat −~ωdes . (5.36)
The alignment of the angular momentum and orbit normal vectors can be achieved by first,
~εH =~0, and second, εhz = 0. The controller’s performance can be improved if the redundant
requirement εωx = εωy = 0 is added to the definition.
The final controller will have the form
~Dctrl = sat
(
− 1‖b~Bearth‖2
~A , Dmax
)
, (5.37)
where
~A= ~Bearth×
Kprec~εH︸ ︷︷ ︸
precession
+Kspin εhz
00
1

︸ ︷︷ ︸
spin
+Knut
1 0 00 1 0
0 0 0
~²ω
︸ ︷︷ ︸
nutation
 , (5.38)
and Kα are positive feedback gains. For the experimental set-up the following feedback gains
were chosen:
Kprec = 16×10−3 , (5.39)
Kspin = 2×10−4 , (5.40)
Knut = 8×10−3 . (5.41)
Stability proof
By proposing the following Lyapunov function
V = 1
2
Kprecc~εTH~εH +Kspin ε2hz +Knut~εTω
1 0 00 1 0
0 0 0
~εω
 (5.42)
which is positive definite since Kprecc > 0, Kspin > 0, Knut > 0. The time derivative of V is ap-
proached by de Ruiter [8] as
V˙ =
Kprecc~εTH +Kspin εhz [0 0 1]+Knut~εTω
1 0 00 1 0
0 0 0
~τctrl ,
= ~AT ~τctrl ,
(5.43)
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and by substituting equation 5.37 in previous equation, it becomes
V˙ = ~AT
(
− 1‖b~Bearth‖2
~A
)
,
=− 1‖b~Bearth‖2
~AT~A .
(5.44)
which under assumption of a bounded geomagnetic field; B1 < ‖~Bearth‖< B2, is negative semi-
definite.
Minimal rotation rate
An important characteristic of this controller is the fact that a minimal rotation rate is required
in order to achieve stability. Since the current baseline MoI has some issues that will be later
addressed in the Chapter 6, this value was estimated by means of simulations
ωCAMmin ≈ 3 deg · s−1 , (5.45)
After that, an angular rate was also required as reference for NOM & CAM, the only restric-
tion for the selection of this value is that ωCAM must be always bigger that ωCAMmin . During the
preliminary tests, this value was set to be
ωCAM = 10 deg · s−1 . (5.46)
5.2.4. Linear Quadratic Regulator
By using the definition about the Linear Quadratic Regulator presented in Appendix C.3 on the
linearised system obtained of Appendix C.1, the resulting feedback matrix
KNOM =
 0.0236 −0.0001 −0.0001 1.5069 −0.0033 −0.0057−0.0001 0.0238 0.0001 −0.0033 1.5156 0.0034
−0.0001 0.0001 0.0240 −0.0057 0.0034 1.5326
 , (5.47)
was obtained, for which
Q= diag ([1, 1, 1, 4000, 4000, 4000]T ) , (5.48)
R= diag ([1000, 1000, 1000]T ) , (5.49)
where used as tuning matrices. It shall be stress out that the first guess for these tuning param-
eters was obtained by means of the well-known Bryson rule considering a maximal variation for
each parameter of Q1:3 = 1qimax 2 = 1,Q4:6 =
1
ωmax2
= 1
0.01742
≈ 3282 and R1:3 = 1τRWmax 2 =
1
0.01192
≈
6984. After that, the weight of R matrix was reduced in order not to saturate the wheels.
The stability proof, and stability margins are described in Appendix C.3.1.
5.2.5. Magnetic unloading of the reaction wheels
The external disturbances analysed in Chapter 3 induce an accumulation of angular momen-
tum in the reaction wheels along the orbit. This accumulation can cause instability of the satel-
lite when performing attitude manoeuvres, therefore the wheels shall be constantly unloaded to
avoid this issue.
For this mission the magnetic torquers can be used to remove the excess of angular momen-
tum, using the formulation proposed by Sidi [42], which is
~τ=−Kunload
(
~HRW− ~Hnom
)=−Kunload∆~H (5.50)
where ~HRW is the wheel’s momentum vector and ~Hnom is the wheel’s nominal momentum vec-
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tor; thus, ∆~H can be seen as the excess of momentum to be removed. If equation 4.4 is then
substituted into equation 5.50, this yields to
−Kunload∆~H = ~Dctrl× ~Bearth , (5.51)
and by pre-multiplying both sides by ~Bearth using cross product, it becomes
~Bearth×
(−Kunload∆~H)= ~Bearth× (~Dctrl× ~Bearth) , (5.52)
=B 2earth ~Dctrl− ~Bearth(~Dctrl · ~Bearth) . (5.53)
If in equation 5.52 it is assumed that control dipole ~Dctrl is perpendicular to the earth’s mag-
netic field ~Bearth, the dot product ~Dctrl · ~Bearth is zeroed, therefore this results in
~Dctrl =− Kunload‖b~Bearth‖2
(
~Bearth×∆~H
)
. (5.54)
or a more explicit formDctrlxDctrly
Dctrlz
=− Kunload‖b~Bearth‖2
Bearthy ∆Hz −Bearthz ∆HyBearthz ∆Hx −Bearthx ∆Hz
Bearthx ∆Hy −Bearthy ∆Hx
 . (5.55)
From previous equation, if the angular momentum vector to be dumped is parallel to the
Earth’s magnetic field, no torque can be produced to counteract it. This fact would be a problem
for equatorial orbits, but since the orbit envelope of this project is a near-polar orbit, the validity
of this control law can be applied to S2TEP.
The value of the unloading gain Kunload is usually determined by the "trial-and-error" method
[42]. For application purposes of this work, the nominal angular momentum or the RWs was
chosen to be zero (~Hnom =
[
0 0 0
]T
) and the corresponding feedback gain is
Kunload = 0.07. (5.56)
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SIMULATIONS AND RESULTS
A general overview of the simulation model is given to the reader in this chapter; this includes a
brief introduction to every function employed for the simulation of the ADCS components. Subse-
quently, some simulation scenarios were defined given its importance for the study of the modes
performance. For every scenario, different parameters are varied in order to study the impact they
may have in the overall performance of control system. At the end, some results are given for nom-
inal and non-nominal condition, from which some design issues will be clarified.
6.1. SIMULATION MODEL
Following the design methodology presented at the beginning of this work (see Fig. 1.2), the re-
sulting simulation model, after the implementation of the analytical definitions described along
this thesis, is shown in Fig. 6.1. The model was constructed in a Matlab-Simulink environment.
S2TEP	AOCS	simulator
satelliteStates reference
Guidance
realStatesmeasuredStates	
Sensors
actuatorStates
reference
satelliteStates
command
Control
Visualization
satelliteStatesexternalDisturbances_bf
Enviromental	disturbances
externalDisturbances_bf
torques_bf
satelliteStates
Satellite	dynamics
command
satelliteStates
actuatorStates
torqueActuators_bf
Actuators
measuredStatesestimatedStates	
Navigation
Attitude	Determination	and
Control	Sytem	for	S2TEP	
at	German	Aerospace	Center	(DLR)
Last	modified:
05-nov.-2017	16:36:56
by	mace_jo
Figure 6.1: Simulink model (upper level).
Fig. 6.1 displays the upper level of the simulator, which is organized in the following order:
• Guidance: This block includes three main functions:
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■ DCM generation: The reference attitude DCM is generated by means of the definitions pre-
sented in Section 2.2. The orbital velocity, Nadir and Sun vectors are required as inputs here.
■ Quaternion calculation: By employing the attitude DCM and the definitions from Sec-
tion A.3, the reference attitude quaternion is generated here. The original script used for this
transformation induced a singularity for rotations at -90◦ and 270◦; therefore, it was modified
to cope with rotations between -360◦ and 360◦ (the formal analytical definition of a quater-
nion lies within these limits).
■ Angular rates calculation: By using the attitude quaternion and its derivative, the ref-
erence angular rates are calculate by this function (see definition A.23).
■ Mode selection: This block uses as inputs the angular rates, the orbit normal vector and
the attitude quaternion for the calculation of the switching commands between modes. As
result it produces a selected pointing mode and a reference trajectory for SFM & CAM. The
data from Table 2.1 is important for the understanding of these autonomous transitions.
• Control: This block includes three main sub-components:
■ DTM controller: This model contains the definitions for the detumbling controllers from
Section 5.2.2. The magnitude and direction of the magnetic field is required for the calcula-
tions, while a commanded magnetic dipole is obtained as output.
■ CAM & SFM controller: The spin, precession and nutation controller from Section 5.2.3 is
coded within this block. The satellite’s angular rate, magnetic field and orbit normal vectors
are the required inputs for the calculation of a commanded dipole.
■ NOM controller: This script contains the definitions for the nominal pointing mode con-
trollers, which are:
 LQR controller: The LQR controller from Sections 5.2.4 and C.3. It uses the attitude
quaternion and angular rates from both the Navigation and Guidance blocks, which are
the real values and the reference signal, respectively. These values are used for the calcu-
lation of the system errors and then they are multiplied by the feedback gain in order to
obtain the commanded RWs torque.
 Magnetic unloading: The angular momentum unloading controller from Section 5.2.5 is
embedded here, for which the magnetic field vector and the current RWs angular momen-
tum are the sources of information, as result it provides a commanded magnetic dipole.
• Actuators: Three main sub-block are modelled in this part:
■ Reaction wheel triad: This block contains an array of three reaction wheels located in
every principal axis of the body frame. Each of these wheels uses a commanded torque as
reference, and it provides an achieved torque as result. The formulation from Section 4.1.2
was coded here with the aim of modelling the RW dynamics, and some important parameters
like angular momentum, angular rate, armature voltage and current, and electrical power are
stored in real time for its subsequent analysis. The real characteristics of rhe wheels can be
retrieved from Table 4.5.
■ Magnetic torquer triad: An array of three magnetic torquers is constructed within this
block by employing the definitions from Section 4.1.1 and the parameters from Table 4.3. It
receives a commanded dipole and the geomagnetic field vector as inputs, and provides an
achieved torque as result. The duty cycle of the MTQ can be also be modified within this
block.
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■ Internal disturbances: At this moment, no internal disturbances have been considered
for the ADCS design; however, if they want to be added in the future, they will be located in
this part.
• Satellite dynamics: Two functions are contained within this block:
■ Attitude dynamics: This block uses as input the RWs commanded torques, the external
torques generated by the environmental models and the physical parameters of the satel-
lite for the calculation of the current attitude quaternion and angular rates from equations
presented in Section 5.1.2.
■ Orbit dynamics: This block uses commanded force (not included in this satellite), distur-
bance forces, the satellite parameters and the attitude quaternion for the calculation of the
position and orbital velocity from formulation 5.1.1.
• Environmental disturbances: All the disturbance torques and forces are calculated within
this block, for which four main sources are studied:
■ Gravity gradient: The disturbance torque produced by the gravity gradient is calculated
from the model presented in Section 3.1.1. The position of the satellite is the only required
input for this purpose.
■ Magnetic field: The torque produced by the magnetic field is estimated within this block
by evaluating the satellite position in equations from Section 3.1.2.
■ Solar radiation pressure: The estimation of the solar disturbances is obtained from
the Sun vector, the eclipse flag and the definitions from Section 3.1.3.
■ Atmospheric drag: By using the orbit velocity, atmospheric density and the models from
Section 3.1.4, the value of the atmospheric disturbances is computed in this part of the
model.
• Sensors: In order to model the behaviour of the attitude determination hardware, this model
was divided into two different functions:
■ Real measurements: Additionally to the states vector produced by the Satellite dynamics
block, the magnetic field and Sun vectors are also calculated within this block. Firstly, the
current Julian and Modified Julian dates were obtained using definitions from Appendix B,
secondly, the magnetic field vector is obtained by applying definition 3.4, thirdly, the Sun is
obtained from the satellite position and the position of the Earth with respect to the Sun (see
B.4).
■ Sensors effects: Some effects were modelled for each of the sensor presented in Chapter
4. They are:
 GPS: Bias and noise using the real position and orbit velocity and the parameters from
Table 4.10.
 Star tracker: Bias and noise using the real attitude quaternion and the parameters from
Table 4.9.
 Gyroscope: Random walk and noise using the real angular rate and the parameters from
Table 4.6.
 Sun sensor:Bias and noise using the real Sun vector and the parameters from Table 4.8.
 Magnetometer: Bias and noise using the real geomagnetic field and the parameters from
table 4.7.
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• Navigation: Two functions were created within this block.
■ Kalman filter: At this point of the project the behaviour of a Kalman filter is only simu-
lated by amplifying the attitude error for SFM and CAM (since STR is not available for these
modes).
■ Attitude transformations: Some useful attitude transformations are computed within
this block, which are mainly employed to change the measurements from body to inertial
coordinates or vice versa, other parameters are also calculated in real time, like:
 Eclipse flag
 Nadir vector
 Orbit normal vector
6.2. MONTE-CARLO CAMPAIGN
Since S2TEP is currently at the middle of phase B, several parameters of the satellite cannot be
fully determined until some some validation tests are performed before launch. For that reason,
it is important to define some boundaries for which the pointing accuracy of the ADCS is not
compromised.
For the validation of baseline ADCS, the so-called Monte-Carlo method was chosen because
it allows to study the behaviour of a simulation model under different initial conditions. Hence,
for every pointing mode, the controller robustness will be assessed by both adding uncertainties
to the most critical parameters of the satellite and simulating different environmental condi-
tions. Four main simulation scenarios have been established for each of the pointing modes
from Section 2. The critical parameters to be studied in every simulation scenario will be ex-
plained in the subsequent paragraphs.
For every simulation scenario, the MoI matrix will be varied, an uncertainty in this parameter
is particularity interesting since it directly modifies the dynamics of the satellite, and given that
this parameter was used for the analytical definitions of the control laws and consequently for
the calculation of the feedback gains, it is important to study how much a variation will degrade
(or improve) the overall performance of the ADCS.
The magnitude and direction of the magnetic dipole cannot be known before the satellite is
built, and since a worst-case scenario was defined in Chapter 3, it is only interesting to study the
impact of a change in the direction.
The position of the CoG plays a very important role in the estimation of the atmospheric
drag torque. A deviation in this parameter will affect the magnitude of the atmospheric torque
in every axis.
Given that the geomagnetic field has a non-linear distribution according to the satellite’s po-
sition in the orbit, as well as its important role for the generation of the command torques during
the correction manoeuvres, different rotations of the ECEF frame w.r.t. the ECI frame will be
simulated by modifying initial date.
A randomly-generated true anomaly value allows to study different phenomena according to
the simulation scenario:
• 1. It simulates different injection points in the orbit for DTM.
• 2. For CAM, it simulates different points where the transition from detumbling is triggered.
• 3. Similarly, for NOM it allows to simulate the transition anywhere in the orbit, as well as
different initial reference quaternions for the sub-modes (NPM, SPM, IPM or GPT).
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• 4. For SFM, it allows to simulate a failure occurrence at any point in the orbit.
The variation ranges and its respective variation ranges, as well as some other remarks are
presented in Table 6.1.
Parameter Variation range Distribution Remarks
Moment of in-
ertia matrix
∆Jsat ∈ [−20, 20]% Gaussian Including off-diagonal elements
Satellite mag-
netic dipole
Dsatx ∈ [−1, 1]
Dsat y ∈ [−1, 1]
Dsatz ∈ [−1, 1]
Uniform
~Dsat is normalized and multiplied by 1 A ·
m2 since only a random direction is re-
quired
center of gravity ∆CoG ∈ [−20, 20]% Uniform –
Rotation of
ECEF w.r.t. ECI
∆t ∈ [0, 24]hours Uniform Random minutes and seconds are also in-
cluded.
True anomaly ν ∈ [0, 360] deg Uniform –
Table 6.1: Simulation parameters to be varied for every simulation scenario.
In the following sections, other particular simulation considerations will be pointed out for
every simulation mode.
Scenario 1 (DTM): This scenario simulates the initialization of the ADCS after the separation
from the launcher. Since the worst-case scenario separation rate is known, only a variation in the
direction will be set as initial condition. The result from the MC campaign will hence allow the
EPS team to have a worst-case estimation for the detumbling time.
Parameter Variation range Distribution Remarks
Launcher sepa-
ration rate
ω0x ∈ [−1, 1]
ω0y ∈ [−1, 1]
ω0z ∈ [−1, 1]
Uniform
~ω0 is normalized and multiplied by 10 deg·s−1
since only a random direction is required
Table 6.2: Simulation parameters to be varied for DTM.
Scenario 2 (CAM): This simulation scenario allows to study the transition from DTM and the
performance of CAM during early orbit phase. For this analysis, the worst-case scenario angular
rate from Table 2.1 is simulated for different directions. From this MC scenario, the required time
for reorienting the angular momentum can be analysed by the TCS team in order to know if the
radiators will have enough time to dissipate the heat generated by the satellite.
Parameter Variation range Distribution Remarks
Initial angular
rate
ω0x ∈ [−1, 1]
ω0y ∈ [−1, 1]
ω0z ∈ [−1, 1]
Uniform
~ω0 is normalized and multiplied by 2ωorbit
since only a random direction is required
Table 6.3: Simulation parameters to be varied for CAM.
Scenario 3 (NOM): Since this is perhaps the most interesting mode for the payload activities,
a detailed analysis of the pointing performance shall be retrieved from this simulation. For this
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scenario, the initial attitude quaternion will formulated in terms of randomly generated Euler an-
gles. In addition that, the initial angular rate will be always initialized with the maximal allowed
value proposed in Table 2.1 and random directions.
Not only the pointing accuracy is important for this mode but also the power demanded by
the wheels at the beginning of the re-orientation manoeuvres. The maximal angular momentum
stored by the wheels can also be retrieved from this analysis.
Parameter Variation range Distribution Remarks
Initial quater-
nion
φ0 ∈ [−360, 360] deg
θ0 ∈ [−360, 360] deg
ψ0 ∈ [−360, 360] deg
Uniform
φ0, θ0 andψ0 random values are used to cal-
culate q0
Initial angular
rate
ω0x ∈ [−1, 1]
ω0y ∈ [−1, 1]
ω0z ∈ [−1, 1]
Uniform
~ω0 is normalized and multiplied by 2ωorbit
since only a random direction is required
Table 6.4: Simulation parameters to be varied for NOM.
Scenario 4 (SFM): Strictly speaking, SFM has the same formulation for both control laws and
hardware requirements; as for CAM. The main difference lies however in the fact that both modes
are modelling two completely different scenarios. SFM’s primary goal is to stabilize the satellite
under any initial conditions; this means, it covers the requirements of all three previous modes
(see Table 6.5). They are, the initial quaternion (transition from any mode), the initial angular
rate with a maximal magnitude of 10 deg·s−1 and random direction (simulating a transition from
any mode) and different values stored angular momentum in the wheels (transition from NOM).
From this simulation, the maximal precession angle, as well as the angular rate norm will be
retrieved after the Monte-Carlo campaign.
Parameter Variation range Distribution Remarks
Initial quater-
nion
φ0 ∈ [−360, 360] deg
θ0 ∈ [−360, 360] deg
ψ0 ∈ [−360, 360] deg
Uniform
φ0, θ0 and ψ0 random values are used
to calculate q0
Initial angular
rate
ω0x ∈ [−1, 1]
ω0y ∈ [−1, 1]
ω0z ∈ [−1, 1]
Uniform
~ω0 is normalized and multiplied by
10 deg · s−1 since only a random direc-
tion is required
Angular mo-
mentum of the
wheels
HRWx ∈ [−60, 60]mN ·m · s
HRWy ∈ [−60, 60]mN ·m · s
HRWz ∈ [−60, 60]mN ·m · s
Uniform –
Table 6.5: Simulation parameters to be varied for NOM.
Besides the simulation scenarios, other parameters can be varied for any Monte-Carlo run,
such as:
• Number of runs.
• Initial set (in case a failed simulation is desired to be reproduced again).
• Used states:
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■ Real states (as extracted from the Satellite dynamics block).
■ Estimated states (with the all the effects produced by the sensors).
• Error types:
■ Nominal case (parameter used for the sizing procedures).
■ Worst case (using the worst-case uncertainty).
■ Random (generated using the uncertainties ranges).
• Seeds for the noise generation:
■ Predefined (these seeds will always produce the same noise profile).
■ Randomly generated (the seeds will be generated using the computer’s current date
and hour; therefore, the noise profile will always be different from one simulation to
another).
6.3. RESULTS ANALYSIS
The results were grouped into two sections. First, those for every pointing mode under nominal
conditions, which are presented in the next subsection. And secondly, those obtained from the
MC campaign for 100 runs (using a variation in the nominal parameters as previously explained)
are gathered together in a single plot for every simulation scenario.
It shall be remarked that during the second half of September 2017, there was a second up-
date in the satellite and orbit parameters, consequently these parameters are shown in Table 6.6.
Parameter Value Units
SATELLITE
Mass (msat ) 25.878 kg
Moment of inertia (Jsat )
 1.673 0.014 −0.0230.014 1.603 −0.013
−0.023 −0.013 1.569
 kg ·m −1
Drag coefficient (CD ) 2.5 -
Magnetic dipole (Dsat ) 1 A ·m2
Dimensions 0.6×0.6×0.6 m
Center of gravity (w.r.t. MCF)
[
0.3 0.3 0.182
]T
m
ENVIRONMENT
Atmospheric density (ρatm) 3.04×10−12 kg ·m−3
Solar activity (JB2006 model)
F10.7 = 250
(High-long term)
-
ORBIT (SS-LEO)
Altitude (h) 500 km
Eccentricity (e) 0 deg
Inclination (i ) 97.39 deg
RAAN (Ω) 190 deg
Argument of perigee (ω) 0 deg
Table 6.6: Parameters used as nominal scenario.
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6.3.1. Nominal scenario
DTM: The trajectory of the angular rates during the detumbling phase under nominal conditions
is depicted in Fig. 6.2, and consequently the required magnetic dipole for this mode is presented
in Fig. D.1. For a nominal scenario, the detumbling phase would take around half an orbit to
reach the requirements defined in Table 2.1.
0 0.5 1 1.5
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5
Figure 6.2: DTM: States in nominal conditions.
CAM: According to Sidi [42], any spin-stabilized satellite will spin around its axis with the maxi-
mal moment of inertia. During the definition of the control law for this mode, the requirement
of having the maximal moment of inertia around the ~Zb-axis was imposed to the structural de-
signers. It should be pointed out that this requirement has not yet been taken into account (as
seen in Table 6.6) for the distribution of the internal components of the satellite.
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Figure 6.3: CAM: States in nominal conditions.
The results from three simulations with different considerations are depicted in Fig. 6.3. The
considerations are:
• Blue: The nominal parameters of Table 6.6 were used for this first simulation. Since the
pointing accuracy did not accomplish the requirements (given that εγ> 5 deg, εωx > 0.1
deg · s−1 and εωy > 0.1 deg · s−1 ), an analysis to determine the causes of this issue was
conducted. The respective MTQs response is presented in Fig. D.3.
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• Yellow: For this new simulation, the MoI matrix in principal coordinates was calculated by
employing the procedure presented in Section B.5.1, which is
Jsat =
1.5545 0 00 1.60205 0
0 0 1.68138
 kg ·m−1 . (6.1)
Now, by assuming that this matrix was the real MoI of the satellite (which would mean that
the principal axes were aligned with the body frame axes), the results presented in yellow
lines were obtained; which allows to state some conclusions for the further development
of the mission. Unless the maximal MoI is placed in the Zb-axis and the off-diagonal terms
are keep as close as possible to zero, the components εωx and εωy will not be zeroed. Under
this assumption the precession error still does not accomplish the pointing requirements.
• Dashed-orange: For this new simulation all nominal parameters from Table 6.3 and a CoG
located at the geometrical center of the satellite
CoG= [0.3 0.3 0.3]T m, (6.2)
is assumed; the obtained results are shown in dashed-orange lines. Now, it can be proved
that the precession angle slowly tends to zero even if the MoI is not the required one (still
the spinning dynamics issue should be solved with the MoI considerations of previous
analysis). Since the current CoG in Zb-axis is located 8.1 cm below the geometrical center,
the precession error is highly influenced by the disturbance torques. For further develop-
ment of the mission, the CoG should be keep as close as possible to the geometrical center.
Otherwise, a RW should be used to reorient the angular momentum vector since the point-
ing accuracy cannot be achieved with the current parameters and baseline control law.
NOM: The selected sub-mode for this simulation was NPM. The attitude quaternion, as well
as the angular rates, represented in the body frame are depicted in Fig. 6.4, while the MTQs
dipole and RWs angular momentum associated to this simulation are presented in Fig. D.2. For
nominal conditions, the pointing accuracy was always kept below 0.2 deg, while the wheels are
running around one third of its total angular momentum capacity. Which indeed, accomplishes
the requirements.
SFM: The same procedure presented for CAM is assumed for the SFM simulations. Consequently,
the results are shown in Fig. 6.5, and the respective control dipole, as well as the evolution of
the stored RWs’ angular momentum for nominal conditions (using parameters of Table 6.6) are
shown in Fig. D.4.
6.3.2. Monte-Carlo campaign
In order to have a representative set of results out of the simulations, 100 runs were considered
for every scenario. Consequently, uncertainties were introduced in the satellite parameters ac-
cording to the specification of Tables 6.1, 6.2, 6.3, 6.4 and 6.5.
Trajectories observed in Fig. 6.6 represent the evolution of the angular rates norms during
the detumbling phase. Base on this information, it is possible to conclude that for the current
baseline design (DMTQ= 10A·m2 and control law 5.23) the fully de-spin can be achieved at around
0.5 orbits (≈ 47 min). Therefore, the requirements of the EPS are fully accomplished. In terms
of stability, and as proven in the respective section (5.2.2), no unstable configuration has been
observed.
For the MC campaign in CAM, the MoI of equation 6.1 and the CoG of equation 6.2 are now
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Figure 6.4: NOM: States in nominal conditions.
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Figure 6.5: SFM: States in nominal conditions.
Figure 6.6: Monte-Carlo simulation for 100 runs: DTM.
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considered as baseline parameters. The addition of uncertainties is considered as presented in
Table 6.1, the MoI in Jz was constrained to be always the maximal one independently of the
value of Jx and Jx , and the uncertainties in the off-diagonal elements were considered to have
a variation of 2% at most (w.r.t the maximal MoI). The results are consequently shown in Fig.
6.7, regarding the precession angle, the requirements are accomplished for 97% of the cases, the
cases for which the pointing error was bigger that 5 deg were those where the CoG in Zb was
deviated almost 6 cm from the geometrical center. Not further conclusions can be given about
the spinning control since the dynamics of this controller are highly dependent on the MoI. It
shall however be remarked, that a specific tuning might solve this issue.
Figure 6.7: Monte-Carlo simulation for 100 runs: CAM.
For NOM, the pointing performance retrieved from the Monte-Carlo simulations is plot in
Fig. 6.8. The upper plot contains the Euler angles errors, while the angular rates errors can be
found at the bottom. The uncertainties did not affect the performance of the controller since the
error is always kept below 1 deg. The plot for RWs power and angular momentum are, respec-
tively, shown in Figs. D.5 and D.6. The required power at the beginning of the nominal pointing
manoeuvres does not exceed 5 W given the limitations established by the EPS (max. 1 A). On the
other hand, the RWs are working, in a worst-case scenario, at one third of its total capacity.
Finally, for SFM the precession angles and angular rates norms for every simulation are plot
in Fig. 6.9. The restriction stated for CAM are taken also taken into account for this analysis. In
terms of precession error, the probability of failure is also 3%, and since this mode shares the
controller with CAM, the same causes were identified.
It shall only be remarked, that the evolution of the RWs angular momentum over the time
does not compromise the performance of this mode, since the viscous friction coefficient slowly
decelerates the rotor, the excess of angular momentum is slowly eliminated by the magnetic tor-
quers.
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Figure 6.8: Monte-Carlo simulation for 100 runs: NOM (NPM).
Figure 6.9: Monte-Carlo simulation for 100 runs: SFM.
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7.1. CONCLUSION
This thesis describes the attitude control system developed for the S2TEP mission during phases
A/B, which can potentially be used as final solution at the end of phase C. The baseline design
presented in this work was intended to be maintained as generic as possible since many param-
eters of the satellite are, at this moment, not fully established; its value will be only known after
performing some validation tests on the satellite before launch.
Based on the requirements collected from EPS, structure, TCS, and payload, four main point-
ing modes have been established in order to fulfil the mission requirements: detumbling, coarse
acquisition, nominal mode and safe mode. For the nominal mode, four sub-modes have also
been defined with the aim of having different pointing conditions for the scientific activities:
nadir pointing, inertial pointing, Sun pointing and ground point tracking.
A detailed reconstruction of the environmental disturbance torques was performed for all the
sub-modes of NOM (except for GPT since this sub-mode was not considered in the initial design)
by simulating two cases at the limits of the orbit envelope (500 and 650 km). In the same way, the
worst-case scenario for the whole mission (also including CAM, SFM and DTM) was calculated
by means of a generalization in formulas from Chapter 3.
The attitude control hardware was sized based on the results from Chapter 3. Consequently,
the minimal capabilities of both the MTQs and RWs were discussed with the procurements de-
partment, which resulted in a choice of 10 A·m2 and 60 mN·m·s, respectively. On the other hand,
an analysis to determine the minimal requirements for the attitude determination hardware was
also carried out in this work. The final choice was therefore made using the obtained results as
well as the pre-launch experience from Eu:CROPIS [20]. For some of the selected sensors, an in
orbit-calibration process is planned in order to reduce the effect of noise and bias.
In regards to the control laws, the following behaviour has been observed:
• For DTM, no issues were identified under nominal and non-nominal conditions, in both
cases the pointing requirements were accomplished.
• For NOM, on the other hand, the performance was slightly compromised after the addition
of uncertainties, the pointing error was 0.3 ◦ under nominal conditions and 0.7 ◦ after the
addition of the uncertainties. In both cases the pointing performance requirements were
accomplished.
• For CAM & SFM, under nominal conditions and with the current MoI and CoG, the require-
ments were not accomplished. Two main causes were identified:
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■ CoG: the current location of the center of gravity in the ~Z b-axis is no very convenient
for the precession dynamics (almost 30% variation w.r.t. the geometrical center). The
more this parameter is deviated from the geometrical center, the less stable will the
precession angle will be.
■ MoI: For the spinning dynamics, a diagonal MoI matrix with the largest moment of
inertia in Zb was assumed for the controller definition, and since the current MoI has
its maximal value in Xb-axis, the controller does not perform as expected. After a re-
definition of both the baseline MoI and CoG, the pointing performance for nominal
conditions was achieved and for 97% of the cases under non-nominal conditions.
After analysing the results of the MC camping, it can be concluded that a deviation in one
or more of the baseline parameters will not significantly compromise the stability of the
satellite. It shall however, be mentioned that a specific tuning for every controller must be
performed once the final satellite parameters are known.
The Monte-Carlo simulation allowed to understand how the addition of uncertainties in
some of the parameters of the satellite affects the performance of the different control laws.
Further recommendation will be hence discussed in the next section by recalling these
results.
7.2. RECOMMENDATIONS
7.2.1. DTM
The only further recommendation for the DTM is whether the measurements of the gyroscope
will be used for the final implementation given the capabilities of the EPS. The advantages and
disadvantages of each solution are:
• The typical bang-bang B-dot formulation for high angular rates, and non-saturated B-dot
controller for low angular rates was defined as first baseline solution. The main advantage
is that it only requires the measurements of the geomagnetic field’s magnitude and direc-
tion for the calculation of the correction commands; however, it usually requires a longer
detumbling time when compared to the next solution.
• A B-dot controller with angular rate feedback is used as second baseline solution, which
yields to a shorter and thus more stable detumbling phase. However, in terms of power
consumption, the gyroscope is the most demanding sensor since it can drain as much
power as a single magnetic torquer.
Since the available power for the detumbling phase is limited by the EPS, a trade-off between
consumption and maximal detumbling time can be obtained by running many simulations us-
ing the Monte-Carlo set-up proposed in this work. Which can be used to choose the best solu-
tions in terms of power consumption.
7.2.2. CAM/SFM
This mode is very sensitive to changes in the MoI and CoG; therefore, the following recommen-
dations should be taken into account in phase C:
• The moment of inertia Jzz should be the largest in order to have stable spinning satellite.
The bigger the difference when compared to Jxx and Jyy , the more accurate the spin control
will be.
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• The off-diagonal elements will also affect the nominal performance of this mode, therefore
they should be kept as close as possible to zero. A non-zero off-diagonal (miss alignment
of the body frame axes) element will induce a non-desired angular rate in Xb- and Yb -axes.
• The CoG should be keep as close as possible to the geometric center of the satellite. The
bigger the difference, the largest the impact in the precession dynamics. This issue can
also be solved by using one of the RWs for the angular momentum reorientation while the
spin is controlled with solely magnetic actuation.
The orbit normal vector in the body frame is a requirement for this mode. And since it can be
directly computed from the velocity and position vectors, the GPS measurements are a require-
ment for both CAM/SFM.
7.2.3. NOM
The results of the MC analysis are important to determine the feasibility of switching to the NOM
mode right after the detumbling phase. Since now the maximal required power to reorient the
satellite at the beginning of the nominal mode is know, this value can be added to the maximal
estimated power consumption during DTM which will allow to determine if the EPS can provide
enough power for this transition.
In order not to saturate the wheels, and therefore not to lose attitude control, when switching
to this mode, the satellite’s angular rate should have a small value. For an scenario where all the
satellite’s moment of inertia needs to be stored in a single wheel, the maximal angular rate for
the saturation of the wheel was calculated to be 1.7 deg · s−1.
7.2.4. Hardware
• Even though, only the measurements of a gyroscope are required for the attitude determi-
nation. The selected IMU also provides acceleration and inclination. These measurements
can be mixed with the lectures of other sensors to improve the attitude determination ac-
curacy for non-nominal modes.
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MATHEMATICS
This section contains all the mathematical definitions necessary to understand the content pre-
sented in along this work.
A.1. VECTORS
Dot product
The dot product (or also called inner product or scalar product) between two vectors is defined
as
~u ·~v = ~v ·~u = ~uT~v = ~vT~u =
n∑
i=1
ui vi , (A.1)
the dot product is often used to verify the orthogonality between vectors, this means, if the result
is equal to zero; the vectors are said to be orthogonal.
Norm
The norm (or length) of a vector can be obtained by means of the Euclidean norm, which is the
square root of the dot product of the vector with itself, or the sum of the squared vector elements
‖~v‖ =
p
~v ·~u =
[ n∑
i=1
vi
2
] 1
2
. (A.2)
Normalization
A vector that has a norm equal to unity, is said to be a unit vector. Any non-zero vector can be
represented as a unity vector by diving it by its norm
uˆ = ~v‖~v‖ =
~v
v
. (A.3)
Angle between vectors
The angle between two vectors is given by
cosθ = ~u ·~v‖~u‖‖~v‖ . (A.4)
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Cross product
The cross product (or vector product) of a three-component vector in terms of its components is
written as
~u×~v =
u2v3−u3v2u3v1−u1v3
u1v2−u2v1
=−~v ×~u , (A.5)
where the resulting vector is perpendicular to both ~u and ~v .
Cross product matrix
The cross product operation can be rewritten in a matrix form as
~u×~v = [~u×]~v , (A.6)
where [~u×] is known as the cross product matrix and it is defined as
[~u×]≡
 0 −u3 u2u3 0 −u1
−u2 u1 0
 . (A.7)
A.2. QUATERNIONS
Definition
A quaternion is a hyper-complex number, which can be represented as a four-component vector
q= q4+ i q1+ j q2+k q3 = q4+~q , (A.8)
where qi are scalars, and i , j and k are operators that satisfy the following conditions:
i 2 = j 2 = k2 = −1,
i j = − j i = k ,
j k = −k j = i ,
k i = −i k = j .
The quaternion can be also represented in vector form as
q=

q1
q2
q3
q4
= [~qq
]
. (A.9)
Conjugate
As any complex number, the conjugated of a quaternion q is defined as
q∗ = q4− i q1− j q2−k q3 . (A.10)
Unit quaternion
The unit quaternions are especially useful for attitude representation. The process to normalize
a quaternion is thus the same as for any vector
qˆ= q‖q‖ =
q√
q12+q22+q32+q42
. (A.11)
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Product
The product between two quaternions can be defined as
q⊗p= (q4+~q)(p4+~p) ,
= q4 p4−~q ·~p+q4 ~p+p4 ~q +
(
~q ×~p) ,
=
[
q4 ~p+p4 ~q +
(
~q ×~p)
q4 p4−~q ·~p
]
,
(A.12)
this product can also be represented as a product matrix in the same way as for definition A.7
q⊗p=

q4 −q3 q2 q1
q3 q4 −q1 q2
−q2 q1 q4 q3
−q1 −q2 −q3 q4


p1
p2
p3
p4
 , (A.13)
or by means of the conjugate as
q⊗p= p∗⊗q
=

p4 p3 −p2 p1
−p3 p4 p1 p2
p2 −p1 p4 p3
−p1 −p2 −p3 p4


q1
q2
q3
q4
 . (A.14)
A.3. ROTATIONS AND TRANSFORMATIONS
Direction Cosine Matrix
Given an inertial frameFi and a moving body frameFb , the transformation matrix
bRi =
Xb (1) Xb (2) Xb (3)Yb (1) Yb (2) Yb (3)
Zb (1) Zb (2) Zb (3)
 (A.15)
has the particular property of mapping vectors from the inertial to the body frame.
DCM from a rotation angle
A rotation denoted by an angle in a given reference frame F is represented by means of a rota-
tion matrix, whose elements depend on the value of the angle and the reference axis where the
rotation is applied:
• A rotation φ around X -axis:
Rφ =
1 0 00 cosφ sinφ
0 −sinφ cosφ
 . (A.16)
• Rotation θ around Y -axis:
Rθ =
cosθ 0 −sinθ0 1 0
sinθ 0 cosθ
 . (A.17)
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• Rotation ψ around Z -axis:
Rψ =
 cosψ sinψ 0−sinψ cosψ 0
0 0 1
 . (A.18)
Note that the positive direction of the rotation follows the right-hand rule. In addition, the
previous rotations can be unified in a single rotation matrix, this allows the attitude representa-
tion of any moving frame w.r.t. a fixed frame. The sequence of the rotation is arbitrary, however
the most common used is the sequence 321 or XYZ, which is
R321 =Rψθφ =RψRθ Rφ
=
 cθ cψ cθ sψ −sθ ,−cφ sψ+ sφ sθ cψ cφcψ+ sφ sθ sψ sφcθ
sθ cψ+ cφ sθ cψ −sφcψ+ cφ sθ sψ cφcθ
 . (A.19)
The other possible sequences can be found in the literature (see e.g. Wertz [51], Hughes [24]).
Successive rotations
Given a rotation from frame Fa to frame Fc represented as the product of two successive inter-
mediate rotations
a Rc = a Rb b Rc , (A.20)
the equivalent quaternion can be obtained as the product between the quaternion representing
the intermediate rotation matrices as
a qc = b qc ⊗ a qb (A.21)
however, the order of the factors in the operation changes.
Quaternion to Direction Cosine Matrix
The representation of a DCM in terms of a quaternion is proposed by Sidi [42] as
R=
q12−q22−q32+q42 2
(
q1 q2+q3 q4
)
2
(
q1 q3−q2 q4
)
2
(
q1 q2−q3 q4
) −q12+q22−q32+q42 2(q2 q3+q1 q4)
2
(
q1 q3+q2 q4
)
2
(
q2 q3−q1 q4
) −q12−q22+q32+q42
 . (A.22)
Direction Cosine Matrix to quaternion
Let R be a DCM, whose elements are denoted by ri , j , the equivalent rotation quaternion is ob-
tained by using the procedure defined by Klumpp [25]. For that, it is necessary to compute eight
solutions of the form
q0 =±1
2

(r23− r32)
/
(1+ r11+ r22+ r33) 12
(r31− r13)
/
(1+ r11+ r22+ r33) 12
(r12− r21)
/
(1+ r11+ r22+ r33) 12
(1+ r11+ r22+ r33) 12
 , (A.23)
q1 =±1
2

(1+ r11− r22− r33) 12
(r12+ r21)
/
(1+ r11− r22− r33) 12
(r13+ r31)
/
(1+ r11− r22− r33) 12
(r23− r32)
/
(1+ r11− r22− r33) 12
 , (A.24)
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q2 =±1
2

(r12+ r21)
/
(1− r11+ r22− r33) 12
(1− r11+ r22− r33) 12
(r23+ r32)
/
(1− r11+ r22− r33) 12
(r31− r13)
/
(1− r11+ r22− r33) 12
 , (A.25)
q3 =±1
2

(r13+ r31)
/
(1− r11− r22+ r33) 12
(r23+ r32)
/
(1− r11− r22+ r33) 12
(1− r11− r22+ r33) 12
(r12− r21)
/
(1− r11− r22+ r33) 12
 . (A.26)
Depending on the value of the elements of R, some of previous quaternions will have a com-
plex solution, therefore the following set of rules is defined
qR =

q0 if r22 >−r33, AND r11 >−r22, AND r11 >−r33 ,
q1 if r22 <−r33, AND r11 > r22, AND r11 > r33 ,
q2 if r22 > r33, AND r11 < r22, AND r11 <−r33 ,
q3 if r22 < r33, AND r11 <−r22, AND r11 < r33 ,
(A.27)
with the aim of choosing the right quaternion. The sign of the solutions chosen in a way that q4
is always positive.
Vector rotation by a quaternion
The rotation of a vector ~v by means of a quaternion q is defined as
~V ′ = q∗⊗~V ⊗q= q⊗~V T ⊗q∗ (A.28)
where ~V = [~v 0]T and ~V ′ = [~v ′ 0]T .
Time derivative of a quaternion
The calculation of the time derivative of a quaternion q in terms of the quaternion itself and the
corresponding angular rate is defined by Kuipers [27] as
q˙= 1
2
~ω′⊗q= 1
2
Ω′(~ω) q , (A.29)
or in terms of the conjugated quaternion
q˙= 1
2
q∗⊗ ~ω′ = 1
2
Ξ
(
q
)
~ω′ , (A.30)
where
Ω′(~ω)=

0 ωz −ωy ωx
−ωz 0 ωx ωy
ωy −ωx 0 ωz
−ωx −ωy −ωz 0
 , Ξ(q)=

q4 −q3 q2 q1
q3 q4 −q1 q2
−q2 q1 q4 q3
−q1 −q2 −q3 q4
 and ~ω′ = [~ω0
]
=

ωx
ωy
ωz
0
 .
From previous calculations, the equation for obtaining the angular rates in terms of a rotation
quaternion and its derivative can be expressed as
~ω′ = 2 q˙⊗q∗ . (A.31)
In the same way, the second derivative of a quaternion w.r.t to time, is proposed by Kuipers
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[27] as
q¨= 1
2
(
~˙ω
′⊗q+~ω′⊗ q˙
)
, (A.32)
and the corresponding angular acceleration
~˙ω
′ = 2(q¨⊗q∗+ q˙⊗ q˙∗) . (A.33)
Time derivative of a rotation matrix
The time derivative of a rotation matrix is defined by Diebel [10] as
R˙ = ~ω×R , (A.34)
R˙ =ΩR , (A.35)
where
Ω (~ω)= [~ω×]=
 0 ωz −ωy−ωz 0 ωx
ωy −ωx 0
 .
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ORBITAL MECHANICS AND REFERENCE FRAMES
This appendix contains a description about Keplerian orbits and the different parameters that
characterise it, this also includes a brief description about some useful vectors and different time
representations used for space applications. Later on, the reference coordinate frames used along
this work are described, as well as some useful transformations used to change between coordi-
nated frames .
B.1. KEPLERIAN ORBITS
The motion of a satellite orbiting a celestial body can be generalized, according the Kepler laws
of planetary motion, as an ellipse, an example of Keplerian orbit is presented in Fig. B.1. As seen,
this ellipse has two focal points (F1 and F2) and the Earth is located in one of them. The apogee
and perigee are consequently defined as the points in the orbit where the distances between the
Earth’s CoM and the satellite is, respectively, the longest and the shortest. The distance between
any focal point and the center of the ellipse is denoted by c.
PerigeeF2 F1Apogee
a
c
b
Figure B.1: Elliptical orbit.
The semi-major axis a is therefore defined as the distance between the center of the ellipse
and the perigee, or
a = apogee+perigee
2
, (B.1)
in the same way, the semi-minor axis is denoted by
b = apogee-perigee
2
, (B.2)
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and the eccentricity e is defined as the distance ratio between c and the semi-major axis, or
e = c
a
=
p
a2−b2
a
=
√
1− b
2
a2
. (B.3)
In a Keplerian orbit, there are two points where the satellite crosses the equatorial plane (see
Fig. B.2): the first one is called the descending node (N1), in this point the satellite passes from
the northern hemisphere to the southern hemisphere, the second point is called ascending node
(N2), here the satellite crosses from the southern hemisphere to the northern hemisphere [29].
The inclination i is defined as the angle between the orbital and equatorial planes, the argu-
ment of perigee ω defines the angle between the ascending node and the perigee, Ω represents
the angle between the X i and the ascending node N2, and the true anomaly νdefines the position
of the satellite along the orbit (measured from the perigee). All these parameters are illustrated
in Fig. B.2.
Perigee
satellite
Apogee
N
2
N
1
enalp	lairotauqe
tibro
Figure B.2: Kepler parameters and ECI frame.
B.2. CONVERSION FROM [a e i Ω ω ν]T TO [~r ~v ]T
The ADCS of the S2TEP mission uses Cartesian coordinates for the representation of the po-
sition and orbital velocity vectors; therefore, a transformation from the Kepler elements to ECI
coordinates must be defined in order to calculate the initial position of the satellite in the orbit.
This procedure is defined by Hintz [23], and it will be explained in the following paragraphs.
The orbit semi-latus rectum porbit is calculated as
porbit = a
(
1−e2) , (B.4)
and the time varying magnitude of the orbital radius is defined as
rorbit = porbit
1+e cosν . (B.5)
From these two parameters the satellite position vector is defined as
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i~r = iRkepler
rorbit cosνrorbit sinν
0
 , (B.6)
and the orbital velocity vector as
i~v = iRkepler

−
√
µ
p sinν√
µ
p (e−cosν)
0
 , (B.7)
where
iRkepler =
cω cΩ− sω ci sΩ −sω cΩ−cω ci sΩ sΩ sicω sΩ+ sω ci cΩ −sω sΩ+cω ci cΩ −si cΩ
sω si cω ci ci
 (B.8)
and s denotes the sine function while c denotes the cosine function.
The inverse transformation can be found at [23].
B.3. CALENDAR DATE TO JULIAN DATE
According to Capderou [7], the Julian Date (JD) was introduced in astronomy to overcome the
difficulty of identifying a particular date in history without ambiguity. In Julian date, the days are
the basic measurement units and fractions of it represent the current time.
Given that the reference point of the Julian Date is quite far in the past (January 1, 4713 BC),
the Modified Julian Date (MJD) was also introduced to solve this issue, this new reference is de-
fined at noon January 1, 2000; and it is calculated from the Julian Date as
MJD= JD−2400000.5. (B.9)
Montenbruck and Gill [32] define the procedure to obtain the MJD from a given date ex-
pressed in calendar date (represented in year YCD , month MCD and day DCD ).
Let
yMJD=
{
YCD−1 if MCD≤ 2,
YCD otherwise,
(B.10)
and
mMJD=
{
MCD+12 if MCD≤ 2,
MCD otherwise.
(B.11)
The leap days in the Julian and Gregorian calendars are also taken into account by the auxil-
iary quantity
bMJD=
{ −2+⌊ yMJD+47164 ⌋−1179 until 4 Oct. 1582,
+⌊ yMJD400 ⌋−⌊ yMJD100 ⌋+⌊ yMJD4 ⌋ from 10 Oct. 1582 (B.12)
The Modified Julian Date is hence derived from
MJD= 365 yMJD−679004+bMJD+b30.6001(mMJD+1)c+DCD , (B.13)
where the fractional part of a day DCD is represented in seconds and bc denotes the floor oper-
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ator *.
The inverse transformation can be found at [32].
B.4. SUN VECTOR
In order to simulate the change of the Sun direction along the orbit, the Sun vector ~S was ob-
tained from the satellite position vector~rsat and the Sun position w.r.t. to the Earth~rsun/earth (see
Fig. B.3). The position of the satellite is know at any time from the mesurements, and ~rsun/earth
was obtained by means the JPL ephemerides.
The JPL ephemerides allow to approximate the position of any major planet by means of its
Kepler parameters and the current JD, the complete procedure for the calculation of~rsun/earth can
be found at [47].
Sun
Earth
Satellite
Figure B.3: Relevant position vectors.
B.5. REFERENCE FRAMES
The definitions for each of the frames presented in Table 1, is described in this section. Depend-
ing on the type of coordinates used for the representation of elements in a given frame, it can be
classified as Cartesian or spherical.
B.5.1. Cartesian coordinated frames
For S2TEP the following reference frames were defined:
Earth-Centered Inertial frame
The Earth Centered Inertial (ECI) frame is denoted by Fi =
{Oi , X i , Yi , Zi }. This frame is free of
rotation and its origin is placed at the Earth’s CoM, its X i -axis points towards the vernal equinox
of year 2000 (J2000 in the Julian date calendar) and lies within the Earth’s equatorial plane. Zi -
axis points in the direction of the Earth’s angular momentum vector, and Yi -axis completes a
right-handed orthonormal system (see Fig. B.2). This frame is based on the quasi-inertial Inertial
Celestial Reference Frame (ICRF), which was originally proposed by the International Astronom-
ical Union (IAU) and it is currently mantained by the International Earth Rotation Service (IERS)
[13, 31].
Earth-Centered Earth-Fixed frame
The Earth Centered - Earth Fixed frame is defined by Fe =
{Oe , Xe , Ye , Ze}. The origin of this
frame is placed at the Earth’s CoM, Xe-axis lies within the equatorial plane and points towards the
*The floor operator receives a rational number x as argument, and it retrieves the greatest integer less than or equal to x.
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IERS Reference Meridian (IRM), also known as the Greenwich meridian. Ze-axis points towards
the Earth’s angular momentum vector, and the remaining axis (Ye ) completes a right-handed
orthonormal system [31]. The ECEF frame is based on the International Terrestrial Reference
Frame (ITRF) and it was was introduced by the Federal Agency for Cartography and Geodesy
[14].
tibro
Figure B.4: ECEF and orbital frames.
Orbital frame
The orbital frame is denoted by Fo =
{Oo , Xo , Yo , Zo}. The origin of this frame can be placed
at any point on the orbit, thus the orientation of its axes is evolving according to the selected
position. Its Xo-axis is parallel to the velocity vector, Zo-axis points in the direction of the cross
product between Xo and the position vector~r . The orthonormal system is then completed with
the Nadir vector.
Body-Fixed frame
The satellite body frame is defined as Fb =
{Ob , Xb , Yb , Zb}. The origin of this frame is always
specified at the CoM of the satellite. Zb-axis is placed on the satellite’s axial symmetry axis (in
direction of the top face), Xb-axis is located in one of the lateral faces and Yb-axis completes a
right-handed orthonormal system (see Fig. B.4) [48].
Figure B.5: Body and mechanical frames.
Mechanical Coordinated Frame
The Mechanical Coordinate frame is represented by Fm =
{Om , Xm , Ym , Zm}. The origin of this
frame is placed at any point in the structure of the satellite (sometimes it shares the same point
with the origin of the structure in the CAD software). All the axes are parallel to those of the body
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frame. This frame is particularly useful since most of the sensor measurements are described
using it as reference. Fig. B.4 shows the position of the MCF for S2TEP.
Principal axes of inertia
The method for transforming a non-diagonal symmetric moment of inertia matrix into a diag-
onal one is a common procedure treated in linear algebra [42]. In the case of a spin stabilized
satellite, the angular rates described in the body frame
[
ωx ωy ωz
]
in the kinetic energy equa-
tion
Trot = 1
2
~ωTsat Jsat ~ωsat , (B.14)
can be used to obtain the rotation matrix from body frame coordinates to principal coordinates.
The components of b~ωsat will be thus changed to p~ωsat by means of the following transformation
b~ωsat = bRp p~ωsat . (B.15)
The computation of bRp can be hence derived from equation B.14 as
2Trot =
(
bRp p~ωsat
)T bJsat (bRp p~ωsat ) , (B.16)
= p~ωsat T bRb
T bJsat
bRb
p~ωsat , (B.17)
= p~ωsat T pJsat p~ωsat , (B.18)
where the eigenvalues of matrix bJsat are the principal moments of inertia of the diagonal matrix
pJsat . The elements of the rotation matrix can be found by evaluating det
(
bJsat −λ(I)
)
, where
I3×3 is an identity matrix. The eigenvectors eˆ1, eˆ2, eˆ3 of bJsat will be the column vectors of the
transformation matrix bRp , or
bRp =
e1x e2x e3xe1y e2y e3y
e1z e2z e3z
 , (B.19)
where those eigenvectors can be found from the set of equations λi eˆi = bJsat eˆi ; i = 1, 2, 3.
Transformations between ECEF and ECI frames
As outlined in the definition of the ECI and ECEF coordinate frames, Ze- and Zi -axes are both
parallel to the Earth’s angular momentum vector, therefore the transformation from ECI coordi-
nates to ECEF is defined by [32] as simple rotation around Z -axis, or
eRi =
 cosψearth sinψearth 0−sinψearth cosψearth 0
0 0 1
 , (B.20)
where ψearth denotes the rotation of the ECEF frame w.r.t. the ECI frame, and it can be directly
obtained from the Modified Julian Date as
ψearth = 2pi
{
MJD
}
(B.21)
where the operator {} represents the fractional part of the current Modified Julian Date. For this
analysis it is considered that one revolution around the Earth’s rotation axis takes roughly 1 day.
For the calculation of the inverse transformation, matrix B.20 is inverted and then multiplied
by the position in the ECEF frame.
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B.5.2. Spherical coordinated frames
In order to describe the position of any object orbiting the Earth (or even placed on its surface)
not only Cartesian coordinate systems can be used, but also spherical coordinates. Among them,
the most typical definitions for aerospace applications are the geocentric and geodetic coordi-
nates, they both use the ECEF frame as reference frame. The main difference lies on how Earth’s
shape is modelled, the geocentric model uses an sphere while the geodetic uses an ellipsoid.
Let the longitude λ be the angle between Xe -axis and the projection of vector e~r onto the
equatorial plane (XY e ), the geocentric latitude φgc is defined as the angle between vector e~r and
the equatorial plane, the geodetic latitude ϕ is the angle between the normal to the ellipsoid
and the equatorial plane, and r the distance between the Earth’s CoM and the satellite. These
parameters are represented in a more illustrative way in Fig. B.4.
Greenwich
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Figure B.6: Geocentric and geodetic coordinates.
The transformations used to change from spherical coordinates to Cartesian coordinates are
presented in the next section, as well as the definitions to switch between geodetic and geocen-
tric coordinates.
Geocentric coordinates
Let P be a point fixed on the ECEF frame, which is represented in Cartesian coordinates as
e (x, y, z), the transformation of this point into geocentric coordinates gc (φgc , λ, r ) can be de-
rived from
λ= arctan
( y
x
)
,
φgc = arcsin
( z
r
)
= arctan z√
x2+ y2
,
r =
√
x2+ y2+ z2 .
(B.22)
The inverse transformation is therefore defined as
x = r cosφgc cosλ ,
y = r cosφgc sinλ ,
z = r sinφgc .
(B.23)
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Geodetic coordinates
According to Farell and Barth [12], the shape of the Earth can be approximated as an ellipse of
revolution around its minor axis. The parameters that describe this ellipsoid are a semi-major
axis
aearth = 6 378 137 m,
a semi-minor axis
bearth = 6 356 752.314 m,
and a flatness
fearth = aearth−bearth
aearth
= 0.0034. (B.24)
The eccentricity is thus defined as
eearth =
√
fearth
(
2− fearth
)= 0.0818, (B.25)
and the radius of curvature in the prime vertical as
Nearth = aearth√
1−e2earth sin(λ)2
, (B.26)
The transformation from gd (ϕ, λ, h) into e (x, y, z) will be
x = (N +h) cosϕ cosλ ,
y = (N +h) cosϕ sinλ ,
z = [N (1−e2)+h]sinϕ . (B.27)
The inverse process is not trivial, however Farell and Barth [12] proposed a method that guar-
antees convergence to the right geodetic representation, the procedure is defined as follows:
1. Initialization: Let
λ= arctan
( y
x
)
,
h0 = 0,
N0 = a ,
2. Perform the following iteration until convergence:
sinϕi = zNi (1−e2)+hi ,
Ni = a√
1−e2 sin2ϕi
,
ϕi = arctan
 z√x2− y2
1− e2
1+ hiNi

−1 ,
hi =
√
x2+ y2
cosϕi
−Ni .
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Relationship between geodetic and geocentric coordinates
The relationship between the geodetic latitude ϕ and the geocentric latitude φgc is defined by
Markley and Crassidis [30] as
tanφgc
tanϕ
= 1− NN +h e
2 . (B.28)
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C.1. LYAPUNOV LINEARIZATION METHOD
The linearization of the state equation of a non-linear system
~˙x(t )=~f(~x , ~u, t) , (C.1)
around an equilibrium point* (~x0, ~u0), is defined by Hendricks et al. [22] as the result of the com-
putation of the Jacobian matrix of the non-linear state equations with respect to the state and
output vectors, as
A= ∂
~f
(
~x , ~u, t
)
∂x
∣∣∣∣∣
(~x0, ~u0)
, B= ∂
~f
(
~x , ~u, t
)
∂u
∣∣∣∣∣
(~x0, ~u0)
, (C.2)
this results in a linear representation of the form
~˙x(t )=A~x(t )+B~u(t ) . (C.3)
In order to apply the previous definition to equations 5.17 and 5.18, a state vector
~x = [q1 q2 q3 q4 ωx ωy ωz]T ,
and an input vector
~u = [τctrlx τctrly τctrlz ] ,
are defined, the calculation of the input matrix is then carried out as
A=

∂q˙
∂q
∂q˙
∂~ω
∂~˙ω
∂q
∂~˙ω
∂~ω

(q0, ~ω0)
, (C.4)
=
[ 1
2Ω
′(~ω) 12Ξ
(
q
)
1:4,1:3
03×3 A~ω
]
(q0, ~ω0)
; (C.5)
*An equilibrium point of a non-linear system is a state where the change in the dynamics of the system is null, and it is
calculated by equating ~˙x to zero. A non-linear dynamical system can have many equilibrium points, and they can be
classified according to different mathematical properties. A more detailed analysis is carried out at Slotine and Li [44,
pp. 53].
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with
A~ω = ∂
~˙ω
∂~ω
,
= ∂
∂~ω
(
Jsat
−1 (−~ω× Jsat ~ω+~τ)) ,
= Jsat−1
(
~1× Jsat ~ω−~ω× Jsat
)
,
= Jsat−1
(
Jsat ~ω×~1−~ω× Jsat
)
,
= Jsat−1
(
S(Jsat ~ω)−Ω(~ω) Jsat
)
, (C.6)
A~ω =

(
Jy−Jz
Jx
)
ωz
(
Jy−Jz
Jx
)
ωy(
Jz−Jx
Jy
)
ωz 0
(
Jz−Jx
Jy
)
ωx(
Jx−Jy
Jz
)
ωy
(
Jx−Jy
Jz
)
ωx 0
 , (C.7)
and for the outputs matrix as
B=

∂q˙
∂~τctrl
∂~˙ω
∂~τctrl

(q0, ~ω0)
, (C.8)
=
[
04×3
Jsat−1
]
. (C.9)
If matrices C.5 and C.9 are evaluated at the equilibrium point q0 =
[
0 0 0 1
]T
and ~ω0 =[
0 0 0
]T
, it is possible to observe that the dynamics of q4 will no longer be affected by the
other state variables; therefore, this variable can be eliminated for simplicity of the linear model.
The new state vector will thus be
~x = [q1 q2 q3 ωx ωy ωz]T , (C.10)
and the corresponding state representation
~˙x =
[
03×3 12 I3×3
03×3 03×3
]
~x +
[
03×3
Jsat−1
]
~u . (C.11)
C.2. LYAPUNOV STABILITY THEORY
According to Ogata [37], given a non-linear system of the form
~˙x(t )=~f(~x , t ) , (C.12)
and an equilibrium~xe , where~f(~xe , t )= 0.
This equilibrium state is said to be stable in the sense of Lyapunov for each ε> 0, ∃ δ(ε)> 0
‖~xe −~x0‖< δ(ε)⇒‖~x(t )−~x0‖< ε , for all t ≥ 0, (C.13)
In addition, it is said to be asymptotically stable, if it is stable in the sense of Lyapunov and if
every solution with an initial S(δ) converges to~xe as t increases,
for ∃δ(ε) : ‖~xe −~x0‖< δ(ε)⇒ limt →infx(t )=~xe , (C.14)
Let now V (~x , t )< be a time-varying function, which is positive definite in a regionΩ, if there
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exist a positive definite function such that
V (~x , t )>V (~x), for all t > t0 , (C.15)
V (~0, t )= 0, for all t > t0 , (C.16)
Theorem 1: Considering the system ~˙x(t )=~f(~x , t ), which~f(~0, t ), for all t . If there exist a scalar
function V (~x , t ) having continuous, first partial derivative and guarantees that
• V (~x , t ) is positive definite, and
• V˙ (~x , t ) is negative definite
thus the equilibrium is said to be uniformly asymptotically stable.
C.3. LINEAR QUADRATIC REGULATOR
A time-invariant linear system
~˙x(t )=A~x(t )+B~u(t ) , (C.17)
is stabilisable trough the Linear Quadratic Regulator(LQR) with a feedback law
~u(t )=−K~x(t ) , (C.18)
while it is subject to the performance index
J (~u(t ))= 1
2
∫ ∞
0
(
~x(t )T Q~x(t )+~u(t )T R~u(t ))dt . (C.19)
iff the pair (A, B) is controllable [28].
The objective of this control formulation is to minimize both the control energy ~u, and the
tracking error~x (for~r= 0). This is achieved by the modification of the weighting matrices Q and
R, which are diagonal positive-definite matrices, and they obey
Q=QT ≥ 0 ,
R=RT > 0 .
The value of the feedback matrix is then defined by Anderson and Moore [3] as
K=R−1 BT P , (C.20)
where P is the positive (symmetric) solution to the Ricatti algebraic equation
AT P+P A−P B R−1BT P+Q= 0. (C.21)
The final structure of the control loop is presented in Fig. C.1.
−+
~r(t )
B
~u(t )
++
1
S
~˙x(t )
C
~x(t ) ~y(t )
A
K
Figure C.1: LQR synthesis: control loop.
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C.3.1. Stability proof [1]
Let consider the new closed-loop system with ~u(t )=−K~x(t ), as
~˙x(t )= (A−B K)~x(t ) , (C.22)
the response of~x(t ) to the initial conditions~x0 is
~x(t )= e(A−B K)t~x0 , (C.23)
and the performance index J becomes
J= 1
2
∫ ∞
0
~x(t )T
(
Q+KTR K)~x(t )dt , (C.24)
= 1
2
~xT0
(∫ ∞
0
e(A−B K)t
(
Q+KT R K)e(A−B K)t dt)︸ ︷︷ ︸
P
~x0 , (C.25)
= 1
2
~xT0 P~x0 . (C.26)
then, let Kc be the optimal value of K which minimizes J, and Pc the particular solution to the
Lyapunov equation (C.16), this results in
(A−B Kc )T Pc +Pc (A−B Kc )+Q+Kc T R Kc = 0. (C.27)
A variation in Kc (Kc =Kc +∆K) leads to a variation in Pc (Pc =Pc +∆P), then equation C.27 is
rewritten as(
A−B (Kc +∆K)
)T (
P+∆P
)+ (P+∆P)(A−B (Kc +∆K))+Q+ (Kc +∆K)T R (Kc +∆K)= 0, (C.28)
consequently, iff
∆P > 0 ∀∆K ,
then
A−B (Kc +∆K) ,
is said to be stable.
If equation C.27 is subtracted from C.28, this results in
(A−B K)T ∆P+∆P (A−B K)+∆KT R∆K = 0, (C.29)
which is also a Lyapunov equation, therefore if A−B K is stable, ∆P should be positive definite
according to theorem 1, leading to
∆K
T (R Kc −BT Pc)+ (R Kc −BT Pc)∆K+∆KT R∆K > 0 ∀∆K , (C.30)
where
R Kc −BT Pc = 0, (C.31)
from this equation the feedback matrix can be obtained
Kc =R−1BT Pc , (C.32)
and if it substituted in equation C.27, the algebraic Riccati equation is obtained
Pc A+AT Pc −Pc B R−1BT Pc +Qx = 0. (C.33)
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ADDITIONAL PLOTS
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Figure D.1: DTM: Control inputs in nominal conditions.
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Figure D.2: NOM: Control inputs in nominal conditions for NPM.
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Figure D.3: CAM: Control inputs in nominal conditions.
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Figure D.4: SFM: Control inputs in nominal conditions.
Figure D.5: Monte-Carlo simulation for 100 runs: NOM (NPM)- RWs power.
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Figure D.6: Monte-Carlo simulation for 100 runs: NOM (NPM) - RWs angular momentum.
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