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ABSTRACT We simulated the structure of reversible protein aggregates as a function of protein surface characteristics,
protein-protein interaction energies, and the entropic penalty accompanying the immobilization of protein in a solid phase.
These simulations represent an extension of our previous work on kinetically irreversible protein aggregate structure and are
based on an explicit accounting of the specific protein-protein interactions that occur within reversible aggregates and
crystals. We considered protein monomers with a mixture of hydrophobic and hydrophilic surface regions suspended in a
polar solvent; the energetic driving force for aggregation is provided by the burial of solvent-exposed hydrophobic surface
area. We analyzed the physical properties of the generated aggregates, including density, protein-protein contact distribu-
tions, solvent accessible surface area, porosity, and order, and compared our results with the protein crystallization literature
as well as with the kinetically irreversible case. The physical properties of reversible aggregates were consonant with those
observed for the irreversible aggregates, although in general, reversible aggregates were more stable energetically and were
more crystal-like in their order content than their irreversible counterparts. The reversible aggregates were less dense than the
irreversible aggregates, indicating that the increased energetic stability is derived primarily from the optimality rather than the
density of the packing in the solid phase. The extent of hydrophobic protein-protein contacts and solvent-exposed surface
area within the aggregate phase depended on the aggregation pathway: reversible aggregates tended to have a greater
proportion of hydrophobic-hydrophobic contacts and a smaller fraction of hydrophobic solvent-exposed surface area.
Furthermore, the arrangement of hydrophobic patches on the protein suface played a major role in the distribution of protein
contacts and solvent content. This was readily reflected in the order of the aggregates: the greater the contiguity of the
hydrophobic patches on the monomer surface, the less ordered the aggregates became, despite the opportunities for
rearrangement offered by a reversible pathway. These simulations have enhanced our understanding of the impact of protein
structural motifs on aggregate properties and on the demarcation between aggregation and crystallization.
INTRODUCTION
Protein aggregates are ubiquitous in a multitude of biolog-
ical, analytical, and processing operations. Although aggre-
gate formation may be desirable in situations such as inclu-
sion body formation because of the ease of recovery (Kane
and Hartley, 1988) and protection against proteolysis (Hel-
lebust et al., 1989), it is strongly undesirable in processes
such as protein crystallization, in vitro folding, and formu-
lation and delivery operations, because of the bioactivity
losses (Becker et al., 1987), immunogenic implications
(Lewis et al., 1969a,b; Moore and Leppert, 1980), altered
half-lives, and solubility and diffusional limitations (Cle-
land et al., 1993) associated with aggregates. The success of
industrial protein-processing operations and analytical char-
acterization efforts depends on the ability to influence ag-
gregate formation and redissolution behavior which, in turn,
depends on an understanding of aggregate structure. Be-
cause specific sites on protein surfaces are observed to
mediate self-association (Brems, 1988; Brems et al., 1992;
Casal et al., 1988; Goldenberg et al., 1983; Mitraki et al.,
1991; Przybycien and Bailey, 1989; Rinas et al., 1992;
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Wetzel et al., 1991), studies aimed at understanding protein
aggregates should account for the physicochemical nature
of the protein surface and the role of specific protein surface
patches and solvent in the formation of intermolecular in-
teractions.
Although protein structure simulations provide a power-
ful means of relating monomer surface characteristics to
aggregate properties, few earlier simulation studies have
considered the impact of specific interaction sites. We have
used a lattice-based Monte Carlo algorithm to simulate the
ultimate structure of protein aggregates, taking into account
specific hydrophobic and hydrophilic sites on the model
protein surface. We assessed the following aggregate prop-
erties: density, porosity, distribution of intermonomer con-
tacts, nature and extent of surface area exposed to solvent,
and order.
In our previous work (Patro and Przybycien, 1994), we
examined the properties of aggregates generated under ki-
netically irreversible conditions, mimicking protein precip-
itation and inclusion body formation; a summary of the
salient results follows. The distribution of hydrophobic and
hydrophilic sites and their orientation on the monomer
surface had a significant impact on the final structure of
simulated aggregates. An increase in the extent of monomer
hydrophobic surface area resulted in aggregates with higher
densities and lower system free energies. In addition, these
effects were accompanied by increases in the number of
hydrophobic-hydrophobic contacts per monomer aggre-
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gated, and decreases in the solvent-exposed hydrophobic
surface area of the aggregates. For a given extent of mono-
mer hydrophobic surface area, grouping monomer hydro-
phobic surfaces in a single contiguous stretch resulted in
lower aggregate densities and lower short-range order in
aggregates. Although more favorable hydrophobic-hydro-
phobic contact energies produced aggregate structures with
higher densities, the number of unfavorable protein-protein
contacts increased as well; increasing the magnitude of the
entropic penalty accompanying the immobilization of
monomers in the aggregate phase produced the opposite
effect.
Our present work represents an extension of this model to
aggregates formed by reversible pathways; if the displace-
ment from equilibrium is small, protein aggregation may
proceed under thermodynamically reversible conditions (De
Young et al., 1993a). Because a reversible aggregation
process allows a multitude of aggregate structure states to
be sampled, we expected aggregates generated under these
conditions to exhibit greater order than those generated
under irreversible conditions. In our assessment of the phys-
ical properties of the reversible aggregates generated, we
made comparisons to both the irreversible case and to the
protein crystallization literature. Although the model itself
is not representative of protein crystallization, comparison
of the simulation results to the protein crystallization liter-
ature enabled us to relate our results to physically observed
phenomena. In addition, such a comparison has provided a
unique perspective of the influence of protein molecular
architecture on the demarcation between aggregates and
crystals.
MODEL DESCRIPTION AND EXECUTION
A complete description of the lattice model and simulation
mechanics was presented in our earlier work (Patro and
Przybycien, 1994); the salient features of the model and
modifications for the reversible case are summarized in this
section. We abstracted protein molecules as hexagons, with
different sides representing distinguishable hydrophobic
and hydrophilic patches. Fig. 1 shows our conceptualization
of an aggregating protein system after perturbation by an
aggregation-inducing agent. The resulting closed, constant-
volume system can be subdivided into two regions: the
solution region, with negligible protein-protein (p,p) con-
tacts, and the solvated aggregate region, shown as a lattice
in the figure. The objective of the simulation is to generate
this lattice-based aggregate region, which evolves as the
simulation proceeds; the structural configuration of the lat-
tice at the end of the simulation is akin to a two-dimensional
cross section of a protein aggregate.
The simulation algorithm, in brief, is as follows. At the
beginning of the simulation, the aggregate region is com-
pletely filled with the solvent. A lattice site is chosen at
random and an attempt is made to transfer a protein mono-
mer with a randomly selected rotational orientation from the
Solution Phase
Solvated Aggregate Phase
i
FIGURE 1 Solution and aggregate phases of the system. Dispersed
protein monomers are shown to indicate the solution phase, and the
solvated aggregate phase is shown in the form of a lattice. The filled
hexagons in the lattice represent protein monomers within the aggregate,
and the unfilled hexagons represent the entrapped solvent.
solution phase to the aggregate phase. This transfer is ac-
companied by the simultaneous back-transfer of an equiv-
alent volume of solvent from the aggregate phase to the
solution phase. The success of such a transfer attempt is
governed by the associated system free energy change,
AGSys(fwd), for the overall transfer process, which is given as
the sum of 1) the energetic contribution resulting from the
formation and breakup of protein-protein (p,p), protein-
solvent (p,s), and solvent-solvent (s,s) contacts in the system
and 2) the configurational free energy penalty, AGconfig, that
accounts for the reduction in the entropy of the monomer
upon confinement to the aggregate phase. AGsys(fwd) for a
single protein monomer transfer from the solution phase to
any solvent-occupied lattice position surrounded by n pre-
viously transferred protein monomers is given by (Patro and
Przybycien, 1994)
n
AGsys(fd) = > AAG(p,p)i + AGconfig
(1)
=AGppt + AGsol + AGconfig =-AGsys(rev),
where AAG(p,p)i is the free energy change for the forma-
tion of the ith (p,p) interaction in solution. Note that the
j= I AAG(p,p)i term is context dependent and can be further
parsed into AGppt and AGS01, the changes in the free energies
of the precipitate and solution phases, respectively. Expres-
sions for lGppt and AGs.1 that explicitly account for the
formation and disruption of the various intermolecular in-
teractions during the transfer process were given previously
(Patro and Przybycien, 1994).
To simulate protein aggregates formed under thermody-
namically reversible conditions, we modified our original
model to allow for microscopic reversibility. In the event a
protein-occupied lattice site is chosen during the selection
process, a reverse transfer is attempted. The free energy
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change for the reverse transfer, AGsys(rev)9 is just the nega-
tive of that for the forward direction as indicated in Eq. 1.
For every forward or reverse transfer attempt, AGSYS is
computed. If AGsys ' 0, the transfer attempt is always
successful. However, if AGSYS > 0, we use Metropolis
sampling to determine whether the transfer or reverse trans-
fer is allowed (Patro and Przybycien, 1994; Pattou et al.,
1991). AGSYS is a function of the extent of aggregation, (T),
which in turn is a function of the number of transfer at-
tempts or the Monte-Carlo time, T. The total system free
energy change, AG'Ys, is given by the deterministic sum
T
AGtSys(= E AGsys(((T)). (2)
T=o
Note that the extent of aggregation is not vectorial: micro-
scopic reversibility implies that ((T) is not monotonic in T.
This allows for an extensive sampling of aggregate config-
uration space.
Monomer addition or removal occurs without regard to
any presumptions about whether the target lattice site is
internal or external to the aggregate. Such an unrestricted
monomer addition process is a statistical device we use to
construct the final aggregate structure; this is similar to the
statistical devices used to explore vapor-liquid equilibria
(Panagiotopoulos, 1987). Monomer addition and removal in
the "interior" of the lattice may be thought of as a functional
equivalent of internal rearrangement and aging.
The simulation is terminated when the total system free
energy is minimized. This corresponds to the equilibrium
condition and is given by
dG dAG' S(W
de eqm de eqm 0 (3)
At equilibrium, the aggregate structure is complete and the
fraction of the lattice filled at this point in the simulation is
termed the "equilibrium density." The reversible simulation
process results in a final state that is very close to the global
free energy minimum, whereas a kinetically irreversible
simulation run results in a final state that is the minimum
along a given irreversible pathway. The fraction of the
lattice filled at the end of an irreversible simulation run is
termed the "jamming limit." Recognition of the minimum
free energy state is achieved in hindsight. We run the
simulations until a total of 300 million transfer attempts are
made. Within this period, the system was empirically veri-
fied to have achieved the lowest free energy state accessible
in finite time. At this point, we retrace our steps in Monte
Carlo time along the aggregation pathway to regenerate the
aggregate lattice state corresponding to the minimum AGsys.
As a further verification of the attainment of equilibrium
(Durbin and Feher, 1991), we compute the forward and
backward rates of transfer. The equilibrium densities had
standard deviations ranging between 0.01% and 0.12% of
the mean for a window of 90,000 time points about the
essentially equivalent. For this calculation, a nine-point
quadratic smoothing of equilibrium densities was done as
described by Savitzky and Golay (1967; Steinier et al.,
1972).
We chose seven different model monomer types, as
shown in Fig. 2, to study the influence of both the extent and
distribution of hydrophobic (H4)) and hydrophilic (HF) sites
on the protein surface. Only H(O and HF sites were consid-
ered in this simplified model; no electrostatic interactions
were considered, although these interactions may also play
an important role in self-association (Cudney et al., 1994;
Takahashi et al., 1993). This is similar in spirit to the HP
chain models used to capture the essence of intramolecular
self-interaction effects on protein folding (Shortle et al.,
1992; Yue and Dill, 1992). The free energy changes asso-
ciated with the formation of (p,p) interactions in solution are
computed from the corresponding interaction energies in
vacuo; these interaction energies are listed in Table 1. We
estimated AGconfig to be about + 1 RTkcal/mol and assumed
it to be invariant for each monomer transfer. A comprehen-
sive discussion of these energy estimates appeared in our
previous work (Patro and Przybycien, 1994).
Although the dimensionality of the lattice may impact
phase transition behavior, a two-dimensional model suffices
to predict qualitative trends. The size of the lattice restricts
the size of the largest possible unique aggregate structure;
therefore, a 64 X 64 lattice was chosen to minimize size
effects while maintaining reasonable computing times. Pe-
riodic boundary conditions were used to minimize edge
effects. The extensive sampling of aggregate structure states
during the course of a reversible simulation requires about
two orders of magnitude more CPU time than the corre-
sponding kinetically irreversible simulation. The reversible
simulations were therefore executed in triplicate rather than
in groups of 500, as done for the irreversible case. Run-to-
run variations were found to be negligible. The code for the
simulations was written in FORTRAN, and simulations
were run on a UNIX-based IBM RISC System/6000. A
supplementary random number generation routine was writ-
ten in C and interfaced with the rest of the code.
Type I Type 2 Type 3
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equilibrium time, indicating that the transfer rates were
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FIGURE 2 Monomer types used in simulations.
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TABLE I Interaction free energies in vacuo and in solution
AG(x, y)* (kcal/mol) AAG(p, p)# (kcaLmol)
H(D HF S HF HF
HO + 15.5 -4.5
HF + 13.5 -0.6 +7.0 +6.4
S +7.0 -6.5 -6.0
*AG(x,y) corresponds to (x,y) contact formation in vacuo.
#AAG(p,p) corresponds to (p,p) contact formation in solution; AAG(p,p')
= AG(p,p') + AG(s,s) - (AG(p,s) + AG(p',s)).
RESULTS AND DISCUSSION
The aggregate properties we assessed included density, po-
rosity, protein-protein contacts within the aggregate phase,
nature, and extent of solvent-exposed surface area of the
agggregates and long- and short-range order of the aggre-
gate phase. Because the reversible self-association process
adopted for the simulations is more akin to a crystallization
process, in that the system is allowed to sample various
possible structure states along the aggregation pathway in
search of the minimum free energy state, we anticipated that
reversible aggregates would exhibit greater order than irre-
versible aggregates. Concurring with our predictions, the
structures generated reversibly attained much lower system
free energies and were more crystal-like compared to those
generated irreversibly for all the model protein monomer
types studied. Therefore, in comparing the reversible and
irreversible cases, we interpreted aggregate properties in
terms of crystals and precipitates, respectively. That crys-
tallization and precipitation are related is given by the
experimental finding that the formation of protein crystals is
sometimes preceded by the formation of precipitates, which
slowly dissolve in favor of crystals (McPherson, 1990).
In the midst of our comparisons, we noted a subtle error
in our previous simulations for the irreversible case. Al-
though this error does not affect any of the conclusions
drawn in the earlier work, it does have an impact on the
magnitude of several of the numerical results. All compar-
isons made in the present work are to corrected results. A
more complete description of the nature of the error and a
summary of corrections to results not explicitly included in
comparisons here are given in the Appendix.
System energetics
Fig. 3 shows in schematic form the typical trajectory for
AGtYS as a function of T for the reversible simulation path-
way. Initially, upon perturbation by a solubility-reducing
agent, the system is in a nonequilibrium state. We have
identified four distinct phases during the simulation ap-
proach to a new equilibrium state: 1) nucleation, 2) revers-
ible growth, 3) relaxation, and 4) fluctuation. Fig. 4 illus-
trates the state of the aggregate lattice at an instant in Monte
Carlo time during each of these phases for the aggregation
of type 1 monomers.
FIGURE 3 The system free energy profile during the four phases of the
simulations.
During the nucleation phase, the aggregate region con-
sists primarily of isolated protein monomers, and AG'YS is
positive because of the loss in configurational entropy.
Aggregation is driven by the Metropolis sampling process
in this phase of the simulation, as each isolated transfer is
energetically unfavorable. The positive nature of AGtys in
the first phase is observed in all nucleation-controlled pro-
cesses, such as protein crystallization (De Young et al.,
1993b; Kam et al., 1978; Mikol et al., 1990). McPherson
(1990) explained this initial increase in system free energy
as being essential to the creation of a solid phase with stable
nuclei and compared this energy barrier with the activation
energy of a chemical reaction. During this phase of the
simulation, each protein monomer can potentially serve as a
nucleation site for further aggregation; however, because of
the incorporation of microscopic reversibility, some of these
monomers redissolve into the solution phase and only the
remaining monomers can act as stable nucleii to facilitate
further monomer addition. When the aggregating phase
contains a sufficient number of these stable nuclei, the
system reaches a critical state beyond which monomer
addition is favorable, leading to a decrease in the system
free energy. The attainment of this critical state, denoted by
a maximum in AGtSys, constitutes the end of the nucleation
phase.
The phase immediately after the nucleation phase is the
reversible growth phase. Monomer addition is almost al-
ways energetically favorable during this phase. In this
phase, the aggregate phase experiences rapid addition of
monomers with simultaneous rearrangement. This rear-
rangement, however, is overwhelmed by monomer addition,
leading to a steep increase in the equilibrium density and a
steep decrease in AGtsys as more and more favorable (p,p)
contacts are formed.
As reversible growth continues, the aggregate phase
reaches a state where the rate of monomer addition and
rearrangement are comparable; the aggregate must undergo
significant rearrangement to allow any further net addition
of monomers. Such a change in the system behavior indi-
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FIGURE 4 Sample aggregate structures in the (a) nucleation, (b) reversible growth, (c) relaxation, and (d) fluctuation phases for type 1 monomers. The
two shades represent the two unique rotational orientations of monomer type 1.
cates the onset of the relaxation phase and can be seen as a
change in the slope of the free energy profile in the sche-
matic. During this phase, the organized and unorganized
regions of aggregate structure that are out of register with
their neighbors are rearranged to facilitate the further addi-
tion of monomers in a more ordered fashion. This part of the
growth is analogous to the aging or ripening of aggregates
in that less viable structures are replaced by more favorable
structures (Kabalnov and Shchukin, 1992). It should be
noted that the reversible growth and relaxation phases to-
gether constitute the generic growth process, and our dis-
tinction is based merely on the rate of decrease in AGtsys
during the simulation.
At the end of the relaxation phase, the system is close to
its minimum energy state. Any further decrease in AGtsys
can be achieved only at the expense of significant rearrange-
ment. The aggregate phase primarily undergoes rearrange-
ment with negligible net addition of monomers. Both AG'S
and the equilibrium density fluctuate within a narrow range
because of the Metropolis sampling algorithm. In principle,
this phase can extend indefinitely. However, we chose the
final aggregate configuration as that which corresponds to
the minimum AG'YS between the onset of this phase and 300
million time steps. The equilibrium density was determined
by computing the fraction of the lattice that is filled when
the system reaches its minimum free energy state. The
fluctuation phase is the longest phase in our simulation, and
the extent of system rearrangement during this phase is
primarily dependent on the monomer type.
A comparison of our reversible and irreversible simula-
tion results indicates that equilibrium aggregates at the end
of the relaxation phase are more ordered or more crystal-
like than their irreversible counterparts in all respects. Re-
versible aggregation pathways are inherently more condu-
cive to structures with greater order.
Phase times and their monomer dependence
Fig. 5 shows the duration of each phase in terms of the
number of transfer attempts for each of the monomer types
studied. Note the scaling of each of the phase times and that
nucleation time << reversible growth time < relaxation
time.
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FIGURE 5 Monte Carlo time spent
by aggregates of different types in the
nucleation, reversible growth, and re-
laxation phases. The time is given in
terms of number of transfer attempts.
Monomer 1
The nucleation time is a function of the number of fa-
vorable contacting surfaces and their arrangement on the
surface. In our simulations, a greater number of favorable
contacting surfaces, analogous in a sense to a greater con-
centration of monomers, reduces the duration of the nucle-
ation phase, the height of the free energy barrier for nucle-
ation, and number of stable nuclei required for growth to
proceed. The number of isolated monomers at the end of the
nucleation phase were 95, 172, 182, 83, 141, 80, and 21 for
types 1-7, respectively, and the corresponding heights of
the critical energy barrier for nucleation, normalized by RT,
were 87.4, 73.2, 83.2, 45.0, 49.8, 42.0, and 13.4, respec-
tively. In their modeling and experimental studies of ly-
sozyme crystallization, Kam et al. (1978) observed that the
height of the free energy barrier to nucleation and the size of
the critical nuclei, again analogous to the number of stable
nuclei, decrease with increasing protein concentrations. Al-
though this result may seem intuitive because a greater
number of favorable contacting surfaces facilitates the for-
mation of (p,p) contacts to overcome the barrier, it has more
interesting implications for protein crystallization. A large
number of favorable contacting surfaces per monomer is
analogous to a highly supersaturated solution; in this situa-
tion, the energetic driving force for aggregation is large,
leading to a brief nucleation phase but inhibiting the later
development of order (McPherson, 1990).
In addition, we observed a surface distribution effect on
the nucleation times. Monomer types 1 and 4 have the
highest symmetries and consequently have small nucleation
times, as there are many possible favorable protein-protein
contact combinations compared to other monomer types of
equivalent hydrophobicities. Type 3 has all of its hydropho-
bic patches concentrated in a contiguous stretch such that
one successful H(D-HcD contact limits options for subse-
quent HF-H(D contacts. This resulted in a longer nucleation
time for monomer type 3 than for monomer types 1 or 2.
Monomer type 5 has the longest nucleation time of the type
WF W 1 11t Relaxation/100000
Reversible Growth/10000
4-= ,/Nucleation/ 1004 5 6 7
rypes
4, 5, and 6 group, as it too has three H(D patches in one
stretch; however, the additional opposing single patch pro-
vides more flexibility than type 3, resulting in a shorter
nucleation time for type 5 than for type 3. Monomer types
6 and 7 have short nucleation times despite the contiguity of
their hydrophobic surfaces. Four or five contiguous H(F
patches are less restrictive than three, and in these cases, the
effect of the extent of hydrophobic surface area outweighs
that of the monomer configuration.
The duration of the reversible growth phase is monomer-
independent, because this phase is characterized by rapid
monomer addition with little back-transfer. However, it
should be noted that there is some rearrangement as well,
because of the microscopic reversibility, which helps build
structures with greater order compared to those generated
under kinetically irreversible conditions.
Because the relaxation phase mainly involves rearrange-
ment, the duration of this phase and the onset of the fluc-
tuation phase depend strongly on the monomer configura-
tion and the ease with which the most-ordered aggregate
configuration can be attained. Monomer types 1 and 7 have
short relaxation times because, although the maximum pos-
sible order for these aggregates is high, the repeat unit
configurations are compatible with the lattice. On the other
hand, the long relaxation phase for monomer type 4 may be
attributed to conflicts between the large number of different
repeat units possible. Monomer types 3 and 6 have short
relaxation times because the inherent order in the repeat
units is low, speeding the onset of the fluctuation phase. The
magnitude of the fluctuations in AGtS for low-order mono-
mer types is necessarily larger than those for other monomer
types of equivalent hydrophobicities. During this extended
fluctuation phase, the aggregate structure may undergo sig-
nificant rearrangements because of conflicts between sev-
eral favorable arrangements. This is analogous to the be-
havior of some membrane proteins, the crystal space groups
of which evolve during crystallization (Brzozowski and
to
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Tolley, 1994). However, the surface characteristics of
monomer types 3 and 6 are not very conducive to generating
structures with high order, and they may have several shal-
low energetic minima close to the global minimum, which
may result in prolonged structural perturbations without
significant order development. This concurs with the exper-
imental observation that crystallization times for proteins
may be as long as several months (McPherson, 1990),
although the delay in nucleation may also contribute to
lengthy crystallization times.
Equilibrium density
Fig. 6 shows the variation of equilibrium density with the
final AGtYS for each monomer type. Jamming limits for each
monomer type for kinetically irreversible simulations are
shown for comparison as collections of 500 data points. For
the kinetically irreversible case, the simulation pathway is
deterministic, and as many as 500 runs were required to
characterize the statistical distribution of the data.
It should be noted that the extent and distribution of
hydrophilic and hydrophobic sites on the protein surface
affect aggregate properties under both kinetically controlled
and thermodynamically controlled scenarios. Both equilib-
rium density and jamming limit increase with an increase in
the monomer hydrophobic surface area, as predicted in our
earlier work (Patro and Przybycien, 1994) and in the aggre-
gation simulations of Fields et al. (1992). In addition, the
equilibrium densities for different monomer types are
clearly distinguishable in Fig. 6, indicating that the distri-
bution of sites had an impact on equilibrium aggregates to
an even greater extent than for irreversible aggregates. For
example, monomer types 1, 2, and 3 are equally hydropho-
bic, yet they have very different equilibrium densities and
ultimate AGsys values. This may have interesting implica-
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FIGURE 6 Variation of system free energy with equilibrium density or
jamming limit as functions of monomer type. The labels correspond to the
monomer types given in Fig. 2. The circles represent average values for the
reversible simulations with error bars, where visible, representing ± SD of
the mean. The patches represent collections of 500 data points for the
irreversible simulations.
tions for the cocrystallization of proteins. The lens crystal-
lins serve as an example of such a system. The eye lens is
composed of a-, ,B-, and -y-crystallins, which are believed to
be evolutionally related, and they must be maintained in a
crystalline configuration for normal function; the structural
integrity of the lens is jeopardized in the event these pro-
teins aggregate. The usual degradation of the lens with age
is believed to be due to the self-aggregation and intercrys-
tallin aggregation of a-crystallins (Liang and Li, 1991).
Under such circumstances, a knowledge of how the protein
surface characteristics affect the ease of crystallization may
be helpful in controlling the cocrystallization process and
preventing aggregation-induced disorders.
Another surface distribution effect is manifested by
monomer types 3 and 6. These monomer types give aggre-
gates that are energetically less stable than those from other
monomer types of equivalent hydrophobicities, for both
kinetically and thermodynamically controlled cases. Be-
cause monomer types 3 and 6 have contiguous HO patches,
it can be inferred that such a structural motif is not as
conducive to generating an energetically stable and highly
ordered structure as the more distributed configurations.
Although H4D-HcF interactions are treated as favorable in-
teractions in our simulations, a contiguous stretch of hydro-
phobic patches prevents the effective usage of all hydro-
phobic surfaces for contacts; once one H(I-H(F contact is
made, options for subsequent favorable interactions are
more limited, leading to less ordered structures. The oppor-
tunity for extensive rearrangement afforded by the revers-
ible pathway cannot overcome the steric constraints im-
posed by the monomer configuration.
The patch distribution effect may also explain the diffi-
culty encountered during the crystallization of membrane
proteins that are characterized by extensive hydrophobic
exteriors. Large membrane proteins such as transport en-
zyme complexes are usually easier to crystallize than their
smaller homologs, indicating that the difficulty in crystalli-
zation is not due to the size of the protein but rather to the
more hydrophobic nature of the smaller proteins; the
smaller proteins, unlike the larger ones, do not have pro-
truding hydrophilic surfaces (Yoshikawa et al., 1992). Sim-
ilarly, it is easier to crystallize a membrane protein complex
with interspersed hydrophilic sites than a hydrophobic sub-
unit of the complex (Yu et al., 1972). Nonionic surfactants,
detergents, or their derivatives are usually employed to
overcome the difficulty encountered in crystallizing mem-
brane proteins (Brzozowski and Tolley, 1994; Cudney et al.,
1994; Garavito et al., 1986; Garavito and Picot, 1991;
Yoshikawa et al., 1992) and in achieving two-dimensional
crystals of membrane proteins (Vonck and van Bruggen,
1990; Yeager, 1994). These surfactants are believed to act
by binding to the hydrophobic patches on the protein sur-
face and screening them from each other (Bam et al., 1995;
Cleland et al., 1993; Sluzky et al., 1992; Tandom and
Horowitz, 1989).
Fig. 7 illustrates this patch distribution effect with the
simulated equilibrium structures for monomer types 1 and
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(a) (b)
FIGURE 7 Sample equilibrium aggregate structures for (a) type 1 and (b) type 3 monomers. Different shades represent different rotational orientations
of the two monomer types.
3. It is clearly seen from the figure that a surface configu-
ration with HF surfaces interspersed between HOF surfaces,
such as monomer type 1, is more conducive to highly
ordered structures than one with contiguous HO surface, as
in monomer type 3. The predominant repeating structural
unit for monomer type 3 appears to be a tetramer. Larger
structures for this monomer type resemble, in an abstract
sense, the linear aggregates that are believed to hinder
crystallization (Carter et al., 1988; Kadima et al., 1990;
Kam et al., 1978). It is important to note that the minimum
system free energy state for monomer type 3 is not a regular
structure that can extend infinitely in space. This observa-
tion suggests that certain proteins may not crystallize simply
because their surface configurations are not conducive to a
regular structural packing in space and may explain why
efforts to crystallize some proteins have not been fruitful to
date. Myelin basic protein, a highly hydrophobic protein
with a molecular mass of only 18.5 kDa, serves as a good
example. Failure to crystallize this protein has been attrib-
uted to its predominantly random coil structure and the
coexistence of a population of structurally heterogeneous
species in crystallization media (Sedzik, 1994; Sedzik and
Kirschner, 1992), indicating that both patch distribution
effects as well as conformational flexibility effects may
oppose crystallization.
In addition to the surface distribution effects, we ob-
served that the equilibrium aggregates were energetically
more stable than kinetically irreversible aggregates for all
the monomer types studied, even though their equilib-
rium densities were smaller than their jamming limits. An
exception to this trend is seen for the type 1 monomer,
the symmetry of which matches that of the lattice. To-
gether, these findings clearly indicate that the lower
system free energy for equilibrium aggregates is primar-
ily due to the formation of a regular, repeating structure
that maximizes the number of favorable contacts per
monomer.
Protein-protein contacts within aggregates
Table 2 shows the mean (p,p) contact-type distribution for
equilibrium aggregates. The data exhibit all of the general
trends observed in our earlier simulations of kinetically
irreversible aggregates. As monomer hydrophobicity in-
creases, the fraction of HF-H4 contacts actually decreases,
reflecting an increased energetic tolerance for mismatches.
And, for a given level of hydrophobicity, the more uniform
the distribution of HtI and HF patches, the greater the
percentage of H'1-HcL contacts, again reflecting the packing
difficulties encountered in accommodating contiguous
patches.
One notable difference between these results and those of
the kinetically controlled case is that the fraction of HF-HF
contacts exceeds the fraction of HF-H(I contacts in all
cases. This is not surprising, as the reversible pathway is
able to distinguish between the slight energetic advantage of
HF-HF contacts relative to HF-HF contacts that we have
built into our simulations, whereas the irreversible pathway
can lock in unfavorable interactions. A reversible aggrega-
tion pathway leads to more optimal packing, as expected.
In addition, equilibrium aggregates had a greater propor-
tion of HCD-HID contacts than irreversible aggregates for all
monomer types studied. This is a consequence of the fact
that the H'F-HcD interaction is the only favorable (p,p)
interaction in our simulations and is not meant to imply that
crystal interactions are exclusively hydrophobic. In fact,
crystal interactions are usually weak, as very strong inter-
actions can compensate for unfavorable mismatched con-
tacts (Crosio et al., 1992; Durbin and Feher, 1991; Kam et
al., 1978), and, in some sense, make the process irreversible.
This observation is in accord with recent studies of protein
crystal contacts wherein it was reported that nonpolar inter-
actions occur to a lesser extent in crystal contacts than is
expected by mass action (Dasgupta, 1994).
We explicitly investigated the impact of (p,p) interaction
energies on the order in irreversible aggregates. Our results
indicated that small interaction energies favor more ordered
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TABLE 2 Distribution of (p, p) contacts as a function of
monomer type for equilibrium simulations*
Contact type
(HF, HF) (HF, H4i) (H4T, H4)
Monomer type (%) (%) (%)
1 0.0 ± 0.0 0.0 ± 0.0 100.0 ± 0.0
2 3.3 ± 0.5 0.2 ± 0.2 96.5 ± 0.6
3 5.4 ± 0.2 0.0 ± 0.0 94.6 ± 0.2
4 0.2 ± 0.1 0.1 ± 0.0 99.7 ± 0.1
5 6.2 ± 0.2 0.6 ± 0.1 93.1 ± 0.1
6 12.1 ±0.3 1.0±0.1 86.9±0.4
7 8.7 ± 0.2 5.7 ± 0.1 85.6 ± 0.1
*Results given as mean ± SD of triplicate runs.
structures. A recent database of (p,p) contacts within crys-
tals and oligomers for a set of 225 proteins also indicates
that interactions in crystals are weak and mainly polar in
nature (Dasgupta, 1994).
Fig. 8 shows the number of HtD-H(D contacts normalized
by the number of protein molecules aggregated, (H4F-HD)/
(j), for different monomer types. The organization of the
figure is similar to that of Fig. 6. The (H(I-H(I)/(j) values
for the equilibrium aggregates for all monomer types stud-
ied were higher than those for the kinetically irreversible
aggregates and are very close to the theoretical maximum of
1.5 for types 1 through 3, 2.0 for types 4 through 6, and 2.5
for type 7, indicating that favorable contacting surfaces are
used more effectively in equilibrium aggregate structures.
As noted in our earlier simulations, increasing the monomer
hydrophobic fraction results in a greater absolute number of
(HL'-H(D) contacts and lower system free energies.
Because the H(D-HF contact is the only favorable contact
in our model, structures with less favorable AGOS, values
should be characterized by fewer H(I-H(I contacts per
monomer aggregated. However, as shown in Fig. 8, the
(H(I-H(I)/(j) values for monomer types 3 and 6 are not
c -10000
E
9 -15000
(D
-20000
-30000
1.0 1.5 2.0
HcI-H4 contacts per monomer aggregated
FIGURE 8 Relationship between system free energy change and number
of H'F - HF contacts per monomer aggregated as a function of monomer
type. The presentation of data for both the reversible and irreversible
simulations is similar to Fig. 6.
smaller than other types with equivalent monomer hydro-
phobic contents, even though the magnitudes of their AGOYS
values are much smaller. This is another manifestation of
the reduced physical accessibility of adjacent hydrophobic
sites once a given hydrophobic site is involved in a contact.
A contiguous arrangement restricts further monomer addi-
tion, leading to decreased long-range order, and ultimately,
higher AGsys values for these monomer types. In contrast,
even though monomer type 5 has a greater equilibrium
density than type 4, as shown in Fig. 6, it has a less
favorable AGsys value arising from a lower fraction of
H(D-H(I contacts; because H4-H(1 contacts are indicative
of short-range order in our simulations, the higher AG'.YS
value observed for type 5 arises because of the lack of
short-range order. These findings indicate that both long-
range and short-range order have to be maximized to drive
the system toward its global minimum.
Solvent-accessible surface area
We computed the losses in the total solvent-accessible sur-
face area (SAS) and in the hydrophobic solvent-accessible
surface area (HRSAS) for each aggregate structure we
generated. In addition to providing insights into the driving
force for aggregation, a comparison of buried HFSAS for
protein aggregates and crystals may shed some light on the
demarcation between aggregates and crystals. Furthermore,
information about solvent accessibility can provide insights
into atomic mobilities in solid-phase proteins (Harvey et al.,
1984; Higuchi et al., 1984; Sheriff et al., 1985).
The contribution of hydrophobic interactions to protein be-
havior has received much attention since Kauzmann's land-
mark paper (1959). The reluctance of nonpolar groups to be
exposed to water is believed to be the major driving force for
protein folding (Chothia, 1976, 1985; Dill, 1985; Dill et al.,
1989; Nozaki and Tanford, 1971; Tanford, 1978; Wolfenden,
1983; Wolfenden et al., 1981) and for protein aggregation
(Fields et al., 1992). Our simulations anticipated this in that the
H(D-H(I interaction was assigned as the only favorable pro-
tein-protein interaction and that hydrophobic surface burial
was the only means available to the system for free energy
minimization. Accordingly, we observed that equilibrium ag-
gregates have limited solvent-exposed HO surface areas (data
not shown). However, the extents of exposure were different
for reversible and irreversible aggregates, and increased with
the HO content of the monomer; this indicates that protein
aggregation, like folding, represents a balance of exposed and
buried hydrophobic surface areas. In addition, our results show
that the optimum extent of HOI burial is affected by the
aggregation pathway, the monomer surface configuration, and
the protein-protein interaction energies (Patro and Przybycien,
1994).
Table 3 lists the losses in HFSAS and SAS upon aggrega-
tion for all monomer types studied. Despite lower densities,
equilibrium aggregates had greater losses in HISAS, suggest-
ing greater order. Islam and Weaver (1990) reported that the
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overall losses in SAS upon crystallization varied between 14%
and 52% for 39 monomeric proteins and between 8% and 58%
for 19 dimeric proteins. The overall SAS losses observed in
our simulations were biased to a much higher range, because
the exposed hydrophobic fractions of our model monomers
were higher than those of globular proteins (Miller et al.,
1987). The wide type-to-type variation in our results confinns
that protein surface characteristics significantly influence the
extent of surface burial.
Porosity
Fig. 9 shows the equilibrium pore-size distributions for all
of the monomer types studied. All of the simulated equilib-
rium aggregate structures, except those for monomer types
1 and 3, were characterized by a continuous distribution of
pore sizes up to the largest pore observed for that particular
monomer type. Overall porosity, or the solvent content of
the aggregate structures, is inversely related to the equilib-
rium density and decreases with increasing monomer hy-
drophobicity.
Aggregates for monomer type 1 had a repetitive structural
motif containing a pore of size 1 as well as a single large
pore varying in size from 400 to 500, which mainly resulted
from the mismatch between the size of the repeating unit
and the lattice dimensions; it is not possible to build a
perfectly regular structure for monomer type 1 with all
favorable contacts on a lattice of dimensions 64 X 64. The
lattice dimensions impose an inherent defect on aggregates
for type 1 monomers.
Equilibrium aggregate structures for type 3 monomers
have essentially a single large pore, as shown in Fig. 9 a.
The presence of all of the monomer hydrophobic patches in
a contiguous stretch on the type 3 monomer surface limited
the long-range order. This inability to establish a continuous
aggregate phase resulted in a single pore that percolates
(Feder, 1980). A similar lack of long-range order was also
observed for type 6 structures. This was reflected in the
finding that the largest pore sizes observed for structures of
monomer types 3 and 6 were larger than those observed for
structures of monomers with equivalent hydrophobicity.
The increased hydrophobicity of monomer type 6, however,
decreased the overall porosity, leading to a nonpercolating
large pore.
The mean solvent content for the equilibrium aggregates
for monomer types 1, 2, and 3 are 37, 48, and 55 vol%,
respectively; these monomer types have hydrophobic frac-
tions that are similar to the average value for globular
proteins (Miller et al., 1987). Matthews (1968) computed
the volume percentage solvent in 116 different crystalline
globular proteins and found values ranging between 27 and
65 vol%, with an extreme observed value of 95 vol% for
tropomyosin. He and Carter (1992) reported 78 vol% sol-
vent content for hSA crystals. Furthermore, Crosio et al.
(1992) observed six different crystal forms of pancreatic
ribonuclease to result from different precipitating condi-
tions, with the crystal solvent content varying from 43 to 59
vol%.
Despite greater overall porosities, reversible aggregates,
in general, had smaller maximum pore sizes than their
irreversible counterparts, suggesting that the repeating unit
of a highly ordered structure will likely have an optimum
and well-defined solvent content. Although a high solvent
content may adversely affect crystal resolution (Schick and
Jurnak, 1994), an optimum solvent content may play a vital
role in maintaining the native structure of the protein or
enzyme. These solvent channels may facilitate diffusion of
ligands, substrates, ions, coenzymes, and substrates into and
out of the crystal and allow the use of crystalline enzymes
as biocatalysts (St. Clair and Navia, 1992). Furthermore,
solvent content and solid phase stability are related: a crit-
ical solvent content was also shown to stabilize solid-state
proteins against thermal denaturation at 100°C (Franks et
al., 1988), and it plays an important role in developing
lyophilized protein formulations (Chen, 1992).
Order in protein crystals and aggregates
We have made qualitative comments about the order in
protein aggregates at several points during the discussion of
our simulation results. In this section, we provide a more
quantitative view of the order in aggregate structures for
selected monomer types.
We computed quantitative estimates of both long-range
and short-range order for equilibrium aggregates of mono-
mer types 1, 4, and 7. The equilibrium density was used as
a measure of long-range order, and the (p,p) contact distri-
bution, especially the extent of H(F-H(F contact formation,
TABLE 3 Percentage losses in H4SAS and overall SAS upon aggregation*
Equilibrium simulations Irreversible simulations
Monomer type % loss in H4'SAS % loss in SAS % loss in H4DSAS % loss in SAS
1 95.4 ± 0.7 47.7 ± 0.3 67.7 37.6
2 83.2 ± 0.2 43.1 ± 0.3 68.5 42.9
3 83.1 ± 0.5 43.9 ± 0.3 66.4 43.0
4 85.3 ± 0.8 57.1 ± 0.6 73.5 62.3
5 81.7 ± 0.1 58.5 ± 0.1 76.8 65.9
6 87.3 ± 0.6 67.0 ± 0.8 78.9 69.7
7 91.3 ± 0.2 88.9 ± 0.2 87.4 93.5
*Results given as mean ± SD of triplicate runs for equilibrium simulations.
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FIGURE 9 Equilibrium pore size distributions for different monomer
types. (a) Monomers with three hydrophobic patches, types 1-3; (b)
monomers with four hydrophobic patches, types 4-6; (c) a monomer with
three hydrophobic patches (type 1), four hydrophobic patches (type 4), and
five hydrophobic patches (type 7). a and b determine the effect of monomer
surface architecture, and c demonstrates the impact of extent of monomer
hydrophobic surface area. Monomer types 1 through 7 are represented by
the symbols 0, A, FL, O, X, 0, and V, respectively. Pore sizes are
measured by number of lattice points included within a single continuous
pore.
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was used as a measure of short-range order. Monomer type
7 is an exception; the optimum structure consists of only
H(D-H4' contacts with a repeating unit in which six protein
molecules surround a solvent molecule, leading to the for-
mation of pores of size 1. Therefore, the short-range order
for type 7 structures, at the resolution of the repeating unit,
was computed from the number of pores of size 1. For
monomer types 1, 4, and 7, we computed the ratios of
simulated to perfect structure equilibrium density, number
of HD-HF contacts, and the overall AGOYs, and expressed
them as the percentage short-range, long-range, and overall
order, respectively. Table 4 shows these data. In general, the
ratio AGtYSlAGtsys(crysW) is a good estimate of the overall
order of aggregates, and this should roughly equal the
product of the fractional short-range order and the fractional
long-range order. This relationship, however, is less accu-
rate for irreversible aggregates and highly hydrophobic
monomers such as type 7 monomers, because of the pres-
ence of many unfavorable (p,p) contacts in addition to
H(F-H(I contacts.
In all of the cases studied, equilibrium aggregate struc-
tures had greater order than irreversibly formed aggregate
structures. In general, increasing the number of hydrophobic
patches on the monomer surface resulted in decreased over-
all order. Aggregates of monomer type 7 have the least
order, because the presence of a large number of hydropho-
bic surfaces per monomer provides a barrier to successful
reorganization, even for the equilibrium aggregates. Once
again, this finding explains why highly hydrophobic pro-
teins such as membrane proteins are so resistant to crystal-
lization. Also listed in Table 4 are the order estimates for
structures at the end of the relaxation phase for the equilib-
rium simulations. Aggregate structures at this point in the
simulation are analogous to reversible aggregates that pre-
cede the formation of crystals. As expected, the order of
these structures is intermediate between that for equilibrium
aggregates and irreversibly formed aggregates, indicating
that reversible conditions are conducive to more ordered
structures and that significant reordering occurs in the
growth phase as well.
CONCLUSIONS
Through our simulations, we investigated the general influence
of protein surface characteristics on resulting aggregate prop-
erties under thermodynamically reversible and kinetically irre-
versible conditions. Our results indicate that protein monomer
surface characteristics profoundly affect the structure and mor-
phology of protein aggregates. Aggregates formed under equi-
librium conditions were more stable and crystal-like than their
irreversible counterparts, facilitating comparisons to protein
crystals and to physically observed phenomena occurring dur-
ing protein aggregation and crystallization.
Although the system free energy minimization was ex-
pected to occur primarily through hydrophobic surface
burial, interestingly, there was an optimum extent for this
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TABLE 4 Order computation for aggregate structures
% order*
Final structure End of relaxation Final structure
Monomer type (equilibrium) (equilibrium) (irreversible)
I Long-range 93.7 72.9 73.0
Short-range 95.7 75.5 67.7
Overall 89.0 53.0 37.9
4 Long-range 85.9 84.9 89.2
Short-range 85.3 83.5 73.5
Overall 72.1 68.0 35.2
7 Long-range 95.7 99.9 90.7
Short-range 44.4 37.3 37.1
Overall 69.8 59.0 51.2
*Long-range order = (1 -IAPI/Pcrysta), where Pcrystal is the equilibrium density of the optimum structure and Ap = P- Pcrystall Short-range order is
computed based on HD- H contacts as explained in the text, for types 1 and 4; for type 7, it was computed based on the pore size distribution. Overall
order = AGsys/AGsys(crystal) For optimum structures of types 1, 4, and 7: equilibrium densities are 0.67, 0.75, and 0.857; and AGtyS(crystal) are -16815.8,
-25829.4, and -37422.5 kcal/mol, respectively.
burial, which is determined by the monomer surface con-
figuration and the nature of the aggregation pathway. This
optimum hydrophobic burial demarcates the structure of
protein crystals from that of aggregates. The random, de-
terministic nature of a kinetically driven aggregation pro-
cess may lead to entrapment in a local free energy mini-
mum, whereas a process occurring reversibly leads to the
global minimum with a corresponding highly organized
structure. This explains why protein crystallization is most
successfully carried out at low supersaturations; high super-
saturation conditions provide a kinetic driving force with an
inherent irreversibility.
We noted that either a concentration of hydrophobic
surfaces in a contiguous stretch or a large extent of hydro-
phobicity for monomers restricts both long- and short-range
order, and this finding correlates well with the difficulties
encountered in attempting to crystallize highly hydrophobic
membrane proteins. The majority of the (p,p) contacts that
make up equilibrium aggregates and irreversibly formed
aggregates were HcD-H(D in our simulations.
That the organization of protein surfaces controls the orga-
nization of aggregates and has been exploited by nature is
evident from a variety of examples. The eye lens is made up of
a mixture of crystallins, and by choosing proteins with slightly
varying sequences that favor different packing densities, nature
is able to fine-tune the extent of association, or the packing
density, which, in turn, regulates the refractive index gradient
requisite for normal function of the eye (Fernald and Wright,
1983; Sergeev et al., 1988; White et al., 1989); Sergeev et al.
(1988) have attributed the difference in the packing densities of
two highly homologous calf ry crystallins to the variation in
their sequence at positions 103 and 155. Hence, it is likely that
specific interaction sites are involved in the evolutional opti-
mization of crystallins. The transparency of the eye lens is also
the result of the long-range self-association of certain y-crys-
tallins. White et al. (1989) have reported that specific protein
interactions may also be responsible for limiting these long-
range interactions, which, in turn, would lead to inhomoge-
neous packing on the scale of light wavelength, causing cata-
ract formation. An example of nature's selection of specific
interaction sites to prevent in vivo aggregation can be seen in
the binding of chaperonins to nascent polypeptide chains dur-
ing protein folding. Fenton et al. (1994) reported that chapero-
nin GroEL functions through a specific binding site and iden-
tified a putative polypeptide-binding site and a highly
conserved residue, Asp87, which is essential for ATP hydro-
lysis and subsequent polypeptide release. Specific protein in-
teractions are responsible for molecular diseases as well. Sickle
cell anemia, a molecular disease first described by Pauling et
al. (1949), is a consequence of aggregation of deoxygenated
sickle cell hemoglobin into fibers. The specific replacement of
glutamic acid by valine in the 136 position is believed to cause
this aggregation (Ingram, 1959); a double mutation, (36 Glu -+
Val and (373 Asp -> Asn, leads to a milder version of the
disease, because the latter modification, (373 Asp -* Asn,
supposedly reduces the ease of aggregation (Bookchin et al.,
1970). Perturbations that have an impact on the driving force
for aggregation or affect the organization of interaction sites, or
both, can dramatically alter aggregation behavior; in terms of
our simple model, these perturbations translate into changes in
either the site-site interaction energies or the monomer type, or
both.
In addition to these examples, there is experimental evi-
dence that subtle sequence modifications lead to successful
crystallization when the efforts to crystallize the wild-type
molecule have failed (D'Arcy, 1994; McElroy et al., 1992),
suggesting the critical role played by monomer surface archi-
tecture in controlling protein self-association. Specific sites
may also be exploited for crystallization via the matrix copre-
cipitation-cocrystallization technique, in which specially de-
signed polycyclic aromatic charged ligands bind to specific
sites on the protein surface, leading to compaction of the
protein into crystallizable configurations, as well as providing
support for an interconnected network (Conroy and Lovrien,
1992). Because the natural selection of proteins is based on
function and not on the ease with which they can be crystal-
lized, subtle alterations of protein surface characteristics may
be effected via protein engineering to aid in protein crystalli-
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TABLE 5 Distribution of (p,p) contacts as a function of monomer type and AAG(H0,HO)
AAG(H4D,H4)
Monomer type (kcal/mol) (HF,HF) (%) (HF,Hc) (%) (H4,H4) (%)
Simulated results 1 -4.5 0.69 9.31 90.00
2 -4.5 12.78 7.38 79.84
3 -4.5 15.63 7.10 77.27
4 -4.5 8.33 13.07 78.60
5 -4.5 10.60 11.73 77.67
6 -4.5 12.33 12.19 75.48
7 -4.5 5.84 16.27 77.89
1 - 1.0 0.002 0.008 99.99
1 -2.0 0.009 0.170 99.82
1 -3.0 0.05 3.03 96.92
1 -4.0 0.32 8.76 90.92
1 -5.0 1.39 10.42 88.19
Calculated results* 1, 2, 3 2.023 x 10-3 7.344 X 10-4 99.997
4, 5, 6 5.056 X 10-4 3.672 X 10-4 99.9991
7 8.091 X 10-5 1.469 X 10-4 99.9998
*Probability of pair-wise contacts made in isolation.
zation. Whereas analyses pertaining specifically to crystal con-
tacts (Dasgupta, 1994) may allow a fine-tuning of mutations to
promote crystallization, our simulation results may provide
some very basic guidance as to what surface architectures
might be most productively exploited.
APPENDIX
During the preparation of this manuscript as a follow-up to "Simulations of
Kinetically Irreversible Protein Aggregate Structure," which appeared in
the May 1994 issue of the Biophysical Journal (Patro and Przybycien,
1994), we noticed a subtle typographical error in our simulation code. This
error caused the solvent-solvent interaction energy in the free energy
calculation at one specific site of a transferred monomer to be set to zero.
The net result of this error was to impose a small amount of artificial order
on the simulations. This error occurred as we shifted the program to a new
platform on campus; we discovered the error when modifying the code to
consider the reversible aggregate case.
We have re-executed all of the simulations from the original paper.
Although the magnitudes of some of the properties originally reported have
changed on correction of the error, the trends noted in the first paper remain
essentially identical. All comparisons with the kinetically irreversible case
reported in this paper are made to the corrected simulations. We continue
here with a complete summary of the corrected numerical results for the
kinetically irreversible case; in reference to figures and tables in the
following discussion, (I) denotes the irreversible simulation paper and (II)
the present paper.
Jamming limit: In Figs. 7 (I) and 8 (I), only the numerical values have
changed. Corrected data from Fig. 7 (I) are shown in Fig. 6 (H).
(p,p) contacts in aggregates: All of the trends observed in Figs. 9 (I) and
10 (I) remain intact, with changes only in the numerical values. Corrected
data from Fig. 9 (I) are shown in Fig. 8 (II). In Table 2 (I), except for type
1 monomer, 77-80% of the contacts are H(T-HF. The corrected version of
this table is given at the end of this Appendix (Table 5).
Solvent-accessible surface area: For monomer types 1 through 7, 67-
87% of the monomer hydrophobic surface was buried upon aggregation.
Overall losses in SAS for types 1 through 6 were 38, 43, 43, 62, 66, and
70%, respectively. For type 1 monomers, overall losses in SAS varied from
30 to 39% as &AG(H4',HD) was varied from -5 to -1 kcal/mol.
Pore size distribution: In contrast to Fig. 11 (I), the corrected pore size
distributions for monomer types 1 and 2 were essentially continuous. The
following numerical values for the largest pore-size changed upon correc-
tion: type 3 structures had a percolating pore of size ranging from 2114 to
2256, types 4 and 5 had no pores of size greater than 30, the largest pore
for type 6 aggregates was 139, and the largest pore for type 7 aggregates
was of size 6 and was observed only seven times in 500 runs. In contrast
to Fig. 12 (I), the corrected pore size distribution for AAG(H(F,H4)) = -4
kcallmol was also continuous.
This work was supported in part by National Science Foundation grant
CTS-9211666.
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