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Grammatiken sind allgemein als Beschreibungsmittel für formale Sprachen 
bekannt. Neben den klassischen Stringgrammatiken gibt es eine weitere Klas-
se von Grammatiken, die sogenannten Graphgrammatiken. Bei diesen beste-
hen die Produktionen nicht aus Zeichenketten, sondern aus Graphen. 
Graphgrammatiken unterscheiden sich von Stringgrammatiken wesentlich 
durch ihre Komplexität. Bereits das Problem der Graph-Isomorphie, wel-
ches ein Teilproblem des eigentlichen Wort problems darstellt, ist für allge-
meine Graphgrammatiken als NP-Problem bekannt. Dies ist letztlich darin 
begründet, daß die Anzahl der Subgraphen eines Graphen im allgemeinen 
exponentiell mit dessen Größe wächst. 
Parser für allgemeine Graphgrammatiken weisen somit ebenfalls eine 
Komplexität auf, die in dieser Komplexitätsklasse liegt. Diese Tatsache moti-
viert den Einsatz von domänenspezifischen Heuristiken, um trotzdem prak-
tikable Laufzeiten zu erreichen. Eine Anwendung von Graphgrammatiken 
findet sich in der sogenannten Feature-Erkennung. 
Feature-Erkennung und Graph-Parsing 
Im Rahmen des Computer Integrated Manufacturing (CIM) wird die Au-
tomatisierung bzw. Computerunterstützung von Herstellungsprozessen vor 
allem in der Domäne des Maschinenbaus verfolgt. Am Herstellungsprozeß 
sind verschiedene Arbeitsbereiche.(CAD, CAM, ... ) beteiligt. Jeder dieser 
Bereiche arbeitet mit seinen eigenen Beschreibungsmitteln, den sogenannten 
Featuren. 
Ein solches Feature ist ein bereichsspezifisches, qualitatives Beschrei-
bungselement, das auf der geometrisch-technologischen Repräsentation auf-
setzt und mit welchem ein Experte gewisse Informationen verbindet [2]. Mit 
einer Menge von Featuren, der Feature-Sprache, läßt sich das Produkt aus 
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der subjektiven Sicht eines Experten beschreiben. 
Aufgabe der Feature-Erkennung ist es, die allgemein zugängliche 
geometrisch-technologische Produkt beschreibung in die Feature-Sprache ei-
nes bestimmten Arbeitsbereiches zu übersetzen. Somit kann die Feature-
Erkennung als Schnittstelle zwischen Arbeitsbereichen, die unterschiedliche 
Sichten auf das Produkt haben bzw. eine andere Terminologie verwenden, 
angesehen werden. Ergebnis der Feature-Erkennung ist eine oder mehrere al-
ternative sogenannte Feature-Strukturen des Produkts. Abbildung 1.1 zeigt 
eine Feature-Struktur eines Werkstücks. 
Abbildung 1.1: Feature-Struktur eines Werkstücks 
Ein Ansatz zur Feature-Erkennung basiert auf Graphgrammatiken. Dabei 
werden Werkstücke durch Graphen und die Feature-Beschreibungen durch 
Produktionen einer Graphgrammatik (Featuregrammatik) beschrieben. Die 
terminalen Knoten eines Graphen repräsentieren elementare Flächenstücke, 
die Kanten stehen für topologische Relationen (Nachbarschaft, Überlappung) 
zwischen den Knoten. Somit stellt sich die Feature-Erkennung als Graph-
Parsing Problem dar. Die vom Parser gefundenen Parsbäume sind gleichzeitig 
die Feature-Strukturen des Werkstücks. 
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Aufgabenstellung 
Im Rahmen des Projekts ARC-TEC (Akquisition, Repräsentation und Co m-
pilation von TEChnischem Wissen) am Deutschen Forschungszentrum für 
Künstliche Intelligenz GmbH (DFKI) wurde der Grammatikformalismus 
I-NRCFGG (NeighboRhood Controlled node labeled and node attributed 
Feature Graph Grammar) und der darauf zugeschnittene Graph-Parser 
GraPaKL entwickelt und auf das Problem der Feature-Erkennung von 
Werkstücken angewendet [12]. Aufgrund der exponentiellen Komplexität von 
GraPaKL soll in dieser Arbeit eine Heuristikkomponente zu dessen Steuerung 
entwickelt werden. 
GraPaKL liefert zu einem als Graph gegebenen Werkstück alle möglichen 
Parse (Feature-Strukturen). Ist die Grammatik ambiguent, so existieren meh-
rere verschiedene Parse. Jedoch sind viele Parse nicht zufriedenstellend; man 
ist lediglich an "guten" (brauchbaren) Parsen} interessiert. Ziel ist also eine 
heuristische Steuerung, die "gute" Parse zuerst findet. 
Eine heuristische Steuerung benötigt Wissen. Für die Akquisition dieses 
heuristischen Wissens soll ein Lernverfahren eingesetzt werden, da ein Ex-
perte auf einer anderen, höheren Ebene als der eines Parsing-Prozesses denkt 
und man somit keine Vorstellung davon hat, welche Entscheidung in einer 
bestimmten Situation während des Parsens zu treffen ist. 
Der Begriff 'heuristisches Wissen' ist sehr weit gefaßt; im folgenden 
wird die Bezeichnung I<ontrollwissen (Metawissen) für das zu akquirieren-
de Wissen zur Steuerung von GraPaKL verwendet werden, da es auf einer 
höheren Ebene liegt und die Anwendung der Produktionen der Grammatik 
(Domänenwissen) explizit steuert. 
Gliederung der Arbeit 
Im nächsten Kapitel wird der Parser GraPaKL insoweit vorgestellt, als es 
zum Verständnis der nachfolgenden Kapitel benötigt wird. 
Kapitel 3 und 4 bilden den Kern dieser Arbeit. In Kapitel 3 werden ver-
schiedene Arten von Kontrollwissen zur Steuerung von GraPaKL und dazu 
passende Lernverfahren diskutiert. In Kapitel 4 wird eine Heuristikkompo-
nente für GraPaKL entwickelt, die mittels eines der diskutierten Lernverfah-
ren das benötigte Kontrollwissen akquiriert. 
Im abschließenden Kapitel werden die Resultate dieser Arbeit nocheinmal 
kurz zusammengefaßt und offen gebliebene Fragestellungen aufgezeigt. 
1 Die Beurteilung der Güte eines Parse liegt in der Kompetenz eines Experten und hängt 
von der Struktur des Pars baums ab. 
Kapitel 2 
GraPaKL 
Dieses Kapitel gibt einen kurzen Überblick über GraPaKL, für den in dieser 
Arbeit eine Heuristikkomponente entwickelt wird. GraPaKL ist ein bottom-
up arbeitender, agenda-basierter Chart-Parser, der für I-NRCFGG'en ent-
wickelt wurde. 
Der Parsing-Algorithmus und die zugehörigen Datenstrukturen sollen hier 
nur insoweit dargelegt werden, wie es das Verständnis dieser Arbeit erfordert. 
Für eine detailliertere Betrachtung des Parsers sei hier auf [17] verwiesen. 
2.1 Datenstrukturen 
2.1.1 Patche 
Bei I-NRCFGG'en wird eine Produktion mit einem Knoten, ihrer linken 
Seite, assoziiert (siehe Abbildung 2.1). Die rechte Seite besteht aus einer 
Menge von Rollen, nämlich den Rollen des assoziierten Knotens, die mit 
geeigneten Knoten zu besetzen sind. Zwischen den Rollen bestehen funktio-
nale und topologische Beziehungen (z.B. Konvexität, Nachbarschaft, Über-
lappung, usw.). 
Eine Produktion ist eine Regel zur Ersetzung eines (Sub-) Graphen durch 
einen Knoten, wobei die rechte Seite der Produktion die Klasse der Graphen 
spezifiziert, auf die diese Regel anwendbar ist. 
Der mit einer Produktion assoziierte Knoten besitzt ein Label (Sortel 
der Produktion), verschiedene Attribute (geometrische Eigenschaften wie Be-
zugspunkt, Flächeninhalt, usw.) und Rollen. 
Während des Parsens entstehen Instantiierungen der Produktionen durch 
I Zur Definition einer Featuregrammatik gehört eine Menge von Sorten zusammen mit 
einer Partialordnung, der Sortenhierarchie. 
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Abbildung 2.1: Eine NRCFGG-Produktion p der Sorte ANGLE und der da-
mit assoziierte Knoten 
Belegung ihrer Rollen mit Knoten, die die jeweiligen Rollenspezifikationen 
erfüllen.2 Der Parslauf führt über teilweise instantiierte Produktionen (Hy-
pothesen) hin zu vollständig instantiierten Produktionen (erkannte Features). 
Die Instanz einer Produktion bzw. der damit assoziierte Knoten wird 
durch die Datenstruktur Patch3 beschrieben. Ein Patch besteht im wesentli-
chen aus den folgenden Komponenten: 
• Indentifikation der Produktion, deren Instanz das Patch ist 
• Sorte des Patches (= Sorte der Produktion) 
• Attribute des mit der Produktion assoziierten Knotens 
• Rollenspezifikation der nächsten zu besetztenden Rolle 
Ein Patch, bei dem alle Rollen belegt sind, heißt komplett (Cp)4, andernfalls 
partiell (pp)5. Abbildung 2.2 veranschaulicht ein partielles Patch der Sorte 
SORT mit drei · besetzten Rollen. Als nächstes wird nach einem geeigneten 
2Die Reihenfolge, in der nach Rollenwerten für die Rollen gesucht wird, wird innerhalb 
der Spezifikation der Produktionen der Featuregrammatik mittels einer totalen Ordnung 
vom Grammatikentwickler (Experte) festgelegt (vgl. Abschnitt 2.3). 
3 Patch heißt in diesem Zusammenhang soviel wie (Teil-)Struktur. 
4complete patch . 
5 partial patch. 
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Rollenwert für die (gemäß der innerhalb der Produktion spezifizierten Ord-
nung der Rollen) vierte Rolle gesucht. ROLE-SPEC bezeichnet die zugehörige 
Rollenspezifikation. 
SORT 
o 1 ... \:::,::::::,:,:,:,mm 
Abbildung 2.2: Ein partielles Patch mit drei besetzten Rollen 
Eine Neuinstantiierung einer Produktion geschieht durch die Besetzung 
der ersten Rolle der Produktion mit einem bereits gefundenen kompletten 
Patch cp, das die zugehörige Rollenspezifikation erfüllt. Es wird ein neues 
Patch erzeugt, dessen erste Rolle durch cp belegt ist. 
Eine weitere Vervollständigung eines partiellen Patches pp erfolgt durch 
Kombination mit einem bereits gefundenen kompletten Patch cp, das die Rol-
lenspezifikation der nächsten zu besetzenden Rolle von pp erfüllt. In diesem 
Fall wird ein neues Patch erzeugt, indem eine Kopie pp' von pp angefertigt 
wird, in der die Rolle durch cp besetzt wird. Die Kombination zweier Patche 
pp und cp liefert also in jedem Fall ein weiteres Patch pp', pp und cp bleiben 
unverändert erhalten. 
2.1.2 Agenda und Chart 
Die während eines Pars laufes erzeugten Patche werden in zwei Datenstruk-
turen, nämlich Agenda und Chart, gehalten. 
Die Funktion des Charts besteht darin, alle während des Parslaufs er-
zeugten Patchezu "sammeln", wogegen die Agenda diejenigen Patche be-
reithält, die im nächsten Schritt zur weiteren Kombination mit Patchen aus 
dem Chart zur Verfügung stehen. Die Agenda enthält genau diejenigen Pat-
ehe, die (noch) nicht im Chart sind.6 
6Faßt man die Patche als Zustände bzw. Knoten eines Suchbaumes auf, so läßt sich 
die Agenda mit der OPEN-Liste und der Chart mit der CLOSED-üste vergleichen. Die 
OPEN-Liste enthält die erzeugten, aber (noch) nicht expandierten Knoten, wogegen in 
der CLOSED-Liste die erzeugten und bereits expandierten Knoten stehen (siehe [24]). 
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Ein Vorteil der agenda-basierten Architektur besteht darin, daß man ei-
ne flexible Kontrollstruktur erhält. Es lassen sich durch die Reihenfolge der 
Auswahl der Patche aus der Agenda verschiedene Suchstrategien realisieren 
(siehe Abschnitt 2.2.2). 
2.2 Der Parsing-Algorithmus 
2.2.1 Ini tialize, Choose und Combine 
Der Parsing:-Algorithmus; basiert im wesentlichen auf drei Operatoren, näm-
lich Ini tialize, Choose und Combine, ,die auf der Agenda und dem Chart 





Abbildung 2.3: Die Arbeitsweise von GraPaKL 
Initialize initialisiert den Chart für jede Produktion der Grammatik 
mit je einem partiellen Patch, bei dem keine Rolle belegt ist, und die Agenda 
mit je einem kompletten Patch für jeden (terminalen) Knoten des zu parsen-
den Graphen. 
In jedem Schritt wählt Choose ein Patch aus der Agenda aus und Combine 
kombiniert das Patch mit den passenden Patchen aus dem Chart . Die durch 
Combine neu entstandenen Patche werden in die Agenda eingetragen, das 
aus der Agenda ausgewählte "Urpatch" wandert in den Chart und wird aus 
der Agenda gelöscht.7 
Choose und Combine werden solange abwechselnd angewendet, bis die 
7Die durch Combine entstandenen Parse werden nicht in die Agenda bzw. den Chart 
eingetragen, sondern in einer separaten Datenstruktur gesammelt. 
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Agenda schließlich leer ist.8 Abbildung 2.4 zeigt nocheinmal den GraPaKL-
Basisalgori thm us. 
begin 
end; 
Ini tialize agenda and chartj 
repeat 
Choose patch from agenda; 
Combine patchj 
add new patches to agenda; 
delete patch in agenda; 
add patch to chart; 
until agenda = 0; 
Abbildung 2.4: Der GraPaKL Basis-Algorithmus 
2.2.2 Suchstrategien 
Der Choose-Operator ist nichtdeterministisch in der Hinsicht, daß keine Aus-
sage darüber gemacht ist, welches Patch aus der Agenda auszuwählen ist, 
falls mehrere Patche in der Agenda vorhanden sind (was fast immer der Fall 
ist). Dies entspricht der in Abschnitt 2.1.2 angesprochenen flexiblen Kon-
trollstruktur des Parsers. 
Beispielsweise erhält man Breitensuche, falls immer das am längsten in 
der Agenda befindliche Patch ausgewählt wird und Tiefensuche, falls immer 
das zuletzt in die Agenda gekommene Patch ausgewählt wird. 
Heuristische Suchstrategien lassen sich durch die Verwendung von Kon-
trollwissen realisieren, welches die Auswahl der Patche aus der Agenda und 
somit die Suche des Parsers steuert. 
2.2.3 Terminierung, Fairneß und Vollständigkeit 
Die Terminierung des Parsers kann für allgemeine Grammatiken nicht si-
chergestellt werden. Lediglich für solche Grammatiken, die die sogenannte 
Kettenbedingung und die Bedingung der lokalen Endlichkeit erfüllen, d.h. 
SBei der zu entwickelnden heuristischen Steuerung des Parsers wird die Abbruchbedin-
gung-agenda = 0 ersetzt durch (agenda = 0 V parslist f:. 0), da "gute" Parse zuerst 
gefunden werden sollen. Dabei bezeichnet parslist die Menge der gefundenen Parse. 
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deren Ableitungsbaum endlich ist, kann die Terminierung garantiert werden 
[12]. 
Verbunden damit ist das Problem der Fa irn e}p . Terminiert der Parser für 
eine Grammatik, so ist natürlich auch die Fairneß gegeben, da die Agenda 
schließlich leer ist, also alle erzeugbaren Patche aus der Agenda ausgewählt 
wurden. Für Grammatiken, bei denen der Parser eventuell nicht terminiert, 
hängt die Fairneß von der Suchstrategie ab. Während Breitensuche die Fair-
neßbedingung erfüllt, muß dies bei Tiefensuche und heuristischen Suchstra-
tegien nicht mehr der Fall sein, d.h. daß Patche eventuell nie aus der Agenda 
ausgewählt werden. Eine heuristische Steuerung sollte jedoch nur solche Pat-
che außer Acht , lassen, die zum Finden eines "guten" Parses nicht beitragen 
können. 
Die Erfahrung hat gezeigt, daß sinnvolle Featuregrammatiken die beiden 
oben genannten Bedingungen erfüllen, so daß angenommen werden kann, 
daß der Parser für diese Art von Grammatiken immer terminiert. Der Chart 
enthält dann alle Parse und alle Patche, die sich hinsichtlich der, Feature-
grammatik und des zu parsenden Graphen erzeugen lassen. Der Parser ist 
also im Falle der Terminierung vollständig [12] . 
2.3 Ansatzpunkte 
Steuerung 
für • eIne heuristische 
Die Arbeitsweise des Parsers bietet zwei prinzipielle Möglichkeiten einer heu-
ristischen Steuerung. 
Die erste Möglichkeit besteht in einer (totalen) Ordnung der Rollenspe-
zifikationen für jede Produktion der Grammatik. Diese Ordnung legt fest, in 
welcher Reihenfolge die Rollen einer Produktion zu besetzen sind. Die Rei-
henfolge sollte so gewählt werden, daß der Parser diejenigen Rollen, deren 
Rollenspezifikation "schwierig" zu erfüllen sind, möglichst früh zu besetzen 
versucht. lo Folglich werden die "leichter" zu besetzenden Rollen erst dann 
betrachtet, wenn für die anderen schon Rollenwerte gefunden wurden und 
somit die Wahrscheinlichkeit, daß das Patch vervollständigt werden kann, 
relativ hoch ist. Dem Parser bleibt also "unnötige" Arbeit erspart. 
Die zweite Möglichkeit besteht in einer Ordnung der in der Agenda be-
findlichen Patche (vgl. Abschnitt 2.2.2), so daß immer das vielversprechend-
9Der Parser arbeitet fair, falls jedes erzeugte Patch auf jeden Fall irgendwann aus der 
Agenda ausgewählt wird. 
lODie "Schwierigkeit" der Erfüllbarkeit einer Rollenspezifikation könnte beispielsweise 
an der Sorte der Rolle (selten vorkommende Sorte) oder an der Anzahl der mit der Rol-
lenspezifikation verbundenen Constraints gemessen werden. 
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ste Patch im Hinblick auf das Finden eines "guten" Parse ausgewählt wird.ll 
Während erstere bereits in GraPaKL eingebaut ist, ist die heuristische Steue-
rung über die Ordnung der Patche in der Agenda Gegenstand dieser Arbeit. 
Beide Arten der heuristischen Steuerung erfordern Kontrollwissen. Bei 
der Ordnung der Rollenspezifikationen ist dieses Wissen explizit; der Benut-
zer (Experte) legt bei der Definition der Grammatik die Ordnung fest. Somit 
obliegt diese heuristische Steuerung vollständig dem Benutzer. Für die Ord-
nung der Patche in der Agenda werden im folgenden Kapitel verschiedene 
Arten von Kontrollwissen diskutiert. 
11 Man beachte, daß dafür keine Änderung der GraPaKL-Kontrollstruktur vorgenommen 
werden muß (vgl. Abschnitt 2.2.2). 
Kapitel 3 
Lernen von Kontrollwissen 
Zur heuristischen Steuerung von GraPaKL über die Ordnung der Patche in 
der Agenda wird Kontrollwissen benötigt, welches die Auswahl der Patche 
aus der Agenda steuert. In der Einleitung wurde deutlich gemacht, daß es 
notwendig ist, dieses Wissen mit Hilfe eines Lernverfahrens zu akquirieren. 
In diesem Kapitel werden zunächst verschiedene Arten von Kontrollwis-
sen diskutiert. Anschließend werden Lernverfahren betrachtet, die sich zur 
Akquisition dieses Wissens eignen. 
3.1 Arten von Kontrollwissen 
3.1.1 Bewertungsfunktionen 
Eine Art von Kontrollwissen sind Bewertungs/unktionen b : A I-t V (A be-
zeichnet die Menge der Alternativen und V eine (eventuell partiell) geordnete 
Menge) zur Berechnung von Prioritäten für verschiedene Alternativen. 
E~ werden ~owohl lineare Funktionen der Form 
wobei die Koeffizienten ai E IR und die fi : A I-t Wi (Wi bezeichnet den 
Wertebereich von fi) die Funktionen zur Berechnung der zur Bewertung her-
angezogenen Kriterien l sind (z.B. Anzahl der Bauern beim Schach, Anzahl 
von Literalen in einer Klausel bei Theorembeweisern, usw.) als auch nicht-
lineare Funktionen verwendet. Alle verwendeten (numerischen und symboli-
schen) Kriterien müssen also auf numerische Werte mittels der fj abgebildet 
werden. 
1 In der Literatur wird anstatt 'Kriterium' oft der Begriff Feature (feature-basierte Be-
wertung) verwendet. Um jedoch Kollisionen mit dem Feature-Begriff aus der Werkstück-
beschreibung zu vermeiden, soll im folgenden der Begriff 'Kriterium' verwendet werden. 
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Diese Art von Kontrollwissen ist implizit und hat eher subsymbolischen 
Charakter, da es ist in die Parameter der Funktionen hineinkodiert ist. Im 
Gegensatz zu symbolischem Wissen sieht man eigentlich nicht, was gelernt 
wurde. Es stellt sich aber die Frage, ob dies für die Anwendung erforderlich 
ist. 
Bewertungsfunktionen werden sehr oft bei Spielen (z.B. [26], [16]) ver-
wendet. Andere Beispielanwendungen sind Theorembeweiser (z.B. [3], [28]) 
und Scheduling-Probleme (z.B. [11]). 
3.1.2 Kontrollregeln . 
Eine weitere, häufig verwendete Art von Kontrollwissen sind Kontroll- bzw. 
Metaregeln [5]. Durch die Interpretation dieser Produktionsregeln werden Al-
ternativen (Zustände oder Operatoren) ausgeschlossen oder zur Fortsetzung 
empfohlen. Die Syntax für eine Kontrollregel könnte beispielsweise folgen-
dermaßen aussehen: 
. . { sort } . { probably } {usefu/} If CI 1\ . . . 1\ Cn then d t' wtll d j' 't I be I pro uc wn e mz e y use ess 
wobei die Ci die zu erfüllenden Vorbedingungen sind. 
Diese Art von Wissen ist symbolisch und liegt explizit in Form von Pro-
duktionsregeln in einer Wissensbasis vor. Der Vorteil gegenüber einer Be-
wertungsfunktion besteht darin, daß man hier sieht, was gelernt wurde. Je-
doch wird hier zusätzlich ein Regelinterpreter benötigt, weshalb Regeln sich 
besonders für Systeme eignen, deren Domänenwissen bereits in Form von 
Produktionsregeln vorliegt. 
Wird die Anzahl der Kontrollregeln zu groß, so kann es passieren, daß der 
Aufwand zur Verarbeitung dieser die Ersparnis im Suchraum wieder egali-
siert oder gar übertrifft, so daß sich insgesamt keine Verbesserung oder sogar 
eine Verschlechterung ergibt; dies ist das sogenannte Utility Problem [20]. 
Deshalb sind Produktionsregeln in Domänen, wo das heuristische Wissen 
sehr reichhaltig ist, wie beispielsweise bei Schach, ungeeignet. Bei der Inter-
pretation von Regeln ist man meist mit einer Konfiiktmenge konfrontiert, so 
daß zusätzlich eine Strategie zur Konfliktlösung erforderlich ist. 
Systeme, die Kontrollregeln verwenden sind beispielsweise SOAR [13], 
PRODIGY [19], SAGE [14], LEX [21]. Bei all diesen Systemen handelt es 
sich um allgemeine, regel basierte Problemlöser. 
3.1.3 Präferenzprädikate 
Präjerenzprädikate P : A x A I--t {O, I}, die bezüglich zweier Alternativen 
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bestimmen, ob die eine der anderen vorzuziehen ist, stellen eine weitere Art 
von Kontrollwissen dar. Durch paarweise Vergleiche lassen sich die vielver-
sprechendsten Alternativen herausfiltern. 
Ein Präferenzprädikat läßt sich sowohl als Entscheidungsbaum (explizit) 
als auch als mathematischer Ausdruck (implizit) realisieren. Gegenüber einer 
Bewertungsfunktion wird eine Alternative nicht relativ zu allen, sondern nur 
relativ zu einer anderen Alternative bewertet. Somit ist eine feinere Diffe-
renzierung der Alternativen möglich; bei Bewertungsfunktionen ist mit der 
Berechnung der Priorität einer Alternative deren Güte relativ zu den anderen 
Alternativen bereits vollkommen festgelegt. 
Die Anzahl, der benötigten paarweisen Vergleiche steigt jedoch sehr schnell 
mit der Anzahl der Alternativen, so daß sich ein hoher Berechnungsaufwand 
ergibt, falls in jedem Schritt "viele" Alternativen zur Verfügung stehen. 
Ein Beispielsystem, das ein Präferenzprädikat in Form eines Entschei-
dungsbaumes verwendet ist PREFER [30], wo es um die Lösung des "8-
Puzzle" geht. 
3.1.4 Fälle 
1m weiteren Sinne lassen sich auch Fälle als Kontrollwissen auffassen. Un-
ter Fällen sollen dabei vollständige, aus der Erfahrung bekannte (d.h. mit 
einem konkreten Ereignis korrespondierenden) Problemlösungen verstanden 
werden, die in einer Fallbasis gehalten und zur Lösung von aktuellen Proble-
men herangezogen werden. Fälle werden somit auch als episodisches Wissen 
bezeichnet. Die Abgrenzung des Fallbegriffs gegen den Begriff der Regel be-
steht darin, daß (heuristische) Regeln durch einen Generalisierungsprozeß 
aus mehreren Ereignissen (Problemlösungen) hervorgehen [1], wobei die kon-
kreten Problemlösungen danach nicht mehr aufbewahrt werden. 
Ein Beispiel für eine fallbasiert gesteuerte Suche ist [4]. Dabei geht es 
um die Lösung des "8-Puzzle", wobei ein Fall eine Sequenz von Auswahlent-
scheidungen, die einen gewissen Zustand (Spielsituation) in einen Zielzustand 
überführt. Wegen der großen Anzahl der möglichen Zustände ist es zu auf-
wendig, für jeden Zustand einen Fall in der Fallbasis abzulegen. Deshalb 
werden die Zustände mittels einer Indexabbildung in verschiedene Indizes 
kodiert, die "Äquivalenzklassen" von Zuständen beschreiben.2 Während der 
Suche wird dann mit Hilfe des Index des aktuellen Zustandes in der Fallbasis 
nach einem geeigneten Fall (Sequenz von Indizes) gesucht, mit Hilfe dessen 
mögliche Folgezustände ausgeschlossen bzw. weiterverfolgt werden können. 
2 Diese Indexabbildung ist vergleichbar mit dem beim fall basierten Schließen verwende-
ten Ähnlichkeitsmap . 
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Die Verwendung von Fällen edordert die Verwaltung einer Fallbasis, die 
effiziente Such- und Zugriffsoperationen zur Verfügung stellt. Ein weiteres 
Problem besteht in einer günstigen Wahl der Indexabbildung; dies kann als 
Lerngegenstand angesehen werden. Darüberhinaus kann es vorkommen, daß 
zu einem gewissen Zustand keine geeigneten Fälle in der Fallbasis vorhan-
den sind, so daß kein Ausschluß von Alternativen möglich ist; dann muß 
eine "Default-Heuristik" zum Einsatz kommen, die das weitere Vorgehen be-
stimmt. 
3.1.5 Diskussion 
Zunächst einige Feststellungen, die zur Beurteilung der verschiedenen Arten 
von Kontrollwissen zur Steuerung von GraPaKL relevant sind: 
• die Güte der Patche in der Agenda ändert sich dynamisch mit 
dem "Zustand" des Parsers, 
• die Anzahl der Alternativen (Patche) in jedem Schritt ist sehr 
groß 3 , 
• man hat keine genaue Vorstellung davon, wie die Auswahlent-
scheidungen zu treffen sind, so daß "gute" Parse zuerst gefun-
den werden und 
• das benötigte Kontrollwissen ist unscharfer Natur. 
Unter dem Zustand des Parsers soll die Anzahl der bereits erkannten Features 
(komplette Patche) der verschiedenen Sorten verstanden werden. Dies wird 
in Abschnitt 4.2.3 formal definiert. 
Um ein Gefühl dafür zu bekommen, daß das Kontrollwissen unscharfer 
Natur ist, kann man sich vorstellen, daß die Priorität der Patche einer Sorte je 
größer wird, desto mehr komplette Patche einer anderen Sorte bereits erkannt 
wurden oder daß es sinnvoll ist, Patche einer bestimmten Produktion dann 
zu bevorzugen, wenn wenige/einige/viele komplette Patche einer anderen 
Produktion bereits erkannt wurden; Es kommt also nicht auf die gen aue 
Anzahl der Patche, sondern auf unscharfe Situationen an. 
Für die Modellierung dieses unscharfen, "kontinuierlichen" Wissens eignet 
sich eine subsymbolische bzw. numer.ische Repräsentation. Ungeeignet sind 
jedoch Produktionsregeln, deren Vorbedingungen entweder erfüllt sind, so 
daß die Regel feuert oder nicht ("exact match"). 
Produktionsregeln bewähren sich eher in Domänen, wo (scharfes) heu-
ristisches Wissen direkt formuliert oder durch Inferenzen auf vorhandenem 
3Bei realistischen Featuregrammatiken ist es nicht ungewöhnlich, daß sich zu einem 
Zeitpunkt hundert oder mehr Patche in der Agenda befinden. 
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Wissen über die Domäne akquiriert werden kann. Dafür muß jedoch bekannt 
sein, wie man sich in einer gewissen Situation zu verhalten hat oder es muß 
(reichhaltiges) symbolisches Domänenwissen zur Verfügung stehen. Dies ist 
hier jedoch nicht der Fall. 
Wegen der sehr großen Anzahl von Alternativen in jedem Schritt und der 
ständigen Änderung der Güte der Patche scheidet ein Präferenzprädikat zur 
Steuerung von GraPaKL aus (vgl. Abschnitt 3.1.3). 
Die Verwendung von Fällen zur Steuerung der Suche scheint hier zu zu 
aufwendig. Beim Parsen komplexer Werkstücke sind eventuell mehrere hun-
dert Schritte (= Auswahl eines Patches aus der Agenda) des Parsers not-
wendig, so daß eine' Suche nach ähnlichen Situationen in der Fallbasis nach 
jedem Schritt nicht möglich ist. 
Als Konsequenz wird für die Steuerung von GraPaKL eine Bewertungs-
funktion verwendet. Die konkrete Bewertungsfunktion ist Gegenstand von 
Abschnitt 4.2.3. Im nächsten Abschnitt sollen Lernverfahren vorgestellt wer-
den, die sich zur Akquisition einer Bewertungsfunktion eignen. 
3.2 Lernen von Bewertungsfunktionen 
In diesem Abschnitt werden Lernverfahren vorgestellt, die sich zur Akqui-
sition einer Bewertungsfunktion einsetzen lassen. Für die Beurteilung der 
Eignung der verschiedenen Verfahren sind folgende Aspekte von besonderer 
Relevanz: 
• Können "beliebige" Funktionen oder nur Parameter einer 
vorgegebenen Funktion gelernt werden ? 
• Ist das Verfahren inkrementeIl ? 
• Werden die Trainingsdaten auf nicht angelernte 
Eingaben angemessen verallgemeinert ? 
• Werden irrelevante Bewertungskriterien entdeckt und ent-
sprechend gehandhabt? 
• Werden Korrelationen zwischen Bewertungskriterien 
berücksichtigt? 
Letzteres soll im folgenden erläutert werden. In den meisten Fällen sind die 
Bewertungskriterien untereinander nicht unabhängig. Beispielsweise wird in 
[9] eine Bewertung von Hornklauseln vorgenommen mit dem Ziel, daß das 
PROLOG-System einen Beweis möglichst früh findet. Dabei werden u.a. die 
bei den Bewertungskriterien Anzahl i.er Literale (#L) und Anzahl der ne-
gativen Literale (#nL) verwendet. Zwischen diesen besteht eine funktiona-
le Abhängigkeit, nämlich #L = #nL + 1. Werden solche Abhängigkeiten 
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beim Lernen der Bewertung nicht berücksichtigt, so ergibt sich eine verzerr-
te Gewichtung der Kriterien relativ zueinander und somit eine schlechtere 
Suchleistung. 
3.2.1 Rote Learning 
Rote Learning [23] stellt eine rudimentäre Form von Lernen dar. Dabei wer-
den Zustände bzw. Alternativen zusammen mit ihrer Bewertung gespeichert 
und bei Bedarf abgerufen. Dies eignet sich besonders dann, wenn die Be-
wertungen durch Vorausschau, wie etwa bei Spielen, während der Suche ge-
wonnen werden .(vgl. .3.2.2) und somit die Vorausschau durch das eventuell 
billigere "Abrufen" der Bewertung ersetzt werden kann. 
In den meisten Anwendungen zu aufwendig, alle möglichen Zustände 
mit ihrer Bewertung zu speichern. Deshalb muß eine geeignete Verallgemei-
nerung der Zustände vorgenommen werden. Eine solche Verallgemeinerung 
kann selbst als Lernen einer Abbildung angesehen werden, so daß sich wieder 
das ursprüngliche Problem der Akquisition einer Funktion ergibt. 
Rote Learning wird beispielsweise im Dame-Spielprogramm von Samuel 
verwendet [26]. 
Vorteil 
+ Eventuell Einsparung von Berechnungsaufwand bei Suche mit (weiter) 
Vorausschau (z.B. Spiele). 
Nachteil 
- Eventuell aufwendige Suche nach der Bewertung für den aktuellen Zustand. 
3.2.2 Temporal Difference Method 
Bei der Temporal Difference Method [29] werden die Parameter einer Be-
wertungsfunktion während der Suche angepaßt. Dabei wird die Güte des 
Zustandes, in dem man sich gerade befindet durch Vorausschau (mit der ak-
tuellen Bewertungsfunktion) ermittelt und _mit dem tatsächlichen Wert der 
Bewertungsfunktion (also ohne Vorausschau) für diesen Zustand verglichen. 
Die Parameter sind so zu verändern, daß sich die Differenz zwischen bei den 
Werten verringert. Diese Methode eignet sich selbverständlich nur für solche 
Probleme, bei denen eine Vorausschau Sinn macht (wie z.B. bei Spielen). 
Diese Methode wird neben Rote Learning ebenfalls von Samuel in seinem 
Dame-Spielprogramm verwendet [26] . 
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Vorteil 
+ Das Verfahren ist inkrementelI. 
Nachteile 
- Es werden die Parameter einer vorgegebenen Funktion verändert, d.h. eine 
"beliebige" Funktion kann nicht gelernt werden. 
- Korrelationen zwischen Bewertungskriterien werden nicht berücksichtigt. 
3.2.3 Lineare Regression 
Eine weitere Methode zur Akquisition einer Bewertungsfunktion ist die linea-
re Regression (z.B. [6], [31]). Bei dieser aus der Statistik bekannten Methode 
werden die Parameter einer linearen Funktion so gewählt, daß die entstehende 
Regressionsgerade den Verlauf der Trainingsdaten (Ein- / Ausgabepaare der 
zu lernenden Bewertungsfunktion) so gut wie möglich approximiert. Dazu 
wird meistens das Prinzip der kleinsten Quadrate verwendet; dieses besagt, 
daß die Gerade so zu legen ist, daß die Summe der Quadrate aller Abstände · 
der Trainingsdaten zu der Geraden möglichst klein wird (siehe Abb. 3.1). 
Bewertung 
-t----------------- Alternative 
Abbildung 3.1: Lineare Regression 
Eine gewisse Nichtlinearität kann dadurch erreicht werden, daß der "Kri-
terienraum" in-.verschiedene Bereiche aufgeteilt wird; in jedem Bereich wird 
dann eine lokale Bewertungsfunktion mittels Regression berechnet und man 
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erhält insgesamt eine stückweise lineare (globale) Bewertungsfunktion (siehe 
[22]). 
Beispielsysteme, die lineare Regression verwenden, sind MULTIPLE [27] 
und PLS [22]. Bei MULTIPLE handelt es sich um einen Beweiser, während 
PLS ein allgemeines Suchprogramm (Problemlöser) ist. 
Vorteil 
+ Das Verfahren ist einfach in der Realisierung. 
Nachteile 
- Es werden die Parameter einer linearen Funktion verändert. Für eine ge-
wissen Grad an Nichtlinearität ist zusätzlicher Aufwand nötig . 
. Das Verfahren ist nicht inkrementeil. 
3.2.4 Genetisches Lernen 
Beim genetischen Lernen ([10],[8]) einer Bewertungsfunktion werden aus-
gehend von einer Anjangspopulation (initiale Menge von Bewertungsfunk-
tionen) schrittweise neue Generationen Populationen (Generationen) von 
Bewertungsfunktionen durch die Anwendung der genetischen Operatoren 
Selektion, Rekombination und Mutation erzeugt. Dabei ist eine Bewer-
tungsfunktion b durch eine Zeichenkette, die eine Kodierung der Parameter 
von b ist, repräsentiert. Es werden also nicht die Parameter von b direkt, 
sondern deren Kodierungen verändert. Die Vorstellung dabei ist, daß die ein-
zelnen Zeichen die Gene der Bewertungsfunktion darstellen. 
Die Hoffnung ist, daß die "guten" Individuen einer Population (Bewer-
tungsfunktionen) ihre Eigenschaften in neuen, besseren Individuen vereinigen 
und daß die "schlechten" Individuen aussterben. Abbildung 3.2 zeigt den ge-
netischen Basisalgorithmus. 
Beim Erzeugen einer neuen Generation wird zunächst für jedes Individu-
um einer Population dessen Güte, die sogenannte Fitneß, durch Testläufe be-
stimmt. Die Selektion nimmt eine Auslese der "fittesten" Individuen durch 
Zufallsexperimente vor; dabei wird-die Fitneß eines Individuums als dessen 
Überlebenswahrscheinlichkeit aufgefaßt. Die paarweise Rekombination (Ver-
mehrung) der durch die Selektion ausgelesenen Individuen geschieht durch 
die Vertauschung eines Teils deren Zeichenketten. Dies ist in Abbildung 3.3 
verdeutlicht; die Zeichenketten der Elternindividuen werden ab dem Strich 
einfach vertauscht, so daß zwei neue Individuen entstehen, die je einen Teil 
der Gene bei der Individuen in sich vereinigen. Durch die Mutation werden 
KAPITEL 3. LERNEN VON KONTROLLWISSEN 
begin 
wähle Anfangspopulation Go; 
i +-- 0; 
loop 
bestimme die Fitneß der Individuen aus Gi; 








erzeuge neue Generation Gi durch Rekombination und 
Mutation; 







Abbildung 3.3: Rekombination zweier Individuen 
21 
KAPITEL 3. LERNEN VON KONTROLLWISSEN 22 
zusätzlich Individuen (zufällig) verändert und in die neue Generation aufge-
nommen. Es werden solange neue Generationen erzeugt, bis genügend "gute" 
Individuen (Bewertungsfunktionen) gefunden wurden. 
Der Hauptvorteil genetischen Lernens besteht darin, daß gleichzeitig in 
verschiedenen Regionen des Suchraumes gesucht wird, so daß die Wahrschein-
lichkeit, dem globalen Optimum sehr nahe zu kommen (gegenüber "lokalen" 
Suchverfahren) relativ hoch ist. 
Ein Beispiel für die Verwendung genetischen Lernens zur Akquisition ei-
ner Bewertungsfunktion ist [11]. Dort geht es um das "3D-Packproblem", 
also im Prinzip um ein Scheduling-Problem. 
Vorteil 
+ "Paralleles" Suchen an verschiedenen Stellen des Suchraumes. 
+ Es werden keine Trainingsdaten benötigt. 
Nachteile 
- Es werden die Parameter einer vorgegebenen Funktion verändert, d.h. eine 
"beliebige" Funktion kann nicht gelernt werden. 
- Für die Ermittlung der Fitneß jedes Individuums sind aufwendige Testläufe 
erforderlich. 
- Es muß eine geeignete Anfangspopulation erzeugt werden. 
3.2.5 Backpropagation 
Bei Backpropagation handelt es sich um ein konnektionistisches Lern-
verfahren. Dabei ist die Bewertungsfunktion als vollständig vernetztes 
Feedforwardnetz4 (Backpropagationnetz) realisiert (Abb. 3.4), dessen Ge-
wichte durch den Backpropagationalgorithmus [25] bezüglich einer Menge T 
von Trainingsinstanzen eingestellt werden. 
Als Aktivierungsfunktion der Neuronen wird die Sigmoidfunktion 
1 
A(x) = _% 
l+eT 
verwendet, wobei T der Temperaturparameter ist. Die Aktivität a eines Neu-
rons j ist dann gegeben durch aj = A(netj), wobei 
netj = LCij' ai 
• 
'I-Bei einem Feedforwardneiz handelt es sich um ein geschichtetes neuronales Netz, bei 
dem nur Verbindungen zwischen Neuronen verschiedener Schichten in Richtung der Aus-
gabeschicht bestehen. 
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der Nettoinput am Neuron j ist und dabei über alle Neuronen i summiert 
wird, von denen eine Verbindung zu Neuron j besteht. 
Die Trainingsmenge T besteht aus Trainingsinstanzen der Form (in, out), 
wobei out der gewünschte Ausgabevektor (Funktionswert ) zum Eingabevek-
tor in ist. Der Lernvorgang für eine Trainingsinstanz besteht aus zwei Phasen, 
der Vorwärts- und der Rückwärtsphase. In der Vorwärtsphase wird lediglich 
der Eingabevektor in durch das Netz propagiert, um die tatsächliche Netz-
ausgabe zu berechnen. In der Rückwärtsphase wird die Differenz zwischen 
der tatsächlichen Ausgabe und der gewünschten Ausgabe out berechnet und 
rückwärts Schicht für Schicht durch das Netz propagiert, wobei die Gewichte 
gemäß der verallgemeinerten Deltarege/-"verändert werden (im folgenden be-
zeichnen i und j Neuronen, die in zwei benachbarten Schichten liegen, wobei 
eine Verbindung nur von Neuron i zu Neuron j mit der Verbindungsstärke 
Cij besteht): 
b.Cij = 1] • bj . ai 
wobei 1] E [0, 1 J die Lernrate, ai die Aktivität von Neuron i ist und bj folgen-
dermaßen berechnet wird: 
b· - (out · - a ·) . A'(net ·) ] - ]] ] 
falls j ein Ausgabeneuron ist und 
bj = (L:bk • Cjk)· A'(netj) 
k 
falls j ein verborgenes Neuron ist. 
Die Deltaregel realisiert nichts anderes als die Methode des steilsten Ab-
stiegs in dem durch die Fehlerfunktion 
gegebenen "Fehlergebirge" , wobei 0 die Menge der Ausgabeneuronen und 
out i die i-te Stelle des (gewünschten) Ausgabevektors out ist. Ziel ist es also, 
ein (möglichst das globale) Minimum der Fehlerfunktion E zu erreichen. 
Damit sich das Netz schneller gegen die gewünschte Abbildung "konver-
giert" , kann zusätzlich ein sogenannter Momentum- Term in die Berechnung 
der Gewichtsänderungen aufgenommen werden: 
b.C·· = 1]·b · ·a · +n·b.c!· ~ J' ~ 
wobei n E [0, 1 J und b.cij die letzte Gewichtsänderung ist. Somit wird verhin-
dert, daß um ein Minimum der Fehlerfunktion herumgependelt, dieses aber 
nicht erreicht wird. 





A tern. ve 
Abbildung 3.4: Bewertungsfunktion als neuronales Netz 
Durch die Verwendung verborgener Schichten lassen sich "beliebige" 
Funktionen realisieren. 
Das Problem bei Backpropagation besteht darin, daß die Minimierung 
der Fehlerfunktion eventuell in einem lokalen Minimum hängen bleibt. Jedoch 
läßt sich durch geeignete Wahl der Parameter bzw. durch wiederholtes Lernen 
mit anderen Anfangsgewichten ein Minimum erreichen, daß dem globalen 
Minimum sehr nahe kommt. 
Systeme, bei denen Backpropagation zur Akquisition von Kontrollwissen 
eingesetzt wird, sind SETHEO [28] und CRECK [9]. Ersteres ist ein Theo-
rembeweiser, letzteres eine Steuerungskomponente, die ein PROLOG-System 
bei der Beweissuche unterstützt. 
Vorteile 
+ Es lassen sich "beliebige" Funktionen realisieren. 
+ Korrelationen zwischen Bewertungskriterien werden berücksichtigt. 
+ Das Verfahren ist inkrementeil. 
+ Durch die sehr starke Verteilung des Wissens hat das Verfahren eine sehr 
gute Verallgemeinerungsfähigkeit. 
+ Es werden irrelevante Kriterien entdeckt. 
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Nachteile 
- Es wird eventuell nicht das globale Minimum der Fehlerfunktion gefunden. 
3.2.6 Bayessches Lernen 
Ein statistischer Ansatz zur Akquisition einer Bewertungsfunktion beruht 
auf Bayesschen Klassifikatoren, die hauptsächlich in der Mustererkennung 
eingesetzt werden [7]. Dabei wird die Menge der Alternativen A5 in verschie-
dene (endlich viele). Klassen eingeteilt, wobei jede Klasse einer Bewertung 
entspricht. Jede KlasseKi erhält eine Zugehörigkeits/unktion gi, die für eine 
Alternative a die bedingte Wahrscheinlichkeit P(Kda) berechnet, daß azur 
Klasse K i gehört. Eine Alternative a wird dann mit derjenigen Bewertung 
(Klasse) versehen, deren Wert der Zugehörigkeitsfunktion am größten ist: 
Die Zugehörigkeitsfunktion gi : A 1--+ [0,1] für eine Klasse Ki ergibt sich aus 
dem Satz von Bayes: 
gi(a) = P(l<;!a) = p(aIKi)P(I<;) 
p(a) mit p(a) = Lp(aIKi)P(Ki) i 
wobei P( K i ) die a-priori-Wahrscheinlichkei t für die Klasse i und p die Wahr-
scheinlichkeitsdichte für die Alternativen ist. 
Die benötigten (exakten) Wahrscheinlichkeitsverteilungen stehen in der 
Regel nicht zur Verfügung und müssen anhand von Trainingsdaten, einer 
Menge von Alternativen mit ihren Bewertungen (Klassen), approximiert wer-
den. Beispielsweise wird in [15] eine multivariate Normalverteilung der Daten 
angenommen, deren Parameter geschätzt werden. 
Die Verwendung des Satz von Bayes erlaubt eine optimale Klassifikation 
in dem Sinn, daß die Fehlerwahrscheinlichkeit bei der Klassifizierung (Bewer-
tung) bezüglich der approximierten Verteilungen minimal ist [7]. Die Güte 
der Bewertung entspricht also der Approximationsgüte der Wahrscheinlich-
kei tsverteil ungen. 
Verwendet man zwei Klassen K+ ("gute" Alternativen) und K_ ("schlech-
te" Alternativen), so läßt sich eine (kontinuierliche) Bewertungsfunktion de-
finieren läßt als 
5Eine Alternative liegt dabei als Vektor der Werte der Bewertungskriterien vor. 
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wobei der Nenner p( a) lediglich eine Skalierung darstellt und weggelassen 
werden kann. 
Ein System, das eine Bewertungsfunktion auf diese Weise akquiriert ist 
BILL [15]. Dabei handelt es sich um ein Othello-Spielprogramm. 
Vorteile 
+ Es können "beliebige" Funktionen gelernt werden. 
+ Korrelationen zwischen Bewertungskriterien werden berücksichtigt (in [15] 
wird dazu eine Kovarianzmatrix berechnet). 
+ Es werden irrelevante Kriterien entdeckL 
Nachteile 
- Die benötigten Wahrscheinlichkeitsverteilungen (bzw. deren Parameter) 
müssen anhand von Trainingsdaten geeignet approximiert werden. 
- Das Verfahren ist nicht inkrementeil. 
3.2.7 Diskussion 
Die Güte der Patche hängt wesentlich vom Zustand des Parsers (siehe Ab-
schnitt 4.2.3) ab. Der funktionale Zusammenhang zwischen dem Parserzu-
stand und den Prioritäten der Patche ist möglicherweise sehr komplex. Des-
halb sollte das verwendete Lernverfahren nicht nur die Parameter einer vor-
gegebenen Funktion verändern, sondern die Möglichkeit bieten, "beliebige" 
Funktionen zu lernen. 
Da keine optimalen Beispielparsläufe6 als Trainingsdaten zur Verfügung 
stehen, sollte das Lernverfahren inkrementell sein, um die Bewertungsfunk-
tion sukzessiv verbessern zu können. Der Einsatz eines nicht inkrementellen 
Verfahrens wäre ebenso möglich, was jedoch einen wesentlich höheren Trai-
ningsaufwand zur Folge hätte. 
Der Zustand des Parsers, von dem die Bewertung der Patche abhängt, 
wird durch die Anzahl von Patchen der verschiedenen Sorten beschrieben. 
Unter den Sorten bestehen in der Regel Korrelationen, die das Lernverfahren 
erkennen und entsprechend handhaben sollte, da es sonst zur Übergewichtung 
einiger Komponenten des Parserzustands kommen kann. 
6Ein optimaler Parslauf führt auf direktem Weg zu den "guten" Parsen; Patche, die 
nicht zu diesen Parsen beitragen, werden auch nicht aus der Agenda ausgewählt. In man-
chen Domänen lassen sich optimale Suchverläufe eventuell "von Hand" führen. Dies ist 
jedoch beim Parsen von Graphen zu aufwendig. 
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Möglicherweise stellt sich bei einigen Sorten heraus, daß diese für die 
Bewertung irrelevant sind, was ebenfalls vom Lernverfahren berücksichtigt 
werden sollte. 
Das Lernverfahren muß natürlich auch in der Lage sein, die Trainingsda-
ten auch auf nicht vorgelegte Beispielparse zu verallgemeinern. 
Für die Realisierung "beliebiger" Funktionen kommen sowohl das 
Backpropagation-Verfahren als auch das Bayessche Lernen in Frage. Jedoch 
eignet sich das konnektionistische Backpropagation-Verfahren für die Erken-
nung von Korrelationen und irrelevanter Kriterien sowie für die Verallgemei-
nerung der Trainingsdaten wegen der ausgeprägten Verteilung des Wissens 
in besonderem Maße. Darüberhinaus .. ist das Verfahren inkrementelI. 
Als Konsequenz aus diesen Überlegungen soll für die Akquisition der 
Bewertungsfunktion zur Steuerung von GraPaKL das Backpropagation-
Verfahren verwendet werden. Der Tatsache, daß Backpropagation eventuell 
in einem lokalen Minimum der Fehlerfunktion hängen bleibt, kann durch 
entsprechende Maßnahmen beim Training begegnet werden, so daß trotzdem 
ein dem globalen Minimum sehr nahe kommendes lokales Minimum gefunden 
wird. 
Kapitel 4 
Eine _Heuristikkomponente für 
GraPaKL 
In diesem Kapitel wird eine Komponente zur heuristischen Steuerung von 
GraPaKL vorgestellt. Ziel der heuristischen Steuerung ist es, daß "gute" Par-
se zuerst gefunden werden. 
In Abschnitt 2.3 wurden zwei Ansatzpunkte zur heuristischen Steuerung 
von GraPaKL angesprochen. Während die Steuerung über die Ordnung der 
Rollenspezifikationen in den Produktionen bereits in GraPaKL integriert ist, 
wird in diesem Kapitel die heuristische Steuerung über die Ordnung der 
Patche in der Agenda betrachtet. Das hierzu benötigte Kontrollwissen wird 
durch ein Lernverfahren akquiriert werden. 
Zunächst wird die Architektur der Heuristikkomponente vorgestellt. 
Anschließend werden das Bewertungs- und das Lernmodul im einzelnen be-
schrieben. Schließlich werden experimentelle Ergebnisse hinsichtlich der Eig-
nung der hier vorgestellten Heuristikkomponente, soweit sie vorliegen, dar-
gelegt. 
4.1 Architektur 
Die Heuristikkomponente besteht aus dem Bewertungsmodul und dem Lern-
modul. Das Bewertungsmodul.steuert die Suche des Parsers, indem er mittels 
einer Bewertungsfunktion Prioritäten an die Patche in der Agenda vergibt. 
Dies entspricht einer Best-First-Suchej der Choose-Operator wählt gemäß 
der Prioritäten das jeweils vielversprechendste Patch aus der Agenda aus. 
Das Lernmodul ist für die Akquisition der Bewertungsfunktion zuständig. 1 
IJm Lernmodus sind beide Module aktiv, während im Arbeitsmodus lediglich das Be-
wertungsmodul arbeitet. 
28 
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Das Bewertungsmodul ist in einen statischen und einen dynamischen Teil 
aufgespalten (Abb. 4.2). Dies soll im folgenden motiviert werden. 
Eine rein statische Bewertung (Abb. 4.1 a)), welche die Patche einmalig 
mit einer Priorität versieht, bevor diese in die Agenda eingetragen werden, 
ist zu schwach, da die Güte eines Patches hinsichtlich einiger Kriterien si-
tuationsabhängig, d.h. abhängig vom aktuellen Zustand des Parsers ist. 2 Die 
Bewertung der Patche würde trotz fortlaufender Änderung des Parserzu-
stands nicht mehr revidiert werden und die Suche somit u.U. in eine falsche 






Abbildung 4.1: a) Statische vs. b) dynamische Bewertung 
"bestes" PaICh 
hinsichtlich der vom Parserzustand abhängigen Kriterien dynamisch bewer-
tet wird (Abb. 4.1 b)), d.h. die Bewertung wird nach jeder Zustandsänderung 
gemäß des neuen Zustands aktualisiert.3 
Deshalb wird eine hybride Vorgehensweise realisiert, indem sowohl eine 
statische als auch eine dynamische Bewertung der Patche vorgenommen wird 
2In Kapitel 3 wurde bereits erwähnt, daß unter dem Parserzustand die bereits gefunde-
nen kompletten Patche (erkannte Features) verstanden werden soll; dies wird in Abschnitt 
4.2 .3 formal definiert. 
3Dies läßt sich variieren, indem man die Patche in der Agenda nur nach jeder k-ten 
Zustandsänderung neu bewertet. 
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(Abb. 4.2), wobei für beide Teilbewertungen geeignete Kriterien zu wählen 
sind. 
Die statische Priorität wird mit der Erzeugung des Patches, also bevor es 
in die Agenda eingetragen wird, durch die Funktion <PlJtat berechnet und dem 
Patch zugeordnet, d.h. in die Datenstruktur des Patches eingetragen. Die dy-
namische Priorität der Patche wird durch die Funktion <Pdyn in Abhängigkeit 
des aktuellen Parserzustands ständig neu berechnet. Durch eine geschickte 
Strukturierung der Agenda wird erreicht, daß dabei nicht jedes Patch einzeln 
betrachtet werden muß (siehe Abschnitt 4.2.4). Dies ist notwendig, weil die 
Anzahl der Patche in der Agenda in der Regel sehr groß ist. 
Die Akquisition. der Bewertungsfunktionist Aufgabe des Lernmoduls. 
Dieses erhält von einem Experten Beispielparse und extrahiert aus den 
während der zugehörigen Parsläufe getroffenen Auswahlentscheidungen 
Trainingsinstanzen für den Lernalgorithmus, der die Bewertungsfunktion 
verändert (Abb. 4.2). Die Parsläufe, aus denen gelernt wird, lassen sich als 
Fälle (Episoden) auffassen. Jedoch werden diese nach dem Lernprozeß nicht 
mehr aufbewahrt, so daß die heuristische Steuerung nicht als fallbasiert be-
zeichnet werden kann (vgl. Abschnitt 3.1.4). 
In Abschnitt 2.3 wurde bereits gesagt, daß die Steuerung des Parsers über 
die Ordnung der Rollenspezifikationen in den Produktionen vollständig der 
Kontrolle des Benutzers unterliegt; das Kontrollwissen ist explizit. Bei der 
Steuerung des Parsers über die Ordnung der Patche in der Agenda mit der 
hier vorgestellten Architektur ist das Kontrollwissen in den Parametern der 
Bewertungsfunktion kodiert, es ist also implizit. Die Kontrolle des Benutzers 
beschränkt sich somit auf das Vorlegen geeigneter Beispielparse, aus denen 
die Bewertungsfunktion akquiriert werden soll. Der Benutzer kann den Parser 
also nur mittelbar (über das Lernmodul) steuern; die konkrete Bewertungs-
funktion bleibt dem Benutzer verborgen. 
An dieser Stelle sei hervorgehoben, daß diese Architektur unabhängig 
von der zugrundeliegenden Graphgrammatik ist und somit auch in anderen 
Domänen (z.B. Analyse von Molekülstrukturen) einsetzbar ist. Darüberhin-
aus ist es denkbar, diese Architektur auch auf agenda-basierte Chart-Parser 
für Stringgrammatiken (z.B. Parsing natürlicher Sprache) zu übertragen. 
4.2 Das Bewertungsmodul 
Dieser Abschnitt beschreibt das Modul, das die Bewertung der Patche in 
der Agenda vornimmt. Es besteht aus der sta:.~ischen und der dynamischen 
Teilbewertung. Letztere hat einen wesentlich größeren Einfluß auf das Such-
verhalten des Parsers, da sie sich situationsabhängig verhält. Deshalb wird 









































Abbildung 4.2: Die Architektur der Heuristikkomponente für GraPaKL 
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die gesamte Bewertung zweistufig organisiert, wobei die dynamische Teilbe-
wertung die Rolle der Primärsteuerung übernimmt, während die statische 
Teilbewertung die Sekundärsteuerung darstellt. 4 
4.2.1 Komplette vs. partielle Patche 
Komplette Patche sollen den Vorzug vor partiellen Patchen erhalten, da 
ein "längerfristiger Aufenthalt" kompletter Patche in der Agenda aus zwei 
Gründen nicht sinnvoll ist. 
Zum einen werden neue Fortsetzungsmöglichkeiten (Hypothesen), die sich 
aus der Neuinstantiierung ;von~ Produktionen durch die Auswahl dieser kom-
pletten Patche aus der Agenda ergeben würden, blockiert. Dies verzögert in 
den meisten Fällen das Finden des ersten Parse, zumal davon ausgegangen 
wird, daß mit der heuristischen Steuerung letztendlich nur solche Patche ver-
vollständigt werden, die für das frühe Finden eines "guten" Parse notwendig 
sind. 
Zum anderen ist es für den Combine-Operator rechenintensiver, die für ein 
aus der Agenda ausgewähltes komplettes Patch passenden partiellen Patche 
im Chart zu bestimmen, als die für ein aus der Agenda ausgewähltes par-
tielles Patch passenden kompletten Patche. Das liegt darin begründet, daß 
im zweiten Fall der Kreis der für die Kombination in Frage kommenden Pat-
che im vorhinein (wesentlich) stärker eingeschränkt werden kann. 5 Deshalb 
sollten komplette Patche aus der Agenda ausgewählt werden, bevor weitere 
partielle Patche in den Chart kommen. 
Komplette Patche erhalten somit von der Bewertungsfunktion pauschal 
höchste Priorität, um direkt nach ihrer "Ankunft" in der Agenda in den Chart 
zu gelangen. Das bedeutet, daß in der Agenda eigentlich nur partielle Patche, 
also Hypothesen gehalten werden, die gemäß ihrer Güte dann weiterverfolgt 
oder aufgegeben werden. Dies entspricht auch dem eigentlichen Sinn einer 
Agenda. Eine Unterscheidung unter kompletten Patchen wird nicht gemacht, 
weil die heuristische Steuerung nur solche Patche vervollständigt, die zum 
frühen Finden eines "guten" Parse beitragen. 
"Die dynamische Teil bewertung läBt sich auch als die Grobabstimmung und die statische 
Teilbewertung:als die Feinabstimmung der Suche charakterisieren. 
5Dies ist insbesondere für Grammatiken, deren Produktionen keine oder nur wenige 
Überlappungsbeziehungen enthalten, der Fall. Je mehr Überlappungsbeziehungen auftre-
ten, desto mehr nähern sich beide Fälle hinsichtlich des Aufwands an. 
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4.2.2 Bewert ungskriterien 
Die kompletten Patche erhalten pauschal die höchste Priorität. Um eine Be-
wertung der partiellen Patche vornehmen zu können, müssen zunächst ne-
ben dem Zustand des Parsers zusätzliche Bewertungskriterien für die sta-
tische und dynamische Teilbewertungen ausgewählt werden. Patche lassen 
sich prinzipiell durch verschiedene Eigenschaften beschreiben, aus denen Be-
wertungskriterien ausgewählt werden müssen. Dies sind insbesondere 
• die Sorte des Patches, 
• die Sorte der zu besetzenden Rolle, 
• die 'Identifikation I der: zugehörigen Produktion, 
• die Identifikation des Patches, 
• der Anteil des Patches am Eingabegraphen ("Span")6 
• der Anteil der bereits besetzten Rollen an der Gesamtrol-
lenanzahl der zugehörigen Produktion. 
Durch die heuristische Steuerung wird die Anzahl der insgesamt bis zum Fin-
den des ersten Parse erzeugten Patche reduziert. Um jedoch insgesamt einen 
Laufzeitgewinn zu erzielen, ist darauf zu achten, daß der zusätzliche Berech-
nungsaufwand für die Bewertung und Sortierung der Patche in der Agenda 
diese Ersparnis nicht wieder egalisiert oder gar übersteigt. Diese Überlegung 
hat Konsequenzen für die Auswahl der Bewertungskriterien. Diese sollten 
demnach so ausgewählt werden, daß sich damit einerseits die Anzahl der 
insgesamt erzeugten Patche (bis zum Finden des ersten "guten" Parse) er-
heblich reduzieren läßt und andererseits der Berechnungsaufwand so gering 
ist, daß ein genügend ho her Laufzeitgewinn erzielt wird. 
Deshalb soll die dynamische Bewertung entweder bezüglich der Sorte des 
Patches oder bezüglich der Identifikation der Produktion, deren Instanz das 
Patch ist, erfolgen. Dies bewirkt, daß gemäß der aktuellen Situation (Zu-
stand) Patche der momentan benötigten Sorte (bzw. Produktion) ausgewählt 
bzw. angewendet werden und daß Hypothesen, deren Sorte (bzw. Produkti-
on) sich während des Parsing-Prozesses als unbrauchbar erweist, aufgegeben 
werden. Eine exaktere Steuerung läßt sich mit der Verwendung der Iden-
tifikation der Produktion als Bewertungskriterium erreichen, da jede Sorte 
im allgemeinen durch mehrere Produktionen beschrieben ist. Dem steht je-
doch der höhere Berechnungsaufwand gegenüber, so daß sich eventuell kei-
ne Verbesserung ergibt. Welches Kriterium letztendlich das bessere ist, muß 
experimentell untersucht werden. Im folgenden wird als Kriterium für die 
6Der Span eines Patches mißt den (prozentualen) Anteil der durch das Patch bereits 
erfaBten terminalen Knoten an der Gesamtknotenanzahl des (terminalen) Eingabegraphen. 
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dynamische Bewertung die Sorte des Patches verwendet, kann aber ohne we-
sentliche Änderungen gegen die Identifikation der Produktion ausgetauscht 
werden. 
Die statische Bewertung soll bezüglich des (prozentualen) Anteils der 
schon belegten Rollen und des "Span" des Patches vorgenommen werden. 
Damit wird erreicht, daß unter Patchen gleicher dynamischer Priorität die-
jenigen ausgewählt werden, die am weitesten "fortgeschritten" sind, damit 
der erste Parse im Rahmen der dynamischen Bewertung so früh wie möglich 
gefunden werden kann. 
Die Werte der Bewertungskriterien müssen in der Datenstruktur der Pat-
che für das Bewertungsmoduhzur, Verfügung gestellt werden. Während die 
Sorte des Patches bereits in der Datenstruktur vorhanden ist, muß die Daten-
struktur für die beiden anderen entsprechend erweitert werden. Man beachte, 
daß der Aufwand für die Berechnung dieser Werte gering (konstant) ist. Für 
die Anzahl der besetzten Rollen muß lediglich der analoge Wert des partiel-
len "Elternpatches" inkrementiert (und normiert) werden, und der "Span" 
berechnet sich aus der Summe der analogen Werte der "Elternpatche".7 Im 
folgenden kann davon ausgegangen werden, daß diese Werte mit Hilfe der 
Selektorfunktionen sort, span und comp8 aus der Patch-Datenstruktur ex-
trahiert werden können. 
4.2.3 Die Bewertungsfunktion 
Zunächst ist eine geeignete Menge von Prioritätswerten zu wählen, in die die 
Patche durch die Bewertungsfunktion abgebildet werden. Ein Prioritätswert 
soll ein Vektor (dyn, stat) E [0,1] x [0,1] sein, wobei dyn der dynamischen 
und stat der statischen Priorität entspricht. Des weiteren muß eine Ordnung 
auf den Prioritätswerten definiert werden, damit eine Semantik für die Re-
lation "besser als" festgelegt werden kann, so daß der Choose-Operator das 
jeweils vielversprechendste Patch aus der Agenda auswählen kann. 
Definition 4.1 Die Prioritätsordnung <v: V x V I-t {O, 1} auf der Menge 
der Prioritätsvektoren V ~ [0,1] x [0,1] ist definiert durch 
(dyn}, statd <v (dyn2' stat2) 
gdw. 
dynl < dyn2 oder (dynl = dyn2 und stat l < stat2) 
7Treten in der Grammatik Überlappungsbeziehungen auf, so ist bei der "Span"-
Berechnung darauf zu achten, daß einzelne Knoten des Eingabegraphen nicht mehrfach 
gezählt werden. 
8Dabei steht comp für "degree of completeness" , den Anteil der bereits belegten Rollen. 
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wobei (dynl, statd, (dyn2, stat2) E V und< die übliche kleiner-Relation auf 
IR ist. Zwei Prioritätsvektoren v, Vi E V sind gleich, d.h. v =y Vi, falls sie in 
beiden J(omponenten übereinstimmen. 
Man beachte, daß diese Ordnung total ist. Die Definition der Ordnung <y 
spiegelt den Sachverhalt wider, daß die Bewertung der Patche zweistufig ist, 
wobei die dynamische Teilbewertung der Primärsteuerung entspricht .. 
Im folgenden wird die Bewertungsfunktion definiert. Sie setzt sich aus der 
statischen sowie der dynamischen Bewertungsfunktion zusammen, die vorab 
definiert werden sollen. 
Die dynamische Bewertungsfunktion, ,die bezüglich der Sorte des Patches 
in Abhängigkeit des (aktuellen) Parserzustands erfolgt, basiert auf der Sor-
tenprioritätsfunktion X, die dem aktuellen Zustand einen Vektor zuordnet, 
der die (aktuelle) Priorität jeder Sorte enthält. X bildet den Kern der gesam-
ten Bewertungsfunktion und soll durch das Lernmodul akquiriert werden. 
Zunächst muß jedoch der Zustand des Parsers geeignet definiert werden. 
Dabei sollte die Definition (bzw. Repräsentation) des Zustandes so erfolgen, 
daß die für die dynamische Bewertung irrelevanten Aspekte unterdrückt wer-
den. Deshalb wird der Zustand mittels der Sorte der in Agenda und Chart 
befindlichen Patche definiert. 
Definition 4.2 Sei S = {SI, ... ,Sn} die Menge der Sorten und CP(s) die 
Menge aller kompletten Patche der Sorte sES, die sich (momentan) in 
Agenda und ehart befinden. Dann ist der Parserzustand z definiert als 
1 
z = I:3ES ICP(s)1 . (ICP(sdl,···, ICP(sn)1) 
wobei I . I die J(ardinalität einer Menge bezeichnet. 
Der Zustand des Parsers beschreibt also die normierte Anzahl der bereits 
gefundenen kompletten Patche für jede Sorte. 
Definition 4.3 Sei pp die Menge der partiellen Patche, Z die Menge der 
Parserzustände und S = {SI,"" Sn} die Menge der Sorten. Die dynami-
sche Patchbewertungsfunktion <Pdyn: pp X Z 1---+]0, 1[ ist definiert durch 
<Pdyn(P, z) = 7r30rt(p)(X(z)) 
wobei X: Z 1---+]0, 1 [15 1 die Sortenprioritätsfunktion, 
7rSi :)0,1[15 11---+)0, 1[ die Projektion9des Vektors der Sortenprioritäten 
auf die Priorität der Sorte sES und 
sort : pp 1---+ S die Selektorfunktion für die Sorte des Patches ist. 
KAPITEL 4. EINE HEURISTIKKOMPONENTE FÜR GRAPAKL 36 
Die statische Bewertungsfunktion ist eine Linearkombination aus dem Anteil 
der belegten Rollen und dem "Span" des Patches, wobei die Koeffizienten 
als Parameter vorgesehen sind, die geeignet zu wählen sind. Sie bestimmt, 
das (unter Patchen gleicher dynamischer Priorität) solche Patche vorgezogen 
werden sollen, die am weitesten "fortgeschritten" sind. Gegenüber der dyna-
mischen Bewertungsfunktion soll hier kein Lernverfahren eingesetzt werden; 
die Parameter lassen sich auch "von Hand" hinreichend gut wählen.10 
Definition 4.4 Sei pp die Menge der partiellen Patche. Die statische 
Patchbewertungsfunktion 4>lIta.t: pp 1-+ ]0, I[ ist definiert durch 
1 
4>,ta.t(p) = --b . (a. comp(p) + b· span(p)) 
a+ 
wobei a und b natürliche Zahlen und 
comp, span: pp 1-+]0, I[ die Selektorfunktionen für den Anteil 
der belegten Rollen bzw. den "Span" des Patches sind. 
Nun kann die gesamte Bewertungsfunktion definiert werden. Sie gibt kom-
pletten Patchen höchste Priorität und partielle Patche werden den beiden 
Teilbewertungen unterzogen. 
Definition 4.5 Sei P die Menge der Patche und Z die Menge der Par-
serzustände.Die Patchbewertungsfunktion 4>: P x Z 1-+ V ist definiert 
durch 
4>( ) - { T falls p komplett 
p,Z - (4)dyn(p,Z),4>,ta.t(p)) fallsppartiell 
wobei T = (1, 1) das Topelement der Ordnung der Prioritätsvektoren ist. 
Die kompletten Patche bekommen alle die gleiche (höchste) Priorität. Die 
Bewertung ist somit nicht eindeutig, d.h. es gibt Patche, die die gleiche Prio-
rität erhalten. 
Schließlich kann die Semantik für "besser als" festgelegt werden, so daß 
der Choose-Operator das jeweils beste Patch aus der Agenda auswählen kann. 
Definition 4.6 Sei P.A. die Menge der Patche, die sich (momentan) in der 
9Die Projektion 11"., extrahiert lediglich die Priorität der Sorte Si E S aus dem Sorten-
prioritätsvektor : 1I",;(prio.\ •.. . • prio.,. .. . ,prio,J = prio.;. 
leEs ist aber durchaus denkbar, für die Justierung der Koeffizienten ebenfalls eines der 
in Kapitel 3 vorgestellten Lernverfahren für lineare Bewertungsfunktionen einzusetzen. 
Dies könnte eventuell in anderen Domänen interessant sein, wo mehrere verschiedenartige 
Kriterien zu berücksichtigen sind. 
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Agenda befinden. Ein Patch PI E PA heißt (bezüglich des Parserzustands z) 
besser als ein Patch P2 E PA, falls ~(P2,z) <v ~(PhZ). 
Ein Patch P E PA heißt (bezüglich des Parserzustands z) bestes Patch, falls 
für alle anderen Patche p' E PA gilt: ~(p, z) f.. v ~(p', z). 
Man beachte, daß es wegen der Uneindeutigkeit der Ordnung mehrere be-
ste Patche bezüglich eines Parserzustandes geben kann. 
4.2.4 Effiziente Implementierung der Patchbewer-
tung 
Die dynamische Bewertung bewirkt eine ständige Änderung der Ordnung auf 
der Agenda. Um den Berechnungsaufwand für die Bewertung und Sortierung 
der Patche und die Choose-Operation möglichst gering zu halten, wird eine 
Strukturierung der Agenda vorgenommen. 
Strukturierungder Agenda 
Zunächst werden komplette und partielle Patche separat gehalten, da kom-
plette Patche pauschal höhere Priorität als partielle Patche haben. Die kom-
pletten Patche werden in einer (ungeordneten) Liste gespeichert, da sie alle 
die gleiche (höchste) Priorität erhalten und somit die Auswahlreihenfolge 
keine Rolle spielt . 
Um bei der dynamischen Bewertung, die nach jeder (k-ten) Zustandsände-
rung aktualisiert wird, nicht jedes Patch einzeln bewerten zu müssen, werden 
die Patche nach ihrer Sorte separiert. Somit müssen nur die verschiedenen 
Sorten betrachtet werden, nicht die Patche selbst. Bei der Auswahl des be-
sten Patches kann dann einfach über die (momentan) beste Sorte auf die 
Menge der Patche dieser Sorte zugegriffen werden. 
Die Separierung läßt sich beispielsweise als Hashtabelle realisieren, wobei 
die Selektorfunktion sort als Hashfunktion dient.H Unter einem bestimmten 
Hashschlüssel, also einer gewissen Sorte, steht dann eine Liste aller in der 
Agenda befindlichen partiellen Patche dieser Sorte. Diese Listen sind gemäß 
der statischen Priorität (absteigend) sortiert, so daß der Choose-Operator 
schnell auf das Patch mit der insgesamt höchsten Priorität zugreifen kann. 
11 Werden mehrere Kriterien zur dynamischen Bewertung verwendet, so muß nach mehre-
ren Kriterien separiert werden; dazu wird eine mehrdimensionale Datenstruktur benötigt. 
In jeder Dimension werden die Patche nach den Ausprägungen eines der Kriterien getrennt. 
Es empfiehlt sich jedoch aus Komplexitätsgründen die Anzahl der Kriterien möglichst klein 
zu halten. 
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Abbildung 4.3: Die Struktur der Agenda 
Die Struktur der Agenda veranschaulicht Abbildung 4.3. Folgender Algorith-
mus beschreibt das Einfügen eines Patches in die strukturierte Agenda. 
Algorithmus 4.1 (Einfügen in die Agenda) 
Sei im folgenden CPA die Menge der kompletten Patche und PP .... {s) die 
Menge der partiellen Patche der Sorte s, die sich (momentan) in der Agenda 
befinden. 
Eingabe: Neu erzeugtes Patch 'newpatch' 
begin 
if newpatch is complete 
end 
then CP .... ~ CP .... U {newpatch}; 
else 
compute static priority <Patat{ newpatch)j 
insert newpatch in pp .... (sort(newpatch)) wrt. its static 
priority; 
Wegen der Uneindeutigkeit der Bewertung können verschiedene Patche die 
gleiche statische Priorität haben. In diesem Fall ist die Reihenfolge der Patche 
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gleicher statischer Priorität beliebig. 
Durch diese Strukturierung der Agenda müssen nach einer Zustandsände-
rung nicht alle Patche neu bewertet und sortiert werden; es werden lediglich 
die Sorten mittels X bewertet und entsprechend sortiert. Dies reduziert den 
Berechnungsaufwand erheblich, da die (variable) Anzahl der Patche in der 
Agenda im allgemeinen um ein Vielfaches höher ist als die (konstante) Anzahl 
der Sorten. 
Implementierung des Choose-Operators 
Nun kann der Choose-Operator, : der das beste Patch aus der Agenda 
auswählen soll, auf die Struktur der Agenda abgestimmt werden. 
Algorithmus 4.2 (Choose) 
Seien im folgenden CP A und pp A( s) wie in Algorithmus" .1. 
Ausgabe: ein bestes Patch aus der Agenda 
begin 
if CPA =J. 0 
end 
then return any cp E CPA; 
else 
compute (dynamic) priority of all sorts SI, . . . , Sn by Xj 
compute decreasing order Si l , ••• , Sin wrt. their priority; 
currentsort +- Si l ; 
while pp A( currentsort) = 0 do 
sort +- succ( currentsort); 
return first (= one ofthe best) pp E PPA(currentsort)j 
Sind komplette Patche in der Agenda vorhanden, so wählt er irgendeins da-
von aus. Andernfalls stößt er die dynamische Bewertung, also die Sortenprio-
ritätsfunktion X an, welche aus dem aktuellen Zustand die Sortenprioritäten 
berechnet. Nun wählt er · das erste; also das statisch beste Patch aus der 
Patchliste der Sorte mit der höchsten Priorität, falls diese nicht leer ist, aus. 
Ansonsten betrachtet er die Patchliste der Sorte mit der zweithöchsten Prio-
rität . Ist ebenfalls kein Patch dieser Sorte vorhanden, so betrachtet er die 
Sorte mit der dritthöchsten Priorität usw. Man beachte, daß unter irgendei-
ner Sorte ein Patch gefunden werden muß, da der Choose-Operator nur dann 
aufgerufen wird, wenn die Agenda nicht leer ist. 
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Wegen der Uneindeutigkeit der dynamischen Bewertung kann es vorkom-
men, daß verschiedene Sorten die gleiche Priorität bekommen. In diesem Fall 
ist die Reihenfolge der Sorten gleicher Priorität beliebig (vgl. Algorithmus 
4.1). 
Möglicherweise ist trotz hoher Priorität einer Sorte kein Patch dieser Sorte 
in der Agenda vorhanden. Die Aussage der Heuristik ist auch eher die, daß 
falls Patche dieser Sorte in der Agenda vorhanden sind, es günstig ist, diese 
auszuwählen. Jedoch ist die Wahrscheinlichkeit, daß der Choose-Operator 
mehrere Sorten "durchprobieren" muß bis er ein Patch findet eher gering, da 
die Berechnung der Sortenprioritäten aus vielen Parsläufen gelernt wird. 
4.3 Das Lernmodul 
In diesem Abschnitt wird das Lernmodul vorgestellt. Dieses soll die dyna-
mische Bewertungsfunktion, also die Sortenprioritätsfunktion X akquirieren. 
Der Lerngegenstand ist also eine Abbildung (X), die einer gewissen Situation 
(Parserzustand) Sortenprioritäten zuordnet, so daß die richtige Auswahlent-








Abbildung 4.4: Interne Struktur des Lernmoduls 
zur Akquisition von X zur Verfügung stehen, wird inkrementeIl vorgegangen. 
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Dazu werden anfangs Werkstücke ohne Heuristik geparst und dem Lernmo-
dul "gute" Parse vorgelegt, um aus den Auswahlentscheidungen, die zu diesen 
Parsen geführt haben, Trainingsinstanzen für den Lernalgorithmus zu erzeu-
gen, der die initiale Sortenprioritätsfunktionfunktion verändert. Mit dieser 
ersten Heuristik werden dann die Werkstücke erneut geparst und dem Lern-
modul "gute" Parse (die nun auf kürzerem Wege gefunden wurden) präsen-
tiert, welches X weiter verändert. Es werden so viele Iterationen durchgeführt, 
bis eine genügend große Verbesserung der Suchleistung erreicht ist. 
Hier tritt das Problem auf, welche Entscheidungen (Auswahl der Patche) 
während der Suche zu einem "guten" Parse beigetragen haben und welche 
nicht. Dies ist das sogenannte .: Credit. Assignment Problem [23] und wird im 
nächsten Abschnitt behandelt. Die Struktur des Lernmoduls veranschaulicht 
Abbildung 4.4. 
In Kapitel 3 wurden verschiedene Lernverfahren diskutiert und festge-
stellt, daß sich Backpropagation (Abschnitt 3.2.5) am besten zur Akquisition 
der dynamischen Bewertungsfunktion eignet. Somit wird X als Backpropaga-
tionnetz realisiert (Abb. 4.5), dessen Gewichte durch den Backpropagation-
algorithmus eingestellt werden. 12 
4.3.1 Credit Assignment und Erzeugung von Trai-
ningsinstanzen 
Aus einer Menge vorgelegter Beispielparse ist eine Menge von Trainingsin-
stanzen für den Lernalgorithmus zu erzeugen. Die Trainingsinstanzen sind 
Ein-/Ausgabepaare (in,out), wobei out die gewünschte Ausgabe zur Einga-
be in ist. 
Da keine optimalen Parsläufe zur Verfügung stehen, ist man mit dem 
Credit Assignment Problem konfrontiert. Es muß festgestellt werden, welche 
während der Suche ausgewählten Patche zu einem vorgelegten Parse "bei-
getragen" haben, d.h. welche Patche zur Konstruktion des Patches, welches 
den Parse repräsentiert, benötigt wurden und welche nicht. 
Um dies rückverfolgen zu können wird während des Parsvorgangs für jedes 
erzeugte Patch p (also auch für die Parse) eine Liste dessen "Vorfahren" 
history(p) berechnet und in der Datenstruktur von p mitgeführt. Für ein 
erzeugtes Patch p läßt sich history(p) berechnen durch 
history(p) = 0 
12Man beachte, daß die Aktivität der Ausgabeneuronen (= dynamische Prioritäten der 
Patche) im Intervall]O,l[ liegt, was ~r Definition der dynamischen Bewertungsfunktion 
"'dyn entspricht (vgl. Definition 4.3). 
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Zustand des Parsers 
Abbildung 4.5: Realisierung der Sortenprioritätsfunktion X als Backpropaga-
tionnetz 
falls p eines der Patche ist, mit denen die Agenda initialisiert wird, 
history(p) = history( cp) U {cp} 
falls p eine Neuinstantiierung einer Produktion ist (d.h. cp belegt die erste 
Rolle von p und die restlichen Rollen sind noch frei) und 
history(p) = history(cp) U history(pp) U {cp} U {pp} 
falls p aus der Kombination zweier Elternpatche cp und pp entstanden istP 
Hat ein Patch p zu einem vorgelegten Parse P beigetragen, d.h. p E 
history(P), so soll die Sorte von p bezüglich des Parserzustands z, in dem p 
ausgewählt wurde eine hohe und alle anderen Sorten eine niedrige Bewertung 




(0, ... ,0,1,0, ... ,0) 
13Dabei sind eventuelle Mehrfachvorkommen von Patchen, die durch die Überlappungs-
beziehung entstehen, zu löschen. --
14Der Parserzustand kann als Erklärung für die Auswahl eines Patches einer gewissen 
Sorte angesehen werden. 
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wobei out eine Eins (hohe Bewertung) für die Sorte des Patches und Nullen 
(niedrige Bewertung) für alle anderen Sorten enthält.15 Dies läßt sich so in-
terpretieren, daß z ein positives Beispiel für die Auswahl der Sorte von p ist 
und ein negatives für die Auswahl aller anderen Sorten. 
Man erhält somit aus den vorgelegten Beispielparsen eine Menge T von 
Trainingsinstanzen, mit der das Backpropagationnetz trainiert wird. 
4.3.2 Anmerkungen zum Training 
Das Training besteht aus mehreren Epochen. In jeder Epoche werden alle 
Trainingsinstanzen aus T dem Backpropagationalgorithmus genau einmal 
vorgelegt. Es werden so viele Epochen durchgeführt, bis der Fehler auf das 
gewünschte Maß reduziert ist. 
Netzarchitektur 
Je größer die Anzahl der verborgenen Schichten des Netzes bzw. die Anzahl 
der Neuronen in den verborgenen Schichten ist, desto mehr Speicherkapazität 
hat das Netz und desto mehr läßt sich der Lernprozeß als" Auswendiglernen" 
charakterisieren. Deshalb ist eine zu große Zahl verborgener Schichten bzw. 
Neuronen nicht wünschenswert, da sonst keine ausreichende Verallgemeine-
rung der Trainingsinstanzen stattfindet und somit der Erfolg der gelernten 
Heuristik auf die Werkstücke beschränkt ist, die zum Training verwendet 
wurden. Ziel ist es aber, daß der Suchaufwand auch für noch nicht gesehene 
Werkstücke reduziert wird. Jedoch darf die Anzahl der verborgenen Neuro-
nen auch nicht zu klein sein, da sonst kein adäquater Lernerfolg eintritt. 
Kodierung des Parserzustands 
Um einen besseren Lerneffekt zu erreichen, soll der Parserzustand z E [0,1]5 
nicht direkt als Netzeingabe verwendet werden, sondern so kodiert werden, 
daß jede Komponente des Zustandsvektors auf mehrere Eingabeneuronen 
verteilt wird. Durch diese verteilte Repräsentation der Komponenten wird 
erreicht, daß wegen der höheren Anzahl der trainierbaren Verbindungen bzw. 
Gewichte die Abbildung schneller und besser gelernt werden kann. 
Dabei ist jedoch darauf zu achten, daß die Kodierungsabbildung topologie-
erhaltend ist, d.h. daß "ähnliche" Zustände auch auf "ähnliche" Kodierungen 
abgebildet werden. Beispielsweise ist eine Binärkodierung ungeeignet, da z.B. 
15Dabei wird der Parserzustand z kodiert, Ul!! ein besseres Lernverhalten zu erzielen 
(siehe Abschnitt 4.3.2). 
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die benachbarten Werte 7 und 8 in die völlig verschiedenen Muster 0111 und 
1000 kodiert würden. 
Deshalb soll die topologieerhaltende Thermometerkodierung [18] verwen-
det werden. Danach werden die Komponenten des Parserzustands gemäß der 
Kodierungsabbildung T : [0, 1]1-+ [0, l]n auf nEingabeneuronen verteilt. Für 
n = 5 hat T folgende Gestalt: 
r(x) = 
(O~2' 0, 0, 0, 0) 
(1, x~~.2, 0, 0, 0) 
(1,1, x~.~.4, 0, 0) 
(1,1,1, x~~.6, 0) 
( 1, 1, 1, 1, x~.~.8) 
f alls x E [0,0.2[ 
falls x E [0.2,OA[ 
falls x E [OA,0.6[ 
f alls x E [0.6,0.8[ 
sonst 
Mit der Wahl von n läßt sich das Ausmaß der Verteilung steuern. 
Parameter des Backpropagationalgorithmus 
Der Backpropagationalgorithmus hat mehrere Parameter, die geeignet zu 
wählen sind: 
• Lernrate 1] 
• Koeffizient ades Momentum-Terms 
• Ini tialisierung der Gewichte 
• Temperaturparameter T der Aktivierungsfunktion 
Mi~ der Lernrate läßt sich die Größe der Gewichtsänderung, d.h. wie weit 
in Richtung des steilsten Abstiegs im Fehlergebirge gegangen wird, steuern. 
Ist sie zu klein, so dauert das Training sehr lange; ist sie hingegen zu groß, 
so werden die Minima eventuell übersprungen. 
Der Koeffizient des Momentum-Terms bestimmt den Einfluß der letzten 
Gewichtsänderung. Ist er zu klein, so "oszilliert" die Fehlerfunktion um ein 
(eventuell lokales) Minimum herum, erreicht dieses aber nicht; ist er zu groß, 
so wird eventuell in die falsche Richtung im Fehlergebirge gegangen. 
Zu Beginn des Trainings müssen die Gewichte des Netzes initialisiert wer-
den. Von diesen initialen Gewichten hängt der Lernerfolg ebenfalls ab, da bei 
einer unglücklichen Wahl dieser Anfangswerte eventuell nur ein unbrauchba-
res (lokales) Minimum der Fehlerfunktion E erreicht wird. 
Der Temperaturparameter steuert den Verlauf der Aktivierungsfunktion 
und hat somit ebenfalls Einfluß auf das Training. 
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4.4 Experimentelle Ergebnisse 
Im Rahmen dieser Arbeit konnten lediglich einfache Testläufe durchgeführt 
werden; die Auslotung der vollen Leistungsfähigkeit der Heuristikkomponente 
(vor allem des Backpropagation-Verfahrens) erfordert umfangreiche Testrei-
hen, um eine optimale Wahl der Parameter (1], a, T und initiale Gewich-
te) und der Netzarchitektur (Anzahl und Stärke verborgener Schichten) zu 
treffen. Somit können die vorliegenden Ergebnisse lediglich die prinzipielle 
Eignung der Konzeption der Heuristikkom'ponente und der Wahl des Lern-
verfahrens verdeutlichen. 
Hinzu kommt, daß keine optimalen Beispielparsläufe zur Verfügung ste-
hen, so daß das inkrementelle Training (vgl. A bschnit t 4.3) u. U. viele itera-
tionen erfordert, was ebenfalls sehr zeitaufwendig ist. 
Es wurden zwei Experimente durchgeführt. In beiden Experimenten wur-
de 1 verborgene Schicht verwendet und die Komponenten des Parserzustands 
mittels der Thermometerkodierung (siehe Abschnitt 4.3.2) auf je 5 Eingabe-
neuronen verteilt. 
Experiment 1 
Mit dem ersten Experiment sollte gezeigt werden, daß die Anzahl der bis zum 
Finden des ersten Parse16 erzeugten Patche durch die Heuristikkomponente 
deutlich reduziert wird. 
Dieses Experiment wurde mit der Frästeilgrammatik 'Milling' durch-
geführt, für die 3 Testwerkstücke vorlagen. Dabei wurde folgende Netzarchi-
tektur für die Sortenprioritätsfunktion X verwendet: 170 Eingabeneuronen 
(34 Sorten auf je 5 Neuronen verteilt), 20 verborgene Neuronen und 34 Aus-
gabeneuronen (für jede Sorte 1 Neuron). Es wurden 8 Iterationen mit je 2 
Epochen durchgeführt, wobei die Parameter folgendermaßen gewählt wur-
den: 1] = 2, a = 0.3 und T = 1. In jeder Iteration wurden dem Lernmodul 3 
Beispielparse (bzw. die daraus erzeugten Trainingsinstanzen) vorgelegt, und 
zwar für jedes der 3 Werkstücke jeweils der erste gefundene Parse mit der bis 
dahin gelernten Sortenprioritätsfunktion. 
Die Ergebnisse sind in Abbildung 4.6 in Form eines Histogramms veran-
schaulicht. Man sieht, daß die Anzahl der erzeugten Patche bis zum Finden 
des ersten Parse gegenüber Breitensuche deutlich reduziert werden konnte, 
und zwar um durchschnittlich 48% des maximal Möglichen. 
16 Bei den Experimenten wurde die Güte der Parse nicht beurteilt; dem Lernmodul 
wurden stets die ersten gefundenen Parse vorgelegt. 
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Abbildung 4.6: Vergleich des Suchaufwands für Breiten-, Tiefen- und heuri-
stische Suche bei Frästeilen 
Experiment 2 
Mit dem zweiten Experiment sollte getestet werden, ob sich die Reduktion 
des Suchaufwands auch auf Werkstücke, von denen kein Parse zum Lernen 
herangezogen wurde, überträgt. 
Für dieses Experiment wurde die Drehteilgrammatik 'Turning' verwendet, 
weil bei dieser 20 Testwerkstücke zur Verfügung standen. Dabei wurden in 
jeder Iteration die ersten gefundenen Parse (bzw. die daraus erzeugten Trai-
ningsinstanzen) von nur 10 dieser Werkstücke als Trainingsdaten genommen. 
Es wurde folgende Netzarchitektur für X gewählt: 275 Eingabeneuronen (55 
Sorten auf je 5 Neuronen verteilt), 10 verborgene Neuronen und 55 Ausga-
beneuronen (für jede Sorte 1 Neuron). 
Nach bereits 1 durchgeführten Iteration mit TJ = 2, a = 0.3 und T = 1 
ergaben sich die in Abbildung 4.7 dargestellten Resultate; dabei wurden nur 
von den "linken" 10 Werkstücken nll, n13, n15, m5, ... , n21 die ersten gefun-
denen Parse (bzw. die daraus erzeugten Trainingsinstanzen) dem Lernmodul 
vorgelegt. 
Die Ergebnisse zeigen, daß die Anzahl der erzeugtenPatche für alle, al-
so auch für die nicht a.ngelernten Werkstücke reduziert werden konnte. Das 
heißt, daß eine Verallgemeinerung der Trainingsdaten in einem gewissem Maß 
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Abbildung 4.7: Vergleich des Suchaufwands für Breiten- und heuristische 
Suche bei Drehteilen 
stattgefunden hat. Dabei sollte erwähnt werden, daß die 20 Werkstücke ein 
breites Spektrum aus der Sicht des Maschinenbaus darstellen, was den Lern-
erfolg unterstreicht. 
Die Anzahl der erzeugten Patche reicht zur Beurteilung der Heuristik allei-
ne nicht aus; der zusätzliche Berechnungsaufwand für die heuristische Suche 
könnte die Zeitersparnis aus den weniger erzeugten Patchen wieder egalisieren 
oder gar übersteigen. Somit wurde neben der Anzahl der erzeugten Patche 
auch die benötigte (ungefähre) Antwortzeit der Parsing-Basisfunktion (also 
ohne Zeit für Datentransfers über das Rechnernetz) gemessenY Die Ant-
wortzeit hängt wesentlich von zwei Faktoren ab: zum einen von der Größe 
des Backpropagationnetzes und zum anderen von der gewählten Schrittweite, 
d.h. der Anzahl der Zustandsänderungen des Parsers, nach der die dynami-
sche Bewertung mit der Berechnung der Netzausgabe jedesmal neu vorge-
nommen wird. 
Abbildung 4.8 zeigt den absoluten sowie den relativen Zeitverbrauch bis 
zum ersten gefundenen Parse beim 'Multispanblock' für verschiedene Schritt-
17Für die Zeitmessung wurde die in LISP verfügbare Systemfunktion time verwendet, 
die als Wert die Summe aus der reinen CPU-Zeit, der Zeit für Speicherverwaltung und der 
Zeit für Prozeßumschaltungen liefert, 
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Abbildung 4.8: Der relative und absolute Zeitverbrauch bis zum Finden des 
ersten Parse für heuristische Suche beim 'Multispanblock' 
weiten (Parameter und Netzarchitektur wie in Experiment 1). Überraschend 
ist, daß der relative Zeitverbrauch für größere Schrittweiten mit Heuristik 
geringer ist als bei Breitensuche (also ohne Heuristik), da ja für die Auswer-
tung der Bewertungsfunktion zusätzlicher Berechnungsaufwand notwendig 
ist. Die Erklärung dieses Effekts liegt darin, daß mit der Reduktion der er-
zeugten Patche auch der Aufwand zur Kombination eines aus der Agenda 
ausgewählten Patches mit anderen Patchen verringert wird, da es dann we-
niger Kombinationsmöglichkeiten gibt. Im rechten Histogramm sieht man, 
daß mit der Reduktion der erzeugten Patche (vgl. Experiment 1) auch der 
Zeit verbrauch gegenüber Breitensuche verringert werden konnte, was ja letzt-
endlich das Ziel einer heuristischen Steuerung ist. Die Abnahme des absoluten 
Zeitverbrauchs mit wachsender Schrittweite zeigt, daß die Reduktion der er-
zeugten Patche bei den Schrittweiten 1, ... ,5 etwa gleich war und somit der 
bei wachsender Schrittweite abnehmende relative Zeitverbrauch zum Tragen 
kam. 
Abschließend sei nochmals betont, daß die durchgeführten Experimente 
lediglich Provisorien sind. Die Durchführung umfangreicher Testreihen hätte 




Die schlechte Komplexität von Graph-Parsern für allgemeine Graphgramma-
tiken legt die Verwendung von Heuristiken nahe. Aufgabe dieser Arbeit wal 
es, zur Unterstützung des NRCFGG-Parsers GraPaKL eine Heuristikkomp0-
nente, die das benötigte Kontrollwissen durch ein Lernverfahren akquiriert 
zu entwickeln. 
Dazu wurden zunächst verschiedene Arten von Kontrollwissen diskutiert. 
Es ergab sich, daß die Repräsentation des Kontrollwissens in Form einer Be-
wertungs/unktion am sinnvollsten ist, weil das benötigte Kontrollwissen un-
durchschaubar und unscharf ist. Anschließend wurden verschiedene Lernver-
fahren, die sich zur Akquisition einer Bewertungsfunktion eignen, betrachtet. 
Es wurde festgestellt, daß die Verwendung eines konnektionistischen Lernver-
fahrens (Backpropagation) am günstigsten ist, da es zum einen "beliebige" 
Funktionen lernen kann und zum andern durch die verteilte Repräsentation 
eine besondere Fähigkeit zur Verallgemeinerung und Entdeckung von Korre-
lationen und Irrelevanzen besitzt. 
Die entwickelte Heuristikkomponente besteht aus zwei Modulen, dem 
Bewertungs- und dem Lernmodul. 
Das Bewertungsmodul steuert den Parser, indem es mittels einer Bewer-
tungsfunktion Prioritäten an die Patche in der Agenda vergibt. Aufgrund 
der Tatsache, daß die Güte der Patche wesentlich vom Zustand des Parsers 
abhängt, setzt sich die Bewertungsfunktion aus zwei Teilen zusammen: ei-
nem statischen, d.h. vom aktuellen Zustand des Parsers unabhängigen, als 
auch einem dynamischen, also vom Parserzustand abhängigen Teil. Dabei 
kommt der dynamischen, situationsabhängigen Teilbewertung die Rolle der 
Primärsteuerung zu. 
Die dynamische Teilbewertungsfunktion wird durch das Lernmodul ak-
49 
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quiriert. DerBenutzer bzw. Experte präsentiert Beispielparse, mit denen das 
Lernmodul die Bewertungsfunktion entsprechend verändert. Der Benutzer 
kann somit GraPaKL nur mittelbar, und zwar über das Lernmodul (durch 
die Präsentation von Beispielparsen) steuern; die konkrete Bewertungsfunk-
tion bleibt dem Benutzer verborgen. 
Wichtig ist, daß bei dieser Konzeption die Vollständigkeit des Parsers für 
"sinnvolle" Grammatiken (vgl. Abschnitt 2.2.3) erhalten bleibt; Patche wer-
den weder aus dem Chart gelöscht noch von der Auswahl aus der Agenda 
ausgeschlossen, sondern allenfalls durch eine niedrige Bewertung zurückge-
stellt. Es können also bei Bedarf auf jedem Fall alle möglichen Parse erzeugt 
werden. Fraglich ist hingegen, ob sich diese heuristische Steuerung für belie-
bige Featuregrammatiken fair verhält; für sinnvolle Featuregrammatiken ist 
die Fairneß auf jeden Fall gegeben (siehe Abschnitt 2.2.3). 
Bemerkenswert ist außerdem, daß die Architektur der Heuristikkomp0-
nente unabhängig von der zugrundeliegenden Graphgrammatik (Domäne) ist. 
Darüberhinaus läßt sie sich durchaus auch auf agenda-basierte Chart-Parser 
für Stringgrammatiken übertragen. 
In (provisorischen) experimentellen Untersuchungen konnte die prinzipi-
elle Eignung einerseits der Konzeption der Bewertungsfunktion und ande-
rerseits der Wahl des Lernverfahrens aufgezeigt werden. Ein systematisches 
Training mit verschiedenen Netzarchitekturen und Kombinationen der Para-
meter konnte im Rahmen dieser Arbeit nicht durchgeführt werden, da dies 
aufwendige Testreihen erfordert. Die Existenz optimaler Parsläufe zur Ge-
winnung von Trainingsdaten würde das Training wesentlich beschleunigen. 
Dies wirft die Frage auf, ob sich solche Parsläufe automatisch erzeugen lassen. 
Offen ist außerdem, ob sich der Lernvorgang vollständig automatisieren 
läßt, so daß die Bewertungsfunktion ständig angepaßt wird während Gra-
PaKL im Einsatz ist, ohne daß der Benutzer Beispielparse vorlegen muß. 
Dazu müßte das Lernmodul entweder Wissen über die Güte gefundener Par-
se haben oder mit einem anderen Expertensystem gekoppelt sein, damit es 
"gute" von "schlechten" Parsen unterscheiden kann. Ersteres kann wiederrum 
als Lerngegenstand betrachtet werden. 
Schließlich ist zu sagen, daß eine Abschätzung der Komplexität der mit 
der Heuristik zusätzlich benötigten Berechnungen ebenfalls offen gelassen 
wurde. Diese hängt im wesentlichen von der Größe des Backpropagation-





Das GraPaKL-Handbuch findet sich in [17]. Im folgenden werden die für die 
Benutzung der Heuristikkomponente zusätzlich benötigten COMMON LISP 
Funktionen beschrieben. 
Im Fall von heuristischer Suche muß ein neuronales Netz geladen sein. 
Bei der Kompilation einer Grammatik wird automatisch das Netz mit dem 
Namen Grammat ikname. net 1 geladen (d.h. an die globale Variable *net * 
gebunden). Soll ein anderes Netz geladen werden, so ist dies explizit mit der 
entsprechenden Funktion (s. v.) nachzuladen. 
FUnktionen zum Einstellen von Optionen 
(strategy-opt {<strategy>})2 
Setzt die Suchstrategie des Parsers auf das optionale Argument <strategy>. 







Der Defaultwert ist heuristic. 
1 Zu jeder Grammatik sollte also stets das Netz, welches bei der heuristischen Suche mit 
dieser Grammatik benutzt werden soll, mit Grammatikname. net bezeichnet und vorhanden 
sem . 
2 Die Syntax {<arg>} bezeichnet ein optionales Argument. 
51 
ANHANG A. BENUTZUNG DER HEURISTIKKOMPONENTE 52 
(step-opt {<number>}) 
Setzt die Schrittweite, also die Anzahl von Zustandsänderungen des Parsers, 
nach denen die dynamische Bewertung erneut aufgerufen wird, auf das op-
tionale Argument <number>. Der Defaultwert ist 5. 
(example-opt {<truth-value>}) 
Setzt die Option, ob in einem Parslauf gefundene und vom Benutzer (auf An-
frage des Systems) für "gut" befundene Parse zur Erzeugung von Trainingsin-
stanzen benutzt werden sollen, auf dasoptionale Argument <truth-value>. 
Der Defaultwert ist nil. 
Ist die Option gesetzt, so wird der Benutzer beim Starten des Parsers nach 
einem Namen für die Datei gefragt, in der die erzeugten Trainingsinstanzen 
abgelegt werden. Existiert diese Datei noch nicht, so wird sie angelegt, anson-
sten werden die Trainingsdaten in die schon existierende Datei geschrieben. 
Funktionen zum Erzeugen, Speichern und La-
den eines Backpropagationnetzes 
(make-net <hidden> <distribution> {<temp>}) 
Erzeugt ein Backpropagationnetz mit genau einer verborgenen Schicht der 
Stärke <hidden>, welches der übersetzten Grammatik angepaßt ist (es muß 
also eine Grammatik übersetzt sein!) und bindet es an die globale Variable 
*net*. Das Ausmaß der Verteilung bei der Thermometerkodierung des Par-
serzustands auf Eingabeneuronen des Netzes wird durch <distribution> 
angegeben. Das optionale Argument <temp> gibt den Temperaturparameter 
T der Aktivierungsfunktion an. Wird es weggelassen, so wird T = 1 gesetzt. 
Die Anzahl der Eingabeneuronen des Netzes entspricht dem Produkt 
aus der Anzahl der Sorten (die in der Agenda auftreten können) und 
<distribution>. Die Anzahl der Ausgabeneuronen ist gleich der Anzahl 
der Sorten (die in der Agenda auftreten können). 
(save-net <filename» 
Schreibt das Netz, das an *net* gebunden ist, in die Datei mit dem Namen 
<filename>.net. Das Argument <filename> muß ein String sein. Existiert 
die Datei noch nicht, wird sie angelegt, ansonsten überschrieben, da in einer 
Datei nur jeweils ein Netz stehen soll. Bsp.: (save-net / / test J J) 
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(load-net <filename» 
Lädt das Netz in der Datei mit dem Namen <filename> .net und bindet es 
an die globale Variable *net*. Das Argument muß ein String sein. 
Die Lernfunktion 
Bei Aufruf der Lernfunktion muß die entsprechende Grammatik kompiliert 
sein. 
(learn <file-list> <ry> <a> {<times>}) 
Die Lernfunktion trainiert das an *net* gebundene Netz. Dabei gibt 
<file-list> die Liste der Dateien (Strings!) mit den Trainingsinstanzen 
an, aus denen gelernt werden soll (diese Dateien können beim Parsen mit der 
durch den Aufruf (example-opt t) eingeschalteten Option angelegt wer-
den). <"I> gibt die Lernrate und <a> den Einfluß des Momentum-Terms an. 
Das optionale Argument <times> gibt die Anzahl der durchzuführenden Epo-
chen an. Wird es weggelassen, so wird gen au eine Epoche durchgeführt. 
Nach Terminierung des Aufrufs der Lernfunktion sind die Gewichte des 
geladenen Netzes modifiziert. 
Bsp.: (learn ' (C Cdata1" C Cdata2") 1 0.3 4) 
Funktion zur Erstellung einer Statistik von 
Pars läufen 
(statistic <strategy> <grammar-list> <filename» 
Parst alle verfügbaren Werkstücke der als <grammar-list> angegebenen Li-
ste von Grammatiken (Strings!) und schreibt die statistischen Daten (Zeit-
verbrauch, Anzahl der erzeugten Patche) in die Datei mit dem Namen 
<filename>. Existiert diese Datei noch nicht, wird sie angelegt, ansonsten 
überschrieben. 
Bsp.:(statistic 'heuristic '(CCmilling" CCdesign") CC stat1") 
Anhang B 
Implementierung 
Die Beschreibung der GraPaKL-Implementierung l findet sich in [17]. Im fol-
genden wird ein kurzer Überblick über die Integration der Heuristikkom-
ponente in GraPaKL gegeben werden. Im wesentlichen wurden zwei beste-
henden Module (vars und pars) modifiziert und erweitert sowie zwei neue 
Module (eval und lear) hinzugefügt. 
Erweiterung des Moduls vars 
Das Modul vars, welches die globalen Variablen und Konstanten enthält, 









Teil der strukturierten Agenda mit den kom-
pletten Patchen 
Teil der strukturierten Agenda mit den par-
tiellen Patchen 
Zustand des Parsers 
Vektor mit den durch die dynamische Bewer-
tung berechneten aktuellen Sortenprioritäten 
Geladenes Backpropagationnetz 
Schrittweite, also die Anzahl der Zustandsän-
derungen, nach denen die dynamische Bewer-
tung erneut aufgerufen wird 
Liste der während des Parslaufs getroffenen 
Auswahlentscheidungen 
Ausmaß der Verteilung bei der Thermometer-
kodierung 
IGraPaKL ist in COMMON LISP implementiert. 
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Die Sorten werden über eindeutige Nummern referenziert, die den Sorten bei 
der Kompilation der Grammatik zugeordnet werden und in der Assoziations-
liste *agenda-sorts-with-cnt* unter der jeweiligen Sorte stehen. 
Erweiterung des Moduls pars 
Das Modul pars, welches die Funktionen für den Parsing-Algorithmus 
enthält, wurde ini wesentlichen um folgende Funktionen erweitert: . 
heur-graph-parse 
best-from-heur-agenda 
Heuristische Version des Parsing-Algorithmus 
Auswahl eines besten Patch aus der strukturier-




Einfügen eines statisch bewerteten Patches in 
die strukturierte Agenda 
Schreibt Zeit- und Patchstatistiken von Parsläu-
fen in eine Datei 
Das Modul eval 
Das Modul eval enthält die Funktionen zur Steuerung von GraPaKL mit der 










Dynamische Bewertungsfunktion, die ihren Wert in 
*sort-priori ty-vector* speichert 
Thermometerkodierung des Parserzustands für die 
Netzeingabe 
Berechnet die Netzausgabe 
Erzeugt ein grammatikspezifisches Backpropagation-
netz mit genau einer verborgenen Schicht 
Schreibt ein Netz in eine Datei 
Liest ein Netz aus einer Datei 
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Das Modul lear 




Die Lernfunktion (lernt aus einer Menge von Trai-
ningsinstanzen) 
training-instance Der eigentliche Ba.ckpropagation-Algorithmus 
(lernt aus einer einzigen Trainingsinstanz) 
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