INTRODUCTION
To remove the acquisition footprint and improve the quality of seismic imaging, least-squares migration (LSM) seeks an inverted image which generates simulated data to best match the observed seismic data. The idea of LSM was first applied to Kirchhoff migration (Nemeth et al., 1999) , then generalized to one-way wave equation migration (Wang and Sacchi, 2007; Tang, 2008) and finally to RTM (Dai et al., 2011) .
In practice, it is not easy to directly apply the conventional amplitude-matching-based LSRTM (Dong et al., 2012; Yao and Jakubowicz, 2012) . The earth is at least a visco-elastic medium with density variations, much more complicated than the models we currently use to propagate acoustic wavefields in seismic imaging. As a result, the amplitude matching is never perfect. Also, it is often difficult to define a good source signature and/or the intensity level of the sources for the seismic modelling. These practical issues require considerable efforts in pre-processing both the observed and simulated data for correct use in conventional LSRTM formulations.
In this abstract, we propose a new general framework for LSRTM, namely correlative LSRTM (CLSRTM), based on maximizing the cross-correlation of the simulated and observed data at zero lag. The new method relaxes the amplitude matching and thus can be more easily applied to real data to seek the optimal image. We derive the timedomain steepest descent direction and use it in an imagedomain conjugate gradient formulation. Together with ghost compensation and impedance perturbation techniques, real data results show that CLSRTM can compensate free surface ghosts, attenuate cross-talk and migration artefacts, improve the image quality, reveal structural details and provide a more realistic seismic inversion.
THEORY
To simplify our discussion, we assume the seismic data D (recorded at receiver locations x r due to specified source location x s ) can be modelled using the acoustic wave propagation of the wavefield p(x;t;x s ) through an isotropic medium with velocity v and density , as follows:
where f(t) is the source signature,  is the gradient operator.
In the case of a perfect acquisition with regular surface sampling, infinite recording aperture and un-aliased seismic data, RTM is able to provide a true amplitude angle dependent reflectivity image (Zhang and Sun, 2009) . In practice, the perfect acquisition is never achieved and, consequently, the imaging quality of RTM is compromised. In addition, often only the full stacked image, r(x), is used to interpret subsurface structures due to the high computational cost of generating angle-dependent reflectivity gathers.
Hence, to formulate LSRTM, we must first define the counterpart of the migration process which predicts the seismic data with the RTM stacked image r(x) as the input. Zhang and Duan (2012) used the following reverse-time demigration (RTDM) to predict the seismic data d:
Note that the receiver wavefield p R propagates only waves that are generated by the fictitious sources resulting from the multiplication of the time derivative of the source wavefield p S and the stacked image r(x) on the right-hand-side. This RTDM of image r(x) is denoted as Mr., M represents RTDM operator.
SUMMARY
We introduce a new practical least-squares reverse-time migration (LSRTM) scheme and derive a steepest descent method for optimal imaging by adapting reverse-time migration (RTM) and demigration (RTDM) as the migration and modelling operators to maximize the crosscorrelation between simulated and acquired seismic data. Through real data experiments, we demonstrate that the proposed LSRTM provides high quality images with balanced amplitudes, improved focusing and enhanced resolution. The method is also capable of removing the free surface ghosts generated in towed streamer acquisition and filling holes in the imaged structures due to imperfect acquisition.
Together with impedance perturbation technique, the proposed method is a useful tool for both seismic imaging and inversion. To overcome these practical issues, we propose a new crosscorrelation based objective function:
The cross-correlation relaxes the amplitude matching requirement and uses phase information to measure the closeness between the simulated data and the observed seismic data. Note that the value of E is unchanged by rescaling the modelled seismic data Mr. Therefore, the exact overall scaling of the source strength can be ignored in CLSRTM.
Our goal is to find the optimal image r(x) which maximizes the cross-correlation between the observed and the simulated data at zero lag, or equivalently, to minimize the defined objective function in Equation 3. The numerical solution can be found using the steepest descent method. We start the derivation by seeking the gradient of the objective function through a small perturbation of the reflectivity image r:
where ‖ ‖ denotes the norm. Applying Taylor expansion, we have:
Denoting the RTM migration process as M T , the gradient of the cost function can be expressed as
where the relationship (Zhang et al., 2014 ) is applied.
CLSRTM Scheme
We assume the observed data , an initial reflectivity image and the initial simulated data are provided. Setting the conjugate gradient scalar s 0 =0, for iteration , the conjugate gradient based scheme of our CLSRTM can be summarized as follows: 1) Calculate steepest descent direction first in data domain and then convert it to the image domain 
Examples
We first demonstrate some of the important features of the CLSRTM using a 2D synthetic dataset Sigsbee2A (Paffenholz et al., 2002) . The seismic data are generated using a fine stratigraphic velocity model, with 150ft shot spacing, 75ft receiver spacing and 26000ft maximum offset. Both source and receiver ghosts are recorded at 25ft depth. We first migrate the seismic data using conventional RTM and generate simulated data through RTDM. As illustrated in Figure 1 , the initial simulated data (Figure 1a) does not match the true simulated seismic data very well (Figure 1c ). This is due to the acquisition limitations and the imperfectness of the imaging operator. However, over the iterations, CLSRTM gradually drives the simulated data to approach the true seismic data. For example, some reflections that are weak on the initial simulated data in Figure 1a , but strong on the true seismic data in Figure 1c , are enhanced by CLSRTM in Figure  1b . This demonstrates that our method based on the crosscorrelation objective function works well to match the seismic data by updating the reflectivity model.
In Figure 2 , we compare the initial RTM image (Figure 2a ) with the image by CLSRTM (Figure 2b ). The sedimentary structure on the left is much sharper because of the deghosting effect intrinsically built into CLSRTM, while the subsalt structures are enhanced to give a better overall amplitude balance. The equally-spaced diffractors artificially put into the velocity model also provide references that the focusing in the inverted image is improved. A careful comparison shows the structures and diffractors in the subsalt area are also better focused using the correct velocity.
The first real data example is acquired from the central North Sea and has been band-pass filtered from 5Hz to 35Hz and regularized to a 50m by 50m receiver grid. The source signature is unknown and the velocity model for migration/demigration is TTI (Tilted Transverse Isotropy). The dataset contains an acquisition hole due to the presence of a platform. This is reflected in the initial RTM image in Figure  3a , where a considerable part of the image has very poor illumination and missing structures. With CLSRTM, in Figure  3b , the missing structure due to the acquisition hole is filled. In many places near the acquisition hole, the structures become more continuous and the diffraction noise is also greatly attenuated using CLSRTM.
In the final example, using real data from the North Sea area, we adapt the impedance perturbation theory using RTM developed by Zhang et al. (2013) and use the CLSRTM with an impedance output to invert for the band-limited impedance rather than the conventional, reflectivity-based, stacked image. This dataset is band-pass filtered, regularized and has an unknown source signature. The velocity model for migration/demigration is also TTI. In the initial impedance estimate using RTM (Figure 4a) , a large section of faults (yellow boxes in Figure 4a and Figure 4c ) are weakly imaged. These fault details are retrieved by CLSRTM (Figure 4b and Figure 4d ). Beneath the chalk, the impedance well log is available and can be filtered to the seismic bandwidth to check the inverted impedance. The match between the estimated impedance and the well log demonstrates that CLSRTM can provide a better-balanced, more realistic and interpretable inversion.
