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Abstract
The present paper proves the existence and the asymptotic stability of a stationary solution to the initial
boundary value problem for a quantum hydrodynamic model of semiconductors over a one-dimensional
bounded domain. We also discuss on a singular limit from this model to a classical hydrodynamic model
without quantum effects. Precisely, we prove that a solution for the quantum model converges to that for the
hydrodynamic model as the Planck constant tends to zero. Here we adopt a non-linear boundary condition
which means quantum effect vanishes on the boundary. In the previous researches, the existence and the
asymptotic stability of a stationary solution are proved under the assumption that a doping profile is flat,
which makes the stationary solution also flat. However, the typical doping profile in actual devices does
not satisfy this assumption. Thus, we prove the above theorems without this flatness assumption. Firstly,
the existence of the stationary solution is proved by the Leray–Schauder fixed-point theorem. Secondly, we
show the asymptotic stability theorem by using an elementary energy method, where the equation for an
energy form plays an essential role. Finally, the classical limit is considered by using the energy method
again.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Quantum Euler–Poisson equations; Stationary wave; Large-time behavior; Singular limit; Asymptotic
stability
* Corresponding author.
E-mail address: masahiro.suzuki@is.titech.ac.jp (M. Suzuki).0022-0396/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2007.10.035
S. Nishibata, M. Suzuki / J. Differential Equations 244 (2008) 836–874 8371. Introduction
The aim of the present paper is to consider the existence and the asymptotic stability of a
stationary solution to the initial boundary value problem for a one-dimensional quantum hydro-
dynamic model of semiconductors. We also study a singular limit of the solution. The quantum
hydrodynamic model of semiconductors is given by the system of equations, which contains a
momentum relaxation term taking collisions with atoms in the semiconductor crystal into ac-
count, and are coupled with the Poisson equation,
ρt + jx = 0, (1.1a)
jt +
(
j2
ρ
+ p(ρ)
)
x
− ε2ρ
(
(
√
ρ )xx√
ρ
)
x
= ρφx − j, (1.1b)
φxx = ρ −D, (1.1c)
where the quantum effect is concentrated on a dispersion term based on the quantum (Bohm)
potential. The unknown functions ρ, j and φ stand for the electron density, the electric current
and the electrostatic potential, respectively. The positive constant ε is called the scaled Planck
constant, which is equivalent to the Planck constant h¯. Since we study the isothermal flow, the
pressure p is a function of the electron density ρ given by
p = p(ρ) = Kρ, (1.2)
where K is the positive constant. A doping profile D ∈ B0(Ω), which determines the electric
property of semiconductor devices, is a function of the spatial variable x ∈ Ω := [0,1] and satis-
fies
inf
x∈Ω
D(x) > 0. (1.3)
The system (1.1) is derived from the Wigner–Boltzmann equation through the moment expansion
under the assumption ε  1 (see [1,4] in details). We study (1.1) over the bounded domain
Ω := (0,1) and obtain the asymptotic behavior of a solution (ρ, j,φ) to (1.1). Moreover, its
singular limit, ε → 0 in (1.1), is also considered. The latter problem is called a classical limit.
The initial and the boundary conditions to the system (1.1) are prescribed as
(ρ, j)(0, x) = (ρ0, j0)(x), (1.4)
ρ(t,0) = ρl > 0, ρ(t,1) = ρr > 0, (1.5)
(
√
ρ )xx(t,0) = (√ρ )xx(t,1) = 0, (1.6)
φ(t,0) = 0, φ(t,1) = φr > 0, (1.7)
where ρl , ρr and φr are given constants. It is also assumed that the initial data (1.4) is compatible
with the boundary data (1.5)–(1.7) in order to establish the existence of a classical solution.
Namely, it is assumed that
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(
√
ρ0 )xx(0) = (√ρ0 )xx(1) = 0. (1.8)
Integrating (1.1c) with the aid of the boundary condition (1.7) yields an explicit formula of the
electrostatic potential
φ(t, x) = Φ[ρ](t, x)
:=
x∫
0
y∫
0
(ρ −D)(t, z) dz dy +
(
φr −
1∫
0
y∫
0
(ρ −D)(t, z) dz dy
)
x. (1.9)
In consideration of the existence of the solution to (1.1), the following properties play essential
roles:
inf
x∈Ω S[ρ, j ] > 0, S[ρ, j ] := p
′(ρ)− j
2
ρ2
, (1.10a)
inf
x∈Ω ρ > 0. (1.10b)
The condition (1.10a) is called a subsonic condition, (1.10b) is a positivity of the density, respec-
tively. In Section 3, we construct the solution (ρ, j,φ) in the region where the conditions (1.10)
hold under the assumption that the initial data satisfies the same assumptions
inf
x∈Ω S[ρ0, j0] > 0, infx∈Ω ρ0(x) > 0. (1.11)
Asymptotic stability of stationary solution. To consider the initial boundary value problem
(1.1) and (1.4)–(1.7), it is convenient to rewrite the problem (1.1) and (1.4)–(1.7) for (ω, j,φ),
where ω := √ρ, as
2ωωt + jx = 0, (1.12a)
jt + 2S
[
ω2, j
]
ωωx + 2 j
ω2
jx − ε2ω2
(
ωxx
ω
)
x
= ω2φx − j, (1.12b)
φxx = ω2 −D (1.12c)
with the initial and the boundary data
(ω, j)(0, x) = (ω0, j0)(x) := (√ρ0, j0)(x), (1.13)
ω(t,0) = ωl := √ρl > 0, ω(t,1) = ωr := √ρr > 0, (1.14)
ωxx(t,0) = ωxx(t,1) = 0, (1.15)
φ(t,0) = 0, φ(t,1) = φr . (1.16)
Apparently, (1.1) is equivalent to (1.12), if the density ρ is positive. Thus once we prove the
existence of a solution to the initial boundary value problem (1.12)–(1.16) for (ω, j,φ) with
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follows.
We will see that the asymptotic behavior of solution (ρ, j,φ) to the problem (1.1) is a station-
ary solution (ρ˜, j˜ , φ˜), which is a solution to (1.1) independent of a time variable t , satisfying the
boundary conditions (1.5)–(1.7). Hence, it verifies a system of equations
j˜x = 0, (1.17a)
S[ρ˜, j˜ ]ρ˜x − ε2ρ˜
(
(
√
ρ˜ )xx√
ρ˜
)
x
= ρ˜φ˜x − j˜ , (1.17b)
φ˜xx = ρ˜ −D (1.17c)
and boundary conditions
ρ˜(0) = ρl > 0, ρ˜(1) = ρr > 0, (1.18)
(
√
ρ˜ )xx(0) = (
√
ρ˜ )xx(1) = 0, (1.19)
φ˜(0) = 0, φ˜(1) = φr > 0. (1.20)
Letting ω˜ :=√ρ˜, we have from (1.17) and (1.18)–(1.20) that (ω˜, j˜ , φ˜) satisfies a system of
equations
2S
[
ω˜2, j˜
]
ω˜ω˜x − ε2ω˜2
(
ω˜xx
ω˜
)
x
= ω˜2φ˜x − j˜ , (1.21a)
φ˜xx = ω˜2 −D (1.21b)
and (1.17a) with boundary conditions
ω˜(0) = ωl > 0, ω˜(1) = ωr > 0, (1.22)
ω˜xx(0) = ω˜xx(1) = 0 (1.23)
and (1.20). Divide (1.21a) by ω˜2 and integrate the resultant equation over (0, x), and then use the
boundary conditions (1.20), (1.22) and (1.23). Moreover, apply the Green formula to Eq. (1.21b)
together with the boundary condition (1.20). These procedures yield that
ε2
ω˜xx
ω˜
= F (ω˜2, j˜)− F(ρl, j˜ )− φ˜ +
x∫
0
j˜
ω˜2
(y) dy, (1.24a)
φ˜ = G[ω˜2] :=
1∫
0
G(x, ξ)
(
ω˜2 −D)(ξ) dξ + φrx, (1.24b)
F(ξ, ζ ) := ζ
2
2 +K log ξ, G(x, ξ) :=
{
x(ξ − 1) for x < ξ,
ξ(x − 1) for x > ξ. (1.24c)2ξ
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φr = F(ρr , j˜ )− F(ρl, j˜ )+ j˜
1∫
0
1
ρ˜
dx. (1.25)
In the proofs of following theorems, especially in the discussions on the existence and the
asymptotic stability of the stationary solution, the strength of the boundary data
δ := |ρr − ρl | + |φr | (1.26)
plays a crucial role. We are now at the position to state one of the main results in the present
paper. The existence of the stationary solution (ρ˜, j˜ , φ˜) is summarized in the next lemma.
Lemma 1.1. Let the doping profile and the boundary data satisfy conditions (1.3), (1.5) and (1.7).
For an arbitrary ρl , there exist positive constants δ1 and ε1 such that if δ  δ1 and ε  ε1, then
the stationary problem (1.17)–(1.20) has a unique solution (ρ˜, j˜ , φ˜) ∈ B4(Ω)×B4(Ω)×B2(Ω)
satisfying the conditions (1.10).
Proof. This lemma follows from Lemmas 2.1 and 2.4. 
The electric current j˜ , in Lemma 1.1, is given by the formula
j˜ = J [ρ˜] := 2Bb
{ 1∫
0
ρ˜−1 dx +
√√√√√
( 1∫
0
ρ˜−1 dx
)2
+ 2Bb
(
ρ−2r − ρ−2l
)}−1
,
Bb := φr −K{logρr − logρl}. (1.27)
In order to construct the solution to the non-stationary problem (1.1) and (1.4)–(1.7), we
employ the function space
Xli
([0, T ]) := [i/2]⋂
k=0
Ck
([0, T ];Hl+i−2k(Ω)) for i, l = 0,1,2, . . . ,
Xi
([0, T ]) :=X0i ([0, T ]) for i = 0,1,2, . . . ,
Y := C2([0, T ];H 2(Ω)),
where [μ] denotes the largest integer which is less than or equal to μ. The stability of the sta-
tionary solution is stated in the next theorem.
Theorem 1.2. Let (ρ˜, j˜ , φ˜) be the stationary solution of (1.17)–(1.20). Suppose that the initial
data (ρ0, j0) ∈ H 4(Ω) × H 3(Ω) and the boundary data ρl , ρr and φr satisfy (1.5), (1.7), (1.8)
and (1.11). Then there exists a positive constant δ2 such that if δ + ε + ‖(ρ0 − ρ˜, j0 − j˜ )‖2 +
‖(ε∂3x {ρ0 − ρ˜}, ε∂3x {j0 − j˜}, ε2∂4x {ρ0 − ρ˜})‖ δ2, the initial boundary value problem (1.1) and
(1.4)–(1.7) has a unique solution (ρ, j,φ) in the space X4([0,∞)) ×X3([0,∞)) ×Y([0,∞)).
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decay estimate
∥∥(ρ − ρ˜, j − j˜ )(t)∥∥2 + ∥∥(ε∂3x {ρ − ρ˜}, ε∂3x {j − j˜}, ε2∂4x {ρ − ρ˜})(t)∥∥+ ∥∥(φ − φ˜)(t)∥∥4
 C
(∥∥(ρ0 − ρ˜, j0 − j˜ )∥∥2 + ∥∥(ε∂3x {ρ0 − ρ˜}, ε∂3x {j0 − j˜}, ε2∂4x {ρ0 − ρ˜})∥∥)e−α1t , (1.28)
where C and α1 are positive constants, independent of t and ε.
Remark 1.3. The similar result as the above theorem has been proved in [8] under the assumption
that the doping profile is flat, that is, |D(x)− ρl |  1. However this assumption is too narrow to
cover actual devices (see [4]). This assumption also makes the problem easy since the stationary
solution becomes flat, i.e. |(ρ˜x, φ˜x)|0  1. In the above theorem, we do not need this assumption.
On the other hand, the assumption ε  1 is admissible from the physical point of view since the
system (1.1) is derived under this assumption.
Classical limit. The second purpose of the present research is to study the singular limit of the
solution (ρ, j,φ) to the initial boundary value problem (1.1) and (1.4)–(1.7) as the parameter
ε tends to zero. To this end, let (ρ0, j0, φ0) be a solution to the hydrodynamic model, which
is obtained by substituting ε = 0 in (1.1). On the other hand, we write solutions to (1.1) and
(1.4)–(1.7) with the suffix ε as (ρε, jε,φε) for clarity without confusion. Then we have the
hydrodynamic model satisfied by (ρ0, j0, φ0)
ρ0t + j0x = 0, (1.29a)
j0t +
(
(j0)2
ρ0
+ p(ρ0))
x
= ρ0φ0x − j0, (1.29b)
φ0xx = ρ0 −D. (1.29c)
The initial and the boundary data to (1.29) are prescribed by (1.4), (1.5) and (1.7). In the re-
search [5], the global solvability and the asymptotic stability of a stationary solution to (1.29)
are proved in the region where the subsonic condition (1.10a) and the positivity of the density
(1.10b) hold (see Lemmas 1.4 and 1.5 below). Since the stationary solution (ρ˜0, j˜0, φ˜0) to (1.29)
is independent of time value t , it satisfies the equations
j˜0x = 0, (1.30a)
S
[
ρ˜0, j˜0
]
ρ˜0x = ρ˜0φ˜0x − j˜0, (1.30b)
φ˜0xx = ρ˜0 −D (1.30c)
with the boundary conditions (1.18) and (1.20). The existence of the stationary solution to the
hydrodynamic model is ensured in the next lemma (see [13]).
Lemma 1.4. Let the doping profile and the boundary data satisfy conditions (1.3), (1.5) and (1.7).
For an arbitrary ρl , there exists a positive constant δ3 such that if δ  δ3, then the stationary
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(1.10) in the space B2(Ω). Moreover the stationary solution satisfies the estimates
0 < c ρ˜0  C,
∣∣j˜0∣∣0  Cδ, ∣∣ρ˜0∣∣2 + ∣∣φ˜0∣∣2  C, (1.31)
where c and C are positive constants independent of ρr and φr .
The stability of the stationary solution (ρ˜0, j˜0, φ˜0) is proved in [5] (also, see [13]).
Lemma 1.5. Let (ρ˜0, j˜0, φ˜0) be the stationary solution of (1.18), (1.20) and (1.30). Suppose
that the boundary data ρl , ρr and φr satisfy (1.5) and (1.7). In addition, assume that the
initial data (ρ0, j0) ∈ H 2(Ω) satisfies the condition (1.10) and the compatibility condition
ρ0(0) = ρl , ρ0(1) = ρr , j0x(0) = j0x(1) = 0. Then there exists a positive constant δ4 such that
if δ + ‖(ρ0 − ρ˜0, j0 − j˜0)‖2  δ4, the initial boundary value problem (1.4), (1.5), (1.7) and
(1.29) has a unique solution (ρ0, j0, φ0)(t, x) ∈X2([0,∞)). Moreover, the solution (ρ0, j0, φ0)
verifies the additional regularity φ − φ˜ ∈X22([0,∞)) and the decay estimate∥∥(ρ0 − ρ˜0, j0 − j˜0)(t)∥∥2 + ∥∥(φ0 − φ˜0)(t)∥∥4  C∥∥(ρ0 − ρ˜0, j0 − j˜0)∥∥2e−α2t , (1.32)
where C and α2 are positive constants independent of t .
In the above lemma, X2 and X22 denote the function spaces defined by
X2
([0, T ]) := 2⋂
k=0
Ck
([0, T ];H 2−k(Ω)), X22([0, T ]) :=
2⋂
k=0
Ck
([0, T ];H 4−k(Ω)),
respectively.
It is naturally expected that the solution to (1.1) approaches that to (1.29) as ε tends to zero. To
begin with proving this expectation, we consider the convergence of the stationary solutions. Pre-
cisely, we show that the stationary solution (ρ˜ε, j˜ ε, φ˜ε) to the problem (1.17)–(1.20) converges
to the stationary solution (ρ˜0, j˜0, φ˜0) to the problem (1.18), (1.20) and (1.30) as ε tends to zero.
Then, we study the convergence of non-stationary solutions, (ρε, jε,φε) and (ρ0, j0, φ0). The
former result is summarized in the next lemma.
Lemma 1.6. Suppose that the same assumptions in Lemmas 1.1 and 1.4 hold. Let (ρ˜0, j˜0, φ˜0)
be the stationary solution to (1.18), (1.20) and (1.30), and (ρ˜ε, j˜ ε, φ˜ε) be the stationary solution
to (1.17)–(1.20). For an arbitrary ρl , there exists a positive constant δ5 such that if δ + ε  δ5,
then the stationary solution (ρ˜ε, j˜ ε, φ˜ε) to (1.17)–(1.20) converges to the stationary solution
(ρ˜0, j˜0, φ˜0) to (1.18), (1.20) and (1.30) as ε tends to zero. Precisely,
∥∥ρ˜ε − ρ˜0∥∥1 + ∣∣j˜ ε − j˜0∣∣+ ∥∥φ˜ε − φ˜0∥∥3  Cε, (1.33)∥∥(∂2x{ρ˜ε − ρ˜0}, ∂4x{φ˜ε − φ˜0}, ε∂3x ρ˜ε, ε2∂4x ρ˜ε)∥∥→ 0 as ε → 0, (1.34)
where the positive constant C is independent of ε.
The classical limit of the non-stationary problem is stated in the following theorem.
S. Nishibata, M. Suzuki / J. Differential Equations 244 (2008) 836–874 843Theorem 1.7. Assume that the same conditions in Theorem 1.2 and Lemma 1.5 hold. Then there
exists a positive constant δ6 such that if
δ + ε + ∥∥(ρ0 − ρ˜0, j0 − j˜0)∥∥2 + ∥∥(ρ0 − ρ˜ε, j0 − j˜ ε)∥∥2
+ ∥∥(ε∂3x{ρ0 − ρ˜ε}, ε∂3x{j0 − j˜ ε}, ε2∂4x{ρ0 − ρ˜ε})∥∥ δ6, (1.35)
then the time global solution (ρε, jε,φε) to (1.1), (1.4)–(1.7) approaches the solution (ρ0, j0, φ0)
to (1.4), (1.5), (1.7) and (1.29) as ε tends to zero. Precisely,
∥∥(ρε − ρ0, j ε − j0)(t)∥∥1 + ∥∥(φε − φ0)(t)∥∥3 √εCeβt for t ∈ [0,∞), (1.36)
sup
t∈[0,∞)
{∥∥(ρε − ρ0, j ε − j0)(t)∥∥1 + ∥∥(φε − φ0)(t)∥∥3}→ 0 as ε → 0, (1.37)
where β and C are positive constants independent of ε and t .
Remark 1.8. The convergence of the stationary solution in Lemma 1.6 ensures that we can take
the initial data (ρ0, j0) verifying the condition (1.35) in Theorem 1.7 if the constant ε is sufficient
small.
Related results. Recently a quantum effect, depending on particle resonant tunneling through
potential barriers and charge density built-up in quantum wells, becomes important for the analy-
sis of the behavior of electron flow in semiconductor devices as they become truly minute. It also
gives a lot of mathematical problems. Here, we state several references on related topics, includ-
ing the non-quantum model.
The non-quantum hydrodynamic model is introduced by Bløtekjær [2]. Degond and Marko-
wich [3] investigated the stationary solution to the one-dimensional non-quantum model with
the Dirichlet boundary condition. They proved the existence of the stationary solution, satisfy-
ing the subsonic condition (1.10a). Li, Markowich and Mei [11] studied the asymptotic stability
of the stationary solution. Both of papers assume that the doping profile is flat. Matsumura and
Murakami [12] proved the asymptotic stability of the stationary solution for the general doping
profile. The recent research by Guo and Strauss in [5] solved an important problem, the asymp-
totic stability of the stationary solution with the Dirichlet boundary condition for the general
doping profile. Also, see [13].
More recently, as we have stated, the quantum model draws a lot of attentions of the re-
searchers in semiconductors. The frontier works in mathematics is given by Jüngel and Li [7,8].
The existence of the stationary solution is shown in [7], where they have shown the facts that:
for a given electric current j˜ , there exists a certain value of the boundary potential φr such that
the stationary solution exists. However, physical experiments are made in order to measure the
quantity of the electric current j˜ for the given potential φr on the boundary. Hence, we reconsider
this problem in the second section to cover the important problem in physics and technology. The
stability of the stationary solution is proved in [8] under the assumption that the doping profile
is flat, that is, |D(x) − ρl |  1. This assumption is too narrow to solve current problems in
technology since typical examples of the doping profile does not satisfy the flatness assumption
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like a deep valley. However, this flatness assumption makes the problem relatively easy since it
makes the stationary solution also flat, i.e. |(ρ˜x, φ˜x)|  1, and thus the derivation of the a priori
estimate easy. Even, without the flatness assumption, we can derive the a priori estimate by using
the smallness of the strength of the boundary data δ and the scaled Planck constant ε, which
are reasonable from the physical point of view. In this computation, we define and utilize the
energy form to handle the large (ρ˜x, φ˜x). Moreover, it is also plays an essential role that certain
combinations of ρ˜x and φ˜x are small.
At last we mention about boundary conditions on the quantum effect. The papers [7,8] adopted
the condition that ρx = 0 on the boundary. On the contrary, we assume the boundary condition
(1.6), which implies the quantum (Bohm) potential vanishes on the boundary. Both of boundary
conditions for the quantum effect are seriously studied in [4,14]. As far as we know, it is still
controversial problem between researches in physics and technology which boundary condition
is suitable for the quantum effect.
Outline of the paper. The remaining part of the present paper is organized as follows. In Sec-
tion 2, we begin detailed discussions with the proof of the existence and the uniqueness of the
stationary solution. The existence is proved in Section 2.1 by the Schauder fixed-point theorem.
The uniqueness follows from the energy method in Section 2.2. In Section 3.1, we obtain the
elliptic estimate and then we establish the unique existence of the time local solution by using an
iteration method by solving the non-linear hyperbolic equations. Here we postpone the discus-
sion on the solvability of the linearized hyperbolic problem until Appendix A. Sections 3.2–3.4
are devoted to showing the asymptotic stability of the stationary solution. First, we introduce the
energy form to obtain the basic estimate. Next, we derive the system of the equations for the
perturbation from the stationary solution. Then an elementary energy method yields the higher
order estimates. Therefore, combining the existence of the time local solution and the a priori
estimate in the H 2-Sobolev space, we complete the proof of the existence of the time global
solution. Finally, by using the uniform estimates previously obtained, we show the exponential
convergence of the solution, for the non-stationary problem, to the corresponding stationary so-
lution in Section 3.5. Section 4 is devoted to arguments of the classical limit. We prove that the
solution for the quantum model converges to that for the non-quantum model. In this theorem, the
convergence of stationary solutions plays important role. Both results are proved by the energy
method.
Notation. For a nonnegative integer l  0, Hl(Ω) denotes the lth order Sobolev space in the L2
sense, equipped with the norm ‖ · ‖l . We note H 0 = L2 and ‖ · ‖ := ‖ · ‖0. Ck([0, T ];Hl(Ω))
denotes the space of the k-times continuously differentiable functions on the interval [0, T ]
with values in Hl(Ω). For a nonnegative integer k  0, Bk(Ω) denotes the space of the func-
tions whose derivatives up to kth order are continuous and bounded over Ω , equipped with the
norm
|f |k :=
k∑
i=0
sup
x∈Ω
∣∣∂ixf (x)∣∣.
Throughout the present paper C and c denote various generic positive constants.
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2.1. Existence
In this subsection, we discuss the existence and the uniqueness of the stationary solution.
Firstly, the existence of the stationary solution is constructed by the Leray–Schauder fixed-point
theorem. Secondly, we obtain the estimates of the stationary solution, which is used in showing
its uniqueness. Finally, its uniqueness is proved by the energy method.
Apparently, (1.17) is equivalent to (1.17a) and (1.24) if density ω˜ is positive. Hence once
it is shown that the stationary problem (1.22) and (1.24) with the current-voltage relationship
(1.25) has a solution (ω˜, j˜ , φ˜) satisfying ω˜ > 0, the existence of the solution to the problem
(1.17), (1.18)–(1.20) immediately follows. In fact, let (ω˜, j˜ , φ˜) be the solution to (1.22) and
(1.24) satisfying (1.25). Substituting x = 0 and x = 1 in (1.24a), we see that (ω˜, j˜ , φ˜) verifies
the boundary condition (1.19). Equation (1.17b) is obtained by differentiating Eq. (1.24a) and
multiplying the resultant equation by ω˜2. Moreover, Eq. (1.21b) and the boundary condition
(1.20) immediately follow from (1.24b).
The following constants are frequently used in the discussion on the properties of the station-
ary solution:
B0 := |D|0 + φr +
√
K + K
2
+K
∣∣∣∣log ρrρl
∣∣∣∣,
BM := max{ωl, ωr} exp
(
B0
2K
)
, Bm := min{ωl, ωr} exp
(−1
2K
{
B2M +B0 +
K
2
})
.
We also use a function A(x) := ωl(1 − x)+ωrx.
Lemma 2.1. Let the doping profile and the boundary data satisfy conditions (1.3), (1.5) and
(1.7). Moreover, suppose that the following inequalities hold:
B−4M + 2Bb
(
ρ−2r − ρ−2l
)
> 0, (2.1a)
S
[
B2m,J
[
B2M
]]
> 0. (2.1b)
Then, the stationary problem (1.22) and (1.24) with the current-voltage relationship (1.25) has
a solution (ρ˜, j˜ , φ˜) ∈ B4(Ω)×B4(Ω)× B2(Ω) satisfying the condition (1.10). Furthermore, it
holds that j˜  0 if and only if Bb  0.
Proof. Note that there exists a positive constant μ such that
(BM +μ)−4 + 2Bb
(
ρ−2r − ρ−2l
)
 0, (2.2)
S
[
(Bm −μ)2,J
[
(BM +μ)2
]]
> 0 (2.3)
owing to the condition (2.1).
Now we define a mapping T : v 
→ V over H 1 by solving a linear problem
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g(vα,β) := vα,β
(
F
(
v2α,β,J
[
v2α,β
])− F (ρl,J [v2α,β])− G[v2α,β]+J [v2α,β]
x∫
0
1
v2α,β
(y) dy
)
,
vα,β := max
{
β,min{α,v}}, α := BM +μ, β := Bm −μ (2.4)
with boundary condition (1.22), where F , J and G are given in (1.24c), (1.27) and (1.24b),
respectively.
Notice that the constant J [v2α,β ] is defined by solving the current-voltage relationship (1.25)
with (v2α,β,J [v2α,β ]) in place of (ω˜2, j˜ ) due to (2.2). Apparently, the mapping T is well de-
fined by the standard theory of the elliptic equations. In fact, g(vα,β) belongs to H 1 owing to
vα,β ∈ H 1. Thus we have the solution T (v) = V ∈ H 3 to the problem (2.4) and (1.22). In addi-
tion, the mapping T is a continuous and compact mapping from H 1 into itself. Next, in order to
apply the Leray–Schauder fixed-point theorem, we show that there exists a positive constant M
such that ‖u‖1 M for an arbitrary u ∈ {f ∈ H 1; f = λT (f ) for λ ∈ [0,1]}. We may assume
λ > 0 as the case λ = 0 is trivial. Here it is sufficient to show that ‖ω˜‖1 M for ω˜ satisfying an
equation and a boundary condition,
ε2ω˜xx = λg(ω˜α,β), (2.5)
ω˜(0) = λωl, ω˜(1) = λωr . (2.6)
Multiplying (2.5) by (ω˜−λA), integrating the resultant equality over the domain Ω and using the
estimate |g(vα,β)| C, where C is a positive constant depending on α, β , ρr , ρl , φr and |D|0,
we have the desired estimate ‖ω˜‖1 M . Hence, we see that the mapping T has a fixed point
ω˜ = T (ω˜) ∈ H 3 by the Leray–Schauder fixed-point theorem (see Theorem 11.3 in [6] for exam-
ple). Namely,
ε2ω˜xx = g(ω˜α,β). (2.7)
It suffices to show ω˜ = ω˜α,β for the completion of the proof. Owing to (2.3), the pair of
(ω˜2α,β,J [ω˜2α,β ]) satisfies the subsonic condition S[(ω˜2α,β,J [ω˜2α,β ])] > 0. For the case ρl  ρr ,
add −Kω˜α,β logρl to Eq. (2.7), and multiply the resultant equality by (log ω˜2α,β − logρl)n+ for
n = 1,2,3, . . . . For the case ρl < ρr , add −Kω˜α,β logρr to (2.7), and multiply by (log ω˜2α,β −
logρr)n+ for n = 1,2,3, . . . . Here we have used the notation: ( · )+ := max{0, ·}. From now on we
treat the case ρl < ρr only since the other case is more easily handled. The above computations
yield
−ε2ω˜xx
(
log
ω˜2α,β
ρr
)n
+
+Kω˜α,β
(
log
ω˜2α,β
ρr
)n+1
+
=
(
φrx −
1∫
GDdξ −
x∫ J [ω˜2α,β ]
ω˜2α,β
dy + J
2[ω˜2α,β ]
2ρ2l
+K log ρl
ρr
)
ω˜α,β
(
log
ω˜2α,β
ρr
)n
+0 0
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(
−
1∫
0
Gω˜2α,β dξ +
J 2[ω˜2α,β ]
2ω˜4α,β
)
ω˜α,β
(
log
ω˜2α,β
ρr
)n
+
 B0ω˜α,β
(
log
ω˜2α,β
ρr
)n
+
. (2.8)
In the derivation of the above inequality, we have used the subsonic condition (1.10a) and |G| 1
for the first term of the right-hand side of the equality, and the fact that G is non-positive for the
second term. (We remark that K|logρl − logρr | in the right-hand side of the inequality (2.8)
vanishes for the case ρl  ρr .) The first term of (2.8) is rewritten as
(1st term) = 2ε2n(ω˜α,βx )
2
ω˜α,β
(
log
ω˜2α,β
ρr
)n−1
+
−
{
ε2ω˜x
(
log
ω˜2α,β
ρr
)n
+
}
x
. (2.9)
By the Young inequality, the last term of (2.8) is estimated as
(last term) n
n+ 1Kω˜α,β
(
log
ω˜2α,β
ρr
)n+1
+
+ |Kω˜α,β |0
(n+ 1)
(
B0
K
)n+1
. (2.10)
Note that the first term on the right-hand side of (2.9) is nonnegative, and the second term
vanishes after the integration due to (log ω˜2α,β − logρr)+(0) = (log ω˜2α,β − logρr)+(1) = 0. Sub-
stituting (2.9) and (2.10) in (2.8) and integrating the result, we have
1∫
0
K
√
ρr
(
log
ω˜2α,β
ρr
)n+1
+
dx  |Kω˜α,β |0
(
B0
K
)n+1
, (2.11)
where we have also used ω˜α,β 
√
ρr . Taking the (n+ 1)th root of (2.11) yields
( 1∫
0
(
log
ω˜2α,β
ρr
)n+1
+
dx
)1/(n+1)

( |ω˜α,β |0√
ρr
)1/(n+1)
B0
K
. (2.12)
Letting n → ∞ in (2.12), we have ω˜2α,β  B2M .
We show the lower bound of ω˜2α,β . Add −Kω˜α,β logρr to Eq. (2.7), and multiply (log ω˜2α,β −
logρr)2n−1− /ω˜α,β for n = 1,2,3, . . . , by the resultant equality for the case ρl  ρr . For the
case ρl < ρr , add −Kω˜α,β logρl to Eq. (2.7), and multiply (log ω˜2α,β − logρl)2n−1− /ω˜α,β for
n = 1,2,3, . . . , by the resultant equality. Here we have used the notation: ( · )− := min{0, ·}. We
treat the former case only since the latter case is easier. The above computations yield that
−ε2 ω˜xx
ω˜α,β
(
log
ω˜2α,β
ρr
)2n−1
−
+K
(
log
ω˜2α,β
ρr
)2n
−
=
(
G[ω˜2α,β ] −
x∫
0
J [ω˜2α,β ]
2ω˜2α,β
dy + J
2[ω˜2α,β ]
2ρ2l
− J
2[ω˜2α,β ]
2ω˜4α,β
+K log ρl
ρr
)(
log
ω˜2α,β
ρr
)2n−1
−
 2n− 1
2n
K
(
log
ω˜2α,β
ρ
)2n
+ K
2n
(
B2M
K
+ B0
K
+ 1
2
)2n
. (2.13)r −
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|G| 1 and the Young inequality. Rewrite the first term in (2.13) as
(1st term) = ε2 (ω˜α,βx )
2
ω˜2α,β
{
2(2n− 1)
(
log
ω˜2α,β
ρr
)2n−2
−
−
(
log
ω˜2α,β
ρr
)2n−1
−
}
−
{
ε2ω˜x
ω˜α,β
(
log
ω˜2α,β
ρr
)2n−1
−
}
x
. (2.14)
The first term in (2.14) is nonnegative. The last term in (2.14) disappears after the integration
since (log ω˜2α,β − logρr)−(0) = (log ω˜2α,β − logρr)−(1) = 0. Substituting (2.14) in (2.13), inte-
grating the result over Ω and then taking 2nth root yield
( 1∫
0
(
log
ω˜2α,β
ρr
)2n
−
dx
)1/2n
 1
K
(
B2M +B0 +
K
2
)
. (2.15)
We have B2m  ω˜2α,β by letting n → ∞ in (2.15).
Consequently, we have shown Bm  ω˜α,β  BM , which means ω˜ = ω˜α,β . Hence
(ω˜,J [ω˜2],G[ω˜2]) is a solution to the problem (1.22) and (1.24) with (1.25). Differentiate
Eq. (1.24a) and use the regularity ω˜ ∈ H 3 to obtain the desired regularity of the stationary
solution. Furthermore, we see from (1.27) that J [ω˜2] 0 holds if and only if Bb  0. 
2.2. Uniqueness
Lemma 2.1 ensures the existence of the stationary solution. In order to show its uniqueness,
we need an additional assumption (see Lemma 2.4). We prove several estimates for the stationary
solution in Lemma 2.2 before discussing its uniqueness. The following inequalities are frequently
used in the proof of Lemma 2.2:
|f |20  ‖f ‖2 + 2‖f ‖‖fx‖ for f ∈ H 1(Ω), (2.16)
‖f ‖2  1
4
‖fx‖2 for f ∈ H 10 (Ω), (2.17)
‖fx‖2  12‖fxx‖
2 for f ∈ {f ∈ H 2(Ω); f (0) = f (1)}. (2.18)
Lemma 2.2. Let (ω˜, j˜ , φ˜) be a stationary solution in B4(Ω) × B4(Ω) × B2(Ω) to the problem
(1.17a), (1.20) and (1.21)–(1.23) satisfying the condition (1.10). Assume the conditions in (2.1)
and the inequality
√
K <
∣∣2BbJ [B2M]−1(ρ−2r − ρ−2l )−1B−2M ∣∣ (2.19)
hold. Then the solution (ω˜, j˜ , φ˜) verifies (1.27) and the followings:
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|φ˜|2 C, (2.21)
‖ω˜‖2  C,
∥∥∂3x ω˜∥∥ Cε−1 +C, ∥∥∂4x ω˜∥∥ Cε−2 +C, (2.22)
where C is a positive constant depending only on ρl , ρr , φr and |D|0 but independent of ε.
Proof. The estimate (2.20) is proved similarly as the derivation of ω˜α,β = ω˜ in Lemma 2.1. The
estimate (2.21) follows from the formula (1.24b) with the aid of the estimate (2.20). By solving
the current-voltage relationship (1.25) with respect to j˜ , we see the solution j˜ is given by (1.27).
The other solution violates the subsonic condition (1.10a) thanks to (2.19), although (1.25) is the
quadratic equation.
It suffices to show (2.22) for the completion of the proof. Multiply (1.21a) by ω˜x/ω˜2 and
integrate the resultant equality over Ω by parts with using the boundary conditions (1.22) and
(1.23) as well as the equality (1.21b) to obtain that
1∫
0
2S
[
ω˜2, j˜
] ω˜2x
ω˜
+ ε2 ω˜
2
xx
ω˜
dx
=
1∫
0
−(ω˜2 −D)(ω˜ −A)+ φ˜xAx dx + j˜
(
1
ω˜r
− 1
ω˜l
)
 C, (2.23)
where C is a positive constant depending only on ρl , ρr , φr and |D|0 but independent of ε.
In deriving the above inequality, we have also used the estimates (2.20) and (2.21). Since the
left-hand side of (2.23) is estimated by 2S[B2m,J [B2M ]]‖ω˜‖2/BM below, we get ‖ω˜x‖ C.
Multiply (1.21a) by (ω˜xx/ω˜)x/ω˜2, integrate the resultant equality over Ω , apply the integra-
tion by parts and then use (1.23) and (1.21b). The result is
1∫
0
ε2
(
ω˜xx
ω˜
)2
x
+ 2S[ω˜2, j˜]( ω˜xx
ω˜
)2
dx
=
1∫
0
−2
(
S
[
ω˜2, j˜
] 1
ω˜
)
x
ω˜xω˜xx
ω˜
dx +
1∫
0
{(
ω˜2 −D)−( j˜
ω˜2
)
x
}
ω˜xx
ω˜
dx. (2.24)
The first term of the right-hand side of (2.24) is estimated by the Hölder and the Schwarz in-
equalities, and (2.16) as
∣∣(1st term)∣∣ C|ω˜x |0‖ω˜x‖‖ω˜xx‖
 C
√
‖ω˜x‖2 + 2‖ω˜x‖‖ω˜xx‖‖ω˜x‖‖ω˜xx‖
 C
(
1 + ‖ω˜xx‖
)+ S[B2m,J [B2M ]]
B2
‖ω˜xx‖2.
M
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‖ω˜xx‖). Note that the left-hand side of (2.24) is estimated by 2S[B2m,J [B2M ]]‖ω˜xx‖2/B2M below.
Substitute these estimates in (2.24) and solve the resultant inequality with respect to ‖ω˜xx‖ to
obtain ‖ω˜xx‖ C. Hence the first inequality in (2.22) is proved.
Then we show the second inequality in (2.22). Substituting these three inequalities in (2.24)
gives the estimate ε2‖(ω˜xx/ω˜)x‖2  C. Note that the following estimate is obtained from the
estimates (2.16) and (2.20): ‖(ω˜xx/ω˜)x‖  ‖ω˜xxx‖/BM − C. Owing to these two inequalities,
we have ‖ω˜xxx‖ C + C/ε, which is the second estimate in (2.22). Furthermore, differentiate
Eq. (1.21a) and multiply the resultant equality by 1/ω˜. The result is
ε2ω˜xxxx = ε2 ω˜
2
xx
ω˜
+ 2
ω˜
(
S
[
ω˜2, j˜
]
ω˜ω˜x
)
x
− 2ω˜xφ˜x − ω˜φ˜xx . (2.25)
Estimating the right-hand side of (2.25) with using (2.16) and (2.20), we have ‖ω˜xxxx‖  C +
C/ε2, which is the third estimate in (2.22). 
Apparently, the next corollary follows from the proof of Lemma 2.2.
Corollary 2.3. Assume the same conditions as in Lemma 2.2. For an arbitrary ρl , there exists
a positive constant δ1 such that if δ + ε  δ1, then the stationary solution satisfies the estimates
(2.21) and (2.22) with a positive constant C depending only on ρl and |D|0 but independent of δ
and ε.
We are at the position to consider the uniqueness of the stationary solution. Let w˜ := log ρ˜ =
log ω˜2 and rewrite (1.17)–(1.20) for (w˜, j˜ , φ˜) as
j˜x = 0, (2.26a)
S
[
ew˜, j˜
]
w˜x − φ˜x − ε
2
2
(
w˜xx + w˜
2
x
2
)
x
= − j˜
ew˜
, (2.26b)
φ˜xx = ew˜ −D, (2.26c)
w˜(0) = logρl, w˜(1) = logρr, (2.27)(
w˜xx + w˜
2
x
2
)
(0) =
(
w˜xx + w˜
2
x
2
)
(1) = 0, (2.28)
φ˜(0) = 0, φ˜(1) = φr > 0. (2.29)
Note that if the uniqueness of the stationary solution to (2.26)–(2.29) with ρ˜ > 0 is proved, the
uniqueness of that to (1.17)–(1.20) immediately follows.
Lemma 2.4. Assume the same conditions in Lemma 2.2. For an arbitrary ρl , there exists a posi-
tive constant δ1 such that if δ + ε  δ1, then the solution (w˜, j˜ , φ˜) in B4(Ω)×B4(Ω)×B2(Ω),
satisfying (1.10), is unique.
Proof. Owing to Lemma 2.2, j˜ is written by the explicit formula (1.27), i.e., j˜ = J [ew˜]. Let
(w˜1, j˜1, φ˜1) and (w˜2, j˜2, φ˜2) be solutions to the stationary problem (2.26)–(2.29). Taking the
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have
|j˜1 − j˜2|Cδ‖w˜1 − w˜2‖, (2.30)
where C is a positive constant independent of δ and ε. Due to (2.26b), the difference w¯ :=
w˜1 − w˜2 satisfies
−ε
2
2
(
w¯xx + w˜
2
1x
2
− w˜
2
2x
2
)
x
+ S[ew˜1 , j˜1]w¯x − (φ1 − φ2)x
=
(
j˜21
e2w˜1
− j˜
2
2
e2w˜2
)
w˜2x −
(
j˜1
ew˜1
− j˜2
ew˜2
)
. (2.31)
Multiply Eq. (2.31) by w¯x , integrate the resultant equality and use the boundary conditions (2.28)
and (2.29) as well as Eq. (2.26c) to obtain that
1∫
0
ε2
2
w¯2xx + S
[
ew˜1, j˜1
]
w¯2x +
(
ew˜1 − ew˜2)w¯ dx
=
1∫
0
{(
j˜1
ew˜1
+ j˜2
ew˜2
)
w˜2x − 1
}(
j˜1
ew˜1
− j˜2
ew˜2
)
w¯x dx
−
1∫
0
ε2
4
(w˜1 + w˜2)xw¯xw¯xx dx. (2.32)
We handle the first term of the right-hand side of (2.32) by using the estimates (2.16), (2.17),
(2.20) and (2.30) as∣∣(1st term)∣∣C(∥∥j˜1(e−w˜1 − e−w˜2)∥∥+ ∥∥e−w˜2(j˜1 − j˜2)∥∥)‖w¯x‖Cδ‖w¯x‖2. (2.33)
The second term of the right-hand side of (2.32) is estimated by the Schwarz and the Hölder
inequalities as
∣∣(2nd term)∣∣ ε2C‖w¯x‖‖w¯xx‖ ε22 ‖w¯xx‖2 +Cε2‖w¯x‖2, (2.34)
where we have used (2.16) and Corollary 2.3. Substituting the equalities (2.33) and (2.34)
in (2.32), we see from letting δ and ε small enough that ‖w¯‖2  0 thanks to the estimates
(ew˜1 − ew˜2)w¯  0 and S[ew˜1, j˜1]  S[B2m,J [B2M ]] > 0. Thus we have shown w˜1 ≡ w˜2. The
equalities j˜1 ≡ j˜2 and φ˜1 ≡ φ˜2 immediately follow from (2.26c), (2.29) and (2.30). The proof is
completed. 
Consequently, Lemma 1.1 holds apparently from Lemmas 2.1 and 2.4 since the smallness of
δ + ε implies that all the assumptions in Lemmas 2.1 and 2.4 hold.
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3.1. An existence of a solution locally in time
In this subsection, we show the unique existence of the solution locally in time to the initial
boundary value problem (1.12)–(1.16) since the problem (1.12)–(1.16) is equivalent to (1.1) and
(1.4)–(1.7) with ρ > 0. In the following discussion, we follow the ideas in the paper [9,10] which
have shown the existence of a time-local solution for the hyperbolic–elliptic coupled systems.
Also, see [13].
Lemma 3.1. Suppose the initial data (ω0, j0) ∈ H 4(Ω) × H 3(Ω) and the boundary data ρl ,
ρr and φr satisfy (1.5), (1.7) and ω0 > 0. Then there exists a constant T1 > 0 such that the
initial boundary value problem (1.12)–(1.16) has a unique solution (ω, j,φ) ∈ X4([0, T1]) ×
X3([0, T1])×Y([0, T1]) satisfying ω > 0.
The next corollary immediately follows from Lemma 3.1. Namely, non-stationary problem
has a unique solution satisfying the condition (1.10).
Corollary 3.2. Suppose the initial data (ρ0, j0) ∈ H 4(Ω) × H 3(Ω) and the boundary data
ρl , ρr and φr satisfy (1.5), (1.7), (1.8) and (1.11). Then there exists a constant T2 > 0 such
that the initial boundary value problem (1.1) and (1.4)–(1.7) has a unique solution (ρ, j,φ) ∈
X4([0, T2])×X3([0, T2])×Y([0, T2]) satisfying the condition (1.10).
We define the successive approximation sequence for solving the problem (1.12)–(1.16). For
this purpose, we consider the linearized system for the unknown (ωˆ, jˆ ):
2ωωˆt + jˆx = 0, (3.1a)
jˆt + 2S
[
ω2, j
]
ωωˆx + 2 j
ω2
jˆx − ε2ω2
(
ωˆxx
ω
)
x
= ω2φx − j (3.1b)
with the initial data (1.13) and the boundary data (1.14) and (1.15), where the function φ is
defined by (1.9), i.e., φ = Φ[ω2]. Let the functions (ω, j) in the coefficients in (3.1) satisfy
(ω, j) ∈X4
([0, T ])×X3([0, T ]), (ω, j)(0, x) = (ω0, j0), (3.2)
ω(t, x)m for (t, x) ∈ [0, T ] ×Ω, (3.3)∥∥ω(t)∥∥4 + ∥∥ωt(t)∥∥2 + ∥∥ωtt (t)∥∥+ ∥∥j (t)∥∥3 + ∥∥jt (t)∥∥1 M for t ∈ [0, T ], (3.4)
where T , m and M are positive numbers. We denote by X(T ;m,M) the set of functions (ω, j)
satisfying (3.2)–(3.4), and we abbreviate X(T ;m,M) by X(·) without confusion. The property
of φ is that
φ ∈Y([0, T ]), ∥∥∂it φ(t)∥∥2 M for i = 0,1,2, t ∈ [0, T ].
Then the next lemma means that for suitably chosen constants T , m and M , the set X(·) is
invariant under the mapping (ω, j) → (ωˆ, jˆ ) defined by solving the problem (3.1) and (1.13)–
(1.15). We discuss the solvability of this linear problem in Appendix A.
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and ρr satisfy (1.5) and ω0 > 0 . In addition, assume the compatibility conditions (1.8) hold. Then
there exist positive constants T , m and M satisfying the following property: If (ω, j) ∈ X(·), then
the problem (1.9), (1.13)–(1.15) and (3.1) admits a unique solution (ωˆ, jˆ ) in the same set X(·).
As this lemma follows from the standard energy method, we omit the details. We can show
Lemma 3.1 by using this lemma.
Proof of Lemma 3.1. Define the successive approximation sequence {(ωn, jn)}∞n=0 by solving
(ω0, j0) = (ω0, j0) and
2ωnωn+1t + jn+1x = 0, (3.5a)
jn+1t + 2S
[(
ωn
)2
, jn
]
ωnωn+1x + 2
jn
(ωn)2
jn+1x − ε2
(
ωn
)2(ωn+1xx
ωn
)
x
= (ωn)2φnx − jn,
(3.5b)
φn = Φ[(ωn)2] (3.5c)
with the initial and the boundary conditions
(
ωn+1, jn+1
)
(0, x) = (ω0, j0)(x), (3.6)
ωn+1(t,0) = ωl, ωn+1(t,1) = ωr, (3.7)
ωn+1xx (t,0) = ωn+1xx (t,1) = 0 (3.8)
for n = 0,1, . . . , where Φ is defined in (1.9). Lemma 3.3 implies the sequence {(ωn, jn)} is well
defined and satisfies (ωn, jn) ∈ X(·). Moreover, the estimate∥∥ωn(t)∥∥4 + ∥∥ωnt (t)∥∥2 + ∥∥ωntt (t)∥∥+ ∥∥jn(t)∥∥3 + ∥∥jnt (t)∥∥1 M
holds for t ∈ [0, T ]. Therefore, applying the standard energy method to the linear system of
the equations for the difference (ωn+1 − ωn, jn+1 − jn), we see that {(ωn, jn)} is the Cauchy
sequence inX2([0, T ])×X1([0, T ]). In these computations, to obtain the estimates for the higher
order derivatives, we estimate the derivatives in time variable t and then rewrite them into those
in spatial variable x by using the linear equations. Consequently, there exists a function (ω, j) ∈
X2([0, T ]) × X1([0, T ]) such that (ωn, jn) → (ω, j) strongly in X2([0, T ]) × X1([0, T ]) as n
tends to infinity. Moreover, it holds (ω, j) ∈ X4([0, T ]) × X3([0, T ]) by the standard argument
(see [15] for example). For the function ω thus obtained, define φ := Φ[ω2] as (1.9). It is easy to
see that (ω, j,φ) is the desired solution to the problem (1.12)–(1.16) with ω > 0. Thus the proof
of Lemma 3.1 is completed. 
3.2. A priori estimate
To show the asymptotic stability of the stationary solution (ω˜, j˜ , φ˜), we introduce a perturba-
tion from the stationary solution (ω˜, j˜ , φ˜):
ψ(t, x) := ω(t, x)− ω˜(x), η(t, x) := j (t, x)− j˜ (x), σ (t, x) := φ(t, x)− φ˜(x).
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(
j
ω2
)
t
+ j
ω2
(
j
ω2
)
x
+K(logω2)
x
− ε2
(
ωxx
ω
)
x
= φx − j
ω2
. (3.9)
Similarly, we obtain from (1.17b) that
j˜
ω˜2
(
j˜
ω˜2
)
x
+K(log ω˜2)
x
− ε2
(
ω˜xx
ω˜
)
x
= φ˜x − j˜
ω˜2
. (3.10)
Subtracting (1.17a) from (1.12a), (3.10) from (3.9), and (1.17c) from (1.12c), respectively, we
derive the equations for the perturbation (ψ,η,σ ) as
2(ψ + ω˜)ψt + ηx = 0, (3.11a)
(
η + j˜
(ψ + ω˜)2
)
t
+ 1
2
{(
η + j˜
(ψ + ω˜)2
)2
−
(
j˜
ω˜2
)2}
x
+K(log(ψ + ω˜)2 − log ω˜2)
x
− ε2
(
(ψ + ω˜)xx
ψ + ω˜ −
ω˜xx
ω˜
)
x
− σx + η + j˜
(ψ + ω˜)2 −
j˜
ω˜2
= 0, (3.11b)
σxx = (ψ + 2ω˜)ψ. (3.11c)
The initial and the boundary conditions to the system (3.11) are derived from (1.13)–(1.16)
and (1.18)–(1.20) as
ψ(x,0) = ψ0(x) := ω0(x)− ω˜(x), η(x,0) = η0(x) := j0(x)− j˜ (x), (3.12)
ψ(t,0) = ψ(t,1) = 0, (3.13)
ψxx(t,0) = ψxx(t,1) = 0, (3.14)
σ(t,0) = σ(t,1) = 0. (3.15)
Since (ω˜, j˜ , φ˜) ∈ X4([0, T ]) × X3([0, T ]) × Y([0, T ]) and σ satisfies (3.11c), the local exis-
tence of the solution (ψ,η,σ ) to the initial boundary value problem (3.11)–(3.15) follows from
Lemma 1.1 and Corollary 3.3.
Corollary 3.4. Suppose that the initial data (ψ0, η0) belongs to H 4(Ω) × H 3(Ω) and ((ω˜ +
ψ0)2, j˜ +η0) satisfy the condition (1.10). Then there exists a constant T3 > 0, such that the initial
boundary value problem (3.11)–(3.15) has a unique local solution (ψ,η,σ ) ∈ X4([0, T3]) ×
X3([0, T3])×X24([0, T3]) with the property that ((ω˜ +ψ)2, j˜ + η) satisfies (1.10).
Owing to Corollary 3.4, it is sufficient to obtain an a priori estimate (3.16) in order to prove
the existence of the solution globally in time. For this purpose, it is convenient to use notations
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0τt
nε(τ ), n
2
ε(τ ) :=
∥∥(ψ,η)(τ )∥∥22 + ∥∥(ε∂3xψ, ε∂3xη, ε2∂4xψ)(τ )∥∥2,
M2(t) :=
t∫
0
∥∥(ψ,η)(τ )∥∥21 + ∥∥σx(τ )∥∥2 dτ.
Proposition 3.5. Let (ψ,η,σ )(t, x) ∈ X4([0, T ]) × X3([0, T ]) × X24([0, T ]) be a solution to
(3.11)–(3.15). Then there exists a positive constant δ0 such that if Nε(T ) + δ + ε  δ0, then the
following estimate holds for t ∈ [0, T ],
n2ε(t)+
∥∥σ(t)∥∥24 +
t∫
0
n2ε(τ )+
∥∥σ(τ)∥∥24 dτ  Cn2ε(0), (3.16)
where C is a positive constant independent of T and ε.
3.3. Basic estimate
In order to show the basic estimate, we employ an energy form E as
E := 1
2ω2
(j − j˜ )2 +Ψ (ω2, ω˜2)+ 1
2
{
(φ − φ˜)x
}2 + ε2(ω − ω˜)2x,
Ψ
(
ω2, ω˜2
) := K
ω2∫
ω˜2
log ξ − log ω˜2 dξ. (3.17)
Notice that E is equivalent to |(ψ,η,σx, εψx)|2 if |(ψ,η,ωx, εψx)| < c. Namely, there exist
positive constants c1 and C1 such that
c1
∣∣(ψ,η,σ, εψx)∣∣2  E C1∣∣(ψ,η,σ, εψx)∣∣2 (3.18)
if |(ψ,η,σ, εψx)| c. Multiply Eq. (3.11b) by η, and apply the integration by parts to obtain the
equation of the energy form E :
Et + 1
ω˜2
η2 = R1x +R2,
R1 := σσxt + ση −K
(
logω2 − log ω˜2)η + ε2(ωxx
ω
− ω˜xx
ω˜
)
η + ε2ψxψt ,
R2 :=
(
η
2ω4
− j
ω4
)
ηηx − 12
{(
j
ω2
)2
−
(
j˜
ω˜2
)2}
x
η + j (ω + ω˜)
ω2ω˜2
ψη + ε
2ω˜xx
ω˜ω
ψηx, (3.19)
where we have also used (3.11a) and (3.11c). By applying the inequality (2.16) on R2 with (1.27),
(2.20) and Corollary 2.3, we obtain the estimate
|R2| C
(
Nε(T )+ δ + ε3/2
)∣∣(ψ,η,ψx, ηx, σx)∣∣2. (3.20)
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Lemma 3.6. Suppose the same assumptions as in Proposition 3.5 hold. Then the following esti-
mates hold for t ∈ [0, T ]:
∥∥∂it σ (t)∥∥22 C∥∥∂it ψ(t)∥∥2 for i = 0,1,2, (3.21)∥∥σxt (t)∥∥2  C(Nε(T )+ δ)∥∥ψ(t)∥∥2 +C∥∥η(t)∥∥2, (3.22)
where C is a positive constant independent of T and ε.
Lemma 3.7. Suppose the same assumptions as in Proposition 3.5 hold. Then there exists a posi-
tive constant δ0 such that if Nε(T )+ δ + ε  δ0, then the following estimate holds for t ∈ [0, T ]:
∥∥(ψ,η,σx, εψx)(t)∥∥2 +
t∫
0
∥∥(ψ,η,σx, εψx)(τ )∥∥2 dτ
 C
∥∥(ψ,η,σx, εψx)(0)∥∥2 +C(Nε(T )+ δ + ε)M2(t), (3.23)
where C is a positive constant independent of T and ε.
Proof. First, integrating (3.19) over [0, t] ×Ω and substituting the estimate (3.20) to handle the
integration of R2, we have
1∫
0
E(t, x) dx +
t∫
0
1∫
0
1
ω˜2
η2 dx dτ =
1∫
0
E(0, x) dx +
t∫
0
1∫
0
R2 dx dτ (3.24a)

1∫
0
E(0, x) dx +C(Nε(T )+ δ + ε3/2)M2(t) (3.24b)
since
∫ 1
0 R1x dx = 0 owing to the boundary conditions (3.13)–(3.15).
Multiply (3.11b) by −σx , integrate the resultant equality over [0, t]×Ω , apply the integration
by parts, and then use Eq. (3.11c) and the boundary conditions (3.13) and (3.14), to obtain that
t∫
0
1∫
0
K
(
log(ψ + ω˜)2 − log ω˜2)(ψ + 2ω˜)ψ + σ 2x − ε2
(
(ψ + ω˜)xx
ψ + ω˜ −
ω˜xx
ω˜
)
(ψ + 2ω˜)ψ dx dτ
=
1∫
0
(
η + j˜
(ψ + ω˜)2 −
j˜
ω˜2
)
σx(t, x)−
(
η + j˜
(ψ + ω˜)2 −
j˜
ω˜2
)
σx(0, x) dx
+
t∫ 1∫ 1
2
{(
η + j˜
(ψ + ω˜)2
)2
−
(
j˜
ω˜2
)2}
x
σx +
(
η + j˜
(ψ + ω˜)2 −
j˜
ω˜2
)
(σx − σxt ) dx dτ (3.25a)0 0
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(∥∥(ψ,η,σx)(0)∥∥2 + ∥∥(ψ,η,σx)(t)∥∥2)
+
t∫
0
C
∥∥η(τ)∥∥2 + 1
2
∥∥σx(τ )∥∥2 dτ +C(Nε(T )+ δ)M2(t). (3.25b)
In deriving the above inequality, we have also used the Schwarz and the Sobolev inequalities as
well as (1.27), (2.20), (3.21) and (3.22). We estimate each term in the left-hand side of (3.25a).
The first term is estimated by c‖ψ(t)‖2 below. Applying the integration by parts with using
(3.13), we rewrite the third term of the left-hand side of (3.25a) as
(3rd term) = −ε2
t∫
0
1∫
0
ψ + 2ω˜
ψ + ω˜ ψxxψ −
ψ + 2ω˜
ω˜(ψ + ω˜) ω˜xxψ
2 dx dτ
= ε2
t∫
0
1∫
0
(
1 + ω˜
ψ + ω˜
)
ψ2x +
(
ω˜
ψ + ω˜
)
x
ψxψ + ψ + 2ω˜
ω˜(ψ + ω˜) ω˜xxψ
2 dx dτ
(3.26a)

t∫
0
cε2
∥∥ψx(τ)∥∥2 dτ −Cε3/2M2(t), (3.26b)
where we have also used the Schwarz inequality with (2.16) and Corollary 2.3. Here c is a posi-
tive constant. Substitute these inequalities in (3.25), multiply the resultant inequality by μ, where
μ is a positive constant to be determined, add the resultant inequality to (3.24), and then take μ
and Nε(T )+ δ + ε sufficiently small. These procedures yield the desired estimate (3.23). 
3.4. Higher order estimates
This subsection is devoted to the derivation of higher order estimates. In the following dis-
cussion, we need justification of formal computations by using the mollifier with respect to time
variable t since the regularity of the solution (ψ,η) constructed in Corollary 3.4 is not sufficient.
However we omit this discussion since it is a standard argument. Hereafter, we use notations
A2i (t) :=
∥∥(ψ,η)(t)∥∥2 + i∑
k=0
∥∥(∂kt ψt , ∂kt ψx, ε∂kt ψxx)(t)∥∥2 for i  0,
A2−1(t) :=
∥∥(ψ,η)(t)∥∥2.
Differentiate (1.12b) with respect to x and divide the resultant equality by ω. Then rewrite the
resultant equality by using Eq. (1.12a). On the other hand, differentiate (1.21a) with respect to
x and divide resultant equality by ω˜. Then take a difference of the resulting two equalities and
differentiate the result with respect to t (see [8] in details). These computations give the equation
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= 2 η + j˜
(ψ + ω˜)3 ∂
i
t ηxx − 2
(η + j˜ )2
(ψ + ω˜)4 ∂
i
t ψxx + ε2
(i + 1)ψxx + 2ω˜xx
ψ + ω˜ ∂
i
t ψxx
+
4∑
l=1
∂it Fl +Gi for i = 0,1,
F1 := −2 η + 2j˜
(ψ + ω˜)4 ω˜xxη + 2j˜ ω˜xx
(ψ + ω˜)4 − ω˜4
(ψ + ω˜)4ω˜4 , F2 :=
(
4K
ω˜
ω˜x − 2φ˜x
)
ψx,
F3 := 2η
2
x
(ψ + ω˜)3 −
8(η + j˜ )(ψ + ω˜)x
ψ + ω˜ ηx + 2K
ψ2x
ω˜
+ 6 (η + j˜ )
2(ψ + 2ω˜)x
(ψ + ω˜)5 ψx −
2ψ2t
ψ + ω˜ ,
F4 : = 6 η + 2j˜
(ψ + ω˜)5 ω˜
2
xη − 2K
(ψ + ω˜)2x
(ψ + ω˜)ω˜ψ −
{
(ψ + ω˜)(ψ + 2ω˜)+ (ω˜2 −D)}ψ
− 6j˜2ω˜2x
(ψ + ω˜)5 − ω˜5
(ψ + ω˜)5ω˜5 − 2(ψ + ω˜)xσx −
ε2ω˜2xx
2ω˜(ψ + ω˜)ψ,
G0 := 0, G1 := 2
(
η + j˜
(ψ + ω˜)3
)
t
ηxx − 2
(
η + j˜
(ψ + ω˜)2
)
t
ψxx − ε2 ψxx + 2ω˜xx
(ψ + ω˜)2 ψtψxx.
(3.27)
The L2-norms of F1–F4 are estimated as
‖F1‖C
(
Nε(T )+ δ
)‖ω˜xx‖(|η|0 + |ψ |0) C(Nε(T )+ δ)(‖η‖1 + ‖ψx‖),
‖F2‖ C
(
ε1/2 + δ)‖ψx‖, ‖F3‖ C(Nε(T )+ δ)∥∥(ηx,ψx,ψt )∥∥,
‖F4‖ C
∥∥(η,ψ)∥∥, (3.28)
where C is a positive constant independent of T and ε. In deriving the estimate of ‖F2‖, we have
used Eq. (1.21a) and the inequality
∣∣∣∣4Kω˜ ω˜x − 2φ˜x
∣∣∣∣=
∣∣∣∣−2j˜2ω˜xω˜5 + 2ε2
(
ω˜xx
ω˜
)
x
− 2j˜
ω˜2
∣∣∣∣C(ε1/2 + δ),
which follows from (1.27), (2.16), (2.20) and Corollary 2.3. The other estimates in (3.28) are
proved by (1.27), (2.16), (2.20), (3.21) and Corollary 2.3. Similarly, we have that
‖F1t‖C
(
Nε(T )+ δ
)(‖ηt‖1 + ‖ψxt‖), ‖F2t‖C(ε1/2 + δ)‖ψxt‖,
‖F3t‖C
(
Nε(T )+ δ
)∥∥(ηx,ψx,ψt , ηxt ,ψxt ,ψtt )∥∥,
‖F4t‖ C‖ψt‖ +C
(
Nε(T )+ δ
)∥∥(ηt ,ψxt )∥∥,
‖G1‖ C
(
Nε(T )+ δ
)∥∥(ηxx,ψxx)∥∥ (3.29)
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where C is a positive constant independent of T and ε. We see that the estimate (3.30) holds by
applying the inequality (2.16) on Eqs. (3.11a) and (3.11b).
Differentiating (3.11a) with respect to x yields
∂it ηxx = −2(ψ + ω˜)∂it ψxt +Hi, (3.31)
H0 := −2(ψ + ω˜)xψt , H1 := −4(ψ + ω˜)xψxt − 2ψtψxt .
The estimates ∥∥∂it ηx(t)∥∥ CAi(t), ∥∥(ηxx, ε∂3xη)(t)∥∥ CA1(t) (3.32)
for i = 0,1 easily follow from Eqs. (3.11a) and (3.31). Moreover, it holds that
M2(t) C
t∫
0
A20(τ ) dτ,
∥∥ω(t)∥∥4  C∥∥ψ(t)∥∥2, (3.33)
owing to (3.11c) and (3.32).
Lemma 3.8. Suppose the same assumptions as in Proposition 3.5 hold. Then the estimate
cA1(t) nε(t) CA1(t) (3.34)
holds, where the positive constants c and C are independent of T and ε.
Proof. Let i = 0 in (3.27) for the moment. Multiply (3.27) by ψxx and apply integration by parts
with using the boundary condition (3.14). The result is
2K‖ψxx‖2 + ε2‖ψxxx‖2 =
1∫
0
(
2ψtt + 2ψt − 2 η + j˜
(ψ + ω˜)3 ηxx + 2
(η + j˜ )2
(ψ + ω˜)4 ψxx
)
ψxx dx
−
1∫
0
(
ε2
ψxx + 2ω˜xx
ψ + ω˜ ψxx +
4∑
l=1
Fl
)
ψxx dx. (3.35)
Applying the Schwarz inequality to the right-hand side of (3.35) together with (1.27), (2.16),
(2.20), (3.28), (3.32) and Corollary 2.3, we have the estimate∥∥(ψxx, ε∂3xψ)(t)∥∥ CA1(t). (3.36)
Solving (3.27) with respect to ε2ψxxxx , taking the L2-norm, and then using the estimates (3.28),
(3.32) and (3.36), we have ε2‖∂4xψ(t)‖  CA1(t). Similarly as above, the estimate ‖ψtt (t)‖ 
860 S. Nishibata, M. Suzuki / J. Differential Equations 244 (2008) 836–874C(‖(η,ψ)(t)‖2 + ε2‖∂4xψ(t)‖) follows. Due to (3.11a) and (3.31), ‖ψt(t)‖l  C(‖η(t)‖l+1 +
‖ψ(t)‖l) for l = 0,1,2 also holds. Subtract (1.21a) from (1.12b) and estimate the L2-norm of
the resultant equality by using (3.28), (3.32), (3.36). Hence, we have
∥∥ηt (t)∥∥CA1(t). (3.37)
Consequently, these estimates mean (3.34). 
We derive the higher order estimates to complete the a priori estimate (3.16).
Lemma 3.9. Suppose the same assumptions as in Proposition 3.5 hold. Then there exists a posi-
tive constant ε0 such that if Nε(T )+ δ + ε  ε0, then the following estimate holds for t ∈ [0, T ]
and i = 0,1:
∥∥(∂it ψt , ∂it ψx, ε∂it ψxx)(t)∥∥2 +
t∫
0
∥∥(∂it ψt , ∂it ψx, ε∂it ψxx)(τ )∥∥2 dτ
 C
(
A2i (0)+
t∫
0
A2i−1(τ ) dτ
)
. (3.38)
Proof. Multiply (3.27) by ∂it ψ , integrate the resultant equality by parts over Ω and use boundary
conditions (ψ, ∂it ψt , ∂it ψxx)(t,0) = (ψ, ∂it ψt , ∂it ψxx)(t,1) = 0. These computations yield that
I
(i)
1 (t)+
t∫
0
1∫
0
2K
(
∂it ψx
)2 + ε2(∂it ψxx)2 dx dτ
= I (i)1 (0)+
t∫
0
J
(i)
1 (τ ) dτ +
t∫
0
1∫
0
2
(
∂it ψt
)2
dx dτ,
I
(i)
1 (t) :=
1∫
0
2∂it ψt∂
i
t ψ +
(
∂it ψ
)2
dx,
J
(i)
1 (t) :=
1∫
0
−2
(
η + j˜
(ψ + ω˜)3 ∂
i
t ψ
)
x
∂it ηx + 2
(
(η + j˜ )2
(ψ + ω˜)4 ∂
i
t ψ
)
x
∂it ψx dx
+
1∫
0
ε2
(i + 1)ψxx + 2ω˜xx
ψ + ω˜ ∂
i
t ψxx∂
i
t ψ +
( 4∑
l=1
∂it Fl
)
∂it ψ +Gi∂it ψ dx. (3.39)
By the Schwarz inequality, we have
∣∣I (i)(t)∣∣ CA2i (t). (3.40)1
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∣∣(3rd term)∣∣
1∫
0
ε2
4
(
∂it ψxx
)2
dx +C(Nε(T )+ ε)A2i (t).
The other terms in J (i)1 (t) are estimated by using (3.28), (3.29), (3.32), (3.36), (3.37) and
|η + j˜ |1  C(Nε(T )+ δ), which follows from (1.27) and (2.16). Hence we have
∣∣J (i)1 (t)∣∣ CA2i−1(t)+
1∫
0
ε2
4
(
∂it ψxx
)2
dx +C(Nε(T )+ δ + ε1/2)A2i (t). (3.41)
Substituting the estimates (3.40) and (3.41) in (3.39) gives
I
(i)
1 (t)+
t∫
0
1∫
0
2K
(
∂it ψx
)2 + 3ε2
4
(
∂it ψxx
)2
dx dτ −
t∫
0
1∫
0
2
(
∂it ηt
)2
dx dτ
C
(
A2i (0)+
t∫
0
A2i−1(τ ) dτ +
(
Nε(T )+ δ + ε1/2
) t∫
0
A2i (τ ) dτ
)
. (3.42)
Next, multiply (3.27) by ∂it ψt and integrate the resultant equality over Ω . This gives
1∫
0
(
2∂it ψtt − 2K∂it ψxx + ε2∂it ψxxxx + 2∂it ψt
)
∂it ψt dx
=
1∫
0
2
η + j˜
(ψ + ω˜)3 ∂
i
t ηxx∂
i
t ψt dx −
1∫
0
2
(η + j˜ )2
(ψ + ω˜)4 ∂
i
t ψxx∂
i
t ψt dx
+
1∫
0
ε2
(i + 1)ψxx + 2ω˜xx
ψ + ω˜ ∂
i
t ψxx∂
i
t ψt dx +
1∫
0
( 4∑
l=1
∂it Fl
)
∂it ψt +Gi∂it ψt dx. (3.43)
By the integration by parts and the boundary condition
(
∂it ψt , ∂
i
t ψxx
)
(t,0) = (∂it ψt , ∂it ψxx)(t,1) = 0,
we rewrite the left-hand side of the equality (3.43) as
(L.H.S.) = d
dt
1∫ (
∂it ψt
)2 +K(∂it ψx)2 + ε22
(
∂it ψxx
)2
dx +
1∫
2
(
∂it ψt
)2
dx. (3.44)0 0
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(3.43) and integrating by parts with aid of ∂it ψt (t,0) = ∂it ψt (t,1) = 0, to obtain
(1st term) =
1∫
0
−2 η + j˜
(ψ + ω˜)3
(−2(ψ + ω˜)∂it ψxt +Hi)∂it ψt dx
= −
1∫
0
2
(
η + j˜
(ψ + ω˜)2
)
x
(
∂it ψt
)2 + 2 η + j˜
(ψ + ω˜)3 Hi∂
i
t ψt dx. (3.45)
Similarly, we have
(2nd term) =
1∫
0
2
(η + j˜ )2
(ψ + ω˜)4 ∂
i
t ψx∂
i
t ψxt + 2
(
(η + j˜ )2
(ψ + ω˜)4
)
x
∂it ψx∂
i
t ψt dx
= d
dt
1∫
0
(η + j˜ )2
(ψ + ω˜)4
(
∂it ψx
)2
dx −
1∫
0
(
(η + j˜ )2
(ψ + ω˜)4
)
t
(
∂it ψx
)2
dx
+
1∫
0
2
(
(η + j˜ )2
(ψ + ω˜)4
)
x
∂it ψx∂
i
t ψt dx. (3.46)
Substituting the equalities (3.44)–(3.46) in (3.43) and integrating the result over (0, t) yield that
I
(i)
2 (t)+
t∫
0
1∫
0
2
(
∂it ψt
)2
dx dτ = I (i)2 (0)+
t∫
0
J
(i)
2 (τ ) dτ,
I
(i)
2 (t) :=
1∫
0
(
∂it ψt
)2 +K(∂it ψx)2 + ε22
(
∂it ψxx
)2 − (η + j˜ )2
(ψ + ω˜)4
(
∂it ψx
)2
dx,
J
(i)
2 (t) := −
1∫
0
2
(
η + j˜
(ψ + ω˜)2
)
x
(
∂it ψt
)2 + 2 η + j˜
(ψ + ω˜)3 Hi∂
i
t ψt +
(
(η + j˜ )2
(ψ + ω˜)4
)
t
(
∂it ψx
)2
dx
+
1∫
0
2
(
(η + j˜ )2
(ψ + ω˜)4
)
x
∂it ψx∂
i
t ψt + ε2
(i + 1)ψxx + 2ω˜xx
ψ + ω˜ ∂
i
t ψxx∂
i
t ψt dx
+
1∫ ( 4∑
l=1
∂it Fl
)
∂it ψt +Gi∂it ψt dx. (3.47)0
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as
∣∣∣∣∣
1∫
0
− (η + j˜ )
2
(ψ + ω˜)4
(
∂it ψx
)2
dx
∣∣∣∣∣C(Nε(T )+ δ)∥∥∂it ψx(t)∥∥2. (3.48)
Moreover, we have
∣∣∣∣∣
1∫
0
∂it F4∂
i
t ψt dx
∣∣∣∣∣ CνA2i−1(t)+C(ν +Nε(T )+ δ)Ai(t)2, (3.49)
where the constant ν is positive and Cν is a positive constant depending only on ν. The other
terms in I (i)2 (t) and J
(i)
2 (t) are estimated similarly as the estimation of I
(i)
1 (t) and J
(i)
1 (t):
∣∣I (i)2 (t)∣∣ CA2i (t), (3.50)
∣∣J (i)2 (t)∣∣ CνA2i−1(t)+
1∫
0
ε2
4
(
∂it ψxx
)2
dx +C(Nε(T )+ δ + ε1/2 + ν)A2i (t), (3.51)
where we have also used the estimate (3.30). Finally substituting (3.48)–(3.51) in (3.47) gives
the inequality
1∫
0
(
∂it ψt
)2 +K(∂it ψx)2 + ε22
(
∂it ψxx
)2
dx +
t∫
0
1∫
0
2
(
∂it ψt
)2
dx dτ
 CA2i (0)+Cν
t∫
0
A2i−1(τ ) dτ +C
(
Nε(T )+ δ
)∥∥∂it ψx(t)∥∥2 +
t∫
0
1∫
0
ε2
4
(
∂it ψxx
)2
dx dτ
+C(Nε(T )+ δ + ε1/2 + ν)
t∫
0
A2i (τ ) dτ. (3.52)
Multiply (3.52) by 2, add the resulting inequality to (3.42) and then let both Nε(T ) + δ + ε1/2
and ν be sufficiently small. This computation gives the desired estimate (3.38). 
Proof of Proposition 3.5. Combining (3.23) with (3.38) and making Nε(T )+ δ + ε sufficiently
small, we have the desired estimate (3.16). In this computation, we have also used the estimates
(3.34) and (3.33). 
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Because the existence of the time global solution to the problem (1.1) and (1.4)–(1.7) is shown
by the continuation argument on Corollary 3.4 and Proposition 3.5, it suffices to show the decay
estimate (1.28) in order to complete the proof of Theorem 1.2.
Proof of Theorem 1.2. Substitute (3.26a) in (3.25a) and multiply the resultant equality by β ,
where β is a positive constant to be determined. Moreover, multiply (3.39) with i = 0 by β2,
(3.47) with i = 0 by 2β2, (3.39) with i = 1 by β3, (3.47) with i = 1 by 2β3. Summing up (3.24a)
and these results, we have
Eˆ(t)+
t∫
0
Fˆ (τ ) dτ = Eˆ(0) for t ∈ [0,∞),
Eˆ(t) :=
1∫
0
E − β
(
η + j˜
(ψ + ω˜)2 −
j˜
ω˜2
)
σx dx +
1∑
i=0
βi+2
(
I
(i)
1 + 2I (i)2
)
(t),
Fˆ (t) :=
1∫
0
η2
ω˜2
+ β
{
K
(
log(ψ + ω˜)2 − log ω˜2)(ψ + 2ω˜)ψ + σ 2x + ε2
(
1 + ω˜
ψ + ω˜
)
ψ2x
}
dx
+
1∑
i=0
βi+2
1∫
0
2
(
∂it ψt
)2 + 2K(∂it ψx)2 + ε2(∂it ψxx)2 dx −
1∫
0
R2 dx
− β
1∫
0
1
2
{(
η + j˜
(ψ + ω˜)2
)2
−
(
j˜
ω˜2
)2}
x
σx +
(
η + j˜
(ψ + ω˜)2 −
j˜
ω˜2
)
(σx − σxt ) dx
+ β
1∫
0
ε2
{(
ω˜
ψ + ω˜
)
x
ψxψ dx + ψ + 2ω˜
ω˜(ψ + ω˜) ω˜xxψ
2
}
dx −
1∑
i=0
βi+2
(
J
(i)
1 + 2J (i)2
)
(t).
(3.53)
Take β and Nε(T ) + δ + ε sufficiently small in this order so that 0 < Nε(T ) + δ + ε  β3 
β2  β  1. Then we see that both quantities Eˆ(t) and Fˆ (t) are equivalent to A21(t). Hence
Eˆ(t) and Fˆ (t) are also equivalent to n2ε(t) due to (3.34). In fact, we can confirm this assertion
by applying the Schwarz inequality and the inequality (2.16) as well as the estimates (3.20),
(3.28)–(3.30) and (3.32)–(3.37).
Since Eˆ(t) and Fˆ (t) are equivalent, there exists a certain positive constant α such that
αEˆ(t)  Fˆ (t). Differentiating (3.53) and substituting this inequality in the resultant equality
yield the ordinary differential inequality
d
Eˆ(t)+ αEˆ(t) 0 for t ∈ [0,∞). (3.54)dt
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n2ε(t) Cn2ε(0)e−αt , (3.55)
where C is positive constant independent of t and ε. The decay estimate (1.28) follows from the
inequality (3.55) and the elliptic estimate (3.33). 
4. The classical limit
In this section, we discuss the classical limit from the quantum hydrodynamic model to the
hydrodynamic model. Here and hereafter (ρε, jε,φε) denotes the solution to (1.1) and (1.4)–
(1.7); (ρ˜ε, j˜ ε, φ˜ε) denotes that to (1.17)–(1.20); (ρ0, j0, φ0) denotes that to (1.4), (1.5), (1.7)
and (1.29); (ρ˜0, j˜0, φ˜0) denotes that to (1.20), (1.18) and (1.30); (w˜ε, j˜ ε, φε) denotes that to
(2.26)–(2.29).
Firstly, we study the classical limit for the stationary solution. Letting w˜0 := logρ0, we see
that the solution (ω˜0, j˜0, φ˜0) satisfies
S
[
ew˜
0
, j˜0
]
w˜0x − φ0x = −j˜0e−w˜
0
, (4.1a)
φ˜0xx = ew˜
0 −D. (4.1b)
We introduce new functions as
W˜ ε := w˜ε − w˜0, J˜ ε := j˜ ε − j˜0.
Proof of Lemma 1.6. First we show (1.33) by using Eqs. (2.26b) and (4.1a). Note that if δ is
small enough, j˜0 is written as j˜0 := J [ew˜0] by the same method as the derivation of the formula
(1.27). Hence the following estimate follows from the straight computation with the formula
(1.27), the estimates (1.31) and (2.20):∣∣J˜ ε∣∣ C|Bb|∥∥W˜ ε∥∥Cδ∥∥W˜ ε∥∥. (4.2)
Subtract (2.26b) from (4.1a), multiply the result by W˜ εx and integrate the resultant equality over
the domain Ω . Then integrate by parts and use W˜ ε(0) = W˜ ε(1) = 0, (w˜εxx + (w˜εx)2/2)(0) =
(w˜εxx + (w˜εx)2/2)(1) = 0, (2.26c) and (4.1b). The result is
1∫
0
S
[
ew˜, j˜
](
W˜ εx
)2 + (ew˜ε − ew˜0)W˜ ε dx
=
1∫
0
{(
j˜ ε
ew˜
ε +
j˜0
ew˜
0
)
w˜εx − 1
}(
j˜ ε
ew˜
ε −
j˜0
ew˜
0
)
W˜ εx +
ε2
2
(
w˜εxx +
(w˜εx)
2
2
)
W˜ εxx dx. (4.3)
The right-hand side of (4.3) is estimated by Cδ‖W˜ εx ‖2 + Cε2 owing to the Hölder and the
Poincaré inequalities, (1.31), (4.2) and Corollary 2.3. Notice that the second term on the left-
hand side of the equality is positive. Since K − (j˜0e−w˜0)2 −Cδ > 0 holds if δ is sufficient small,
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timate gives ‖(ρ˜ε − ρ˜0)‖1  Cε. The other estimates of (1.33) are obtained by the estimate (4.2)
and Eqs. (2.26c) and (4.1b).
Next we show (1.34). For this purpose, we show that ‖W˜ εxx‖ converges to 0 as ε tends to 0,
which gives the convergence of ‖(∂2x {ρ˜ε − ρ˜0}, ∂4x {φ˜ε − φ˜0})‖. We have from the boundedness
of ‖w˜ε‖2 and the convergence (1.33) that
w˜εxx ⇀ w˜
0
xx in L2 weakly as ε → 0. (4.4)
Differentiate Eq. (2.26b) and multiply the resultant equality by w˜εxx + (w˜εx)2/2. Then integrating
the resultant equality over the domain Ω by parts yields
1∫
0
S
[
ew˜
ε
, j˜ ε
](
w˜εxx
)2 + ε2
2
{(
w˜εxx +
(w˜εx)
2
2
)
x
}2
dx = Q[w˜ε, j˜ ε, φ˜ε],
Q
[
w˜ε, j˜ ε, φ˜ε
] := −
1∫
0
S
[
ew˜
ε
, j˜ ε
] (w˜εx)2
2
w˜εxx
+
{
S
[
ew˜
ε
, j˜ ε
]
x
w˜εx − φ˜εxx +
(
j˜ ε
ew˜
ε
)
x
}(
w˜εxx +
(w˜εx)
2
2
)
dx. (4.5)
Owing to (1.33), (4.4), Corollary 2.3 and the estimate ‖W˜ ε‖1  Cε, the quantity Q[w˜ε, j˜ ε, φ˜ε]
converges to
Q
[
w˜0, j˜0, φ˜0
]=
1∫
0
S
[
ew˜
0
, j˜0
](
w˜0xx
)2
dx (4.6)
as ε tends to 0. The equality (4.6) is shown by differentiating Eq. (4.1a) and multiplying the
resultant equality by w˜0xx + (w˜0x)2/2. On the other hand, it holds that
lim sup
ε→0
1∫
0
S
[
ew˜
ε
, j˜ ε
](
w˜εxx
)2
dx = lim sup
ε→0
1∫
0
S
[
ew˜
0
, j˜0
](
w˜εxx
)2
dx, (4.7)
due to (1.33), Corollary 2.3 and ‖W˜ ε‖1  Cε. Consequently, (4.5)–(4.7) yield the inequality
lim sup
ε→0
1∫
0
S
[
ew˜
0
, j˜0
](
w˜εxx
)2
dx 
1∫
0
S
[
ew˜
0
, j˜0
](
w˜0xx
)2
dx. (4.8)
Since S[ew˜0, j˜0] > c > 0, we see from (4.4) and (4.8) that ‖W˜ εxx‖ converges to 0.
We prove the convergence ‖(ε∂3x w˜ε, ε2∂4x w˜ε)‖ → 0, which immediately gives the conver-
gence ‖(ε∂3x ρ˜ε, ε2∂4x ρ˜ε)‖ → 0 due to (2.20) and Corollary 2.3. By letting ε → 0 in (4.5), we see
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ε → 0. Differentiating (2.26b) and taking the L2-norm of the result, we obtain
ε2
2
∥∥∥∥
(
w˜εxx +
(w˜εx)
2
2
)
xx
∥∥∥∥= nˆ1[ω˜ε, j˜ ε, φ˜ε]
:= ∥∥(S[ew˜ε , j˜ ε]w˜εx)x − φ˜εxx + (j˜ εe−w˜ε)x∥∥. (4.9)
Note that ε2‖{(w˜εx)2}xx‖ converges to 0 as ε tends to 0, owing to Corollary 2.3. Moreover,
nˆ1[ω˜ε, j˜ ε, φ˜ε] converges to nˆ1[ω˜0, j˜0, φ˜0] as ε tends to 0. On the other hand, the equality
nˆ1[ω˜0, j˜0, φ˜0] = 0 follows from the differentiation of (4.1a) in terms of x. Consequently, we
see that ε2‖∂4x w˜ε‖ → 0 as ε → 0. 
In order to study the classical limit for the non-stationary problem, we introduce new functions
as
Rε := ρε − ρ0, J ε := jε − j0, Φε := φε − φ0.
Subtracting (1.1) from (1.29), we have the system of the equations
Rεt + J εx = 0, (4.10a)
J εt +KRεx −
{(
jε
ρε
)2
ρεx −
(
j0
ρ0
)2
ρ0x
}
+
(
2jε
ρε
jεx −
2j0
ρ0
j0x
)
− (Rεφεx + ρ0Φεx)+ J ε = ε2ρε
(
(
√
ρε )xx√
ρε
)
x
, (4.10b)
Φεxx = Rε. (4.10c)
The boundary condition is derived from (1.5) and (1.7) as
Rε(t,0) = Rε(t,1) = Rεt (t,0) = Rεt (t,1) = Φε(t,0) = Φε(t,1) = 0. (4.11)
Differentiating Eq. (4.10b) with respect to x and using Eq. (4.10a), we obtain the equation
Rεtt −KRεxx +
{(
jε
ρε
)2
ρεx −
(
j0
ρ0
)2
ρ0x
}
x
−
(
2jε
ρε
jεx −
2j0
ρ0
j0x
)
x
+ (Rεφεx + ρ0Φεx)x +Rεt = −ε2
{
ρε
(
(
√
ρε )xx√
ρε
)
x
}
x
. (4.12)
The following estimates had been obtained in [13]:
∥∥(ρ0, j0, φ0)(t)∥∥2 + ∥∥(ρ0t , j0t )(t)∥∥1  C, (4.13a)
ρ0, S
[
ρ0, j0
]
> c > 0, (4.13b)
where C and c are positive constants independent of t .
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domain Ω . Then apply the integration by parts and use the boundary condition (1.6) to obtain
that
d
dt
1∫
0
1
2
(
J ε
)2
dx +
1∫
0
(
J ε
)2
dx
=
1∫
0
−KRεxJ ε +
{(
jε
ρε
)2
ρεx −
(
j0
ρ0
)2
ρ0x
}
J ε dx
+
1∫
0
−
(
2jε
ρε
jεx −
2j0
ρ0
j0x
)
J ε + (Rεφεx + ρ0Φεx)J ε − ε2 (
√
ρε )xx√
ρε
(
ρεJ ε
)
x
dx
 C
∥∥(Rε,Rεx, J ε, J εx )(t)∥∥2 +Cε2. (4.14)
In deriving the inequality (4.14), we have estimated the last term on the right-hand side of this
equality as
∣∣∣∣∣ε2
1∫
0
(
√
ρε )xx√
ρε
(
ρεJ ε
)
x
dx
∣∣∣∣∣ ε2
∣∣∣∣ 1√ρε
∣∣∣∣
0
∥∥(√ρε )
xx
∥∥{∣∣ρεx∣∣0∥∥J ε∥∥+ ∣∣ρε∣∣0∥∥J εx ∥∥}
 Cε2, (4.15)
and the other terms by the Schwarz inequality with (1.27), (2.20), (3.16), (4.13), Corollary 2.3
and ‖Φεx(t)‖1  C‖Rε(t)‖.
Multiply Eq. (4.12) by Rεt and integrate the resultant equality over Ω . Then the integration by
parts and the boundary condition (1.6) yield that
d
dt
1∫
0
1
2
(
Rεt
)2 + 1
2
S
[
ρ0, j0
](
Rεx
)2
dx +
1∫
0
(
Rεt
)2
dx = Q3(t),
Q3(t) := −
1∫
0
1
2
{(
j0
ρ0
)2}
t
(
Rεx
)2 −({( j0
ρ0
)2
−
(
jε
ρε
)2}
ρεx
)
x
Rεt −
(
j0
ρ0
)
x
(
Rεt
)2
dx
+
1∫
0
{(
2jε
ρε
− 2j
0
ρ0
)
jεx
}
x
Rεt −
(
Rεφεx + ρ0Φεx
)
x
Rεt + ε2ρε
(
(
√
ρε )xx√
ρε
)
x
Rεxt dx.
(4.16)
The last term in Q3(t) is estimated by using (3.16), (3.34), (4.13) and Corollary 2.3 as
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1∫
0
{√
ρε
(√
ρε
)
xxx
− (√ρε )
xx
(√
ρε
)
x
}
Rεxt dx
 ε2C
(∥∥(√ρε )
xxx
(t)
∥∥+ ∥∥(√ρε )
xx
(t)
∥∥)∥∥Rεxt (t)∥∥ Cε. (4.17)
Substituting (4.17) in (4.16), and then applying the Sobolev and the Schwarz inequalities to the
other terms in Q3(t) with using (3.16), (4.13), Corollary 2.3 and ‖Φε(t)‖2  C‖Rε(t)‖, we have
d
dt
1∫
0
1
2
(
Rεt
)2 + 1
2
S
[
ρ0, j0
](
Rεx
)2
dx +
1∫
0
(
Rεt
)2
dx  C
∥∥(Rεt ,Rεx,Rε, J εx , J ε)(t)∥∥2 +Cε.
(4.18)
Note that Rεt (0, x) = J εx (0, x) = 0 and ‖Rεt (t)‖ = ‖J εx (t)‖ hold from (4.10a), and ‖Rε(t)‖ 
C‖Rεx(t)‖ holds from (2.17). Hence, by adding (4.14) to (4.18) and applying the Gronwall in-
equality to the resultant inequality, we get the desired estimate (1.36).
Finally we show the estimate (1.37). Let γ ∈ (0,1/2) be fixed, and T1 := (log 1/εγ )/β . For
t  T1, the estimate (1.36) yields that∥∥(Rε,J ε)(t)∥∥1 √εCeβT1 Cε(1/2)−γ . (4.19)
For T1  t , using the estimates (1.28), (1.32) and (1.33), we obtain
∥∥(Rε,J ε)(t)∥∥1  C∥∥(ρε − ρ˜ε, j ε − j˜ ε, ρ0 − ρ˜0, j0 − j˜0, ρ˜ε − ρ˜0, j˜ ε − j˜0)(t)∥∥1
 C
(
e−α1T1 + e−α2T1 + ε)C(εα1γ /β + εα2γ /β + ε). (4.20)
Owing to (4.19) and (4.20), sup‖(Rε, J ε)(t)‖1 converges to 0 as ε tends to 0. The other assertion
in Theorem 1.7 follows from the estimate ‖Φε(t)‖3  C‖Rε(t)‖1. 
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Appendix A
This section is devoted to the discussion on the solvability of the linearized problem (1.9),
(1.13)–(1.15) and (3.1). To this end, we study the general scalar equation
utt +L1ut + b1ut + b2ux + b3uxx +L2u = f, (A.1a)
L1 := b∂x, b ∈ B1
([0,1] × [0, T ]), L2 := a∂4x , a > 0, (A.1b)
b1, b2, b3 ∈ B0
([0,1] × [0, T ])∩C1([0, T ] : L2), f ∈ C1([0, T ] : L2) (A.1c)
with initial and boundary data
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.u(0, x) = u1(x) ∈H, ut (0, x) = u2(x) ∈ H 10 ∩H 2, (A.2)
u(t,0) = u(t,1) = 0, uxx(t,0) = uxx(t,1) = 0, (A.3)
where H := {g ∈ H 10 ∩H 4; gxx(0) = gxx(1) = 0}.
Lemma A.1. The initial boundary value problem (A.1)–(A.3) has a unique solution u ∈X4([0, T ])
We construct a solution to the linearized problem (1.9), (1.13)–(1.15) and (3.1) by applying
Lemma A.1, which is proved by the Galerkin method later (see [16] and [17]). Differentiating
(3.1b) with respect to x, dividing the resultant equality by 2ω, using Eq. (3.1a), and then letting
U := ωˆ, we have a scalar equation
Utt + b¯∂xUt + b¯1Ut + b¯2Ux + b¯3Uxx + a¯∂4xU = f¯ ,
a¯ := ε
2
2
, b¯ := 2j
ω2
, b¯1 := 1
ω
{(
2j
ω
)
x
+ωt
}
, b¯2 := − 1
ω
(
S
[
ω2, j
]
ω
)
x
,
b¯3 := −S
[
ω2, j
]− ε2
2
ωxx
ω
, f¯ := −(ω2φx − j)x 12ω (A.4)
with the initial and the boundary conditions
U(0, x) = ω0, Ut (0, x) = −j0x2ω0 , (A.5)
U(t,0) = ωl, U(t,1) = ωr, Uxx(t,0) = Uxx(t,1) = 0. (A.6)
Here the initial data (A.5) follows from (3.1a). Note that if (ωˆ, jˆ ) ∈ X4([0, T ]) × X3([0, T ])
is a solution to the problem (1.9), (1.13)–(1.15) and (3.1), then U = ωˆ ∈ X4([0, T ]) satisfies
(A.4)–(A.6).
Lemma A.1 ensures the existence of solution U to (A.4)–(A.6) as follows. Define U := U−A,
where A(x) = ωl(1 − x)+ωrx, to obtain from (A.4)–(A.6) that
Utt + b¯∂xUt + b¯1Ut + b¯2Ux + b¯3Uxx + a¯∂4xU = f¯ +
1
ω
(
S
[
ω2, j
]
ω
)
x
Ax, (A.7)
U(0, x) = ω0 −A, Ut(0, x) = −j0x2ω0 , (A.8)
U(t,0) = U(t,1) = 0, Uxx(t,0) = Uxx(t,0) = 0. (A.9)
Notice that the coefficients and the left-hand side of (A.7) satisfy the conditions (A.1b) and
(A.1c), since (ω, j) belongs to X4([0, T ]) × X3([0, T ]). In addition, the initial data (A.8) also
verifies the condition (A.2) owing to the compatibility conditions (1.8). Hence we have a unique
solution to the problem (A.4)–(A.6) due to Lemma A.1.
We proceed to construct the solution (ωˆ, jˆ ) to the initial boundary value problem (1.9), (1.13)–
(1.15) and (3.1) from U thus constructed. Define (ωˆ, jˆ ) by
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jˆ (t, x) :=
x∫
0
−2ωUt(t, x) dx + jˆ (t,0), (A.10b)
jˆ (t,0) :=
t∫
0
{
4j
ω
Ut − 2S
[
ω2, j
]
ωUx + ε2ω2
(
Uxx
ω
)
x
+ φxω2 − j
}
(t,0) dt + j0(0).
It suffices to show that (ωˆ, jˆ ) ∈ X4([0, T ]) × X3([0, T ]) is a desired solution to the linearized
problem (1.9), (1.13)–(1.15) and (3.1). Apparently, the equality jˆx = −2ωωˆt holds from (A.10b).
In addition, differentiating (A.10b) with respect to t and using (A.4), we have the equality
jˆt (t, x) =
x∫
0
{
4j
ω
Ut − 2S
[
ω2, j
]
ωUx + ε2ω2
(
Uxx
ω
)
x
+ω2φx − j
}
x
(t, x) dx
+
{
4j
ω
Ut − 2S
[
ω2, j
]
ωUx + ε2ω2
(
Uxx
ω
)
x
+ω2φx − j
}
(t,0)
=
{
− 2j
ω2
jˆx − 2S
[
ω2, j
]
ωωˆx + ε2ω2
(
ωˆxx
ω
)
x
+ω2φx − j
}
(t, x),
where we have also used 2ωUt = −jˆx and U = ωˆ. Thus, (ωˆ, jˆ ) satisfies Eq. (3.1). Next, we
confirm that (ωˆ, jˆ ) satisfies initial condition (1.4). Actually, the equalities ωˆ(0, x) = U(0, x) =
ω0(x) and jˆ (0, x) =
∫ x
0 j0x dx + j0(0) = j0(x) hold from (A.10b) and (A.5). Moreover, the
boundary conditions (1.14) and (1.15) immediately follow from (A.6). Consequently, (ωˆ, jˆ ) is
the solution to the linearized problem (1.9), (1.13)–(1.15) and (3.1).
Proof of Lemma A.1. First, we consider the problem (A.1)–(A.3) for the initial data u(0, x) =
ut (0, x) = 0. Define the sequence {vl(x) :=
√
2 sin lπx}∞l=1, which is a complete orthonormal
system in L2, and make an approximate sequence {un(t, x) :=∑nl=1 anl (t)vl(x)}∞n=1 by solving
an ordinary differential equation for anl (t):
(
untt , vl
)+ (L1unt , vl)+ (b1unt , vl)+ (b2unx + b3unxx, vl)+ (L2un, vl)= (f, vl), (A.11)
anl (0) = anlt (0) = 0 (A.12)
for l = 1,2, . . . , n, where (·,·) denotes a standard L2-inner product. This ordinary differential
equation has a unique solution anl ∈ B3([0, T ]) owing to the standard theory of the ordinary
differential equations. Thus we see that un belongs to the function space C3([0, T ];H). Multiply
(A.11) by anlt and sum up the resultant equalities for l = 1,2, . . . , n to obtain that
(
untt , u
n
t
)+ (bunxt , unt )+ (b1unt , unt )+ (b2unx + b3unxx, unt )+ a(unxxxx, unt )= (f,unt ). (A.13)
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vlxx(1) = 0 as well as (2.17), (2.18) and the Schwarz inequality, yields that
d
dt
(∥∥unt (t)∥∥2 + ∥∥unxx(t)∥∥2)C∥∥(unt , unxx, f )(t)∥∥2. (A.14)
Differentiating Eq. (A.11) with respect to t , multiplying (A.11) by anltt and summing up the
resultant equalities for l = 1,2, . . . , n, we have
(
unttt , u
n
tt
)+ (bunxtt , untt)+ (b1untt + b2unxt + b3unxxt , untt)+ a(unxxxxt , untt)
+ (btunxt , untt)+ (b1t unt + b2t unx + b3t unxx, untt)= (ft , untt). (A.15)
Then the same argument as the derivation of (A.14) yields
d
dt
(∥∥untt (t)∥∥2 + ∥∥unxxt (t)∥∥2) C∥∥(untt , unxx, unxxt , unxxxx, ft)(t)∥∥2 (A.16)
owing to (2.16). Multiply (A.11) by (lπ)4anl for l = 1, . . . , n, corresponding to anl ∂4x , sum up the
resultants for l = 1, . . . , n and then apply the Schwarz inequality to the resultant equality. The
result is ∥∥unxxxx(t)∥∥2  C∥∥(untt , unxxt , unxx)(t)∥∥2, (A.17)
where we have also used (2.17) and (2.18). On the other hand, since {vl}∞i=1 is a complete or-
thonormal system in L2, substituting t = 0 in Eq. (A.1a) and using the Bessel inequality yield
that ∥∥untt (0)∥∥ ∥∥f (0)∥∥. (A.18)
Add (A.14) to (A.16) and substitute (A.17) in the resultant inequality. Moreover apply the
Gronwall inequality to the resultant inequality with un(t) = 0, unt (t) = 0 and then substitute
(A.18) to obtain ∥∥(unt , unxx, untt , unxxt , unxxxx)(t)∥∥ C, (A.19)
where C is a constant depending on T but independent of t . Consequently, we see that
{(unt , unxx, untt , unxxt )}∞n=1 is a bounded sequence in L2. The inequalities (2.17), (2.18) and
(A.19) show that the sequence {un}∞n=1 is bounded in C([0, T ];H) ∩ C1([0, T ];H 10 ∩ H 2) ∩
C2([0, T ];L2). Hence there exist a subsequence, still denoted by {un}∞n=1, and u such that
un → u in C([0, T ];H 10 ∩H 2)∩C1([0, T ];L2) strongly,
un ⇀ u in L∞(0, T ;H) weakly-star,
unt ⇀ ut in L∞
(
0, T ;H 10 ∩H 2
)
weakly-star,
untt ⇀ utt in L∞
(
0, T ;L2) weakly-star,
as n tends to infinity since H and H 10 ∩ H 2 are the Hilbert spaces. Passing to the limit in
(A.11), we see that u is a solution to the problem (A.1a) and (A.3) with the initial data
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u ∈ C([0, T ];H 10 ∩ H 2) ∩ L∞(0, T ;H). By the standard theory (see [15] for example), we see
that (utt , utxx, uxxxx)(t) is continuous in L2 at t = 0. The argument with using the mollifier with
respect to time variable t gives that u ∈ X4[0, T ]. Consequently, we complete the proof for the
initial data u(0, x) = u(1, x) = 0.
Finally we treat this initial boundary value problem (A.1)–(A.3) for the general initial data
(A.2). We can pick up an approximation sequence {uk2}∞k=0 ⊂ H such that uk2 converges to u2
strongly in H 10 ∩ H 2 as k tends to infinity since {vl(x)/
√
1 + (lπ)2 + (lπ)4}∞l=1 ⊂H is a com-
plete orthonormal system in H 10 ∩ H 2. We define a function uk by solving the initial boundary
value problem (A.1)–(A.3) with the initial data u(0, x) = u1(x) and ut (0, x) = uk2(x). For this
purposes, let u¯k := uk − u1 − uk2t and rewrite this problem to the one for u¯k as
u¯ktt +L1u¯kt + b1u¯kt + b2u¯kx + b3u¯kxx +L2u¯k
= f − buk2x − b1uk2 − b2
(
uk2t + u1
)
x
− b3∂2x
(
uk2t + u1
)− a∂4x (uk2t + u1), (A.20a)
u¯k(0, x) = u¯kt (0, x) = 0, (A.20b)
u¯k(t,0) = u¯k(t,1) = 0, u¯kxx(t,0) = u¯kxx(t,1) = 0. (A.20c)
Note that the right-hand side of (A.20a) belongs to C([0, T ] : L2) since u1, uk2 ∈H. Owing to
the above discussion, the initial boundary value problem (A.20) has a solution u¯k ∈ X4([0, T ]).
As a consequence, we see that uk = u¯k + u1 + uk2t is a solution to the initial boundary value
problem (A.1)–(A.3) with u(0, x) = u1 and ut (0, x) = uk2. Applying the energy method on the
equations for uk − ul for k, l = 0,1,2, . . . , we also see that {uk}∞k=0 is the Cauchy sequence
in X4([0, T ]). Hence, there exists a certain function u ∈X4([0, T ]) such that uk → u strongly in
X4([0, T ]) as k → ∞. Apparently, the function u is a desired solution to the problem (A.1)–(A.3).
Its uniqueness also follows from the standard energy method. Hence, the proof of Lemma A.1 is
completed. 
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