This paper is a summary of my PhD dissertation in which: general axiomatic notions of re ective logic and of strategy, based on the theory of general logics, are proposed; a detailed proof that rewriting logic satis es the axiomatic de nition of re ective logic is given; and the great practical importance of these concepts when a re ective logic becomes implemented as a re ective declarative language|as it is the case for a system such as Maude|is illustrated in a wide range of application areas through relevant examples.
Introduction
Re ection, the capacity to represent our ideas and to make them the object of our own thoughts, has for many centuries been recognized as a key mark of human intelligence. The advantages of re ection in natural language are paralleled by the scienti c and technological advantages of re ection in formal languages, including the logical languages that we use to represent in a mathematically rigorous way key aspects of physical and abstract entities, and|with the advent of computer technology|the programming languages in which we represent, model, simulate, and act upon both physical and human reality.
Re ection has been vigorously pursued in logic by many researchers since the fundamental work of G odel and Tarski(see the survey 17]). In computer science it has been present from the beginning in the form of universal Turing machines. Many researchers have recognized its great importance and usefulness in programming languages, in theorem-proving, in concurrent and distributed computation, and in many other areas such as compilation, programming environments, operating systems, fault-tolerance, and databases (see 5] for a recent snapshot of research in re ection).
The very success and extension of re ective ideas underscores the need for conceptual foundations. Metalogical foundations that make the particular logic of choice an easily changeable parameter can be very useful in this c 1998 Published by Elsevier Science B. V. Clavel regard. The reason for this is that we can then hope to capture in a precise and formalism-independent way the essential features of re ection that intuitively appear to be shared by quite disparate languages and systems. Furthermore, using foundations of this kind it becomes possible to adopt a systematically logical approach to programming languages that connects intimately logic and computation. From this perspective, emphasized in the theory of general logics 9], a declarative programming language is a logic that has good representational capabilities for the applications that we want to express in it and for which deduction can be mechanized with reasonable e ciency for programming purposes. Therefore, this formalism-independent foundations for re ection will be useful both for logical languages and for declarative programming languages.
We focus on the case of re ective logics and re ective declarative languages. In particular, our axioms unify quite di erent strands of research in re ection, including re ective functional, equational, Horn logic, and rewriting logic programming languages, and work on re ective theorem provers based on di erent logics.
In Section 2 we present general axioms for re ective logics and languages. We also give axioms for the closely related notion of internal strategies, that is, strategies that control the deduction process but that can be speci ed within the logic itself. Finally, we present a theorem showing that rewriting logic is re ective in our precise axiomatic sense. Section 3 explains how key re ective features of rewriting logic are supported by the Maude system 3] and how internal strategies are likewise supported. Section 4 is dedicated to a collection of case studies illustrating in practice the power and usefulness of re ection in rewriting logic and Maude.
Re ection in General Logics and in Rewriting Logic
In this section we propose metalogical foundations for the notions of re ective logic and re ective declarative language, and the related notion of internal strategy. We use concepts from the theory of general logics 9]. However, our de nition of proof subcalculus 2, De nition 1.1.6] and declarative language 2, De nition 1. 1.7] are new, more general versions of earlier de nitions.
Of course, re ective phenomena admit of degrees, in that some languages may choose to represent only certain metalevel aspects of interest, and may do so in weaker or stronger ways. In our treatment this takes the form of increasingly stronger axiomatizations. This gradation of strength in the axioms provides formalism-independent criteria to understand and compare the degrees of re ection exhibited by di erent logics and declarative languages, even when the corresponding formalisms di er greatly from each other. 2 Clavel 
Axiomatizing Re ective Logics and Declarative Languages
A re ective logic is a logic in which important aspects of its metatheory can be represented at the object level in a consistent way, so that the objectlevel representation correctly simulates the relevant metatheoretic aspects. Two obvious metatheoretic notions that can be so re ected are theories and the entailment relation`. This leads us to the notion of a universal theory.
However, universality may not be absolute, but only relative to a class C of representable theories. Typically, for a theory to be representable at the object level, it must have a nitary description in some way|say, being recursively enumerable|so that it can be represented as a piece of language.
De nition 2.1 Given an entailment system E and a set of theories C jThj, a theory U is C-universal if there is a function, called a representation function, (`) :
such that for each T 2 C; ' 2 sen(T ), T`' () U`T`': If, in addition, U 2 C, then the entailment system E is called C-re ective.
Note that in a re ective entailment system, since U itself is representable, representation can be iterated, so that we immediately have a \re ective tower"
Another key metatheoretic aspect that can be represented at the object level is the proof theory. To cover this case we introduce the notion of a C-re ective proof calculus 2, De nition 2.10].
The same notions can be made relative to a proof subcalculus Q and a set C of theories contained in, or equal to, the class of admissible theories of Q. We get in this way notions of C-universal theory relative to Q and of C-re ective proof subcalculus 2, De nition 2.11].
Metainterpreters are typical examples of metaprogramming. They are also called metacircular interpreters. The reason is that metainterpreters can be understood as interpreters for other programs (meta) while they are also programs that need to be interpreted (circular). Next we give an axiomatization of the notions of re ective declarative language and metainterpreter for a declarative language.
De nition 2.2 Let L be a declarative programming language, and let C = thr(L) be the set of its programs. Then L is a C-re ective declarative programming language if there is a program U 2 C and a representation function (`L ) such that U is C-universal relative to the proof subcalculus L. We call U a metainterpreter for L. 
Internal versus External Strategies
In 2, De nition 1.1.6] we de ned an (e ective) proof subcalculus as a computational way of looking for certain proofs in a logical theory T . For declarative programming languages, e ective proof subcalculi should coincide with their operational semantics. For example, the logic programming ideas, implemented in the Prolog language, were rst developed inside the tradition of rst order resolution theorem proving. A di erent theorem proving tradition, namely equational theorem proving, provided term rewriting techniques as a very good basis for designing and implementing functional programming languages. In both cases there is a single proof subcalculus (resolution, term rewriting) that can be used e ciently to prove theorems in a broad class of theories of interest. However, there are other logics for which such a proof subcalculus does not exist. Rewriting logic, in which theories need not be Church-Rosser or terminating, is an example. Designing and implementing a programming language based on any of these logics may seem a daunting task, since the operational semantics of the language should be changed depending on the theories we are computing with or the theorems we are interested in proving.
In general, given a logic L and a theory T we want to have a strategy language S(T ) associated with T in which e cient proof subcalculi controlling deductions in T can be de ned. For example, in theorem provers in the LCF tradition, there is a metalanguage, namely ML, in which \tactics" and \tacticals" can be de ned for exactly this purpose 15]. Even if quite exible proof subcalculi can thus be de ned, the strategy language may remain a programming language external to the logic that it is controlling. In this situation, control becomes an extralogical feature of the system.
But if proof subcalculi can be rei ed inside the logic that they control|as should be the case in a re ective logic|, we are in a much better situation, since formal reasoning within the system can be applied to the proof subcalculi themselves. This situation is captured by our notion of an internal strategy language 2, De nition 2.13].
In the case of a declarative programming language L, the de nition of an internal strategy language for L takes the following form:
De nition 2.3 Given a declarative programming language I based on a logic L = (Sign; sen; Mod;`; j =) and a proof subcalculus Q of interest, with ent(Q) = (Sign; sen;`), an internal strategy language relative to Q is a program S 2 thr(I), with a representation function (`Q ) :
such that for each T 2 thr(Q); ' 2 concl Q (T ), T`Q ' () S`I T`Q ': Thus, given a declarative programming language I based on a logic L, and 4 Clavel an internal strategy language S relative to a proof subcalculus Q of interest, there is no need of designing and implementing a di erent programming language for the proof subcalculus Q, since computations in Q can be simulated in I. Of course, this is a very relevant result in the case of a logic that lacks an e cient proof subcalculus that can be used to prove theorems in all theories of interest. In fact, this is the approach we have adopted for the implementation of the Maude system, as we will explain in detail in Section 3.2. 3 Re ection and Strategies in Maude
Re ection in Rewriting Logic
Maude 3] is a logical declarative language based on rewriting logic. In this section we explain the re ective design of Maude, that allows the system to support an arbitrary number of levels of re ection and gives the user access to important re ective capabilities. These capabilities support a wide range of applications that will be discussed in Section 4.
The Module META-LEVEL
The re ective kernel of the Maude system is the built-in module META-LEVEL, that provides key functionality in the universal theory UNIVERSAL for rewriting logic. The module META-LEVEL is a functional module in Maude, i.e., an equational theory in membership equational logic, in which: Maude terms can be rei ed as elements of a data type Term of terms; Maude modules can be rei ed as terms in a data type Module of modules; the process of reducing a term to normal form in a functional module (that is assumed to be Church-Rosser, terminating, and sort-decreasing) is rei ed by a function meta-reduce; and, similarly, 5
Clavel the process of applying a rule of a system module to a subject term is rei ed by a function meta-apply. The module META-LEVEL provides then one key functionality of the universal theory for rewriting logic, namely, the capacity for representing theories (including itself) as data; however, META-LEVEL cannot be considered a full-edged universal theory, since the entailment relation`is only partially rei ed. Yet, as we will see in Section 3.2 we can always extend the module META-LEVEL to specify internal strategy languages in which to reify a proof subcalculi of interest. Therefore, the relation`may be considered (at least \virtually") to be rei ed in META-LEVEL.
The operations meta-reduce and meta-apply are functions equationally de nable in the module META-LEVEL. However, for e ciency and convenience, meta-reduce and meta-apply are built-in functions in Maude. If all the builtin functions were in fact equationally de ned, the module META-LEVEL would then become a normal functional module in Maude that could itself be represented as a term of sort Module in META-LEVEL. The Maude implementation produces the exact same behavior as if META-LEVEL had thus been de ned as a normal functional Maude module, but for e ciency reasons it performs the corresponding computations in a built-in manner. In this way, the Maude implementation supports a \re ective tower" with an arbitrary number of levels of re ection.
A detailed explanation of the signature and operations of META-LEVEL and a number of examples of metarepresentation of terms and modules as terms in META-LEVEL are given in 2, Section 3.1.1].
Internal Strategies in Maude
System modules in Maude are rewrite theories that need not be Church-Rosser or terminating. Therefore, we need to have good ways of controlling the rewriting inference process|which in principle could go in many undesired directions|by means of adequate strategies. Of course, it is hopeless to try to implement \a priori" all the possible strategies that one may need. That would be equivalent to implementing all the possible proof subcalculi of rewriting logic.
A better idea is to use the re ective capabilities of rewriting logic and to de ne inside the logic an internal strategy language in which proof subcalculi of interest can be rei ed. This is the approach we have adopted to implement the (in nite) possible operational semantics for system modules in Maude.
The idea is to use the operations meta-reduce and meta-apply to represent basic proof subcalculi, and then to extend the module META-LEVEL by additional operations that can be used to represent more complex proof subcalculi. In 2, Section 3.2.1] we propose a particular strategy language in which to reify a number of proof subcalculi of interest for a system module SORTING for sorting vectors of integers. These proof subcalculi will correspond 6 to the di erent algorithms for sorting, e.g., insertion sort, by selection sort, quicksort, mergesort, and so on. In particular, the usual basic strategies and, orelse, iterate, and while are de ned. Also, in 2, Section 3. 
Applications of Re ective Maude
Re ection is a very powerful and useful property in practice. Therefore, a key aspect of our work, along with the development of the theoretical foundations, has been exploiting re ection in a wide range of applications, using the Maude language as a tool for developing those applications. In this section we summarize some of the applications presented in 2].
Maude as a Meta-Logical Translator
A logical framework is a logic in which many other logics can be represented. From the perspective of general logics 9], the quest for a logical framework has been de ned in 7] as the search within the space of logics for a logic F such that many other logics L can be represented in F by means of mappings L ?! F that have particularly nice properties such as being conservative translations. In this line, Mart -Oliet and Meseguer 8] have recently proposed rewriting logic as a very exible logical framework.
The fact that rewriting logic is re ective has very important practical consequences for its use as a logical framework. Note that a representation map : L ! RWLogic between a logic L and rewriting logic is by its very nature a metatheoretic construction above the object levels of both L and RWLogic. In particular, includes as one of its key components a function Th : Th L ! Th RWLogic translating theories in L into rewrite theories. In cases when maps nitely presented theories in L to nitely presented rewrite theories, we can often reify inside rewriting logic. This potentiality makes rewriting logic very suitable as a meta-logical translator 14], that is, as a logic in which rigorous translations between pairs of logical formalisms can be de ned and automated.
The idea is to rst de ne the abstract data types Module L and Module, representing the nitely presentable theories of L and RWLogic respectively; 
Maude as a Semantic Framework
From a computational point of view, rewriting logic deduction is intrinsically concurrent. The generality and naturalness with which many concurrency models can be expressed in rewriting logic has already been illustrated at length in 13]. In 2, Section 4.2.1] we show how Maude|thanks to its re ective capabilities and, in particular, to the possibility of de ning internal strategy languages|can in fact be used not only to give a precise semantics to many di erent languages and systems (including concurrent ones), but also to prototype and execute them. In particular, we rst de ne in Maude a module CCS in which we can conservatively represent a CCS-like calculus. Then, we introduce an internal strategy language in which we can represent and execute the CCS-reduction relation. This example has been developed jointly with Roberto Bruni as part of an ongoing collaboration on the use of Maude as an executable semantic framework.
Building Theorem Provers in Maude
Based on the concepts of re ection and internal strategy language, theoremproving tools have a very simple \re ective" design in Maude. To illustrate our methodology, we give in 2, Section 4.3] detailed explanations of our design for a Knuth-Bendix checker and an inductive theorem prover in Maude.
The idea of a \re ective" design for a theorem-proving tool in Maude can be easily understood looking at the example of a Knuth-Bendix checker for rewrite theories. Its purpose is to analyze a system module T , returning the set of critical pairs that cannot be simpli ed to the same term. The system module T that we want to check is at the object level. The rules of inference for Knuth-Bendix completion can be naturally expressed as a rewrite theory C. But since this rewrite theory uses T as a data structure|that is, it actually uses its metarepresentation|the theory C should be de ned at the metalevel.
Checking con uence of the critical pairs in T corresponds to applying the rules in C with a given strategy (a di erent strategy would for example be needed for completing T instead of just checking whether it is already complete). But since the strategies for any rewrite theory belong to the metalevel of such a theory, and C is already at the metalevel, we need two levels of re ection to clearly distinguish levels and make our design entirely modular, so that, for 8
Clavel example, we can change the strategy without any change whatsoever to the inference rules in C.
The same re ective design, with two levels of re ection, applies to the inductive theorem prover. Again, the module T about which we want to prove inductive theorems is at the object level. An inference system I for inductive proofs uses T as a data structure and therefore is a rewrite theory at the metalevel. Then, di erent proof tactics to guide the application of the inference rules are strategies that can be represented at the meta-metalevel.
Concluding Remarks
This work is only the beginning of a long-term investigation of re ection and of its logical and computational applications. A number of very interesting problems await further research, including the following:
Further investigation of re ective logics. We should investigate re ection in other logics of interest and try to nd general conditions under which a logic can be made re ective.
Other variants of re ection in rewriting logic. For the sake of simplicity we have proved that rewriting logic is re ective relative to the class of unconditional and unsorted rewrite theories. Our methods of proof should also apply to show that rewriting logic is re ective relative to broader and more expressive classes of theories. Metalogical reasoning. An important advantage of having a re ective logic is the possibility of reasoning about metalogical properties of the logic within the logic itself. For example, by de ning a deductive strategy inside the logic by means of appropriate axioms, we can apply the reasoning and theoremproving methods of our logic to prove metalevel properties about such a strategy. Semantics of object-oriented re ection. Research on re ective object-oriented systems has shown many practical advantages (see 5] for some recent papers). However, re ective object systems lack at present a rigorous semantics. Since rewriting logic has already been shown to be a good semantic framework for object-oriented systems 11], we conjecture that it will prove very useful as a semantic framework for object-oriented re ection 16]. Semantics of distributed and mobile re ective systems. Re ective object systems have a natural extension to distributed and mobile systems. In particular, mobility, because of its associated need for reifying programs as data, can be best expressed within a re ective semantic framework. We likewise conjecture that rewriting logic will be a good semantic framework for distributed and mobile systems. Strategies on proofs. As pointed out in Section 2, the theory of re ective logics can also be developed in the richer case in which we are not only inter-9
Clavel ested in entailments, but also in proofs. For strategy languages this opens up the possibility of de ning internal strategy languages in which, instead of guiding the deduction process using only the properties of the intermediate or end results to which we arrive, we can in addition use properties of the proofs we develop to guide the deduction process. This will obviously lead to more expressive strategy languages whose usefulness should be studied and illustrated with examples. Re ection and higher-order programming. Note that, although rewriting logic is rst-order, re ection provides powerful higher-order capabilities. The Knuth-Bendix checking example already illustrates this. Dur an and Meseguer have proposed re ective de nition of di erent module operations and transformations 4]. Other examples that we plan to study are applications in which several strategy levels can be used to obtain more sophisticated behavior; these applications would further illustrate the \higher-order" power of using several levels of re ection.
