We study ranked enumeration of the results to a join query in order of decreasing importance, as imposed by an appropriate ranking function. Our main contribution is a framework for ranked enumeration over a class of Dynamic Programming problems that generalizes seemingly different problems that to date had been studied in isolation. To this end, we study and extend classic algorithms that find the k-shortest paths in a weighted graph. For full conjunctive queries, including cyclic ones, our approach is asymptotically optimal in terms of (1) time to return the top result, (2) delay between results, and (3) time until all results are returned in order. These optimality properties were derived for a complexity measure that has been widely used in the context of worst-case optimal join algorithms, but which abstracts away factors that only depend on query size and a polylogarithmic cost factor in input size. By performing a more detailed cost analysis, we are able to uncover a previously unknown tradeoff between two incomparable enumeration approaches: one has lower complexity when the number of returned results is small, the other when it is large. We demonstrate theoretically and empirically the superiority of our techniques to batch algorithms that produce the full result and then sort it. Interestingly, our technique is not only faster for returning the first few results, but even when all results are produced.
INTRODUCTION
Joins are an essential building block of queries in relational and graph databases, and exciting recent work on worst-case optimal joins for cyclic queries renewed interest in their efficient evaluation [61] . Part of this excitement stems from the fact that the algorithmic problem of conjunctive query evaluation captures a wide variety of key problems in com-puter science. For example, conjunctive queries (CQs) are essentially equivalent to constraint satisfaction [50] and CQs without projections are equivalent to the widely studied hypergraph homomorphism problem [34] . Similar to [61] , we consider full conjunctive queries, yet we are interested in the more challenging problem of ranked enumeration: return output tuples in the order determined by a given ranking function. Here success is measured not only in the time for total result computation, but the main challenge lies in returning the most important result(s) as quickly as possible. This is desirable whenever the user does not need the full result, e.g., during exploratory analysis or when the output is too large.
The same goal motivated previous work on top-k query processing [43] , which defines the importance of output tuples based on a notion of weight of the participating input tuples (the simplest example being SUM of weights). Unfortunately, many top-k approaches, including the famous Threshold Algorithm [31] , which provides strong optimality guarantees, were developed for a middleware-centric cost model that charges an algorithm only for accesses to external data sources, but not for the actual computation of the join result. Hence those algorithms do not take into account the cost associated with potentially huge intermediate results. In short, we are not aware of any ranked-enumeration algorithms for conjunctive queries that provide optimality guarantees for (1) the time until the first result is returned, (2) the delay between results, and (3) the time until the last result is returned.
Example 1 (4-cycle query). Let w be a function that returns the real-valued weight of a tuple and consider the well-known 4-cycle query over R1(A1, A2), R2(A2, A3), R3(A3, A4), and R4(A4, A1) with at most n tuples each: SELECT R1.A1, R2.A2, R3.A3, R4.A4 FROM R1, R2, R3, R4 WHERE R1.A2=R2.A2 AND R2.A3=R3.A3 AND R3.A4=R4.A4 AND R4.A1=R1.A1 ORDER BY w(R1) + w(R2) + w(R3) + w(R4) ASC LIMIT k
One way to evaluate the query is to use a worst-case optimal join algorithm for full enumeration such as NPRR [61] , and then sort the output to find the top k. This approach has time complexityÕ(n 2 ) to return the first result. 1 On the other hand, the Boolean version of this query ("Is there any 4-cycle?") can be answered inÕ(n 1.5 ). Our approach returns the top-ranked 4-cycle inÕ(n 1.5 ), matching the complexity of the optimal Boolean query algorithm. This is remarkable, given that determining if a 4-cycle exists appears easier than finding the top-ranked 4-cycle (we can use the latter to answer the former). After the top-ranked 4-cycle is found, our approach continues to return the remaining results in ranking order and with minimal delay, until the last result is returned. Our time complexity to return all results isÕ(n 2 ), and it cannot be lower because output size is O(n 2 ); hence it takes this time to simply return the full result.
We develop a theory of optimal ranked enumeration over full conjunctive queries. It reveals deeper relationships between recent approaches that only partially addressed the problem we are considering: Putting aside the slightly different focus on twig patterns and subgraph isomorphism, the core ranking techniques of [22, 70] can in principle be applied to conjunctive queries. An unpublished paper [27] that was developed concurrently with our work offers a recursive solution for ranked enumeration. All this prior work raises the question of how the approaches are related to each other and whether they can be improved. For example:
• Can time complexity of the top-k algorithm by Chang et al. [22] be improved for large k? Is it possible to extend the approach such that the solution is optimal for cyclic queries? • For [70] , how can the high worst-case delay between results be reduced? What other ranking functions are supported? • Is it possible to reduce the complexity of [27] for returning the first few results? For instance, for simple cycles, can one close the asymptotic gap between the time complexity for returning the top-ranked result and the complexity of the corresponding Boolean query? It is non-trivial to answer the above questions, because those approaches blend various elements into monolithic solutions, sometimes reinventing the wheel in the process.
Key contributions. We identify and formally model the underlying structure of the ranked enumeration problem for conjunctive queries and then solve it in a principled way. Consequently, our work subsumes and improves upon prior work in multiple aspects:
(1) We propose the first algorithms with optimal time complexity for ranked enumeration of the results of both cyclic and acyclic full conjunctive queries (i.e., natural joins between any number of input relations). We achieve this for all 3 critical measures of success.
• The top-ranked result is returned in timeÕ(n subw(q) ), where n is the size of the given input D and subw(q) denotes the submodular treewidth of a given query Q. This matches the complexity of the optimal algorithm for the corresponding Boolean version of Q, which asks if Q has any results. • The delay between consecutive results isÕ (1) .
• The complexity of returning the full output in ranked order isÕ(n subw(q) + |output|), where output = Q(D)
denotes the output of Q on input D. This matches the complexity of any optimal algorithm for simply computing the full output, without ranking it. (Clearly, returning the output in sorted order is at least as hard as outputting it unsorted.) (2) We introduce Tree-Based Dynamic Programming (T-DP) as a variant of Non-Serial Dynamic Programming (NSDP) [14] and as a generalization of the common serial Dynamic Programming (DP) in order to support all acyclic conjunctive queries. We then solve ranked enumeration over T-DP problems.
(3) We extend our techniques to a union of T-DP problems (UT-DP). This allows us to use decompositions developed for Boolean query evaluation which are crucial for achieving optimal time complexity for cyclic queries.
(4) Our work reveals a deeper connection between ranked enumeration over conjunctive queries and the kshortest paths problem for weighted graphs. This enables us to leverage insights across those two domains that to date had been studied in isolation. For example, we were able to show that in addition to more widely known Lawler-type [54] approaches, one can also study and extend the Recursive Enumeration Algorithm (REA) [45] , which had been proposed for the k-shortest path problem. Towards this end, we extended the REA algorithm to deal with heavy/light decomposition tree problems.
(5) While we initially follow common practice of recent work on optimal join algorithms in usingÕ as a measure of time complexity, we also perform a more detailed cost analysis in order to gain insights on practical performance. This analysis reveals that Lawler-type approaches have better complexity for small k, while the extended REA wins for large k, proving neither dominates the other. (6) As the ultimate test of practicality, we implement state-of-the-art competitors and compare them empirically against our algorithms. The experiments generally confirm the superiority of the optimal algorithms. A surprising result is that the extended REA-based approach returns the full ranked output faster than batch-computation. Although this may appear counter-intuitive, the reason is that REA exploits the inherent structure of the join problem to sort more efficiently than a general-purpose comparisonbased sort algorithm such as Quicksort or Mergesort.
The following results are included in the appendix: (i) proofs that are left out in the main sections, (ii) pseudocode for our REA variant, (iii) a discussion on why NPRR [61] by its core design cannot be made optimal for TTF, (iv) a discussion on the differences of our cost model to that of the famous Threshold algorithm and related works [31, 60, 42] , (v) the suboptimality of the REA variant for the first few results, (vi) the connection of our problem to the minimum cost homomorphism problem, and (vii) very general algebraic conditions of the ranking functions to which our approach generalizes.
FORMAL SETUP
Throughout the paper, we use N j i to denote the set of natural numbers {i, . . . , j} and t[x] for a projection of tuple t on a set of attributes x.
Asymptotic Time Complexity Analysis
In line with recent seminal work on (worst-case) optimal algorithms for full-result enumeration [1, 61] , we use Õ -notation ("soft-O") in addition to the more common Onotation. The former abstracts away polylog factors in input size n and factors that only depend on query size |Q|, improving readability by focusing on the crucial cost factors. (Note that query size does not refer to output size, but to the size of the query expression, i.e., the number of relations joined.) A side-effect of usingÕ is that sorting n tuples has the same time complexityÕ(n) as a simple scan. Similarly, a B-tree lookup or update costsÕ (1) . To address this downside, we will revert back to a more detailed cost analysis using O-notation where appropriate. Our approach will rely on hashing, which supports O(1) lookups only in an expected, amortized sense. Yet, in practice it virtually guarantees constant-time access, thus we will be slightly sloppy in our notation and simply treat hash lookup as an O(1) operation.
Conjunctive Queries
Our approach can in principle be applied to any join query, including those with theta-join conditions and projections. However, here we focus on the important class of full conjunctive queries (CQ) only [61] . A full CQ is a first-order formula Q(x) = (g1 ∧ · · · ∧ g ) where each atom gi represents a relation gi = R(xi) with different atoms possibly referring to the same physical relation, and x = i xi. Variable = |Q| is the size of the query. We will use n to refer to the maximal cardinality of any input relation referenced in Q. As usual, we abbreviate a query in Datalog notation by Q(x) :− g1(x1), . . . , g (x ) where the left-hand side of the rule is called the head and the right-hand side the body. Occurrence of the same variable in different atoms encodes an equi-join condition. A CQ can be represented by a hypergraph with the variables as the nodes and the atoms as the hyperedges; acyclicity of the query is defined in terms of the acyclicity of the associated hypergraph [37] . A Boolean conjunctive query has an empty head and just asks for the satisfiability of the formula. We use Q B to denote the Boolean version of Q, i.e., the query that returns true if Q returns some result and false otherwise. To avoid notational clutter and WLOG, we assume that there are no selection conditions, neither on individual relations like R(x, 1), nor those implied by repeated variables in the same atom like R(x, x).
Example 2 ( -path and -cycle queries). Let Ri(A, B), i ∈ N 1 , be tables containing directed graph edges from A to B. A length-path and a length-cycle can respectively be expressed as:
For simplicity, we represent an output tuple q as a vector of those input tuples that joined to produce it. For instance, a result of the 4-path query QP 4 is a 4-tuple q = (r1, r2, r3, r4) ∈ R1 × R2 × R3 × R4.
Ranked Enumeration Problem
Given a full CQ Q and database D, we want to return output Q(D) in an order defined by a ranking function that depends on the weights of the input tuples forming a result.
Definition 1 (Ranking function). Let w : D → R be a weight function and Q(x) :− R1(x1), . . . , R (x ) be a full CQ. A ranking function ρ maps each result (r1, . . . , r ) ∈ Q, ri ∈ Ri, i ∈ N 1 , to an aggregate ρ(w(r1), . . . , w(r )).
In Appendix A.2 we discuss general algebraic conditions of the ranking functions to which our approach extends. To simplify the exposition and notation, we use SUM over realvalued weights in the rest of the paper.
Definition 2 (Ranked enumeration). Given a query Q, database D, weight function w, and a ranking function ρ over Q's result tuples, a ranked enumeration algorithm returns output Q(D) in the order defined by ρ, i.e., first the result tuple with minimum ρ-value, followed by the one with second-highest value, and so on.
Intuitively, the algorithm should return the first result as soon as possible, then output the next results with minimal delay. We therefore ask "how much time does it take to return the k highest-ranked results, for any value of k?" More formally, we use TT(k) to denote the complexity to produce the k top results for a database of size n and query Q. We will pay particular attention to the special cases of time-to-first result (TTF = TT(1)) and time-to-last result (TTL = TT(|output|)). 2 
Determining Optimality
We are interested in optimal algorithms for ranked enumeration of the results of a full CQ. This means that for each k, the algorithm should guarantee to return the top-k results with optimal time complexity. We formalize the notion of optimality in terms of concrete complexity targets.
Efficient evaluation algorithms are known for acyclic queries [71] to compute Q(D) in timeÕ(n + |output|). This is optimal, because any full-enumeration algorithm has to at least look at each input tuple and output each result. Note that ranked enumeration of the full result is at least as hard as returning it in an arbitrary order, therefore no ranked enumeration algorithm can have complexity for TTL lower thanÕ(n + |output|).
For cyclic join queries, Ngo et al. [61] argued that com-plexityÕ(n+|output|) is not achievable for full enumeration. Hence they propose the notion of worst-case optimal join algorithms, which compares the complexity of computing the full result to the maximal output size possible for Q over any database instance of size n, i.e.,Õ(|worst-case output|). The latter is determined by the fractional edge cover of Q-the famous AGM bound [6] -and thus not sensitive to the actual output size of the query on a particular input D. Abo Khamis et al. [1] therefore make a case for a stronger, output-sensitive notion of optimality that we adopt for ranked enumeration as well. They argue that the optimal complexity for computing Q isÕ(n subw(Q) + |output|), where subw(Q) is the submodular treewidth of Q. This bound is sensitive to output size, i.e., forces the algorithm to have lower complexity on smaller outputs. As above, this implies that a ranked-enumeration algorithm has optimal TTL if its complexity for TTL does not exceedÕ(n subw(Q) + |output|).
Example 3. To appreciate the difference between the two notions of optimality for cyclic CQs, note that the AGM bound for 4-cycle QC4 establishes a tight upper bound of Õ (n 2 ) on output size, therefore anyÕ(n 2 )-algorithm for full result computation would be considered optimal by Ngo et al. According to Abo Khamis et al., such an algorithm would only be considered optimal if output is of size Θ(n 2 ). For smaller output, the requirement for optimality is strictly tighter. To see this, note that subw(QC4) = 1.5. Hence for |output| ≤Õ(n 1.5 ) a full enumeration algorithm for QC4 will only be considered optimal if it has complexityÕ(n 1.5 ).
To determine optimality for TTF, we need to look at the Boolean version Q B of Q, which returns true if Q(D) is nonempty and false otherwise. Since output size is 1 for Q B , the optimality requirement by Abo Khamis et al immediately establishes an optimal complexity ofÕ(n subw(Q) ) [1] . Note that one can answer Q B by asking a ranked enumeration algorithm to return the top-ranked result. Hence showing that our approach has TTF complexity that equals the optimal complexityÕ(n subw(Q) ) of the corresponding Boolean query establishes optimality for our approach.
In general, time-to-k-th result is optimal if TT(k) = O(n subw(Q) + k). Note that the latter follows from showing (1) optimality for TTF and (2) guaranteeing constant delayÕ(1) between consecutive results: Corollary 1 (Optimality). Given a query Q, database D, weight function w, and a ranking function ρ over Q's result tuples. A ranked enumeration algorithm is optimal if (1) it returns the top-ranked result in timẽ O(n subw(Q) ) and (2) it has constant delayÕ(1) between consecutive results. 3 For the rest of the paper, we may refer to algorithms for ranked enumeration over the results of a conjunctive query also as any-k algorithms. This conforms to our previous work [70] and reflects the fact that the number of returned results need not be set apriori.
OPTIMAL TREE DECOMPOSITIONS
Cyclic join queries are notoriously hard to evaluate efficiently, but recent work indicates that a promising approach is to reduce the problem to the acyclic case by performing a tree decomposition [39] . Extending the notion of tree decompositions for graphs [62] , hypertree decompositions [38] organize the relations into clusters (or "bags"), and suitably arrange these clusters into a decomposition tree [64] . There are different decomposition methods and each is associated with a width parameter that captures the degree of acyclicity in the query and affects the complexity of subsequent evaluation. Smaller widths result in smaller time complexities for subsequent tasks. The fractional hypertree width (fhtw) [40] is the best one can do for a single tree, and it is known that a Boolean CQ Q B can be answered in timeÕ(n fhtw(Q) ), which is asymptotically tight. Marx introduced the notion of submodular width (subw) [58] . The key idea is to apply several decompositions at the same time and to direct partitions of the database to decompositions in a way that minimizes intermediate-result cardinality. For every query Q, subw(Q) ≤ fhtw(Q).
We propose to also apply tree decomposition for ranked enumeration of the results of cyclic CQs. Hence our anyk algorithms will first reduce the cyclic problem to one or 3 Note that (1) and (2) together guarantee the desired optimal TTL ofÕ(n subw(Q) + |output|). more acyclic ones, then apply techniques designed for optimal ranked enumeration over acyclic queries. As a consequence, tree decomposition time is part of TTF. To achieve optimal TTF, we therefore can only use tree decompositions of complexityÕ(n subw(Q) ) for a query Q (Corollary 1). The only algorithm we are aware of that guarantees this complexity is Panda [1] .
Panda computes the (unordered!) output of any full CQ Q in timeÕ(n subw(Q) + |output|). Simply running Panda for Q and then sorting the full output would not guarantee TTF =Õ(n subw(Q) ) unless output is small. To be able to achieve optimality for any Q, we focus on Panda applied to the Boolean version Q B of a given query Q. Turning a computation for Q B into an any-k algorithm for Q is not straightforward and may not always be possible. For example, an algorithm may take "shortcuts" to exploit that the Boolean query does not have to produce any join result, e.g., as done by approaches that reduce the problem to matrix multiplication [5] . Fortunately, Panda for evaluation of Q B can be extended to return all results of Q in order. In fact, we do not need to modify Panda itself and can use it as a blackbox. This way our any-k algorithms will automatically benefit from possible future improvements of Panda. Lemma 1 (Panda). There exists an algorithm that takes as input a query Q and a database D and produces iñ O(n subw(Q) ) a set of tree decompositions along with their materialized bags. The number of tree decompositions depends only on the query size |Q|, not on D. Each tuple of a bag has been materialized by joining the appropriate input tuples. Each query result can be produced by at least one tree decomposition.
Panda also needs a "proof" for query Q, which determines the tree decomposition. Currently these proofs have to be generated manually, but there is ongoing research to automate this process. In order to correctly rank the output produced by the different trees returned by Panda, we also have to (1) determine how to compute the weights of tuples in the bags (i.e., tree nodes) and (2) deal with possible output duplicates. To ensure correct weight computation, we track the lineage for bags at the schema level: We only need to know from which input relation a tuple originates and if that relation's weight values had already been accounted for by a descendent tree node.
For the second issue, note that each tree will produce a subset of the full output when joining the bags along the tree's edges. An individual tree's output does not contain duplicates, but the same output tuple may be produced by multiple trees. For acyclic CQs, the given query is a single tree. In our experiments with cyclic CQs, we were able to find optimal tree decompositions without duplicates. (See the example below.) For other cyclic CQs, we propose the following approach. If all output tuples have distinct weights, then the duplicates will be produced by our anyk algorithm one right after the other. It is trivial to filter the duplicates on-the-fly in total timeÕ(1) per result. And since the number of trees depends only on query size |Q|, and hence isÕ(1), duplicate filtering only adds constant de-layÕ(1) between consecutive distinct result tuples. To deal with scenarios where different output tuples happen to have the same weight, we establish an arbitrary but fixed ordering of the output tuples based on their lineage to break ties. Details are presented in Appendix B. Simple cycle queries. To illustrate our approach, we discuss -cycle queries Q C . The tree decomposition we use is different from Panda, but achieves the same optimal complexity without output duplication across different trees. Note that the worst-case output size of Q C is O(n /2 ) based on the AGM bound obtained from the fractional edge cover. Hence a worst-case optimal join algorithm for full result computation such as NPRR [61] has complexityÕ(n /2 ) for TTF. In contrast, our any-k algorithm has a time com-plexityÕ(n 2−2/ ) for TTF andÕ(n /2 ) for TTL. (We show in Appendix E that NPRR cannot be modified to overcome this problem.)
We illustrate with 6-cycle query QC6, depicted in Figure 1a. (Here xi in Example 2 is replaced by Ai to better distinguish the concrete 6-cycle from the general -cycle case.) First, we partition each relation Ri into RiH and RiL according to whether the tuples are heavy or light: RiH receives all heavy tuples; RiL the others (light ones). A tuple t in relation Ri is heavy [5] iff value t.Ai occurs at least n 2/ = n 1/3 times in column Ri.Ai. Clearly, the maximum number of distinct heavy values in a column is at most n 1−2/ = n 2/3 . We create + 1 = 7 database partitions: T1 = {R1H , R2, R3, R4, R5, R6} T2 = {R1L, R2H , R3, R4, R5, R6} . . . T6 = {R1L, R2L, R3L, R4L, R5L, R6H } T7 = {R1L, R2L, R3L, R4L, R5L, R6L} It is easy to verify that each output tuple will be produced by exactly one partition. The first = 6 partitions use a "heavy" tree decomposition where the cycle is "broken" at the heavy attribute. For instance, A1 is the heavy attribute for R1H ; the resulting tree is shown in Figure 1b . Each tree node is a bag whose content is materialized in timeÕ(n 2−2/6 ) =Õ(n 5/3 ) by appropriately joining the corresponding relations. Consider top bag (A1, A2, A3) derived from relations R1 and R2. Since R1H contains at most n 2/3 distinct values, we can compute the bag with a simple nested-loop join. It goes through all pairs A1 − (A2, A3) of distinct heavy values of A1 in R1H and tuples (A2, A3) in R2.
Since there are at most n 2/3 distinct heavy A1-values and n tuples in R2, there are O(n 5/3 ) such pairs. For each pair we can verify inÕ(1) if the corresponding (A1, A2) combination exists in R1H . The other bag computations and heavy decompositions are analogous.
For T7, which only contains light partitions, we use a different "all-light" tree decomposition shown in Figure 1c . Here the bags are materialized as follows. Consider (A1, A2, A3, A4), which is derived from R1L, R2L, and R3L. We first sort R2L on A2 and R3L on A3 in timeÕ(n). For each tuple t1 ∈ R1, we then perform a binary search to find t1.A2 in the sorted R2L. This takes timeÕ(1) for the binary search and O(n 1/3 ) to return all matches. (Recall that all tuples in R2L are light, i.e., each value of A2 occurs less than n 1/3 times.) For each of the resulting O(n 1/3 ) pairs (t1, t2), we perform a binary search to find t2.A3 in the sorted R3L. This again takes timeÕ(1) for the binary search and O(n 1/3 ) to return all matches. Hence in total there are O(n 1/3 ·n 1/3 ) = O(n 2/3 ) matches for each of the O(n) tuples in R1L, resulting in total complexityÕ(n · n 2/3 ) =Õ(n 5/3 ) for materializing bag (A1, A2, A3, A4).
In general, the tree decomposition for an -cycle query produces a union of + 1 trees, out of which use the heavy decomposition and 1 uses the light one. By setting the heavy-light threshold to n 2/ , we can materialize all bags of all trees in timeÕ(n 2−2/ ). Note that the number of tuples in a bag is O(n 2−2/ ). Any such union of trees can be handled by our UT-DP framework that we develop below.
PATH QUERY AND ITS CONNECTION TO DYNAMIC PROGRAMMING (DP)
Here and in Section 5, we will focus on ranked answer enumeration for the simplest case of path queries. We will do so by exploiting the Dynamic Programming state space that they induce. In Section 6 we generalize to arbitrary acyclic and cyclic queries.
Top-1 result of a general path query
Let a general path query be
It slightly generalizes the query in Example 2 as we allow multiple attributes in the equi-join conditions and additional attributes y i that do not participate in joins.
The weight of the top-1 result of this query can be computed by the following recursive equations for ti ∈ Ri:
Intuitively, opt(ti) is the minimum possible SUM of weights for any path starting at ti. It is obtained as the weight of ti plus the weight of the best path possible when continuing to any tuple in Ri+1 joining with ti. The top-1 result is the minimal opt(t1) over all t1 ∈ R1. The above equations have the recursive nature (with subproblems appearing multiple times) of Dynamic Programming. Next, we propose a general DP formulation and an optimal ranked-enumeration algorithm for it.
DP and shortest-paths
Dynamic programming (DP) is widely used for problems that take the form of a multi-stage decision process in which a cost function characterizes the desirability of an outcome. Following common terminology, we use DP to denote what would more precisely be called deterministic serial DP with a finite fixed number of decisions [15, 25, 26] . These problems have a unique minimum of the cost function and DP constructs a single solution that realizes it. Formally, any DP problem has a set of states S, which contain local information that is necessary for decision-making [15] . We focus on the following class of DP problems, which we will refer to as multi-stage DP. Here each state belongs to exactly one of > 0 stages, where Si denotes the set of states in stage i, i ∈ N 0 . The start stage has a single state S0 = {s0} and there is an additional terminal state s +1 which we also denote by t for convenience. At each state s of some stage i, we have to make a decision that leads to a state s ∈ Si+1.
We use E ⊆ i=0 (Si × Si+1) to denote the set of possible decisions. DP is equivalent to a shortest-path problem on the corresponding weighted graph, in our case a ( + 2)-partite directed acyclic graph (DAG) [15, 26] , where states correspond to nodes and decisions define the corresponding edges. Each decision (s, s ) is associated with a cost w(s, s ), which defines the weight of the corresponding edge in the shortestpath problem. 4 By convention, an edge exists iff its weight is smaller than ∞.
Example 4 (Cartesian product). For ease of presentation, we use the problem of finding the minimum-weight output of Cartesian product R1 × R2 × R3 as running example. Let R1 = {"1", "2", "3"}, R2 = {"10", "20", "30"} and R3 = {"100", "200", "300"} and set tuple weight equal to tuple value, e.g., tuple "20" in R2 has weight w("20") = 20. Figure 2 depicts how this problem translates into our framework. States correspond to tuples, i.e., Si = Ri; each result of the Cartesian product is a path from s0 to t. A decision (s, s ) ∈ E from stage i to i + 1 corresponds to the tuple that we choose from Ri+1 given that we have already chosen s from Ri. Since the Cartesian product joins all pairs of tuples, the same set of decisions is available to all the states of each stage. The weight of a decision is the weight of the tuple chosen, hence w(s, s ) = w(s ).
A solution to the DP problem is a sequence of states
The objective function is the sum of the individual costs
The goal of DP is to find an admissible solution Π1 (the index here denotes the rank of the solution, i.e., Π k is the kth best solution) of minimum total cost f (Π1) = minΠ f (Π).
Principle of optimality. The core property of DP, which enables an efficient computation, is that the solution for a "larger" problem can be efficiently derived from solutions to "smaller" problems (those consisting of fewer stages). This is captured by the notion of a subproblem. In the shortest-path view of DP, the subproblem at some state s ∈ Si is the problem of finding the shortest path to t from s, instead of the start state s0. With Π1(s) and π1(s) denoting the shortest path from s and its weight respectively, DP is recursively defined for each s ∈ Si, i ∈ N 0 , by
The optimal DP solution is then π1(s0), i.e., the weight of the lightest path from s0 to t. A new notation that becomes convenient in the subsequent section is that we refer to the set of optimal subproblems that start after each decision at state s according to Eq. It has three outgoing edges and π1("2") is computed as the minimum over these three choices. The winner is path "2" • Π1("10") of weight 112. Similarly, Π1("10") is found as "10" • Π1("100"), and so on.
Equation (2) captures the principle of optimality [10, 11] : irrespective of the initial state and decision, an optimal solution has to continue optimally from the resulting state. Thus, the optimal cost can be efficiently computed in a "bottomup" fashion, i.e., in decreasing order from + 1 to 0. To see that, consider stage Si: To compute Choices1(s) for state s ∈ Si, the algorithm retrieves all edges (s, s ) ∈ E from s to any state s ∈ Si+1, looks up π1(s ), and keeps track of the minimal total weight w(s, s ) + π1(s ) on-the-fly. (If no such edge is found, then the weight is set to ∞.) The total time for computing the shortest paths for all nodes is O(|S| + |E|). When computing π1(s), the algorithm also adds pointers to keep track of optimal solutions. E.g., in Fig. 3 entry "2" • Π1("30") at state "2" would point to the minimum-weight choice "30"•Π1("100") at state "30". This way the corresponding paths can be reconstructed by tracing the pointers back "top-down" from π1(s0) [15] . Notice that DP needs only the pointer from the top-entry at each state, but adding the others is "free" complexity-wise, which we later use for our ranked enumeration algorithms.
Whenever the bottom-up phase determines a state s has π1(s) = ∞ during the evaluation of Eq. (2), then that state and all its adjacent edges can be removed without affecting
Transformed Equi-Join Graph the space of solutions. We use Si ⊆ Si and E ⊆ E to denote the remaining sets of states and decisions, respectively. This is reminiscent of the semi-join reductions by the Yannakakis algorithm [71] as that algorithm can be seen as a DP algorithm over the Boolean semiring (see Appendix A.2).
Encoding equi-joins efficiently. For an equi-join, the corresponding shortest-path problem has O(n ) states and O(n 2 ) edges, hence the DP algorithm has time complex-ityÕ(n 2 ). We now show how this can be reduced toÕ(n) by an equi-join specific graph transformation illustrated in Fig. 4 . Consider a binary join between R1 and R2 (representating stages S1 and S2, respectively). For each joinattribute value, the corresponding states in R1 and R2 form a fully connected bipartite subgraph. For each state, all incoming edges have the same weight, as edge weight is determined by tuple weight. Hence we can represent the subgraph equivalently with a single node "in the middle" between the matching states in S1 and S2, assigning zero weight to the edges adjacent to states in S1 and the corresponding tuple weight to those adjacent to a state in S2. The transformed representation can be constructed inÕ(n) time. (In practice, it is not necessary to create the artificial intermediate nodes. Instead, we can share all the data structures of each group, such as Choices1(s), with all the states s participating in it.)
Ranked Enumeration over DP
DP algorithms are designed to find only the minimumcost solution. For ranked enumeration, all solutions have to be retrieved in order of ascending cost. Recall that we defined a class of DP problems that can be described in terms of a multi-stage DAG, where every solution is equivalent to a path from s0 to t in graph (∪ +1 i=0 Si, E). Due to this equivalence, we shall use DP terminology (solution, state, decision) and graph terminology (path, node, edge) interchangeably.
Let Π k (s) be the k th -shortest path from s to t and π k (s) its cost. After the bottom-up phase is complete, the k th best DP solution can be computed by any algorithm for kshortest paths. In the literature, the asymptotically best algorithm was proposed by Eppstein [30] . It guarantees a delay of O(log k) = O(log n) =Õ(1) after performing a pre-processing step of time complexity that is linear in the number of nodes and edges of the graph. We summarize this section with the following theorem:
Theorem 1 (Paths). The answers to a path query can be enumerated in ranked order with TTF =Õ(n) and delaỹ O(1).
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ANY-K ALGORITHMS FOR DP
Despite offering the lowest asymptotic complexity for kshortest paths, Eppstein's algorithm [30] is not the best choice for our use case. In the words of its author, it is "rather complicated" and as a result it is unclear how to extend it from path to tree queries. Since our DP problems correspond to k-shortest path problems on a multi-stage DAG (Eppstein's algorithm targets more general graphs), we propose a new algorithm, Take2, that exploits the graph structure to guarantee the same complexity as Eppstein, but with a simpler and easier-to-implement algorithm. 5 To this end, we explore algorithms that fall into two categories. On the one hand, there is previous work on finding the k-shortest paths in a graph via recursive equations [29, 45] . We refer to the application of this idea to our framework as anyK-rec. Perhaps surprisingly, we find that such an approach can return the last result faster than (generic) sorting. In other optimization contexts, methods were proposed based on partitioning the solution space that trace their roots to works by Lawler [54] and Murty [59] , including recent work on subgraph isomorphism [22] . We refer to this family of approaches as anyK-part. To better understand the cost tradeoffs between the different approaches, we proceed by adopting a more fine-grained cost analysis based on O-notation instead ofÕ.
Recursive Enumeration DP (ANYK-REC)
The anyK-rec approach relies on a generalized version of the principle of optimality [56] : if the k-th path from start node s0 goes through s ∈ S1 and takes the is-lightest path Πi s (s) from there, then the next heavier path from s0 that goes through s will take the (is + 1)-lightest path Πi s+1 (s) from there. We will refer to the prototypical algorithm in this space as Recursive [45] . Recall that lightest path Π1(s0) from start node s0 is found as the minimumweight path in Choices1(s0). Assume it goes through s ∈ S1. Through which node does the 2nd-lightest path Π2(s0) go? It has to be either the 2nd-lightest path through s, of weight w(s0, s) + π2(s), or the lightest path through any of the other nodes adjacent to s0. In general, the k-th lightest path Π k (s0) is determined as the lightest path in some later version Choices
is found as the minimum over the same set of choices, except that s0 • Πi s +1(s ) replaces s0 • Πi s (s ). To find Πi s +1(s ), the same procedure is applied recursively at s top-down. Intuitively, an iterator-style next call at start node s0 triggers a chain of such next calls along the path that was found in the previous iteration. Since it has adjacent states "10", "20", and "30" in the next stage, the lightest path Π1("2") is selected from Choices1("2") = {"2" • Π1("10"), "2" • Π1("20"), "2" • Π1("30")} as shown in Figure 3 . The first next call on state "2" returns "2" • Π1("10"), updating the set of choices for Π2("2") to {"2" • Π2("10"), "2" • Π1("20"), "2" • Π1("30")} as shown in the left box in Figure 5 . The subsequent next call on state "2" then returns "2" • Π1("20") for Π2("2"), causing "2" • Π1("20") in Choices2("2") to be replaced by "2" • Π2("20") for Choices3("2"); and so on.
As the lower-ranked paths starting at various nodes in the graph are computed, each node keeps track of them for producing the results as shown in Figure 6 . For example, the pointer from Π1("2") to Π1("10") at node "10" was created by the first next call on "2", which found "2" • Π1("10") as the lightest path in the choice set. For the detailed pseudocode, see Appendix D or [45] .
Repeated Partitioning DP (ANYK-PART)

Lawler and Hoffman-Pavley
Lawler [54] proposed a procedure for ranked enumeration of solutions via repeatedly partitioning the solution space, which can be applied to any optimization problem over a fixed set of variables, not only DP. In the terminology of our problem, there are variables x1,. . . , x , such that xi can take on any state in stage Si as a value. Lawler only assumes the existence of a method best that returns the optimal variable assignment over any space
The top-ranked solution Π1 = s1 . . . s is obtained by executing best on the unconstrained space S1 × · · · × S . To find the second-best solution, Lawler creates disjoint subspaces such that subspace i has the first i − 1 variables fixed to the top-ranked solution's prefix s1 . . . si−1 and the i-th variable restricted to Si − {si}. Then it applies best to each of these subspaces to find the top solution in each. The second-best overall solution is the best of these subspace solutions. The procedure continues analogously by generating the corresponding subspaces for the second-best solution, adding them to the list of candidates.
As shown by Chang et al. [22] who applied the method to graph pattern search, the k-th ranked solution is obtained as the output of best applied to some subspace
with Ur being a set of states excluded from Sr. The set of new candidates to be added to the candidate set for the (k + 1) st result are the results obtained by executing best on the following − r + 1 subspaces:
When applying Lawler to shortest-path problems, and hence DP, we can make the following observations for efficient computation of best for any subspace as defined in Eq. (3). First, prefix s1 . . . sr−1 is fixed and hence the problem is to pick the best suffix starting from state sr−1. Second, in the next stage Sr, only states that are not in exclusion set Ur can be selected. And third, from stage Sr+1 on, no states are excluded. This implies that the result of best(P ) is equal to path s1 . . . sr−1sr • Π1(sr) where
This set is just a subset of Choices1(sr−1), where the choices in Ur are removed. Hence Eq. (4) can be solved using only information that was already computed by the standard DP algorithm. Note that all elements in a choice set, except the minimum-weight element, are often referred to as deviations, because they deviate from the optimal path. Hoffman and Pavley proved already in 1959 [41] that to find the (k + 1)-st shortest path, only deviations of the k shorter paths have to be considered.
Example 7 (continued). After returning Π1(s0) = "1" "10" "100" , Lawler would solve three new optimization problems to find the second-best result. The first subspace is the set of paths that start at s0 from where they cannot use state "1". The second has prefix "1" and cannot use state "10". The third has prefix "1""10" and cannot use state "100". The best solution to the first subproblem is "2" "10" "100" , corresponding to deviation s0 • π1("2") of weight 112. For the second subproblem, the best result is found similarly as the second-best option "1" • π1("20") = "1" "20" "100" . For the third subproblem, the best subspace solution "1" "10" "200" is obtained analogously at state "10".
The ANYK-PART family of algorithms
Like anyK-rec, the anyK-part algorithms start with the standard DP algorithm that produces for each state s the shortest path Π1(s), its weight π1(s), and set of choices Choices1(s). However, except for the start state, they never explicitly manage longer paths such as Π2(s) or Π3(s). All decisions are based on the initial set of choices in Choices1(s). The main feature of anyK-part is a set Cand of candidates: it manages the best solution(s) found in each of the subspaces explored so far. To produce the next result, the anyK-part algorithm (1) removes the lightest candidate from the candidate set, (2) expands it into a full solution, Algorithm 1: anyK-part 1 Input: DP problem with stages S1, . . . , S 2 Output: solutions in increasing order of weight 3 Execute standard DP algorithm to produce for each state s: Π1(s), π1(s), and Choices1(s) 4 // Initialize candidate set with top-1 result (assume WLOG the first edge of Π1(s0) is (s0, s1)). A candidate consists of prefix s1, . . . , sr−1 , last-state sr, prefix-weight f ( s1, . . . , sr−1 ), and choice-weight w(sr−1, sr) + π1(sr) based on last state) 5 Cand = ( s0 , s1, 0, w(s0, s1) + π1(s1)) 6 Example 8 (continued). The standard DP algorithm identifies "1" "10" "100" as the shortest path and generates the choice sets as shown in Figure 3 . Hence Cand initially contains the candidate ( s0 , "1", 0, 1 + 110 = 111) (Line 5), which is popped from Cand in the first iteration of the repeat-loop (Line 7), leaving Cand empty for now. Now the for-loop (Line 11) is executed for stages 1 to = 3. For stage 1, we have s = s0 and s = "1". The successor (Line 13) of "1" at state s0, i.e., the next-best choice, is "2". (We discuss the successor function in more detail below.) Hence newCandidate is set to ( s0 , "2", 0, 112)-it is the winner for the first subspace-and added to Cand. Then the solution is expanded (Line 17) to ( s0 "1" , "10", 1, 110). The next iteration of the outer for-loop (Line 11) adds candidate ( s0 "1" , "20", 1, 120) to Cand and updates solution to ( s0 "1" "10" , "100", 11, 100). And the third and final iteration adds candidate ( s0 "1" "10" , "200", 11, 200) and updates the solution to ( s0 "1" "10" "100" , t, 111, 0). That solution is output as the top-1 result.
At this time, Cand contains the three entries ( s0 , "2", 0, 112), ( s0 "1" , "20", 1, 120), and ( s0 "1" "10" , "200", 11, 200) . Note that each is the shortest path in the corresponding subspace as defined by the Lawler procedure. Among the three, ( s0 , "2", 0, 112) is popped next, because it has the lowest sum of prefix-weight (0) and choice-weight (112). The first new candidate created for it is ( s0 , "3", 0, 113), followed by ( s0 "2" , "20", 2, 120), and ( s0 "2" "10" , "200", 12, 200) . At the same time, the solution is expanded to ( s0 "2" "10" "100" , t, 112, 0).
Instantiations of ANYK-PART
Algorithm 1 requires two design decisions: (1) What data structure to use for candidate set Cand. (2) How to store the choices at each state and how to implement successor-finding (Line 13) for these choices. For the former, we can use a priority queue with combined logarithmic time for removing the top element and inserting a batch of new candidates. For the latter, we discuss various solutions and propose a new approach.
Strict anyK-part Approaches. Eager Sort (Eager): Since a state might be reached repeatedly through different prefixes, it may pay off to pre-sort all choice sets and add pointers from each choice to the next one in sort order. Then each call to Succ(s, s ) only takes constant time, with the downside of the costly initial investment for sorting.
Lazy Sort (Lazy): For both low pre-processing cost and low successor-finding time, we can leverage an approach that Chang et al. [22] proposed in the context of graph pattern search. Instead of sorting the choice sets, the algorithm constructs a binary heap, which takes only linear time. Since all but one of the successor requests in a single repeat-loop execution are looking for the second-best choice 6 , the algorithm already pops the top two choices off the heap and moves them into a sorted list. For all other choices, the first access popping them from the heap will append them to the sorted list that was initialized with the top-2 choices. As the algorithm progresses, the heap of choices gradually empties out, filling the sorted list and thereby reaping the same access-time benefits like Eager as more results are computed.
Relaxed anyK-part Approaches. To further improve performance, we explore relaxing the procedure as follows: Instead of finding the true successor of a choice, what if the algorithm could return a set of potential successors? Correctness is guaranteed, as long as the true successor is contained in the set or already in Cand. (Adding potential successors early to Cand does not affect correctness, because they have higher weight and hence would not be popped from Cand until it is "their turn.") Ideally, this approach may reduce the cost of successor finding. However, it inserts more candidates early and hence causes a larger candidate set, thus increasing the cost for managing Cand.
All choices (All): This approach is based on a construction that Yang et al. [70] proposed for any-k queries in the context of graph pattern search. Instead of trying to find the true successor of a choice, all but the top choice are returned by Succ. While this avoids any kind of pre-processing overhead, it increases cost by inserting a significantly larger number of candidates early into Cand.
Take2: We propose a new approach that has better asymptotic complexity than any of the above. Intuitively, we want to keep the pre-processing at a minimum (like All), but also return a few successors fast (like Eager). These two can be achieved at the same time by organizing the choice set into a binary heap. In this tree structure, the root node is the minimum-weight choice and the weight of a child is always greater than its parent. Function Succ(s, s ) (Line 13) then simply returns the two children of s in the tree. Note that the true successor does not necessarily have to be a child of node s . Overall, returning two successors is asymptotically the same as returning one and it is also well known that the time to construct a heap is linear [25] , hence this approach asymptotically dominates the others. 7
Any-k DP Algorithm Complexity
For deeper understanding of the performance differences between the algorithms, we now switch to the more precise O-notation instead ofÕ. We use n to denote number of states in a stage, i.e., |S| = n . For simplicity, we conduct the analysis for the case of equi-joins where |E| ≤ n (see our construction in Figure 4 ). Figure 7 summarizes the analysis in terms of TT(k) and the worst-case complexity for TTL. The latter is obtained for the problem instance with the maximal output size Θ(n ). With Batch, we refer to an algorithm that applies sorting to the full output. In the case of equi-joins that output is produced by the Yannakakis algorithm [71].
Time to First
All algorithms described in this section first execute standard DP, which finds the top-ranked result and takes time O(n ). Eager requires an additional O( n log n) for sorting of choice sets. In contrast, since heap construction takes linear time, pre-processing complexity for Lazy and Take2 remains unchanged.
A TTF of O(n ) is optimal, because any ranking algorithm has to look at each node and edge of the DP graph at least once. This implies that all any-k algorithms except Eager are optimal not only in terms ofÕ complexity, but also for the stricter O complexity.
Delay
Each any-k algorithm requires O( ) to assemble an output tuple, contributing O( ) to the delay. To account for the remaining delay terms, we analyze each algorithm individually.
anyK-rec. In Recursive each next call on s0 triggers O( ) next calls in later stages-at most one per stage. The call deletes the top choice at the state and replaces it with the next heavier path through the same child node in the next stage (see Figure 5 ). With a priority queue, these operations together take time O(log n) per state accessed, for a total delay of O( log n) between consecutive results. In total, it takes O(n +k log n) to produce the top k results, i.e., TTL = O(n + |output| · log n). This bound can be loose because it does not take into account that in later iterations 7 Instead of a binary heap, any structure that imposes a partial order on the choice set can be used. In fact, all our anyK-part approaches can be interpreted as different partial orders. many next calls will stop early because the corresponding πi suffix weights had already been computed by an earlier call. With more careful accounting, we can show that Recursive can have TTL lower than even Batch, which was designed for returning the entire output.
Theorem 2. There exists a class of DP problems where Recursive has strictly lower complexity for TTL than Batch.
Proof. Regardless of the implementation of Batch, before it terminates it has to (i) process the input in Ω(n ), (ii) enumerate all results in Ω(|output| · ) and (iii) use a standard comparison-based sort algorithm to batch-rank the entire output in (|output| log |output|). In total, it needs Ω(n + |output|(log |output| + )).
For Recursive, when computing the full result, for each suffix πi(s) of any state s, it holds that the suffix is exactly once inserted into and removed from the priority queue managing Choices at s. Hence the total number of priority queue operations, each costing O(log n), equals the number of suffixes. Let Π * (i) denote the number of suffixes in stage i, i.e., the total number of paths starting from any node in Si. Then total cost for all priority-queue operations is O(log n i=1 Π * (i)). If i=1 Π * (i) = O(Π * (1)), then this cost is O(|output| · log n). (To see this, note that the set of paths starting at nodes in stage 1 is the set of all possible paths, i.e., the full output.) Together with pre-processing time and time to assemble each output tuple, total TTL complexity of Recursive then adds up to O(n + |output|(log n + )). This is strictly better than the TTL of Batch, as long as the output is significantly large.
For a concrete instance where i=1 Π * (i) = O(Π * (1)), consider the worst-case output scenario where each node in a stage is connected to all nodes in the next. At stage , there can be only 1 path suffix per state, for a total of n. At stage − 1, there are n times as many, and so on. Hence the total number of suffixes is n + n 2 + · · · + n = O(n ). This implies that the total cost for priority queue accesses is O(n log n). Together with pre-processing cost O(n ) and total cost for assembling all paths O(n · ), this yields a TTL of O(n + n ( + log n)), which is O(n ( + log n)) because the last term dominates the other.
In addition to the worst-case output scenario, we believe that property i=1 Π * (i) = O(Π * (1)) will likely hold for many real-world applications. It essentially states that the number of paths of length dominates the number of all shorter suffixes of those paths. A sufficient condition for this to hold is that each node is connected to at least two nodes in the next stage. Then
The lower TTL of Recursive is at first surprising, given that Batch is optimized for bulk-computing and bulksorting the entire output. Intuitively, Recursive wins because it exploits the multi-stage structure of the graphwhich enables the re-use of shared path suffixes-while Batch uses a general-purpose comparison-based sort algorithm. We leave as future work a more precise characterization of graph properties that ensure better TTL for Recursive over Batch.
anyK-part. For all anyK-part algorithms, popMin and bulk-insertion of all new candidates during result expansion take O(log |Cand|). For efficient candidate generation (Line 13 in Algorithm 1) the new candidates do not copy the solution prefix, but simply create a pointer to it.
Eager finds each of the up to successors in constant time. Since |Cand| ≤ k , its total delay is O(log(k ) + ) = O(log k + ). For Lazy, in the first iteration of the main forloop (Algorithm 1, Line 11), finding the successor (Line 13) requires at most one pop on a heap storing O(n) choices. All later iterations find the successor in constant time. Hence total delay is O(log k + + log n). The All algorithm might insert up to n new candidates to Cand for each result produced. Hence access to Cand after producing k results takes a total of O(log(k n)). All together, delay is O(log k + log + log n + n ) = O(log k + n ). Finally, Take2 finds the up to two successor candidates of a choice in constant time. It may double the size of Cand compared to the Strict anyK-part approaches, but since complexity is logarithmic in |Cand|, doubling the size has no impact on asymptotic complexity. Overall, delay therefore is only O(log k+ ). It is easy to see that all these algorithms have worst-case TTL of O(n · log n), the same as Batch (refer to [70] for All).
Summary. Figure 7 summarizes the analysis for equijoin problems 8 . As can be seen in the TT(k) column, all any-k algorithms except Eager have optimal TTF = O(n ). (They all have optimal TTF =Õ(n) inÕ-notation.) In contrast, Batch has to sort in O(|output| log |output|) the entire result set that Yannakakis [71] obtains in O(n + |output| · ). In terms of delay, Eager and Take2 are the winners with a delay of O(log k + ). Since producing an output tuples takes O( ), Take2 has nearly optimal delay in O-notation. (All but All have optimal delayÕ(1) inÕnotation.) In fact, Deep and Koutris [27] argue that the log k delay term is most likely unavoidable. In summary, Take2 wins on complexity for TTF and for delay, being optimal iñ O-notation and near-optimal in O-notation. Interestingly, while Recursive has higher delay complexity in O-notation than Take2, Lazy, and Eager, it has the lowest worst-case TTL of all methods, even Batch. This seemingly paradoxical result stems from the fact that as Recursive outputs results, it builds up state (path suffix weights) that speeds up computation for later results. Hence even though its delay complexity is tight for small k, our amortized accounting showed that it ultimately must achieve lower delay for large k.
The alert reader may have realized that the TT(k) guarantees for the any-k algorithms appear higher than Eppstein's best algorithm [30] . The difference is the term, which Eppstein was able to avoid by not having to explicitly construct each output tuple. Requiring the actual output tuple to be produced increases delay by for Eppstein as well.
DP OVER A TREE (T-DP) AND UNION OF T-DPS (UT-DP)
We now extend our ranked enumeration framework from serial DP to Tree-Based DP (T-DP), in which the stages of the problem form a tree instead of a path, and then to a Union of T-DPs (UT-DP). Recall from Section 3 that a UT-DP framework allows us then to achieve optimal ranked enumeration of arbitrary conjunctive queries.
Tree-Based DP (T-DP)
We consider problems where stages are organized in a rooted tree with S0 = {s0} as the root stage and child and parent relation between every pair of adjacent stages defined in the usual way. Figure 8 depicts an example with 10 stages. Let C(Si) be the indices of child stages and p(Si) the index of the parent stage of Si. In our example, C(S4) = {5, 6} and p(S4) = 1. We define as reverse tree-order the partial ordering on the stages {Si} with Su ≤T Sv if and only if the unique path from Su to the root passes through Sv [28] . We call Sv := {u|Su ≤T Sv} the down-closure of Sv, and Sv := Sv \ {v} the open down-closure of Sv. In our example, S4 := {5, 6, 8, 9}. We refer to the subtree formed by nodes in Sv as the subtree rooted at Sv. Overloading the notation, we also use C(si) := C(Si) for a state si ∈ Si. Analogously for p(si), si , and si . By establishing a total order in the tree consistent with ≤T (i.e. such that every parent appears before its children), we get a serialization of the stages. To simplify the notation we imply that the t leaf nodes contain only one state each and are numbered last. Thus Si = {si} for i ∈ { + 1, . . . , + t} (see Fig. 8 ).
For every non-leaf stage Sp and each of its child stages Sc, there is a a set of decisions Epc that leads from Sp to Sc. A solution Π = s1 . . . s then is a tree rooted at s0 that shares the same structure and is admissible, i.e., ∀c ∈ N +t 1 , if p(c) = p then (sp, sc) ∈ Epc. Notice that as in DP, we do not include the root and the leaf nodes (i.e. stages with unique states) in the solution. The objective function aggregates the weights of decisions across the entire tree structure:
A subproblem Π(s) in T-DP asks for finding an optimal subtree rooted at state s. If C(s) = {i1, . . . , i λ }, then the solution to the subproblem consists of s and a list of subtrees rooted at its children, which we write as Π(s) = s • Π(si 1 ), . . . , Π(si λ ) . We also write Π(sc) ⊂ Π(s) Similarly to serial DP, after the bottom-up phase we get reduced sets of states Si ⊆ Si, Epc ⊆ Epc and the top-1 solution Π1 = Π1(s0) is found by a "top-down" phase that follows optimal decisions.
A tree-based principle of optimality. In contrast to DP, we now may have multiple terminals (i.e. leaves in the tree) that are initialized with 0 cost, but we still have only one single root node. Comparing the objective functions of T-DP Eq. (5) with DP Eq. (1), we changed the index to use the fact that each node maps to exactly one parent (but not the other way round). Consider Fig. 8 after removing the subtree rooted at S4. Then our problem degenerates to serial DP and we are back at Fig. 2 . Contrasting the new principle of optimality formulation in Eq. (6) against Eq. (2), we now have that for each minimum solution, each subtree rooted at any node is a minimum cost solution to the respective subproblem. A solution then is a concatenation forming a tree instead of a single path.
Theorem 3 (T-DP). Equation (6) finds an optimal solution for the problem of minimizing Eq. (5).
Next, we describe the necessary changes to our algorithms to be applicable for T-DP problems.
anyK-rec. For a parent state sp with C(sp) = {i1, . . . , i λ }, we maintain λ choice sets, one for each child stage. To process each next call, the choice sets are handled in the same way as in the serial case. Suppose that the current solution is Π k (s) = sp • [Πj 1 (si 1 ), . . . , Πj λ (si λ )]. Then for each c ∈ C(sp), we compute Πj c +1(sc) by pushing and popping from the appropriate choice set. The difference to the serial algorithm is that we need to compare the solutions that we get by replacing each Πj c (sc) with Πj c +1(sc). Therefore, we need an additional data structure that gathers those solutions and further compares them in order to find Π k+1 (s) among them. In more detail, we insert λ new candidates into that data structure in each next call
and then we pop the top element once to find Π k+1 (s).
anyK-part. A prefix s1 . . . sr in T-DP respects the serial ordering of the stages; a stage can only be included in the prefix if its parent stage is also included. As in DP, any anyK-part algorithm manages a set of prefixes that whenever popped from the candidate set, are expanded optimally to a full solution. In order to expand s1 . . . sr by one stage, we append sr+1 such that Π1(sr+1) ⊂ Π1(sp), p = p(sr+1). The expansion continues stage-by-stage until we obtain a full solution. New prefixes are generated as in the serial DP case using a modified definition of successors that reflects the parent-child relationships. In particular, at stage Sc, we have to find the multiple successors Succ(sp, sc) where p = p(sc). Contrast this with Succ(sc−1, sc) of serial DP.
DP over Unions of Trees (UT-DP)
We define a union of T-DP problems as a set of T-DP problems where any solution to any of the T-DP problems is accepted as a solution to the UT-DP problem. Thus, we are given a set of u functions F = f (i) , each of which is defined over a solution space Π (i) , i ∈ N u . The UT-DP problem is then to find the minimum solution across all minimal T-DP instances.
Changes to ranked enumeration. The necessary changes to any of our any-k algorithms are now straightforward: We add one more top-level data structure Union that maintains the candidate sets Cand of all separate T-DP algorithms in a single priority queue. Whenever the top candidate is popped from Union, it gets replaced by the successor in its respective local T-DP priority queue.
EXPERIMENTS
Since asymptotic complexity only tells part of the story, we are also interested in comparing all algorithms in terms of actual running time.
Algorithms. We implemented all the different algorithms presented in the previous sections: (1) Recursive representing the anyK-rec approach from Section 5.1, (2) Take2, (3) Lazy [22] , (4) Eager, (5) All [70] representing the anyK-part approach and (6) Batch, which is the Yannakakis algorithm [71] for acyclic queries and NPRR [61] for cyclic queries, both followed by sorting.
Queries. We run experiments on two types of queries: (1) paths of length and (2) simple -cycles. The former are the simplest case of acyclic queries and are ideal for illustrating the differences between the algorithms, while the latter apply our decomposition method as described in Section 3.
Implementation details. All algorithms were implemented in Java and executed on an Intel Xeon E5-2650v0 CPU at 2.0Ghz with 128 GB RAM running CentOS Linux. In all our figures, data points are chosen as the median of 200 runs. As an optimization, we initialize all data structures lazily, when they are accessed for the first time. For example, in Eager, we do not sort the sets of choices of a node until it is first visited. This can significantly reduce TT(k) in practice, especially for small k. We apply this optimization to all algorithms. Also notice that our complexity analysis in Section 5.3 assumed constant-time insert for priority queues which is important for algorithms that push more elements than they pop per iteration. This bound is achieved by data structures that are well-known to perform poorly in practice [24, 53] . To address this issue in the experiments, we use "bulk inserts" which heapify the inserted elements [22] or standard binary heaps if the query size is small.
Synthetic data
The synthetic data generator takes as input the number of tuples per relation n and the number of relations . For path queries, we create a uniform pattern, making every tuple join with exactly d tuples in each adjacent relation. In particular, every column contains the same n/d consecutive integers, each repeated d times. For cycles, we follow a construction by [61] ; Results. For TTL, Recursive is faster than all other algorithms. It finishes enumerating even before Batch returns the first tuple (!). For small values of k, Lazy dominates and was faster even than the asymptotically best Take2.
Figures 9a and 9b report the number of results returned over time until the full join output has been enumerated in ranked order, comparing the any-k algorithms to Batch. For larger problem instances, full result computation was practically infeasible. Hence Figures 9c and 9d report only the top-ranked results, which the any-k algorithms were able to produce very quickly.
Recursive Take2
Lazy Eager All Batch We see that Recursive is faster than Batch not only in theory (Theorem 2), but also in practice, returning all the results sorted faster (9.3 sec and 6.3 sec) than the time needed by Batch to return even the first result (14.7 sec and 11.8 sec). This result holds for both paths and cycles (Figures 9a and 9b) . In cases where a large amount of results is returned, the strict anyK-part variants (Eager, Lazy) have an advantage over the Relaxed ones (Take2, All) as they produce fewer candidates per iteration. Eager is slightly better than Lazy because batch-sorting is faster than incrementally converting a heap to a sorted list. This situation is reversed for small k on the larger instances (Figures 9c and 9d ). Here initialization time becomes a crucial factor, therefore Eager and Recursive lose their edge, while Lazy shines. Recursive starts off slower for the first hundred thousand results, but overtakes the others for sufficiently large k. All performs poorly, especially on the cyclic query (Figure 9d ), due to the large number of successors it inserts in the priority queue of candidates.
Real-world data
We run experiments on two real-world graph datasets. A graph can be represented as a relation of edges; by appropriately self-joining that relation, we query the graph for paths or cycles of length . The first graph is Bitcoin OTC [51, 52] , whose edges have weights representing the degree of trust of a user towards another. The second graph is Twitter [73] , where edges indicate followership among users. To control input size, we only retain edges between users whose IDs are below a given threshold. Edge weight is obtained as the sum of the PageRanks [18] of both endpoints. Since cycle queries are more expensive, we run them over a smaller sample (TwitterS) than that of path queries (TwitterL). Results. Lazy is consistently among the top-performers.
Batch is impractical because it attempts to compute the full result, which is extremely large. Figure 10 shows results for small k for 4-path and 4-cycle query. Batch did not return any results after 2 hours even for the smaller of the two networks and is thus not shown. Lazy outperforms the rest, confirming our earlier conclusions. Recursive is again slower in the beginning but often catches up at some point (Fig. 10b ). Eager was overall outperformed (Figure 10d ) due to the costly initial sorting. Take2 showed mixed results, sometimes performing near the top, other times near the bottom. All again suffers from putting too many candidates into the priority queue early on, slowing it down quickly.
RELATED WORK
Top-k. The problem of returning the top-k results quickly and at lower cost than the full result has received significant attention in the database community [3, 4, 9, 19, 23, 43, 67, 68] . Much of that work relies on the value of k given in advance in order to prune the search space. Besides, the cost model introduced by the seminal Threshold Algorithm (TA) [31] only accounts for the cost of loading input tuples from external sources. The goal of minimizing the number of accessed input tuples also guided later work that generalized the model to more complex join patterns, including J* [60] , Rank-Join [42] , LARA-J* [55] , and a-FRPA [33] .
While some try to find a good balance between the cost of accessing tuples and the computational cost of deciding termination, overall, previous work on top-k queries is suboptimal when accounting for all steps of the computation, including intermediate result size (see Appendix F).
Unranked enumeration of query results. Unranked enumeration of answers to general acyclic queries can be achieved with linear pre-processing and a linear delay between any two solutions [8, 13, 46, 65, 66] . If projections are involved, only a subset of acyclic queries allow algorithms with constant delay, and the multiplicative factors are often very big, making any implementation of such algorithms impractical [65] . A lot of recent focus has been on identifying cases where constant delay enumeration is still possible [20] . We, in contrast, consider the problem of ranked enumeration of full CQs, eschewing the difficulties introduced by projections, yet focusing on the challenges of ranking.
Ranked enumeration. Both [22] and [70] describe anyk algorithms for tree-based graph queries instead of the more general CQs; they describe the ideas behind Lazy and All respectively. [49] describes a particular any-k algorithm for acyclic queries with polynomial delay. That algorithm fits into our family of anyK-part, yet does not exploit common structure between sub-problems and hence has weaker asymptotic guarantees for delay than any of the any-k algorithms discussed here. Recently, an unpublished paper [27] on arXiv explored ranked enumeration of conjunctive query results. Without realizing it, the authors reinvented the REA algorithm [45] , which corresponds to Recursive, for that specific context. We are the first to guarantee optimal time-to-first result and optimal delay for both acyclic and cyclic queries. For instance, we return the top-ranked result of a 4-cycle inÕ(n 1.5 ), while [27] requiresÕ(n 2 ). Furthermore, our paper (1) addresses the more general problem of ranked enumeration for DP over a union of trees, (2) unifies several approaches that have appeared in the past, from graph-pattern search to k-shortest path problems, (3) provides a theoretical and experimental evaluation of trade-offs including algorithms that perform best for small k, and (4) is the first to prove that it is possible to achieve time-to-last result that asymptotically improves over batch processing by exploiting the stage-wise structure of the DP problem.
k-shortest paths. The literature is rich in algorithms for finding the k th -shortest path [7, 12, 29, 30, 41, 44, 45, 47, 54, 56, 57, 72] . Many of the subtleties of the variants arise from the difficulties caused by graphs whose structure is more general than the multi-stage graphs occurring in our DP problems. Hoffman and Pavley [41] , as early as 1959, introduced the concept of deviations as a sufficient condition for finding the k th shortest path. Building on that idea, Dreyfus [29] proposed an algorithm that can also be seen as a modification to the procedure of Bellman and Kalaba [12] . The Recursive Enumeration Algorithm (REA) [45] uses the same set of equations as Dreyfus did, but applies them in a top-down recursive manner. REA serves as our basis for anyK-rec. To the best of our knowledge, past research has ignored the fact that this algorithm can be used to sort DP solutions faster than Batch. In another line of research, Lawler [54] generalized an earlier algorithm of Murty [59] to any optimization problem and applied it to k-shortest paths. Lawler's procedure, along with the Hoffman-Pavley deviations are one of the main ingredients of our anyK-part approach. Eppstein's algorithm [30, 44] achieves the best known asymptotical complexity, albeit with a complicated construction whose practical performance is unknown. The "basic" version of the algorithm has the same complexity as Eager, while our Take2 algorithm matches the complexity of the "advanced" version for our problem setting where output tuples have to be returned.
Worst-Case Optimal (WCO) Join Algorithms. Our work leverages exciting recent work on WCO join algorithms [2, 48, 58, 61, 69] . As described in Section 3, we build upon recently proposed data-dependent decomposition methods [1] that can be interpreted as transforming a cyclic query into a union of acyclic queries. Together with our novel UT-DP any-k algorithms, we give the first any-k algorithms that have lower worst-case time-to-last result than any known batch computation and sorting algorithm. And the timeto-first result of our any-k algorithms matches the optimal complexity for Boolean queries.
CONCLUSIONS AND FUTURE WORK
We proposed optimal algorithms for ranked enumeration of the results of full conjunctive queries Our technique can also be applied to joins with projections and to theta-joins (by representing the join condition as a relation of matching tuple pairs). Yet, in those scenarios we do not guarantee optimality. In future work we will explore how to achieve (near-)optimal complexity also for those more general join problems.
APPENDIX
A. POSSIBLE RANKING FUNCTIONS
A.1 Attribute weights
In order to keep our formalism clean and easy to follow, we focused only on weights on tuples. It is however straightforward to also handle weights on attributes, as we illustrate next. 
A.2 Algebraic ranking functions
So far, we have focused on the standard DP formulation of finding the minimum total cost solution, where the cost function is an additive aggregate of costs for individual decisions. However, our framework immediately generalizes to more general cost functions forming a particular algebraic structure as we explain next.
Algebraic structures. A commutative monoid [35] is a 3-tuple (W, ⊕,0), where W is a non-empty set, ⊕ is a closed commutative and associative binary composition on this set, and the equation x ⊕0 =0 ⊕ x = x holds for all elements x in W (i.e.0 is the identity (or neutral) element). We use i∈[n] xi as short form for x1 ⊕ x2 ⊕ · · · ⊕ xn. A totally ordered commutative monoid is a 4-tuple (W, ⊕,0, ≤) [16] where (W, ⊕,0) is a commutative monoid and ≤ is a binary relation on W , which induces a total ordering on W that is translation-invariant, i.e., that satisfies: ∀x, y, z ∈ W : x ≤ y ⇒ x ⊕ z ≤ y ⊕ z. A semiring [35] is a set (W, ⊕, ⊗,0,1), where (W, ⊕,0) is a commutative monoid, (W, ⊗,1) is a monoid, ⊗ distributes over ⊕, i.e. ∀x, y, z ∈ W : (x ⊕ y) ⊗ z = (x ⊗ z) ⊕ (y ⊗ z), and0 is absorbing (an annihilator) for ⊗: ∀a ∈ W , a ⊗0 =0 ⊗ a =0. A selective dioid [36] is a special semiring, for which further (W, ⊕,0) is totally ordered and ⊕ is selective, i.e. ∀x, y ∈ W : x ⊕ y = x or y. This last property is essential and captures the key algebraic property we need.
Connection to DP and Any-k. Now notice that our treatment so far has discussed cost functions that consist of the operators min (which is selective) and addition. These correspond to the tropical semiring (Rmin, min, +, ∞, 0) with Rmin := R ∪ {∞}, which is an instance of a selective dioid. Under this perspective, Bellman's famous principle of optimality discussed in Section 4 is a re-statement of the more general distributivity of addition over minimization: min(x + z, y + z) = min(x, y) + z.
It follows that our approach immediately generalizes to any operators that form a selective dioid. Another example is the Boolean semiring ({0, 1}, ∨, ∧, 0, 1), where the disjunction is also selective. Interestingly, our algorithms can also perform standard query evaluation by inverting the order to 1 ≤ 0. Since sorting an array consisting of {0, 1} elements takes linear time, it follows that our algorithms can enumerate answers to a 4-cycle query with TTF = O(n 1.5 ) and TTL = O(n 1.5 + |output|). The former matches the optimal algorithm for the Boolean version of the query and the latter is optimal as well since the submodular treewidth of the 4-cycle is 1.5. For the worst-case output case, i.e., |output| = n 2 we also match the AGM bound, i.e., our algorithm, like NPRR, is worst-case optimal.
Proposition 1 (Ranking Function). Our algorithms generalize to any operators that form a selective dioid.
This follows from observing that the axioms of selective dioids are sufficient for our entire treatment of any-k algorithms in this paper to work. In other words, we replace each occurrence of min with ⊕, and each summation with ⊗.
A.3 Lexicographic orders as special case
We now show that our general formulation above includes lexicographic orders as a special case. Thus, we want to establish an ordering of output space R1 × R2 × · · · × R where two output tuples are first compared based on their R1 component, and if equal there then on their R2 component, and so on. For this to be well-defined, we need to assume a total order < on the tuples within each relation (e.g. by their tuple ids).
Consider a partial result tuple r which satisfies only some of the atoms of the conjunctive query. WLOG, assume the total order within each relation represented by the natural numbers [n]. We define id(r) as a vector in ([n] ∪ {⊥}) whose value in position i is equal to the identifier (or index) of the tuple that satisfies the atom gi or ⊥ if it is not satisfied. We say that id(r1) L id(r2) if id(r1) is lexicographically smaller or equal.
We equip this set with a "minimum" (or more generally, a "selective") operator ⊕L as id(r1) ⊕L id(r2) = id(r1) iff id(r1) id(r2) else id(r1) ⊕ id id(r2) = id(r2).
We also define a "concatenation" operator ⊗L such that id(r1) ⊗L id(r2) is also a vector in ([n] ∪ {⊥}) ; its value in position i is ⊥ if the value of both r1 and r2 is ⊥, or id if one of them is ⊥ and the other is id. If both of them have values id1 and id2 then the result is ⊥ (note that this will not happen in our scenario, but we define it that way so that commutativity and associativity hold).
It is now easy to see that the set of id(r) together with the two operations and the total order is a selective dioid, which falls into our more general algebraic framework and we can thus apply any-k to lexicographical ranking functions.
B. TIE-BREAKING THE OUTPUT
Recall from Section 3 that the Panda decomposition [1] generates a set of trees whose outputs are non-disjoint, as the same result could potentially be produced by multiple trees. It is easy to detect and remove those duplicates, yet to guaranteeÕ(1) delay for our algorithms we have to make sure that all the duplicates of a tuple arrive consecutively. To see why, imagine an extreme scenario where all the output tuples have the same weight and duplicates arrive in arbitrary order; in that case, the delay between consecutive results could be in the order of k, i.e. in the order of the number of already seen output tuples. For instance, consider the first 5 letters {a, b, c, d, e} and assume 10 tree decompositions, all having the same weight. Then a possible enumeration without our added requirement could be (a, b, c, d, a, a, a, a, a, a, a, a, a, b, b, . . . , c, c, d, . . .). To prevent Algorithm 2: Recursive 1 Input: any DP problem with sets of states S 1 , . . . , S 2 Output: solutions in increasing order of cost 3 Execute standard DP algorithm to produce for each state s: Π 1 (s), π 1 (s), and Choices 1 (s) 4 // Initialization phase 5 for stages i from − 1 to 0 do if Π j+1 (s) has not been computed then 25 // Π j (s) is at the top of the priority queue, pop it so that we can construct Choices j+1 (s) 26 Choices j (s).popMin() 27 // Assume Π j (s) = s • Π j (s ).
28
// Compute Π j +1 (s ) recursively. 29 Π j +1 (s ) = next(Π j (s )) 30 if Π j +1 (s ) = null then 31 Choices j (s).insert(s • Π j +1 (s )) 32 Choices j+1 (s) = Choices j (s) 33 // To get Π j+1 (s), peek instead of popping. The pop will happen whenever next(Π j+1 (s)) is invoked. 34 Π j+1 (s) = Choices j+1 (s).peek() 35 return Π j+1 (s) this, we will redefine our ranking function so that it breaks ties in a consistent way and thus no two output results will have the same weight. Intuitively, we will add an extra dimension to our ranking function that captures a lexicographic order on the input tuples. Whenever two weights are equal, the tie will be broken by the value of the second dimension, ensuring that only identical results have the same overall weight. In the end, the true weight can be recovered by looking only at the first dimension of the weight function.
Given two partially ordered sets A and B, the lexicographical order on the Cartesian product A × B is defined as
It is well known that this order is a total order if and only if the factors of the Cartesian product are totally ordered.
However, what is less known is that this order is a total order even if the first factor is just a total preorder. Recall that a total preorder is reflective, transitive, complete, however not antisymmetric. In other words, any sequence of non-decreasing weights is a total preorder. If ties are removed, this becomes a total order that is also antisymmetric. We now show how to use this property to force our any-k enumeration to enumerate the same output tuple with constant delay (ignoring polylogarithmic factors) even if we use a decomposition method (such as PANDA) that is not disjoint, and thus multiple trees can return the same output tuple. The key idea is to force that each output tuple will be enumerated consecutively even if there are ties, i.e. multiple output tuples with the same weights.
Assume that for a tuple r, the original ranking function w(r) was defined with operators ⊕, ⊗ and a total order ≤. Then the new ranking function is the Cartesian product w (r) = (w(r), id(r)), with id(r) capturing a lexicographic order as in Appendix A.2, and the following two operators:
As can be easily seen, the new ranking function is also defined over a selective dioid and our any-k algorithms immediately apply.
C. PROOF OF Theorem 3
Proof. We show that T-DP finds the minimum value of 6) is the optimal value of Eq. (5) . It is straightforward to show that Π1(s0) is a solution that achieves the minimum cost.
D. PSEUDOCODE OF THE RECURSIVE ALGORITHM
The Recursive algorithm is presented in Algorithm 2.
E. RANKED ENUMERATION AND NPRR
We now show how the NPRR algorithm [61] fails to find the top ranked result in the same time bound as our approach. The key innovation of such worst-case optimal join algorithms is that they achieve the same complexity as the worst-case size of the output for every query. In the case of a 4-cycle query, NPRR produces the full join result in O(n 2 ), a tight worst-case optimal bound. We next demonstrate with the help of the example database I1 in Figure 12 that it requires O(n 2 ) for the top-1 result as well, which cannot be easily fixed, whereas the techniques presented in this paper yield O(n 1.5 ).
NPRR execution on I1. We follow the general treatment and formalism of [61] .
(Step 1) WLOG, we use the total order of attributes B → C → A → D, which implies choosing relation W (A, D) Ranked enumeration with NPRR. A straightforward way to to turn this algorithm into a ranked enumeration algorithm is to compute all output tuples (a, b, c, d) and then sort them, which incursÕ(n 2 ) for TTF. Is it possible to do better than that? We will next show that any reasonable attempt to "retrofit" this algorithm fails to achieveÕ(n 1.5 ) TTF for our example. After Step 2 above, we have 2n pairs in L, the weight of which is known. Let us revisit Step 3 and break it further into the following parts:
(i) For every (b, c) pair in L, we know its weight wS (the subscript refers to the relation of origin). We have already established that the number of (a, d) pairs that can be connected from any (b, c) is 1 · n = n < |W (D, A)| = 2n. Since all (b, c) in L are all light pairs, the execution plan is always to compute (a, d) pairs that satisfy R(a, b), S(b, c), T (c, d).
In this step, we can compute their weights as w light = wR + wS + wT . Therefore, for each (b, c) pair, we have a pool of matching pairs (a, d), each associated with a weight.
(ii) There are 2n (b, c) pairs and each one has n matching pairs of (a, d) in its pool. To find the result with the minimum weight, we need to go through the pool for each such (b, c) pair. For each combination, we have to verify that it is a result by checking W (D, A) and also compute the total weight by adding wW . Thus,Õ(n 2 ) in total.
Experimental results. To better illustrate our point, we run NPRR against our algorithms (Recursive and Lazy) on a 4-cycle query QC4 and database I1 (Figure 12 ) for various sizes n. Notice that even though our decomposition method guaranteesÕ(n 1.5 ) for a 4-cycle query, it only needsÕ(n) on I1, since every relation has only one heavy value. We use the same experimental setup as in Section 7 and plot the time-to-first (TTF) and time-to-last (TTL). For NPRR we only plot the TTF, since TTL is very similar. We also plot two lines that show the trend of a linear and a quadratic function. Figure 13 shows the results. We can clearly see that NPRR, as well as the TTL of our algorithms grow quadratically with n and soon become infeasible for large n. On the contrary, despite an initial overhead for small n, the TTF of our algorithms closely follows the linear line and is viable even for n in the order of millions of tuples: For example, for 16k tuples, our algorithm returns the top-1 result in 300 msec, while NPRR takes over 100 secs.
F. TOP-K ALGORITHMS IN OUR COST MODEL
Consider the database I2 from Figure 14 with = 3 relations and n = 10 tuples per relation. The top output tuple is marked in blue; it consists of the lightest tuples from the first − 1 relations and the heaviest tuple from R . J* [60] and Rank-Join [42] access the tuples in the input relations by decreasing weight. Their cost model takes into account only the number of database accesses, hence they try to minimize the depth up to which the sorted relations have to be accessed in order to find the top-k results. In this case, both J* and Rank-Join will consider the (n − 1) −1 combinations between R and S before getting to the the top-1 tuple (r0, s0, t0). This happens because J* over-estimates their weight by using the large weight of t0 to upper-bound them, while Rank-Join by default joins each newly encountered tuple with all the other ones seen so far. In contrast, our approach achieves O(n · ) for the top ranked result.
G. SUB-OPTIMALITY OF RECURSIVE FOR THE FIRST RESULTS
In Figure 7 , we established a better asymptotic bound for the running time of Take2, compared to Recursive when the number of the k returned results is not "too large" (in which case Theorem 2 or a similar argument may apply). For instance, when k = O(n), Take2 achieves O(n log n + n· ) compared to O(n· log n) of Recursive. We now show that the latter bound is tight, i.e., there exists an instance for which Recursive needs Θ(n · log n) time to return k = n results.
To achieve worst-case behavior, we need to (i) operate with large priority queues and (ii) minimize the sharing of common suffixes between different results. Figure 15 Figure 13 : TTF of NPRR vs our algorithms R A B w r 1 a 1 b 1 10 r 2 a 2 b 1 9 · · · · · · · · · · · · r 9 a 9 b 1 2 r 0 a 0 b 0 1 S B C w s 1 b 1 c 1 100 s 2 b 1 c 2 90 · · · · · · · · · · · · s 9 b 1 c 9 20 s 0 b 0 c 0 10 T C w t 0 c 0 1000 t 1 c 1 1 · · · · · · · · · t 8 c 8 1 t 9 c 9 1 Figure 14 : Database I 2 showing sub-optimality of J* and Rank-Join.
the simplest such example, corresponding to a cartesian product between = 3 relations. As before, tuple weight is equal to tuple value. Notice that each of the first k = n results uses a different tuple from R . It is straightforward to set the weights appropriately in order to achieve the same for for arbitrary n, . To retrieve the k'th result, a next call at s0 will trigger a chain of − 1 other recursive next calls, each one computing Π k for a different stage. Every next call (except maybe the last one) involves a pop and a push from a priority queue of size Θ(n), hence Θ(n · log n) in total.
H. MINIMUM-COST HOMOMORPHISM
The connections between conjunctive query evaluation, constraint satisfaction, and the hypergraph homomorphism problem are well-known [21, 32, 50] . We now apply our framework to the minimum-cost homomorphism problem and generalize it in the same spirit as we generalized a standard Dynamic Programming (find the top-1 solution) to an any-k problem. In other words, we want to perform ranked enumeration, finding the min cost homomorphism, then the 2nd lowest cost homomorphism, etc. For that purpose we need to introduce a slight variation of the well-studied hypertree decompositions.
Pinned hypertree decomposition. A hypergraph H(N, E) is a pair H = (N, E) where N is a set of elements called nodes, and E is a set of non-empty subsets of N (i.e. E ⊆ 2 N \ ∅) called edges.
Definition 3 (TD [63] ). A tree decomposition of a hypergraph H(N, E) is a pair T, χ where T = (V, F ) is a tree, and χ is a labeling function assigning to each vertex v ∈ V a set of vertices χ(v) ⊆ N , such that the following three conditions are satisfied:
1. (node coverage) for each node b ∈ N , there exists v ∈ V such that b ∈ χ(v); 2. (edge coverage) for each hyperedge h ∈ E, there exists v ∈ V such that h ⊆ χ(v); and 3. (coherence) for each node b ∈ N , the set χ −1 (b) = {v ∈ V | b ∈ χ(v)} induces a connected subtree of T .
To distinguish between vertices of H and T , we will denote the former nodes N , and the latter vertices V . Thus, we also call the set χ(v) for v ∈ V the nodes of v.
Definition 4 (HD [38] ). A (generalized) hypertree decomposition HD of a hypergraph H is a triple HD = T, χ, λ , called a hypertree for H, where T, χ is a tree decomposition of H, and λ is a function labeling the vertices of T by sets of hyperedges of H such that, 4. for each vertex v of T , χ(v) ⊆ h∈λ(v) h. 9
In other words, the additional condition is that all nodes in the χ labeling of the TD are covered by hyperedges in the λ labeling.
A rooted hypertree decomposition T, χ, λ, r of H is obtained by additionally choosing a root r ∈ V , which defines a child/parent relation between every pair of adjacent vertices, and ancestors/descendants in the usual way: In a rooted tree, the parent of a vertex is the vertex connected to it on the path to the root; every vertex except the root has a unique parent. A child of a vertex v is a vertex of which v is the parent. A descendant of any vertex v is any vertex which is either the child of v or is (recursively) the descendant of any of the children of v. We write p(v) for the parent of node v, C(v) for the set of children, and D(v) for the set of descendents. A node without children is called a leaf.
Define as reverse tree-order the partial ordering on the vertices V (T ) with u ≤T v if and only if the unique path from u to the the root passes through v [28] . if u <T v we say that u lies below v in T. We call v := {u|u ≤T v} the down-closure of y. In other words, v = D(v) ∪ {v}.
Let T, χ, r be a rooted tree decomposition of H. For a node v ∈ V , we denote χ( v ) = u χ(u), with u ∈ v . In other words, χ( v ) contains any node that is contained in either v or any of its descendants. We also define the subgraph H
where the union is taken over all children c ∈ C(v) of v [17] . In other words, a vertex introduces a node if that node is contained in the vertex but none of its children. Analogously, a vertex v forgets (or "projects away") node b if b ∈ c χ(c) \ χ(v). Since a node can only be present in a connected set of vertices (forming a subtree), each node can be introduced multiple times, but only forgotten once. DP algorithms rely on the following two key properties, which follow easily from Definition 3: (i) first, H( r ) = H; (ii) second, for every v ∈ V , the only vertices of H( v ) that (in H) may be incident with edges that are not in H( v ) are vertices in χ(v).
For our particular formulation of dynamic programming (DP) over hypertree decompositions, we need to add one more labeling function to the hypertree decomposition. We explain the intuition first: In a HD, an edge h ∈ E can be mapped to multiple vertices in HD. However, when we add up the weights of a homomorphism, we need to make sure that weights are counted only once. We thus use a "pinning" function that maps each h to exactly one vertex in T in which h appears without projection (i.e., χ(v) ⊇ h). We say that vertex v "pins" edge h. 10 Definition 5 (Pinned HD). A pinned hypertree decomposition of a hypergraph H is a quadruple T, χ, λ, ρ , where T, χ, λ is a HD and ρ is a function labeling the vertices of T by sets of hyperedges of H such that, So val(v, θ) is the minimum weight of a homomorphism µ from H( u ) to G that coincides with θ. Then since H( r ) = H, the minimum weight of a homomorphism from H to G is computed by taking the minimum value of val(r, θ) over all µ : χ(r) → N (G).
The values val(v, θ) can then be computed recursively in any sequence consistent with the reverse tree order ≤T as follows (Algorithm 3):
1. If v is a leaf node, then initialize the weights with all grounded weights val(v, θ) = w(θ) (Line 3). 2. If v is not a leaf node, then first let S be the set of variables that appear in either v or its children (Line 5). Then for each homomorphism µ of the nodes in S to nodes N (G), determine the cost for the sum of: (i) cost inherited all children consistent with µ, and (ii) additional cost incurred at that node v for all pinned edges h ∈ ρ(v) (Line 6).
Then determine the minimum over all µ consistent with the variables in v (Line 7). 3. Finally, determine the minimum weight of all homomorphisms consistent with the root (Line 8). The minimum weight homomorphism θ * can then be reassembled in one pass forward from the root to the leaves in the standard way as explained in Section 6 11 .
