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Starting from a particle model describing self-propelled particles interacting through
nematic alignment, we derive a macroscopic model for the particle density and mean di-
rection of motion. We first propose a mean-field kinetic model of the particle dynamics.
After diffusive rescaling of the kinetic equation, we formally show that the distribution
function converges to an equilibrium distribution in particle direction, whose local den-
sity and mean direction satisfies a cross-diffusion system. We show that the system is
consistent with symmetries typical of a nematic material. The derivation is carried over
by means of a Hilbert expansion. It requires the inversion of the linearized collision op-
erator for which we show that the generalized collision invariants, a concept introduced
to overcome the lack of momentum conservation of the system, plays a central role. This
cross diffusion system poses many new challenging questions.
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1. Introduction
Systems of active (or self-propelled) particles have received a great deal of atten-
tion in the last decade due to their potential for explaining emergent phenomena
occurring for instance in animal collective behavior,12 development and cancer36 or
social mass phenomena.32 We refer to Ref. 41 for a review on the subject. Among
all the models, the Vicsek model40 has been particularly studied due to its simplic-
ity. In the Vicsek model, self-propelled particles tend to align with their neighbors
up to some random uncertainty. To be more specific about the type of considered
alignment, we clarify first the difference between ‘orientation’ and ’direction’: two
vectors have the same orientation if after normalization, they are equal; two vectors
have the same direction if after normalization, they are equal or opposite (so every
direction has two orientations). The alignment in the Vicsek model is so called polar
in the sense that if a particle’s orientation and the neighbors’ mean particle orienta-
1
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tion are opposite, the particle will make a U-turn to adopt the same orientation as
the neighbors’ mean particle orientation. With this model, Vicsek and followers10
exhibited a wealth of intriguing patterns which attracted a lot of literature.
In a series of papers 9, 28, Chate´ and his team proposed a variant of the Vicsek
model in which the particles interact nematically. In this case, returning to particle
alignment as described above, the particle would not undertake a U-turn because
the particle’s direction and the mean particle direction are the same (even though
in the example considered they have opposite orientations). In other words, what
matters in a nematic interaction is the angle of lines between the two directions and
not the angle of vectors betwen the two orientations. The word “nematic” originates
from the physics of liquid crystals, in which this kind of interaction is a model for
the excluded volume interaction between rod-like polymers.2,3 In Ref. 9, 28, new
patterns were seen compared to the Vicsek model, which suggests that the change
from polar to nematic alignment makes a big difference. The present work aims at
studying nematic alignment further by means of macroscopic models.
Macroscopic, i.e. fluid-like, models of large particle systems are important tools
in the analysis of such systems. Indeed, macroscopic models consist of partial differ-
ential equations which are amenable to different kinds of qualitative and quantita-
tive studies such as stability and bifurcation analyses, asymptotic behavior, rate of
convergence towards equilibria, etc., that the discrete particle models do not allow.
However, a key requirement is to derive the macroscopic models from the particle
ones as rigorously as possible, otherwise results derived from the macroscopic level
could lack relevance for the particle system.
The first macroscopic version of the Vicsek model was proposed by Toner and
Tu in Ref. 39 from pure symmetry consideration. We will see below that symmetry
considerations are quite important. However, Toner & Tu’s model was not -per se-
derived from the Vicsek model. To overcome this question, Bertin and coworkers in
Ref. 5 proposed a binary collision mechanism supposed to mimic the Vicsek interac-
tion and used a Boltzmann approach to derive Toner & Tu’s model. However, beside
the fact that their derivation has not been performed on the original model, the ap-
proach itself leaves a lot of unanswered mathematical questions some of which have
been addressed in Ref. 7. The first rigorous derivation of a macroscopic model for
the Vicsek model has been performed in Ref. 22 using the techniques of kinetic the-
ory. A fully rigorous treatment of this derivation can be found in Ref. 35 and related
mathematical investigations in Ref. 25, 27, 43. The resulting model now referred to
as “Self-Organized Hydrodynamics (SOH)” is not the Toner & Tu model, although
the latter can be related to an approximation of the former by relaxation. The SOH
model has been elaborated further to accommodate other kinds of interactions. A
noticeable one is that performed in Ref. 17, 18 for full body-attitude coordination.
In particular, Ref. 18 highlights the connection between full body-attitude coordi-
nation and nematic alignment of the corresponding quaternions (body attitude can
be encoded in a unit quaternion, i.e. a normalized vector in dimension 4). In the
present work, we will rely on Ref. 18 for several technical aspects.
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Using the same approach as in Ref. 5, the article 38 proposes a model for ne-
matically interacting particles. A similar approach based on a slightly different
collision mechanism is developed in Ref. 4. But these approaches suffer from the
same drawback as in Ref. 5: they do not start from the genuine Vicsek model for
nematic particles and a rigorous mathematical framework for their derivation is still
missing. We also note a mean-field approach in Ref. 37. Here, we aim to derive a
macroscopic model from the genuine nematic Vicsek dynamics based on rigorous
asymptotic theory in which the small parameter ε is related to the change of scale
from the microscopic to the macroscopic scale. We will show that the relevant scal-
ing is a diffusive scaling by which the dilation parameter between the micro and
macro time scales is ε−2 while the corresponding dilation parameter for the spatial
scales ε−1.
Our approach is valid for any dimension d ≥ 2. It relies first on the derivation
of an associated mean-field kinetic model and second on a diffusion approximation
of that model. The derivation of the mean-field model from the particle model
is not rigorous but, based on previous results in the Vicsek case,6 we conjecture
that the former is the limit of the latter when the number of particles tends to
infinity. To perform the diffusion approximation of the kinetic model, we use a
classical Hilbert expansion method (see e.g. Ref. 13 for a review, REf. 8 for a general
presentation of mathematical kinetic theory and Ref. 29 for a recent application of
the Hilbert expansion technique). However, there are several technical difficulties.
One of them lies in the inversion of the linearized collision operator (which describes
the combined influence of alignment and noise within the kinetic model). As usual,
solvability conditions need to be satisfied for this linearized operator to be invertible.
We show that these conditions involve the so-called Generalized Collision Invariants
(GCI) which were first introduced in Ref. 22 to overcome the lack of momentum
conservation in the model (indeed, the alignment interaction does not preserve
momentum, a feature related to the self-propulsion of the particles). The fact that
the GCI span the kernel of the adjoint of the linearized collision operator has already
been noticed in Ref. 1 and is also verified here. The GCI for the nematic alignment
collision operator were first derived in Ref. 18.
The macroscopic model is a system of cross-diffusion equations for the particle
density ρ and for the mean nematic direction u. The mean nematic direction is a
direction of anisotropy for the system. Therefore, the local response of the system
is different whether it is acted upon along the direction u or across it, but such
responses are equivalent when it is acted in different directions lying in the subspace
{u}⊥. Therefore, gradients need to be decomposed along the u direction or across it
which generates a large combinatoric complexity of different second order derivatives
in the model. Likewise, gradients in ρ and u fuel the dynamics of the system, which
results in the presence of quadratic terms in first order derivatives. Again, due to
the large number of ways to multiply first order gradients in ρ and u decomposed in
their parallel and transverse components to u, this results in a large combinatoric
complexity of first-order terms as well. However, there is an order in this apparent
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complexity. This order is powered by the symmetries of the system and we will show
that some combinations of derivatives which would superficially appear as possible
are turned off as incompatible with the symmetries of the system.
There are different variants of these nematic alignment models. For instance, in
Ref. 11, the motion of the particles is also nematic: they have a certain probability of
reversing i.e. of changing the orientation of their motion along their given direction
in such a way that there is no preferred orientation along the direction of motion. In
Ref. 20, 21, a similar model has been proposed to model colonies of myxobacteria. In
this model, the reversal probability was weak compared to the nematic alignment
probability. Also, a feature of the noise in the interaction term allowed the two
densities of particles moving along a given direction in the two possible orientations
to be different. This left the possibility of a net mean motion and consequently,
the macroscopic limit was of hydrodynamic type. It led to a hyperbolic model
which corresponded to a coupled system of two SOH models with identical mean
directions and with reaction terms describing the reversals. Here, we do not leave
the possibility to the densities of these two populations to be different. So the net
mean motion is actually zero and what the macroscopic model captures are the
fluctuations around this zero-average motion in the form of a diffusion system. So,
the resulting model is completely different.
We also mention Ref. 23 in which an asymptotic expansion to the solution of
the kinetic Vicsek model up to the first order in ε were given. This led to an SOH
model perturbed by diffusion terms of order ε. These diffusion terms had similar
structure as those presented in this paper, with a decomposition of the gradients
along and normal to the mean direction of motion. This is not surprising as the
structure of these terms were conditioned by the symmetries of the system which
were, for the second order terms, the same as the ones we encounter here. In Ref. 23,
instead of relying on a Hilbert expansion, the methodology was based on a micro-
macro decomposition. In the end, the two approaches should be equivalent and in
the present paper, we chose to investigate the Hilbert expansion approach. In doing
so, important structural properties were revealed, such as the relation between the
GCI and the inversion of the linearized collision operator.
As already mentioned, the body orientation model of Ref. 18 mostly corre-
sponded to nematic alignment in dimension 4. However, there is a major difference
with the model investigated here, which lies in the motion term. In Ref. 18, the
particle velocity was a quadratic function of the unit quaternion. Thus, two op-
posite quaternions gave rise to the same direction of motion. So, in this model, a
net motion was achieved in average. The macroscopic limit was of hydrodynamic
type and the limit model was of SOH type, i.e. was hyperbolic. Here, two opposite
orientations give rise on average to no net motion. Therefore, the macroscopic limit
is of diffusive type and again, completely different from what we get in Ref. 18.
The paper is organized as follows. In Section 2 we introduce the modelling
framework, i.e. the particle model and the associated mean-field model. In Section
3, we state the main result, i.e. Theorem 3.1 which gives the macroscopic model
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and discuss the properties of the model. In Section 4, we give the proof of the main
result. Finally, in Section 5, we provide a conclusion and some perpectives.
2. Modelling framework
2.1. Individual Based Model
We present a particle (or Individual-Based Model (IBM)) of collective motion where
agents move at a constant speed while undergoing nematic alignment with their
neighbours. Consider N agents described by their positions Xi ∈ Rd and orienta-
tions ωi ∈ Sd−1, i = 1, . . . , N , where Sd−1 is the d− 1-sphere. In all this document,
we assume d ≥ 2. The evolution of the system is given by:{
dXi = ωidt, (2.1a)
dωi = Pω⊥
i
◦
[
ν(ωi · ω¯i)ω¯i +
√
2DdBit
]
, (2.1b)
where ν,D > 0 are given constants, (Bit)i=1,...,N denotes N independent Brownian
motions in Rd and Pω⊥ denotes the orthogonal projection onto the orthogonal space
to ω in Rd denoted by {ω}⊥. More generally, for any unit vector ξ ∈ Rd, |ξ| = 1,
we will denote by Pξ⊥ the orthogonal projection of R
d onto {ξ}⊥, namely
Pξ⊥ = Id− ξ ⊗ ξ,
where ⊗ denotes the tensor product and Id the identity matrix. The symbol ’◦’
in Eq. (2.1b) indicates that the stochastic differential equation (SDE) (2.1b) must
be understood in the Stratonovich sense. Indeed, it is shown in Ref. 33 that a
SDE involving a Brownian motion projected on the tangent space to a manifold
provides a Brownian motion on this manifold provided the SDE is understood in the
Stratonovich sense. Finally, ω¯i denotes any of the two unitary leading eigenvectors
of the matrix Qi defined by:
Qi =
1
N
N∑
j=1
1
Rd
K
( |Xi −Xj |
R
)(
ωj ⊗ ωj − 1
d
Id
)
, (2.2)
where the function K corresponds to a sensing kernel and R > 0 is the typical
radius of the sensing region. We assume that K ≥ 0 and∫
Rd
1
Rd
K
( |x|
R
)
dx = 1.
We assume that the leading eigenvalue of Qi is simple. Therefore, there are only
two unitary leading eigenvectors which are opposite to each other. However, the
expression (ωi · ω¯i)ω¯i in Eq. (2.1b) is independent of the choice of sign for ω¯i
and is well-defined. System (2.1) is supplemented with initial conditions, namely
(Xi(0), ωi(0)) = (Xi0, ωi0), ∀i ∈ {1, . . . , N}, where (Xi0, ωi0) are points in the
phase space Rd × Sd−1 which are independently and identically distributed accord-
ing to a probability distribution having density f0(x, ω) with respect to the Lebesgue
measure.
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Eq. (2.1a) expresses that agent i moves in the direction and orientation of ωi at
speed 1. The constancy of the speed is a way to express the particles’ self-propulsion
(think of fish which would be able to instantaneously adjust their stroke to maintain
a constant cruising speed). The specification of a unit speed is possible by choosing
a convenient ratio between the time and space units. Eq. (2.1b) expresses how the
orientation ωi changes over time: it is the sum of two competing phenomena, a
noise term given by the Brownian motion on the one hand, and an alignment term
corresponding to the term involving ω¯i. Eq. (2.1b) without the noise term can be
written
dωi
dt
= νPω⊥
i
(
(ωi · ω¯i)ω¯i
)
=
ν
2
∇ω
(
(ωi · ω¯i)2
)
, (2.3)
where ∇ω is the gradient in the sphere Sd−1. Eq. (2.3) describes the relaxation of
the orientation ωi towards a maximum of the potential given by (ωi · ω¯i)2. These
maxima corresponds to either ω¯i if (ωi · ω¯i) ≥ 0 or −ω¯i if (ωi · ω¯i) ≤ 0 which is
what is called “nematic alignment” in reference to nematic liquid crystal theory.
Alignment occurs with intensity ν (in the fish example above, they would change
orientation at time intervals of average duration 1/ν).
The direction of ω¯i corresponds to the mean nematic direction of the particles.
Indeed, to be consistent with the fact that the particles tend to adopt the orienta-
tion of ω¯i or −ω¯i according to the sign of (ωi · ω¯i), one must compute an average
of the mean orientations ωj which is invariant under the change ωj → −ωj.This
is the purpose of constructing the tensor Qi, which is called the Q-tensor in the
language of liquid crystals.2,3 The expression (2.2) of Qi is quadratic with respect
to any of the vectors ωj involved in the sum, and consequently respects this invari-
ance. On the other hand, if there is only one particle j involved in the sum (for
instance if K is compactly supported and only particle j different from i lies in
the support of K( |Xi − ·|R )), then the nematic alignment direction should be ±ωj.
The corresponding Qi is proportional to (ωj ⊗ ωj − 1d Id) and its leading eigenvec-
tors are precisely ±ωj. So, it makes sense to retain this property and refer to the
mean alignment direction as the direction of the leading eigenvector of Qi. For an
alternative explanation of the relation between the Q-tensor and the mean nematic
direction through a minimisation of a potential, the reader is referred to Ref. 18 .
This nematic alignment model is different from models encountered in liquid
crystals.2,3 Indeed, in such models, the alignment dynamics (ignoring the noise) is
written:
dωi
dt
= ν Pω⊥
i
(Qiωi). (2.4)
Definition (2.4) is more straightforward to handle than (2.3) as it does not impose
the leading eigenvector to be simple. By a manipulation involving (2.2), it is also
easy to show that the interaction (2.4) is additive: i.e. the total contribution to
dωi
dt of all the particles is a sum of the contributions of every individual particle.
Expression (2.3) does not enjoy this additivity property. However, in most self-
organization systems, interactions are not additive so it might happen that (2.3) is
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more accurate to model them than (2.4). Furthermore, (2.3) has the advantage to
rule out any phase transition which are present with (2.4) and are associated with
a change in the multiplicity of the leading eigenvalue (we refer to Ref. 2, 3, 30, 42,
44 for literature on phase transitions in liquid crystals and to Ref. 14, 15, 16, 26 for
the corresponding mathematical literature on the Vicsek model). The techniques
developed in the present paper and notably, the GCI technique (see Section 4.3)
are not yet ready to handle (2.4) and their elaboration is still in progress. The fact
that (2.3) does not exhibit phase transitions is not a problem when one wants to
focus on the dynamics of the ordered phase, which is our case here. In this case,
from a phenomenological viewpoint, both models encompass the same effects and
can be used to investigate them qualitatively.
Here, we stress that although subject to nematic alignment, the particles are
polar in their movement i.e. two particles having orientations ω and −ω move in
opposite directions. Hence, system (2.1) is not invariant by the reversal of the orien-
tations ωi of the particles. However, one may think that if there are many particles,
the nematic interaction will contribute to quickly relax the distribution of ω’s to a
symmetric distribution, invariant by the change of ω to −ω. This is indeed what we
will observe in the macroscopic regime.
2.2. Mean-field limit
In this section, we formally establish the mean-field limit as the number of agents
N →∞ of System (2.1). We construct the empirical measure fN (t) of the particles,
given by
fN (t)(x, ω) = fN(t, x, ω) =
1
N
N∑
i=1
δ(Xi(t),ωi(t))(x, ω), (2.5)
where δ(X0,ω0)(x, ω) stands for the Dirac delta distribution on R
d×Sd−1 located at
(X0, ω0) ∈ Rd × Sd−1. We also introduce the initial measure fN0 :
fN0 (x, ω) =
1
N
N∑
i=1
δ(Xi0,ωi0)(x, ω),
such that fN(0) = fN0 . Then f
N(t) is a random measure on Rd×Sd−1 for all t ≥ 0.
For many kinds of particle systems, it can be shown that, as N →∞, fN converges
to a deterministic measure which satisfies a partial differential equation.6,31,34 In
the present case, the same result is conjectured, although the proof might be delicate
due to the necessity to avoid configurations where the leading eigenvalue is multiple.
So, the following result is purely formal.
Proposition 2.1 (Formal mean-field limit). The empirical distribution (2.5)
converges to a function f = f(t, x, ω) which satisfies the following kinetic equation:
∂tf +∇x · (ωf) = ∇ω · [−ν (ω · ω¯R,f )Pω⊥ ω¯R,ff +D∇ωf ] := CR(f), (2.6)
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where ∇ω and ∇ω· denote the gradient and divergence operators on Sd−1, respec-
tively, and where ω¯R,f is the unitary leading eigenvector (up to a sign) of
QR,f (t, x) :=
∫
Rd
∫
Sd−1
1
Rd
K
( |x− y|
R
)(
ω ⊗ ω − 1
d
Id
)
f dω dy. (2.7)
The initial condition to (2.6) is f(0, x, ω) = f0(x, ω).
In the language of kinetic theory, the left-hand side of (2.6) is called the transport
operator, and its right-hand side, namely CR(f), is the collision operator. In (2.6),
the time-derivative is balanced by a space-derivative term which corresponds to
(2.1a) and the collision operator which corresponds to (2.1b). In the latter, the first
term is the contribution of alignment while the second one is that of the noise. The
alignment term depends on the leading eigenvector of the Q-tensor QR,f whose
expression (2.7) is a continuous version of the expression (2.2) of the discrete Q-
tensor Qi.
We note that the space derivative term is antisymmetric in the transformation
ω → −ω while the collision term is invariant under this transformation. Again,
this reflects the fact that the motion of the particles is polar (i.e. depends on the
orientation of ω), while the alignment is nematic (i.e. depends on the direction of ω
but not on its orientation). Again, we expect that, if the latter dominates, the limit
model will be purely nematic. This is what we observe in the macroscopic below.
3. The main result: macroscopic equations
3.1. Parabolic rescaling
The goal of this paper is to investigate the behavior of (2.6) at macroscopic scales.
This means that we must simultaneously dilate the space and time units so as to
be able to observe the system on large regions and on large times. The dilation
factor for space and time are not independent and their relation depends on the
problem studied. Here, we will see that the convenient one is the so-called parabolic
or diffusive rescaling, whereby the time dilation factor is quadratic in terms of the
spatial dilation factor.
More precisely, we rescale space and time in the kinetic equation (2.6) by intro-
ducing a small parameter ε ≪ 1 which corresponds to a spatial dilation factor of
1/ε. We then introduce new time and space variables t′ and x′ by letting
x′ = εx, t′ = ε2t,
and a new kinetic distribution function f ′(t′, x′, ω) by
f ′(t′, x′, ω) dx′ dω = f(t, x, ω) dx dω,
i.e.
f ′(t′, x′, ω) =
1
εd
f
( t′
ε2
,
x′
ε
, ω
)
.
Nematic alignment of self-propelled particles in the macroscopic regime 9
This choice allows us to keep the number of particles in a given volume in phase
space unchanged through the scaling. Note that we do not rescale the orientation
ω. Similarly, we define a rescaled Q-tensor as follows:
Q′(t′, x′) =
1
εd
QR,f
( t′
ε2
,
x′
ε
)
.
We easily verify that Q′(t′, x′) = QεR,f ′(t
′, x′). So, after removing the primes and
renaming f ′ into f ε, we obtain
ε2∂tf
ε + ε∇x · (ωf ε) = CεR(f ε). (3.1)
Now, we make the key assumption that R is independent of ε. This means that the
sensing region does not change in the scaling. Note that different assumptions could
be made, leading to different results.19 Now, we expand QεR in powers of ε.
Lemma 3.1. When ε→ 0, we have:
QεR,f (t, x) = Qf +O(ε2), (3.2)
ω¯εR,f = uf +O(ε2), (3.3)
CεR(f) = Γ(f) +O(ε2), (3.4)
where
Qf :=
∫
Sd−1
(
ω ⊗ ω − 1
d
Id
)
f dω, (3.5)
uf is one of the two normalized leading eigenvector of Qf (here too, we assume that
the leading eigenvalue of Qf is simple) and
Γ(f) = ∇ω · [−ν(ω · uf)Pω⊥uf f +D∇ωf ] . (3.6)
Proof. Introduce the change of variables y = x + εξ, ξ ∈ Rd into (2.7) with R
replaced by εR and Taylor expand with respect to ε. Because the kernel K(|x|) is
rotationally invariant, the odd powers in ε vanish by antisymmetry. So, the first
non-zero term following the leading order term appears with the power ε2, hence
the formula (3.2). Then (3.3) follows from the Taylor expansion of a simple eigen-
vector of a matrix with respect to its coeficients (see also Ref. 18 ), and (3.4) is a
straightforward consequence of (3.3).
Now, inserting (3.4) into (3.1) and neglecting powers of ε larger than 2 (because
they will have no influence on the results) leads to the following problem:
ε2∂tf
ε + ε∇x · (ωf ε) = Γ(f ε). (3.7)
This paper investigates the formal limit ε→ 0 in this equation.
We define
κ :=
ν
D
.
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For any u ∈ Sd−1, we introduce the probability distribution on Sd−1 defined by
Mu(ω) =
1
Z
exp
(κ
2
(ω · u)2
)
, Z :=
∫
Sd−1
exp
(κ
2
(ω · u)2
)
dω. (3.8)
We note that, using the change of variables (4.4) defined below, we can write Z as
Z =
1
Wd−2
∫ π
0
exp
(κ
2
cos2 θ
)
sind−2 θ dθ,
(with Wd−2 a constant given by (4.3)), which shows that Z is independent of u and
only depends on κ. A simple computation following the remark that
∇ω
(
(ω · u)2) = 2 (ω · u)Pω⊥u,
(see e.g. Ref. 18) shows that Γ can be written as follows:
Γ(f) = D∇ω ·
[
Muf∇ω
(
f
Muf
)]
. (3.9)
We note that Γ can be defined as an operator on functions of ω only.
3.2. Statement of the main result
Before stating the main result, we need to introduce some notations. For two real
numbers µ1 and µ2, we define the Hilbert space Hµ1,µ2 by:
Hµ1,µ2 :=
{
h : (−1, 1) −→ R, such that
∫ 1
−1
(1− r2)µ1h2(r) dr <∞ and
∫ 1
−1
(1 − r2)µ2(h′(r))2 dr <∞}.
(3.10)
We define the following functions whose existence and uniqueness will be proved
further:
 h: [−1, 1]→ R, r 7→ h(r), is the unique solution in H d−1
2 ,
d+1
2
of the problem
−(1− r2)(d−1)/2 exp
(
κr2
2
)(
κr2 + (d− 1))h(r) + d
dr
[
(1 − r2)(d+1)/2 exp
(
κr2
2
)
h′(r)
]
= r (1− r2)(d−1)/2 exp
(
κr2
2
)
.
(3.11)
h is an odd function of r and h(r) ≤ 0 for r ≥ 0.
 a: [−1, 1] → R, r 7→ a(r), is the unique solution in H d−1
2 ,
d+1
2
to Eq. (3.11) with
right-hand side (1−r2)(d−1)/2 exp(κr22 ) (note a factor r has been dropped compared
to the right-hand side that defines h). a is even and a(r) ≤ 0, for all r ∈ [−1, 1].
 b: [−1, 1] → R, r 7→ b(r), is the unique solution in H d−1
2 ,
d+1
2
to Eq. (3.11) with
right-hand side r2 (1− r2)(d−1)/2 exp(κr22 ) (note the factor r appears with exponent
2 compared to exponent 1 at the right-hand side of the equation that defines h). b
is even and b(r) ≤ 0, for all r ∈ [−1, 1].
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 c: [−1, 1]→ R, r 7→ c(r), is the unique solution in H˙0, d−12 to the equation
d
dr
[
(1− r2)(d−1)/2 exp
(
κr2
2
)
c′(r)
]
= r (1− r2)(d−2)/2 exp
(
κr2
2
)
, (3.12)
where
H˙0, d−12 =
{
ϕ ∈ H0, d−12 |
∫ 1
−1
ϕ(r) dr = 0
}
, (3.13)
c is odd and c(r) ≤ 0 for r ≥ 0.
 e is the unique solution in H d+1
2 ,
d+3
2
to the equation:
−2(1− r2)(d+1)/2 exp
(
κr2
2
)(
κr2 + d
)
e(r) +
d
dr
[
(1 − r2)(d+3)/2 exp
(
κr2
2
)
e′(r)
]
= r (1 − r2)(d+1)/2 exp
(
κr2
2
)
,
(3.14)
e is odd and e(r) ≤ 0 for r ≥ 0.
 k is the unique solution in H˙0, d−12 to Eq. (3.12) with right-hand side −2e(r) (1−
r2)(d−2)/2 exp(κr
2
2 ). k is odd and k(r) ≤ 0 for r ≥ 0.
For two functions f , g: [0, π]→ R, with g ≥ 0 and ∫ π0 g(θ) dθ > 0, we denote by
〈f〉g the average of f with respect to the probability density g(θ)dθ/
∫ π
0
g(θ) dθ, i.e.
〈f〉g =
∫ π
0 f(θ) g(θ) dθ∫ π
0 g(θ) dθ
.
We now state the main result:
Theorem 3.1 (Formal macroscopic limit). Suppose that f ε converges to f as
ε→ 0. Then, it holds that
f ε → ρMu, with ρ = ρ(t, x) ∈ [0,∞), u = u(t, x) ∈ Sd−1,
where Mu is given in Eq. (3.8). If the convergence is strong enough and ρ, u are
smooth enough, then they satisfy the following system:

∂tρ+∇x ·
(
C1 (u · ∇xρ)u+ C2 Pu⊥∇xρ+ C3 ρ (u · ∇x)u
+ C4 (∇x · u) ρu
)
= 0,
ρ∂tu+ E1 Pu⊥∇x
(
(u · ∇x)ρ
)
+ F1 ρPu⊥
[
(u · ∇x)
(
(u · ∇x)u
)]
+ F2 ρPu⊥
(∇x · (Pu⊥∇xu))
+ F3 ρPu⊥∇x(∇x · u)
+G1 (u · ∇xρ) (u · ∇x)u+G2 (Pu⊥∇xu)(Pu⊥∇xρ)
+G3
(
(Pu⊥∇xρ) · Pu⊥∇x
)
u+G4 (∇x · u)Pu⊥∇xρ
+H1 (u · ∇x log ρ) (Pu⊥∇xρ) +H2 ρ (Pu⊥∇xu)
(
(u · ∇x)u
)
+H3 ρ
[(
(u · ∇x)u
) · Pu⊥∇x]u+H4 ρ (∇x · u) (u · ∇x)u = 0,
|u| = 1.
(3.15a)
(3.15b)
(3.15c)
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The constants Ci, Ei, Fi, Gi, Hi are given by (where all functions h, a, b, c, e and
k have argument cos θ):
C1 =
〈
c cos θ
〉
q
, (3.16)
C2 =
〈 1
d− 1 a sin
2 θ
〉
q
, (3.17)
C3 =
〈 κ
d− 1 b sin
2 θ
〉
q
, (3.18)
C4 =
〈
κ cos θ
(
e
sin2 θ
d− 1 + k
)〉
q
, (3.19)
E1 =
〈 1
κ
(
a+
c
cos θ
)〉
s
, (3.20)
F1 =
〈
b
〉
s
, (3.21)
F2 =
〈 e sin2 θ
(d+ 1) cos θ
〉
s
, (3.22)
F3 =
〈 1
cos θ
( 2
d+ 1
e sin2 θ + k
)〉
s
= 2F2 +
〈 k
cos θ
〉
s
, (3.23)
G1 =
〈
c cos θ + b+
1
κ
(c′ − a)
〉
s
, (3.24)
G2 =
〈
− 2a
κ
+
sin2 θ
d+ 1
( e
cos θ
+ a+
a′
κ cos θ
)〉
s
= G3 − 2
〈a
κ
〉
s
, (3.25)
G3 =
〈 sin2 θ
d+ 1
( e
cos θ
+ a+
a′
κ cos θ
)〉
s
, (3.26)
G4 =
〈 k
cos θ
+
sin2 θ
d+ 1
( e
cos θ
+ a+
a′
κ cos θ
)〉
s
= G3 + F3 − 2F2, (3.27)
H1 =
〈 1
κ
(
a+
c
cos θ
)〉
s
= E1, (3.28)
H2 =
〈
− b− e cos θ + sin
2 θ
d+ 1
(
κ e cos θ + κb+
b′
cos θ
+ e′ +
e
cos θ
)〉
s
= −F1 + F2 +
〈
− e cos θ + sin
2 θ
d+ 1
(
κ e cos θ + κb+
b′
cos θ
+ e′
)〉
s
, (3.29)
H3 =
〈
− e cos θ + sin
2 θ
d+ 1
(
κ e cos θ + κb+
b′
cos θ
+ e′
)〉
s
= H2 + F1 − F2, (3.30)
H4 =
〈
κ k cos θ + k′ +
sin2 θ
d+ 1
(
κ e cos θ + κb+
b′
cos θ
+ e′
)〉
s
= H3 +
〈
(κ k + e) cos θ + k′
〉
s
, (3.31)
where
q(θ) = exp(
κ
2
cos2 θ) sind−2 θ, s(θ) = exp(
κ
2
cos2 θ) |h(cos θ) cos θ| sind θ,
for all θ ∈ [0, π].
Nematic alignment of self-propelled particles in the macroscopic regime 13
Remark 3.1. The apparent singularity in the expression of some of the coefficients
is only fictitious as, indeed, the probability distribution s involves the same factors
at the numerator and these cancel the singular factors.
3.3. Comments on System (3.15)
System (3.15) is a system of diffusion equations. We will leave the check of the
ellipticity of the second-order differential operator for future work. However, given
the sign conditions on a, b, c, e and k, all C, E and F coefficients, which correspond
to the second order operators involved, are positive. Although this is not a sufficient
condition of ellipticity, this a good start, because at least, each equation on ρ and
u separately is elliptic. Even in the case where the system is not elliptic, we might
be able to fix it by incorporating additional effects, such as a different scaling
of the interaction radius R,19 which may introduce stabilizing terms. Also, some
instability is needed for the generation of patterns (which have been observed in
simulations of the IBM.9,28) So, a weak breakup of the ellipticity condition might
just be the manifestation of the patterning capabilities of the model. We will address
these points in future work.
The model has strong structural properties. First, the normalization constraint
(3.15c) is preserved for all times as soon as the initial condition satisfies it. Indeed,
it is readily seen that the spatial gradient terms in (3.15b) are all vectors normal
to u, so that u satisfies the conservation relation ∂t|u|2 = 0. The system is also
invariant under the change u→ −u. So, if (ρ, u) is a solution of the system, (ρ,−u)
is another one. Indeed, in (3.15a), each term involves an even number of copies of
u, while in (3.15b), each term involves an odd number of such copies. In both cases,
the change u → −u leaves the equations unchanged. Thus, the orientation of u is
unimportant, only its direction matters. This means that we should consider u as
belonging to the projective space Pd−1, (i.e. the quotient of the sphere Sd−1 by the
symmetry u → −u) rather than to the sphere Sd−1 itself. Since the macroscopic
equations are derived in a regime where the collision operator is large, the system
retains the nematic symmetry of the collision operator and ignores the disruption
of this symmetry caused by the polar transport operator.
We now comment on the structure of these equations and justify their apparent
complexity. First, we note that the density equation (3.15a) is in divergence (or
conservative) form, i.e. it has the following structure:
∂tρ+∇x · J = 0, (3.32)
where J is the particle flux, given by the quantity inside the bracket in (3.15a).
This divergence form is a consequence of the fact that the particle interactions are
conservative, i.e. there is no creation or destruction of particle during an interaction.
Therefore, the rate of change of the particle number in a small volume is exactly
balanced by the net flux of entering particles in this volume (this flux can take
negative values if there are more particles leaving that volume that entering it).
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This balance is what is expressed by the conservative form (3.32) of (3.15a). On
the other hand, the interactions do not conserve momentum and consequently, the
equation (3.15b) for u is in non-conservative form, and presumably cannot be put in
divergence form. So, the number of terms is higher than for the ρ equation (indeed,
when developed, each conservative term in the ρ equation would give rise to several
non-conservative terms, so, the conservative form is more ’compact’). We also note
that (3.15b) involves two kinds of terms: (i) terms which are linear in the second
order derivatives (these are all terms in factor of an E or F coefficient) and (ii)
terms that are quadratic in first order derivatives (these are all terms in factor of a
G or H coefficient).
Now, we comment on the structure of these terms. Due to the special role taken
by self-propulsion, which occurs macroscopically in the direction of u, this direction
is an anisotropy direction for the system. On the other hand, the system is isotropic
in any direction belonging to {u}⊥, which means that two directions belonging
to {u}⊥ should be equivalent. Therefore, we expect that the system’s response
to gradients in the macroscopic quantities ρ and u will be different for gradients
along u and gradients normal to u but responses to gradients in directions that are
normal to u will be the same. This is why all gradients have been decomposed into
gradients along u, namely (u·∇x . . .)u and gradients in the normal direction, namely
Pu⊥∇x . . ., where the . . . stand for any quantity that needs to be differentiated. But
for second order derivatives, these terms are operated twice: these are:
(u · ∇x)
(
(u · ∇x . . .)
)
, Pu⊥∇x (u · ∇x . . .), Pu⊥∇x (Pu⊥∇x . . .), (3.33)
where these notations are purely symbolic. In each case, the exact form taken by the
operator must take into account the nature of the objects to which they are applied
and which they produce (scalars, vectors or tensors). Note that (u ·∇x)(Pu⊥∇x . . .)
can be written as Pu⊥∇x (u · ∇x . . .) up to first order terms so, these two operators
are not independent and we have chosen to express the cross-derivatives in terms
of the latter as it makes it clear that the result is a vector normal to u. Indeed,
the term in factor of the E coefficient corresponds to (3.33) applied to ρ with the
following correspondence

(u · ∇x)
(
(u · ∇x . . .)
) −→ ∅,
Pu⊥∇x (u · ∇x . . .) −→ E1 Pu⊥∇x
(
(u · ∇x)ρ
)
,
Pu⊥∇x (Pu⊥∇x . . .) −→ ∅.
(3.34a)
(3.34b)
(3.34c)
Similarly, the terms in factor of the F coefficients correspond to (3.33) applied to
u as follows

(u · ∇x)
(
(u · ∇x . . .)
) −→ F1 ρPu⊥[(u · ∇x)((u · ∇x)u)],
Pu⊥∇x (u · ∇x . . .) −→ ∅,
Pu⊥∇x (Pu⊥∇x . . .) −→ F2 ρPu⊥
(∇x · (Pu⊥∇xu))
+ F3 ρPu⊥∇x(∇x · u).
(3.35a)
(3.35b)
(3.35c)
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The last line (3.35c) corresponds to the third term in (3.33) in which a contraction
or trace operation has been intercalated. Indeed, we can easily check that

Pu⊥
(∇x · (Pu⊥∇xu)) = Tr[12]((Pu⊥∇x)(Pu⊥∇xu))
+ (((u · ∇x)u) · ∇x)u
− u((Pu⊥∇xu) : (Pu⊥∇xu)),
Pu⊥∇x(∇x · u) = Pu⊥∇x
(
Tr(Pu⊥∇xu)
)
.
(3.36a)
In the first line (Pu⊥∇x)(Pu⊥∇xu) is a tensor of order 3 and, up to terms which
involve first order derivatives only, its contraction with respect to the first two
indices (hence the notation Tr[12]) is equal to the left-hand side of (3.36a). Terms
involving first order derivatives are those in factor of the G and H coefficients and
will be discussed below. The proof of (3.36a) can be found in Appendix A. In the
second line, (Pu⊥∇xu) is a tensor of order 2 and we take its trace in the usual way
(we will prove further that ∇x ·u = Pu⊥ : (∇xu) = Tr (Pu⊥ ∇x u), see (4.88)). In
fact, it corresponds to contracting the third order tensor (Pu⊥∇x)(Pu⊥∇xu) with
respect to the last two indices. Since this tensor is symmetric with respect to the
first two indices, there is no other way to contract two of its indices.
Now, we can explain why there are missing terms in the series (3.34) and (3.35).
This corresponds to the fact that no operator constructed with these operators
would respect the symmetries of the system. Indeed, let us analyze (3.34c) for in-
stance. The tensor Pu⊥∇x (Pu⊥∇xρ) is of order 2. So it cannot be used as it is
because we need a vector. The only two operations compatible with the symmetries
which would give rise to a vector are presumably multiplication by u (either to the
right or to the left) or contraction with respect to its two indices (which would give
a scalar) followed by multiplication by u. In the former case the result is either 0
or a first order operator. In the second case, it leads to a vector proportional to u
which is not allowed since we need a vector normal to u to preserve |u| = 1. There-
fore, there is no possibility to construct a genuinely second order operator from
Pu⊥∇x (Pu⊥∇xρ) which respects the symmetries of the system. Similar consider-
ations can be developed for the other missing lines in (3.34) and (3.35). To make
these arguments rigorous, we need representation theory.24 This will be explored
in forthcoming works.
We now turn towards the structure of the second series of terms in (3.15b), those
which are quadratic in gradients of ρ and u. Again, the gradients are decomposed
along u and normal to u, which leads to the following combination of terms:(
(u · ∇x)ρ
) (
(u · ∇x)u
)
,
(
(u · ∇x)ρ
)
(Pu⊥∇xu),
(
(u · ∇x)u
)
(Pu⊥∇xρ), (Pu⊥∇xρ) (Pu⊥∇xu),(
(u · ∇x)ρ
)2
,
(
(u · ∇x)ρ
)
(Pu⊥∇xρ), (Pu⊥∇xρ)2,(
(u · ∇x)u
)2
, ((u · ∇x)u
)
(Pu⊥∇xu), (Pu⊥∇xu)2.
The first line corresponds to cross-product terms of one gradient in ρ and one
gradient in u ; the second line corresponds to quadratic terms in ∇xρ ; the third
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line to quadratic terms in ∇xu. Again, the products are taken symbolically. The
exact form of the result depends on the nature of the objects involved (scalars,
vectors or tensors): The terms in factor of the G coefficients correspond to cross-
product terms of one gradient in ρ and one gradient in u as follows:

(
(u · ∇x)ρ
) (
(u · ∇x)u
) −→ G1 ((u · ∇x)ρ) (u · ∇x)u,(
(u · ∇x)ρ
)
(Pu⊥∇xu) −→ ∅,(
(u · ∇x)u
)
(Pu⊥∇xρ) −→ ∅,
(Pu⊥∇xρ) (Pu⊥∇xu) −→ G2 (Pu⊥∇xu)(Pu⊥∇xρ)
+G3
(
(Pu⊥∇xρ) · Pu⊥∇x
)
u
+G4 (∇x · u)Pu⊥∇xρ.
Indeed, the terms in factor of G2, G3 and G4 can be respectively written
(Pu⊥∇xu)(Pu⊥∇xρ), (Pu⊥∇xu)T (Pu⊥∇xρ) and Tr(Pu⊥∇xu)Pu⊥∇xρ and corre-
spond to three ways to realize the symbolic operation (Pu⊥∇xρ) (Pu⊥∇xu) while
respecting the symmetries of the system. The terms in factor of the H coefficients
correspond to quadratic terms in either gradients of ρ or gradients of u as follows:

(
(u · ∇x)ρ
)2 −→ ∅,(
(u · ∇x)ρ
)
(Pu⊥∇xρ) −→ H1 (u · ∇x log ρ) (Pu⊥∇xρ),
(Pu⊥∇xρ)2 −→ ∅,(
(u · ∇x)u
)2 −→ ∅,
((u · ∇x)u
)
(Pu⊥∇xu) −→ H2 ρ (Pu⊥∇xu)
(
(u · ∇x)u
)
+H3 ρ
((
(u · ∇x)u
) · Pu⊥∇x)u
+H4 ρ (∇x · u) (u · ∇x)u,
(Pu⊥∇xu)2 −→ ∅.
The terms in factor of H2, H3 and H4 involve respectively (Pu⊥∇xu)
(
(u · ∇x)u
)
,
(Pu⊥ ∇x u)T
(
(u · ∇x) u
)
, Tr(Pu⊥∇xu)
(
(u · ∇x)u
)
. They correspond to three
ways we can multiply (u · ∇x)u and Pu⊥∇xu, while respecting the symmetries of
the system. Again, we conjecture that for the missing lines (those indicated by ∅)
there is an obstruction to construct a non-trivial operator with the requirements
imposed by the symmetries of the system.
Comparatively, the structure of the ρ equation (3.15a) is simpler: inside the
divergence, the four different gradients allowed by the symmetries of the system
appear according to the following correspondence:

(u · ∇x)ρ −→ C1 (u · ∇xρ)u,
Pu⊥∇xρ −→ C2 Pu⊥∇xρ,
(u · ∇x)u −→ C3 ρ (u · ∇x)u,
Pu⊥∇xu −→ C4 (∇x · u) ρu.
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Indeed, the term in factor of C4 can be written
(
Tr(Pu⊥∇xu)
)
ρu.
Physically, this system describes the anisotropic diffusion of a mass density ρ,
which has different diffusivities in the direction along u and normal to u as the
first two terms in (3.15a) show. If the anisotropy direction u was given and did not
evolve with time, the last two terms of (3.15a) would appear as convection terms
for ρ powered by gradients of u. However, the anisotropy direction u is subject
to a diffusion equation and these last two terms of (3.15a) must be seen as cross-
diffusion terms. Now, the u equation is itself an anisotropic diffusion equation where
the anisotropic diffusion terms in u are seen in factor of the F coefficients. In this
equation, the cross-diffusivities, i.e. how second derivatives in ρ affect u are seen in
factor of the E-coefficient. The terms in factor of G and H coefficients can be seen
as convection terms drifting u in directions depending on the various gradients in
the system.
The rest of this article is devoted to the proof of Th. 3.1.
4. Proof of the main result (Th. 3.1).
4.1. Preliminaries: decomposition of Sd−1
Let u ∈ Sd−1 be given. For all ω ∈ Sd−1, we will use the decomposition
ω = (ω · u)u+ ω⊥, ω⊥ := Pu⊥(ω). (4.1)
We note that ω⊥ depends on u although not explicitly stated. The vector u with
respect to which the decomposition (4.1) is considered will be clear from the context.
We will denote by σe,o the set of functions f = f(ω) = f((ω ·u)u+ω⊥) that are even
in (ω · u) and odd in ω⊥. Analogously we will define σo,e, σe,e, σo,o. Any function
of ω can be decomposed uniquely into
ω = ωe,o + ωo,o + ωo,e + ωe,e, with ωe,o ∈ σe,o, ωo,o ∈ σo,o and so on.
Using (4.1), we define the following change of variables: Sd−1 \ {±u} → (0, π)×
Sd−2, ω 7→ (θ, z) such that
ω · u = cos θ, ω⊥ = sin θ z, or equivalently ω = cos θ u+ sin θ z, (4.2)
where Sd−2 is identified with Sd−1 ∩ u⊥. We endow unit spheres of all dimensions
with their associated Lebesgue measure normalized such that the total measure of
the sphere is equal to 1. With this convention, we have
dω =
sind−2 θ dθ
Wd−2
dz with Wd−2 =
∫ π
0
sind−2 θ dθ. (4.3)
We note that W0 = π, W1 = 2 and that Wd is twice the Wallis integral for integer
d. For any function f = f(ω), we get:∫
Sd−1
f(ω) dω =
1
Wd−2
∫ π
0
∫
Sd−2
f(cos θ u+ sin θ z) sind−2 θ dz dθ. (4.4)
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For d = 2, the convention is that Sd−2 is just the pair of points which intersect
S1 and the line u⊥ endowed with half the counting measure. We will also use the
variable r = cos θ, in which case, the change of variable formula (4.4) takes the form∫
Sd−1
f(ω) dω =
1
Wd−2
∫ 1
−1
∫
Sd−2
f(r u+
√
1− r2 z) (1− r2) d−32 dz dr. (4.5)
For a vector ξ = (ξ1, . . . , ξd) ∈ Rd and an integer p ∈ N, we denote by ξ⊗p the p-
th tensor power of ξ i.e. ξ⊗p is the order-p tensor defined by (ξ⊗p)i1,...,ip = ξi1 . . . ξip ,
∀(i1, . . . , ip) ∈ {1, . . . , d}p. Similarly for two order-2 tensors A = (Aij)(i,j)∈{1,...,d}2
and B = (Bij)(i,j), the tensor A⊗ B is the order-4 tensor defined by (A⊗ B)ijkℓ =
AijBkℓ. Finally, if T is an order-p tensor, Sym(T ) is the symmetric order-p tensor
generated by T i.e. (Sym(T ))i1,...,ip = 1p!
∑
τ∈Sp
Tiτ(1),...,iτ(p) , with Sp being the
group of permutations of p elements. Then, we have the following identities:
Lemma 4.1. Let d ≥ 2. For any function a: [−1, 1]→ R, r 7→ a(r), we have:∫
Sd−1
a(ω · u)ω⊗(2k+1)⊥ dω = 0, ∀k ∈ N, (4.6)∫
Sd−1
a(ω · u)ω⊥ ⊗ ω⊥dω = 1
d− 1
∫
Sd−1
a(ω · u) (1− (ω · u)2) dω Pu⊥ , (4.7)∫
Sd−1
a(ω · u)ω⊗4⊥ dω =
1
(d− 1)(d+ 1)
∫
Sd−1
a(ω · u) (1− (ω · u)2)2 dω Σ, (4.8)
where Σ is the symmetric order-4 tensor defined by:
Σ = 3 Sym(Pu⊥ ⊗ Pu⊥).
In cartesian coordinates, Σ is given by:
Σijkℓ = (Pu⊥)ij(Pu⊥ )kℓ + (Pu⊥)ik(Pu⊥)jℓ + (Pu⊥)iℓ(Pu⊥)jk. (4.9)
Proof. (4.6) follows from antisymmetry. To prove (4.7), let A denote the matrix
appearing at the left-hand side of (4.7), (e1, . . . , ed) be an orthonormal basis of R
d
with ed = u and ωj = ω · ej the j-th coordinate of ω in this basis. Then, ω⊥ has
coordinates (ω⊥)j such that (ω⊥)j = ωj, ∀j ∈ {1, . . . , d− 1} and (ω⊥)d = 0. In this
basis,
Aij =
∫
Sd−1
a(ω · u) (ω⊥)i (ω⊥)j dω.
Since (ω⊥)d = 0, we have Adj = Aid = 0, ∀i, j ∈ {1, . . . , d}. We also have Aij = 0,
∀i, j ∈ {1, . . . , d}, i 6= j by antisymmetry through the change of variables corre-
sponding to the exchange of the basis vectors ei and ej . Finally, for i = 1, . . . , d−1,
we have Aii = Ajj by rotational symmetry around u. Thus, for i = 1, . . . , d− 1, we
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have
Aii =
∫
Sd−1
a(ω · u) 1
d− 1
d−1∑
j=1
ω2j dω =
∫
Sd−1
a(ω · u) 1
d− 1 |ω⊥|
2 dω
=
1
d− 1
∫
Sd−1
a(ω · u) (1− (ω · u)2) dω.
Since in the basis (e1, . . . , ed), the matrix Pu⊥ has entries:
(Pu⊥)ij = 0, ∀i, j ∈ {1, . . . , d}, i 6= j,
(Pu⊥)dd = 0,
(Pu⊥)ii = 1, ∀i ∈ {1, . . . , d− 1},
Eq. (4.7) follows.
We now prove (4.8). We denote by S the order-4 symmetric tensor at the left-
hand side of (4.8). In the basis (e1, . . . , ed), we have
Sijkℓ =
∫
Sd−1
a(ω · u) (ω⊥)i (ω⊥)j (ω⊥)k (ω⊥)ℓ dω.
Using the same arguments as for A, we get that Sijkℓ = 0 when d ∈ {i, j, k, ℓ}, or
when one of the values 1, . . ., d − 1 of the four integers i, j, k, ℓ is taken an odd
number of times. So, there are two cases where Sijkℓ 6= 0: either one of the values
1, . . ., d − 1 is taken four times, corresponding to a term of the form Siiii with
i ∈ {1, . . . , d− 1}, or two values 1, . . ., d− 1 are taken twice each, corresponding to
a term of the form Siijj , Sijij or Sijji with i, j ∈ {1, . . . , d− 1}, i 6= j. Furthermore
by rotational symmetry,
Siiii = S1111 =
∫
Sd−1
a(ω · u)ω41 dω, ∀i ∈ {1, . . . , d− 1},
and
Siijj = Sijij = Sijji = S1122 =
∫
Sd−1
a(ω·u)ω21 ω22 dω, ∀i, j ∈ {1, . . . , d−1}, i 6= j.
If d ≥ 3, there is a relation between S1111 and S1122 because, again by rotational
symmetry
S1122 =
∫
Sd−1
a(ω · u)ω21
( 1
d− 2
d−1∑
j=2
ω2j
)
dω
=
1
d− 2
∫
Sd−1
a(ω · u)ω21 (|ω⊥|2 − ω21) dω
=
1
d− 2
∫
Sd−1
a(ω · u)
( 1
d− 1
d−1∑
j=1
ω2j
)
|ω⊥|2 dω − 1
d− 2
∫
Sd−1
a(ω · u)ω41 dω
=
1
(d− 2)(d− 1)
∫
Sd−1
a(ω · u) |ω⊥|4 dω − 1
d− 2S1111
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=
1
(d− 2)(d− 1)
∫
Sd−1
a(ω · u) (1− (ω · u)2)2 dω − 1
d− 2S1111. (4.10)
Now, we compute S1111 using the change of variables (4.4). We have
S1111 =
∫ π
0
∫
Sd−2
a(cos θ) (sin θ z1)
4 sin
d−2 θ dθ
Wd−2
dz,
where zi are the coordinates of z in the basis (e1, . . . , ed) (with zd = 0). Using again
the change of variables (4.4) but on Sd−2 this time, using e1 as the polar vector, we
have, in dimension d ≥ 4:
∫
Sd−2
z41 dz =
∫ π
0
cos4 θ′
sind−3 θ′ dθ′
Wd−3
,
and after two rounds of integrations by parts, we get∫ π
0
cos4 θ′ sind−3 θ′ dθ′ =
3
d(d− 2)Wd+1.
Thus
S1111 =
3
d(d− 2)
Wd+1
Wd−3
∫ π
0
a(cos θ) sin4 θ
sind−2 θ dθ
Wd−2
dz,
Using the usual recursion for Wallis’s integrals: Wd+1 =
d
d+1Wd−1, we get
S1111 =
3
(d− 1)(d+ 1)
∫ π
0
a(cos θ) (1 − cos2 θ)2 sin
d−2 θ dθ
Wd−2
=
3
(d− 1)(d+ 1)
∫
Sd−1
a(ω · u) (1− (ω · u)2)2 dω. (4.11)
Now, using (4.10), we get
S1122 =
1
(d− 1)(d+ 1)
∫
Sd−1
a(ω · u) (1− (ω · u)2)2 dω, (4.12)
which, with (4.11), yields S1111 = 3S1122. Now, a careful inspection shows that Σ
has the same zero terms as S and that its non-zero terms satisfy
Σiijj = Σijij = Σijji = 1, ∀i, j ∈ {1, . . . , d− 1}, i 6= j,
Σiiii = 3, ∀i ∈ {1, . . . , d− 1}.
Therefore, S and Σ are proportional and the proportionality coefficient is S1122
given by (4.12), which yields (4.8). A straightforward inspection of the cases d = 2
and d = 3 shows that (4.8) is still valid in these cases.
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4.2. Properties of the operator Γ
Proposition 4.1 (Properties of the operator Γ). We have the following prop-
erties:
(i) Entropy dissipation: the following inequality holds:
H(f) :=
∫
Sd−1
Γ(f)
f
Muf
dω = −D
∫
Sd−1
∣∣∣∇ω( f
Muf
)∣∣∣2Muf dω ≤ 0.
(4.13)
(ii) Consistency relation: u is the leading eigenvector (up to a sign) of
QMu =
∫
Sd−1
Mu(ω)
(
ω ⊗ ω − 1
d
Id
)
dω.
(iii) Equilibria: the set E of functions f = f(ω) ≥ 0 such that Γ(f) = 0 are
given by
E = {ρMu | ρ ∈ [0,∞), u ∈ Sd−1}. (4.14)
The proof of this Proposition can be found in Ref. 18 in the case d = 4. We
summarize the proof for a generic d below for the reader’s convenience.
Proof. (i): (4.13) follows upon multiplying (3.9) by f/Muf , integrating with re-
spect to ω and using Stokes formula.
(ii): using (4.1) we have
QMuu =
∫
Sd−1
Mu (ω · u) [(ω · u)u+ ω⊥] dω − u
d
.
But the term proportional to ω⊥ in the integral vanishes by antisymmetry. So, it
only remains
QMuu = λ‖ u, λ‖ :=
∫
Sd−1
Mu (ω · u)2 dω − 1
d
. (4.15)
Now, taking ξ ∈ Rd such that ξ · u = 0, we have
QMuξ =
∫
Sd−1
Mu (ω⊥ · ξ) [(ω · u)u+ ω⊥] dω − ξ
d
,
and now the first term in the integral vanishes by antisymmetry. Then using (4.7),
we get
QMuξ =
(∫
Sd−1
Mu (ω⊥ ⊗ ω⊥) dω
)
ξ − ξ
d
= λ⊥ ξ,
with
λ⊥ :=
1
d− 1
∫
Sd−1
Mu (1− (ω · u)2) dω − 1
d
=
1
d− 1
(
1− (λ‖ + 1
d
)
)
− 1
d
= − λ‖
d− 1 .
(4.16)
Therefore, λ‖ is a simple eigenvalue associated with eigenvector u while λ⊥ is an
eigenvalue of multiplicity d−1 associated with any vector orthogonal to u. To show
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that u is the leading eigenvalue, it suffices to show that λ‖ > 0. Using (4.4) and
integrating by parts, we have∫
Sd−1
e
κ
2 (ω·u)
2
(ω · u)2 dω =
∫ π
0
e
κ
2 cos
2 θ cos2 θ
sind−2 θ dθ
Wd−2
=
1
d− 1
∫ π
0
e
κ
2 cos
2 θ (1− cos2 θ + κ sin2 θ cos2 θ) sin
d−2 θ dθ
Wd−2
>
1
d− 1
∫ π
0
e
κ
2 cos
2 θ (1− cos2 θ) sin
d−2 θ dθ
Wd−2
.
It follows that∫
Sd−1
Mu (ω · u)2 dω > 1
d− 1 (1−
∫
Sd−1
Mu (ω · u)2 dω),
which is equivalent to ∫
Sd−1
Mu (ω · u)2 dω > 1
d
,
i.e. λ‖ > 0.
(iii): suppose that f ∈ E . Then by (4.13), it follows that f/Muf is a constant,
which shows that there exist ρ > 0 and u ∈ Sd−1 such that f = ρMu. Conversely,
suppose that f = ρMu. Then it obviously satisfies
D∇ω ·
[
Mu∇ω
(
f
Mu
)]
= 0. (4.17)
But since u is the leading eigenvalue of Qf , we have u = uf and, upon substituting
uf for u into (4.17), we get Γ(f) = Γ(ρMu) = 0, showing (4.14).
4.3. The Generalised Collision Invariant
In Ref. 22 a new methodology was introduced through the concept of the Gener-
alised Collision Invariant. This method was develop to coarse-grain non-conserved
quantities, like the mean orientation in the Vicsek model. In this section we intro-
duce this concept and main properties which will be used in the sequel. This section
extends Ref. 18 to a generic dimension d (Ref. 18 was restricted to the case d = 4.)
Collision invariants are fundamental in the derivation of macroscopic equations.
They are defined as the scalar functions ψ = ψ(ω) such that∫
Sd−1
Γ(f)ψ dω = 0, ∀ functions f. (4.18)
In the present case, ψ =constant clearly satisfies this relation. This is a consequence
of Stokes’ formula (in mathematical terms) or of the conservation of mass during the
interactions between agents (in physical terms). It can be shown that there are no
other collision invariants. This implies, particularly, that the dimension of the space
of collision invariants is smaller than the dimension of the set of equilibria E (from
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(4.14), it follows that E is a nonlinear manifold of dimension d). Classical methods
require the dimension of the space of collision invariants (they obviously form a
vector space) to be the same as the dimension of the manifold of equilibria in order
to enable the derivation of a closed system of macroscopic equations. The collision
invariants corresponding to the constants will allow us to derive the equation for the
spatial density ρ =
∫
fdω, but it will not be enough to determine the equation for
the mean direction u. To sort out this problem, the concept of Generalised Collision
Invariant (GCI) has been introduced in Ref. 22.
To define the GCI, we first need to define a new operator Γ¯ as follows:
Definition 4.1. Let u ∈ Sd−1 be given. The operator Γ¯(f, u) is defined by
Γ¯(f, u) := D∇ω ·
[
Mu∇ω
(
f
Mu
)]
. (4.19)
With this definition, we have
Γ(f) = Γ¯(f, uf ). (4.20)
Note that Γ¯(f, uf ) is not the linearization of Γ. It is rather the action of Γ when
one ’freezes’ the parameter uf to the value u. Below, we will elaborate more on the
relation between Γ¯ and the linearization of Γ. Now, we can define the GCI:
Definition 4.2. Let u ∈ Sd−1 be given. A function ψ: Sd−1 → R is called a
‘Generalised Collision Invariant (GCI)’ associated to u if and only if∫
Sd−1
Γ¯(f, u)ψ dω = 0, for all f such that Pu⊥(Qf u) = 0. (4.21)
The condition on f in (4.21) means that u is an eigenvector of Qf . Since uf is
the leading eigenvector of Qf , we have Pu⊥
f
(Qf uf ) = 0 and consequently if ψ is a
GCI associated with uf , we have∫
Sd−1
Γ(f)ψ dω =
∫
Sd−1
Γ¯(f, uf )ψ dω = 0. (4.22)
Therefore, ψ is ’like’ a collision invariant except that it depends on f through its
dependence on uf . In the next proposition, we characterize the GCI. First, we
introduce the formal L2 adjoint of Γ¯(·, u). For ψ = ψ(ω), Γ¯(ψ, u) is defined as
follows:
Γ¯∗(ψ, u) :=
1
Mu
∇ω · [Mu∇ωψ]. (4.23)
We will also denote by {u}⊥ the orthogonal space to u in Rd.
Proposition 4.2 (Generalised Collision Invariant). (i) Given u ∈ Sd−1, in-
troduce the function ~ψu: S
d−1 ∋ ω 7→ ~ψu(ω) ∈ Rd, defined as the unique (compo-
nentwise) solution of
Γ¯∗(~ψu, u)(ω) = Pu⊥ω (ω · u), (4.24)
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in the Hilbert space
H10 (S
d−1) =
{
ϕ ∈ H1(Sd−1) such that
∫
Sd−1
ϕ(ω) dω = 0
}
. (4.25)
~ψu is called the vector GCI. The set Gu of GCIs associated to u is given by
Gu =
{
B · ~ψu + C | B ∈ {u}⊥, C ∈ R
}
. (4.26)
~ψu is odd in both (ω · u) and ω⊥, so, ~ψu ∈ σo,o in the sense of Section 4.1.
(ii) The vector GCI ~ψu is written:
~ψu(ω) = Pu⊥ω h(ω · u), (4.27)
where the function h is the unique solution in H d−1
2 ,
d+1
2
of the equation (3.11) (with
Hµ1,µ2 defined at (3.10), see Section 3.2). We recall that h is an odd function of r
and h(r) ≤ 0 for r ≥ 0.
(iii) For a given function f : Sd−1 → R, we consider
~ψuf (ω) = Pu⊥
f
ω h(ω · uf), (4.28)
then ~ψuf satisfies ∫
Sd−1
Γ(f)(ω) ~ψuf (ω) dω = 0. (4.29)
Proof. This statement is the generalization to an arbitrary dimension d of Ref. 18
. We summarize it here for the sake of completeness.
We first show that ψ is a GCI associated with u if and only if there exists
B ∈ {u}⊥ such that
Γ¯∗(ψ, u)(ω) = (B · ω) (ω · u), ∀ω ∈ Sd−1. (4.30)
Indeed, using the formal adjoint Γ¯∗ of Γ¯ given by (4.23), and Eq. (3.5) to develop
the condition Pu⊥(Qf u) = 0, the definition (4.21) for ψ can be written:∫
Sd−1
f Γ¯∗(ψ, u) dω = 0, for all f such that∫
Sd−1
f (B · ω) (ω · u) dω = 0, ∀B ∈ {u}⊥.
This leads to
Γ¯∗(ψ, u) ∈ {(B · ω) (ω · u) | B ∈ {u}⊥},
because this set being finite dimensional, it is closed and so, equal to its bi-
orthogonal. This proves the claim.
We now determine the solutions of (4.30). We interpret this equation in the
weak sense through the classical variational formulation: find ψ ∈ H1(Sd−1) such
that∫
Sd−1
Mu∇ωψ · ∇ωφdω = −
∫
Sd−1
Mu (B · ω) (ω · u)φdω, ∀φ ∈ H1(Sd−1). (4.31)
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We first show that we can restrict the set of test functions φ to H10 (S
d−1). Indeed,
suppose ψ ∈ H1(Sd−1) is a solution of (4.31) for all test functions φ ∈ H10 (Sd−1).
Now, take φ ∈ H1(Sd−1) and construct φ˜ = φ−∫
Sd−1
φdω. Then φ˜ ∈ H10 (Sd−1) and
we can use it as a test function. But since
∫
Sd−1
φdω is a constant and
∫
Sd−1
Mu (B ·
ω) (u · ω) dω = 0 by antisymmetry, the contribution of ∫
Sd−1
φdω vanishes in both
sides of (4.31) and we obtain that (4.31) is also valid when tested against φ. We
now look for ψ in H10 (S
d−1) such that (4.31) holds for all φ ∈ H10 (Sd−1). By the
Poincare´ Wirtinger inequality, the bilinear form at the left-hand side of (4.31) is
coercive on H10 (S
d−1). So, Lax-Milgram’s theorem applies and shows that there
exists a unique solution to this variational problem in H10 (S
d−1). Now, if we have
two solutions ψ1 and ψ2 in H
1(Sd−1) of (4.31), the difference ψ1−ψ2 satisfies (4.31)
with right-hand side equal to 0. Using ψ1 − ψ2 as a test function, we deduce that∫
Sd−1
Mu |∇ω(ψ1−ψ2)|2 dω = 0, which implies that ψ1−ψ2 is a constant. It follows
that any solution of (4.31) is equal to the unique solution of (4.31) in H10 (S
d−1)
up to an additive constant. Now, denote by ψB the unique solution of (4.31) in
H10 (S
d−1). For a fixed ω the map {u}⊥ → R, B 7→ ψB(ω) is a continuous linear
form. So, by Riesz’s theorem, there exists a vector in {u}⊥ denoted by ~ψu(ω) such
that ψB(ω) = ~ψu(ω) · B. From what precedes, it follows that ~ψu(ω) is the unique
componentwise solution of (4.24) in H10 (S
d−1). Finally, any GCI assocated to u is
of the form ψB + C with B ∈ {u}⊥ and C in R, which leads to (4.26).
Now, for any B ∈ {u}⊥, we show that
ψB(ω) = (B · ω)h(ω · u), (4.32)
with h the unique solution in H d−1
2 ,
d+1
2
of (3.11), which will prove (4.27). We note
that (4.30) can be written
Γ¯∗(ψ, u) :=
κ
2
∇ω
(
(ω · u)2) · ∇ωψ +∆ωψ = (B · ω) (ω · u). (4.33)
To insert Ansatz (4.32) into (4.33), we note the following identities18:
∇ω(ω · u) · ∇ω(ω ·B) = −(ω · u) (ω ·B),
|∇ω(ω · u)|2 = 1− (ω · u)2,
∆ω(ω · u) = −(d− 1)(ω · u), ∆ω(ω · B) = −(d− 1)(ω ·B).
The last equalities come from the fact that (ω ·u) is a spherical harmonics of degree
1.24 After some tedious but straightforward computations, we end up with
Γ¯∗
(
(B · ω)h(ω · u), u) = (B · ω){h′′(ω · u) (1− (ω · u)2)
+h′(ω · u) (ω · u) [κ (1− (ω · u)2)− (d+ 1)]
+h(ω · u)[− κ (ω · u)2 − (d− 1)]}
= (ω · B) (ω · u).
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Therefore, (ω ·B) can be simplified and introducing r = (ω · u) ∈ [−1, 1], we obtain
the equation for h:
(1 − r2)h′′ + (κ (1− r2)− (d+ 1)) rh′ − (κ r2 + (d− 1))h = r.
A straightforward integration factor technique leads to (3.11).
Eq. (3.11) has variational formulation given by: find h ∈ H d−1
2 ,
d+1
2
such that
∫ 1
−1
(1 − r2) d+12 e κr
2
2 h′(r) ℓ′(r) dr +
∫ 1
−1
(1− r2) d−12 (κr2 + (d− 1)) e κr
2
2 h(r) ℓ(r) dr
= −
∫ 1
−1
r (1− r2) d−12 e κr
2
2 ℓ(r) dr, ∀ℓ ∈ H d−1
2 ,
d+1
2
,
(4.34)
and since the functions exp(κ r2/2) and (κr2 + (d − 1)) exp(κ r2/2) are bounded
from above and below, the bilinear form at the left hand side of (4.34) is coercive on
H d−1
2 ,
d+1
2
. Therefore, Lax-Milgram’s theorem applies and gives a unique solution
h ∈ H d−1
2 ,
d+1
2
to (4.34). Furthermore, since the operator at the left-hand side of
(3.11) is invariant by the change r → −r and the right-hand side of (3.11) is an odd
function, by the uniqueness of the solution, it follows that h is odd. Finally, since
the right-hand side of (3.11) is nonnegative on [0, 1] and thanks to the maximum
principle applied on [0, 1], h itself is nonpositive on [0, 1].
It remains to show that, with h in H d−1
2 ,
d+1
2
, ψ˜B given by (4.32) belongs to
H10 (S
d−1). Indeed, by the uniqueness of the solution of (4.30) in H10 (S
d−1), it will
follow that ψ˜B = ψB, hence finishing to show the validity of (4.32). Using (4.5), we
have ∫
Sd−1
|ψ˜B(ω)|2 dω =
∫
Sd−1
|ω · B|2 |h(ω · u)|2 dω
=
|B|2
Wd−2
∫ 1
−1
(1− r2) |h(r)|2 (1− r2) d−32 dr
=
|B|2
Wd−2
∫ 1
−1
|h(r)|2 (1− r2) d−12 dr <∞,
because h ∈ H d−1
2 ,
d+1
2
. Then,
∇ωψ˜B(ω) = Pω⊥B h(ω · u) + (B · ω)h′(ω · u)Pω⊥u := Ξ1 + Ξ2.
We have:∫
Sd−1
|Ξ2|2 dω =
∫
Sd−1
|ω ·B|2 |Pω⊥u|2 |h′(ω · u)|2 dω
=
|B|2
Wd−2
∫ 1
−1
(1− r2) (1 − r2) |h′(r)|2 (1 − r2) d−32 dr
=
|B|2
Wd−2
∫ 1
−1
|h′(r)|2 (1 − r2) d+12 dr <∞,
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again because h ∈ H d−1
2 ,
d+1
2
. Now,∫
Sd−1
|Ξ1|2 dω =
∫
Sd−1
|Pω⊥B|2 |h(ω · u)|2 dω
=
|B|2
Wd−2
∫ 1
−1
r2 |h(r)|2 (1− r2) d−32 dr.
Integrating by parts, we compute:
J =
∫ 1
−1
r2 |h(r)|2 (1− r2) d−32 dr
=
[− r h2(r) (1 − r2) d−12
d− 1
]1
−1
+
1
d− 1
∫ 1
−1
(
rh(r)2
)′
(1 − r2) d−12 dr
≤ 1
d− 1
∫ 1
−1
(
rh(r)2
)′
(1− r2) d−12 dr,
where we have used that [− r h2(r) (1−r2)
d−1
2
d−1 ]
1
−1 ≤ 0. In fact, it is not clear that this
term is finite. So, for complete rigour, we should consider the integral on [−1+δ, 1−δ]
and let δ → 0 in the end. We skip this step and refer to Ref. 18 for details. Then,
using Cauchy-Schwarz and Young’s inequality 2ab ≤ a2/η+ ηb2 with η > 1, we get:
J ≤ 1
d− 1
{∫ 1
−1
h(r)2 (1− r2) d−12 dr + 2
∫ 1
−1
r hh′(r) (1 − r2) d−12 dr
}
≤ 1
d− 1
{∫ 1
−1
h(r)2 (1− r2) d−12 dr + η
∫ 1
−1
h′(r)2 (1− r2) d+12 dr + 1
η
J
}
,
hence,
J ≤ η
2
η(d − 1)− 1
{∫ 1
−1
h(r)2 (1− r2) d−12 dr +
∫ 1
−1
h′(r)2 (1− r2) d+12 dr
}
<∞,
and η2/(η(d− 1)− 1) > 0 since η > 1. Besides, since ψ˜B is odd with respect to ω⊥,
its integral over Sd−1 vanishes. Thus, we can conclude that ψ˜B ∈ H10 (Sd−1) and
consequently, that ψ˜B = ψB.
Finally, since h is odd with respect to ω ·u, we get that ~ψu is odd with repect to
both ω⊥ and ω · u and thus belongs to σo,o. All these considerations complete the
proof of (i) and (ii). Finally, (iii) is just rephrasing (4.22).
4.4. Hilbert expansion and inversion of the linearized collision
operator
We introduce the Hilbert expansion for f ε:
f ε = f0 + εf1 + ε
2f2 +O(ε3), (4.35)
where fi = fi(t, x, ω), i = 1, 2, 3, are independent of ε. Inserting the expansion for
f ε in (3.7) we obtain:
ε2 (∂tf0 +O(ε)) + ε(ω · ∇x)
(
f0 + εf1 +O(ε2)
)
= Γ
(
f0 + εf1 + ε
2f2 +O(ε3)
)
.
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Now, we can Taylor expand the operator Γ about f0 as follows:
Γ(f0+εf1+ε
2f2+O(ε3)) = Γ(f0)+εDf0Γ(f1)+ε2(Df0Γ(f2)+
1
2
D2f0Γ(f1, f1))+O(ε3),
(4.36)
where Df0Γ(f1) denotes the first derivative of Γ at f0 acting on f1 and D
2
f0
Γ(f1, f1),
the second derivative of Γ at f0 acting on the pair (f1, f1). Using this expansion and
identifying equal powers of ε in (4.36) we have at each order the following equations:
O(ε0) : Γ(f0) = 0, (4.37)
O(ε1) : Df0Γ(f1) = (ω · ∇x)f0, (4.38)
O(ε2) : Df0Γ(f2) = ∂tf0 + (ω · ∇x)f1 −
1
2
D2f0Γ(f1, f1). (4.39)
From equation (4.37), using Prop. 4.1 we conclude that there exists ρ0 = ρ0(t, x),
u0 = u0(t, x) such that
f0(t, x, ω) = ρ0(t, x)Mu0(t,x)(ω), ∀(t, x, ω) ∈ [0,∞)× Rd × Sd−1. (4.40)
Now, to investigate equations (4.38) and (4.39) we need to study the solvability of
the equation
Dρ0Mu0Γ(f) = g, (4.41)
where g is a given function. We note that, like Γ, Dρ0Mu0Γ operates on functions
depending on ω only. So, we will determine under which conditions on a function
g = g(ω), there exists a solution f = f(ω) of (4.41). This is answered in the
following:
Theorem 4.1 (Inversion of the linearized operator Dρ0Mu0Γ). (i) Let
(ρ0, u0) ∈ [0,∞) × Sd−1 and g ∈ L2(Sd−1). There exists f ∈ H1(Sd−1) such that
Eq. (4.41) holds if and only if g satisfies the solvability conditions:∫
Sd−1
g(ω) dω = 0,
∫
Sd−1
g(ω) ~ψu0(ω) dω = 0. (4.42)
(ii) If condition (4.42) is satisfied, Eq. (4.41) has a unique solution f satisfying the
two properties {
f ∈ H˙10 (Sd−1),
Pu⊥0 (Qfu0) = 0,
(4.43a)
(4.43b)
where
H˙10 (S
d−1) =
{
ϕ ∈ H1(Sd−1)
∣∣∣ ∫
Sd−1
ϕ
Mu0
dω = 0
}
.
This solution is also the unique solution to the problem
Γ¯(f, u0) = g, (4.44)
in H˙10 (S
d−1) (where Γ¯ is defined in (4.19)) and conversely, the unique solution to
(4.44) in H˙10 (S
d−1) is also the unique solution to (4.41) satisfying the two conditions
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(4.43).
(iii) If f is the above solution, the set Su0 of all solutions of (4.41) in H1(Sd−1) is
given by
Su0 =
{
f +Mu0 (ρˆ+ (ω · u0)(ω · uˆ)) | ρˆ ∈ R, uˆ ∈ {u0}⊥
}
. (4.45)
The proof of this theorem will be done through a succession of Lemmas. We
start with:
Lemma 4.2 ((4.42) is a necessary condition). Let f0 = ρ0Mu0 with ρ0 > 0 and
u0 ∈ Sd−1. For all functions f1 = f1(ω) it holds that∫
Sd−1
Df0Γ(f1) dω = 0 and
∫
Sd−1
Df0Γ(f1)
~ψu0 dω = 0, (4.46)
where ~ψu0 is the vector GCI defined in Proposition 4.2. As a consequence, conditions
(4.42) are necessary conditions for the solvability of (4.41).
Proof. Let f ε = f0+εf1 be a variation of f0 along f1 (here ε stands for an arbitrary
small parameter, not necessarily the parameter involved in the parabolic rescaling).
Let uε := ufε be the unit leading eigenvector (up to a sign) of Qfε . Assume that
the choice of the sign of uε is made continuously with ε. Thanks to the divergence
form of Γ and to (4.29), we have for all ε:∫
Sd−1
Γ(f ε) dω = 0 and
∫
Sd−1
Γ(f ε) ~ψuεdω =
∫
Sd−1
Γ¯(f ε, uε) ~ψuεdω = 0.
Expanding these expressions with respect to ε and using that Γ(f0) = 0, we get
(4.46).
We now show that conditions (4.42) are also sufficient conditions for the solv-
ability of (4.41). We first prove the
Lemma 4.3 (Equation for u1). Consider f0 = ρ0Mu0 with ρ0 > 0 and u0 ∈
Sd−1. Let f ε = f0 + εf1 be a variation of f0 with an arbitrary first order variation
f1 = f1(ω). Let u
ε := ufε be the unit leading eigenvector (up to a sign) of Qfε .
Assume that the choice of the sign of uε is made continuously with ε. Then uε has
the following expansion
uε = u0 + εu1 +O(ε2), (4.47)
where
u1 =
d− 1
d λ‖ρ0
Pu⊥0 (Qf1u0), (4.48)
where λ‖ is the leading eigenvalue of Qf0 given by (4.15) (see proof of Proposition
4.1 (ii)).
Proof. The vector uε is a unit eigenvector of Qfε . Any unit eigenvector fulfills:
|uε|2 = 1 and P(uε)⊥Qfεuε = 0.
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Inserting (4.47) into these equations, we obtain:{
|u0|2 + 2εu0 · u1 +O(ε2) = 1,
P(u0+εu1+O(ε2))⊥ Qf0+εf1(u0 + εu1 +O(ε2)) = 0.
We note that Qf is linear with respect to f so that Qf0+εf1 = Qf0 + εQf1 . An easy
computation shows that
P(u0+εu1+O(ε2))⊥ = Pu⊥0 − ε(u0 ⊗ u1 + u1 ⊗ u0) +O(ε
2).
Now, using that |u0| = 1 and Pu⊥0 Qf0u0 = 0, we obtain :{
u0 · u1 = 0, (4.50a)
−(u0 ⊗ u1 + u1 ⊗ u0)Qf0u0 + Pu⊥0 (Qf1u0) + Pu⊥0 (Qf0u1) = 0, (4.50b)
Since u0 is a normalized eigenvector of Qf0 associated with the eigenvalue ρ0λ‖ and
u1 ∈ {u0}⊥ by (4.50a), we have
(u0 ⊗ u1 + u1 ⊗ u0)Qf0u0 = ρ0λ‖
(
(u1 · u0)u0 + (u0 · u0)u1
)
= ρ0λ‖u1.
Besides, {u0}⊥ is the eigenspace of Qf0 associated to the eigenvalue ρ0λ⊥ given by
(4.16). Therefore:
Pu⊥0 (Qf0u1) = Qf0u1 = ρ0λ⊥u1.
Thus, (4.50b) gives
ρ0(λ‖ − λ⊥)u1 = Pu⊥0 (Qf1u0). (4.51)
With (4.16), this leads to (4.48).
Lemma 4.4 (Linearised operator). Let f0 = ρ0Mu0 with ρ0 > 0 and u0 ∈ Sd−1.
For all functions f1 = f1(ω) it holds that
Df0Γ(f1) = Γ¯(f1, u0)− κ∇ω ·
[
f0∇ω
(
(ω · u0) (ω · u1)
)]
, (4.52)
where u1 is related to f1 through (4.48).
Proof. Again, let f ε = f0 + εf1 be a variation of f0 along f1 with u
ε associated
with f ε like in Lemma 4.3. We have:
Df0Γ(f1) =
∂Γ¯
∂f
∣∣∣∣
(f0,u0)
(f1) +
∂Γ¯
∂u
∣∣∣∣
(f0,u0)
(u1). (4.53)
Indeed, (4.53) follows from identifying the terms of order ε in the expansion of
Γ(ρ0Mu0 + εf1) = Γ¯(f0 + εf1, u0 + εu1 +O(ε2)),
with respect to ε. Next, since Γ¯(f, u) is linear with respect to f , we have
∂Γ¯
∂f
∣∣∣∣
(f0,u0)
(f1) = Γ¯(f1, u0).
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Now, since
Γ¯(f, u) = ∆ωf − κ
2
∇ω
[
f ∇ω
(
(ω · u)2)],
we get
∂Γ¯
∂u
∣∣∣∣
(f0,u0)
(u1) = −κ∇ω ·
[
f0∇ω
(
(ω · u0) (ω · u1)
)]
.
which leads to the result.
Lemma 4.5 (Existence of solutions to (4.44)). Let u0 ∈ Sd−1 be given. Assume
that the function g ∈ L2(Sd−1) satisfies∫
Sd−1
g dω = 0,
then, there exists a unique solution f ∈ H˙10 (Sd−1), of (4.44). The set of solutions
of (4.44) in H1(Sd−1) is {f + CMu0 | C ∈ R}.
Proof. By the change of functions f =Mu0 f˜ , g =Mu0 g˜, we are led to an equation
of the form (4.30) (with g˜ replacing the right-hand side of (4.30)). The existence
theory for Eq. (4.30) developed in the proof of Proposition 4.2 directly gives the
result.
Lemma 4.6 ((4.42) is a sufficient condition). Let (ρ0, u0) ∈ [0,∞) × Sd−1
and g ∈ L2(Sd−1). If g satisfies the solvability conditions (4.42), there exists f ∈
H˙10 (S
d−1) such that Eq. (4.41) holds. Furthermore, this solution is also a solution
to the problem (4.44) and it additionally satisfies (4.43b).
Proof. Since g satisfies the first condition (4.42), we can apply Lemma 4.5 and
define f1, the unique solution in H˙
1
0 (S
d−1) of (4.44). Now, by Lemma 4.4, Df0Γ(f1)
is given by (4.52) where u1 is related to f1 by (4.48). We now show that u1 = 0,
which will show that f1 is also a solution to (4.41) and prove the Lemma. Using the
second condition (4.42) together with (4.24), we get
0 =
∫
Sd−1
g ~ψu0 dω =
∫
Sd−1
Γ¯(f1, u0) ~ψu0 dω
=
∫
Sd−1
f1 Γ¯
∗(~ψu0 , u0) dω =
∫
Sd−1
f1 Pu⊥0 ω (ω · u0) dω
= Pu⊥0
(∫
Sd−1
f1 (ω ⊗ ω) dω
)
u0.
It follows that Pu⊥0 (Qf1u0) = 0. Then, by (4.48), u1 = 0.
Lemma 4.7 (Solutions to the homogeneous problem). Let (ρ0, u0) ∈ [0,∞)×
Sd−1 and f0 = ρ0Mu0 . All solutions f1 ∈ H1(Sd−1) to the homogeneous equation
Df0Γ(f1) = 0, (4.54)
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are of the form
f1 =Mu0
(
ρˆ+ (ω · u0)(ω · uˆ)
)
, (4.55)
for some ρˆ ∈ R and uˆ ∈ {u0}⊥.
Proof.
First we prove that if f1 is of the form (4.55), then u1 given by (4.48) has the
expression
uˆ = κρ0u1. (4.56)
Indeed, it is a straightforward computation thanks to (4.7) to check that
Pu⊥0 (Qf1u0) =
(∫
Sd−1
(ω · u0)2 ω⊥ ⊗ ω⊥Mu0 dω
)
uˆ+ ρˆPu⊥0 QMu0u0
=
1
(d− 1)
(∫ π
0
cos2 θ sind θMu0(θ)
dθ
Wd−2
)
uˆ := λ˜ uˆ, (4.57)
where we have used that Pu⊥0 QMu0u0 = Pu⊥0 (λ‖u0) = 0. Now, we express the value
of λ˜ in terms of λ‖ and λ⊥, which are given in (4.15), (4.16), respectively. Integrating
by parts, we have
λ‖ +
1
d
=
∫
Sd−1
Mu0 (ω · u0)2 dω =
∫ π
0
Mu0(θ) cos
2 θ sind−2 θ
dθ
Wd−2
=
1
d− 1
∫ π
0
sin θ Mu0(θ)(κ cos
2 θ + 1) sind−1 θ
dθ
Wd−2
=
κ
d− 1
∫ π
0
cos2 θ sind θMu0(θ)
dθ
Wd−2
+
1
d− 1
∫ π
0
sind θMu0(θ)
dθ
Wd−2
=
κ
d− 1
∫ π
0
cos2 θ sind θMu0(θ)
dθ
Wd−2
+
1
d− 1
∫
Sd−1
Mu0 (1− (ω · u0)2) dω
= κ λ˜+ λ⊥ +
1
d
.
Therefore, we have that λ˜ = (λ‖−λ⊥)/κ. Substituting the expression for λ˜ in (4.57),
we conclude that
Pu⊥0 (Qf1u0) =
1
κ
(λ‖ − λ⊥)uˆ. (4.58)
Finally, thanks to expression (4.51) we get (4.56).
Next we show that if f1 is solution to (4.54), then it is of the form (4.55). Let
f1 be solution to (4.54). Then, by Lemma 4.4 we have
Df0Γ(f1) = Γ¯(f1, u0)− κ∇ω · [ρ0Mu0∇ω ((ω · u0)(ω · u1))] = 0, (4.59)
where the relation between u1 and f1 is given by (4.48). This last expression can
be recast into
∇ω ·
(
Mu0∇ω
(
f1 − κρ0Mu0 ((ω · u0)(ω · u1))
Mu0
))
= 0. (4.60)
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Then, f˜1 = f1 − κρ0Mu0 ((ω · u0)(ω · u1)) is a solution of
Γ¯(f˜1, u0) = 0. (4.61)
By Lemma 4.5, all solutions f˜1 ∈ H1(Sd−1) of (4.61) are of the form
f˜1 = cMu0 , c ∈ R, (since obviously zero is the unique solution in H˙10 (Sd−1)).
From this we conclude that f1 is of the form (4.55).
Next we prove that if f1 is of the form (4.55), then it is a solution to (4.54). Again
by Lem. 4.4 and using the same transformation as in (4.60) we have
Df0Γ(f1) = ∇ω ·
(
Mu0∇ω
(
(ω · u0)(ω · (uˆ− κρ0u1))Mu0
Mu0
))
, (4.62)
(notice that the ρˆMu0 term in f1 does not have any contribution to the right-hand
side of (4.62) as it belongs to the kernel of Γ¯). With (4.56), the right-hand side of
(4.62) vanishes and we conclude that f1 is a solution of (4.54).
Lemma 4.8 (Uniqueness). There exists a unique solution f to (4.41) such that
the two properties (4.43) hold. Moreover, if f is this solution, the set Su0 of all
solutions to (4.41) in H1(Sd−1) is given by (4.45).
Proof. Let f be the solution to (4.41) found in Lemma 4.6. It satisfies (4.43). Now,
from Lemma 4.7, the set Su0 of solutions of (4.41) in H1(Sd−1) is given by (4.45).
We show that none of the other solutions than f satisfies (4.43). This amounts to
showing that for f1 given by (4.55), to satisfy (4.43), we need ρˆ = 0 and uˆ = 0.
Indeed, with (4.6), one can check that∫
Sd−1
f1
Mu0
dω =
∫
Sd−1
[ρˆ+ (ω · u0)(ω · uˆ)] dω = ρˆ.
This with (4.43a) implies ρˆ = 0. On the other hand, with (4.58), (4.43b) implies
uˆ = 0, which proves the claim.
Proof. [Proof of Th. 4.1 (Inversion of the linearized operator Dρ0Mu0Γ)] Collect
Lemmas 4.2 to 4.8. The converse property in (ii) is straightforward and is left to
the reader.
Thanks to Eqs. (4.35) and (4.40) we know that, as ε → 0, fε → f0 = ρ0Mu0 ,
with ρ0 = ρ0(t, x) ≥ 0, u0 = u0(t, x) ∈ Sd−1. We are therefore left with determining
the equations for ρ0 and u0. To obtain these equations, we apply Theorem 4.1 to
Eqs. (4.38) and (4.39). We will see that the solvability conditions for Eq. (4.38)
are satisfied and we will determine its solution f1. Then, the solvability conditions
for Eq. (4.39) will give us the equations for ρ0 and u0. This is performed in the
forthcoming sections.
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4.5. Resolution of Eq. (4.38)
For Eq. (4.38) to have a solution, by Th. 4.1, the solvability conditions (4.42) with
g = (ω ·∇x)(ρ0Mu0) must hold. These conditions are made explicit in the following
lemma:
Lemma 4.9 (Eq. (4.38) satisfies the solvability condition). (i) Let f0 =
ρ0Mu0 . The function g = (ω · ∇x)f0 satisfies the solvability conditions (4.42).
(ii) There exists a unique solution f10 ∈ H1(Sd−1) to Eq. (4.38) satisfying the two
conditions (4.43). Equivalently, f10 is the unique solution in H˙
1
0 (S
d−1) to
Γ¯(f10, u0) = (ω · ∇x)(ρ0Mu0). (4.63)
The general solution to Eq. (4.38) in H1(Sd−1) is given by f1 = f10 + fˆ1 with
fˆ1 =Mu0 (ρˆ1 + (ω · u0)(ω · uˆ1)) , (4.64)
where ρˆ1 ∈ R and uˆ1 ∈ {u0}⊥ are arbitrary.
Proof. (i) the solvability conditions (4.42) take the following form (in the sequel
we skip the sub-indices ’0’):∫
Sd−1
(ω ·∇x)(ρMu)(ω) dω = 0 and
∫
Sd−1
(ω ·∇x)(ρMu)(ω) ~ψu(ω) dω = 0. (4.65)
Now, we note that
∂ logMu
∂u
= κ(ω · u)ω⊥,
where ω⊥ is defined in (4.1). Then, for any linear first-order differential operator
with respect to (t, x), we have
D(ρMu) = ρMu [D(log ρ) + κ(ω · u)ω⊥ ·Du] . (4.66)
In particular, for D = (ω · ∇x) and using the decomposition (4.1) again, we have:
(ω · ∇x)(ρMu) = ρMu
[
(ω · u)(u · ∇x) log ρ+ (ω⊥ · ∇x) log ρ
+κ(ω · u)2ω⊥ · [(u · ∇x)u] + κ(ω · u)ω⊥ · [(ω⊥ · ∇x)u]
]
= ρMu (Se,o + So,e), (4.67)
where
Se,o := (ω⊥ · ∇x) log ρ+ κ(ω · u)2ω⊥ · [(u · ∇x)u] ∈ σe,o, (4.68)
So,e := (ω · u)(u · ∇x) log ρ+ κ(ω · u)ω⊥ · [(ω⊥ · ∇x)u] ∈ σo,e, (4.69)
(see the definitions of the spaces σe,o and σo,e in Sec. 4.1). Indeed, Se,o is even in
(ω·u) and odd in ω⊥ and the opposite holds for So,e. Since ρMu is even both in (ω·u)
and ω⊥, its product with Se,o and So,e does not change the parity. From this we
conclude that the first integral of the solvability condition (4.65) is indeed zero by
antisymmetry. Now, since ~ψu ∈ σo,o, we have ~ψu ρMu (Se,o+So,e) ∈ σo,e+ σe,o and
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again, the integral with respect to ω is zero, which shows the second compatibility
condition (4.65) and ends the proof of (i). (ii) is a direct application of Theorem
4.1.
Next we compute the explicit form of the function f10, as it will be useful in the
sequel. We remind the following notations: ∇xu denotes the gradient tensor of the
vector field u, i.e. (∇xu)ij = ∂xiuj, ∀i, j ∈ {1, . . . , d} and for two order-two tensors
A = (Aij)(i,j)∈{1,...,d}2 and B = (Bij)(i,j), we denote by A : B their contracted
product, i.e. A : B =∑di,j=1AijBij .
Lemma 4.10. [Determination of f10] The unique solution f10 to Eq. (4.38) in
H1(Sd−1) satisfying the two conditions (4.43) is given by
f10 = ρMu(Te,o + To,e), (4.70)
where Te,o ∈ σe,o and To,e ∈ σo,e (see the definitions of the spaces σe,o and σo,e in
Sec. 4.1) are defined by
Te,o := α(ω) · (∇x log ρ) + κβ(ω) · [(u · ∇x)u], (4.71)
To,e := γ(ω) (u · ∇x) log ρ+ κ ζ(ω) : (∇xu), (4.72)
with α, β, γ and ζ defined by:
• α: Sd−1 → Rd, ω 7→ α(ω) is the unique (componentwise) solution in
H10 (S
d−1)d of
Γ¯∗(α, u) = ω⊥, (4.73)
where Γ¯∗ is defined in (4.24).
• β: Sd−1 → Rd, ω 7→ β(ω) is the unique (componentwise) solution in
H10 (S
d−1)d of
Γ¯∗(β, u) = (ω · u)2 ω⊥. (4.74)
• γ: Sd−1 → R, ω 7→ γ(ω) is the unique solution in H10 (Sd−1) of
Γ¯∗(γ, u) = (ω · u). (4.75)
• ζ: Sd−1 → Sd, ω 7→ ζ(ω), where Sd is the space of d×d symmetric matrices
with coefficients in R, is the unique solution in H10 (S
d−1)d(d+1)/2 of
Γ¯∗(ζ, u) = (ω · u)ω⊥ ⊗ ω⊥. (4.76)
Furthermore, α to ζ take the following forms:
α(ω) = a(ω · u)ω⊥, (4.77)
β(ω) = b(ω · u)ω⊥, (4.78)
γ(ω) = c(ω · u), (4.79)
ζ(ω) = e(ω · u)ω⊥ ⊗ ω⊥ + k(ω · u) Pu⊥ , (4.80)
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where a, b, c, e and k have been defined in Section 3.2. With the parities of a, b, c,
e, k stated in Section 3.2, we have α, β ∈ σe,o, γ, ζ ∈ σo,e. The expressions of Te,o
and To,e are consequently given by
Te,o = a(ω · u)ω⊥ · (∇x log ρ) + κ b(ω · u)ω⊥ · [(u · ∇x)u], (4.81)
To,e = c(ω · u) (u · ∇x) log ρ+ κ e(ω · u) (ω⊥ ⊗ ω⊥) : (∇xu) + κ k(ω · u) (∇x · u).(4.82)
The general solution f1 to Eq. (4.38) in H
1(Sd−1) is given by
f1 = f10 + fˆ1 = ρMu(Te,o + To,e) + fˆ1, (4.83)
with fˆ1 given by (4.64).
Proof. We perform the explicit resolution of (4.63), which we formally write as
Γ¯(f1, u) = g1, with g1 = (ω · ∇x)(ρMu) (we write f1 for f10 to keep the nota-
tions simple). First, we note that this equation is equivalent, through the change of
functions f1 =Mu f˜1, g1 =Mu g˜1 to the equation
Γ¯∗(f˜1, u) = g˜1. (4.84)
From the proof of Lemma 4.9, we get that
g˜1 = ρ (Se,o + So,e),
with Se,o and So,e given by (4.68), (4.69). Furthermore, we know from the proof of
Proposition 4.2 that (4.84) is uniquely solvable in H10 (S
d−1) provided that∫
Sd−1
g˜1Mu dω = 0. (4.85)
This condition is satisfied thanks to Lemma 4.9. Furthermore, each of the terms
involved in the equations (4.68) and (4.69) satisfies this condition separately. In
other words, the following functions of ω: ω⊥, (ω ·u)2ω⊥, (ω ·u) and (ω ·u)ω⊥⊗ω⊥,
satisfy the solvability condition (4.85) (in the case of vector or tensor quantities, this
is meant componentwise). This provides the existence and uniqueness in H10 (S
d−1)
of the solutions α, β, γ, ζ to Eqs. (4.73) to (4.76). By linearity, we have
f˜1 = ρ(Te,o + To,e),
with Te,o and To,e given by (4.71), (4.72).
Now, each of the Eqs. (4.73) to (4.76) is of the same form as Eq. (4.24) for
the GCI and we can use the same methodology as in the proof of Proposition 4.2
to derive the expressions (4.77)-(4.80) of α to ζ. More precisely, the computations
leading to the expressions (4.77) and (4.78) of α and β are identical to those leading
to the expression (4.32) of ψB in the proof of Proposition 4.2 and are omitted.
The same methodology leads to the expression (4.79) of γ with c a solution
to (3.12). It is readily shown that this equation has a unique solution in H˙0, d−12
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(defined in (3.13)). Indeed, (3.12) has the following variational formulation: find
c ∈ H˙0, d−12 such that∫ 1
−1
(1 − r2) d−12 e κr
2
2 c′(r) ℓ′(r) dr = −
∫ 1
−1
r (1− r2) d−22 e κr
2
2 ℓ(r) dr, ∀ℓ ∈ H˙0, d−12 .
(4.86)
The fact that it is equivalent to take test functions in H0, d−12 or in H˙0, d−12 follows
from the fact that
∫ 1
−1 r (1−r2)
d−1
2 e
κr2
2 dr = 0 by a similar reasoning as that done in
the proof of Proposition 4.2 to solve (4.30). It is easy to prove a Poincare-Wirtinger
inequality for H˙0, d−12 , namely, there exists a constant C > 0 such that∫ 1
−1
ℓ2 dr ≤ C
∫ 1
−1
(ℓ′)2 (1− r2) d−12 dr, ∀ℓ ∈ H˙0, d−12 ,
(the proof is left to the reader). So, the bilinear form at the left hand side of (4.86)
is continuous and coercive on H˙0, d−12 , while the linear form at the right-hand side of
(4.86) is continuous on the same space. Therefore, Lax-Milgram’s theorem applies
and provides the unique solvability of (3.12) in H˙0, d−12 . Thanks to uniqueness, we
also get that c is odd. It is also straightforward to show that γ˜ constructed from the
so-defined c through (4.79) belongs to H10 (S
d−1). By the uniqueness to the solution
of (4.84) in H10 (S
d−1), we deduce that γ˜ = γ and consequently that (4.79) holds
true.
The methodology requires a small adaptation in the case of ζ because of the
need for two functions of (ω · u) namely e and k. Let ζ˜ be constructed from e and
k through the Ansatz (4.80) and let B be a vector in Rd. Then, thanks to the
polarization identity, we only need to show that
Γ¯∗
(
B · (ζ˜B), u) = (ω · u) (ω⊥ · B)2, ∀B ∈ Rd, (4.87)
and that B · (ζ˜B) ∈ H10 (Sd−1). We only need to show (4.87) for an orthonormal
basis of Rd. We first start with B = u and notice that, in this case, both u · (ζ˜u)
and the right-hand side of (4.87) are zero, which shows that (4.87) is satisfied in
this case. Now, we take any unit vector B such that (u · B) = 0. Then B · (ζ˜B) =
e(ω · u) (ω⊥ · B)2 + k(ω · u) and computations similar to those of the proof of
Proposition 4.2 give:
Γ¯∗
(
B · (ζ˜B), u) = (ω⊥ · B)2{e′′(ω · u) (1− (ω · u)2)
+e′(ω · u) (ω · u) [κ (1− (ω · u)2)− (d+ 3)]
+e(ω · u)[− 2 κ (ω · u)2 − 2d]}
+ 2e(ω · u) + Γ¯∗(k(ω · u), u)
= (ω · u) (ω⊥ ·B)2.
Since this equation must be satisfied for all values of (ω⊥ · B)2, this requires the
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following two equations to be satisfied:
(1 − r2)e′′ + (κ (1− r2)− (d+ 3)) re′ − (2κ r2 + 2d) e = r,
Γ¯∗
(
k(ω · u), u) = −2e(ω · u).
The first equation, after rearrangement, gives (3.14), while the second one (which is
similar but for the right-hand side to the equation for c) shows that k satisfies Eq.
(3.12) with right-hand side −2e(r) (1− r2)(d−2)/2 exp(κr22 ). By the same arguments
as for (3.11), Eq. (3.14) is uniquely solvable inH d+1
2 ,
d+3
2
and e is odd and nonpositive
for r ≥ 0. Similarly, by the same arguments as for c above, the equation for k is
uniquely solvable in H˙0, d−12 . We also have that k(ω · u) ∈ H
1
0 (S
d−1). So, it remains
to show that e(ω · u) (ω⊥ ·B)2 ∈ H10 (Sd−1). This is done using the same arguments
as for h in the proof of Proposition 4.2 and is omitted.
Inserting (4.77) and (4.78) into (4.71) immediately gives (4.81). To show that
the insertion of (4.79) and (4.80) into (4.72) gives (4.82), we need to show that
Pu⊥ : (∇xu) = ∇x · u. (4.88)
Indeed, in a cartesian coordinate system, the matrix ∇xu has entries (∇xu)ij =
∂xiuj . Then, the vector (∇xu)u has components in this basis:
((∇xu)u)i =
d∑
j=1
(∂xiuj)uj =
1
2
d∑
j=1
(∂xiu
2
j) =
1
2
∂xi(|u|2) = 0,
since |u| = 1, so that
(∇xu)u = 0. (4.89)
Therefore, we have
(u⊗ u) : ∇xu = u · ((∇xu)u) = 0. (4.90)
Now, Id = Pu⊥ + u⊗ u. So, we have
∇x · u = Id : ∇xu = (Pu⊥ + u⊗ u) : ∇xu = Pu⊥ : ∇xu,
which yields (4.88).
Finally, going back to f1 from f˜1, we note that ρMu(Te,o + To,e) satisfies the
two conditions (4.43) (the second one because g1 satisfies the second solvability
condition (4.42)). So, returning to the notation f10, we have proven that the unique
solution f10 to Eq. (4.38) satisfying the two conditions (4.43) is given by (4.70).
Consequently, the generic solution to (4.38) is given by (4.83). This ends the proof.
4.6. Solvability conditions for Eq. (4.39)
The solvability conditions (4.42) applied to (4.39) will yield the evolution equations
for ρ = ρ(t, x) and u = u(t, x). These conditions are written:

∫
Sd−1
[
∂tf0 + (ω · ∇x)(f10 + fˆ1)− 1
2
D2f0Γ(f1, f1)
]
dω = 0, (4.91a)∫
Sd−1
[
∂tf0 + (ω · ∇x)(f10 + fˆ1)− 1
2
D2f0Γ(f1, f1)
]
~ψu dω = 0, (4.91b)
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where f0, f1, f10 and fˆ1 are given by (4.40) (4.83), (4.70) and (4.64) respectively.
In the first two forthcoming subsections, we show that the terms involving D2f0Γ
and fˆ1 do not contribute to the result. Then, we will consider sequentially (4.91a)
and (4.91b) and show that they yield the mass conservation equation (3.15a) and
the evolution equation for u (3.15b) respectively.
4.6.1. The terms involving D2f0Γ
Lemma 4.11. Let f0 = ρMu. For any function f1 = f1(ω), we have∫
Sd−1
D2f0Γ(f1, f1) dω = 0,
∫
Sd−1
D2f0Γ(f1, f1)
~ψu dω = 0, (4.92)
Proof. The proof is an extension to the second order in ε of the proof of Lemma
4.2. The first identity (4.92) is straightforward and its proof is omitted. The second
identity (4.92) requires a bit more care due to the need to expand ~ψuε and is
developed below. Using the same notations as in the proof of Lemma 4.2, the second
order term in the expansion of
∫
Sd−1
Γ(f ε) ~ψuε dω = 0 leads to
0 =
∫
Sd−1
[
Γ(f0)D
2
f0
~ψf (f1, f1) + 2Df0Γ(f1)Df0
~ψf (f1) +D
2
f0Γ(f1, f1)
~ψf (f0)
]
dω
:= J1 + J2 + J3,
where we have introduced the map f 7→ ~ψf with ~ψf = ~ψuf and its derivatives up
to the second order. To prove the second identity in (4.92) it is enough to show
that J1 = J2 = 0. But Γ(f0) = 0, so J1 = 0. Now, we compute J2 with f1 given by
(4.83). Since Df0Γ(fˆ1) = 0 and
Df0 ~ψf (f1) = Du0 ~ψu
(
Df0uf (f1)
)
,
(where we now consider the map u 7→ ~ψu), we have
J2 = 2
∫
Sd−1
Df0Γ(f10)Du0
~ψu
(
Df0uf(f10 + fˆ1)
)
dω.
But u10 := Df0uf(f10) has already been computed at Lemma 4.3 and is given by
(4.48). Since f10 satisfies (4.43b), we get u10 = 0. Similarly, thanks to (4.58), we
have Pu⊥0 (Qfˆ1u0) = c uˆ1 where c denote generic constants in R. Then, by (4.48), we
get Df0uf (fˆ1) = cuˆ1 as well. Since uˆ1 ∈ {u0}⊥ and with (4.28), we get:
Du0
~ψu(uˆ1) = h
′(ω ·u0) (ω⊥ ·uˆ1)ω⊥−h(ω ·u0) (ω⊥ ·uˆ1)u0−h(ω ·u0) (ω ·u0)uˆ1. (4.93)
We note that the first and third terms belong to σe,e while the second one belongs
to σo,o. Since Df0Γ(f10) ∈ σo,e+σe,o by the proof of Lemma 4.9, we get that J2 = 0
by antisymmetry.
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4.6.2. The terms involving fˆ1
Lemma 4.12. Let fˆ1 be given by (4.64). Then, we have∫
Sd−1
(ω · ∇x)fˆ1 dω = 0,
∫
Sd−1
(ω · ∇x)fˆ1 ~ψu dω = 0, (4.94)
Proof. The fact that (ω ·∇x)(ρˆ1Mu) satisfies (4.94) is a reproduction of the proof
of Lemma 4.9 with ρ0 replaced by ρˆ1. Consider f0 =Mu0 for some u0 ∈ Sd−1 (notice
that here we assume ρ0 = 1 contrary to previous lemmas, this is because ρ0 does
not play a role in the proof). Consider fˆ1 = Mu0(ω · u0)(ω · uˆ) with uˆ ∈ {u0}⊥.
Define u1 = uˆ/κ. Define
uε =
u0 + εu1
|u0 + εu1| .
Note that uε = u0 + εu1 +O(ε2).
We consider Muε and ~ψuε . We have that∫
Sd−1
[(ω · ∇x)Muε ]
(
1
~ψuε
)
dω = 0. (4.95)
This was proven in Lemma 4.9, see expression (4.65) (notice that ρ = 1 does not
change the result of the lemma). Now we expandMuε and ~ψuε in terms of ε. Firstly,
we have that
Muε =Mu0+εu1+O(ε2) =Mu0
(
1 + ε
∂
∂u
(logMu)
∣∣∣∣
u0
(u1) +O(ε2)
)
, (4.96)
with
∂
∂u
(logMu)
∣∣∣∣
u0
(u1) = κ (ω · u0) (ω · u1).
Now, using (4.93) it also holds that for any β ∈ Sd−1:
β · ~ψuε = β ·
(
~ψu0 + εA(u0, u1)
)
+O(ε2), (4.97)
where
A(u0, u1) := [(ω · u0)u1 + (ω⊥ · u1)u0]h(ω · u0) + h′(ω · u0) (ω⊥ · u1)ω⊥.
Inserting (4.96) in the first line of (4.95) and considering the terms of order ε only
(since the leading order term is zero) gives∫
Sd−1
(ω · ∇x)[κ(ω · u0)(ω · u1)Mu0)] dω = 0,
and this corresponds, precisely, to the first identity in (4.94). For the second line of
in (4.95) using (4.96) and (4.97) and again keeping the order ε terms only gives∫
Sd−1
(ω · ∇x)[κ(ω · u0)(ω · u1)Mu0 ] ~ψu0 dω +
∫
Sd−1
[(ω · ∇x)Mu0 ]A(u0, u1) dω = 0.
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One can check that (ω · ∇x)Mu0 ∈ σe,o + σo,e and that A(u0, u1) ∈ σe,e + σo,o. So,
by parity, the second integral in the previous expression vanishes, and we get∫
Sd−1
(ω · ∇x)[κ(ω · u0)(ω · u1)Mu0 ] ~ψu0 dω = 0,
which corresponds to the second identity in (4.94).
4.6.3. Equation for the density: explicit form of Eq. (4.91a)
In this section, we prove Eq. (3.15a). We compute the various terms in (4.91a). Since
fˆ1 does not have any contribution and there is no possible confusion, we denote f10
by f1 to simplify the notations. For the term involving (ω · ∇x)f1, we notice that∫
Sd−1
(ω · ∇x)f1 dω = ∇x ·
∫
Sd−1
ω f1 dω = ∇x · I, I =
∫
Sd−1
ω f1 dω. (4.98)
We compute, using Lem. 4.10:
I = ρ
∫
Sd−1
ωMu(To,e + Te,o) dω =: I1 + I2. (4.99)
We first compute I1 using (4.1), (4.7), (4.88), and that To,e ∈ σo,e and ρ(u ·
∇x log ρ)u = (u · ∇xρ)u:
I1 = ρ
∫
Sd−1
(ω · u)u To,eMu dω
= ρu
∫
Sd−1
Mu (ω · u)
[
c (u · ∇x) log ρ+ κ e (ω⊥ ⊗ ω⊥) : ∇xu+ κ k (∇x · u)
]
dω
= C1
(
(u · ∇x)ρ
)
u+ C4 (∇x · u) ρu, (4.100)
where
C1 =
∫
Sd−1
Mu c (ω · u) dω, (4.101)
C4 = κ
∫
Sd−1
Mu (ω · u)
(
e
1− (ω · u)2
d− 1 + k
)
dω. (4.102)
Next we compute the integral I2, again using the decomposition (4.1), the iden-
tity (4.7) and that Te,o ∈ σe,o:
I2 = ρ
∫
Sd−1
ω⊥Te,oMu dω
= ρ
∫
Sd−1
Mu ω⊥
[
a ω⊥ · ∇x log ρ+ κ b ω⊥ ·
(
(u · ∇x)u
)]
dω
= C2 Pu⊥∇xρ+ C3 ρ (u · ∇x)u, (4.103)
with
C2 =
1
d− 1
∫
Sd−1
Mu a (1− (ω · u)2) dω, (4.104)
C3 =
κ
d− 1
∫
Sd−1
Mu b (1− (ω · u)2) dω. (4.105)
Nematic alignment of self-propelled particles in the macroscopic regime 42
In the last equality of (4.103), we have used that ((u · ∇x)u) · u = 0 (since |u| = 1)
and so Pu⊥
(
(u · ∇x)u
)
= (u · ∇x)u.
Finally for the term involving ∂tf0, we notice, thanks to (4.66), that
∂t(ρMu) = ρMu [∂t(log ρ) + κ(ω · u)ω⊥ · ∂tu] . (4.106)
Then, integrating this formula with respect to ω and using (4.6), we get∫
Sd−1
∂t(ρMu) dω = ∂tρ. (4.107)
Then, inserting (4.100), (4.103), (4.107) into (4.91a) yields (3.15a). Formulas (3.16),
(3.17), (3.18), (3.19) are easily deduced from (4.101), (4.104), (4.105), (4.102)
through the use of (4.4).
4.6.4. Equation for the mean direction: explicit form of Eq. (4.91b)
In this section, we prove Eq. (3.15b), i.e. we compute the various terms involved in
(4.91b). Again, since fˆ1 does not have any contribution, we denote f10 by f1. First,
we consider term involving ∂tf0. From (4.106), we get that∫
Sd−1
∂t(ρMu) ~ψu dω = ρ
∫
Sd−1
Mu h ω⊥ [∂t(log ρ) + κ(ω · u)ω⊥ · ∂tu] dω.
The integral in factor of ∂t(log ρ) vanishes by antisymmetry. The other integral is
computed using (4.7). With the fact the ∂tu is orthogonal to u this leads to∫
Sd−1
∂t(ρMu)ψ¯u dω = C0 ρ ∂tu, (4.108)
where
C0 =
κ
d− 1
∫
Sd−1
Mu h (ω · u) (1− (ω · u)2) dω.
Next, we compute the term involving (ω · ∇x)f1. By (4.70), we have
(ω · ∇x)f1 = A+B,
A =
(
(ω · ∇x)(ρMu)
)
(Te,o + To,e),
B = ρMu (ω · ∇x)(Te,o + To,e).
We first compute the contribution of A. The quantity (ω · ∇x)(ρMu) is given by
(4.67) together with (4.68), (4.69). By inspection of the parity of the functions with
respect to ω · u and ω⊥, we get∫
Sd−1
A ~ψu dω =
∫
Sd−1
ρMu [Se,o To,e + So,e Te,o] ~ψu dω. (4.109)
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Straightforward algebra using the expression (4.27) for ~ψu and Lemma 4.1 leads to∫
Sd−1
ρMu Se,o To,e ~ψu dω = B32 (u · ∇x log ρ)Pu⊥∇xρ+B42Σ :
(
(∇xu)⊗∇xρ
)
+ B52 (∇x · u)Pu⊥∇xρ+A11 (u · ∇xρ) (u · ∇x)u
+ A12 ρΣ :
(
(∇xu)⊗ (u · ∇x)u
)
+A13 ρ (∇x · u) (u · ∇x)u,
(4.110)
with
B32 =
1
d− 1
∫
Sd−1
Mu h c (1− (ω · u)2) dω, (4.111)
B42 =
κ
(d− 1)(d+ 1)
∫
Sd−1
Mu h e (1− (ω · u)2)2 dω. (4.112)
B52 =
κ
d− 1
∫
Sd−1
Mu h k (1 − (ω · u)2) dω, (4.113)
A11 =
κ
d− 1
∫
Sd−1
Mu h c (ω · u)2 (1 − (ω · u)2) dω, (4.114)
A12 =
κ2
(d− 1)(d+ 1)
∫
Sd−1
Mu h e (ω · u)2 (1 − (ω · u)2)2 dω. (4.115)
A13 =
κ2
d− 1
∫
Sd−1
Mu h k (ω · u)2 (1− (ω · u)2) dω. (4.116)
Here, the tensors (∇xu)⊗∇xρ and (∇xu)⊗ (u ·∇x)u are order three tensors. In
(4.110), they are contracted with respect to their three indices against three indices
of the fourth order tensor Σ. The latter being symmetric, we do not need to specify
which are its indices involved in the contraction. We can write:
Σ :
(
(∇xu)⊗∇xρ
)
=
(
Σ : (∇xu)
)∇xρ
where the right-hand side shows the multiplication of the symmetric matrix (or
second order tensor) Σ : (∇xu) and of the vector ∇x log ρ. Again, in Σ : ∇xu, the
contracted product of the order 2 tensor ∇xu with the order 4 tensor Σ, we do not
need to specify the indices involved in the contraction. A simple computation using
(4.9) and (4.88) shows that
Σ : ∇xu = (∇x · u)Pu⊥ + Pu⊥(∇xu)Pu⊥ + Pu⊥(∇xu)TPu⊥ ,
where the exponent T denotes transposition. Consequently, we have that
Σ :
(
(∇xu)⊗∇xρ
)
= (∇x·u)Pu⊥∇xρ+(Pu⊥ ∇xu)(Pu⊥∇xρ)+
(
(Pu⊥∇xρ)·Pu⊥∇x
)
u.
(4.117)
A similar computations yields:
Σ :
(
(∇xu)⊗(u·∇x)u
)
= (∇x·u) (u·∇x)u+(Pu⊥∇xu)
(
(u·∇x)u
)
+
(
(u·∇x)u·Pu⊥∇x
)
u,
(4.118)
where we have used that (u · ∇x)u is orthogonal to u.
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Then, we turn towards the second term of (4.109) and get∫
Sd−1
ρMu So,e Te,o ~ψu dω = B12 (u · ∇x log ρ)Pu⊥∇xρ+B22 (u · ∇xρ) (u · ∇x)u
+ A21Σ :
(
(∇xu)⊗∇xρ
)
+A22 ρΣ :
(
(∇xu)⊗ (u · ∇x)u
)
,
(4.119)
with
B12 =
1
d− 1
∫
Sd−1
Mu h a (ω · u) (1− (ω · u)2) dω, (4.120)
B22 =
κ
d− 1
∫
Sd−1
Mu h b (ω · u) (1− (ω · u)2) dω. (4.121)
A21 =
κ
(d− 1)(d+ 1)
∫
Sd−1
Mu h a (ω · u) (1− (ω · u)2)2 dω, (4.122)
A22 =
κ2
(d− 1)(d+ 1)
∫
Sd−1
Mu h b (ω · u) (1− (ω · u)2)2 dω. (4.123)
Now, we compute the contribution of B. To compute (ω · ∇x)f1, we will need
the following identities which follow from straightforward computations:
(ω · ∇x)(ω · u) = (ω · u)
(
ω⊥ ·
(
(u · ∇x)u
))
+ (ω⊥ ⊗ ω⊥) : (∇xu), (4.124)
(ω · ∇x)ω⊥ = −
[
(ω · u)
(
ω⊥ ·
(
(u · ∇x)u
))
+ (ω⊥ ⊗ ω⊥) : (∇xu)
]
u (4.125)
−(ω · u)[(ω · u) (u · ∇x)u+ (ω⊥ · ∇x)u]. (4.126)
Now, we can write
Te,o + To,e = T1 + . . .+ T5, with: (4.127)
T1 = a(ω · u)ω⊥ · (∇x log ρ), (4.128)
T2 = κ b(ω · u)ω⊥ · [(u · ∇x)u], (4.129)
T3 = c(ω · u) (u · ∇x) log ρ, (4.130)
T4 = κ e(ω · u) (ω⊥ ⊗ ω⊥) : (∇xu), (4.131)
T5 = κ k(ω · u) (∇x · u). (4.132)
Now, because of (4.124), (4.126), the expression of (ω ·∇x)T1 involves eight different
terms but only four of them have the requested parities to contribute a non zero
term in
∫
B ~ψu dω. After some algebra, we get∫
Sd−1
ρMu ~ψu (ω · ∇x)T1 dω = B11Σ : (∇xu⊗∇xρ)
+B12
[− (Pu⊥∇xu)(Pu⊥∇xρ)− ((u · ∇x)ρ) (u · ∇x)u + Pu⊥(u · ∇x)(∇xρ)],
(4.133)
with
B11 =
1
(d− 1)(d+ 1)
∫
Sd−1
Mu h a
′ (1− (ω · u)2)2 dω, (4.134)
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and B12 is given by (4.120). Furthermore, we note that
Pu⊥ ((u · ∇x)∇xρ) = (Pu⊥∇x)((u · ∇x)ρ)− (Pu⊥∇xu)(Pu⊥∇xρ),
so that (4.133) gives∫
Sd−1
ρMu ~ψu (ω · ∇x)T1 dω = B11 Σ : (∇xu⊗∇xρ) +B12
[− 2(Pu⊥∇xu)(Pu⊥∇xρ)
+(Pu⊥∇x)
(
(u · ∇x)ρ
)− ((u · ∇x)ρ) (u · ∇x)u]. (4.135)
Proceeding similarly for the other terms, we have∫
Sd−1
ρMu ~ψu (ω · ∇x)T2 dω = B21 ρΣ :
(∇xu⊗ (u · ∇x)u)
+B22 ρ
[− (Pu⊥∇xu)((u · ∇x)u)+ Pu⊥(u · ∇x)((u · ∇x)u)],
(4.136)
with
B21 =
κ
(d− 1)(d+ 1)
∫
Sd−1
Mu h b
′ (1− (ω · u)2)2 dω, (4.137)
and B22, given by (4.121);∫
Sd−1
ρMu ~ψu (ω · ∇x)T3 dω = B31 (u · ∇xρ) (u · ∇x)u+B32 Pu⊥∇x(u · ∇xρ),
(4.138)
with
B31 =
1
d− 1
∫
Sd−1
Mu h c
′ (ω · u) (1− (ω · u)2) dω, (4.139)
and B32, given by (4.111);∫
Sd−1
ρMu ~ψu (ω · ∇x)T4 dω = (B41 −B42) ρΣ :
(∇xu⊗ (u · ∇x)u)
− B43 ρ
[((
(u · ∇x)u
) · Pu⊥∇x)u+ (Pu⊥∇xu)((u · ∇x)u)]
+ B42 ρΣ : ∇2xu, (4.140)
with
B41 =
κ
(d− 1)(d+ 1)
∫
Sd−1
Mu h e
′ (ω · u) (1− (ω · u)2)2 dω, (4.141)
B43 =
κ
d− 1
∫
Sd−1
Mu h e (ω · u)2 (1− (ω · u)2) dω, (4.142)
and B42, given by (4.112);∫
Sd−1
ρMu ~ψu (ω · ∇x)T5 dω = B51 ρ (∇x · u) (u · ∇x)u +B52 ρ (Pu⊥∇x)(∇x · u),
(4.143)
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with
B51 =
κ
d− 1
∫
Sd−1
Mu h k
′ (ω · u) (1− (ω · u)2) dω, (4.144)
and B52, given by (4.113). In (4.140), the symbol ∇2xu denotes the third order tensor
of the second derivatives of u with components (∇2xu)ijk = ∂xi∂xjuk. The symbol
Σ : ∇2xu denotes the vector obtained by contracting Σ ⊗ ∇2xu over three indices
(which ones being unsignificant due to the symmetry of Σ). We can prove that
Σ : ∇2xu = Pu⊥
(∇x · (Pu⊥∇xu))+ (∇x · u) (u · ∇x)u + (((u · ∇x)u) · Pu⊥∇x)u
+ 2Pu⊥∇x(∇x · u) + 2(Pu⊥∇xu)
(
(u · ∇x)u
)
. (4.145)
Indeed, with (4.9), we have, using indices:
(Σ : ∇2xu)ℓ = (Pu⊥)ij (Pu⊥)kℓ ∂xi∂xjuk+(Pu⊥)ik (Pu⊥)jℓ ∂xi∂xjuk+(Pu⊥)iℓ (Pu⊥)jk ∂xi∂xjuk,
(4.146)
where Einstein’s repeated index summation is being used. We first note that the
second and third terms are equal by exchange of the dummy indices i and j. Now,
the first term can be written:
(Pu⊥)ij (Pu⊥)kℓ ∂xi∂xjuk = (Pu⊥)ℓk ∂xi
(
(Pu⊥ )ij ∂xjuk
)
−(Pu⊥)ℓk
(
∂xi(Pu⊥ )ij
)
∂xjuk.
(4.147)
With ∂xi(Pu⊥)ij = −(∂xiui)uj − ui (∂xiuj), we get
(Pu⊥)ℓk
(
∂xi(Pu⊥)ij
)
∂xjuk = −(∂xiui) (Pu⊥)ℓk
(
(uj∂xj )uk
)
+ (Pu⊥)ℓk
((
(ui∂xi)uj
)
∂xj
)
uk
= −
(
(∇x · u) (u · ∇x)u+
((
(u · ∇x)u
) · ∇x)u
)
ℓ
.
We note that the first term at the right-hand side of (4.147) can be written
(
Pu⊥
(∇x·
(Pu⊥∇xu)
))
ℓ
. So, collecting all these identities, we get the first line of (4.145). For
the second term of (4.146) we write:
(Pu⊥)ik (Pu⊥)jℓ ∂xi∂xjuk = (Pu⊥)ℓj ∂xj
(
(Pu⊥)ik ∂xiuk
)−(Pu⊥)ℓj (∂xj (Pu⊥)ik) (∂xiuk).
(4.148)
With ∂xj(Pu⊥ )ik = −(∂xjui)uk − ui∂xjuk and noting that uk(∂xiuk) = 0, we get
(Pu⊥)ℓj (∂xj (Pu⊥)ik) (∂xiuk) = −
(
(Pu⊥)ℓj ∂xjuk
) (
(ui∂xi)uk
)
= −
(
(Pu⊥∇xu)
(
(u·∇x)u
))
ℓ
.
Since the first term at the right-hand side of (4.148) can be written
(
Pu⊥∇x(∇x·u)
)
ℓ
(using (4.88)), we get the second line of (4.145), remembering that the second and
third terms of (4.146) are equal.
Now, we collect (4.110), (4.119), (4.135), (4.136), (4.138), (4.140) and (4.143),
and use formulas (4.117), (4.118) and (4.145) to obtain (3.15b) with the following
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formulas for the E, F , G, H constants:
E1 =
B12 +B32
C0
, F1 =
B22
C0
, F2 =
B42
C0
, F3 =
2B42 +B52
C0
,
G1 =
A11 +B22 +B31 −B12
C0
, G2 =
−2B12 +B42 +A21 +B11
C0
,
G3 =
B42 +A21 +B11
C0
, G4 =
B52 +B42 +A21 +B11
C0
,
H1 =
B32 +B12
C0
, H2 =
−B22 −B43 +A12 +A22 +B21 +B41 +B42
C0
,
H3 =
−B43 +A12 +A22 +B21 +B41
C0
, H4 =
A13 +B51 +A12 +A22 +B21 +B41
C0
.
The expressions (3.20) to (3.31) are deduced from the expressions of the Aij and
Bij given in this section through the use of (4.4). This ends the proof of Theorem
3.1.
5. Summary and outlook
In this paper, we have derived a cross-diffusion system for the density and mean
direction of a system of self-propelled particles interacting through nematic align-
ment. This derivation highlights the role of the generalised collision invariants in
the inversion of the linearized collision operator. In the future, we may expect that
this technique will be useful to derive macroscopic models for other kinds of align-
ment interactions in the diffusive regime. An example of this is given by nematically
moving particles interacting through nematic alignment. We can also develop simi-
lar techniques for abrupt collisions leading to jumps in the particle directions. The
limit system itself poses a number of challenges. The first one of course is its well-
posedness. If the second-order terms prove to be elliptic as conjectured, then we may
at least hope for local-in-time well-posedness. The relations between the structure
of the model and the underlying symmetries of the system are worth being ex-
plored further. We may in this way provide an exhaustive list of models compatible
with the underlying symmetries. As the model presents a large number of different
terms, a natural question is to understand the role of each of them. A related one
is to determine whether these terms are independent from each other, or if some
structural relations between the coefficients are needed for well-posedness. The nu-
merical simulation of the model will also be challenging. Indeed, given the role of
the symmetries it is desirable to develop methods that preserve them. This will
require the development of new methods as traditional grid-based methods break
the rotational invariance of the continuous problem. Finally, it will be interesting to
investigate whether the continuous model can produce similar patterns as the un-
derlying particle model. If this is the case, this patterning ability could be analyzed
through dynamical systems techniques such as bifurcation analysis.
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Appendix A. Proof of the identity (3.36a)
We consider the i-th component of the following expressions:
I := Pu⊥ (∇x · (Pu⊥∇xu))i = (Pu⊥)ij∂k[(Pu⊥)kl∂luj ],
II :=
(
Tr[12](Pu⊥∇x)(Pu⊥∇xu)
)
i
= (Pu⊥)jp∂p[(Pu⊥)jℓ∂ℓui],
where we have used Einstein’s convention (sum of terms with double indices). A
computation shows that
II = (Pu⊥)jp∂p[(Pu⊥ )jl(Pu⊥)is∂ℓus]
= (Pu⊥)jp(Pu⊥)is∂p[(Pu⊥)jℓ∂ℓus] + (Pu⊥)jp(Pu⊥)jℓ∂ℓus∂p(Pu⊥)is
= (Pu⊥)is∂j ((Pu⊥)jℓ∂ℓus)− (Pu⊥)isujup∂p[(Pu⊥)jℓ∂ℓus]− (Pu⊥)pℓ∂ℓusui∂pus)
= (Pu⊥)ij∂k[(Pu⊥)kℓ∂ℓuj ] + (Pu⊥)isup∂puj(Pu⊥ )jℓ∂ℓus − (Pu⊥)pℓ∂ℓusui∂pus
= (Pu⊥)ij∂k[(Pu⊥)kℓ∂ℓuj ] + up∂puj∂jui − ui(Pu⊥)pℓ∂ℓus∂pus,
where in the first equality we used that (Pu)is∂ℓus = ∂ℓui, since us∂ℓus = 0; in
the third equality we used that us∂ℓus = 0; in the fourth equality we used that
uj(Pu⊥)jℓ = 0 and in the first term we changed the labels s for j and j for k.
From this we conclude that
II = I + ((u · ∇x)u) · ∇x)u− u(Pu⊥∇xu : Pu⊥∇xu)),
which is, precisely, expression (3.36a). The last term in this expression follows from
the following:
(Pu⊥)pℓ∂ℓus∂pus = (Pu⊥)pℓ∂ℓus(Pu⊥)pq∂qus = (Pu⊥∇xu)ps(Pu⊥∇xu)ps.
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