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Abstract--In 1901 Pearson formulated the general problem of how to fit a hyperplane in the most efficient 
way to a system of points in a data space. This problem is still not exactly solved in all its generality. 
As Kalman and Los have shown, all statistical attempts to solve the problem have failed, because 
each of them can provide only prejudicial and statistical, but not objective and mathematical solu- 
tions. However, exact mathematical solutions do exist for special cases. This paper's main principle of 
linear identification from inexact data provides the mathematical framework in which the problem and 
the deficiencies of the statistical solutions are conveniently discussed, in particular those of the least 
squares regression and statistical common factors schemes. It will be argued that the exact common 
factors, or Frisch scheme, offers most promise to direct us to complete and exact solutions, even though 
it imposes evere restrictions on the orders of the systems because of Wilson's inequality. Throughout this 
paper the problem and its various solution schemes are illustrated by an empirical example consisting of 
three data variables describing the profitability performance of some large U.S. bank holding companies. 
For this empirical example the Frisch scheme provides a unique solution, contrary to some earlier 
pessimistic conclusions. 
1. INTRODUCTION 
In 1901 Karl Pearson formulated a problem in the Philosophical Magazine [1, p. 560] that has 
entertained the best mathematical minds in the world and whose solution has tremendous practical, 
empirical value, but that has not yet been solved in all its generality. Pearson's problem is how 
to fit a linear system of equations (a hyperplane) in the best possible, most efficient way to a system 
of points in a data space. In purely mathematical terms, this problem is known as the identification 
of a linear system of relations from inexact (noisy) data. 
Many attempts have been made to provide a solution, but all have failed, since none provides 
objective, mathematically exact solutions, only subjective, statistical, inexact and prejudicial 
solutions [2-4]. Of the subjective approaches, two are well known to data analysts: the least 
squares scheme and the principal components (or statistical common factor) scheme. They 
share the common characteristics of simplifying and distorting the problem, so that the solution 
comes about as a result of the additional prejudicial, statistical assumptions. The third scheme 
was known in the 1930s, 1940s and early 1950s, but has since almost been forgotten by 
statisticians and econometricians, even though at one point it seemed most promising. Both 
psychometricians and econometricians have kept this intellectual tradition alive as an ideal (exact), 
theoretical, but inapplicable scheme. This third scheme is the exact common factor or Frisch 
scheme [5, 6]. 
In this paper a general description of Pearson's problem is provided by way of the Organizing 
Principle of linear identification from inexact data, that forms the framework in which the problem 
and its solutions can be conveniently discussed. The general problem and its various solutions are 
illustrated by an empirical, three-variable example. It is argued that currently the Frisch scheme 
offers the most promise to obtain a complete general understanding of the problem, although it 
t I  thank Rudolf E. Kalman for clearing the path. This paper grew out of our collaborative research project on noisy 
identification. I also thank Arnold Zellner, even though he disagreed with our approach, because he suggested that a 
strong, convincing example may persuade the statistical profession to reconsider these issues; Leon Korobow for kindly 
providing the banking data for the numerical example; and Phoebus J. Dhrymes and G. S. Maddala for constructive 
comments on this material in seminars at Columbia University and the University of Florida. The original version of 
this paper was written while I was a Senior Economist of the Federal Reserve Bank of New York, which is hereby 
absolved from any responsibility for it. This paper has been presented in the symposium From Data to Model at the 
International Institute for Applied Systems Analysis (IIASA), Laxenburg, Austria, July 1987 and at the 6th International 
Conference on Mathematical Modelling, St Louis, Missouri, August 1987. 
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imposes evere restrictions on the orders of the systems to be identified, because of an implied 
inequality constraint conjectured by Wilson already in 1929. This inequality has recently been 
proven correct [7, 8]. Incidentally, the Frisch scheme provides a unique exact solution for our 
empirical example. This solution explains the largest percentage of the variances of all three 
data variables simultaneously, without making implausible, prejudicial assumptions about the 
unexplained components of the data. 
This paper is organized as follows: in Section 2, Pearson's general problem is defined in precise, 
mathematical terms using matrix notation. The empirical three-variable case is also presented in 
this section. In Section 3, the least squares cheme is characterized in a new, different and more 
revealing fashion. In Subsection 3.1 the complete solution set is given when all three data variables 
are inexact, based on the ordinary (elementary) least squares (OLS) regressions. In my opinion it 
is not fruitful to discuss this case in the context of errors-in-variables models (EVM), in particular 
single-equation es, as in Klepper and Learner [9]. They attribute the inexactness of the data solely 
to measurement errors, while the inexactness actually arises from many different sources, inter alia 
from the assumed linearity of the system to be identified. (The true, exact system may be nonlinear.) 
Griliches [10, p. 1476] agrees: "While many of the macro series may be also subject o errors, the 
errors in them rarely fit into the framework of the classical errors-in-variables model (EVM) as 
it has been developed in econometrics" (my italics). There is even less reason to discuss the case in 
the maximum likelihood context--as Klepper and Learner do---, since one has then to adduce 
Fisher's prejudice of a "population distribution" from which the data are supposedly "sampled" 
[3, pp. 29-37]. It cannot be emphasized enough that the presentation i this paper is completely 
free of such distributional assumptions and the conclusions hold true for any number of 
observations. 
In Subsection 3.2 the recently developed Frobenius-Kalman test is applied to the example and 
it is shown, that the data support a two and not a single equation system. Consequently, in 
Subsection 3.3 the results are presented for the reduced form, simultaneous equation, least squares 
scheme of the Cowles Commission, which is currently the mainstay scheme in theoretical 
econometrics, and, possibly less widely accepted, in empirical econometrics. The prejudicial content 
of this scheme will be shown most revealingly in the comparison of all schemes in Section 5, after 
an in-depth analysis of the Frisch and statistical common factor schemes in Section 4. It will be 
shown that the empirical example has a unique, unbiased, efficient and exact Frisch solution, and 
that the statistical common factor solution remains essentially indeterminate. 
Some concluding remarks about the problems arising in this new line of research are offered in 
Section 6. There are two Appendices: Appendix A provides the empirical data to facilitate 
replication of the results of this paper; Appendix B gives a complete analysis of the geometry of 
the solutions. 
2. GENERAL LINEAR SYSTEM IDENTIFICATION 
Consider the inexact empirical data x,, t = 1 . . . . .  T, where x, is a (T x n) matrix. All variables 
are expressed as deviations from their data means so that the data sum 
Then we can always write x, = ~t + i,, where ~, is called the exact (explained) component of the 
data, while ~,, is the inexact (unexplained, noise or residual) component. Thus in the case of exact, 
fully explained ata we have ~t = 0. Consider next the empirical data covariance matrix 
z =Ex x,. 
! 
Evidently 12 is a symmetric, (generically) positive definite (n x n) matrix, which contains the infor- 
mation needed for all computations. In the empirical illustration this data covariance matrix ist 
tThis matrix is computed as the matrix of sums of squares of the data deviations, divided by T ffi 32. The original data 
observations are printed in Appendix A. Since covariance matrices are symmetric, only their upper-triangular halfs are 
printed in this paper. 
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trt2 al31 [0.7022 6.9040 -10.6826] 
X=[~'1'2 a22 tr23/= • 99.0556 --114.7687 / 
LO'13 0"23 0"33 ] 259.2516J 
The general linear model is defined by the system equation A i '=  0, or equivalently, by 
A i ' i  = AF, = 0, where i is the (T x n) matrix of the exact components of the data and ~- is their 
(n x n) covariance matrix. In the common factor analysis literature ~: is called the reduced 
covariance matrix. One possible normalization of the (q x n) matrix of system coefficients is 
A=[ I ;B] ,  where I is a (q x q) identity matrix and B a q x (n -q )  matrix. Obviously 
q = rank(A) = corank(~.) is an integer such that 0 < q < n. 
We can now preliminarily characterize some of the schemes discussed in this paper. For 
the OLS regression q = 1; for Haavelmo's simultaneous equation scheme [11; see also 12] 
and for the principal components (or statistical common factor) scheme 1 < q < n; while for 
the exact common factor or Frisch scheme 1 < q ~< [(8n + 1) 1/2 - 1]/2, as will be explained later 
in Subsection 4.1. More complete characterizations of these schemes will be given in the 
form of corollaries of the following Organizing Principle. This Organizing Principle is implied in 
the discussion in Los [4, Theorem 4] and defines Pearson's [1] problem in precise mathematical 
terms. 
Organizing Principle 
The identification of a general inear system from inexact covariance data is equivalent o the 
following identification scheme: 
(i) X; = ~, + 1~ is a positive definite matrix; 
(ii) 9., 1~ are both nonnegative definite matrices; 
(iii) A~ = O; 
(iv) Rank(A) = q (an integer) and q is such that 0 < q < n and n - q is the full rank of a 
minor of ~. 
Definition (i) follows from the orthogonality between the exact component i and the inexact 
component i of the measured ata variable x. It defines the orthogonal categorization of the 
"explained" and the "unexplained" part of the data. The "explanation" itself is, of course, provided 
by the system represented by definition (iii). The exact general inear system explains only part of 
the data; in fact, most of it, in the sense of highest percentage of each of the variances of all data 
variables. Condition (ii) is a consequence of the assumed ecomposition to obtain real (non-imag- 
inary) solutions, in particular nonnegative variances. Definition (i) together with condition (ii) 
implies that the n inequalities 0 ~< dr; ~< tr,.j, where #~ and tr~ are the diagonal elements of the reduced 
covariance matrix $, and of the data covariance matrix X, respectively. Condition (iv) provides 
the invariant for identification. 
In order to identify a real (ii), linear system (iii), from inexact (i), real (ii) data, one must 
determine an integer q, 0 < q < n, such that some minor, c.q. diagonal block of the partitioned 
matrix f; has a full rank n-  q. In other words, condition (iv) requires us to determine 
corank(~) = q. [] 
The problem will be explained further by showing that all linear identification schemes developed 
in this century can be described in terms of this Organizing Principle. Each of these schemes provides 
"solutions" by the artifice of adding ad hoc conditions (prejudices), which restrict the generality 
of the problem. 
The definition of q shows the existence of at least one partition of the symmetric reduced 
covariance matrix as 
I, = 
where 9., is a (q x q) matrix, 9-12 is a q x (n - q) matrix and 9~z~ is a (n - q) x (n - q) matrix with 
full rank. [Of course, the determination of allowed values of q is subject o the definitions and 
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conditions of the Organizing Principle, in particular the nonnegativity condition (ii).] Why the 
implied partition of ~ is so important is shown by the following: 
Corollary I 
Given the definitions (i) and (iii) and subject o the conditions (ii) and (iv) of the Organizing 
Principle, the following nonlinear matrix equation must be solved: 
E ,  - £,2£~'£',2 =O. 
Proof. See Los [4], the proof of Theorem 4 therein. [] 
This nonlinear matrix equation is the striking feature characterizing Pearson's [1] problem. It 
allows us to compare all presently known linear identification schemes for inexact data. It imposes 
a set of q(q + 1)/2 exact, simultaneous, nonlinear equality constraints on the variances and 
covariances of the reduced covariance matrix ~,, i.e. on the explained part of the data covariance 
matrix X.t This set of equalities together with the (essentially) n inequalities of condition (ii) pose 
a formidable intellectual problem. A general solution has not yet been found, although objective 
mathematical solutions for particular problems do exist, as this paper will show for the Frisch 
(n, q )= (3, 2) case and Los and Kell [13] show for the Frisch (n, q )= (4, 2) case. 
Since 1901, many subjective solution schemes have been devised for the problem. Some schemes 
are more prejudiced than others and each scheme has to be judged on its own reality content: do 
the assumptions on which the solution scheme is based produce a plausible residual covariance 
matrix ~? 
For the moment, let us consider the general implications of the nonlinear matrix equation. When 
n = 3 and, say, q = 2 (in Subsection 3.3 an exact test is provided to determine if q = 1 or 1 < q), 
the matrix equation implies 
La,2 d~3 a23 L(a,2- 6,3623/d33) (d22- d23/d33) J 
The two implied equalities #.633 = 6~23 and #22633 = #]3 are hyperbolic constraints of which only 
the branches in the positive orthants below certain boundaries are relevant, i.e. 0 < d.  ~< a. ,  
0 < 622 ~< a22 and 0 < 633 ~< 0"33. Further, there is 0 < dt3d23/#~2 = d33 implying that d~2, d~3 and #23 
are each unequal to zero. Second, the three off-diagonal elements of matrix I~ allow only show four 
sign-patterns, as follows: 
#12 d13 d23 
f + + + 
Allowable + - - 
s ign  patterns - + - 
m - -  .{ .  
f _ + + 
Unallowable - + + 
sign patterns + - + 
This means that condition (ii) is not a trivial requirement! 
Third, only certain value combinations of the off-diagonal elements do satisfy this constraint. 
Thus the nonnegativity condition (ii) of the Organizing Principle restricts the three-variable system, 
that can be identified from given inexact data, to real systems of a particular kind. 
Much more complex sets of nonlinear constraints, inequalities and allowable sign patterns will 
emerge from higher order cases (3 < n). 
Of course, the solution of the nonlinear matrix equation implies the computed system coefficients 
in A. In the example, for the normalization air = 1, so that A = [I; B], we find 
, = [a ,q  = 
La23J L-a.la.J' 
tThere are q(q + 1)/2 constraints, since the q x q ~'n matrix is symmetric. 
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where #~3, 623 and 633 have the required solution values. For the normalization a.,. = 1 (the first 
column of A consists of ones and the zeros are placed accordingly: al2 = a23 = 0) we find 
a22/ -- 613/623_J" 
The first normalization is convenient for the presentation of the decomposition of the data 
covariance matrix ~ into the reduced covariance matrix T, and the residual covariance matrix ~,. 
The second normalization is convenient for the presentation of the geometry of the solutions, as 
will be noted in the following sections and in Appendix B. 
3. LEAST SQUARES SCHEMES 
There are many equivalent ways to formulate the least squares regression scheme but Kalman 
[14, p. 148] suggests the following elegant mathematical (i.e. non-statistical) presentation. 
Corollary 2 
Least squares identification is equivalent to linear identification from inexact covariance data 
with the additional condition: 
(V) ~12 "---" ]~22 = £12 = O. 
Proof Condition (v) implies that £~2 = I;12 and ~,~2 = %22. Since I2 is positive definite, or of full 
rank, ~222 is too and the nonlinear matrix equation of Corollary 1 can always be solved, since 
condition (v) implies that 
F'll = %12Z;~1%'12 
and 
B = - l~ ,2 I~f i  I , 
the well-known least squares "estimation" formula. [] 
Notice that q is an arbitrary integer within an open range, 0 < q < n, in the sense that the 
researcher can decide subjectively how many (=q)  dependent variables he wants to "explain", 
given n measured ata variables. The data themselves do not induce such a decision. Secondly, notice 
also that there is nothing in the least squares cheme requiring minimization. On the other hand, 
it is easy to prove that the least squares scheme can be derived from particular minimization, 
namely the minimization of the trace(]~) [4, p. 8]. 
Proposition 1 
The (q x q) least squares, residual noise matrix has ~u = Siq I where S~1 is the corresponding 
partition of the inverse of the data covariance matrix, S = %-~. 
Proof Definition (i) of the Organizing Principle implies 1~11 = l~,t - ~11 = %11 - 1~12~fi1%~2 = Siq 1, 
according to the inversion lemma for partitioned matrices [15, p. 458--459]. [] 
Condition (v) is called Galton's [16] condition, and is the definition of least squares regression, 
because this condition caused Galton's regression results to be downward biased. 
The crucial question is: does the least squares condition (v) provide a plausible residual 
covariance matrix ~? A quick look at Corollary 1, and Proposition 1, teaches us: no ! It is absolutely 
implausible to assume that some (n -q )  empirical data variables are exact, while the others (q) 
aren't. The following subsections will put this intrinsic aspect of least squares in a more detailed 
and less abstract context. 
3.1. Ordinary Least Squares 
Ordinary, or elementary, least squares assumes one (q = 1) relationship among the n variables 
and the researcher designates one of the measured ata variables as "the regressand" and the other 
n - 1 variables as "the regressors". Thus in case of OLS modeling the system equation A~'= 0 
is such that i = [~, X] and A = [1, -II] in the conventional econometric notation, where ~ is a T x 1 
vector, X a T x (n - 1) matrix and b a (n - 1) x 1 vector. 
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For the example, the system equation is by normalization on ~(atl = 1): 
1 • -tit +/~2"~2t "4- ~3"~3t = 0. 
The least squares cheme implies that one variable, the "regressand", is assumed to be inexact and 
the other variables, the "regressors", to be exact: 
Xlt = Xlt -]- Xlt ,  X2t = X2t and X3t "= X3t, 
so that the "regression" equation is 1 • x~t + f12)~2t "q- f13-~3t = "~lt" 
No theoretical econometric textbook prescribes the data analyst's choice of the "regressand". 
Fair [17, p. 11] recognizes this problem when he differentiates between his two ways of looking at 
it. His first way is to assume (sic!) that "Each equation is a derived decision equation (. . .)  with 
a natural LHS variable." However, this way is clearly concerned with "prediction and control" 
and not with identification. His alternative way is to accept, correctly, that "theory treats all 
variables in each equation equally." He adds, illuminatingly: "These two interpretations have 
important implications for estimation. In particular, full information maximum likelihood (FIML) 
treats all variables equally, whereas two-stage least squares (2SLS) and three-stage l ast squares 
(3SLS) require a LHS variable to be chosen for each equation before estimation." Alas, maximum 
likelihood estimation assumes also a priori that there is one (q = 1) relationship, and, secondly, it 
requires Fisher's prejudice of population distributions and independent sampling which is 
implausible, in particular in the context of irreplicable observations [3, p. 29-37]. Consequently, 
it is obvious that as many regressions as there are variables hould be run, to obtain a complete 
and therefore objective set of OLS solutions. 
Proposition 2 
The rows of the inverse of the data covariance matrix, S = ~-m provide all n elementary least 
squares (OLS) solutions. 
Proof. The proof for this, unfortunately, almost forgotten result can be found in Koopmans [18, 
p. 99-101], from where it was unearthed by Kalman [14, p. 149], who extended the result in many 
new directions. [] 
It was recently brought again to the attention of the econometric profession by Klepper and 
Leamer [9, p. 164] and was subsequently codified by Aigner et al. [19, p. 1348], who seem to remain 
unaware of its significance though. They present his result, for no immediate reason, in the EVM 
context, without drawing the obvious and relevant conclusion for econometric practitioners, 
namely: run the complete set of regressions. 
For the three-variable example the inverted data covariance matrix is1" 
6.0992 -0.2749 0.1296] 
S= 0.0331 0.0033/. 
0.0107_] 
The residual variance for the first OLS regression (q = l) is ~ll  = 1/Sll = 0 ,1640,  for the second 
t~22 = 30.1941 and for the third ~33 = 93.6944. The conventional OLS "point estimates" for the 
system coefficients are obtained by dividing each row of S by its corresponding diagonal element 
sii. When these results are renormalized for reasons of comparability such that an = 1 in the system 
equation, the results of Table 1 are obtained. 
Table 1 shows that the system coefficients do not all lie in the same orthant. This is the "special" 
case discussed by Klepper and Learner [9, pp. 174, 175; in particular their Fig. 3]. It appears that 
such a case is not special at all, as is shown in Los [4, p. 1275]. We plot the computed coefficient 
values as points A, B and C in Fig. 1 (a complete discussion of the geometry of Fig. 1 is prov ided  
in Appendix B). In the next subsection we will explain why the result--that he coefficients lie in 
different orthants--indicates that corank(~)= 2. 
tAll matrix inversions were performed on a Burrough's 7900 computer in double precision using the interactive software 
PAL. PAL's inversion routines are written in ALGOL and use double precision. In the text I print only four digits 
after the decimal point. Replication of these results should be easy. The data are available in Appendix A, and all 
computational methods are explained in the text and, in even greater detail, in Appendix B. All computations can he 
replicated on a pocket calculator. 
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Table I. Normalized computed system coefficients using 
OLS (q = 1) 
A = [1 a12 aj3 ]
Inexact variable 
x~ [1 -0.0451 0.0213] (A) 
x 2 [I -0.1205 -0.0121] (B) 
x 3 [1 0,0257 0.0823] (C) 
Normalizations on al2 = I or al~ = 1 are easily obtained by 
dividing through by the respective coefficient values, The 
letters in parentheses at the right-hand side indicate the 
corresponding points in Fig. 1. 
It is illuminating to return to the nonlinear matrix equation of Corollary 1. The researcher's 
arbitrary choice of the regressand, say Xl, implies automatically the least squares residual covariance 
matrix 
g= 0 , 
0 
where 0 < I~11 ~ 1/Sll  ~ O'11- The equation resolves then automatically in 01~ = [al2(al2al3 -- a~3a23) +
~13(~13a22 -- al:23)l/(a2:33 -- a,~3) and A = [1 a12 a,31, with 
[a,2, a,3l -- [(a,:33 - el::3), (~,:22 - ~rl:23)]/(a2:, - a~3). 
This last equation provides the first row of the computed system parameters in Table 1.]" It is 
clear that the outcome of the OLS identification is completely fixed by the choice of the regressand. 
Since there are three alternatives, there are three elementary regression results.~: 
Table 2 shows the corresponding decompositions for these three alternative OLS regressions. In 
particular, the results for the residual covariance matrix ~ show clearly the implausibility of the 
obtained results: the diagonal zeros are assumed a priori by the researcher and are not implied by 
the data. 
I 
-0.20 - O . ~ E " ' ~  -0.05 
X1 1. a12 ~'2 + 013 X3 tO  "~ 0.10 
q,,2 
Xl't" 022 X 2 t" 023X3 10 1 
l ~ . ~ : ~ S  I J 
0.05 0110 
012 ! 022 
-0.05 
-0.10 
Fig. 1 
?A moment of  reflection will convince the sceptic that this method is equivalent o the method of Proposition 2. 
~:The regressions with x2, and x 3 as regressands, respectively, are customarily called reverse  regressions. 
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Table 2. Data covariance decomposition using OLS (q = 1); T, ffi ~ + 
Inexact variable '~ ~. [o.5,,2 ,0,,,61 [0,o o o] 
xl ~.0556 -- 114.7687 / 0 0 
• 259.2516J ' 0 ?  69o [00 0] 
x2 68.8615 --114.7687 / 30.1~1 0 
• 259.2516J 0 
x3 • 99.0556 - 114.7687 / 0 
165.5610J 93.6~5 
I will not repeat he analysis of Klepper and Leamer [9, pp. 171-174] for the three variable case 
(although, for example, their Condition 14, p. 171, is obviously redundant; more details can be 
found in Appendix B), but indicate by arcing in Fig. 1 the solution set for q = 1 based on the more 
plausible assumption that all data variables contain a non-exact component (i.e. the errors-in- 
variables assumption). The corresponding residual covariance matrices ~ all have positive diagonal 
elements. However, the arced set is unbounded, implying that such solutions could be unbounded 
and would therefore be of not value for identification. 
3.2. Frobenius-Kalman (FK) Test 
There has recently become available a simple and straightforward test to determine if the data 
support an exact system with q = 1 or with 1 < q. The following definitions are needed. A matrix 
M will be called positive if its entries m~y are all positive. A matrix M whose inverse M-  I exists and 
is positive will be called an inverse-positive matrix. The matrix M will also be called inverse-positive 
if a sign matrix L (i.e. a diagonal matrix with 1 and -1  entries) exists such that LML is an 
inverse-positive matrix in the previous ense. In other words, if M is a matrix transformable to an 
inverse-positive matrix by sign-corrections, it will be assumed that we deal with the sign-corrected 
matrix M. 
Using Frobenius's theorem, hereafter called F-theorem [20, p. 53] the following remarkable 
theorem can be proved: 
Theorem I
Given the definitions and conditions of the principle of linear identification from inexact 
data, and the additional condition (v') that the residual covariance matrix ~ is diagonal, the 
following holds true: (a) if and only if the data covariance matrix ~ is inverse-positive, 
corank([;) = l; and (b) if and only if the data covariance matrix ~ is not inverse-positive, 
corank(~) > 1. 
Proof. See Kalman [14, pp. 150-157]. [] 
In the simplest erms this means that the corank(~) is unity in the stated context if and only 
if S = ~-  1 is transformable to a strictly positive matrix. The proof of part (a) was originally given 
by Koopmans [18, pp. 99-101] without explicitly using the F-theorem and in Reiersel [21, pp. 4, 8] 
using the F-theorem. Part (b) was also contained in Reiersel [21, pp. 17, 18] and proved using 
"supcrdeterminants". These results have been completely forgotten until recently. Kleppcr and 
Leamer [9, p. 164] mention Kalman's [14] proof but do not mention part (b). Aigncr et al. [19, 
p. 1348] mention Klepper and Learner [9] but, again, not the important part (b) contributed by 
Kalman [14]. Also, except for Kalman, all these authors appear completely unaware of the powerful 
potential of this theorem for empirical research. 
The potential of this theorem is that a simple test can now be constructed, which I prefer to call 
the Frobenius-Kalman test, or FK-test, to determine if the data support a single or a multi-equa- 
tion system. The test procedure is to compute the inverse of the data covariance matrix S = ~-1 
and to adjust he signs of the variables to minimize the number of negative signs in S. If the resulting 
matrix is completely positive then q = l, otherwise 1 < q. 
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For our three-variable example the sign pattern is 
sign (S)= - + + 
+ + + 
and the number of negative signs cannot further be reduced by simple sign reversals of the data 
variables. Consequently, I~is not an inverse-positive matrix and q = corank(£)> 1. Since here 
1 < q < 3 this necessarily implies q = 2. In other words, the empirical data support a two-equation 
system and reject the single equation system presumed by the OLS scheme. 
3.3. Simultaneous Equation Least Squares 
For the simultaneous equation model 1 < q < n, and for our example it was found that 
necessarily q = 2. It is obvious that if the least squares scheme is applied, there are still three 
possible solutions, depending on the choice of the exact variable. For example, when we choose 
x3 = )~3 SO that #33 = 0, the least squares residual covariance matrix is 
f '=  2 ~22 • 
0 
Hence, the equations to be solved are those of Section 2 (following Corollary 1) for dl3 = 0"13, 
¢723 = 0"23 and ~33 = 0"33" The unknown system coefficients are then, automatically, completely 
determined since the remaining elements of 2; are computed as 
~11 = 0"23/0"33' 
and for 
~12 ~ 0"130"23/0"33, 
¢~22 = 0"23/0"33' 
1 az3d 
we have a13 = --O'13/0"33 and a23 = -0"23/0"33. In other words, in this reduced form simultaneous 
equation system, the result is again completely fixed by the choice of the exact variable. The 
three alternative numerical solutions of the application of this two-equation least squares 
scheme are tabulated in Table 3 and the corresponding decomposition of the data covariance 
matrix in Table 4. 
Table 3. Normalized computed system coefficients using 
reduced form simultaneous equation least squares (q ffi 2) 
[, 0 
e.g. A 0 I a23 
Inexact variables A 
I I 0 0.0412] 
(xl, x2) 0 1 0.4427J 
[--9.8323 i o ] 
(x2'x3) L 15.2136 0 1 
I 1 1.1586 0 ] 
(x i, x3) 0 - 0.0670 I 
Or, equivalently, with a different normalization, appropriate 
for display in Fig. 1 
E ' 0 1 ,., (xt' x2) 1 --0. 931 (E) 
E ' 0 o7]  (x2' x3) I -0.1017 (G) 
[ ,  0 ] ,o, 
(xt, x3) I - 0.0697 (I) 
The letters in parentheses onthe right-hand side indicate the 
corresponding points in Fig. 1. 
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Table 4. Data covariance decomposition using reduced form simultaneous equation least 
squares (q = 2); • = £ + 
Inexact variables '~ [0,024729068261[02202749 0] 
(x,,x:) 50.8072 --114.7686 / 6 48.2484 0 
• 259.2516J . 0 
(x2, x3) • 67.8820 --105.0347 / 31.1736 -9 .73~ 
162.5216J 96.73~J 
(xt, x~) • 99.0556 -- 114.7686 / 0 
132.9743J " 126.2773J 
From the theoretical econometric literature, we know that each of these three solutions is 
observationally equivalent to an infinite number of admissible conomic structures, depending on 
how the solutions are normalized (see, for example, Dhrymes [15, Proposition 1]). In other words, 
these reduced form results will always allow infinitely many different economic interpretations. This 
problem is not unique to econometrics. In psychometric common factor analysis the equivalent 
problem is the problem of factor indeterminacy caused by orthogonal rotation. 
The simultaneous equation least squares olution can be illustrated in Fig. 1 for the appropriate 
normalization (ai~ = 1; a~2 = a23----0). When 533 = 0 the solution is provided by the points H 
( fo r  al3 ) and E (for a22); when 522 = 0 the solution is given by the points D, respectively I; and 
when 0H =0, by the points F, respectively G (for more details, see Appendix B). Notice, 
though, that some solution elements lead to unacceptable r sults. For example, point H implies 
that, if the residual covariance matrix were diagonal (a desirable and logical requirement, as will 
be discussed in Section 4), then 022 would be negative. A similar result holds true for point I and 
033, respectively. 
In each case it is found that, even if we taken account of the fact that q = 2, the least squares 
scheme produces implausible residual covariance matrices ~,: the diagonal zeros are a priori  dictated 
by the researcher and not by the data, and the non-zero off-diagonal elements are primarily the 
result of the scheme, again not of the data. The implication of the non-zero off-diagonal elements 
is that there is a systematic relationship between the residuals, which remains unexplained, and the 
question arises, is there an alternative identification scheme that avoids this problem? The answer 
is; yes, and it has, at least in principle, been available since the mid-1930s. I think it is illuminating 
to have a closer look at that alternative scheme, in particular, since for our numerical example it 
happens to produce a unique and clearly superior solution. 
4. FRISCH AND STATISTICAL COMMON FACTOR SCHEMES 
The major alternative to the least squares cheme originated in its simplest form in the early and 
controversial work of Spearman [22] and was, under the influence of Hotelling's [23] work on the 
principal components scheme, further extended and developed in the late 1920s and the 1930s. This 
alternative scheme found its exact formulation in the work of Frisch [5, p. 52] in Oslo and, 
independently, in the work of Thurstone [6, p. 70] in Chicago. Frisch created his scheme as a clear 
alternative to the least squares scheme. His scheme was further developed in the econometric 
errors-in-variables model (EVM) literature (see, for example, Griliches [24, p. 972], and the 
references in the survey article by Aigner et al. [19]). 
The work of Spearman and Hotelling was put into rigorous matrix notation by Thurstone 
[6, pp. 54-62] who proposed an ideal and exact multiple common factor scheme. His ideal scheme 
appears to be equivalent to the Frisch scheme. Both schemes require as additional condition (v) 
to the Organizing Principle that the residual covariance matrix ~ be diagonal. It is interesting 
and ironic to observe that the econometric EVM literature has kept this ideal scheme alive, but 
that the psychometric literature more or less abandoned it as soon as it was mathematically 
formulated. 
For example, Dhrymes tates that this diagonality condition is "common in the tradition of the 
econometrics literature" [15, p. 252]. Not so in the psychometric literature: Thurstone realized that 
strict adherence to this exact scheme would lead to undetermined, so-called "underidentified" 
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solutions, i.e. solutions with some free and arbitrary parameters, as was already shown earlier by 
Wilson [25]. Thurstone went then into a wrong (and dead-ended!) alley by pronoucing his 
prejudicial and decidedly indefensible "principle of overdetermination". A scientific theory has to 
be overdetermined by the data to yield a unique solution, according to Thurstone [6, p. 76]. 
Mathematically, this means that the data (=the data covariances in r.) are supposed to be 
connected by certain relations, so that they cannot be regarded as independent variables. 
Ledermann [26] already clarified the unacceptability of this principle, because the observed ata 
are always independent variables. After all, the data are "given". Ever since Thurstone's [6] 
"principle of overdetermination" prevailed, psychometricians have necessarily been prevented from 
attaining the ideal exact scheme of a diagonal residual covariance matrix. Following Spearman [see 
27, p. 149] they incorrectly attributed the resulting non-zero off-diagonal residual covariances in 
~, to "sampling errors." 
What further distances the econometric EVM literature from the psychometric common factor 
literature, was the insistence of the psychometricians to use correlation matrices instead of 
covariance matrices for 2L In other words, they used standardized data variables with unit variances 
instead of the unstandardized data deviations. I will ignore this distinction here, because it is 
irrelevant for this paper.t 
4.1. The Exact Common Factor or Frisch Scheme 
The preceding discussion leads to the following: 
Corollary 3 
Frisch, or exact common factor identification is equivalent to the Organizing Principle with the 
additional condition (v') that ~ is diagonal. 
Proof Compare Frisch [5, p. 52] and Thurstone [6, p. 60]. See also Reiersol [21]. More recent 
presentations of the exact common factor scheme in matrix notation can be found in Mulaik [27, 
p. 101] and Harman [28, p. 28-32]. [] 
In the psychometric literature, the resulting equation ~ = £ + ~, = U~U'~ + 1~ where ~ is 
diagonal, is called the "fundamental theorem of factor analysis". The Choleski decomposition of
the non-negative reduced covariance matrix ~ = U#U'~ is always possible (Dhrymes [15, pp. 
486-487]), but the preservation of the diagonality of the residual covariance matrix g only under 
very restrictive conditions.~ The implied equation x=~+~=zU~ +~ is the "fundamental 
equation of factor analysis" (Mulaik [28, p. 100]), where z is the matrix of (unit length) common 
factors (vectors) and U~ the matrix of factor loadings. 
Unfortunately, Wilson [25, p. 156] presents a very disturbing conjecture for this ideal scheme, 
which was incompletely proved by Ledermann [26] for special values of the correlation coefficients, 
using Kronecker's theorem of the rank of a matrix and non-vanishing minors. Recently Shapiro 
[7] provided a lengthy, opaque and rather convoluted, but correct proof. It was again proved 
completely and independently by Baratchart and Kalman [8] in a transparent, short and elegant 
proof, applying Thorn's powerful topological transversality heorem. 
Wilson's conjecture in the 1929 book review was the following inequality: 
d(n, q) = n - q(q + 1)/2 1> 0, 
which is equivalent to the inequality in Section 2 (introducing the Organizing Principle). Often this 
inequality is presented in the factor analysis literature (cf. Harman [28], pp. 73) in terms of a 
lower bound on rank(Z) = r: [2n + 1 - (8n + 1)'/2]/2 ~< r. 
This inequality means that in order to obtain real (nonimaginary) solutions for the Frisch 
scheme, the corank(~,)= q, c.q. the rank(]~)= r = n -q  should satisfy this inequality. This issue 
is easily understood in terms of the nonlinear matrix equation of Corollary l, since condition (v') 
of Corollary 3 implies that ~-t: = 2~12 and that the off-diagonal elements of ~lt are equal to the 
tAlthough it is not an irrelevant issue per se, since it can easily be shown that for the exact common factor scheme the 
measured correlation coefficients are smaller (in absolute value) than the exact correlation coefficients: he use of 
correlation matrices implies adata distortion. Klepper and Learner [9, p. 171] use correlation matrices intheir theoretical 
example. 
:[A more detailed iscussion of the mathematical problems of the inexact or statistical common factor scheme with a 
nondiagonal ~ can be found in Los [4]. Some numerical evidence will be provided in the next subsection. 
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off-diagonal elements of ~. ,  while the off-diagonal elements of ~ are those of 2:22. Thus there 
are n unknown parameters tobe determined (subject to the usual non-negativity constraints implied 
by (i) and (ii) of the Organizing Principle, namely the q diagonal element of ~n and the n - q 
diagonal elements of f:22. When d(n, q)> 0 there are n -q (q  + 1)/2 free, arbitrary parameters in
the solution, which describe the d = [n - q(q + 1)/2] dimensional solution space. It is obvious that 
it does not make sense to discuss imaginary solution spaces with d(n, q) < 0. Only when d(n, q) = 0 
is there a zero-dimension solution: there are no free, arbitrary parameters. There can only be 
scattered point solutions.i" 
For our example d(3, 2)= 0, so there is a unique system solution, which, in this case, consists 
of one point. The nonlinear matrix equation in combination with condition (v') of Corollary 3 
implies that 
¢~11~33 = 0"23, 0"12¢~33 ~-0"130"23 and ~22¢~33 = 0"23. 
The second equation provides the clue to the solution since ¢~33 = 0"130"23/0"12 and by substitution 
into the other equations we find d.  -- 0-120"13/0-23 and (~22 = 0"120"23/0"13" For the numerical example, 
the non-negative conditions, c.q. the sign pattern is such (0 < 0"~2, 0"13 • 0, 0"23 < 0) that all three 
diagonal elements of l: are positive, and the system has a real solution. Of course, the system 
coefficients are a13 = --0-12/0-23 and a22 = -0-13/0"23, which are indicated in Fig. 1, by points D and 
E, respectively. This unique Frisch solution is presented in Table 5 (for two normalizations) while 
Table 6 presents the corresponding decomposition of the data covariance matrix. 
4.2. The Principal Components or Statistical Common Factor Scheme 
An important aspect of the Frisch scheme should be emphasized. Notice in Table 6, that all three 
observed variables xi, i = 1, 2, 3 do contain inexact components, and therefore the Frisch scheme 
eliminates the least squares prejudice of assuming only some of the observed variables to be exact. 
But the Frisch scheme apparently has its own prejudice: it implies that the off-diagonal elements 
of ~ are measured exactly. This raises a non-trivial and very important scientific issue: is the Frisch 
prejudice plausible? It states that all inexact components of all variables are orthogonal to each 
other. In my opinion this is plausible, since we have accepted the orthogonal categorization of the 
"explained" part of the data versus the "unexplained" part. If the off-diagonal elements of ~ are 
unequal to zero, there would exist a systematic relationship between the inexact components, which 
would lead to a contradiction. It would also imply that no differentiation between a data covariance 
matrix and a residual covariance matrix would be possible. 
In order to bring this particular aspect of the Frisch scheme into even sharper focus, let us return 
to Thurstone's [6] statistical common factor solution and see what its consequences are for 
identification. 
Corollary 4 
Statistical common factor identification is equivalent o the Organizing Principle with the 
additional condition (v") that rank(~) = r = n - q is small (c.q. that q is large). 
Proof It has been shown that the statistical common factor scheme, which allows the residual 
covariance matrix ~ to be a non-diagonal, is equivalent to Hotelling's [23] principal components 
scheme, where the choice of q is essentially arbitrary [4, pp. 17-30]. The spectral decomposition 
of the data covariance matrix ~ ffi UAU', where A is the diagonal matrix with eigenvalues and U 
the orthonormal matrix of eigenvalues (U'U = I), leads to the following covariance matrix 
decomposition~ = ~ + ~, where ~ = UA ~ U' and f: = UA.U'. Here A ~ contains n - q eigenvalues 
of A, and A. the q residual eigenvalues, uch that A = A~ + A.. ~ and :~ are clearly non-negative 
matrices. The correspondingly s stem coefficient matrix A = A,U'. [] 
Although, in general, this statistical common factor solution will be highly arbitrary and 
prejudicial, because of the freedom of choice of q, for the three-variable example it determines that, 
necessarily, q = 2. Usually, when 3 < n, it is decided that q = n -  1 (this is Spearman's [22] 
celebrated one common factor solution), or close to it. Such a solution clearly violates Wilson's 
inequality. 
fWilson and Worcester [29, p. 74] gives a famous example for d(6, 3) ffi 0, when there are two distinct numerical solutions. 
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Table 5. Normalized computed system coefficients 
using the Frisch scheme (q = 2) 
Inexact variables A 
(x~,x2, x3) II0 0 I 0.6463] 0602
Or, equivalently, with a different normalization, 
appropriate for display in Fig. I 
E', o q ,o, (xl' x2' x3) --0.0931 (E) 
The letters between brackets at the right side indicate 
the corresponding points in Fig. 1. 
Table 6. Data covariance decomposition using the Frisch scheme (q = 2); E = ~ + 
Inexact variables ~ [; 
(x,,x2, x3) 74.1729 -114.7686 / 5 24.8828 00 
• 177.5831 ] " 81.6684 
Another aspect of the arbitrariness of this solution is the fact that its numerical solutions depend 
on which eigenvalues are retained in A #. Since in the example there are three eigenvalues to 
choose from, there are three different solutions, as presented in Table 7 for the various 
normalizations. The corresponding decompositions of the data covariance matrix are displayed in 
Table 8. Notice in Table 7 that only the solution correspondingly with the largest eigenvalue shows 
any resemblance with the simultaneous equation least squares solution and the Frisch solution. 
In Fig. 1 the statistical common factor solution corresponding with the largest eigenvalue lies 
between points D and H for am3 and between points H and I for a~. 
The covariance matrix decomposition in Table 8 provides a striking result. The decomposition 
corresponding with the retention of the medium eigenvalue is almost the mirror image of the 
decomposition corresponding with the retention of the largest eigenvalue. This occurs because the 
data covariance matrix has one very large eigenvalue and two small ones. This supports the result 
that n - q = 1. The decomposition corresponding with the retention of the smallest eigenvalue 
implies, unsurprisingly, that virtually nothing is explained by the identified system. 
In order to eliminate the potential arbitrariness of the statistical common factor solution, it has 
been accepted practice in the psychometric literature to retain only the largest eigenvalue(s) of the 
data-covariance matrix. Could this lead to a definite identification of the system from inexact data? 
Unfortunately not: the identification would still remain arbitrary. The residual covariance 
matrix ~ has off-diagonal elements and thus will essentially not be different from a data 
covariance matrix 12; ~ will also be a (genetically) positive definite matrix. Consequently, the 
statistical common factor scheme can be reapplied to ~ and it can be further decomposed, 
Table 7. Normalized computed system coefficients using the 
statistical common factor (or principal components) scheme 
(q = 2) 
Inexact variables A 
(x, x2,x3) ['/ 0 0.0448"] 
Largest eigenvalue retained Lo 1 0.5218] 
(x,,x2,x3) V 1 0 -0.0652] 
Medium eigenvalue retained Lo 1 - 1.91 I0] 
(x,,x2,x3) F 1 0 -47.1469] 
Smallest eigenvaluc retained l0 1 2.1309] 
Or, equivalently, with a different normalization, appropriate for 
comparison with the points in Fig. I 
o ] 
Largest eigenvalue retained -0.0858 
(x,,x,,x3) [I I 0 -0~652] 
Medium eigenvalue retained -0.0341 
(x,,x2,x3) [11 0 -4701469 ] 
Smallest eigenvalue retained 22.1250 
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Table 8. Data covariance decomposition using t l~  statistical common factor scheme (q = 2); • = ~ + 
Inexact variable ~ 
(x],x2, x3) I0"5033 5"8621 -11"2352q [0"1989 1'~19 0"55251 
Largest eigenvalue retained • 68.2835 -130.8710 / • 30.7721 16.1024 / 
250.8252J 8.42~J 
Medium eigenvalue retained 30~7718 16,1025| . 68.2839 -130,8712| 
• 8.4263J 250.8253J 
(X],X2, X3) I0"1631 --0"~74 0'~351 I0'53~ 6"9114 -10"68611 
Smallest eigenvalue ~tained . 0.0~3 -0 .~02 / • 99.0553 - 114.7685 / 
0.0001J 259.2515J 
ad infinitum! Thus, the negation of the requirement of diagonality of the residual covariance 
matrix ~, implied by the prejudiced statistical approach to common factor analysis, leads to an 
arbitrary solution, contrary to the assertion of Spearman [22, p. 149]. 
5. A COMPARISON OF THE SOLUTIONS 
Does it matter in practice to use the Frisch scheme instead of the---ordinary, or reduced form 
simultaneous equation--least squares and statistical common factor schemes? The preceding 
discussion already indicates o, but let me review some additional, more anecdotal evidence. Many 
researchers, in particular those working with the so-called large-scale macroeconometric models, 
have found disturbingly little improvement in the results from the simultaneous equation scheme 
above ordinary least squares, even when the situation clearly required a multi-equation model [17, 
p. 243; 30, p. 209]. 
There are now sufficient mathematical reasons to explain why the acceptance of the 1950s 
recommendations of the Cowles Commission did, in general, not improve the econometric research 
results. Our low noise mathematical research of the various econometric identification schemes 
shows that: (i) if the number of specified equations is too low (misspecified), catastrophes occur 
(Los [4, Example 4]): the "estimation" results for the system coefficients can have many 
incompatible values; (ii) if the number of specified equations is correct, distortions will still occur, 
because of Galton's prejudice of the exactness of the regressors. Only as the noise amplitudes tend 
to zero (unlikely, in case of economic data), the true system will be identified; and (iii) if the number 
of specified equations is too large (misspecified), Wilson's inequality is violated and every 
"solution" is essentially arbitrary and prejudiced. 
It appears that, when there are solutions, the Frisch scheme makes a significant difference in 
terms of empirical efficiency, unbiasedness and, most importantly, logical impeccability. First, 
Table 9 shows the percentages of explained and unexplained variation of reach of the three 
variables of the numerical example for each of the discussed solution schemes. It is clear that 
Table 9. A comparison of the efficiency of identification (residual variance as percentage 
of data variable variance) 
Scheme Alternatives x~(%) x2(%) x3(%) 
Ordinary least squares1" I. 23.35 - -  - -  
(q = I) 2. - -  30.48 - -  
3. - -  - -  36.14 
Simultaneous equation least squares~ l. 37.31 48.71 - -  
(q = 2) 2. - -  31.47 37.31 
3. 31.47 - -  48.71 
Statistical common factors~ (q = 2) 28.33 31.07 3.25 
Frisch¶[ (q = 2) 8.48 25.12 31.50 
tTwo variables are assumed to be known exactly and are not explained by the system. 
There are three alternatives. 
~;One variable is assumed to be known exactly and is not explained by the system. There 
are three alternatives. The residual covariance matrix is not diagonal and contains 
systemic information. 
§All three variables are partially explained by the system. The shown solution corres- 
ponds with the retantion of the largest eigenvaiue. The resulting residual covariance 
matrix is not diagonal and contains sys~mic information. 
¶IAI1 three variables are partially explained by the system. There is a unique solution. 
The residual covariance matrix is diagonal and contains no systemic information. 
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the Frisch scheme shows a substantial improvement in terms of efficiency over both least squares 
schemes. It minimizes drastically the percentage of unexplained variation. Both the single equation 
and the simultaneous equation least squares cheme produce three alternative solutions, in which 
two variables, respectively, one variable remains outside the "explanation", since is it assumed that 
these variables are exactly known. But, in practice, this implies that both these least squares cheme 
require additional models to explain the variables which remain here unexplained. This has often 
bothered practicing model builders.t The Frisch scheme xplains all three variables at once by the 
same system; and this should be the case, since the data are in the form of one (simultaneous) 
covariance matrix. 
The simultaneous equation least squares scheme may sometimes produce improvement over 
the single equation OLS scheme since it explains more variables, but, with respect to the 
already partially explained variables, the simultaneous equation scheme is less efficient than 
the OLS scheme. It is only proper to state that this "efficiency" issue has extensively been 
debated (but not solved) in the literature and can be found in virtually all major theoretical 
econometric textbooks (for example, Dhrymes, [15, p. 307] or Malinvaud, [32, pp. 489, 490]). It 
was one of the earliest issues of concern to the Cowles Commission, as again was revealed in a 
recent interview with Anderson (Phillips [33, particularly pp. 256-258]). However, this so-called 
inefficiency problem was "solved" by the econometric profession, either by making additional 
prejudicial assumptions about the residual covariance matrix, leading to the schemes of two- 
and three-stage least squares, which have as final objective the specific creation of an, at 
least asymptot ical ly ,  diagonal residual covariance matrix [34-36] or by accepting the Fisher's 
prejudices of population distributions and sampling, leading to the "rabbit trick" of the full 
information maximum likelihood scheme (Fair [17, p. 22]). It is outside the scope of this paper to 
discuss this interesting and controversial issue in greater detail.:~ I conclude that since the usual 
misspecification of the corank(~,), as well as the implausible least squares prejudice of exact 
regressors remain in place in these schemes, the least squares, as well as the full information 
maximum likelihood "solutions" will remain inferior to the Frisch solutions (when Frisch solutions 
exist). 
In comparison to the Frisch scheme, both least squares chemes are always biased, when we use 
available mpirical, inexact data (Dhrymes [15, Proposition 1, pp. 221,222]).§ For the OLS scheme 
(q = 1) the direction of the bias is least clear, although it is likely to be downward (in absolute size 
of the computed system coefficients), since, for example, 
a°~ s= [613°"22 - -  ana23]/[o22a23 -- 0"223] 
= [O"13#22 -- O"120"23 q-0.13~22]/[022033 -- 0"23 q" 022¢Y33 @ 022#33 -t-~22033 
[0"13022 -- 0"120"23]/[0"220"33 -- 0"23]. 
For the simultaneous equation least squares cheme (q = 2) the bias can be compared exactly and 
it is clearly downward (in absolute size) since, for example, 
la Sl = [-0.13/0.331 = I - 0.13/(a33 + ~33)1 < [--0.13/0331 = la~3~l, 
as can be observed in Fig. 1, where point H is below point D and point I to the right of 
point E. 
Thus the Frisch scheme is more efficient han both least squares chemes. While, for the case 
where the identification of q is correct and the results are truly comparable, the simultaneous 
equation least squares cheme is biased in comparison with the Frisch scheme. 
For both the simultaneous least squares and the statistical common factor schemes, the residual 
covariance matrix ~ has non-zero off-diagonal elements, implying inefficiency of the analysis. 
"['As two years ago Albert Ando of Philadelphia University, one of the famous simultaneous equation "model builders", 
confided to me. See also the rather anxious discussion of this issue by Kmenta and Ramsey [32, pp. 13, 14]. 
~/In fact, the two- and three-stage least squares schemes are numerically equivalent and efficient for every number of 
observations if ~ is diagonal [15, p. 299]. The (full information) maximum likelihood "method" does not solve anything 
and does not contribute owhat we already know from the data covariance matrix itself. 
§The bias meant here is numerical, not statistical. 
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As we noted before, non-zero ff-diagonal elements in ~ mean that the identification has not been 
complete and can, in principle, proceed further. The non-zero residual covariances imply that more 
systematic nformation may be extractable. Only the Frisch scheme provides currently a complete, 
efficient solution with diagonal 9.. 
Finally, one of the most important conclusions that can be drawn from the comparison of the 
results of the least squares and the Frisch schemes i contained in the following proposition. Notice 
that in point D the exact system equation is At.= (aH, al2, al3) = (1, 0, 0.0602), as uniquely 
determined by both the (q = 2) simultaneous equation least squares and the Frisch schemes. 
(Compare the lower parts of Tables 3 and 5 for the numerical results.) But the least squares and 
Frisch noise configurations are completely different from each other, as can be observed by 
comparing the lower parts of Tables 4 and 6. In short, even though these systems are uniquely 
identified AL. s = A FxlscH, still the noise matrices are not: ~LS ~ ~FRISCH. A similar account holds for 
point E in Fig. 1. 
Proposition 3 
Even if (part of) the exact system is uniquely determined, the noise (covariance matrix) is usually 
not. 
Proof. Since A1.-- At.LS----AFRiSCH, A~LS = 0 = AFRISCH~ FRisCtl, and 2~ = ~, + ~,, it is true that 
At.~,LS = AI.I~ = Az.~ FRlsca (=0.0590 for point D in Fig. 1). But from elementary matrix algebra 
we know that this equality does not necessarily imply that ~LS equals ~FRmCH, except in highly 
special cases. [] 
Although this is a simple and elementary result, it is far from trivial, since its implications for 
the current statistical efforts in identification from inexact data are monumental. In particular, this 
elementary proposition 3 implies that the usual statistical efforts to identify the exact system from 
manipulation (e.g. "minimization", in some sense) of the residual noise covariance matrix are in 
vain. To a unique exact system can correspond ifferent noise covariance matrices. Noise is 
unidentifiable, ven when the exact system can be identified. 
6. CONCLUDING REMARKS 
For the argument hat the Frisch scheme is efficient and less (numerically) biased than the 
conventional identification schemes no asymptotic or other statistical prejudices are needed. All 
reasoning in this paper applies equally well to large and small data sets. The data set size in terms 
of number of observations (T) is irrelevant for the identification itself. Of course, it may not 
be for the stability, or robustness of the results. Furthermore, no Fisherian distributional 
assumptions are made. We have used only mathematics as a way to understand how and where 
prejudice affects the conventional statistical data analysis. The empirical conclusions of this 
paper rely solely on the data as summarized in the data covariance matrix 1~, and, for the 
Frisch scheme, on the logical characterization that the residuals, or the inexact data com- 
ponents, are orthogonal to each other. Therefore, the only aspects that are nontrivial in 
linear identification are the general definition of a linear system to be identified, the non- 
negativity of the explained and residual covariances, and, most importantly, the determination of
the corank of the system. In other words, those aspects that we have summarized in the Organizing 
Principle. Statistical identification from manipulation of a residual noise covariance matrix, with 
a presumed system's corank, must now be considered a dead-end for scientific research. 
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APPENDIX  A 
Data 
The data were kindly provided by the Banking Studies and Analysis Function of the Federal Reserve Bank of New York, 
which is hereby absolved from any responsibility for this paper's conclusions. These data are from 32 large bank holding 
companies followed regularly by Salomon Brothers, Inc., in their published statistical report for the year 1985. Although 
in this paper I am not concerned with the specific economic interpretation of the identification results, but only with an 
inquiry into the presumptions of the various identification schemes for inexact dta, the definitions of the three variables 
are given for completeness. 
Variable x~ is the net interest margin of each bank holding company. The net interest margin is defined in accordance 
with Salomon Brothers, Inc.'s Yearbook, namely total interest income (fully tax equivalent) less total interest expense in 
percent of total assets. Variables x2 and x3 are obtained from the Board of Governors' taffquarterly report on the 50 largest 
bank holding companies. Variable x2 is the consumer loans in percent of total loans to the U.S. addresses. Variable x3 is 
the net purchases funds in percent of total assets. Net purchased funds are defined as the sum of domestic time deposits 
of $100,000 or more, foreign deposits, federal funds purchased, securities old under agreement to repurchase, commercial 
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paper and money borrowed with original maturities less than one year, less interest-beating balances at other banks and 
federal funds sold on securities purchased under agreements o sell. 
T x I x 2 x 3 
1 3.56 11.5 4.3 
2 2.06 1.7 61.0 
3 3.47 14.6 48.0 
4 3.27 I 1.3 48.0 
5 3.49 26.5 49.0 
6 2.64 9.9 45.0 
7 2.98 11.3 52.0 
8 2.75 1.2 67.0 
9 3.38 27.6 37.0 
10 2.38 8.4 31.0 
11 3.72 9.4 44.0 
12 2.89 15.3 54.0 
13 5.18 34.3 9.0 
14 4.93 18.2 23.0 
15 3.24 10.5 44.0 
16 3.73 21.2 36.0 
17 5.48 39.4 15.0 
18 4.17 32.4 11.0 
19 3.48 17.7 25.0 
20 3.26 12.7 42.0 
21 4.15 28.7 22.0 
22 3.83 21.0 31.0 
23 4.33 28.8 24.0 
24 5.32 38.1 5.0 
25 4.95 28.1 13.0 
26 3.25 10.7 38.0 
27 3.17 8.5 42.0 
28 3.26 7.1 42.0 
29 3.46 15.3 34.0 
30 4.59 23.5 19.0 
31 3.61 16.5 40.0 
32 4.44 17.0 20.0 
Thus n = 3, T = 32 and the data covarianee matrix is 
XI X2 X3 
0.702175 6.903984 - 10.682627- x] 
I: = 6.903984 99.055625 - 114.768672 x 2 
- 10.682627 - 114.768672 259.251553 x3 
Based on my own experience, I consider these (financial) data representative forthe kind of empirical economic data analysts 
work with in practice. I am not concerned with the specific sources of inexactuess of the data. But that issue warrants further 
investigation, because many observational sciences, e.g. meteorology, have Shown that progress in these sciences i  mostly 
obtained from improving the measurement system, both in the collection phase as well as in the modeling phase [37, 10]. 
The data series are here reproduced in exactly the form as they were transmitted to me, including the number of digits 
and the observations. For example, the first observation of variable xt3 has one nonzero digit after the decimal point, the 
other 31 observations do not. A clerical error? Maybe. I left it for researchers to discover how sensitive their results are 
to those little "errors". The data series are reproduced to facilitate the necessary replication and verification of the results 
in this paper by the economic profession, as required by the guidelines of the National Science Foundation [38, p. 588].'t" 
These guidelines are, unfortunately, still not adhered to by the profession at large. 
APPENDIX  B 
Geometric Analysis of Fig. 1 
The geometric analysis of Fig. 1 is straightforward and is provided here mainly as a correction and extension of and 
critique on Klepper and Learner's [9, pp. 171-174]. Consider the general system equation A~ ffi 0, with q = 1: 
[1 a12 al3] |dn  d2a d:3 / ffi [(dtl + a12d12 + al3dl3)(dl2 -'l- at:d22 + a13d23)(d13 + a12d23 -t- a13d33)] = 0. 
/ 
Ld13 d23 d33J 
In both the OLS and Frisch schemes the system covariances are assumed to be exactly measured, because the residual 
covariance matrix is diagonal: d~2 = 0"12, 813 :=: 0"13 and 823 ~- 0"23" 
tSince all computations for each linear identification scheme in this paper are performed on the elements of the data 
covariance matrix ~ only, I beg the editors of empirical scientific journals to require authors to present in their articles 
always the data covariance matrix of all variables used in their data analysis. 
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From the three sum elements of the system equation, in combination with the nonnegativity constraints, we obtain the 
following inequalities. First 
81t = --at20012 -- al30013/> 0, 
which can be written equivalently as 
81l = 00ll + al20012 + at30.13/> 0. 
This is inequality (1 1) in [9, p. 171]. Similarly, we have 
822 = --(0.12 + a130023)/a12 >~ O, 
which can be written equivalently as 
This is inequality (12) in [9]J" And 
or equivalently, 
(a12 # 0), 
~22 = 0"22 + (°"12 + a130023)/at2 >tO, (a12 :# 0). 
833 = -(0"13 + a120023)/a13 >t O, (at3 :# 0), 
833 = 0.33 + (O"13 + a120023)/a13 ~ O, (at3 # 0). 
This is inequality (13) in [9]. 
For a linear system to exist at all, i.e. 0 < q < 3, rank(L) has to be less than full, so we must also have: 
Det(~) = ~,t(822833 - 0223) - a220. ~3 - 83,00 ~2 + 2a1200130°23 ~--" 0. 
This point is not mentioned in [9], since Klepper and Leamer simple assume the existence of a linear system. But we should 
differentiate between a one equation system (q = I) and a two equation system (q = 2). For q = 1, we have the inequality 
2 2 2 d2:d33 - 0023 > 0. (Of course, equivalently we have 8ttd22 - 00n > 0 and 81,833 - 00,3 > 0; in other words, the 2 x 2 minors of 
must be positive definite.) For q = 2, we must have the equality 822833 - 00~3 = 0 (and, equivalently, d.c .  - 00~, = 0 and 
811833 - 002t 3 = 0). Lumping the strict inequality and equality together gives 822833 --00 ~3 I> 0. By substitution for d22 and 833 
this produces the inequality 
[0"120013 "Jr" 0023(a1200t2 + a130013)]/a12a13 >i O, (at2, al3 • 0), 
which is inequality (15) in [9]. It is clear from reading Klepper and Learner that they are not aware that the two cases q = 1 
and q = 2 can and should be differentiated. For the OLS scheme (q = 1) we have 00220033 - 0"~3 > 0. This condition is always 
satisfied since • is a (generically) positive definite matrix. That is why OLS always works, no matter what data it is applied 
to. But this is clearly not a virtue of the OLS scheme, hut a vice (to paraphrase Karl Popper [30, p. 36]; since it no longer 
demarcates "false" from "true" models. The existence of a one equation system (q = 1) is assumed, not inferred from the 
data. 
The inequalities derived above define half spaces which determine the solutions set arced in Fig. 1. The three alternative 
OLS regression results can now be found as follows. In case of the OLS scheme only one of the three variables is assumed 
to be inexact, thus 0 < 811 < 00H and 822 = 0022, 833 = 0033. Point A[(a12, al3)- -( -0.0451, 0.0213)] is the solution of the two 
equation system resulting from imposing the OLS conditions on the system equation: 
0012 + a120022 + al30023 = 0, since 022 = 0; 
00~3 + a~20.22 + a~30023 -- 0, since 633 = 0. 
Point A, the point closest to the origin (because we normalized on xl), is always the point opposite of the line obtained 
when 0 H -- 0 (as indicated in Fig. 1). Points B [(at2, at3) --- ( -0.1205, 0.0121)] and C [(a12, at3) = (0.0257, 0.0823)] are obtained 
in similar fashion. Points D and E are interesting, because they represent the unique Frisch solution. We can obtain them 
either from the OLS "triangle" (A, B, C), in particular, where the line AC (indicated by ~22 = 0) cuts through the vertical 
axis for D; respectively, where the line AB (indicated by 833 = 0) cuts through the horizontal axis for E, or from the rank 
equality (q = 2), rewritten as 
0120012 + al30013 ~ --00120013/tY23. 
When in the limit a~2--,0 then al3 = -0012/0023 = 0.0602 (=alF3 R, the first Frisch solution parameter), and similarly, when in 
the limit a13--,0 then al2 --- -0013/0023 = -0.0931(--a[ J  t, the second Frisch solution parameter). The points D and E are 
singularities, where a qualitative change in the nature of the system occurs: a one equation system becomes a two equation 
system. 
When the line BC would lie below the line DE, then the OLS triangle would lie completely within the same orthant and 
the data would indicate that q = 1. But our empirical data imply, as Fig. 1 shows, that the set of q ffi I solutions (arced 
region) is unbounded. This is proof that the underlying linear system must be a two equation (q ffi 2) system to provide 
a bounded solution. 
The simultaneous equation least squares solution assumes that q = 2 and the general system equation with the 
normalization appropriate for Fig. 1 is 
[11 0 a13"]r~1101181, ""822 I,,. (1~111r('~'1 +,,138,3)+ a22 1,) (81,(81' + a,38,3)+ a228,, (8'3 +"13833)'1-- 0" (8 3   a,, , J 
a22 1_¢3 823 0033J 
tMy inequality for 8z2 is exactly inequality (14) of [9, p. 171]. Ref. [9, p. 179] states that their inequality (14) is "generally 
implied by the other inequalities". From the analysis here it is clear that their inequality (14) is equivalent o their 
inequality (12) and therefore redundant. 
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In the reduced form, simultaneous equation least squares cheme, one of the variables is assumed to be exactly measured, 
for example variable x3, so that d33 = 0`33, #t3 = 0`~3 and #23 = 0`23. From the six sum elements of the system equation, in 
combination with the nonnegativity constraints, we obtain then the following (in-)equalities: 
d,1 = -a13a13 = -a22d22 >/0; 
~22 = -dn /a22  >t 0, (a22 # 0); 
¢~12 = --al30.23~ 
a,3 = -0`,~/0.23 = 0.0412 (point H in Fig. 1.); 
a22 = -0.13/a23 = -0.0931 (point Ein Fig. 1). 
It is clear that this LS solution "solves" the identification problem, but it results in non-zero off-diagonal elements 
in the residual covariance matrix, since 0~2 = o"12- 612 = 0"12-  O"130`23/O"33 = 2.1749. The other two LS solutions follow 
similarly. 
