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Quran is the holy book of Muslims that contains the commandment of words of Allah. Quran provides 
instructions and guidance to humankind in achieving happiness in life in the world and the hereafter. As a 
holy book, Quran contains rich knowledge and scientific facts. However, humans have difficulty in 
understanding the Quran content. It is caused by the fact that the meaning of the searched message content 
depends on the interpretation. Ontology able to store the knowledge representation of Holy Quran. This 
paper studies recent ontology on Holy Quran research. We investigate the current trends and technology 
being applied. This investigation cover on several aspects, such as outcomes of previous studies, language 
which used on ontology development, coverage area of Quran ontology, datasets, tools to perform ontology 
development ontology population techniques, approaches used to integrate the knowledge of Quran and 
other resources into ontology, ontology testing techniques, and limitations on previous research. This 
review has identified four major issues involved in Quran ontology, i.e. availability of Quran ontology in 
various translation, ontology resources, automated process of Meronymy relationship extraction, and 
Instances Classification. The review of existing studies will allow future researchers to have a broad and 
useful background knowledge on primary and essential aspects of this research field. 
Keywords: Information Retrieval, Ontology, Quran Ontology, Ontology Extraction, Ontology Population. 
 
1. INTRODUCTION  
 
Quran is the holy book of Muslims that contains 
the commandment of words of Allah. Quran 
provides instructions and guidance to humankind in 
achieving happiness in life in the world and the 
hereafter. As a holy book, Quran contains rich 
knowledge and scientific facts. Many scientific 
facts have been discovered and proved by modern 
science discovery. However, there are still a lot 
knowledge and scientific facts that have not been 
discovered by science. Humans have difficulty in 
understanding the Quran content. It is caused by the 
fact that the meaning of the searched message 
content depends on the interpretation. Furthermore, 
Quran is rich of synonyms, polysemy, homonyms, 
and semantics of words. 
Quran knowledge can be categorized into 
muhkamat (i.e., semantic verse sentence is clear) 
and mutashabihat (i.e., semantic verse sentence is 
not clear) that require a high level of complex 
explanations. Mutashabihat verses require 
elaboration from different sources, such as Hadith, 
Tafsir, and Asbab Al Nuzul to complete the 
knowledge that involves the verses. Based on these 
categories, there are two approaches which able to 
comprehend the Islamic values contained in the 
Quran, namely the literal or textual, and contextual 
approach. Literal approach is a method to interpret 
textual meaning of Quran without reference to 
another source, while the contextual approach is a 
method to interpret Quran by observing the 
semantic or contextual information related to 
Quran, such as the information obtained from 
Hadith, Tafsir, and Asbab Al Nuzul. 
A search for information contained in the Quran 
can be done using the Information Retrieval (IR). 
Semantic ontology technique is one of IR method. 
Ontology able to store the knowledge 
representation of Holy Quran. While for providing 
relevant information to the users, semantic search 
approach able to extract the knowledge of Holy 
Quran from an ontology. Ontologies are used for 
making explicit conceptual knowledge models, 
providing the semantic vocabulary, and allowing 
this domain knowledge available to be shared by 
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different applications in a great variety of domains 
[1–3]. Domain Knowledge consists of classes 
(concepts), properties (attributes), class instances 
(class members), and property instances 
(relationships) [4–6]. While, property instances can 
be divided into two types, i.e. Object property and 
Data property [7–9]. Semantic search engines able 
to describe the information precisely based on the 
contextual meaning of terms in the corpus and the 
query [10–12]. 
This paper studies recent ontology on Holy 
Quran research. We try to investigate the current 
trends and technology being applied. This 
investigation cover on several criteria, such as 
outcomes of previous studies, language which used 
on ontology development, coverage area of Quran 
ontology, Datasets, ontology population techniques, 
approaches used to integrate the knowledge of 
Quran and other resources into ontology, ontology 
testing techniques, and limitations on previous 
research. This study focuses on research works 
trying to analyze and understand knowledge in 
Holy Quran by applying semantic-ontology 
approaches. Purpose of our study is to identify the 
potential issues on Quran Ontology and to find the 
feasibility of helpful features, which could be 
applied for ontology. The review of existing studies 
will allow future researchers to have a broad and 
useful background knowledge on the primary and 
essential aspects of this research field. 
This paper is organized as follows. Section 2 
describes materials and methods to collect the 
literature. Section 3 presents the review of recent 
studies on Quran ontology. Section 4 discusses 
open research issues. Finally, Section 5 concludes 
the critical points in this paper. 
 
2. MATERIALS AND METHODS 
 
The research questions (RQ) are specified to 
keep the review focused. The research questions 
addressed by this literature review are: 
 RQ1: What kind of languages is the most used 
for ontology on Holy Quran? 
 RQ2: What kind of datasets is the most used for 
ontology on Holy Quran? 
 RQ3: What kind of tools able to perform 
ontology development? 
 RQ4: How do the existing studies perform 
Quran ontology development? 
 RQ5: How do the existing ontologies integrate 
the knowledge of Quran and other resources like 
Hadith and Tafsir? 
 RQ6: How to evaluate the existing Quran 
ontologies? 
The search process for literature consists of 
several activities, such as selecting digital library, 
defining the search string, executing the search 
string, and retrieving a list of primary studies from 
digital libraries. Digital libraries are used in the 
search process, i.e. ACM digital library, Emerald, 
IEEE, Science Direct, Springer Link, Scopus, and 
Google Scholar. The inclusion and exclusion 
criteria were used for selecting the primary studies. 
These criteria are shown in Table 1. 
Table 1: Inclusion and Exclusion Criteria 
Inclusion 
Studies discuss developing and 
testing the ontology performance. 
For studies that have both the 
conference and journal versions, only 
the journal version will be included. 
Literature was limited to the year of 
publication: Jan. 2013 - April 2017. 
Exclusion Studies not written in English. 
 
3. RECENT STUDIES ON ONTOLOGY 
DEVELOPMENT FOR HOLY QURAN 
 
This Sub-Section is organized as follows. Sub-
Section 3.1 describes significant article publications 
between January 2013 and April 2017. Sub-Section 
3.2 presents outcomes of previous studies. Sub-
Section 3.3 shows languages commonly used in 
Quran ontology. Sub-Section 3.4 shows datasets 
commonly used in Quran ontology development. 
Sub-Section 3.5 shows tools often used in ontology 
development. Sub-Section 3.6 describes existing 
approaches to perform ontology development. Sub-
Section 3.7 presents existing ontologies integrate 
the knowledge of Quran and other resources. Sub-
Section 3.8 shows evaluation techniques to test the 
ontology. Finally, Sub-Section 3.9 discusses 
limitations on previous research. 
 
3.1 Significant Article Publications 
Based on the searching results, there are twenty 
literatures which are relevant to the search 
condition. There are seven studies in 2013, two 
studies in 2014, four studies in 2015, and seven 
studies in 2016. There is no publication further 
about ontology extraction on Holy Quran between 
January 2017 and April 2017 in Digital Libraries. 
Summary about number of studies on each digital 
libraries is described in Figure 1. Based on Figure 
1, we collected literature from several sources, i.e. 
Conference, Journal, and Thesis. 
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Figure 1: Search Results on Digital Libraries  
 
3.2 Outcomes of Previous Studies 
Based on our investigation toward literature, 
there are several types of outcome from previous 
studies, namely, develop patterns for ontology 
population, develop the existing ontologies, develop 
an ontology in particular domain, develop ontology 
model, develop a new ontology, patterns testing to 
extract knowledge, and develop a statistical parser. 
Figure 2 describes distributions of outcome types 
from previous research. According to Figure 2, we 
concluded most researchers from the previous 
studies focus on developing ontologies in particular 
domain, such as ontology-related to Juz’ Amma, 









Develop Patterns for Ontology Population
Develop the Existing Ontology
Develop Ontology in Particular Domain
Develop Ontology Model
Develop New Ontology
Patterns Testing to Extract Knowledge
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Based on Fig. 2, the coverage area of ontology 
can be divided into two types, i.e. ontology which 
covers entire the Quran and ontology which 
includes the particular domain. Studies conducted 
by [13–23] covered entire the Quran, while some 
studies covered the particular Quran domain. 
Research conducted by [24, 25] developed the 
ontology-related to faith and deed main themes. 
Whereas studies by [26, 27] built the ontology-
related to Juz’ Amma. Furthermore, study by [28] 
developed the ontology-related to the stories of the 
prophets. Research conducted by [29] created the 
ontology-related to salat. Next, study by [30] 
developed the ontology-related to living creatures. 
Then, research conducted by [31] built the 
ontology- related to Place Nouns, and study by [32] 
created the ontology-related to Nature domain. 
There are several elements to provide a better 
understanding of the verses, i.e. Tafsir, Hadith, 
Quran translation, and verses classification 
according to topics and themes of each verse. 
Intended meaning of verses could only be acquired 
by connecting the sentences or words with the 
central theme [17, 25, 33, 34]. Based on our 
observation against literature, there are some 
studies which applied themes classification on their 
ontologies. Studies conducted by [18, 24, 25, 27] 
applied themes classification. They adjusted themes 
classification in their ontologies manually by insert 
one by one theme which related to each verse into 
ontologies. Study by [27], they classified themes 
based on Quran experts. Besides using Quran 
experts to validate themes on each verse, studies by 
[24, 25] also used Syammil Al-Quran Miracle the 
Reference as a source to perform themes 
classification. Finally, research by [18] used only 
Tafsir books as a source to perform classification. 
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Quran ontology. Then, Section 3.9 explain 
deficiencies on previous studies. 
Table 2: Findings on Previous Research 
Cite Findings 
[28] 
Ontology construction using pattern-
based schemes and associations rules 
[29] 
The rules and pattern approach using NLP 
for extracting the Quranic knowledge 
[13] 
Statistical dependency-based parser 
(Hybrid Statistical Parser) 
[14] 
They have built 650 additional 
descriptions of the properties into [13] 
ontology 
[24] 
Quran ontology based on faith and deed 
main themes 
[30] Quran ontology-related to living creatures 
[26, 27] Quran ontology for Juz’ Amma 
[15] 
Enhanced version of Hearst’s Algorithm 
[35] to an Arabic corpus 
[25] 
A model for Quran ontology based on 
Quran themes and concepts 
[16] Quran Vocabulary (QVOC) ontology 
[17] 
Quran ontology based on extract relations 
from four main existing patterns 
[31] 
Ontology model for Arabic language 
vocabulary associated with "Place Nouns" 
[18] quranontology.com 
[19] 
New ontologies based on aligned the four 
main existing ontologies 
[20] 
Question Answering framework on Holy 
Quran 
[21] 
An ontology learning model based on a 
hybrid method which combines lexico-
syntactic patterns and association rules for 
an English Quranic translation 
[22] 
Graph database of English Quran 
translation 
[23] 
Indonesian Quranic ontology, which 
contains 222 concepts 
[32] 
Quran ontology model related to "Nature" 
domain 
 
3.3 Most Language Which Used on Ontology 
Development 
Based on our observation against literature, 
ontology of Holy Quran consists of mono language 
or multi-languages Quran translation. Figure 3 
shows the distribution of monolingual and 
multilingual Quran translation ontologies in 






Figure 3: Distribution of Monolingual and Multilingual 
on Quran Ontologies 
 
Based on Figure 3, research conducted by [16, 26] 
applied multi-language of Quran translation on their 
ontologies. Study by [16] applied 43 languages of 
Quran translation, while study by [26] applied 2 
languages on their ontology, i.e. English and Malay. 
Figure 4 describes the distribution of publications in 
monolingual Quran translation which has been 
applied to previous research. Based on Figure 4, we 
draw a conclusion, Arabic and English Quran 
translation are the most applied to previous 
research. 
Studies by [13, 15, 18–20, 28, 31] applied the 
Arabic language on their ontologies, while studies 
by [14, 17, 21, 22, 29, 30, 32] applied the English 
Quran translation on their ontologies. Furthermore, 
research conducted by [24, 25, 27] applied the 
Malay Quran translation. Finally, study by [23] 













Figure 4: Distribution of Languages Quran Translation 
 
3.4 Datasets Used for Ontology Development 
Investigation results of our study towards 
datasets which has been used to perform ontology 
development, previous researchers could use two 
types of datasets to applied, i.e. Private and Public 
datasets. There are 15 studies used public dataset, 
and one study used private and hybrid (public and 
private) dataset.  
Based on our observation towards literature, 
there are two types of data format which are used in 
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previous research, i.e. structured data and 
unstructured data format [36–38]. Structured data 
include ontologies, HTML and back-end Deep Web 
databases, XML and CSV (comma separated 
value). Whereas unstructured data include free text, 
web pages, emails, blogs, reports, and news articles. 
Based on previous research, there are ten studies 
applied structured data format and seven studies 
used unstructured data format. Table 3 describes 
datasets that be used in previous research. Based on 
data from Table 3, we can draw conclusion Quran 
ontology from Dukes [13] is the most widely used 
by researchers to develop their Quran ontology. 
However, Dukes ontology is not supported by 
contextual information related to the verses, but 
more focuses on connecting different concepts or 
keywords with related verses [17, 26, 27, 31].  
Table 3: Datasets on Previous Research 
Cite Dataset Available 
[27–29] Quran - 
[13] Quran from http://tanzil.net Public 
[14, 22, 
23, 31] 
Quran ontology from [13] 
Public 
[24, 25] 




English Quranic translation 
text by Pickthall 
Public 
[26] 
The Qur’an Corpus for Juz’ 
Amma from [39] 
Private 
[15] 
Quran, 1000 documents 




Quran ontology from [13] 




English translated Quran 
from Hilali and Khan 
Public 
[18] 
Quran ontology from [13] 
and QVOC ontology [16] 
Hybrid 
[19] 
They aligned the four 
existing ontologies from 
[13, 16, 34, 40] 
Public 
[20] 




English translation text by 




English translated Quran 
from Sahih International 
Public 
 
3.5 Tools to Perform Ontology Development 
Investigation results of our study towards tools 
which has been used to perform ontology 
development, there are two types of tools which 
have been used by the previous researcher, i.e. 
Natural Language Processing (NLP) tools and 
ontology development tools. NLP tools are used to 
perform tasks like parse, morphology analysis, and 
part of speech (POS) tagging. While ontology 
development tools are used to develop an ontology. 
Studies conducted by [14, 18, 20, 22–27, 30–32] 
used Protege to develop an ontology. Besides using 
Protege as a tool to build the ontology, some 
researcher like [16, 18, 20] also used Apache JENA 
to develop the ontology. Based on our observation 
towards literature, NLP tools which have been used 
in previous research, i.e. KP-Miner [28], Shereen 
Khoja stemmer ([15, 28]), Standford Parser ([15, 
29]), Buckwalter Arabic Morphological Analyzer 
[13], General Architecture for Text Engineering 
(GATE) [17], Stanford NLP Segmenter and Arabic 
Toolkit Service [19], Stanford CoreNLP [21]. Table 
4 describes tools name and their functions which 
have been used in previous research. 
Table 4: NLP and Ontology Development Tools 
Tools Name Function 
KP-Miner 
Arabic Natural language 










Protege Tools to develop ontology 
Apache JENA 
Java framework for building 





Tools for diverse language 
processing tasks, e.g. parsers, 
morphology, tagging, Information 
Retrieval tools, Information 
Extraction components for various 









Stanford Core NLP integrates 
many of Stanford’s NLP tools, 
including the part-of-speech 
(POS) tagger, the named entity 
recognizer (NER), the parser, the 
co-reference resolution system, 
sentiment analysis, bootstrapped 
pattern learning, and the open 
information extraction tools 
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3.6 Approaches Used for Ontology Development 
on Holy Quran 
Based on our observation against literature, two 
methods used in previous research to perform 
ontology development are manual (non-automated 
process) and automated process. This automated 
process is well-known as ontology population. 
Ontology population is the process of learning the 
extensions for concepts, relations, and instances 
from the Natural Language text, then inserting them 
into the existing ontology [41–44]. Based on 
previous research, there are twelve studies applied 
automated process and eight studies used non-
automated process. 
Ontology population from Holy Quran by 
automated process can be done with four 
approaches, i.e. Rule-based, Natural Language 
Processing (NLP), statistical, and Hybrid 
approaches [17, 21, 45–49]. Figure 5 describes a 
total distribution of utilization four approaches 









Figure 5: Total Distribution of Automated Process 
Approaches  
 
Based on Figure 5, there are two studies used Rule-
based and statistical approaches, six studies used 
NLP approaches, and three studies applied hybrid 
approaches.  
Studies conducted by [21, 28] extracted concepts 
and semantic relations with different approaches. 
For concepts extraction, [21] extracted noun 
phrases to obtain the candidate terms. Then, ranked 
the terms by computing linear combination to get 
high value which indicates probable concepts. 
Furthermore, to extract taxonomic relations, they 
applied patterns from [35, 41, 50]. While, to extract 
non-taxonomic relation, they used the association 
rules. A study by [28] extracted the concepts by 
using Shereen Khoja Stemmer. While to obtain 
relations between concepts, they used Apriori 
algorithm. 
For semantic relationships extraction, a study by 
[14] manually added more relations and restrictions 
to [13] ontology. While studies by [15, 17, 29] used 
an automated process. To extract “is-a” relations, 
they modified patterns in [51] and improved the 
models for copula by modified copula rule from 
[41] by adding “are/was/were” keywords. Then, to 
extract “part-of” relations, they formulated three 
rule-based patterns to obtain it. Furthermore, a 
study by [15] performed semantic relations 
extraction with several steps. First, they performed 
lexical-syntactic patterns. Second, expanded the 
pattern by using Arabic WordNet to check the 
synonym and hyponym on the pattern. Finally, they 
performed pattern filtering and aggregation by 
applied the coverage metric. The last one, research 
conducted by [17] used the patterns from [50, 52–
54] to extract taxonomic and non-taxonomic 
relations. 
To extract concepts, semantic relations, 
properties, and terms, studies conducted by [13, 19] 
used different approaches. To extract it, [13] used 
Hybrid Statistical Parser (HSP). During training 
HSP used Support Vector Machine (SVM) and 
LIBSVM algorithm. Meanwhile, a study by [19] 
obtained concepts, semantic relations, properties, 
and terms extraction by integrated four main 
existing ontologies.    
Research conducted by [24, 25, 27] performed 
concepts, properties, semantic relations, Named 
Entity extraction manually. Meanwhile, studies 
conducted by [20, 30] extracted the concepts and 
properties. They [30] performed extraction by 
manually added it into their ontology. Furthermore, 
a study by [20] performed concepts and properties 
extraction into their ontology by several steps. They 
applied normalization, stemming, synonyms 
generation, synonyms validation, and input the text 
into Gazetteer using Apache JENA. 
To extract concepts, properties, semantic 
relations, studies by [26, 32] added it manually into 
their ontologies. While research by [22] added 
concepts, properties, semantic relations by an 
automated process. To determine the concepts and 
properties, they used POS tagging. Whereas to 
extract semantic relations, they applied Graph-
based of English Quran translation.  
To extract terms, concepts, semantic relations, 
properties, and Named Entity, a study by [18] 
added it manually into their ontologies. They 
performed extraction by using Apache JENA. 
Meanwhile, studies conducted by [16, 23, 31] 
focused on single extraction by using automated 
process. A study by [16] performed properties 
extraction. They used Apache JENA to extract it 
into the ontology. While [31] focused on terms 
(nouns) extraction. Finally, research by [23] 
focused on concept extraction. They determined 
concepts by applied TF-IDF for term weighting, 
Journal of Theoretical and Applied Information Technology 
15th February 2018. Vol.96. No 3 
© 2005 – ongoing  JATIT & LLS 
 




vector space model and the cosine similarity 
measure for relevance score calculation.   
 
3.7 Integration the Knowledge of Quran and 
Other resources into Ontology 
The Relationships in the ontology could be 
classified into two categories, i.e. Taxonomic and 
non-Taxonomic [51, 55]. Taxonomic relations 
consists of “is-a” (class inclusion) and “part-of” 
(subset hierarchy) relationship [51, 56]. While a 
non-taxonomic focus on a relationship between 
concepts (related verbs) and label relationships [57, 
58]. Table 5 describes common linguistic and 
semantic relations in an ontology [59–62]. 





Synonymy Beautiful, Pretty Equal, means 
Antonymy Cold, Hot Mismatch, unlike, 
disjoint 
Hyponymy Banana, Fruit is-a, is-a-kind-of, 
kind-of 
Hypernymy Vehicle, Car inverse-is-a 
Meronymy Tire, Car part-of, is-a-part-of 
Holonymy Tree, Leaf has-a 
 
Based on Table 5, Hyponymy, Hypernymy, and 
Meronymy are part of Taxonomic relations. While 
Synonymy, Antonymy, and Holonymy are part of 
non-taxonomic relationships. “is-a” and “inverse is-
a” are relations between classes or instances to 
classes. While “part-of” is relation between classes. 
“has-a” is relation between class with the values in 
properties of that class. Finally, “equal” and 
“disjoint” are relations which used to relate class to 
class, class to property, property to another 
property, and term to another term. 
Table 6 shows the results of our observation 
towards on previous research, number of concepts 
and relations, and relationship types in the 
ontology. 
Table 6: Ontologies on Previous Research 
Cite Concepts Relations Relations Type 
[28] N/A N/A Part-of, equal, is-a 
[29] N/A N/A Is-a, part-of 
[13] 300 350 Is-a, part-of, equal 
[14] 300 650 Is-a, part-of, equal 
[24] 11 26 Is-a, part-of 
[30] N/A N/A N/A 
[26] 5 11 Is-a, has-a, part-of 
[27] 36 N/A Is-a, part-of 
[15] N/A N/A Is-a, inverse-is-a, has-
a, part-of 
[25] 11 26 Is-a, part-of 
[16] 4 6 Part-of 
[17] N/A N/A Equal, part-of 
[31] 9 58 Is-a, has-a, part-of, 
equal 
[18] 14 N/A Has-a, part-of, equal 
[19] N/A N/A Is-a, equal, part-of, 
has-a 
[20] 45 N/A Part-of, is-a 
[21] N/A N/A Part-of, subject- verb-
object relation 
[22] 300 350 Is-a, part-of, equal 
[23] 222 N/A Is-a, part-of, equal 
[32] N/A N/A Part-of, has-a 
 
Based on our observation, studies by [14, 26, 27], 
they associate the verses with Tafsir by using data 
property and object property. “Has-a” is a relation 
which is used to relate a verse with the Tafsir as a 
value in properties. Figure 6 describes an example 
of relationships on Quran ontology. As shown in 
Figure 6, there are some example relationships on 
Quran ontology, i.e. “is-a” (Hyponymy), “part-of” 




Figure 6: An example of relationships on Quran ontology 
 
3.8 Evaluation Techniques to Test the Ontology 
Based on our observation against literature, there 
are four focus areas to test the performance related 
to Quran ontology which is used in previous 
research, i.e. overall ontology performance using 
precision and recall ([14, 20]) and Descriptive 
Logic Queries ([18, 26, 27, 30–32]); ontology 
consistency using HermiT 1.3.8 Reasoner tool by 
Protege ([25]); themes validation by Quran experts 
([24, 25]); pattern extraction evaluation using 
precision, recall, and F-measure ([15, 21]), 
Performance of Extraction Metrics ([17]), and True 
positive, false positive, false negative ([29]). 
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The evaluation which conducted by [29] used 
130 taxonomic relations as a data test. Results from 
their assessment show that Cimiano++ has a better 
result than the proposed approach (QPattern) to 
perform a taxonomic extraction. However, 
QPattern has a better result in False Positive and 
False Negative value rather than Hearst [35], 
Cimiano [41], and Cimiano++ methods. The 
overall score for QPattern is True positive 13.8%; 
False-positive 1.5%, and False negative 2.3%. 
Similar to [29], research conducted by [17, 21] also 
developed patterns to extract semantic relations 
from English Quran translation. To perform an 
evaluation, [17] used chapter Al-Maarij, Al-Jinn, 
Nuh, Al-Muzammil and Al-Muddathir. These 
chapters contain 176 verses (3043 words). They 
used Performance of Extraction (PoE) metrics to 
measure patterns performance. To extract “part-of” 
relationships, their pattern has PoE score 23.91%, 
while for synonym extraction, their pattern has PoE 
score 73.91%. Meanwhile to perform an evaluation, 
[21] used two datasets, i.e. The English Quranic 
translation text by Hilali-Khan and The English 
Quranic translation text by Yusuf Ali. One hundred 
Quran verses are taken on each dataset. They used 
Precision, Recall, and F-measure metrics to 
quantify patterns performance. Evaluation results 
on concepts extraction by TF-IDF, TIM, and Linear 
Combination (LC) shows that LC has the highest 
precision score with 90% on English Quranic 
translation text by Hilali-Khan and 93% on English 
Quranic translation text by Yusuf Ali. Then, the 
performance of taxonomic and non-taxonomic 
relations extraction in each dataset has different 
results. The precision score for taxonomic relations 
on English Quranic translation text by Yusuf Ali is 
85.8%, while non-taxonomic is 84.34%. A decrease 
in precision score occurs in English Quranic 
translation text by Hilali-Khan dataset. The 
precision score for taxonomic relations is 83.3%, 
while non-taxonomic is 81.34%. 
Patterns extraction evaluation on Arabic Quranic 
was conducted by [15]. They used Classical Arabic 
(Quran), Modern Standard Arabic (newspapers), 
and unstructured Arabic texts (blogs) as a dataset. 
Precision, recall, and F-measure are used to 
measure extraction performance. Evaluation results 
show that extraction performance for newspaper 
dataset has the highest Precision with 89.77%, 
while on Quran dataset has precision 76.28%. The 
lack of ambiguity on the newspapers is a factor that 
causes newspapers has the highest accuracy rather 
than Quran.  
  
3.9 Limitations on Previous research 
There are two approaches which able to 
comprehend the Islamic values contained in the 
Quran, namely the literal or textual, and contextual 
approach. Figure 7 describes a total distribution of 
literal and contextual approaches which is used in 
previous studies. According to Figure 7, we can 
conclude literal approach on Quran ontology 







  Figure 7: Total Distribution of literal and contextual 
approaches 
Based on Figure 7, there are 20% studies which 
used the contextual approach in previous research. 
These studies used several languages, i.e. Arabic, 
English, and Malay. Each of them has one number 
of studies. Meanwhile, one study used Multilingual 
Quran translation, i.e. Malay and English. Ontology 
on Holy Quran should save all verses and their 
contextual meaning to assist human being to get 
better insight and better understanding content of 
Quran and to avoid misinterpretation. 
 According to [17, 21, 29] results of performance 
evaluation on pattern extraction for English Quran 
translation, we can conclude each rule and pattern 
could be applied only to specific language. Since 
every language has different written form, 
grammar, vocabulary, and syntax [63–65]. 
Furthermore, each rule has different evaluation 
results in a diverse dataset with similar language. 
Ontology development for Indonesian Quran 
translation has conducted by [23]. They applied 
[13] ontology to build Indonesian Translation of 
Quran (ITQ). To convert English into Indonesian 
Quran translation from [13] ontology, they used 
BING Application Programming Interface (API). 
Refinement towards results of translation from 
English to Indonesian has done against incorrect 
translation result terms due to lexical difference and 
single quote missing. However, improvement 
against grammatical and structural sentences has 
not been made yet. Quran translation text should be 
in a proper format to provide precise information 
and can be understood by the users.   
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4. OPEN RESEARCH ISSUES    
 
There are open research issues that can be 
highlighted for Quran ontology. These issues are 
availability of Quran ontology in various 
translation, ontology resources, automated process 
of meronymy relationship extraction, and Instances 
Classification. 
 
A. Availability of Quran Ontology in Various 
Translation 
Based on our observation against literature, there 
are four languages of Quran translation on previous 
studies, namely Indonesian, Malay, English, and 
Arabic. To provide better insight and better 
understanding content of Quran, ontology on other 
Quran translation for other muslim countries should 
be built.  
 
B. Ontology Resources 
There are several factors which influence 
information quality from ontology to provide best 
answers to the users. One of them is the collection 
of ontology resources. This collection could be 
Tafsir, Hadith, and revelation reasons. Based on our 
observation, there are 3 studies stored the 
contextual meaning into an ontology. These studies 
used several languages, i.e. Arabic, English, and 
Malay. To assist human being to get better insight 
and better understanding content of Quran and to 
avoid misinterpretation, the ontology in other Quran 
translation should keep the contextual meaning.  
 
C. Automated Process of Meronymy 
Relationship Extraction 
Meronymy or “part-of” is a relation between 
classes on ontology. Studies conducted by [17, 29] 
proposed patterns to perform “part-of” extraction 
on English Quran translation. Based on the 
evaluation against [29] patterns, their models has 
True Positive with 13.8%. Meanwhile, [17] 
proposed models have PoE with 23.91%. These 
results have led to an issue to develop or improve 
patterns for extract “part-of” relation. However, rule 
and pattern could be applied only to specific 
language. Since every language has different 
written form, grammar, vocabulary, and syntax.  
 
D. Instances Classification 
“is-a” or “Instance-of” is relation between class 
and their instances. Based on our observation 
against literature, instances classification on 
previous research is used for verses classification. 
Previous researchers performed verses 
classification based on themes or thematic topics in 
Holy Quran. Verses classification based on 
thematic topics purpose is to connect the sentences 
(verses) with the central theme to get a whole 
picture of the topic and for providing a better 
comprehension to the users [17, 25, 33]. 
Furthermore, the primary goal of text (verses) 
classification is to reduce the searching space by 
identifying the passages of information that are 
relevant to the particular topic [66-68]. A study by 
[18] used seven classes for verses classification on 
Holy Quran. These classes based on Tafsir books. 
While a study by [27] used 36 classes based on 
Quran experts. Research conducted by [24, 25] used 
Syammil Al-Quran Miracle the Reference and 
Quran experts to perform verses classification. To 
perform verses classification, they conducted with 
the non-automated process.  
A different approach has conducted by [66] to 
perform verses classification. They used Surah Al-
Baqarah from English Quran translation by 
Abdullah Yusuf Ali as a dataset. This research has 
used the WEKA toolkit [69] to implement the 
classification of Surah Al-Baqarah based on Back-
propagation Neural Network (BPNN) classifier. 
They classified Surah Al-Baqarah into three 
classes, Fasting, Pilgrimage, and None class that are 
not related to any of these mentioned classes. Their 
training set consists of 150 instances of verses. 
Where 80% of them is used for the data set, while 
20% of the remaining data will be utilized for the 
testing set. Each class has 50 examples as an 
instances. Before data is processed by BPNN. 
Firstly, verses is pre-processed by several tasks, 
such as stop word removal, stemming and Term 
Frequency (TF) transformation. Subsequently, 
BPNN compares the weights of all feature sets that 
are extracted from the Quranic verses with the 
weights of predefined classes based on the training 
set to determine each verse to its class. Based on the 
evaluation, BPNN classifier has F-Score value with 
90%.  
Verses classification by thematic topics is a part 
of text classification study. Term Weighting is the 
basis issue on text classification which affects the 
level of accuracy of the classification results [70-
73]. According to [70, 74, 75], TF-IDF is not an 
efficient algorithm for text classification, due to TF-
IDF ignores the class labeling on training 
document. Furthermore, Supervised learning like 
Support Vector Machine (SVM) and Artificial 
Neural Network (ANN), usually requires a large 
training corpus to learn a classifier that performs 
well [76]. Shortcomings from Supervised learning, 
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if the dataset sized is small, then the accuracy of the 
classifier may decline [8, 75, 76]. Holy Quran has a 
small data set. It has 6236 verses. Research result 
by [77] showed that SVM classifier accuracy is 
weak in a small dataset. Challenge in Instances 
Identification is what technique could be used in a 
large themes class (class labeling) with small 
training corpus for high classification accuracy.  
5. CONCLUSION 
Different from reviewing Quran ontology 
development by [33] based on parameters such as 
the outcomes of previous studies, dataset, tools, and 
Quran ontology development approaches. In this 
study, we comprehensively discussing about the 
outcomes of previous studies, languages commonly 
used in Quran ontology, tools which often used in 
ontology development, datasets which are used for 
ontology, the existing studies perform ontology 
development on Holy Quran, the existing 
ontologies integrate the knowledge of Quran and 
other resources, the evaluation techniques for the 
existing ontologies, limitations on previous 
research, and the research gaps in the current state 
of existing ontology on Holy Quran. As a result, 
many research opportunities are still available along 
this line and further investigations for Quran 
ontology in availability of Quran ontology in 
various translation, ontology resources, automated 
process of meronymy relationship extraction, and 
Instances Classification. Considering the research 
issues discussed in this paper, researchers could 
find the direction for Quran ontology designing 
methodology, the best possible approaches for 
meronymy relationship extraction and instances 
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