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Introduction
In the past decades, synchronization and its control has sparked tremendous scientific interest in network science because of its wide applicability [1] . Examples of synchrony range from genetic oscillators [2] 
Model
In this paper, we study the Stuart-Landau oscillator, a generic model for a system close to a Hopf bifurcation. The dynamics of the ith oscillator, i ∈ {1, . . . , N}, is given bẏ
A ij z j (2.1) and f (z) = (λ + iω − |z| 2 )z, (2.2) where z ∈ C and λ, ω, σ , β ∈ R, ω is the oscillator frequency. In the uncoupled oscillator (σ = 0), λ is the bifurcation parameter: for λ > 0, a limit cycle of radius √ λ exists that is born in a supercritical Hopf bifurcation at λ = 0. The parameters σ and β are the coupling strength and coupling phase, respectively.
The oscillators are connected via an instantaneous coupling as given by the adjacency matrix A ij . We normalize the adjacency matrix to unity row sum, i.e. N j=1 A ij = 1, ensuring the existence of an invariant synchronization manifold. The three models specifying the topology of the network, and therefore A, are introduced and discussed in detail in §5.
Analytical eigensolution
In [24] , an analytical eigensolution approach was suggested to determine the in-phase synchronized, antiphase-synchronized and amplitude death solutions of equation (2.1). Here, we give a brief summary of the results obtained in [24] . While doing so, we also generalize this eigensolution concept to cluster synchronization-states where all nodes oscillate with the same amplitude r o and the same frequencyω but are organized in equally sized clusters with a constant phase lag of 2π j/N (j ∈ {1, . . . , N}, where N is the total number of nodes) between consecutive nodes [60] . For j > 0, the number of clusters can be calculated as M = lcm(j, N)/j, where lcm stands for the least common multiple. j = N corresponds to in-phase synchrony, whereas j = N/2 denotes the antiphase-synchronized state (for even N). In general, depending on N and j, several states might exist which are characterized by the same number of clusters. Figure 1 shows a schematic view of all cluster states in a unidirectional ring configuration of four nodes. In figure 1a , the nodes are in zero-lag synchronization. Figure 1b ,d shows two different splay states, i.e. M = N = 4, where the phase difference between subsequent nodes in figure 1b is π/2, i.e. j = 1, and in figure 1d is 3π/2, i.e. j = 3. Figure 1c depicts the anti-synchronized state.
The eigensolution concept is based on the idea that each eigenvector v of the adjacency matrix, with components v i , fulfilling |v i | ∈ {0, 1}, ∀i = 1, . . . , N, (3.1) corresponds to a solution, i.e. each component of v is either zero or a complex root of unity. This seems to be a rather strong restriction on the eigenvector. However, the eigenvectors of all hierarchical network topologies considered in this paper fulfil this condition, and hence this method can directly be extended to all our models (described in §5). Furthermore, all eigenvectors of circulant adjacency matrices are known to have eigenvectors with components equal to complex roots of unity. Circulant matrices are of great current interest in the study of chimera states [35, 37, 71, 72] , because the corresponding topology is invariant under discrete rotations (dihedral symmetry group). We use the ansatz z i = v i z η in equation (2.1), where η denotes the eigenvalue of the adjacency matrix corresponding to the eigenvector v. Using equation (3.1), we can write f Dividing by v i and introducing
where η r , η c are the real and complex parts of η, respectively, we obtaiṅ
This has the form of a decoupled Stuart-Landau oscillator z η , the solution for which is known to be z η = λ e iωt . Substituting this back into z i = v i z η (t), the common amplitude and phase of the ith oscillator in a cluster state can be obtained as
and
Equations (3.5) and (3.6) can be interpreted as follows: for |v i | > 0, the ith node oscillates with a phase shift of arg(v i ) − arg(v i−1 ) with respect to the preceding node. Thus, if all components v i are real and non-zero, we obtain in-phase oscillations. If v i = 0, the ith node undergoes amplitude death. For eigenvectors containing both zero and non-zero elements, we obtain partial amplitude death.
Linear stability analysis
In the case of in-phase and antiphase synchronization, a master-stability ansatz [58] is possible (for details, see [24] ). In [24] , a detailed stability analysis was given for in-phase and antiphase synchronization and partial amplitude-death solution. In the following, we consider the stability of general cluster states as given in equations (3.5) and (3.6) . For these patterns, an analytic solution is only possible in the absence of partial amplitude death. We focus here on this case.
In the presence of partial amplitude death and cluster states, numerical methods should be used. Note that the analysis presented here is very similar to the one given in [60] . We include it here to increase the comprehensiveness and readability of our discussion. We start by introducing polar coordinates z j = r j e iφ j in the system of coupled oscillators given by equations (2.1) and (2.2) yieldinġ These equations need to be linearized around the solution given by equations (3.5) and (3.6) .
For r i = 0, the phase φ i of the oscillator is not defined. The use of polar coordinates therefore is restricted to solutions without dead oscillators, i.e. |v i | = 1 ∀i ∈ {1, . . . , N}, corresponding to cluster states, respectively. We introduce small perturbations, δr i and δφ i , of the limit-cycle solution z i = v i z η in radius and phase
Inserting equation (4.2) into equation (4.1) and expanding all right-hand sides around δr i = 0, δφ i = 0 up to first order yieldṡ
We write this in a compact vector formζ
where ζ = (δr 1 , δφ 1 , . . . , δr N , δφ N ). Q is a block diagonal matrix where the ith block Q i is given by
. R is also a block matrix. R ij , the block on position i,j, reads
In the case of in-phase and antiphase synchronization, a master-stability ansatz [58] is possible (for details, see [24] ), i.e. equation (4.4) can be block diagonalized. However, in the case of general cluster states as considered here, this is not feasible, because Q i depends on i. Instead, we calculate the Floquet multiplier μ directly as the eigenvalue of the matrix Q + R. The Floquet exponent Λ can be obtained as Λ = ln μ. The real part of Λ determines the stability of the considered state: for Re(Λ) < 0, the considered solution is stable, for Re(Λ) > 0 it is unstable.
Network topologies
Here, we present the three different methods of constructing the hierarchical networks which are further studied in §6.
(a) One-dimensional fractal
In this section, we elaborate on the method used to create the first model of a hierarchical network (one-dimensional fractal network) in a ring topology. This model was first introduced in [47] to study chimera states. The network is constructed by selecting a base pattern composed of ones and zeros. Then we iterate over this base n times, substituting the base pattern in each iteration every time we encounter a one and a string of zeros of size b every time we come across a zero, where b is the length of the base. After n − 1 iterations, we obtain the nth hierarchy level. We then have a string S of size b n . We use this string of ones and zeros as the first row of the adjacency matrix. Each following row of the matrix is obtained by shifting the previous row by one element to the right applying periodic boundary conditions. This results in a circulant matrix. Circulant matrices have well-known eigenvalues and eigenvectors, and are further discussed in §6a.
As an example, let us consider a connectivity matrix generated from an initiation string (base) of size b = 3 with a base pattern (101). The base (n = 1), the string after the first iteration (n = 2), and after the second, in this case the final, iteration (n = 3) are shown in figure 2a . The final string defines the connections of the first node to the other nodes of the network. The corresponding links are shown in purple (grey) in figure 2b . The connections of all other nodes follow the same rules (not shown in figure 2b for the sake of clarity), in other words, each node 'sees' the same network; this is equivalent to the circulant property of the final network adjacency matrix. Thus, the adjacency matrix of our example is given by
In this section, we extend the one-dimensional fractal network presented in §5a to a twodimensional hierarchy. Here, instead of a base string, we use an initial b × b base matrix A 1 of ones and zeros. The b n × b n adjacency matrix A for the nth hierarchy level can then be formed by taking n − 1 Kronecker products of the initial adjacency matrix A 1 with itself, i.e.
A = n times
This is essentially the two-dimensional version of the procedure described in §5a: we start with a b × b base matrix A 1 of size m × m. If we encounter a non-zero element in the base, we substitute it with the element times the matrix A 1 , whereas a zero is replaced by a zero matrix of size equal to the size of A 1 . For the nth hierarchy level we repeat this substitution procedure n − 1 times resulting in the adjacency matrix A of size m n × m n given in equation (5.2) . This matrix A then defines the coupling topology, but it is no longer a circulant matrix, i.e. the ring topology is replaced by a modular topology. Note that by the method used to construct the adjacency matrix A, A has a constant row sum if A 1 has a constant row sum. In order to be able to apply the eigensolution method ( §5), we choose the initial matrix A 1 to be either a circulant matrix (e.g. the adjacency matrix from a network as described in §5a), or an adjacency matrix whose eigenvector components satisfy equation (3.1), such as the mesoscale motifs studied in [24] .
As an example, let us consider the case of the five-node motif marked in figure 3a and investigated in [24] . Figure 3 shows the network topology of the final adjacency matrix A for n = 2, i.e. A = A 1 ⊗ A 1 . As one can see, the topology is not an intuitive extrapolation from one to two dimensions; however, it retains a fractal structure. The normalized adjacency matrix A 1 of this motif is given by
The resulting matrix A is given explicitly in appendix A. 
(c) Hierarchical
In this section, we present a hierarchical topology which is self-similar on every scale. In [73] , synchronization with multiple delays has been investigated for this hierarchical network for the second level of the hierarchy (n = 2). The network is created as follows: we start with a network motif given by the m × m matrix A 1 . Then, the adjacency matrix A after one iteration (n = 2) is given by
where E m is the m × m matrix with all entries equal to 1, and 1 m is the m × m identity matrix. 1 m ⊗ A 1 represents the direct coupling inside the motifs, whereas A 1 ⊗ E m is the mean-field (allto-all) coupling between the motifs. The adjacency matrix for the nth level of the hierarchy is obtained by repeating the above procedure n − 1 times where we replace A 1 in equation (5.4) by the normalized adjacency matrix of the previous iteration step. Note that by the method used here to construct A, A has a constant row sum if A 1 has a constant row sum.
As an example, consider the case of the five-node motif shown in figure 3 and investigated in [24] . Its normalized adjacency matrix is given by equation (5.3) . Figure 4 depicts the final topology as calculated by equation (5.4) . Clearly, the coupling between the motifs has the same structure as the coupling between the nodes inside one motif giving rise to a self-similar architecture.
Results
In this section, we study the dynamics for the network models discussed in §5. In particular, we discuss the application of the eigensolution method to hierarchical networks. We support our analytical results with numerical simulations. 
(a) One-dimensional fractal
This network has a circulant adjacency matrix, which has been introduced in §3. The general form of a circulant matrix is given by
Its normalized eigenvectors [74] are given by
where ω = exp(2π ij/N). The corresponding eigenvalues are given by
From equation (6.1), it follows that the eigenvectors of circulant matrices have components which are given by the roots of unity. Hence, they fulfil the property required by the eigensolution approach presented in §3, i.e. |v i | ∈ {0, 1}, where we defined v i as the ith component of the eigenvector v.
In accordance with the eigensolution method, substituting equation (6.1) into equation (3.6) yields the jth eigensolution for the kth oscillator, k = 1, . . . , N,
From equation (6.3), it follows that the jth eigensolution is a cluster state with a constant phase shift of 2π j/N between neighbouring nodes. As discussed in §3, the number of clusters is then given by lcm(j, N)/j [60] . The eigenvectors of circulant matrices as given by equation (6.1) do not have components equal to zero, and hence for non-degenerate eigenvalues, we do not find partial amplitude death eigensolutions in this hierarchical topology. For degenerate eigenvalues, we can obtain dead nodes by linear combinations of the corresponding eigenvectors. This is further discussed in the following section.
(i) Partial amplitude death in hierarchical networks
For model (a), partial amplitude death eigensolutions do not exist for non-degenerate eigenvalues. However, if the adjacency matrix of the network has degenerate eigenvalues (η j 1 = η j 2 or η j 1 = η * j 2 , where j 1 , j 2 ∈ {1, . . . , N}), we can find a new basisṽ j 1 andṽ j 2 of the subspace spanned by the corresponding eigenvectors v j 1 and v j 2 such that at least one of the entries ofṽ j 1 orṽ j 2 is 0. We start by selecting a position m * , m * ∈ {1, . . . , N}, in the eigenvector which we wish to convert to zero. We achieve this by constructingṽ j 1 as
where l is given by
and v To ensure the existence of the eigensolution, we require that the original assumption made while finding the eigensolutions still holds for the new eigenvector, i.e. the following condition is satisfied:
for ∀i ∈ 1 · · · N. While this condition is fulfilled for the eigenvectors calculated according to equation (6.1), it is not automatically fulfilled for a linear combination of these eigenvectors. We can rewrite the conditions for the existence of an eigensolution by substituting equations (6.1) and (6.4) into equation (6.7):
for ∀k ∈ {1, . . . , N} such that k / ∈ B, i.e. for all non-zero entries of the eigenvectorṽ j 1 . The normalization constant is c. Substituting for l from equation (6.6) into equation (6.8), we obtain
If this condition holds ∀k / ∈ B, then an eigensolution exists for the corresponding values of j 1 , j 2 , which represents a state where all nodes m ∈ B are amplitude dead.
As an example, we consider the four-node ring network shown in figure 5a and investigated in [24] . For this network, η 1 = η 3 = 0 holds. The corresponding normalized eigenvectors are v 1 = 0.5{1, i, −1, −i} and v 3 = 0.5{1, −i, −1, i}. For m * = 2, l is calculated to be −1 andṽ j 1 = {1, 0, −1, 0}. The set of all indices for whichṽ
i.e. k = 1, 3, equation (6.9) is satisfied. Therefore, a solution of the formṽ j 1 exists, where nodes 1 and 3 are antiphasesynchronized with respect to each other (marked by blue and red colour in figure 5a), and nodes 2 and 4 are amplitude dead (the green nodes in figure 5a ).
The stability of the solution is found by using the linear stability analysis for partial amplitude death states suggested in [24] . The value of the real part of the largest Floquet exponent for this network is positive throughout the parameter space (as seen in figure 5b ). Numerically, we have investigated networks up to 800 nodes, and all partial amplitude death solutions we have found are unstable. 
(ii) Oscillation death
In this section, we show that oscillation death can arise as a cluster state with vanishing common frequency, even for symmetric coupling. For the sake of simplicity, let us consider a network with base (0110) and n = 2, i.e. N = 16. We investigate the j = 4-cluster state with number of clusters given by M = lcm(4, 16)/4 = 4.
For the considered network, figure 6 depicts the stable regions for the four-cluster state in green (light grey), for in-phase synchrony in red (intermediate grey) and for complete amplitude death in blue (dark grey). In the white region, we obtain solutions that do not fall into any of the categories we study, i.e. in-phase synchronization, cluster synchronization or partial amplitude death. The solutions in the white region include patterns with non-equal radii and/or non-equal frequencies. For λ = 3, σ = −2, a four-cluster state is observed, as predicted by the stability plot in figure 6a (corresponding parameter values are marked by a green star). The corresponding spacetime plots are shown in figure 6b , and show that the cluster state has a non-vanishing frequency, i.e.ω = 0. For a schematic representation of this state, see figure 6c . For λ = 3, σ = −1 (marked by a red triangle in figure 6a ), we also observe that the four-cluster state is stable; however, here the common frequency as given by equation (3.5) is zero as can be seen in the corresponding spacetime plot ( figure 6d ). Thus, for these parameters, we obtain oscillation death. A schematic figure of this state is shown in figure 6e .
In addition, it is also possible to obtain a mixed-death state consisting of coexisting partial oscillation death and partial amplitude death. Oscillation death occurs as a consequence of vanishing oscillation frequency for pairs of nodes whose corresponding eigenvector components are non-zero and symmetric about zero, whereas the eigenvector component corresponding to nodes that are in the amplitude death state is exactly zero. This state can be found for motifs in [24] : we consider a motif or network showing amplitude death, e.g. the motif shown in figure 5a , and vary the coupling strength such that the frequency of the oscillating nodes becomes zero, i.e. we change σ in equation (3.3) such thatω = 0. This means that the oscillating nodes stop oscillating with a non-zero radius given by r 0 (see equation (3. 3)), whereas the nodes which where amplitude-dead from the beginning remain at the origin (recall that in equation (3.3), |v 0 | = 0 corresponds to the nodes undergoing amplitude death). Note that the stability analysis for oscillation death is the same as that for cluster states, because oscillation death arises here as a cluster state withω = 0.
(b) Modular fractal
Recall that the adjacency matrix for the nth level of the hierarchy is given by A = n times A 1 ⊗ · · · ⊗ A 1 , where A 1 is our initial motif. The eigenvectors of A are then given by the Kronecker product of combinations of n eigenvectors of
where v i , v j , . . . , v k are chosen from the eigenvectors of A 1 . Refer to appendix A for the proof.
Here, we consider the five-node motif shown in figure 3a, for n = 3 and the eigenvector v ⊗ v ⊗ v, where v = (1, 1, 0, −1, −1). As seen in figure 7 , the network dynamics is nested or self-similar on every scale, because we choose i = j = k in equation (6.10). In other words, because we choose the same eigenvector three times, we obtain a threefold hierarchy in the dynamics. On the largest scale, the corresponding nodes of the first two groups of 25 nodes each behave in an identical fashion, and are antiphase-synchronized with the corresponding nodes of the last two groups of 25 nodes. The middle group is amplitude dead. Within each group, the first two motifs are in synchrony with respect to each other, whereas the last two are in antiphase synchronization with respect to the first two, and the middle motif is dead. Finally, within a last two nodes, and the middle node is dead. Schematically, the dynamics of the motif is shown in figure 7a . If we choose the initial matrix A 1 to be a circulant matrix obtained from a hierarchical network as created in §6a, we obtain a two-dimensional modular hierarchical structure: the initial b n 1 × b n 1 matrix A 1 has a fractal topology with a repeating base, and the final matrix A has the same coupling structure with respect to these modules A 1 . Thus, we have two parameters that determine the hierarchy: n 1 that decides the level of hierarchy in A 1 , and n that sets the level of multihierarchy in A.
The nth level of the hierarchy can then be created by taking the n-fold Kronecker product of this matrix with itself. Thus, the total number of nodes are N = b n 1 ·n . The adjacency matrix A, when A 1 is circulant, is a block circulant matrix [75] .
Let us consider first the case n = 2. We choose the oth and the pth eigenvector of our initial m × m matrix A 1 . According to equations (6.1) and (6.10), the components of the final eigenvector are then given by
where k, j ∈ {1, . . . , m}. Thus, by the eigensolution method, the nodes in each group are in a cluster state with a constant phase shift of exp(2π ip/m) between neighbouring nodes, and the corresponding nodes of the groups are in a cluster state with a constant phase shift of exp(2π io/m) between neighbouring groups. Hence, we obtain hierarchical dynamics: a cluster state of cluster states. The components of the final eigenvector for n = 3 are then given by
where we use the oth, pth and qth eigenvector of A 1 .
As an example, we now consider two networks with the same base (101) but with interchanged values of n, n 1 to demonstrate the direct dependence of the dynamics on the chosen hierarchy and multihierarchy. In figure 8 , we use the base (101) with n 1 = 3, n = 2. There are N = (3 3 ) 2 = 729 nodes. We choose to consider the state corresponding to o = 0 and p = 17 in equation (6.11). Because n = 2, we have a two-hierarchy cluster state, with 27 groups of 27 nodes each: corresponding nodes in each group (every 27th node) are fully synchronized (figure 8b), because o = 0. Consecutive nodes in each group are phase shifted with respect to each other with a constant phase of φ = 2π 17/27 as a result of p = 17 (figure 8c).
In figure 9 , we consider the base (101) with n 1 = 2 and n = 3. Because n = 3, we anticipate a three-level hierarchy of cluster states: cluster state of cluster states of cluster states. We choose o = 0, p = 5 and q = 8 in equation (6.12). There are N = (3 2 ) 3 = 729 nodes with nine groups of 81 nodes each. Each group consists of nine subgroups of nine nodes each. On the smallest scale, nodes in each subgroup are in a splay state, i.e. neighbouring nodes are phase shifted with respect to each other with a constant phase of φ = 2π 8/9 (figure 9d), because q = 8. Each subgroup within a group is also in a cluster state, i.e. every ninth node has a constant phase shift of φ = 2π · 5/9 with respect to the previous (figure 9c); this is due to p = 5. Finally, on the large scale, every group is synchronized meaning that the phase lag between every 81st node is zero (figure 9b) corresponding to o = 0. In summary, we observe that n = 2 shows a two-level hierarchy in the dynamics, whereas n = 3 shows a three-level hierarchy. Analogously, for an n-level multihierarchy of the adjacency matrix, the dynamics is given by n nested cluster states.
(c) Hierarchical
In this model, the topology is self-similar on each scale. The creation of this network is elaborated upon in §5c. The eigenvector of the adjacency matrix A of the nth hierarchy can be written as n Kronecker products of the original eigenvectors of initial the motif A 1 
where v i , v j , . . . , v k are chosen from the set of eigenvectors of A 1 . However, in contrast to the modular fractal model, here we have the additional requirement that the sum of all elements of the last eigenvector in the Kronecker product has to equal zero, i.e. m i=0 v k i = 0 in equation (6.13). For details see appendix A, where we derive equation (6.13) . This condition seems to be rather strict. However, it is fulfilled for all the eigenvectors of all motifs discussed in [24] which are all generic, normalized motifs of up to five nodes. Once the eigensolutions are established, their stability can be studied as in [24] . In special cases, if all the eigenvectors in the Kronecker product are the same, hierarchical dynamics is obtained.
As an example, we investigate the initial motif A 1 described by equation (5.3) for a hierarchy n = 3. The number of nodes is given by 5 n = 125. We consider the eigensolution given by scheme indicates the state corresponding to v = (1, 1, 0, −1 − 1). We observe that the dynamics is identical to the dynamics shown in figure 7b which we have obtained for the modular fractal model. This is due to the fact that in spite of very different topologies, the eigenvectors of the networks and thus the dynamics are identical. We also study the solutions that do not correspond to eigensolutions. We do so for the three different motifs as shown in figure 10a -c, respectively, and for a hierarchy of n = 2. The spacetime plots are shown in figure 10d -f, respectively. We observe that these solutions have as well a hierarchy in their dynamics. The nodes of the middle motif and the middle node of the remaining motifs are either phase shifted or have different radii from the remaining nodes or both. This is a result of the structure of the motifs: the middle nodes of all three motifs have a different connectivity from the other nodes. Additionally, in figure 10f, the first two motifs have a different amplitude from the last two, which is reflected in the horizontal asymmetry in the topology about the central node. Thus, the correlation between network topology and dynamics is not limited to eigensolutions.
Conclusion
In this paper, we have presented three different models of networks with hierarchical or fractal connectivities, and studied them analytically using an eigensolution concept. The eigensolution concept was developed in [24] to describe synchronization, anti-synchronization and partial amplitude death. Here, we extend this concept to cluster states and to larger hierarchical networks created from basic motifs. In combination with hierarchical topologies this leads to complex synchronization patterns such as cluster synchronization, partial synchronization, oscillation death, partial amplitude death and nested dynamics. In particular, we observe that the fractal nature of the network translates to fractal synchronization patterns. Understanding these synchronization patterns helps to bridge the gap between relatively simple, by now well-understood states like in-phase synchronization and much more complex synchronization patterns like chimera states.
The first model we have considered has a one-dimensional fractal topology with a circulant adjacency matrix, and the eigensolutions are cluster states. For networks with circulant adjacency matrix, we have mathematically derived the conditions for the existence of partial amplitude death eigensolutions and calculated their stability. We have also shown that oscillation death, possibly coexisting with partial amplitude death, arises in such networks as a special cluster state with zero frequency. This is in contrast to previous work, where oscillation death was observed as a result of symmetry breaking. Therefore, we establish here a second mechanism leading to oscillation death.
The second model has a two-dimensional modular fractal topology, and the third model is a direct extension of mesoscale motifs to larger self-similar hierarchical networks. In both the second and the third model, we see the direct influence of topology on dynamics, i.e. for a hierarchical topology, we obtain hierarchical dynamics. Although the second and the third model yield similar dynamics, they have vastly different topologies that resemble very different natural systems and hence have different applications. The second model has a fractal hierarchical topology, whereas the third model has a self-similar hierarchical topology. In addition, while the second model is applicable to networks created from the mesoscale motifs in [24] as well as to all networks with circulant adjacency matrices, the third model is relevant only for the former.
The work presented here is of particular interest for neuroscience where recently a lot of emphasis has been put on the relation between structural connectivity and functional connectivity in the brain [76] [77] [78] [79] . Evidence from empirical studies suggests that the presence of a direct anatomical connection between two brain areas is associated with stronger functional interactions between these two areas [76, [80] [81] [82] . Our results support these empirical results through theoretical investigation. In addition, they can give valuable insights because they provide a completely analytical framework while employing a complex hierarchical structure that mimics the hierarchical nature of neurons in the brain [47, [51] [52] [53] . The fractal or selfsimilar hierarchical organization of neural networks is studied in [83] [84] [85] [86] . The advantage of this theoretical study is that it allows for investigating the interplay of dynamics and topology on every scale, from the smallest to the largest structural level as well as the investigation of dynamics of each individual node. It is therefore a powerful complement to experimental work, which, owing to its challenging nature, is often limited to mean-field approximations [87] , and to theoretical work representing neural dynamics in terms of overall statistics, i.e. representing entire cortical regions as one node [87] [88] [89] [90] . Besides applying it to neuroscience, our work can also be used to study the functional dynamics of metabolic networks, which also have been shown to display a hierarchical topology as in our third model [56] .
This correlation between dynamics and topology is not limited to the eigensolutions. We have shown that synchronization patterns corresponding to more general solutions can be predicted in hierarchical networks from the knowledge of motif topology. The study of these solutions and the extension of the eigensolution concept to time-delayed networks would be an interesting topic of further research. 
