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Abstract
Given a text T over alphabet  and a complete index for T constructed using the nite
automaton (called the factor automaton or DAWG) accepting all the substrings (factors) of text
T . An answer to the query whether a pattern P occurs in text T with k dierences is discussed
to be done by an algorithm having the time complexity independent on the length of text T .
The algorithm searches for the nal state of the nite automaton accepting the intersection of
languages Fac(T ) (the set of all factors of T ) and Lk(P) (the set of all strings having at most
k dierences with respect to pattern P). c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Given a text T = t1t2 : : : tn and a pattern P=p1p2 : : : pm, string matching in text
T can be dened as determining whether pattern P occurs in the given text T . The
computation of the answer to this query can be done in the time O(m), where m is
the length of pattern P. To achieve this speed it is necessary to preprocess the text T
in order to construct a deterministic nite automaton (DFA) accepting all substrings
of the given text T . This DFA is called a factor automaton or DAWG [2, 4]. We
say that string x is a factor (also called substring or subword) of the string y if
y=w1xw2; x; w1; w2 2. The set Fac(T ) is a set of all the factors of text T and a
factor automaton accepting language Fac(T ) is M (Fac(T )).
Given a text T , a pattern P, and an integer k, k6m6n, approximate string matching
can be dened as determining whether string X occurs in text T such that edit distance
DL(P; X ) between pattern P and string X is less than or equal to k. The Levenshtein
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distance DL(P; X ) between strings P and X is the minimum number of edit operations
replace, insert, and delete needed to convert string P to string X . When using the
Levenshtein distance we refer to the approximate string matching as string matching
with k dierences. Let us dene set: Lk(P)= fY jY 2; DL(P; Y )6kg. To answer to
the query whether a pattern P occurs in a given text T with k dierences means
to compute the intersection Fac(T )\Lk(P). If such an intersection is not empty,
then the answer is positive. We show that the computation of the above-mentioned
intersection may be done by searching for the nal state of intersection automata
M (Fac(T )\Lk(P)) accepting intersection Fac(T )\Lk(P).
2. Finite automata and intersection of regular languages
A nondeterministic nite automaton (NFA) is a ve-tuple M =(Q;; ; q0; F), where
Q is a nite set of states,  is a nite input alphabet,  is a mapping from Q ([fg)
into the set of subsets of Q; q0 2Q is an initial state, and F Q is a set of -
nal states. Finite automaton M =(Q;; ; q0; F) is deterministic (DFA) if (q; )= ;
for all q2Q, and j(q; a)j61 for all q2Q and a2. If an undened transition
((q; a)= ;) should be performed, the computation ends. A language accepted by
nite automaton M =(Q;; ; q0; F), denoted by L(M), is the set fw jw2; ^(q0; w)
\F 6= ;g where ^ is the extended transition function dened ^(q; )= fqg, ^(q; ua)=
fp j q0 2 ^(q; u); (q0; a)=p; a2; u2g.
Denition 1. Let M1 = (Q1; ; 1; q01; F1) and M2 = (Q2; ; 2; q02; F2). An automaton
for intersection of languages L(M1) and L(M2) is an automaton M =(Q1Q2; ; ;
[q01; q02]; F1F2) where ([q1; q2]; a)= [1(q1; a); 2(q2; a)]; q1 2Q1; q2 2Q2; a2.
There are two methods for constructing a nite automaton accepting the intersection
of two given regular languages from the nite automata accepting these languages. In
the rst one the set Q of states of the resulting nite automaton M contains all elements
of Q1Q2. In this case the resulting automaton may contain many inaccessible states.
In the second method the set Q of states of M contains only accessible states and
QQ1Q2. In this paper we expect the use of this second method.
3. Factor automata
Theorem 2. Exact string matching of pattern P=p1p2 : : : pm in text string T = t1t2 : : :
tn can be performed in time O(m); where m is the length of pattern P.
Proof. The proof is accomplished by the sketch of construction of factor automaton
M (Fac(T )). At rst the DFA accepting the text T is constructed. We add -transitions
connecting the initial state with each state of the automaton and we get NFA with
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Fig. 1. Factor automaton M3 for T = aabbabd.
-transitions which we transform to the equivalent DFA using the standard subset con-
struction eliminating inaccessible states. The resulting DFA for the text T = aabbabd
is depicted in Fig. 1. 1
In general, the construction of DFA has the exponential time and space complexity,
but in this case the number of states of automaton M2 is linear. For the number of
states jQ2j of factor automaton M2 it holds that n+ 16jQ2j62n− 1 for T = t1t2 : : : tn
[3]. Moreover, for the number of transitions  it holds that n663n− 4. There exists
also a direct method [4] constructing the factor automaton in time O(n). If we put
pattern P on the input of the factor automaton, we obtain the result in at most m
steps. Pattern P is contained in text T if factor automaton M (Fac(T )) stops in one of
the nal states after reading all m symbols of P. If the automaton should perform an
undened transition ((q; a)= ;), it stops and the result is \not found". Therefore if
we store documents in the form of factor automata, we can perform the exact string
matching in time O(m).
If we store documents in the form of factor automata, we obtain a very fast retrieval
system O(m) for exact matching. A problem appears if we want to nd pattern P with
at most k errors allowed. The solution of this problem is discussed in the following
sections.
4. NFA accepting Lk(P)
The nite automaton accepting the language Lk(P) can be constructed as shown in
Algorithm 1. We can also use the direct construction for the string matching with
dierences [6] from which we also remove the self-loop.
1 In gures ‘q’ symbols are omitted and states are labeled only by indices.
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Fig. 2. DFA M (L1(bab)).
Algorithm 1. Construction of nite automaton M (Lk(P)) accepting language Lk(P).
Input: Pattern P=p1p2 : : : pm; nite automaton M (P) accepting P.
Output: Finite automaton accepting language Lk(P).
Method:
1. Create the sequence of k + 1 instances of M (P) automaton M 0j =(Q
0
j ; ; 
0
j ; q
0
0j; F
0
j )
for j=0; 1; : : : ; k. Let states in Q0j be q0j; q1j; : : : ; qmj.
2. Construct M (Hk(P)) automaton M =(Q;; ; q0; F) as follows:
Q=
Sk
j=0Q
0
j ,
(q; a)= 0j (q; a), for all q2Q; a2; j; 06j6k,
(qij; a)= (qij; a)[fqi+1; j+1g, for i; 06i<m; j; 06j<k and for all a2 −
fpi+1g,
q0 = q00,
F =
Sk
j=0 F
0
j .
3. Remove all states which are inaccessible from state q0.
4. Add transitions for edit operation insert as follows:
(qij; a)= (qij; a)[fqi; j+1g, for all i; j; 0<i<m; 06j<k; j<i, and a2 −
fpi+1g.
5. Add transitions for edit operation delete as follows:
(qij; )= fqi+1; j+1g, for all i; j; 06i<m; 06j<k.
The resulting automaton M (Lk(P)) is nondeterministic, and the number of its states
is (k +1)(m+1− k=2). An example of automaton M (Lk(P)) for P= bab and k =1 is
depicted in Fig. 2.
5. Automaton for intersection Fac(T )\Lk(P)
In the function FL that searches for the nal state of the intersection of automata
M (Fac(T ))\M (Lk(P)) we use pair [S; q] for state of M (Fac(T ))\M (Lk(P)), where
S is a subset of states of M (Lk(P)) and q is a state of M (Fac(T )). Since M (Lk(P))
automaton is nondeterministic, each state of the resulting automaton consists of the set
of states of M (Lk(P)). This also removes the nondeterminism arisen from -transitions
and from the same label of transitions replace and insert. The function uses function
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"CLOSURE(qij)= fqi+l; j+l j 06l6min(k− j; m− i)g that computes -closure [8] and
is called FL("CLOSURE(q00); q0) where parameter q00 is an initial state of M (Lk(P))
and q0 is an initial state of M (Fac(T )).
function FL(S; q0)
begin
if qmj 2 S then = nal state =
Result := j
else
Result := k + 1
endif
A := fa j (q0; a) 6= ;; a 2 g
for each a 2 A do
S 0 := ;
for each qij 2 S, Result>j do = 1. optimization condition =
if pi+1 = a then
S 0 := S 0 [ "CLOSURE(qi+1; j) = matching transition =
else
if Result>j + 1 then = 2. optimization condition =
S 0 := S 0 [ fqi+1; j+1g = replace transition =
if i>j then
S 0 := S 0 [ "CLOSURE(qi; j+1) = insert transition =
endif
endif
endif
endfor
Result := min(FL(S 0; (q0; a));Result)
endfor
return Result
end
Function FL goes through automaton M (Fac(T )) using the depth-rst method and
assigns set S of equivalent states of M (Lk(P)) to each state of M (Fac(T )). Since
M (Lk(P)) is nondeterministic, each state of M (Fac(T )) can have more than one equiv-
alent states from M (Lk(P)), and using Algorithm 1 we obtain also NFA. If there is
state qmj in set S, pattern P has been found with at most j dierences, but the com-
putation continues in order to nd the occurrence of pattern P with the lowest number
of dierences. Testing the path ends if we reach one of the states of M (Fac(T )) with
S = ;. The paths leading to the number of dierences greater than or equal to the
lowest found number of dierences are not evaluated (see 1. and 2. condition).
If we want to construct M (Fac(T )\Lk(P)) automaton, we have to remove 1. opti-
mization condition Result>j and replace 2. optimization condition Result>j + 1
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Fig. 3. Automaton M (Fac(aabbabd)\ L1(bab)).
by k>j. An example of automaton M (Fac(T )\Lk(P)) for P= bab and k =1 is de-
picted in Fig. 3.
The number of states of automaton M (Fac(T )\Lk(P)) is bounded them by the
following lemma.
Lemma 3. The number of states of automaton M (Fac(T )\Lk(P)) is always lower
than (k + 2)m−k+1(k + 1)!.
If we use the reduced NFA [6], the bound would be (k + 2)m−k .
6. Conclusion
We have presented the approximate string matching using the factor automata built
from the input text. The method used for this computation is a searching for the nal
state of the intersection automaton accepting the intersection of language of the factor
automaton and of language of the automaton accepting all strings with the edit distance
to a given pattern P less than or equal to a given integer k. This method runs in time
that is independent on length of the input text and is dependent on the number of states
of the intersection automaton whose construction has been also discussed as well as the
number of states. This method can also be used, after little modication, for Compact
DAWG [5]. In this paper we have discussed the approximate string matching using
the Levenshtein distance. The presented method can be also used for the Hamming
distance as shown in [7] where you can nd the extended version of this paper. On
the other hand, we can use methods that are dependent on the length of the input text
but do not need to have the input text preprocessed [1, 9, 10].
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