Abstract-In this technical note, we present new results on exponential consensus for continuous-time nonlinear time varying networks. A key feature in the following is that the monotonicity property is not required, unlike most of existing literature on the subject. Moreover, we give an estimate of the exponential rate of convergence towards the agreement manifold. Finally, representative example and counterexample are given.
The assumption of monotonicity is widely and implicitly assumed in the literature, both in linear and nonlinear networks scenarios, as it appears natural because it models coupling influence growing with distance, thus allowing reasonable convergence speed to the consensus equilibria. However, many networks of theoretical and practical interest (i.e. opinion dynamics, swarm of robots, sensor networks) are characterized by limited or vanishing influence as the state distance goes to infinity. In this respect, the seminal work [2] proposed a linearlike second order swarming model where the weighting coefficients a ij defining directed influence between birds are modelled by the following non-monotone function: a ij ( x i − x j 2 ) = K (σ 2 + x i −x j 2 ) β , for some fixed K, σ > 0 and β ≥ 0. Conditions to ensure that the birds velocities converge to a common one and their distance remain bounded are given. The analysis of the importance on the equilibrium (cluster consensus rather standard consensus) of the limited agents' communication with coupling function going to zero at some finite value is carried out in [3] for the opinion dynamic Krause's model.
A. Technical Note Contribution
In recent papers [10] , [11] , we introduced a condition for asymptotic agreement (state frozen integral connectivity), suitable for nonlinear time varying monotone networks that extended to this scenario the notion of integral connectivity introduced by Moreau for linear networks [9] , with the additional merit to be frozen in state variables and therefore of simpler verification. Herein, we undertake a non trivial further step by removing the monotonicity assumption, thus extending remarkably the class of considered systems. Specifically the technical note contributions are: i) guaranteed exponential consensus under weak connectivity properties (just existence of a spanning tree for a suitable averaged graph is required) for a large class of non monotone nonlinear networks with time-varying and state dependent dynamic and coupling. This encompasses most of the agents models normally adopted in the literature in the linear and nonlinear time varying setting. Specifically, both the dynamic at the node (self-feedback) and the coupling can be time varying and state dependent with the notable feature that the strength of attraction between two agents may vanish as the distance between their state values becomes larger. This is representative of several network scenarios where it is meaningful to assume that agents far away from each other have a low mutual influence. Differently from [2] , the proposed condition focuses on first order consensus for general non monotone interactions and nonlinear time-varying agent dynamics. With the respect to [3] , herein we address convergence towards standard consensus rather clustering, with the possibility of decreasing coupling strengths as the distance goes to infinity for a larger class of nonlinear time varying networks; ii) we extend the use of a "State Frozen" concept [10] , [11] and integral connectivity to this non-trivial scenario of non monotone networks by introducing a suitable agents connectivity property (later called "Weak integral connectivity"). This 0018-9286 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
has the merit to avoid the circular argument by which solutions depend on the connectivity and the latter is in turn influenced by state evolutions. This type of circular argument normally makes up for conditions that can hardly be tested, in the case of time-varying nonlinear agent dynamics and coupling, without explicit a priori knowledge of solutions; iii) for the described class of systems, we provide an estimate of the exponential rate of convergence towards the agreement manifold.
II. NOTATION AND PROBLEM STATEMENT
Throughout the technical note all vectors are assumed to be column vectors. To denote vectors, we write x = [x 1 , . . . , x n ] for the column vector x ∈ R n . |x| denotes the Euclidean norm of x. 1 is the vector of all ones and e j is the j-th element of the canonical basis of R n , where n should normally be clear from the context. The integer interval N = {1, 2, . . . , n} will be identified with the set of interacting agents. Let a compact set K ∈ R n , herein we denote diam(K) = sup{|x − y| : x, y ∈ K}. Let G(N, E) be a weighted directed graph (digraph) with the set of nodes N = {1, . . . , n}, the set of edges E ⊆ N × N . A node j is reachable from node i if there exists a path in a directed graph connecting nodes i and j, namely there is a finite sequence n 1 , n 2 , . . . , n k of distinct nodes such that (n i , n i + 1 ) ∈ E for i = 1, . . . , k − 1 with n 1 = i and n k = j. A digraph G(N, E) is quasi-strongly connected (or weakly connected) if there exists a node (root or center) from which any other node is reachable. G(N, E) has a spanning tree if there exists a spanning tree that is a subgraph of G. Notice that the condition that G(N, E) has a spanning tree is equivalent to quasi-strongly connectedness. A directed graph is connected if any two nodes can be joined by a path.
Consider a network of agents as described by the following system of nonlinear differential equations:
where x(t) ∈ R n is the state vector, t ∈ R + denotes time and f is a vector field f : R + × R n → R n describing the dynamics of the interaction between agents.
We assume: i) f is locally Lipschitz continuous with respect to x uniformly in time, viz. for all compacts K ∈ R n there exists L K > 0, such that, for all x a , x b ∈ K and all t ≥ 0 it holds |f (t,
The assumptions on f , imply the local existence and the unicity of the system's solution on some maximally extended open interval of definition. Let x(t) denote a solution of (1). At any time instant t the following quantities are of interest:
Fixed an arbitrary solution x( · ) and an arbitrary time t, we define a time-dependent permutation p j (t) of indeces j ∈ N such that it fulfills
Notice that, if two or more entries of x take some given value, then the permutation is not uniquely defined. Nevertheless, the permutation always exists and the value x p i (t ) is independent of how it is selected. Therefore, for any solution x(t) of (1) we can define the corresponding re-ordered solution as x p i (t ) .
III. MAIN RESULTS
Next we state our our main assumption, which will guarantee exponential convergence towards a consensus state.
Definition 1 (Connectivity Indicator Function): Given i = j ∈ N , we say that Ψ ij (t) : R → {0, 1} is a connectivity indicator function if for all compact intervals K ⊂ R there exits ε K > 0 yielding for all x ∈ K n and any t ≥ 0
Definition 2 (Averaged Interaction Graph):
We say that G(N, E) is an averaged interaction graph for (1) if for some T > 0 and for all (i, j) ∈ E there exists a connectivity indicator function Ψ ij (t) and ε > 0 such that for all t ≥ 0
Assumption 1 (Weak Integral Connectivity):
We say that network (1) fulfills Weak Integral Connectivity if it admits a weakly connected averaged interaction graph and every pair (i, j) ∈ N 2 has an associated connectivity indicator function. We denote by T r ⊆ E and r ∈ N the spanning tree and root node in G(N, E).
Remark 1: Notice that if equation (4), holds for some T , it holds a fortiori for allT > T .
Remark 2: In the light of (4), this is an assumption of averaged weak connectedness across uniform time intervals, while by condition (3), the node interaction property is defined on frozen state variables across the same interval, making its verification straightforward. Notice that x + (x i − x j )e j is a state configuration in which the agent j-th have already reached consensus with the i-th agent. Therefore, the proposed state frozen condition is a measure of how much a single agent is able to pull agent i.
The following fact is well-known for monotone networks and continues to hold for the considered non monotone scenario under condition (3).
Lemma 1: The functions x m ax (t) and x m in (t) are, respectively, monotonically nonincreasing and nondecreasing.
Proof: Equivalently, we show that the set [5, Proposition 5.5] ). Moreover, being f i (t, x i 1) = 0 and taking into account condition (3), for all i such that x i = c and any t it holds
Hence f (t, x) ∈ T C x M c . As this holds for all x ∈ M c it proves forward invariance of M c (by Nagumo's Theorem - [6] ) and monotonicity of x m ax (t). A symmetric argument can be used to prove monotonicity of x m in (t) by showing forward invariance of
In what follows, we will present a key lemma which will allow us to later prove exponential asymptotic consensus.
Lemma 2: Let r ∈ N be the root of the spanning tree as from Assumption 1. For all initial conditions x(0) ∈ R n , there exists a finite positive integerk and μ > 0 (uniform in time) such that, for all t ≥ 0, the following holds along the solutions of (1):
and
Proof: We prove the Lemma for x m ax (t), a similar argument holds for x m in (t). Let ε =εε K , and d(q) : N → N denote the distance in the spanning tree of node q from the root r of the tree T r as in Assumption 1. Let us deal first with nodes q at distance d(q) = 1. We carry out an iterative proof where each STEP is composed of several cases.
STEP 1
Case a):
To come up with a suitable estimate we further need to consider the following subcases.
Subcase a 1 ) δ q (t) ≤ δ r (t). Defineq(τ ) ∈ {1, . . . , n} so as to fulfill pq (τ ) (τ ) = q. In the following expressions, the time dependence of q will be omitted for the sake of simplicity of notation. Then, for any node q at distance 1 from the root it holds for all τ ∈ [t, t + 2T ]
The application of Assumption 1 to each of the terms in the integrand of the previous expression (except for the last one) leads to
The former calculations are instrumental for the subsequent exploitation of uniform Lipshitz continuity of f as detailed below
Being f q (θ, x q (θ)1) = 0, it results in
with L denotes the (time-independent) Lipschitz constant of f q . In particular, for all τ ∈ [t + T, t + 2T ], we see that
By the triangular inequality, it holds
Moreover, by Lipschitz continuity of f r , we may infer
Combining the above inequalities, we may restate the bound for x q (τ ) − x m ax (t) expressed in (7) as detailed below:
with ε = ε Kε . By defining
which holds for all τ ∈ [t + T, t + 2T ]. Since Δ(t + T ) ≤ 0, by a standard comparison principle we see that
with
which holds for all τ ∈ [t + T, t + 2T ]. In particular, for τ = t + 2T , equation (10) yields
From the mean value theorem, it results
By Lipschitz continuity of f , convergence of x q (t) towards x m ax (t) is at most exponential in time, and therefore we may infer
From (12) and (13), it results
Finally, in order to derive an estimate of how decreasing is x q (t) which is uniform in time, we combine (14) and (11) and obtain
δ r (t) In this scenario, by Lipschitz continuity of f , convergence of x q (τ ) towards the value x m ax (t) is at most exponential, and therefore we may infer:
that yields
In this case, considering that δ q (t) ≥ δ r (t) and exploiting Lipschitz continuity of f , we may infer
By Lipschitz continuity of f , convergence of x r and x q towards the value x m ax (t) is at most exponential. This, along with assumption x q (t +τ ) = x r (t +τ ), yields
−2 L T . Therefore, in any of cases a, b and c it results
or in other terms
with μ 1 = min{μ a 1 , μ a 2 , μ b , μ c } and δ r (t) = |x m ax (t) − x r (t)|.
STEP 2
Next, we deal with nodes k ∈ N with d(k) = 2. Let q be such that d(q) = 1 and (q, k) ∈ T r . We consider different cases.
δ q (t + 2T ). The analytical derivation is similar to that of the STEP 1-Subcase a 1 ) and here omitted for sake of brevity. It yields to the following estimates:
δ q (t + 2T ). In this scenario by Lipschitz continuity of f , we may infer
In this case, we may infer
with μ c = e −2 L T . Therefore, in any of cases a, b and c it results
Consequently, in order to derive an estimate of how decreasing is x k (t) which is uniform in time by combining (17) and (15), we obtain
A similar procedure can be used to construct an estimate of the convergence rate for an arbitrary node at distance d(k) + 1 based on the estimate for nodes at distance d(k). By induction, for any node k at distance d(k) from the root, the following inequality holds:
Given the fact that only a finite number of agents are present and by Assumption 1, every agent k has a finite distance from the root, a uniform estimate of the convergence rate can be provided. Estimate (19) is still not of the form needed to prove our claim as the estimated rate of contraction is d(k)-dependent and the number of T intervals needed in order to guarantee such decrease in x m ax is proportional to d(k). Nevertheless, μ(d(k) ) ∈ (0, 1) for any d(k) and by monotonicity of x m ax (t) (see Lemma 1) and finiteness of the number of agents, one can take without loss of generalityk := 2(n − 1) and μ = μ(k/2) = μ(n − 1). This concludes the proof of the Lemma.
Theorem 1: Consider the network modeled by equations (1), if Assumptions 1 hold, then the equilibrium set is uniformly exponentially stable and, for any initial condition x(0), x(t) converges to an agreement equilibrium state with the following contraction rate:
The result follows by a Lyapunov argument, considering the function V (x) = max k ∈N x k − min k ∈N x k , and exploiting Lemmas 1 and 2. It is omitted for sake of brevity.
IV. EXAMPLE AND COUNTEREXAMPLE
In this section, we will discuss two illustrative examples. We consider the following nonlinear non-monotone network composed of agents N connected according to the topology of a connected graph G(N, E) as detailed in the following equations: for all t and all (i, j) ∈ E. Therefore, G(N, E) is an Averaged interaction graph, and, being connected, it admits a spanning tree T r as requested in Assumption 1. It is worth pointing out that the assumptions are stated in terms of "frozen" state variables, greatly simplifying the a priori verification of the conditions guaranteeing exponential consensus for non-monotone nonlinear time-varying networks (see Fig. 1(b) for a simulation) .
Remark 3: Verification of connectivity conditions according to integral type ones (i.e., Moreau's definition in [9] ) is not straightforward. Similar difficulties are encountered with all available criteria for consensus of time-varying linear networks ( [8] , [12] , [13] ), including the 
