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1. 1~TRoDucT10N 
Consider the following systems of differential equations: 
x’ =A(t)x, CL) 
Y’ = A (4 Y + g(4 v>v PL) 
Y’ = A (0 Y + W), W,) 
where x, y, g, h are n-vectors, A(t) is a continuous n X n matrix for 
t > 0, g(t, y) is continuous for 12 0, y E R”, and h(t) is continuous for t > 0. 
Strauss and Yorke [8,9] have studied the perturbing uniform 
asymptotically stable systems, and Furuno and Hara [4] have shown some 
more detailed results. Bernfeld [ 1 ] and Lovelady [6] have studied the 
perturbing uniformly bounded and uniformly ultimately bounded systems. 
On the other hand Coppel [2,3] has studied the boundedness of solutions of 
(PL,) from the point of view of the dichotomy theory. Lovelady [5] referred 
to the connections between the perturbation problem and the dichotomy 
theory. 
Here we shall give some further results on the boundedness of solutions of 
perturbed linear systems. 
This paper is much influenced by Strauss and Yorke [9]. 
The purpose of this paper is to prove theorems on the perturbation from 
(L) to (PL) and (PL,) of uniform boundedness (Theorem 3.1), uniform 
boundedness and ultimate boundedness (Theorem 4.1), and uniform boun- 
dedness and uniform ultimate boundedness (Theorem 5.1). 
Let G, be the class of functions g(t, y) such that I] g(t, r)l] <y(t) $(]I yl]) 
for all t > 0 and II y]] > R, where j: y(t) dt < 00 and 4(r) is a positive, 
continuous and nondecreasing function on r > r,, > 0 and 
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We prove in Theorem 3.1 and Theorem 4.1 that if the solutions of (L) are 
uniformly bounded (hereafter called UB) and if g(t, y) E G,, then the 
solutions of (PL) are UB. If the solutions of (L) are UB and ultimately 
bounded (hereafter called UltB) and if g(t, y) E G,, then the solutions of 
(PL) are UB and ULtB. If (F llh(r)ll dt = m, then there exists a matrix A(t) 
such that the solutions of (L) are UB and UltB and the solutions of (PL,) 
are not even UB. If in addition there exists a sequence {f,,,} such that t, -+ co 
and II.@ h(s) d s -V co as m -+ co, then such a matrix A(t) can be chosen to II 
be bounded on [0, co). 
Let G, be the class of functions g(t, y) such that (( g(t, y)I[ & y(t)/ yl(” 
(O,<p<1)forallt~OandjJyl(~R,wheresup,,,e-~J‘:,eSy(s)ds<~. 
We prove in Theorem 5.1 that if the solutions of (L) are UB and 
uniformly ultimately bounded (hereafter called UUB) and if g(t, y) E e,, 
then the solutions of (PL) are UB and UUB. If there exists a sequence {fm} 
such that t, + co and ewtm (p e” j/h(s)// ds -+ co as m -+ co, then there exists a 
matrix ,4(t) such that the solutions of (PL,) are not even UB. 
In Theorem 5.2, we prove that if suprao e-’ Ih e”llA(s)l[ ds < +co and the 
solutions of (L) are UB and UUB, then the solutions of (PL,) are UB and 
UUB if and only if supl.+,,l(e-’ $k e”h(s) dsl( < +a. 
2. DEFINITIONS AND LEMMAS 
Let R” denote the Euclidean n-space. For x E R”, let llxll= C;= i (xii. For 
an n X n matrix A = (a,), define the norm j/A )I of A by I1A 1) = Ci”j=, /ati/. I 
denotes the n x n identity matrix. 
We next present the definitions of boundedness of solutions. The 
definitions are stated for the system, 
x’ =f(t. x), (2.1) 
where f&x) is continuous from [0, co) x R” to R”. We denote by 
x(t, to, x,,) the solutions of (2.1) through (t,, x,,). 
DEFINITION 2.1. The solutions of (2.1) are uniforms bounded (UB) if 
for any a > 0, there exists S(a) > 0 such that (IxOI( <a implies that 
II 46 to T xllll < P(a) for all t, > 0 and t>t,,>O. 
DEFINITION 2.2. The solutions of (2.1) are ultimately bounded (UltB) for 
bound B, if there exist B > 0 and T > 0 such that for every solution 
x(t, to, x0) of (2. l), Ilx(t, t,, x0)1/ < B for all t > t, + T, where B is 
independent of the particular solutions while T may depend on each solution. 
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DEFINITION 2.3. The solutions of (2.1) are unfirmly ultimately bounded 
(UUB) for bound B, if there exists B > 0 and if corresponding to any (1 > 0, 
there exists T(a) > 0 such that j/.x0]/ < a implies that 
II 4~ to 3 xoll < B for all f, > 0 and t 2 f, + T(a). 
We now give a lemma which is concerned with uniform boundedness in 
terms of Liapunov functions. 
Hereafter a Liapunov function V&x) will be assumed to be a scalar 
continuous function which satisfies locally a Lipschitz condition with respect 
to x. 
LEMMA 2.1. Suppose that there exists a Liagunov function V(t,x) 
defined on 0 < t < 03, 11 xJJ > R, where R may be large, which satisfies the 
following conditions: 
(9 44l) < VW) < b(l141>l w ere a(r), b(r) are continuous and h 
increasing and a(r) --) 00 as r + 00, 
(ii) VC2.,)(f, x) = l$n~~p (l/h)(V(t + h, x + hf(t,x)) - V(t, x)} 
< a(t) WV, xl), 
where a(t) > 0 is a continuous function on t > 0 and q+(r) 
continuous, and nondecreasing function on r > r,, such that 
I 
m 
a(t) dt < CD and 
0 I 
* du 
r. $o= ** 
Then the solutions of (2.1) are UB. 
We shall sketch the proof of Lemma 2.1. 
Let 
U(t, x) = - 1: a(s) ds + jyII*x) --&. 
10 
Then for t > 0 and llxll> R we have 
and 
--L<U(l,x)< 
is a positive, 
(2.2) 
(2.3) 
(2.4) 
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where L. = s,” a(t) dt. Let 
i 
a(r) du 
Z(r) = -- 
r. !e> L 
and 
Then Z(r) and s( T are continuous and increasing and G(r) -+ co as r+ 00. ) 
Using the well-known theorem on uniform boundedness [ 10, Theorem 10.21, 
(2.3), and (2.4) h s ow that the solutions of (2.1) are UB. 
Next we give a lemma on uniform boundedness and uniform ultimate 
boundedness. 
LEMMA 2.2. Suppose that there exists a Liapunov function V(t, x) 
defined on 0 ( t < co, (IxIJ > R, where R may be large, which satisfies the 
following conditions : 
6) 4bll> < V(w) < b(l141>9 w ere h a(r), b(r) are continuous and 
increasing and u(r) -+ co as r + co, 
(ii) ~(2.1,(t,~) ,< -{c-al(t)) V t a,(t) VD (0 <P < 1) 
where c > 0 is a constant and q(t) > 0 (i = 1,2) are continuous functions 
satisfying 
lim sup 
(f,UMco,rn) v 
a,(s) ds < c 
I 
tt1 
sup a*(s) ds < i-co. 
t>o t 
Then the solutions of (2.1) are UB and UUB. 
We shall sketch the proof of Lemma 2.2. 
Choose E > 0 such that E < c/3 and 
lim sup 
1 s 
- 
(t,s-t)-+(co,co) s - t i 
a,(r) dz < c - 3~. 
t 
Then for some positive constant M, we have 
exp 
I 
-c(s - t) t lS a,(r) dz 1 < Me-*E(s-t) for s> t 20. 
t 
(24 
(2.6) 
Define U(t, x) by 
U(t, x) = { V(4 x) E(t))‘-4, 
409/83/l-13 
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where E(,f) -= e ” ,I’: et,’ exp i ---C(S I) -+ ,I.: n,(t) & 1 ds. Then. for I 2 0 and 
!lxll > H. we have 
and 
ri (*.,) <--dJ + fia,(t), 
where u = E( 1 - ,!3) > 0 and A = f 1 - @(M/E)‘-~ > 0. Thus we have 
U(t, x(t)) < U(to, x,) e -“(f--fo) + tie -u’ 1.I eosa2(s) ds 
:” 
for t 2 I, > 0, where x(t)(x(t,) = x,) is any solution of (2.1). By (2.6) we 
have 
sup e-“’ if e”‘a,(s) ds < +oo. 
f>O 0 
Then (2.7) implies that the solutions of (2.1) are UB and UUB, thus proving 
the lemma. 
For the linear system (L), 
(i) uniform boundedness and uniform stability are equivalent, 
(ii) ultimate boundedness and asymptotic stability are equivalent, 
(iii) uniform boundedness and uniform ultimate boundedness are 
equivalent to uniform asymptotic stability [ 10, Theorem 11.21. 
Therefore, if X(t) is a fundamental matrix for (L), the following lemma holds 
(2, p. 54, Theorem 11. 
LEMMA 2.3. The solutions of(L) are 
(i) UB if and only if there exists a psitive constaitt K > 1 such that 
l/X(t)X-‘(s)/(<K forall t>s>O, 
(ii) UltB if and only if 
Ilmll -+ 0 as t-+cQ, 
(iii) UB and UUB if and only if there exist positive cawtamts K & 1 
and A > 0 such that 
11X(t) X-‘(s)/ < KeUA(’ -‘) forall t>s>O. 
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We consider the following classes of continuous matrices A(t); 
4 = {A(t); 7;; IP(~ < 001, 
-6 = {A (4; A (4 is continuous on [0, a)}. 
We notice that 
dA = I t A(t); sup e-’ es [IA(s ds < co . I>0 .c 0 I P-8) 
For the proof, see [7]. 
Let p(t) be a continuous function on [0, co) and let Z’(f) = e-‘Ik e”p(s) ds 
and Q(r) = si+ ‘p(s) ds. Then it is easy to see that 
P’(f) + P(t) =p(t), 
Q(t) = P(t + 1) -P(t) + (‘+ ’ P(s) ds. 
t 
(2.9) 
(2.10) 
For the above classes, we present the following lemma. 
LEMMA 2.4. 
Proof: dBf sdA 
f 
~8~ and d,$ Jc are trivial. We show that J&W,. 
Let A(t) E JS?~ and (t) = e-’ J$ eSA(s) ds, then there exists M > 0 such that 
0 < Ilk(t)ll < A4 for all t > 0. Therefore by (2.10) we have 
111“ II A(s) ds < /k(t + 1)/l + II@)11 + i’+’ Ib%)ll ds G 3M t 
which implies A(t) E &,. Let A(t) = (t sin 27rt)Z; then A(t) E JI but 4 A?~. 
The proof is now complete. 
For an n X m matrix B = (b,), let J(BII = C;=, r= r (b,l. The following 
lemma will help to simplify the proof of our main results. 
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LEMMA 2.5. For n x m matrix valued continuous functions B(t) on 
iSand only if 
and 
for any p > 0 
for any p > 0. 
The proof of Lemma 2.5 depends on variations of the relation (2.9) and 
we omit it. 
Let 2 denote any one of “UB,” “UB and UltB,” “UB and UUB.” Define 
the perturbation class F = F(d) for J/ c dc by 
F(d) = { g(t, y); for any A(t) E JC+’ for which solutions 
of (L) are 2, the solutions of (PL) are Z}. 
Define also for J&’ c J$.,, 
&Y(d) = {h(t); for any Aft) E M for which solutions 
of (L) are Z, the solutions of (PL,) are Z). 
We shah use Z for UB in Section 3, for UB and UltB in Section 4 and for 
UB and UUB in Section 5. 
It is easy to show the following property of .F and 3. 
LEMMA 2.6. Let -t4, c dfi c dc. Then 
3. UNIFORM BOUNDEDNESS 
In this section we shall determine the classes of perturb&ons which 
preserve uniform boundedness for the classes si$B, dA, J$E, &r and &‘c. 
Let G, be the class of functions g(t, y) such that 11 g(t, y)ll t< r(r) $(\I yll) 
for all t > 0 and 11 y(I > R, where y(t) is a continuous function on t > 0 and 
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d(r) is a positive, continuous and nondecreasing function on r > r0 > 0 such 
that 
I 
co 
y(t) dt < co and 
0 c 
0~ dr 
r. O(r>= a3* 
Let H and HO be the classes of functions given by 
and 
HO = h(t); jrn Ilh(t)ll dt < CO . 
1 0 I 
THEOREM 3.1. For uniform boundedness and for the classes J$, &‘*, 
dE, d, and d,, we have 
Proof. By Lemma 2.6, F(AQ =I F(_c4c). We first prove that 
~‘(4) = Go. (3.1) 
Let g(t, y) E G,, A(t) E J& and suppose that the solutions of (L) are UB. 
Then it is well known [ 10, Theorem 19.11 that there exists a Liapunov 
function V(t, x) defined on t > 0, x E R”, satisfying the following conditions: 
6) II4 < WV x> < k IlxI19 
(ii) 1 V,x) - v(t, v>l <k/lx - YII, 
(iii) P&t, x) < 0. 
Then for t > 0 and (Ix(I > R we have 
%L)(f3 Y) < &L)(f¶ VI + WI go, Y)ll 
C W) d(ll Y 11) 
,< W) W(t, Y)). 
Then it follows from Lemma 2.1 that the solutions of (PL) are UB, which 
proves (3.1). It also shows that 
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We next prove that 
Suppose that there exists a sequence {t,} such that t, -+ cg and 
(3.3) 
Let A &) = 0. Then A,(t) E dB and the solutions of X’ = A,(t) x are UB. The 
solution y(t, 1,, 0) of y’ = A,(t) .y + h(t) = h(r) satisfies 
/iY(4n,to,O)tl= //!;h(s)ds//+w as m-+oO 
which implies h(t) & A?‘(.J$). This proves (3.3). 
By Lemmas 2.4 and 2.6, and (3.2) and (3.3), we have 
H 3 &q5&) 3 Z(dA) 3 eF-+(dE) 3 2@(dl) 3 dpB(dc) 3 Ho. 
We next prove that 
QVJG> c Ho. 
(3.4) 
(3.5) 
Suppose that h(t) E X(dE) and 
ix 11 h(t)(j dt = 00. (3.6) 
1 0 
Then 
j-; 1 h,(t)( dt = a~ (3.7) 
for some component hi of h. Let I-, I’ and I0 be the sets of points t > 0, 
given by 
I- = {t > 0; hi(t) < -( 1 + t*) - ‘}, 
Z+ = {t > 0; h,(t) > (1 + ?--I}, 
P= (t>O;Ih,(t)l < (1 +t’Y}. 
We can define a Cl-function a(t) on 10, co), given by Strauss and Yorke [9], 
such that 0 < a(t) < log 3 for t 2 0, and 
a(t) = 0 if tEZ-, 
= log 3 if [El+. 
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Then we obtain for all t > 0, 
h,(t)(e““’ - 2) t (1 t t2)-’ > [hi(t)1 - (1 t t2)-‘. 
Hence 
1 ’ hi(s)(ea(s) - 2) ds > f 1 h,(s)1 ds - 1; & ds. 
0 0 
Note that hi(t) E2’(dE) c H. Then, by (3.7) we have 
i 
m hi(t) e”“’ dt = co. 
0 
Consider the systems 
x’ = - u’(t) Ix, 
y’ = - u’(t) Zy + h(t). 
(3.8) 
(3.9) 
(3.10) 
Let A(t) = -a’(t) I. We have 
I/e-‘~~es~(s)ds//(3~~Z1~log3 forall t>O, 
hence A(t) E s$. A fundamental matrix for (3.9) is given by X(t) = e-““‘I. 
Since 
IlX(t)X-l(s)/ = ((e-"'f'ea'S'Z(( < 3((Z(( for t > s > 0, 
the solutions of (3.9) are UB. But if yi denotes the ith component of the 
solution of (3.10), then by (3.8), 
’ y,(t, to, 0) = e-‘(t) 
I 
e4’s’hi(s) ds 
63 
> 3-l 
1 
’ hi(s) eacs)ds -P 00 as t-too 
10 
for each to > 0, which implies the solutions of (3.10) are not UB. But it is 
impossible, since h ES(dE). This contradicts (3.6). Therefore, h satisties 
s,” II h(t)11 dt < co, which proves (3.5). 
Finally we show that there exists h(t) such that h eR(sp’,) = Z-Z, and 
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h E ,X(,c9,). If h*(l) = - 1: h(s) d.s is defined on (0, co), then by an 
integration by parts, the solutions of (PL,) satisfy 
y(t, t,, 4’“) =X(l) x- l&J J’” + h*(t) -. X(f) x- ‘(t,) h”(l,)) 
t X(l) it x ‘(+4(s) h*(s) ds. (3.11) 
. to 
Let h(t) = (cos e’, O,..., 0). Then J‘r 11 h(t)jldt = a. Sine 11 J’f h(u) du I/ < 2e~ ’ 
for all t > s > 0, h*(t) = - iy h(s) ds is defined and )I h*(t)/] < 2e-’ for all 
t > 0. Suppose that A(t) E X4 (i.e., there exists M > 0 such that 
J‘i’ i IIA (s)l/ ds < A4 for all t > 0) and solutions of (L) are UB. It follows then 
from (3.11) and Lemma 2.3 that 
II Y(G b, YJI <Kll y,ll + 2emL + 2Ke-‘” + 2K I’ e--‘llA(s)ll ds 
fo 
<KIly,ll+2(K+ 1)+2K(l-e-‘)-‘M, 
which implies that the solutions of (PL) are UB. Thus we have 
h(t) E Z(A$) and h(t) 6? &“(JQ = H,. The proof of Theorem 3.1 is now 
complete. 
4. UNIFORM BOUFIDEDNESS AND ULTIMATE BOUNDEDNESS 
In this section we shall determine the classes of perturbations which 
preserve uniform boundedness and ultimate boundedness for the classes de, 
~4~) dE, &I and &c. The classes of functions F?(d) and R(&‘) in question 
here are those concerned with “UB and UltB.” To make explicit the 
difference with the statement in Section 3, we denote these perturbation 
classes here by Y*(J@‘~), F*(sB,), p(JB), fl(~‘~), X’*&$), c;lrp*(J,) and 
‘z* wL)* 
THEOREM 4.1. For uniform bowndedness and ultimate boundedness and 
for the classes JB, zfA, &“, &, and &c, we have 
H=,~(~~)3~*(~~)3~(~~)=~(~,)=~*(rEgC)=H0. 
Proof. By Lemma 2.6, F*(d*) z) F*(J$c). We first prove that 
S*(dc) 3 G,. (4.1) 
Let A(t) E &c and suppose that the solutions of (L) be UB and U&B. Let 
g E G,. We must show that the solutions of (PL) are UB and UltB. 
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Let X(t) be a fundamental matrix for (L). Then by Lemma 2.3 there exists 
K > 1 such that 
IlW> *- ‘(s>ll G K for all t > s > 0 
and (4.2) 
IlXWll -+ 0 as t-co. 
It follows from Theorem 3.1 that the solutions of (PL) are UB; i.e., for 
any a > 0, there exists /3(a) > 0 such that 1) y,,lj <a implies 
II Y@Y to 3 Yo)ll < P(a) for all to > 0 and t> to>O. 
Let B =/3(R). Then the existence of t, > to such that 11 y(t,, to, yo)lj <R 
implies 
II At, to, ~o)ll < B for all t 2 t, . 
Hence for the proof of ultimate boundedness of solutions of (PL), it suffkes 
to show that for to > 0 and I( y,(J > B, the solution y(t, to, yo) of (PL) 
satisfies I( y(t,, to, y,)(I <R at some t, > to. Assume that (( y(t, to,yo)(J > R 
for all t > to. By the fact that I,“?(s) ds < co and by (4.2), we can choose 
t, > to so large that 
4W(ll YO II)) Cm Y(S) ds <R/3 
12 
and 
IPWll IF- ‘(to)ll II yell G R/3 for t> t,. 
Then it follows from (4.2) that for t > to, 
II YWII = II YK to 7 Yo>ll 
< IlX(t>llIlX-‘(t,)llII ~011 + IlX(t)ll I” (IX-‘(s) g(s, y(s))11 ds 
to 
+ :, IIWM-‘MW #(II Y(sIO ds I 
Q II WI IF- VOII II Yo II 
+ Ilxwll(~* - to) t 
0 
glt, lIx-‘(s) g(s,Y@))ll 
+ KNMY~~~)) I’ Y(S) ds, 
12 
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because d(r) is a nondecreasing function. Choose 1, 2 t, so large that 
il~(t)ll(t, -- to) sup :/x ‘is, g(s,y(s))lj 6 l?;3 for t>t,. 
r,,sc<r2 
Then, we have (/ bill <R. But this contradicts the assumption. Therefore, 
every solution y(t, t,, x,,) satisfies I/ y(t, t,,, ??,)I! < B for t >, t, , which proves 
(4.1). This also proves that 
We next prove that 
Suppose that there exists a sequence ( tk} such that t, -+ co and 
lij:h(s)ds !I_ 03 as k-+ co. 
We may assume without loss of generality that there exist increasing subse- 
quences (u,}c{tk} and {v,}c{tk} such that u,<v,<u,+,, 
~~,,,-+oo,u,,,+co asm-+oo and 
We can define a Cl-function p(t) on [0, co) such that p(t) = 1 for 0 < t < ur, 
p(t) E l/m for u, < t < v,, 1 p’(t)1 < (m + l)- ' for v, < t < u,+ , , and p is 
monotone on (v,, unt+, 1 for every positive integer m. Consider the systems 
x’ = (P’oYP(t)) Ix (4.5 > 
and 
Y’ = b’(O/~t~)) 0 + W. (4.6) 
Let A(t) = (p’(f)/p(f)) I. Then A(t) E d*, sinee 1 p’(f)/p(f)l < 1 for all t > 0. 
A fundamental matrix for (4.5) is given by X(t) = p(f) 1. Then.tk solutions 
of (4.5) are UB and UltB, since 
IImo~-‘wl = Il(PoMs))~II G ll4l for ail t > s > 0 
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and p(t) + 0 as t -+ co. The solution of (4.6) satisfies 
for every VI, which implies that solutions of (4.6) are not UB. Thus 
h(t) & P(s$), which proves (4.4). 
By Lemmas 2.4 and 2.6, and (4.3) and (4.4), we have 
We next prove that 
Z*(x&) c H,. (4.8) 
Let h(t) E z*(JE). Assume that I,” )( h(t)11 dt = co. The proof of (3.5) is 
imitated line by line through the proof of (3.8). Then we can choose an 
increasing sequence { tm} such that tm -+ co as m + 00, t,,,, r > t, + 1 and 
J fmt’ h,(s) eats) ds > m. fm 
Define a continuous function w: [0, co)-+ [-l,O] such that y(t) z 0 for 
tzm<tGm+l and 
I 
tzm 
q/(s) ds = -1. 
tzm-1 
Consider the systems 
and 
x’ = (l//(t) - u’(t)) Ix 
y’ = (y(t) - u’(t)) zy + h(t). 
Let A(t) = (v/(t) - u’(t)) I; then we have 
[le-‘/:e’A(s)dsl/<(l +3log3)()1(1 forall t>O. 
Hence A(t) E JE. A fundamental matrix for (4.9) is given by 
(4.9) 
(4.10) 
X(t) = Z exp . 
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Then the solutions of (4.9) are UB. since 
It W) X- +)I1 = j jl exp ( ft u/(u) du - a(t) + U(S 1) 11 
d1 1 
<3ij/i for all t > .s > 0. 
Since 
I 
.t ly(u)du-+-a3 as ~-+KI, 
0 
solutions of (4.9) are UltB. The ith component of the solution of (4.10) 
satisfies 
Yi(bl+ 13 tznl~ 0) = I “*“‘+’ hi(s) exp[a(s) - u(tzm+,)j ds t2m 
> 3-l 1 ‘lrn+’ h,(s) e”“’ ds > +rn . t2m 
for every positive integer m, which implies that the solutions of (4.10) are 
not UB. But it is impossible, since h EP(sB,). This contradicts the 
assumption that l,” 11 h(t)11 dt = 00. Therefore, I,” /I /z(t)11 dr < co, whieh proves 
(4.8). 
Finally we exhibit an example h(t) such that h(r) EZ*(dA) and 
h(t) @ Ho. Let h(t) = (sin et, 0 ,..., 0). Then s,” 11 h(t>/dt = co, 
h*(t) = - sy h( s ) d s is defined and IIh*(t)(l < 2~ for all t > 0. Suppose that 
there exists M > 0 such that 1:’ ’ 11 A(s)11 ds < M for all t > 0 and solutions of 
(L) are UB and UltB. It follows then from (3.11) and Lemma 2.3 that 
II Y(h to, Yo)ll < 41 YOU + 2W + 1) + W1 - e-T-I M 
and 
II ~0, I,, ~dll< Il~~~~lll~~~‘~~,~y,II + 2(K + 1) c 2fW - e--l)-’ MT 
which implies that the solutions of (PL) are UB and UltB. Hence we have 
h(t) E A?(M’~). The proof of Theorem 4.1 is now complete. 
5. UNIFORM BOUNDEDNESS AND UNIFORM ULFIMATE BOUNDEDNESS 
In this section we shall determine the classes which preserve uniform 
boundedness and uniform ultimate boundedness for the classes d@, JA, ,J&, 
d, and &. The classes of functions g(J) and Z’(J) in question here are 
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those concerned with “UB and UUB.” To make explicit the difference with 
the statements in Sections 3 and 4, we denote these perturbation classes here 
by ~:(sQg), ~(~4~)~ *@-IA #(4 1, ~(4), &4) and ~(4). 
Let Go,, Z?, and I?,, be the classes of functions given by 
60 = 
I 
gk Y>i II g(h YII 6 Y(fll Y/T (O<p < 1) for all t>O 
and 11 y \I > R, where sup e-’ 
t>o 
and 
A0 = 
1 
h(t); sup e-’ jt es (1 h(s)ll ds < +03 
I>0 0 
THEOREM 5.1. For the ungorm boundedness and unlyorm ultimate boun- 
dedness and for the classes A$, &A) dE, &[ and .J/~, we have 
%4A+ @JG) =) Go9 
THEOREM 5.2. Suppose that supl.+,, e-‘Ik es [IA(s ds < +a~ and the 
solutions of (L) are UB and UWB. Then the solutions of (PL,) are UB and 
UUB if and only if h(t) satisfies 
wp l~e-‘~~e’h(s)ds~~ < +a. 
Proof of Theorem 5.1. By Lemma 2.6, $(J$B) 3 $(sxQ. We first prove 
that 
%4> = Go. (5.1) 
Let g(t, y) E Go, A(t) E dc and suppose that the solutions of (L) are LJB 
and UUB. Then it is well known [ 10, Theorem 19.11 that there exists a 
Liapunov function V(t, x) defined on t > 0, x E R”, satisfying the following 
conditions; 
(i) II4 < W xl < +ll, 
(ii) I W, x) - W, Y)l Q kllx - ~41, 
(iii) VCLj(r, x) < -cV(t, x) for some c > 0. 
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Hence for t > 0 and /I ylj > R we have 
Q,(L Y) d ~‘,,,,ik Y) t kll g(t. ?)I 
< ----cl/(&y) + kY(l){ V(t, y)}f 
(5.2) 
It follows from Lemma 2.2 that the solutions of (PL) are UB and UUB, 
which proves (5.1). This also shows that 
@(g.) 3 A,. (5.3) 
We next show that 
ii 3 L#(dB). (5.4) 
Suppose that there exists a sequence it,) such that t, -+ m and 
We consider the systems 
x’ = -Ix, (5.5) 
y’ = -ry + h(t). (5.6) 
Let .4(f) = -I; then A(t) E JJ~. A fundamental matrix for (5.5) is given by 
X(t) = e-‘I. Since 
IIX(t)X-‘(s)ll = [\I(( e--c*-s) for all t > s > 0, 
the solutions of (5.5) are UB and UUB. But the solution of (5.6) satisfies 
II Y&n 9 09 O)ll = ~~.‘mf??sh(s)ds //_ co as nz--+oo, 
which implies h(t) @C I@‘. This proves (5.4). 
By Lemmas 2.4 and Lemma 2.6, and (5.3) and (5.4) we have 
A 3 cP(dB) 3 #(dA) 3 c#piq 3 AqdJ 3 cP(dc) 3, & 
and 
A+ % 
We next prove that 
A t oF(dA ). 
(5.7) 
t5KJ 
(5.9) 
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Let A(t) E dA and suppose that the solutions of (L) are UB and UUB. By 
(2.8 1 and Lemma 2.5, there exists L>O such that 
eeA’ jt eA$4(s) t I/Ids (L for 1 in Lemma 2.3 and t > 0. Suppose that 
there exists M > 0 such that Ile-tJt es/z(s) dsJ( <M for t > 0. Let &(;ct) = 
ebtjh esh(s) ds. Then by (2.9) and an integration by parts, the solution of 
(PL,) satisfies 
+ X(t) f X- ‘(s)@(s) + I) K(s) ds. 
to 
Then 
j( y(t, Co, yo)ll <K(( yo(( e-a(f-fO) + M t KMe-a('-to' 
+KMe-at ' 
J 
ens llA(s) t 111 ds 
to 
which implies the solutions of (PL,) are UB and UUB, proving (5.9). 
Finally we show that 
cP(JB,) c zTo. (5.10) 
Let h(t) E &(dE) and {fm} be a sequence such that t, -+ co and 
-tm 
1 
fm 
e eSllh(s)ll ds -+ co as m-+oo. 
0 
(5.11) 
Then eetm 12 e’Jh,(s)( ds --) 00 as m + oo for some component hi of h. We 
construct the same C-function a(t) as in the proof of Theorem 3.1. Then we 
obtain, for all t > 0, 
Hence 
h,(t)(e”“’ - 2) + (1 t t2)-’ > /hi(t)1 - (1 t t2)-‘. 
-tm 
I 
tm 
e eshi(s)(eucs) - 2) ds 
0 
> e-fm 
I 
fm es1 h,(s)1 ds - 2ewtm 
0 I 
fm 
e’( 1 t s’)-’ ds 
0 
> e-fm 
I 
tm es ( hi(s)1 ds - z 
0 
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Therefore, by (5.7) and (5.11), we have 
-lm 
i 
fin 
e ests(slhi(s) ds -+ co as m-+ co. o 
Consider the systems 
x’ = -( 1 + a’(t)) Ix, 
y’ = -( 1 $ a’(t)) Zy + h(t). 
(5.12) 
(5.13) 
(5.14) 
Let A(t) = -( 1 + a’(t)) I. We have 
(js’j~e’A(s)ds1/~(1+3log3)~(111 forall t>O, 
hence A(t) E at”. A fundamental matrix for (5.13) is given by 
X(t) = e- ‘-‘(*)Z. Since 
llX(t)X-‘(s)ll < 3 I(ZI( eecfMS’ for all t > s > 0, 
the solutions of (5.13) are UB and UUB. But, if yr denotes the ith 
component of the solution of (5.14), then by (5.12), 
yi(tm, 0,O) = e-‘m-a(fm) A estnts) h,(s) ds 
J 0 
> j- eeLm ftrn es+a(s)hi(s) ds -t 00 as m-+co, 
‘0 
which implies the solutions of (5.14) are not UB. But it is impossible since 
h E&dE). This contradicts (5.11). Therefore, h satisfies sup,>, e-’ 
~~~~~)/\ ds < co, which proves (5.10). The proof of Theorem 5.1 is now 
Proof of Theorem 5.2. The suff’ciency is immediate from Theorem 5.1. 
So we prove the necessity. Suppose that for A(t) E d4 the solutions of (PL) 
are UB. Then there exists L > 0 such that e-‘lt es/A(s) + Z(lds <L for all 
t > 0. Let y(t) = y(t, 0,O) be a solution of (PL,). Then there exists M > 0 
such that [I &)[I < M for t >, 0. Notice that h(r) = y’(c) -A(t) v(t). Then we 
have 
f’e”h(s)ds = 6 e”y’(s)ds - i’e’A(s) y@)ds 
-0 “0 0 
= e’y(t) - f e’(A(s) + 1) Y(S) ds. 
0 
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Hence, h(t) satisfies 
Ile-fj~esh(s)ds //<(I +L)M forall t>O. 
The proof of Theorem 5.2 is now complete. 
Remarks CO Theorem 5.1. (i) In Theorem 5.1, we have assumed 
0 <p < 1. It would be of interest to see whether Theorem 5.1 (i.e., 
~(s&)$ 9(&c) 2 e,,) holds if /3 = 1. The following example shows that we 
cannot make /I = 1. Consider a linear equation 
x’ = -x. (5.15) 
The solutions of (5.15) are of course UB and UUB. Consider then, 
y’ = -y + 2y. (5.16) 
We see that all the solutions (except for zero) of (5.16) are unbounded. 
(ii) Lemma 2.2 and (5.2) show that we can extent the class e, as follows. 
II g(t, YII G ?G(t)ll Yll + Wll YV @<P< 1) 
for all t>O and (IyJI>R, 
1 
.c 
I+ L’ 
where lim sup - 
(I,UMaJ,cn) v 
y,(s) ds is sufficiently small 
(
J^ 
t 
and sup e-’ 
t>o 
e”y,(s) ds < 00. 
0 
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