Abstract
Introduction
Fuzzy systems are useful to solve control problems where the plant is ill-defined or very complex to be modeled by means of its related mathematical equations. Instead, a model-free estimation is made to capture the intuitive human knowledge expressed through if-then rules. Another widespread used model-free paradigms are the neural networks, which try to solve the problem through learning procedures. A great effort is being done currently to join both approaches into the so-called neuro-fuzzy systems. Such approach produces systems that are transparent to the human thinking and, at the same time, are able to evolve under learning algorithms. Fig.  1(a) shows a particular case of the ANFIS neuro-fuzzy architecture, that corresponds to a 'singleton' implementation, while Fig. 1(b) shows the microphotography of a chip designed in a 1µm CMOS technology that implements it [1] . Inside this architecture, the first and fourth layers contain programmable blocks, while the remaining are formed by fixed nodes. The system global response for a given input is determined by the set of programming parameters w in the adaptive layers. Fig. 1 (c) shows a set of curves that correspond to an implementation of the adaptive nodes in a 1.6µm CMOS standard technology [1] . This ability to accept learning procedures compensates the lack of structured knowledge or allows to correct errors due to the hardware implementation in the analog approach, when the learning rules are implemented on-chip or with the chip in-the-loop. The Fig. 1 (d) depicts a typical supervised learning loop, where the learning rules act as a teacher that changes the system response, but also tunes the circuits that implement the algorithm. Therefore, we should be very careful in designing the circuits that implement them, because they are supposed to be more accurate than the underlying error-prone circuitry.
Implementations based on a pure analog approach obtain up to 9 bits of resolution in CMOS digital standard technologies [9] . This is achieved at the expense of a very high area consumption. Another way to warrant precision consists in implementing the learning circuitry with digital techniques, and interface with the analog system through A/D and D/A converters of the required resolution. Obviously, this strategy involves also large circuitry. Thus, both previous approaches are not suitable for on-chip implementation of learning, specially in the case of parallel learning rules, where compactness is essential. However, it is possible to use mixed signal techniques, which are used in the implementation of analog to digital converters, to reduce the area and power consumption. Very accurate circuits for updating as well as to store the weights have already been proposed [3] [4] . In this paper, we discuss strategies to design precise circuits to implement the learning rule. Specifically, a compact and precise circuit to evaluate the polarity of the learning increments, which is the most crucial part for a successful learning [3] [5] , is proposed.
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where E, in an incremental process (the parameters w are updated each time a new input is presented) is usually and is a constant. The strongest restriction for successful learning is the computation of the sign of (1) [3] , because an error in the sign will force an increment of w i in the wrong direction. Let us define the step function (2) A circuit that implements (2) can be used in learning circuitry whose weight update building block uses as input a digital signal that provides the polarity of the increments [3] [5] . Note that (3) where the index p in (3) means that F or T have been evaluated with perturbed weights. The last equality in (3) is due to as a monotone increasing function of z , thus if , and does not depend on . As a consequence, S in (2) can be calculated with the architecture in Fig. 2 . In the following, we will propose strategies to implement the building blocks in Fig. 2 with mixed signal techniques to get a precise, compact circuit. Fig. 1 (e) shows some learning curves corresponding to the controller in Fig. 1 (a) in a learning loop [1] . The curves were obtained by modelling the controller at transistor level and simulating the whole loop in a computer. Successful con- 
vergence is achieved for resolutions in the parameters of up to seven bits. In the following, we will propose circuitry to implement Fig. 2 that is able to cope with this requirement besides of consuming low area and power.
Adder plus absolute value circuitry
The first block to implement in Fig. 2(a) is the adder plus absolute value block in Fig. 2(b) , which computes v o as, (4) This corresponds to a full-wave rectification operator that can be built like Fig. 3 depicts, where half-wave rectifiers are defined as, (5) and (6) Usual mechanisms to implement such operators exploit that the output current in diodes and current mirrors is negligible for positive (or negative) input currents. For implementations where the output voltage carries information, the voltage drop in the diodes introduces an error that is divided by the gain of an amplifier in a feed-back loop in the so-called superdiodes. Another approach exploits the large resistance and zero offset voltage of an analog switch in the off state, and the use of comparators to encode digitally the sign of the input signal. An example of the first strategy is depicted in Fig. 4 (a) for currents [6] , while Fig. 4(b) illustrates the second strategy for a transresistance circuit.
. Full-wave rectification should provide a very good matching between the positive p+ and negative p-pieces of the output curve (see top of Fig. 4 ), in the sense that they should be identical, but with opposite first derivatives. Note that otherwise, the precision of the further comparison in Fig. 2(a) would be severely degraded. Reported full-wave rectifiers in voltage and current mode usually use different signal paths
Fig. 3 Full-wave rectifier (a) and half-wave rectifier blocks (b).
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for positive and negative inputs, thus matching between p+ and p-depends strongly on device matching. For instance, and are obtained directly as drain currents of the transistors M n and M p respectively in Fig. 4(a) , but further processing is necessary to provide the output current. This processing is readily carried out by means of current mirrors. However, each current mirror introduces an error due mainly to the finite output resistance and the mismatching between input and output transistors, which adds offset and gain errors in every reflection. Any other solution in current mode will present a similar drawback. Fig. 4(b) shows a transresistance circuit with diodes as rectification operators and OPAMPs. Here, the main error sources are the voltage offset of the amplifiers and the mismatching among the resistances.
In order to reduce the error, the number of devices in the signal path should be as low as possible. Note that the implementation of and in Fig. 5 do not have any device but analog switches, which have zero offset Fig. 5 Half-wave rectifiers with analog switches.
voltage, in the signal path. Hence, the only source of error is the offset of the comparator. To extend this strategy to a circuit that performs the full-wave rectification, a simple approach is depicted in Fig. 6 , where the inversion of the input signal is made by providing proper control signals to the current switches, which is got by means of simple digital circuitry. Let as define an analog demultiplexor as in Fig.  6(a) . Two analog demultiplexors like this and one comparator can be used to build the desired block as Fig.  6(b) depicts. The comparator provides a digital signal c whose value is 1 for positive and 0 for negative input values. This signal controls the two analog demultiplexors that create the proper signal paths to ensure that the output is always positive. Fig. 6(c) shows a very simple implementation of the analog demultiplexors with analog switches and digital gates. A similar strategy is followed for rectification in voltage-charge domain [7] .
Note that an adder is necessary at output of Fig. 6 (d) to provide a single-end output. Considerations to build this adder are closely related to the strategy followed in the design of the polarity circuit, thus it will be described in the section 5.. At this point, the comparator circuit is the only source of error in the form of an offset at input which equals the offset of the comparator. In the following section, we propose a voltage comparator to implement that in Fig. 6 and fulfils the requirements of high precision and compactness.
Comparator circuit
As said above, the comparator determines the resolution of Fig. 6 . Thus, accurate comparators are needed in Fig. 6 and However, to enhance speed and facilitate output interfacing, a regenerative sense amplifier is a better option. A common implementation of such circuit uses a latch and a differential amplifier as front-end circuit to get a differential input [8] . This circuit is depicted in Fig. 7(a) , where a digital signal Φ is used to reset the latch. In a perfect matching situation, for Φ=1 the latch is forced to be in the meta-stable state Q M .
However, mismatches place this state in a point out of the input=output line (Q M* ). This limits the achievable resolution to about 5 bits for the single latch shaded in Fig.  7(a) . To improve the resolution, front-end amplifier gain is increased, thus the latch offset is divided by this gain. This approach has two main drawbacks:
• Large gains are needed for the front-end amplifier, thus high area and power consumption.
• The offset of the front-end amplifier remains, thus the final offset is,
As a consequence of both previous points, large area consumption is required to reduce the offset in (7). Fig. 7 (b) presents a comparator based on a regenerative amplifier that overcomes the previous inconveniences. The circuit works as
Fig. 7 Voltage comparator based on a latch (a); proposed comparator circuit (b); large signal behavior (c) and simplified small-signal model (d).
follows. For Φ=1, the amplifier acts as a voltage follower due to the negative feedback loop. Note that sources and gates of the transistors Mn and Mp are at the same voltage, thus the transistors are cut-off and the circuit has a high impedance input. The voltage v i-is then presented at input, and due to the negative feedback loop the following value is stored in Cn, (8) where A and E OS are the gain and the voltage offset of the amplifier respectively. In addition, the input v i+ value is also stored in Cp. The circuit remains in Q M (see Fig. 7c) ) as long as the voltage value v i-remains at input. This point is defined by its coordinates, (9) When the phase signal changes to Φ=0, the amplifier works in a positive feedback loop because of the gate to source capacitors associated to the transistors Mn and Mp, and the amplifier output changes in the sense of taking Mn or Mp out of the cut-off region. This conclusion is reached by performing small signal analysis in the simplified small signal model for Fig. 7 (b) depicted in Fig. 7(d) . Note that only one transistor, Mn or Mp, can be out of the cut-off region, thus g m equals the small signal transconductance of this transistor. In the central region of Fig. 7(c) , both transistors are cut-off, thus we can consider and . Analysis on this circuit provides the following pole,
Hence the circuit is not stable as long as .
The transistor Mn will enter in saturation for an increase in the non inverting input voltage of the amplifier, while the transistor Mp will do it for a decrease of this voltage. Such conditions are readily translated to for an increase for a decrease. The gain of the positive feedback loop is reinforced by Mn or Mp as soon as any of them enters the saturation region, and the circuit evolves quickly toward Q 1 in the former case and toward Q 0 in the latter, thus (11) Mismatching of transistors Mn and Mp with respect to ideal ones changes basically the width of the shaded region of Fig.  7(c) . This does not affect the resolution of the circuit as long as Q M is not a stable point.
Note that the circuit performance is not affected at first order by the offset of the amplifier. Limitations are due mainly to
the charge injected in the capacitors in the ON-OFF transition of the analog switches. This error is reduced by increasing the size of the capacitors, as well as by means of dummy transistors in the analog switches. On the other hand, special care must be taken to avoid overshooting at the non-inverting input of the amplifier at the beginning of the evaluation phase, because it could make that the wrong transistor (Mn or Mn) enters in saturation and the circuit evolves toward an incorrect final state. This effect is a consequence of the hysteresis associated to the positive feedback, and it is minimized by enlarging the size of the shaded region in Fig. 7(c) . The example comparator of this paper is built with the amplifier, capacitors and analog switches depicted in Fig. 8 . Despite small devices are used, the resolution of this comparator is more than 8 bits, measured from 30 runs of a Monte Carlo transitory analysis.
The polarity circuit
The Fig. 9 depicts the final implementation of the polarity circuit in Fig. 2(a) , where the absolute value building block at the input is implemented as explained in section 3.. Note that it has two inputs besides of the differential inputs. The input Φ corresponds to the phase signal of the comparator in the absolute value circuit of Fig.  6(b) , because the comparator is implemented as explained in the previous section (see Fig. 7(b) ). On the other hand, the enable input EN corresponds to that in the analog demultiplexors of Fig. 6 . Signals at these inputs are depicted in Fig. 9 . The computation is finished after 4∆. For , comparisons for the proper operation of the analog demultiplexors are made, but only the outputs of the top input block (T) is presented at the adder input, because the bottom block (B) has high impedance outputs (EN B =Φ 2 =0). For , is stored in the capacitor Cn of the output comparator. For the top input block outputs are disabled (EN T =Φ 2 =0), while the bottom input block outputs are enabled (EN B =Φ 2 =1), and is presented at the comparator input. Thus, the comparison of the two previously obtained absolute values 
is carried out (note that multiplexing in time and enable signals allow to save the capacitor Cp and the analog switches in Fig. 7(a) ).
As regards the adder, a very simple way to implement it is proposed in Fig. 9(a) . Since a subtraction is required, a differential amplifier with unity gain can be used. Fig. 9(b) consists of an OTA loaded by a resistor and a current source. The resistor performs the I/V conversion and the current source shifts the output to adapt the output range to the input range of the following circuit. Fig. 9(c) shows the OTA implementation of the example circuit in this paper with transistor sizes and resistor and current source values. The sources of the transistors in the differential pair of Fig. 9 (g) are degenerated with resistors to enhance the linearity of the response curve. The resistors in Fig. 9 can be implemented in standard technologies with transistors or using polysilicon, diffusion or well sheets. Ideal resistors have been considered for the simulations of the example circuits of this paper, because the adder circuit is shared by both adder-plus-absolute value circuits in Fig. 2 , thus mismatching is not going to affect the result. This strategy also allows the use of small transistors in the implementation of the OTA. Sharing of the adder circuit is possible by multiplexing the circuit in time. 
Results
The Fig. 10 shows some results from HSPICE simulations that illustrate the performance of the presented circuits. The parameter ∆ in Fig. 9 equals 100ns in these simulations. Thirty runs of a Monte Carlo analysis were done with an standard n-well CMOS 1µm technology. Parameter deviations were modeled as reported in [9] , with the values for our technology in Table I . Note that the circuit provides the right value for the 30 Monte Carlo curves for signals to compare that differs in 4mV in a range of 1V. The circuits behave quite well also for smaller differences, and many curves still go on well.These results are obtained in spite of the small devices used, thus obtaining high resolution without degrading compactness.
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