I. INTRODUCTION
In video multicast, a single source transmits a video stream to multiple receivers over a network.. However, the network's heterogeneity and scale make the multicast communication a difficult problem. Layered-video is the solution to satisfy user heterogeneity. In layered-video encoding/decoding [6] , [7] , [8] , a signal is encoded into a number of layers that can be sequentially combined to provide progressive refinement of received video signals. In case of insufficient network bandwidth, some data from higher layers may be dropped or are not transmitted. Users can still receive the data of the lower layers, which provide reduced quality but continuous video.
An efficient multicast-tree-construction algorithm is critical to make the layered-video multicast scheme succesful. This algorithm should be able to minimize the total cost of the multicast data path, transmit the data to all destinations in bounded delay, and minimize the delay jitter in receivers. We refer to this problem as the layered-data, + Correspondence author.
bounded-delay, minimum-cost problem. As we already know, the least-cost multicast tree is called a Steiner-tree [9] and the problem of finding a Steiner-tree is known to be NP-complete [lo] . It is clear that the construction of a minimum-cost layered-data-transmission super-tree with delay constraint is also NP-complete. In this investigation, we present a new heuristic algorithm, layered-video multicast super-tree routing (LVMSR) , for multicasting layeredvideo. The proposed algorithm is a distributed algorithm that always satisfies the delay and bandwidth constraints. Data distribution via our constructed multicast data path has sub-optimal total cost and delay jitter. This paper is organized as follows. Section I1 describes our system model and defines the problem. Some keywords are also defined in this section. Section 111 describes our heuristic algorithm Section IV presents our simulation model and some illustrative numerical results. Section V gives some concluding remarks.
LAYERED-VIDEO REPRESENTATION AND

DISTRIBUTION
Let us denote the number of layers generated by the layered-video encoder as L . Layer 1 is the base layer. Any lower I (I 5 L) layers combined together can be used to represent the original video with a different quality. The ( I + 1)th ( I < L ) layer provides enhancement of the video that is represented by the lower 1 layers. The ( I + 1)th layer is valid only if all the lower I layers is valid. If any data of layer j ( j 5 I ) is missed, then the ( I + 1)th layer is also invalid for decoding. In this study, we make no assumption on how the original video is compressed and encoded; we only require that the video be represented in increasingly refined layers. In practice, the base layer provides basic data for those users with minimum available bandwidth, e.g. ISDN users. Every additional layer combined with the lower layers can meet one class of user's requirement.
A . Network Model
We model the network by a connected graph G(V, E). V , the node set, represents routers or switches in the network and E , the data-link set, represents communication links between nodes. There are three parameters corresponding to each communication link e, e E E .
d ( e ) is the delay for link e. In this study, we assume that every data-link's delay is a known constant. c(e) is the cost rate of link e . It represents the charge incurred for using the data-link and can be measured 
Baszc Definitions
To clarify the discussion, we need to define the following A super-tree ST(V, E ) is a graph constructed by merging several trees that have the same root. The trees are merged to form the super-tree according to the following rules:
1. The super-tree node set V is the union of the node sets of all trees. This can be represented by:
where is the node set of tree i.
2. The super-tree edge set is the union of the edge sets of all trees, which can be represent by:
where Ei is the edge set of tree i.
In this definition, we assume that, in the resulting super-tree, edges that have the same end nodes are merged into one edge.
A super-ditree SDT(V, E ) is a graph constructed in the same way as a super-tree except that all of the original trees used to construct the super-tree are directed trees and the edges that have the same end nodes are merged into one edge only if their directions are the same.
A wezghted super-tree WST(V,E) is a graph constructed in the same way as a super-tree except that all of the original trees are weighted trees and the resulting edge weight is the sum of all the weights of the edges with the same end nodes when merging the corresponding edges.
A wezghted super-ditree WSDT(V,E) is a graph that is constructed from a group of weighted directed trees according to both policies of constructing super-ditree and weighted super-tree.
A constrained lowest-cost path from tree T to node v is the least cost path from any node in tree T to node v that has delay less than the maximum acceptable delay
A from the root s of the tree T to node U . We denote the corresponding path as P(T, U), the cost on such a path as Pc(T, U ) , and the delay on it as Pn(T, v).
keywords.
C. Problem Specifications
For a layered-video multicast, it is important to design an efficient multicast super-tree. The multicast super-tree is not exactly a tree because different layers of video data can go through different paths to a destination. When we look at a specific layer of video data routing, the routing paths form a tree. However, the routing paths of a set of streams (a layer of video data forms one stream) forms a super-tree. A multicast super-tree must satisfy the following requirements:
Priority transmission: Network gives higher priority to lower layers and always transmits data of a lower layer before transmitting any data of a higher layer. Furthermore, a receiver can decide how many layers of data it will receive according to its own capacity or the bandwidth available for its connection. When the available bandwidth is low, a higher-layer stream may not be delivered to some receivers even though they requested for it. We also assume that the network has some mechanisms (such as RSVP) to reserve network resources for data transmission. Minimum total cost: The total cost of the multicast super-tree is calculated as follows:
where ST is the multicast super-tree.
Bounded delay: The delay of a path P ( s , r ) from source s to a receiver r ( r E R, R is receiver set) should always satisfy a bounded value A, i.e., Minimum delay jitter: We define the delay jitter as the sum of different receiver's delay variance, which can be calculated as follows:
where D,j is the delay for layer j at receiver r, and D, is the average data delay at receiver r , B, is the total bandwidth required by receiver r, and I31 is the bandwidth requirement for layer-1 User satisfaction: User satisfaction is measured by the fraction of the weight of the requested video layers by users and the weight of the received video layers. It is given by:
.
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where M, is the total number of layers request by receiver r and L, is the actual continuous lower layers received by receiver r .
LAYERED-VIDEO MULTICAST SUPER-TREE (4)
ROUTING (LVMSR) ALGORITHM
Given a network G(V, E ) , the LVMSR algorithm is used to compute a multicast super-tree, which can deliver as many layers of video data as possible to satisfy every receiver's requirement. The data is distributed with minimum cost while simultaneously satisfying the quality of service (&OS) requirement, i.e., bounded delay and small delay jitter .
The LVMSR problem is an optimal routing-with-delayconstraint problem. The cost requirement often conflicts with the delay requirement. As a result, the super-tree with minimum cost may have long delays for some paths, whereas a minimum-delay super-tree may incur a high cost.
A trade off must be reached to satisfy the specific requirements. Our algorithm is a heuristic that adopt some concepts of the Steiner-tree algorithm. While the Steiner-tree algorithm is used only to compute a multicast tree, our algorithm constructs a multicast super-tree that delivers more than one layer of data to the destinations. In the following discussion, we assume that all nodes in the network have the information necessary to construct the constrained lowest-cost path from it to any other node. LVMSR is a source-oriented distributed routing algorithm. The basic idea of the LVMSR algorithm is that it first constructs the minimum-cost multicast tree under delay constraint for the base layer (layer l), denoted as 'TI. In layered-video multicast, all receivers which request for t,he same video in a multicast session should subscribe to i8he base layer, hence, this multicast tree includes the source node and all receivers. Computing such a tree is the standard conditional Steiner-tree problem and there are heuristics to solve this problem [3], [3] . After the layer 1 multicast tree is constructed, we then construct layer 2. And then layer 3, ... and finally the layer L multicast tree. The key steps of the heuristic algorithm are described below.
A . The LVMSR Algorithm
Step 1 : Initialize the multicast super-tree ST that ctnly includes the source node S. Set the current layer 1 I= 1.
Step 2: Source marks the tree rooted at source node of ST that has enough bandwidth to transmit layer-1 data. If there is more than one path from the source to any node, the lowest-cost path from the source to the node is selected. This is the initial multicast tree for layer-l. For every node in the initial layer-l multicast tree, record its corresponding delay. The source then sends the initial tree information to all receivers that are not in the tree.
Step 3: Every layer-l receiver that is not in the tree Ti calculates its delay-constrained, lowest-cost path from tree Ti to itself separately and sends this informaltion to the source. The delay-constrained, lowest-cost path is calculated in a simple way. A receiver calculates the lowest-cost path and minimum delay path from every node in tree 3 to itself. Then every receiver selects the lowest-cost pat-h under delay constraint from all the paths calculated by the above two methods. If no constrained lowest-cost path exists, the receiver will notify the source and unsubscribe to the video seasion.
Step 4 : The source selects the layer-l receiver that has the minimum cost under delay constraint to the tree Ti, and it adds the receiver and its correspond--ing constrained lowest-cost path to %. If any node in the selected constrained lowest-cost path is already in tree z, the node's parent is changed to the new parent in the newly-selected, delay-constrained lowestcost path. The delay information for every node in the tree is then updated. e
Step 5: If all the receivers for layer-l data are not in the tree, go back to Step 3. Otherwise, Ti is constructed successfully. Prune all the edges and nodes tha.t are not in any layer-1 receivers' data path and the resulting tree is the multicast tree 3 for layer-l. 
B. Dynamic Member Management in LVMSR
The LVMSR algorithm is also suitable for dynamic member management in that it is easy to add or delete receivers at any time. To add a receiver, the new receiver requests the source to send the current multicast super-tree information. The receiver then calculates the delay-constrained, lowest-cost paths for every layer from the super-tree to itself and sends the information to the source. Then, the source includes the newly-selected data paths and receiver in the super-tree. Deleting a receiver from the multicast session can be done by excluding all the paths that are used by the receiver exclusively.
C. LVMSR Properties and Complexity Analysis
The LVMSR algorithm has following properties:
Property 1: A node in a newly-selected data path is originally in the tree if and only if the delay from the source to it along the newly-selected data path is less than the delay along the old data path, and using the node as a fork node for the selected receiver violates the delay constraint I . Property 2: The multicast tree of any layer is a tree. There is only one data path, if exists, from the source to any receiver. 
O(Rn2) and the messages needed is O(R2).
Here R is the number of receivers, n is the total number of nodes in the network.
I v . ILLUSTRATIVE EXAMPLES
In the following simulation, we generate a random network topology with 400 nodes and randomly select N ( N 5 100) receivers. The network generation is based on the hierarchical-nodes and random-links idea [5]. A network plan is first divided in 10x10 grids. 20% of the grids are randomly selected as high-density areas and the other 80% are selected as lower density areas. The network plan is divided into 4 equal-sized wide areas and a wide-area center router is placed in the middle of every area. The wide-area center routers are fully connected, and they represent the backbone network. For every dense area (one grid) or every four sparse grid (2x2), an area center router is placed in its center. These are second-layer routers. A data-link is placed between any area center router and its wide-area center area router. Also, any two area centers routers may be connected. A link between two area centers is added by using the following probability pl function [2], [5]:
'A fork node is a connection node that is the beginning node for a newly-selected receiver's data path on the original multicast tree. Where d ( u , v) is the distance between U and U , while D is the maximum distance between any two nodes that may be connected by a link. X is used to control the data-link densities and a high X results in high link densities. Finally, p is used to control the density of short data-links relative to long data-links and small p results in more short data-links. We set X = 10.0, p = 0.1, and D = 2 5 4 , which is the longest distance from a node to its wide-area center router. After placing all layer-2 nodes and the corresponding links, layer-3 routers and links are generated. A layer-3 router is placed randomly in a grid according to the placement probability. When a router is placed into a grid, it randomly selects a position that is not occupied by any router inside the grid. After all nodes are placed in the plane, a data-link is added between a layer-3 router and its area center router (layer-2 router). A link between layer-3 routers may also exist. The probability of a link existing between any two layer-3 nodes follows the same probability function pr given in Equation 5, but with parameters X = 0 . 7 ,~ = 0.2, and D = 20.
The network topology generated here has 400 routers and 1132 links. The average degree in the network is about 3, which is a good approximation for network in the real world. Fig. 1 shows a network topology that is generated by our simulation. In this network, no duplicate links exist between any two nodes. The cost of a data-link between any two routers is a random number c ( e ) , where .(e) E U(50,70) for two layer-1 nodes (wide-area center node), c ( e ) E U(10,30) for two layer-2 nodes (area center routers) or between a layer-1 node and a layer-2 node, and .(e) E U(1,11) for any two layer-3 routers or a layer-3 and a layer-2 router. The delay of any data-link is assumed to be the length of the datalink. The average cost and delay for all data-links in the graph is 7.2453 and 7.5540, respectively. We assume that the total bandwidth of a data-link is 100 Mb/s between any two wide-area centers, and 10 Mb/s for all other data-links. At any time, a link's available bandwidth is a random number less than its total bandwidth. The available bandwidth for a data-link in different directions can be different.
Assume that the video data is encoded in two layers. The bandwidth requirement for each layer is 1 Mb/s. Assume also that the system has some mechanism to reserve resources when setting up data distribution paths and the available bandwidth will not change while setting up the data paths. The LVMSR algorithm successfully constructed a multicast super-tree. Fig. 2 shows the layer-1 multicast tree. There are 50 receivers in this tree. The delay constraint is A = 110 in this simulation. Fig. 3 are the nodes and links in Fig. 2 . The multicast trees have some long links because those links have smaller cost than the unselected ones. We also want to point out that some links overlap because more than 2 nodes may be in a line in graph. Thus, some nodes seem connected together even though they are not. It is already proved in 111-C that the multicast path for every layer is a tree. All leaves in a layer's tree are receivers. But a receiver is not necessarily a leaf in the multicast tree. It could be a routing node and a receiver at the same time. The multicast paths to deliver all of the data form a multicast super-tree, as shown in Fig. 4 . It clearly shows that it is no longer a tree structure. Some receivers may have different data paths for different layers of data.
Using the above network model, we studied the relationship between the total cost and the delay bound A. In this study, we randomly select 50 nodes and half of them request both layers. The bandwidth requirements of both layers are 1 Mbps. Fig. 5 plots A vs. cost and it shows that, when the delay constraint is tight, we need more cost to deliver the data. The total cost reduces fast and then be- comes relatively flat when the delay bound increases. 'The total cost changes little when the delay bound is large, because now, it is no longer an actual constraining factcdr in constructing the multicasting tree, i.e., the resulting multicast tree for every layer is equivalent to the minimum-cost multicast tree. We have also studied the average cost per layer per receiver for our algorithm: In this simulation, about half of the receivers in every test requests both layers. The group size is changed from 10 to 100. Fig 6 plots the average cost rate per layer per receiver vs. group size. The three lines correspond to average cost ( $ / M b ) per receiver for layer 1, layer 2, and both layers, respectively. Fig 6 shows that, when the group size is small, the average cost is high. This is because every receiver has a long data path from source as the number of links per receivers is large. When the group size increases, the average cost first decreases very fast and then it is relatively flat. The average: cost rate per receiver is the smallest for layer-1 data and the largest for layer-2 data because our algorithm gives priority for layer-1 multicast-tree construction. We also want to point out that, even though the average cost rate per link is 7.25/Mb in our network topology and the average number of links per receiver is much larger than one became there are some routing nodes in a multicast super-tree, th.e average cost rate per receiver for a large group size is only about 6.5, 7.7, 10.0 ( $ / M b per receiver) for layer 1, layer 2, and both layers, respectively. The average cost rate per receiver for layer 1 is less than the average of a link's cost rate (7.25), and the average cost rate per receiver per layer is only a little bigger than the average cost rate per link. This confirms that our algorithm is an effective algorithm in finding the minimum-cost, delay-constrained multicast super-tree. 
V . CONCLUSION
This paper presented a new distributed algorithm (LVMSR) with O(Rn2) time complexity and O ( R 2 ) message complexity to construct layered-video multicast datapaths. The multicast data-paths form a multicast supertree. The super-tree constructed by this algorithm can always satisfy the delay constraint while providing small delay jitter and low cost. By using the LVMSR algorithm, data from different layers may be routed via different paths in case of insufficient bandwidth which can improve the QoS of the received video. Our simulation results show that the algorithm performs well in randomly-generated network topologies.
