A refinement of Hironaka's additive group schemes for an extended invariant by Dietel, Bernhard
A refinement of Hironaka’s
additive group schemes for an
extended invariant
Dissertation zur Erlangung des Doktorgrades der
Naturwissenschaften (Dr. rer. nat.) der Fakulta¨t fu¨r
Mathematik der Universita¨t Regensburg
vorgelegt von
Bernhard Dietel
aus Regensburg
im Jahr 2014
Promotionsgesuch eingereicht am: 23.10.2014
Die Arbeit wurde angeleitet von: Prof. Dr. Uwe Jannsen
Pru¨fungsausschuss:
Vorsitzender: Prof. Dr. Harald Garcke
Erst-Gutachter: Prof. Dr. Uwe Jannsen
Zweit-Gutachter: Prof. Dr. Vincent Cossart, Universite´ Versailles
weiterer Pru¨fer: Prof. Dr. Klaus Ku¨nnemann
Contents
Contents 3
Introduction 5
1 Polynomials 11
1.1 Multiindices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Wellordered vector spaces . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Monomial orders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Additive polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Differential Operators 21
2.1 Derivations and differential operators . . . . . . . . . . . . . . . . . . . 21
2.2 Differential operators in positive characteristic . . . . . . . . . . . . . 25
2.3 Jacobian criteria with differential operators . . . . . . . . . . . . . . . 27
3 Groups 33
3.1 Cogroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Differential operators on cogroups . . . . . . . . . . . . . . . . . . . . 36
3.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Rings of invariants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4 Filtrations and Graduations 45
4.1 Filtered rings and modules . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Good filtrations and their inheritance . . . . . . . . . . . . . . . . . . 47
4.3 Graded rings and modules . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4 Graduations associated to filtrations . . . . . . . . . . . . . . . . . . . 52
4.5 Hilbert series of graded modules and cones . . . . . . . . . . . . . . . . 54
4.6 Hilbert series of good filtered modules . . . . . . . . . . . . . . . . . . 57
5 Bifiltrations 59
5.1 Bifiltered modules and harmonious modules . . . . . . . . . . . . . . . 59
5.2 Exact sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 Bifiltered modules over local rings . . . . . . . . . . . . . . . . . . . . 63
5.4 Bifiltered modules over polynomial rings . . . . . . . . . . . . . . . . . 66
6 Ridge and Directrix 69
6.1 Ridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Directrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.3 Comparing ridge and directrix . . . . . . . . . . . . . . . . . . . . . . 74
6.4 Intersections of ridge and directrix . . . . . . . . . . . . . . . . . . . . 77
3
CONTENTS
7 Permissible Blow Ups 83
7.1 Tangent cones and normal cones . . . . . . . . . . . . . . . . . . . . . 83
7.2 Blow ups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7.3 Permanence properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.4 Characterizations of normal flatness . . . . . . . . . . . . . . . . . . . 89
8 The Invariants 93
8.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.2 Behavior of the invariants under permissible blow ups . . . . . . . . . 97
9 Hironaka Schemes 107
9.1 Definition and characterization via differential operators . . . . . . . . 107
9.2 Hironaka’s theorem IV . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
10 Refined Hironaka Schemes 115
10.1 The initial map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
10.2 Refined Hironaka schemes . . . . . . . . . . . . . . . . . . . . . . . . . 117
10.3 Dissecting variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
10.4 Main theorem A for cones . . . . . . . . . . . . . . . . . . . . . . . . . 122
10.5 Proof of the main theorems I . . . . . . . . . . . . . . . . . . . . . . . 129
10.6 The setting for the examples . . . . . . . . . . . . . . . . . . . . . . . 131
10.7 Strategy for a certain class of examples . . . . . . . . . . . . . . . . . . 134
10.8 Examples up to dimension 5 — Proof of the main theorems II . . . . . 135
10.9 An example in dimension 2p− 1 — Proof of the main theorems III . . 143
Bibliography 147
4
Introduction
Hironaka introduced certain additive group schemes in [H5] to obtain information
about the locus of near points under a permissible blow up in resolution of singular-
ities in positive characteristic. The aim of this thesis is to introduce new additive
group schemes, adapted to the locus of very near points, and to show that they have
properties comparable to Hironaka’s group schemes.
Let X be a scheme, say reduced and excellent. In resolution of singularities one
considers the question if it is possible to find a proper and birational morphism
pi : X˜ → X such that X˜ is regular. In his famous paper [H1] Hironaka proved the
existence of resolution of singularities for algebraic varieties of arbitrary dimension
over a field of characteristic zero. He was honored with the Fields medal for this work
in 1970. Originally the proof was not constructive and very technical. Building on
Hironaka’s ideas several results were accomplished during the last decades, leading
to constructive and accessible proofs. This movement began with Villamayor [Vi]
and Bierstone and Milman [BM1], [BM2] and was continued by Encinas and Hauser
[EH], Hauser [Ha], Cutkosky [Cu1], and W lodarczyk [Wl] to name but a few.
In positive characteristic the first proof of resolution of singularities of surfaces
goes back to Abhyankar [Ab1]. He showed resolution of singularities of threefolds in
positive characteristic over an algebraically closed field of characteristic p 6= 2, 3, 5
in 1966. The proof in [Ab2], [Ab3], [Ab4], [Ab5] and [Ab6] is extremely long and
difficult. Abhyankar’s results have been simplified by Cutkosky [Cu2], [Cu3]. Lipman
proved resolution of two-dimensional excellent schemes ([Li]). He used not only blow
ups but also normalizations, so this does not give embedded resolution. Cossart,
Jannsen and Saito proved canonical resolution of singularities for excellent schemes
of dimension two based on an idea of Hironaka only with blow ups ([CJS] 2009), and
hence embedded resolution. Cossart and Piltant showed the existence of a birational
and global resolution in dimension three under the condition that the base field is
differentially finite over a perfect field ([CP1] 2008, [CP2] 2009). They announced a
similar result for the arithmetic case, see [CP3]. Hitherto no approach succeeded in
higher dimensions. A weaker kind of resolution in positive characteristic was obtained
by de Jong using alterations ([dJ]).
Invariants
Let X be a locally noetherian scheme. A standard approach to resolve its singularities
is a blow up pi : X ′ → X of X in a center D ⊆ X. Let CX,x be the tangent cone of X
at x, which contains the tangent space TD,x of D at x. Then the blow up leaves X \D
unchanged and a point x on D is replaced with the projective space P(CX,x/TD,x)
associated to CX,x/TD,x, at least if D is regular at x and X is normally flat along D
at x. D is then called permissible at x. One uses invariants to measure singularities
and to see if the situation at a point x′ ∈ pi−1(x) has improved.
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As a first invariant we use the Hilbert series HX,x ∈ N[[T ]] of the tangent cone
CX,x. With the notations from above one wants the estimate
(I) H
(d)
X′,x′ ≤ HX,x
in order to assure that the singularity at x′ does not become worse. Here H(d)X′,x′
is the Hilbert series of CX′,x′ × Ad, where CX′,x′ is the tangent cone of X ′ at x′
and d = tr.deg(κ(x′)/κ(x)). Property (I) was proved by Bennett ([Be]) and by
Hironaka ([H4, Th. I]) in the slightly weaker form H
(d+1)
X′,x′ ≤ H(1)X,x. Singh could
show (I) in its full strength ([Si1]). In [H1] Hironaka uses another invariant, the
ν-invariant ν∗x(X) ∈ NN that behaves differently from the Hilbert series. He proves
ν∗x′(X
′) ≤ ν∗x(X) and H(d)X′,x′ = HX,x if and only if ν∗x′(X ′) = ν∗x(X) ([H4, Th. II,
III]).
(I) can be an equality. In this case x′ is called near to x. The Hilbert series
has to be extended to a subtler invariant to see also smaller improvements in the
singularity under blow ups. As a second invariant we use the dimension of the ridge
of CX,x. The ridge Rid(C) of a cone C is the largest homogeneous additive group that
leaves the cone invariant under translation inside some surrounding vector space. In
characteristic zero, ore more generally over perfect fields, it always coincides with the
directrix, at least up to reducedness. The directrix of the cone C is the largest vector
space Dir(C) that translates the cone C onto itself. The inclusion Dir(C) ⊆ Rid(C)
can be strict in positive characteristic. The invariant dim Rid(CX,x) was employed
by Hironaka in [H1] and he proved ([H2, Th. (1,A)]) that for near points
(II) dim Rid(CX′,x′) + d ≤ dim Rid(CX,x).
The point x′ is called very near to x if (II) is an equality as well. Resolution is
achieved if one can show that there is no infinite sequence of singular very near
points under continued blow ups. For this purpose Hironaka associated a polyhedron
to the local ring OX,x ([H3]). In this work we only deal with the first two invariants
and our objective is to gain as much information about the singularities from them
as possible.
Hironaka schemes
Hironaka made an attempt to gain more information about the locus of near points
inside pi−1(x) in positive characteristic by introducing certain group schemes in
[H5]. They are called Hironaka schemes now. To a point y of an affine space
V = Spec(S), S = k[X0, ..., Xn] one associates a subgroup By of V : The ring of
invariants Uy of By in S is generated by those homogeneous polynomials f ∈ S with
H
(d)
Y,y = HY,0, where Y = Spec(S/〈f〉) and d = tr.deg(κ(y)/k). With the notations
from above let V be some vector space containing CX,x/TD,x. Then x
′ ∈ PV and
we write Bx′ for the Hironaka scheme By, where y ∈ V and x′ ∈ PV are defined by
the same prime ideal in S. Hironaka proved that Bx′ is contained in the ridge of
CX,x/TD,x if (I) is an equality ([H4, Th. IV]).
Therefore x′ ∈ P(Rid(CX,x)/TD,x) if x′ is near to x. This can be proved without
the use of Hironaka schemes, but Hironaka schemes are very special and rare group
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schemes and one can say more: Hironaka proved that all Hironaka schemes of dimen-
sion ≤ p are vector spaces in characteristic p and that there is precisely one type of
non-vector space Hironaka scheme of dimension 3, namely
Spec(k[X0, ..., X3]/〈X20 + a2X21 + a1X22 + a1a2X23 〉)
for char(k) = 2 and [k2(a1, a2) : k
2] = 4 ([H5], see Type 3 in 10.8 of this thesis).
Oda was able to characterize Hironaka schemes via their Dieudonne´ modules using
differential operators and classified Hironaka schemes up to dimension 5 ([Od], see
also 10.8). Mizutani sharpened the original bound of Hironaka. He showed that in
characteristic p all Hironaka schemes of dimension ≤ 2p − 2 are vector spaces and
that there is precisely one type of non-vector space Hironaka schemes of dimension
2p− 1 ([Mi], see 10.9).
The benefit of these observations lies in the following: If Bx′ is a vector space, then
a near point x′ must lie in the subspace P(Dir(CX,x)/TD,x) ⊆ P(Rid(CX,x)/TD,x).
Therefore dimX ≤ 2 char(κ(x)) − 2 or char(κ(x)) = 0 imply that all points near
to x must lie in P(Dir(CX,x)/TD,x) (cf. [CJS, 2.14]). Thus the locus of near points
is narrowed down. Near points can lie outside of P(Dir(CX,x)/TD,x) if dimX ≥
2 char(κ(x)) − 1. In [CJS] this is considered as one of the main obstructions to a
generalization of their proof to higher dimensions. The more severe obstruction is
the missing of a tertiary invariant in dimension ≥ 3.
Mizutani conjectured that Hironaka schemes of exponent e must have dimension
at least 2pe−1, where p is the characteristic of the ground field ([Mi]). The exponent e
measures how far away a Hironaka scheme is from being a vector space (see 10.6). The
author was able to show that a Hironaka scheme of exponent e must have dimension
at least e(p− 1) + p ([Di], Th. E). Remark: In [Ru, 5.2] Russell claims the existence
of Hironaka schemes of dimension 4p − 2 with any exponent e ≥ 2. This cannot be
true in view of the dimensional bound e(p− 1) + p which depends on e.
Refined Hironaka schemes
Hironaka schemes are constructed with respect to the Hilbert series. In this work we
introduce refined Hironaka schemes with respect to the extended invariant consisting
of the Hilbert series and the dimension of the ridge. To a point y of an affine
space V = Spec(S), S = k[X0, ..., Xn] we associate a subgroup Fy ⊆ V : Its ring
of invariants Vy is generated by those homogeneous additive polynomials f ∈ Uy
for which also the initial form of f at y is additive. We will show that at least in
low dimensions Vy is generated by those homogeneous polynomials f ∈ S with the
following property: For the hypersurface Y := Spec(S/〈f〉) one has the equalities
H
(d)
Y,y = HY,0 and dim Rid(CY,y) + d = dim Rid(CY,0), where d = tr. deg(κ(y)/k). The
natural inclusion By ⊆ Fy is an equality if By already is a vector space. This always
holds in characteristic zero, so we will not discuss this case. The inclusion By ⊆ Fy
is strict if By is not a vector space in all examples known to the author.
Let still be X a locally noetherian scheme and pi : X ′ → X a blow up with center
D ⊆ X, permissible at x ∈ D and x′ ∈ pi−1(x). If CX,x/TD,x ⊆ V , then x′ ∈ PV and
we write Fx′ for the refined Hironaka scheme Fy, where x
′ and y are defined by the
same prime ideal. We are able to transfer [H4, Th. IV], [Mi, Theorem 2.8] and [CJS,
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2.14] to some extent to this new situation and get the following results:
Main Theorem A. If (I) and (II) are equalities and
(III) dimX ≤ 5 or dimX ≤ 2 char(κ(x))− 1,
then CX,x/TD,x is invariant under the action of the refined Hironaka scheme Fx′.
Main Theorem B. Let F be a refined Hironaka scheme over a field k of positive
characteristic. If dimF ≤ 5 or dimF ≤ 2 char(k)− 1, then F is is a vector space.
Main Theorem C. If (I) and (II) are equalities and (III) holds, then
x′ ∈ P(Dir(CX,x)/TD,x).
C diminishes one of the obstructions to a generalization of the proof of [CJS] to
higher dimensions.
For the proof of these theorems we will introduce a certain new kind of good
coordinates (dissecting variables) at points of an affine space. To prove A in the
presence of such variables, we will roughly show the following: If (I) is an equality,
then certain equations giving rise to the ridge of CX,x/TD,x at the origin, give rise to
the ridge of this cone at the point y under taking their initial forms. With ’giving
rise’ we mean that equations of the ridge can be computed from these equations via
differential operators. The necessity to ensure the existence of dissecting variables as
well as the proof of B will then be reduced to a few situations: In the end we succeed
in proving A and B in low dimensions using the classification of Oda in a case by
case analysis. C is a direct consequence of A and B.
The obstruction to generalize the main theorems to higher dimensions lies in
the fact that Hironaka schemes become increasingly intransparent in higher dimen-
sions and our proof depends on analyzing all types of them. Theoretically, the main
theorems (at least A) could be proved in any dimension if one could investigate the
behavior of all Hironaka schemes up to that dimension. But instead of this seemingly
inaccessible approach one rather should try to give a better description of the refined
Hironaka schemes, maybe in form of a criterion describing their rings of invariants
with differential operators.
In this work we find exactly one example of a non-vector space refined Hironaka
scheme, namely the hypersurface of dimension 7 defined in Spec(k[X0, ..., X7]) by the
equation
X20 + a1X
2
1 + a2X
2
2 + a3X
2
3 + a1a2X
2
4 + a1a3X
2
5 + a2a3X
2
6 + a1a2a3X
2
7 ,
where char(k) = 2 and [k2(a1, a2, a3) : k
2] = 8 (see 10.8, Type 4-4). In view of
the similarity to the minimal non-vector space Hironaka scheme in dimension 3 from
above, it seems likely that this is the smallest non-vector space refined Hironaka
scheme.
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Content
In this work we try to give a comprehensive account of the overall situation and
proceed as self-contained as possible. In chapters 1 to 6 the technical framework will
be settled.
The most important tool we will use are the differential operators discussed in
chapter 2. We determine them in positive characteristic in 2.2. Furthermore we are
able to prove a very general version of a Jacobian criterion using these operators (see
(2.3.5)): For a prime p of a formally smooth A-algebra B such that also Quot(B/p)
is formally smooth over A one has b ∈ p(n) if and only if Diff≤n−1A (B)(b) ⊆ p. This
criterion seems to be new and can be used to compute the locus of higher orders.
Hironaka schemes as well as our refined Hironaka schemes are algebraic groups
of a certain specific type. In chapter 3 we characterize these homogeneous additive
groups ((3.3.8)). Along the way we show how the mentioned differential operators
can be computed on such groups in (3.2.3). In particular we introduce a basis of these
differential operators with respect to additive polynomials in (3.3.2). This basis seems
to be new and plays an important role in the proof of the main theorems.
After recalling filtrations, Hilbert series and bifiltrations in chapters 4 and 5, we
deal with the ridge and the directrix of a cone in chapter 6. We generalize Giraud
bases to σ-Giraud bases and show that also the latter ones can be used to compute
the ridge. After recalling permissible blow ups in chapter 7, we will give a modified
proof of (I) and (II) in chapter 8. This proof emphasizes the properties of cones and
only consideres blow ups in the last step.
In chapter 9 we present Hironaka schemes and particularly investigate [H4, Th.
IV]. We develop refined Hironaka schemes and give a proof of the main theorems in
chapter 10.
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Conventions and notation
Unless mentioned otherwise a ring will always refer to a commutative ring with unit.
The natural numbers include zero: N = {0, 1, 2, ...}. If B = ⊕n≥0Bn is a graded
object we denote B+ =
⊕
n>0Bn ⊆ B. All schemes considered are locally noetherian.
For a point x of a scheme X we denote with (OX,x,mX,x) the local ring of X at x
and with κ(x) its residue field. If D ⊆ X is a closed subscheme, we write IX,D for
the sheaf of ideals defining D and IX,D,x for the stalk of this sheaf at x ∈ X. If
X is an S-scheme and S → T is a morphism of schemes, we write XT for T ×S X.
If X = Spec(A) is an affine scheme and A a graded algebra, we write PX for the
scheme Proj(A). Ank is the n-dimensional affine space over k.
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After clarifying our use of multiindex notations in 1.1 for the following chapters, we
present a short approach to Gro¨bner bases in 1.2 and 1.3. Although we are not going
to make computational use of them, they are a good tool for theoretical work with
ridges of cones in 6.1. Finally we shift our view to additive polynomials in 1.4. These
are a technical key to homogeneous additive groups such as the mentioned ridges or
the Hironaka group schemes. In 3.4 we will continue their treatment.
1.1 Multiindices
We introduce our multiindex notation, which will be applied at various points in the
following chapters. Afterwards we focus on some orders that will lead to monomial
orders in 1.3. Throughout this section let Λ := N(I). Here I is an arbitrary index
set at first. Λ is a monoid with respect to addition. The elements of Λ are called
multiindices.
Definition (1.1.1). For M ∈ Λ we will denote with Mi ∈ N the entry of M at
i ∈ I. The degree of M ∈ Λ is the integer |M | := ∑i∈IMi ≥ 0. For a system of
elements of a ring (not nec. independent nor nec. pairwise different) (xi)i∈I we will
use the notation xM :=
∏
i∈I x
Mi
i to denote monomials. For two multiindices M,N
we define a multiindex binomial coefficient(
N
M
)
:=
∏
i∈I
(
Ni
Mi
)
.
(This makes sense since almost all binomial coefficients involved in the product are
1). We define
(
n
m
)
to be zero if m < 0 or m > n. For two multiindices q,M we define
their product
qM =
∑
i∈I
qi ·Mi ∈ N.
For p ∈ N and a multiindex M we define the multiindex pM by (pM)i = p ·Mi.
(1.1.2) We are going to introduce several orders ≤ on Λ. All of them have the
following property: For L,M,N ∈ Λ one has
(1.1.2.A) L ≤M ⇒ L ≤ L+N ≤M +N.
This implies in general for N 6= 0 also that
L < M ⇒ L < L+N < M +N.
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(1.1.2.1) The componentwise (partial) order ≤c where M ≤c N if and only if
Mi ≤ Ni for all i ∈ I.
For the following orders we always assume that I = {1, ..., n}.
(1.1.2.2) The lexicographic (total) order ≤lex where M ≤lex N if and only if
Mi < Ni for the lowest integer i with Mi 6= Ni.
(1.1.2.3) The homogeneous lexicographic (total) order ≤hlex where M ≤hlex
N iff |M | < |N | or |M | = |N | and M ≤lex N . ≤hlex refines the order by degree.
(1.1.2.4) The weighted homogeneous lexicographic (total) order ≤whlex with
respect to some multiindex q ∈ Λ where M ≤whlex N iff qM < qN or qM = qN and
M ≤lex N . ≤whlex is a generalization of ≤hlex (take q = (1, ..., 1)) and at the same
time also a generalization of ≤lex (take q = 0).
Definition (1.1.3). Let S = k[X1, ..., Xn] be a polynomial ring over a field k.
For a multiindex q ∈ Λ = Nn we can equip S with the structure of a graded k-algebra
via
Sd =
⊕
qM=d
kXM .
This includes the standard graduation for q = (1, ..., 1).
1.2 Wellordered vector spaces
Although we will be dealing with the more explicit monomial orders on polynomial
rings in the next section, we have to linger for a moment in a more general setting.
We introduce a concept of wellordered vector spaces, which is necessary for a certain
step in the proof of the main theorems. We also introduce the concepts of exponents
and initial ideals, which play an important role in 1.3.
Definition (1.2.1). A wellorder on a set is a total order on a set (which is
then called wellordered) such that every non-empty subset has a least element, or
equivalently every descending chain of elements becomes stationary.
Lemma (1.2.2). Let (I1,≤1), ..., (In,≤n) be wellordered sets. Then I := I1 ×
· · · × In together with the lexicographic order ≤ with respect to the ≤i is wellordered.
Proof . It is clear that the lexicographic order is total. A descending chain in I must
stabilize at some point in the first component and after this in the second one and
so on. Finally it becomes stationary in all components.
Example (1.2.3). The lexicographic, homogeneous lexicographic and weighted
homogeneous lexicographic order from (1.1.2) are wellorders.
Definition (1.2.4). A wellordered k-vector space is a k-vector space V to-
gether with a fixed k-basis (vi)i∈I indexed by a set I on which a wellorder ≤ is given.
For an element 0 6= v = ∑i∈I λivi with unique λi ∈ k we define its exponent
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exp(v) to be the largest element i ∈ I with λi 6= 0 and its initial term in(v) to be
λexp(v)vexp(v). We set in(0) = 0. For a k-subspace W ⊆ V we define the set
exp(W ) := {exp(w)|0 6= w ∈W} ⊆ I
and the k-subspace
in(W ) := 〈in(w)〉w∈W = 〈vi〉i∈exp(W ) ⊆ V.
Lemma (1.2.5). Let V be a wellordered k-vector space with basis (vi)i∈I and
W ⊆ V a k-subspace. Then (vi)i∈I\exp(W ) is a k-basis of V/W .
Proof . Assume we have
∑
i∈I\exp(W ) λivi = 0 in V/W with λi ∈ k, not all zero.
Then 0 6= v := ∑i∈I\exp(W ) λivi ∈W and therefore exp(v) ∈ (I \ exp(W )) ∩ exp(W )
which is impossible. Thus the vi are k-linearly independent and it remains to show
that they generate V/W . Assume that V ′ := W + 〈(vi)i∈I\exp(W )〉k ( V and let
J := {exp(v)|v ∈ V \V ′} 6= ∅. Since ≤ is a wellorder, there is a least element in J and
we pick v ∈ V \V ′ with this exponent. But we also find v′ ∈ V ′ with exp(v′) = exp(v).
There is some λ ∈ k such that either v − λv′ = 0 or exp(v − λv′) < exp(v). The
first one implies v ∈ V ′ where for the second we get exp(v − λv′) 6∈ J , which means
v − λv′ ∈ V ′. This gives the contradiction v ∈ V ′.
Definition (1.2.6). A wellordered graded k-vector space is a graded k-
vector space V =
⊕
d≥0 Vd such that V is a wellordered k-vector space with basis
(vi)i∈I where all vi are homogeneous with respect to the graduation on V . We further
require dimk(Vd) <∞ for all d ∈ N. The Hilbert series H(V ) of a graded k-vector
space V =
⊕
d≥0 Vd is the series
H(V ) =
∑
d≥0
dimk(Vd)T
d ∈ Z[[T ]].
Lemma (1.2.7). Let V be a wellordered graded k-vector space with basis (vi)i∈I
and W ⊆ V a homogeneous subspace. Then in(W ) ⊆ V is a homogeneous subspace
and
(1.2.7.A) H(V ) = H(W ) +H(V/W ),
(1.2.7.B) H(W ) = H(in(W )).
Proof . Since all vi are homogeneous it is clear that in(W ) is homogeneous. (1.2.7.A)
is clear since dimk is additive on finite dimensional k-vector spaces. If vi ∈ Vd we set
deg(vi) := d. By (1.2.5) we have
H(V ) =
∑
i∈I
T deg(vi) =
∑
i∈exp(W )
T deg(vi) +
∑
i∈I\exp(W )
T deg(vi) =
= H(in(W )) +H(V/W )
(1.2.7.A)
= H(in(W )) +H(V )−H(W )
which shows (1.2.7.B).
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1.3 Monomial orders
We introduce Gro¨bner bases and especially reduced Gro¨bner bases. As we will see,
the last ones are Giraud bases and can be used to compute the ridge of a cone in
6.1. We are mainly interested in the existence of reduced Gro¨bner bases and will not
deal with computational algorithms for them. In our approach we follow [Ei, ch. 15].
Throughout this section let S = k[X1, ..., Xn] be a polynomial ring over a field k and
Λ := Nn as in 1.1.
Definition (1.3.1). For M ∈ Λ we define the k-linear map λM : S → k by
λM (X
N ) := δM,N (Kronecker delta). The monomials of S are the elements X
M of
S for M ∈ Λ. The terms of S are the elements aXM of S for M ∈ Λ and a ∈ k. We
say that a monomial XM resp. a term 0 6= aXM is involved in f ∈ S if λM (f) 6= 0.
Definition (1.3.2). A monomial order on S is a total order ≤ on Λ such that
for monomials L,M,N ∈ Λ we have
(1.3.2.A) L ≤M ⇒ L ≤ L+N ≤M +N.
This implies that for L,M ∈ Λ we have
(1.3.2.B) L ≤c M ⇒ L ≤M.
The lexicographic, homogeneous lexicographic and weighted homogeneous lexicographic
orders on Λ are monomial (see (1.1.2)). We identify Λ with the set of monomials of
S and write XL ≤ XM if L ≤M . For terms we write aLXL ≤ aMXM if L ≤M or
aL = 0. We adopt the notions of (1.2.4): The exponent exp(f) of 0 6= f ∈ S is the
highest exponent M with respect to ≤ such that XM is involved in f . The initial term
of f ∈ S with respect to ≤ is in(f) := λexp(f)(f)Xexp(f). In particular in(0) := 0.
For an ideal I ⊆ S we define
exp(I) := {exp(f)|0 6= f ∈ I}, in(I) := 〈in(f)|f ∈ I〉S .
Remark (1.3.3). For f, g ∈ S and a monomial order ≤ on S we have:
(i) in(f + g) ≤ max≤{in(f), in(g)} and this is an equality if and only if in(f) 6=
− in(g) or f = 0 or g = 0.
(ii) in(f · g) = in(f) · in(g).
Lemma (1.3.4) (cf. [Ei, Lemma 15.2]). A monomial order ≤ on S is a wellorder.
Proof . Let Γ ⊆ Λ be a subset. The ideal I := 〈XL|L ∈ Γ〉S is finitely generated
since S is noetherian. Therefore I = 〈XL|L ∈ Γ′〉S for a finite subset Γ′ ⊆ Γ. Let
M ∈ Γ′ be the least element with respect to ≤. For every multiindex L ∈ Γ there
exists M ′ ∈ Γ′ with XL ∈ S ·XM ′ and therefore L ≥c M ′ ≥M . By (1.3.2.B) we get
L ≥M and M in fact is the least element of Γ.
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Definition (1.3.5). A Gro¨bner basis of an ideal I ⊆ S with respect to a
monomial order ≤ on S is a system of elements g1, ..., gt ∈ I such that
in(I) = 〈in(g1), ..., in(gt)〉.
The basis is called minimal if exp(gi) ≤c exp(gj) implies i = j. A minimal Gro¨bner
basis is obtained from a Gro¨bner basis by simply omitting some elements. The basis
is called reduced if in(gi) does not divide any term of gj for i 6= j. Clearly a reduced
basis is minimal. The basis is called monic if in(g1), ..., in(gt) have coefficient 1.
Lemma (1.3.6) (cf. [Ei, Lemma 15.5]). If I ⊆ J ⊆ S are ideals and ≤ is a
monomial order on S with in(I) = in(J), then I = J . In particular: If g1, ..., gt is a
Gro¨bner basis of I, then I = 〈g1, ..., gt〉.
Proof . If I ( J , there would be an element f ∈ J \ I with minimal exp(f) by
(1.3.4). But there exists g ∈ I with in(g) = in(f) and therefore in(f − g) < in(f).
Now f − g ∈ J together with the choice of f shows f − g ∈ I and we get f ∈ I.
If g1, ..., gt is a Gro¨bner basis of I, then let I
′ := 〈g1, ..., gt〉S . From I ′ ⊆ I and
in(I ′) = in(I) we get I ′ = I.
Proposition (1.3.7) (cf. [Ei, Proposition 15.6]). Let ≤ be a monomial order
on S and let f, g1, ..., gt ∈ S. Then there exist f1, ..., ft, f ′ ∈ S with the following
properties:
(i) f =
∑t
i=1 figi + f
′.
(ii) None of the monomials involved in f ′ lies in 〈in(g1), ..., in(gt)〉S.
(iii) in(f) ≥ in(figi) for all i ∈ {1, ..., t} and in(f) ≥ in(f ′).
If f ∈ Sd is homogeneous for some graduation on S as in (1.1.3) and g1 ∈ Sd1 , ..., gt ∈
Sdt are homogeneous, then f1, ..., ft and f
′ can be chosen homogeneous with fi ∈ Sd−di
for all i ∈ {1, ..., t} and f ′ ∈ Sd.
Proof . We prove the existence by an algorithm. At the beginning let f1 = · · · =
ft = 0 and f
′ = f . (i) and (iii) are fulfilled and will be true after each step of
the algorithm (and the same holds for the additional condition that f1, ..., ft, f
′ are
homogeneous). Step: Assume that (ii) does not hold. Then we find a term m and
an integer i such that in(mgi) is the highest term of f
′ with respect to ≤ lying in
〈in(g1), ..., in(gt)〉. We replace f ′ with f ′ −mgi and fi with fi + m and (i) and (iii)
still hold (and still all polynomials are homogeneous). Since the highest term of f ′
lying in 〈in(g1), ..., in(gt)〉 does decrease strictly in each step, the process must end
by (1.3.4) and then (ii) also holds.
Lemma (1.3.8) (cf. [Ei, Theorem 15.3]). Let I be an ideal of S and ≤ a mono-
mial order on S. Then the set of monomials whose exponent does not lie in exp(I)
forms a basis of S/I.
Proof . Immediate from (1.2.5).
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Lemma (1.3.9). Let ≤ be a monomial order on S and g1, ..., gt and h1, ..., hr be
two monic minimal Gro¨bner bases of an ideal I ⊆ S. Then t = r and after reindexing
we have in(gi) = in(hi) for i = 1, ..., t.
Proof . Since in(hi) ∈ in(I) = 〈in(g1), ..., in(gt)〉 we have in(hi) ≥c in(gj) for some
j. This argument of course also works the other way round. Since in(hi) ≥c in(hl)
implies i = l, we can derive the claimed equalities.
Lemma (1.3.10). Let I be an ideal of S and ≤ a monomial order on S. There
exists a unique monic reduced Gro¨bner basis of I with respect to ≤.
Proof . First we prove existence. Suppose that g1, ..., gt is a monic minimal Gro¨bner
basis of I such that in(g1) < · · · < in(gt). We present an algorithm computing
polynomials h1, ..., ht ∈ I such that for all 1 ≤ i ≤ t we will have in(hi) = in(gi).
Thus h1, ..., ht will still be a monic Gro¨bner basis of I. Assume that h1, ..., hr−1
are already computed. We now apply (1.3.7) to obtain gr =
∑r−1
i=1 fihi + hr with
in(gr) ≥ in(fihi) for all i and such that none of the monomials of hr is divisible by
in(h1), ..., in(hr−1). If we had for some i that in(gr) involves the same monomial as
in(fihi) = in(figi), we would get a contradiction since we know that in(gr) is not
divisible by in(gi). Therefore in(gr) > in(fihi) for all i, proving that in(hr) = in(gr)
and hr is also monic. Assume that one of the monomials m of hi would be divisible
by in(hr). Then we would have in(hr) ≤ m ≤ in(hi) which is absurd since we have
in(hr) = in(gr) > in(hi). After finishing this process, h1, ..., ht is a monic reduced
Gro¨bner basis of I. Now assume that g1, ..., gt is another monic reduced Gro¨bner basis
of I (with the same number of elements by (1.3.9)) and also in(g1) < · · · < in(gt)
and in(gi) = in(hi). Then we can prove inductively that hi = gi. Assume we have
hi = gi for all i ≤ r − 1 and hr 6= gr. Then in(gr) = in(hr) > in(hr − gr) ∈ in(I) and
therefore 0 6= in(hr−gr) is divisible by some in(gi) and some in(hj). So in(hr−gr) ≥
in(gi), in(hj) and therefore i, j < r. The coefficient of the monomial corresponding
to in(hr − gr) must have been non zero in at least one of hr or gr, but is divisible by
in(gi) resp. in(hj), which is not possible since both bases are reduced. Therefore we
must have hr = gr.
Lemma (1.3.11). Let ≤ be the weighted homogeneous lexicographic order on S
with respect to some multiindex q as in (1.1.2.4) and I a homogeneous ideal of S
with respect to the graduation as in (1.1.3) associated to q. Then the elements of a
reduced Gro¨bner basis of I all are homogeneous.
Proof . Let g1, ..., gt be a reduced Gro¨bner basis of I. Assume that g1 is not homoge-
neous. Then we can write g1 = h1+· · ·+hs where hi is of degree i. Let in(hi) = in(g1)
and hj 6= 0 with j 6= i. Since hj ∈ I we have in(hj) ∈ 〈in(g1), ..., in(gt)〉. Therefore
in(hj) ≥c in(gl) for some l. For l > 1 this contradicts the reducednes of the basis.
For l = 1 we get in(hj) ≥ in(g1) = in(hi) which also is a contradiction.
1.4 Additive polynomials
The last part of this chapter deals with additive polynomials, an absolutely central
theme of this work. A polynomial f(X) is called additive if f(X + Y ) = f(X) +
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f(Y ) for second indeterminates Y . We will study this property in detail in chapter
3 and will see that it coincides with definition (1.4.1) which we are going to use
here. Throughout this section k is a field of positive characteristic p > 0 and S =
k[X1, ..., Xn]. S is graded in the standard way.
Definition (1.4.1). A homogeneous additive polynomial (also called totally
inseparable form) in S is a polynomial
σ = a1X
q
1 + · · ·+ anXqn
where q is a power of p. We will denote the k-vector space spanned by all totally
inseparable forms of S with L = L(S). The Frobenius F : S → S, f 7→ fp restricts to
L. Therefore L is a (left-)k[F ]-module. k[F ] is not commutative: for a ∈ k we have
Fa = apF . We can regard k[F ] as a graded k-vector space with (k[F ])d = kF
d. Then
L becomes a graded k[F ]-module since FLd ⊆ Ld+1, where Ld is the k-vector space of
all homogeneous additive polynomials of degree pd. L =
⊕
d≥0 Ld and in particular
L0 = S1, where we always regard S with the standard graduation in this context. A
system of elements σ = (σ1, ..., σm) of L is called arranged if
σi = X
qi
i +
n∑
j=i+1
aijX
qi
j
such that q1 ≤ · · · ≤ qm. It is called well arranged if additionally aij = 0 whenever
qi = qj. For an arranged system we define Λ
′ := Nm and
Λ′′ := {M ∈ Nn|M1 < q1, ...,Mm < qm}.
Remark (1.4.2). We could make our definitions more intrinsic in the following
way: For a field k of positive characteristic p and a finite dimensional k-vector space
V let S := Symk(V). The absolute Frobenius F acts on S and we define Ld :=
kF d(S1) and L =
⊕
d≥0 Ld. What we call arranged system was already used by
Hironaka [H5, (1.2)] and Giraud [Gi, I 5.4].
Remark (1.4.3). We will frequently study graded k[F ]-submodules Q of L (cf.
[Od]). Such a module is always a free k[F ]-module. In fact k-linearly independent
elements τ1, ..., τm ∈ Ld also are k[F ]-independent. Thus the following algorithm
yields a homogeneous k[F ]-basis of Q: Choose a k-basis τ1, .., τe0 of Q0. Complete
F (τ1), ..., F (τe0) with τe0+1, ..., τe0+e1 ∈ Q1 to a k-basis of Q1. Go on like this. The
process finally stops since dimkQd is bounded by n. The resulting τi then are are k[F ]-
basis of Q. By renumbering the variables and taking suitable linear combinations one
can transform such a basis into a well arranged system.
Let us study the behaviour of k[F ]-bases first in the easy case of an arranged system.
Lemma (1.4.4). If σ is an arranged system in L as in (1.4.1), then the mono-
mials (σNXM )N∈Λ′,M∈Λ′′ form a k-basis of S and explicitely for the lexicographic
order on Λ
(1.4.4.A) exp(σNXM ) = M + (q1N1, ..., qmNm, 0, ..., 0).
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The polynomials of σ are algebraically independent over k and σ is also a k[F ]-basis
of the graded k[F ]-module 〈σ〉L. σ is a minimal Gro¨bner basis for the lexicographic
order with X1 > · · · > Xn of the ideal 〈σ〉S and if σ is well arranged it is the unique
monic reduced Gro¨bner basis of 〈σ〉S. The monomials (XM )M∈Λ′′ form a k-basis of
S/〈σ〉S.
Proof . (1.4.4.A) is clear from (1.3.3) and the exponents on the right side of (1.4.4.A)
precisely span Λ without any recurrences, proving that (σNXM ) is a k-basis of S.
Therefore also σ1, ..., σm are algebraically independent. Assume there would be f ∈
〈σ〉S with in(f) 6∈ 〈in(σ1), ..., in(σm)〉S . Then by (1.4.4.A) we must have in(f) = XM
for some M ∈ Λ′′. But if we develop f in the k-basis above we must get f =∑
0<cN∈Λ′,M∈Λ′′ aN,Mσ
NXM and this is a contradiction. Thus σ is a Gro¨bner basis
of 〈σ〉S . It is minimal again by (1.4.4.A). If σ is well arranged, then by definition σ
is reduced. The (XM )M∈Λ′′ are a k-basis as claimed by (1.3.8).
In almost all situations we could assume without loss of generality that, after rein-
dexing the variables, we find for a graded k[F ]-module Q ⊆ L a basis in form of
an arranged (or well arranged) system. However we also state the following more
general result which can be used in the case that certain k[F ]-independent elements
have to be fixed. This will be useful in the proof of the main theorems.
Lemma (1.4.5). Let σ = (σ1, ..., σm) be a system of homogeneous additive k[F ]-
independent polynomials in S = k[X1, ..., Xn] of degrees q = (q1, ..., qm) with q1 ≤
· · · ≤ qm. Then, after renumbering the Xi, the following hold with Λ′,Λ′′ as in
(1.4.1):
(i) The (σNXM )N∈Λ′,M∈Λ′′ form a k-basis of S making S into a wellordered k-
vector space. Here (N,M) ≤ (N ′,M ′) if qN+ |M | < qN ′+ |M ′| or qN+ |M | =
qN ′ + |M ′| and (N,M) ≤lex (N ′,M ′) (componentwise lexicographic order and
lexicographic order on the product).
(ii) The images of the monomials (XM )M∈Λ′′ form a k-basis of S/〈σ〉S.
In particular 〈σ〉S ∩
⊕
M∈Λ′′ kX
M = 0 and σ is algebraically independent over k.
If σi = σ
′
i + σ
′′
i are decompositions with σ
′
i ∈ k[X1, ..., Xn′ ], σ′′i ∈ k[Xn′+1, ..., Xn]
homogeneous and additive of the same degree such that σ′ = (σ′1, ..., σ′m) is k[F ]-
independent, then the renumbering can be achieved in such a way that Xn′+1, ..., Xn
are unchanged.
Proof . Consider the k[F ]-module Q := 〈σ〉k[F ]. Since Q0 + kX1 + · · · + kXn = L0,
after renumbering the variables, we find 1 ≤ i0 ≤ n+1 with Q0⊕kXi0⊕· · ·⊕kXn =
L0. We proceed inductively. Assume we already have Qj ⊕ kXp
j
ij
⊕ · · · ⊕ kXpjn = Lj
for all j = 0, ..., k − 1 with 1 ≤ i0 ≤ · · · ≤ ik−1 ≤ n + 1. By applying kF we have
Qk + kX
pk
ik−1 + · · · + kX
pk
n = Lk and therefore find after renumbering Xik−1 , ..., Xn
an ik with ik−1 ≤ ik ≤ n + 1 and Qk ⊕ kXp
k
ik
⊕ · · · ⊕ kXpkn = Lk. The sequence
i0 ≤ i1 ≤ · · · then terminates. In the case of the decompositions σi = σ′i + σ′′i we use
this algorithm for σ′ in k[X1, ..., Xn′ ] and renumber only the variables X1, ..., Xn′ .
Adding the other variables again we get
Lk = (〈σ′〉k[F ])k ⊕ kXp
k
ik
⊕ · · · ⊕ kXpkn = (〈σ〉k[F ])k + kXp
k
ik
+ · · ·+ kXpkn
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and hence also the latter sum is direct (by the number of generators). We come to
the proof of (i) and (ii). Note that qi ≤ pj is equivalent to kσp
j/q1
1 ⊕· · ·⊕kσp
j/qi
i ⊆ Qj
which is equivalent to i < ij and therefore qi = min{pj |i < ij , j ≥ 0} for i = 1, ...,m.
For qi = p
j we have i < ij and X
qi
i ∈ Qj⊕kXp
j
ij
⊕· · ·⊕kXpjn . Thus we have a system
of generators in (i). Λ′ and Λ′′ only depend on Q. Therefore
Nd := #{(N,M) ∈ Λ′ × Λ′′|qN + |M | = d},
i.e. the number of terms (σNXM )N∈Λ′,M∈Λ′′ with a given degree d, only depends on
Q. By choosing an arranged system as a k[F ]-basis of Q we find with (1.4.4) that
dimk Sd = Nd and therefore we have linear independency in (i). With respect to the
order in (i) we have exp(〈σ〉S) = (Λ′ \ {0})× Λ′′ and (ii) follows from (1.2.5).
The following two lemmas present a toolbox for relating ideals of S, k[F ]-modules
and certain subrings of S, that will be completed by (3.4.4).
Lemma (1.4.6). If U ⊆ S is a graded subalgebra generated by additive polyno-
mials, then we have inclusion preserving inverse bijections
homogeneous ideals I of
S with S · (U ∩ I) = I
I 7→ U ∩ I
// homogeneous ideals of
the graded ring U
S · J ←−7 J
oo
Proof . It is clear that both maps are well-defined and inclusion preserving. It re-
mains to show that for a homogeneous ideal J ⊆ U we have U ∩ (S · J) = J , where
the inclusion ⊇ is clear. Q := U ∩L ⊆ L is a graded k[F ]-submodule and we can find,
after renumbering the variables, a k[F ]-basis σ of Q in form of an arranged system.
For f ∈ S · J we can write f = ∑M∈Λ′′ XMgM for certain gM ∈ J ⊆ U . From the
structure of the basis of S in (1.4.4) we see that f ∈ U implies gM = 0 whenever
M 6= 0 and then f = g0 ∈ J .
Lemma (1.4.7). Let Q be a graded k[F ]-submodule of L. We have SQ∩L = Q
(cf. [Od, 2.3 (b)]) and the maps a 7→ a ∩ L and Q 7→ SQ are inverse inclusion
preserving bijections between the set of ideals of S generated by homogeneous additive
polynomials and the set of graded k[F ]-submodules of L.
Proof . Let σ = (σ1, ..., σm) be an arranged system generating a k[F ]-module Q ⊆ L
(after renumbering the variables). Then L has a k-basis consisting of all p-powers of
the σi and the monomials X
pl
i for i ≤ m and pl < deg(σi) or i > m. On the other
hand SQ has the k-basis (see (1.4.4)) σNXM where N >c 0 and M is arbitrary. Both
bases are subbases of the whole basis (σNXM )N∈Λ′,M∈Λ′′ . Therefore SQ∩L = Q. If
a is generated by homogeneous additive polynomials, then S(a ∩ L) = a.
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We are introducing the concept of derivations and differential operators as in [EGA,
0IV 20, IV 16] (see also [Gi, III §1], [H6, II]). We are mainly interested in absolute
differential operators of polynomial rings over fields of positive characteristic. Their
analysis splits into two parts: Finding the differential operators with respect to the
variables will we dealt with in 3.3 using the group structure of an affine space. The
absolute differential operators of a field will be treated in 2.2. In 2.3 we present a
very general version of a Jacobian criterion using absolute differential operators. This
criterion can be used not only to determine the singular locus of a variety but also
the locus of higher orders.
2.1 Derivations and differential operators
Throughout this section let A be a ring, B an A-algebra and M a B-module. We
are introducing the concepts of derivations and differential operators. For the latter
we will give three equivalent definitions (see [EGA, IV (16.8.8)]), all of them useful
in certain situations.
Definition (2.1.1). An A-linear derivation from B to M is an A-linear map
D : B →M
which satisfies the Leibniz rule, i.e. for all b, b′ ∈ B:
(2.1.1.A) D(bb′) = b′D(b) + bD(b′).
The A-derivations from B to M form a B-module, the module of relative deriva-
tions of B over A with values in M , which we will denote DerA(B,M). The multi-
plication of D with a scalar b ∈ B is the obvious one: (bD)(b′) = bD(b′). In the case
M = B we also write DerA(B). Each ring B is in a unique way a Z-algebra und we
call DerZ(B,M) the absolute derivations of B with values in M .
This concept of derivations will now be generalized to derivations ’of higher oder’, the
so-called differential operators, through an analogue of formula (2.1.1.A) for several
factors.
Definition (2.1.2) (cf. [EGA, IV (16.8.8) c)]). An A-linear differential oper-
ator from B to M of order ≤ n is an A-linear map
D : B →M
which satisfies the generalized Leibniz rule, i.e. for elements b = (b0, b1, ..., bn) of B
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and the multiindex 1 = (1, ..., 1) ∈ Λ := Nn+1:
(2.1.2.A)
∑
L,M∈Λ,L+M=1
(−1)|L|bLD(bM ) = 0.
These differential operators form a B-module Diff≤nA (B,M), the module of relative
differential operators from B over A of order ≤ n with values in M . In the case
M = B we also write Diff≤nA (B). Again we have the module of absolute differential
operators Diff≤nZ (B,M).
Lemma (2.1.3). We have
Diff≤0A (B,M) = HomB(B,M) ∼= M
and there is a canonical isomorphism of B-modules
Diff≤1A (B,M)
∼−−−→ DerA(B,M)⊕M
D 7−→ ((b 7→ D(b)− bD(1)), D(1))
(b 7→ D(b) + bm)←−7 (D,m).
In particular DerA(B,M) ⊆ Diff≤1A (B,M).
Proof . This is a straightforward computation (see [Di, (1.1.5), (1.1.6)]).
(2.1.4) The humongous formula (2.1.2.A) is not very useful to derive properties
of differential operators. Therefore we introduce universal properties characterizing
derivations and differential operators (cf. [EGA, IV (16.8.1), (16.3.7)]). They will be
used in 2.3.
(2.1.4.1) Let IB/A be the kernel of the multiplication map
m : B ⊗A B → B, b⊗ b′ 7→ b · b′.
In the following we view B⊗AB (and derived objects) always as a B-module via the
left factor of the tensor product. The B-module IB/A is generated by the elements
d(b) := 1⊗b−b⊗1 for b ∈ B: If ∑j xj⊗yj ∈ IB/A, i.e. ∑j xjyj = 0, with xj , yj ∈ B,
then ∑
j
xj ⊗ yj =
∑
j
xj(1⊗ yj − yj ⊗ 1) +
∑
j
xjyj ⊗ 1 =
∑
j
xjd(yj).
(2.1.4.2) Now we have the B-module of (relative) (Ka¨hler-)differentials of B over A
Ω1B/A := IB/A/I
2
B/A
together with the derivation
dB/A : B → Ω1B/A, dB/A(b) = d(b) mod I2B/A = 1⊗ b− b⊗ 1 mod I2B/A.
dB/A ∈ DerA(B,Ω1B/A) since the image of dB/A is contained in IB/A and for b, b′ ∈ B
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we see that
d(bb′)− bd(b′)− b′d(b) = 1⊗ bb′ − bb′ ⊗ 1− b⊗ b′ + bb′ ⊗ 1− b′ ⊗ b+ bb′ ⊗ 1 =
= (1⊗ b− b⊗ 1) · (1⊗ b′ − b′ ⊗ 1) = d(b)d(b′) ∈ I2B/A.
(2.1.4.3) Further we have for all n ∈ N the B-module
PnB/A := B ⊗A B/In+1B/A
together with the differential operator
dnB/A : B → PnB/A, dnB/A(b) = 1⊗ bmod In+1B/A.
dnB/A ∈ Diff≤nA (B,PnB/A) since for elements b = (b0, ..., bn) of B (2.1.2.A) is fulfilled:
In+1B/A 3 d(b0) · · · d(bn) = (1⊗ b0 − b0 ⊗ 1) · · · (1⊗ bn − bn ⊗ 1) =
=
∑
L+M=1
(−1)|L|bL ⊗ bM =
∑
L+M=1
(−1)|L|bL · dnB/A(bM ).
Proposition (2.1.5) (Universal properties of (Ω1B/A, dB/A) and (PnB/A, dnB/A)).
(i) (Ω1B/A, dB/A) has the following universal property:
For every B-module M and every A-derivation D : B →M there exists exactly
one B-module homomorphism ϕ : Ω1B/A →M with ϕ ◦ dB/A = D:
B
dB/A //
D 
Ω1B/A
ϕ
}}
M
This yields an isomorphism of B-modules
HomB(Ω
1
B/A,M)
∼−−−→ DerA(B,M), ϕ 7→ ϕ ◦ dB/A.
(ii) (PnB/A, dnB/A) has the following universal property:
For every B-module M and every A-differential operator D : B →M of order
≤ n there exists exactly one B-module homomorphism ϕ : PnB/A → M with
ϕ ◦ dnB/A = D:
B
dn
B/A //
D 
PnB/A
ϕ
||
M
This yields an isomorphism of B-modules
HomB(PnB/A,M) ∼−−−→ Diff≤nA (B,M), ϕ 7→ ϕ ◦ dnB/A.
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Proof . See [EGA, IV (16.8.8)].
We come to a third characterization of differential operators that is particularly useful
in proofs using induction.
Definition (2.1.6). For a map D : B →M and an element b ∈ B we denote by
[D, b] : B →M the commutator map given by [D, b](b′) = D(bb′)− bD(b′). If D is
A-linear, then so is [D, b]. In the case M = B we will use commutators [D,E] also for
maps D,E : B → B. In the following we make the convention Diff≤−1A (B,M) = {0}
for consistency.
Lemma (2.1.7) (cf. [EGA, IV (16.8.8) b)]). Let D : B → M be an A-linear
map. For n ∈ N the following are equivalent:
(i) D is a differential operator of order ≤ n.
(ii) For all b ∈ B the commutator [D, b] is a differential operator of order ≤ n− 1.
Proof . (i) ⇒ (ii): For elements c = (c0, ..., cn−1) of B and b ∈ B we set c′ =
(c0, ..., cn−1, b) and find∑
L,M∈Nn,L+M=1
(−1)|L|cL[D, b](cM ) =
∑
L,M∈Nn,L+M=1
(−1)|L| [cLD(bcM )− cLbD(cM )]
=
∑
L,M∈Nn+1,L+M=1
(−1)|L|c′LD(c′M ) = 0.
For (ii) ⇒ (i) just read the calculation backwards.
Corollary (2.1.8). We have the chain of inclusions
Diff≤0A (B,M) ⊆ Diff≤1A (B,M) ⊆ Diff≤2A (B,M) ⊆ ... .
Proof . Let D ∈ Diff≤nA (B,M). It is obvious from the Leibniz rule that for any
element b ∈ B also the maps b′ 7→ D(b · b′) and b′ 7→ bD(b′) are differential operators
of order ≤ n. Therefore for any b ∈ B we know that [D, b] is a differential operator
of order ≤ n. By (2.1.7) D is a differential operator of order ≤ n+ 1.
Proposition (2.1.9) (cf. [EGA, IV (16.8.9)]). If D ∈ Diff≤mA (B) and D′ ∈
Diff≤nA (B), then D
′ ◦D ∈ Diff≤m+nA (B).
Proof . For three A-linear maps D,E, F : B → B we have the identity
[DE,F ] = DEF −FDE = D([E,F ] +FE) + ([D,F ]−DF )E = D[E,F ] + [D,F ]E.
The proposition will be proved by induction on d := m+n. For the induction step we
use criterion (2.1.7). We have to show that for all b ∈ B the commutator [D′D, b] is a
differential operator of order ≤ d−1. This is clear from [D′D, b] = D′[D, b]+[D′, b]D
and the induction hypothesis: the differential operators [D, b] and [D′, b] have order
≤ m− 1 resp. ≤ n− 1. (Note that the only differential operator of order ≤ −1 is the
zero map, this also starts the induction with d = 0.)
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(2.1.8) and (2.1.9) mean that the module of all A-linear differential operators on B
DiffA(B) :=
⋃
n≥0
Diff≤nA (B)
is a (noncommutative) filtered B-algebra.
Lemma (2.1.10). For D ∈ Diff≤nA (B,M) and a subring C ⊆ B the following
are equivalent:
(i) D is C-linear, i.e. D ∈ Diff≤nC (B,M).
(ii) D(c) = c ·D(1) for all c ∈ C and [D, b] is C-linear for all b ∈ B.
Proof . (i) ⇒ (ii) is clear. (ii) ⇒ (i): For elements b ∈ B and c ∈ C we find
D(cb) − cbD(1) = D(cb) − bD(c) = [D, b](c) = c(D(b) − bD(1)) = cD(b) − cbD(1),
thus D(cb) = cD(b).
2.2 Differential operators in positive characteristic
On a polynomial ring over a field of characteristic zero there exist only differential
operators with respect to the variables. But in positive characteristic there exist, at
least over a non-perfect field, also differential operators with respect to elements of
the field itself.
Lemma (2.2.1) (cf. [Gi, III 1.2.2]). If B is an A-algebra of prime characteristic
p > 0 and M is a B-module, then for n < pe
Diff≤nA (B,M) = Diff
≤n
A[Bpe ]
(B,M).
Proof . We fix e and proceed by induction on n = 0, ..., pe − 1, where the claim is
certainly true for n = 0. For b ∈ B we use the Leibniz rule (2.1.2.A) with b0 = · · · =
bpe−1 = b for D ∈ Diff≤p
e−1
A (B) and get
pe∑
i=0
(
pe
i
)
(−1)ibiD(bpe−i) = 0.
Thus D(bp
e
) = bp
e
D(1). The induction step is therefore done with (2.1.10).
Definition (2.2.2) (cf. [EGA, 0IV (21.1.9)]). Let B be a ring of prime charac-
teristic p. A family of elements (xi)i∈I of B is called p-independent (resp. system
of p-generators, resp. p-basis) of B if the family of monomials xN in x with
N ∈ Λ := N(I), 0 ≤ Ni < p for all i ∈ I is a free family (resp. system of generators,
resp. basis) of the Bp-module B.
Remark (2.2.3). Let B be a ring of prime characteristic p, assume that the
Frobenius F : B → B, b 7→ bp is injective and let (xi)i∈I be a p-basis of B. Then the
monomials xN with N ∈ (peN)(I), 0 ≤ Ni < pe+1 for all i ∈ I form a p-basis of Bpe
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since F e : B → Bpe is an isomorphism. By induction therefore the monomials xN
with N ∈ Λ, 0 ≤ Ni < pe for all i ∈ I form a Bpe-basis of B.
Remark (2.2.4). Every field of positive characteristic has a p-basis and one also
has the usual basis extension properties. For details see [EGA, 0IV 21.4].
Proposition (2.2.5). Let (bi)i∈I be a p-basis of B and suppose that F : B → B
is injective. For every multiindex M ∈ Λ = N(I) there exists DM ∈ Diff≤|M |Z (B) with
(2.2.5.A) DM (b
N ) =
(
N
M
)
bN−M
for all N ∈ Λ. Every D ∈ Diff≤nZ (B) is a (possibly infinite) sum
(2.2.5.B) D =
∑
|M |≤n
cMDM
with unique coefficients cM ∈ B.
Proof . Let M ∈ Λ be given with |M | < pe for some integer e. With C = Bpe [Xi]i∈I
we have by (2.2.3) an isomorphism C/c ∼= B identifying Xi with bi, where we take
c = 〈Xpei − bp
e
i 〉C . From (3.3.1) we get a differential operator D′M ∈ Diff≤|M |Bpe (C)
with D′M (X
N ) =
(
N
M
)
XN−M for all N ∈ Λ. By (2.2.1) this operator is Bpe [Cpe ] =
Bp
e
[Xp
e
i ]i∈I -linear and therefore D
′
M (c) ⊆ c. Thus D′M factors to the claimed dif-
ferential operator on B ∼= C/c. The coefficients in (2.2.5.B) are unique: Assume
we had D = 0 and cL 6= 0 for some L ∈ Λ. Then we could assume that cM = 0
whenever M <c L, but this would lead to the contradiction 0 = D(b
L) = cL. Some
D ∈ Diff≤nZ (B) is by (2.1.2.A) and (2.2.1) determined from the values D(bM ) for
|M | ≤ n. Therefore it suffices to show that for any family (dM )|M |≤n in B there exist
(cM )|M |≤n in B with D(bM ) = dM for all |M | ≤ n and D =
∑
M cMDM . We do this
by induction on n, where the case n = 0 is obvious. Let now (dM )|M |≤n+1 be given in
B. By the induction hypothesis we find a linear combination D′ of the DM , |M | ≤ n
with D′(bM ) = dM for |M | ≤ n. Then D := D′ +
∑
|M |=n+1(dM − D′(bM ))DM
satisfies D(bM ) = dM for all |M | ≤ n+ 1.
Remark (2.2.6). The differential operators DM from (2.2.5) all commute with
each other, but not with elements of B. This follows from (3.2.6) and the proof
of (2.2.5). They furthermore satisfy the following relation with the Frobenius F :
F j ◦DM = DpjM ◦ F j. This follows from a simple calculation in the p-basis and the
identiy of binomial coefficients
(
pa
pb
) ≡ (ab) modulo p.
Remark (2.2.7). If (ai)i∈I is a p-basis of a field k of positive characteristic, then
it can be extended with the variables X1, ..., Xn to a p-basis of the polynomial ring
S = k[X1, ..., Xn]. Due to the fact that the operators DM with respect to different
basis elements commute, we eventually conclude that differential operators on S can
be decomposed into such operators that are k-linear and differentiate the variables
and such operators that are linear in the variables and only differentiate the elements
of the p-basis of the field.
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Lemma (2.2.8). Let x = (xi)i∈I be a p-basis of a field k of positive characteristic
p. Let y = (yj)j∈J be a transcendence basis of a separable extension K/k. Then x
together with y is a p-basis of K.
Proof . First assume that K/k is algebraic. The set E of subfields K/E/k such
that x is a p-basis of E is inductively ordered and nonempty (k ∈ E). In fact, a
chain (Eh)h∈H in E has the upper bound E :=
⋃
h∈H Eh: If there is an E-linear
combination of the xM with 0 ≤ Mi < p for all i ∈ I to zero, all the coefficients can
be found in one of the Eh, therefore are zero. Every e ∈ E lies in one of the Eh and
therefore is generated by the xM over Eph ⊆ Ep. Thus we find a maximal element E
in E. To show that E = K we assume the contrary and find a non-trivial primitive
separable extension F/E inside K. Then also F p/Ep is separable and E and F p are
linearly disjoint over Ep. Therefore the Ep-basis xM of E is also an F p-basis of F
and E cannot have been maximal. In the general case we now can assume that K/k
is purely transcendental. An element f(y)g(y) of K with f(y), g(y) ∈ k[yj |j ∈ J ] can be
written as f(y)g(y)
p−1
g(y)p . Therefore x, y is a system of p-generators of K. But the x
MyN
with 0 ≤Mi, Nj < p for all i ∈ I, j ∈ J are also Kp-independent as is easily seen.
Remark (2.2.9). With (2.2.8) and (2.2.5) we see that every differential operator
D ∈ Diff≤nZ (k) for a field of positive characteristic k extends to a differential operator
D′ ∈ Diff≤nZ (K) for a separable extension K/k. This extension is unique if K/k is
algebraic.
2.3 Jacobian criteria with differential operators
In this most technical section of the chapter we establish a connection between reg-
ularity and differential operators in form of the Jacobian criteria (2.3.4) and (2.3.5).
Lemma (2.3.1) (cf. [Gi, III 1.2.3]). Let B be an A-algebra and D ∈ Diff≤nA (B).
For an ideal I ⊆ B and m ≥ n we have
D(Im) ⊆ Im−n.
Proof . This is obvious for m = n and for n = 0. We proceed by a double induction
on m and n for which we assume the claim to be true for differential operators
of order ≤ n − 1 with arbitrary ideal powers, and differential operators of order n
with ideal powers ≤ m. We then show the claim for the ideal power m + 1: Let
therefore b ∈ I, c ∈ Im so that bc ∈ Im+1 and let D be a differential operator of
order n. We have to show that D(bc) ∈ Im+1−n. But we know that [D, b] is a
differential operator of order ≤ n − 1 and therefore the induction hypothesis yields
D(bc) = [D, b](c)+bD(c) ∈ [D, b](Im)+I ·D(Im) ⊆ Im−(n−1)+I ·Im−n = Im+1−n.
In the case of a prime ideal p ⊆ B this result extends to its symbolic powers p(n), i.e.
to the preimages of the powers of the maximal ideal of Bp in B.
Lemma (2.3.2). Let B be an A-algebra, p a prime ideal of B and b ∈ B. Then
b ∈ p(n) =⇒ Diff≤n−1A (B)(b) ⊆ p.
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In other words
Diff≤n−1A (B)(p
(n)) ⊆ p.
Proof . If b ∈ p(n), then sb ∈ pn for some s 6∈ p. By (2.3.1) Diff≤n−1A (B)(sb) ⊆ p. For
D ∈ Diff≤mA (B) we have [D, s] ∈ Diff≤m−1A (B) and [D, s](b) = D(sb) − sD(b) shows
that [D, s](b) ∈ p if and only if D(b) ∈ p as long as m ≤ n − 1 since s 6∈ p. This
concludes the proof inductively because Diff≤−1A (B) = 0.
To understand for what situations the converse of this lemma also holds, we are going
to deduce two Jacobian criteria relying on formal smoothness. Let us first recall this
property.
Definition (2.3.3). Let B be an A-algebra. We say that B is formally smooth
over A (for the discrete topologies) if the following holds: For every A-algebra C and
every nilpotent ideal I of C all A-algebra homomorphisms HomA(B,C/I) can be lifted
to A-algebra homomorphisms HomA(B,C). More precisely we say that the structure
morphism A → B is formally smooth. We will only have to consider the discrete
topology for all our applications. So, if no topology is mentioned, we are refering to
the discrete topology.
Theorem (2.3.4) (Jacobian criterion). Let B be an A-algebra and b ⊆ B an
ideal. Suppose that B and B/b are formally smooth A-algebras. Then for every b ∈ B
and n ≥ 1 we have
b ∈ bn ⇐⇒ Diff≤n−1A (B)(b) ⊆ b.
Theorem (2.3.5) (Local Jacobian criterion). Let B be an A-algebra and p ⊆ B
a prime ideal. Suppose that B and Quot(B/p) are formally smooth A-algebras. Then
for every b ∈ B and n ≥ 1 we have
b ∈ p(n) ⇐⇒ Diff≤n−1A (B)(b) ⊆ p.
In the case that B is a polynomial ring over a field, (2.3.5) can be found in [Gi, III
1.2.7] with a different kind of proof using completions or in [Od, 2.2] with a proof
similar to ours. Before we come to our proof of the theorems, let us deduce some
corollaries to see where they might be applied. For this we mention first a few facts
about formal smoothness:
Theorem (2.3.6) (Cohen, [EGA, 0IV (19.6.1)]). Let K/k be a field extension.
Then K is a formally smooth k-algebra if and only if K/k is a (not necessarily
algebraic) separable extension.
Lemma (2.3.7) ([EGA, 0IV (19.3.5) (ii), (iv) and (19.3.3)]:). Let B be an A-
algebra, C a B-algebra and S ⊆ A, T ⊆ B compatible multiplicatively closed subsets.
(i) If A→ B and B → C are formally smooth, then so is the composition A→ C.
(ii) If A→ B is formally smooth, then so is S−1A→ T−1B.
(iii) A→ A[Xi]i∈I is formally smooth for arbitrary I.
28
2.3 Jacobian criteria with differential operators
Corollary (2.3.8). Let B be an A-algebra and p a prime ideal of B. Suppose that
B and B/p are formally smooth A-algebras. Then for all n ≥ 1 we have p(n) = pn.
Proof . By (2.3.7) (ii) Quot(B/p) is formally smooth over A. Now use (2.3.4) and
(2.3.5) together.
Corollary (2.3.9). Consider an ideal I in a polynomial ring S = K[Xi]i∈I over
a field K. Let k be a perfect subfield (e.g. the prime field) of K. Then for all prime
ideals p ⊆ S and all n ≥ 1 the following are equivalent:
(i) I ⊆ p(n),
(ii) Ip ⊆ pnp ,
(iii) Diff≤n−1k (S)(I) ⊆ p,
(iv) Diff≤n−1Z (S)(I) ⊆ p.
Proof . The equivalence of (i) and (ii) is clear. Since k is perfect, K/k is separable
and therefore formally smooth by (2.3.6), but then so are S/k by (2.3.7) and also
Quot(S/p)/k. Therefore we get (i) ⇔ (iii) from (2.3.5). Choosing k to be the prime
field gives the equivalence of (i) and (iv). This is immediate in positive characteristic
and for characteristic zero we remark that Q/Z is formally smooth.
Definition (2.3.10). Let (R,m) be a noetherian local ring. The order of an ideal
0 6= r ⊆ R is defined as
νR(r) := max{n ∈ N0|r ⊆ mn}.
For a point x of a scheme X we write νx instead of νOX,x.
From (2.3.9) we get the following application:
Corollary (2.3.11). Consider an ideal I in a polynomial ring S = K[X1, ..., Xn],
X = Spec(S), over a field K. Denote by k either a perfect subfield (e.g. the prime
field) of K or k = Z. Then for any n ≥ 1 we have
{x ∈ X|νx(Ix) ≥ n} = V (〈Diff≤n−1k (S)(I)〉).
For example, if I = (f) is a principal ideal, we get
Sing(Spec(S/(f))) = V (〈f,Derk(S)(f)〉).
The rest of this section is devoted to the proof of the Jacobian criteria. We are going
to recall some facts from [EGA] and remind the reader of the notations from (2.1.4).
Lemma (2.3.12). Let B be an A-algebra and b an ideal of B. Suppose that B
and B/b are formally smooth A-algebras. Then b/b2 is a projective B/b-module and
the canonical homomorphism
SymB/b(b/b
2)→ grb(B)
is an isomorphism.
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Proof . B is a formally smooth A-algebra also for the b-preadic topology on B (e.g.
see [EGA, 0IV (19.3.8)]). Then the lemma follows immediately from [EGA, 0IV
(19.5.4)].
Lemma (2.3.13). Let B be a formally smooth A-algebra. Then Ω1B/A and all
PnB/A are projective B-modules and the canonical map
SymB(Ω
1
B/A) −→
⊕
i≥0
IiB/A/I
i+1
B/A
is an isomorphism of graded B-algebras.
Proof . In fact the isomophism and the projectivity of Ω1B/A follow immediately from
(the proof of) [EGA, IV (16.10.2)] . Then SymB(Ω
1
B/A) also is projective (e.g. see
[BA, chap. III, §6, no. 6, Corollary after Theorem 1]) and so all IiB/A/Ii+1B/A are
projective. From the canonical exact sequences
(2.3.13.A) 0→ IiB/A/Ii+1B/A → P iB/A → P i−1B/A → 0
follows immediately the projectivity of the P iB/A by induction on i.
Lemma (2.3.14) (Jacobian criterion of formal smoothness). Let B be an A-
algebra and b an ideal of B. Suppose that B and B/b are formally smooth A-algebras.
Then the canonical morphism
b/b2 → Ω1B/A ⊗B B/b, b 7→ dB/A(b)⊗ 1
is injective. It induces an injective morphism
SymB/b(b/b
2)→ SymB(Ω1B/A)⊗B B/b.
Proof . The injectivity of the first morphism is part of theorem [EGA, 0IV (22.6.1)].
In fact this morphism is left invertible since we are dealing with the discrete topologies
(see [EGA, 0IV (19.1.5)]). Therefore b/b
2 is a direct factor in Ω1B/A ⊗B B/b and so
the injectivity is inherited to the symmetric algebras (e.g. see [BA, chap. III, §6, no.
2, comment after Proposition 4]). Finally SymB/b(Ω
1
B/A⊗BB/b) ∼= SymB(Ω1B/A)⊗B
B/b (e.g. see [BA, chap. III, §6, no. 4, Proposition 7]).
Now we bring this together with the modules PnB/A.
(2.3.15) Let B be an A-algebra and b an ideal of B. Then for every n ≥ 0 there
is a unique A-linear map jn making the following diagram commutative:
B

dn
B/A // PnB/A
Id⊗1

B/bn+1
jn // PnB/A ⊗B B/b
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In fact (Id ⊗ 1)dnB/A(bn+1) = 0. To see this take b1, ..., bn+1 ∈ b. For d(bi) =
1 ⊗ bi − bi ⊗ 1 we have d(b1) · · · d(bn+1) ∈ In+1B/A and therefore this term is zero in
PnB/A⊗BB/b. On the other hand expanding the term results in (1⊗b1 · · · bn+1)⊗1 =
(Id⊗1)(dnB/A)(b1 · · · bn+1).
Proposition (2.3.16). Let the situation be as in (2.3.15) and suppose that B
and B/b are formally smooth over A. Then the map jn in the above diagram is
injective.
Proof . We are going to explain the morphisms and their properties in the following
commutative diagram which can be considered for everey 0 ≤ l ≤ n:
bl/bn+1

  // B/bn+1
jn // PnB/A ⊗B B/b // P lB/A ⊗B B/b
bl/bl+1
α
∼ // Sym
l
B(b/b
2) 
 β // SymlB(Ω
1
B/A)⊗B B/b
γ
∼ // (I
l
B/A/I
l+1
B/A)⊗B B/b
?
δ
OO
The unnamed arrows are the obvious inclusions resp. projections. Once this diagram
is established the claim is obvious. α comes from (2.3.12) and γ from (2.3.13).
The injective morphism β was derived in the Jacobian criterion (2.3.14). The exact
sequences (2.3.13.A) split and therefore remain exact after tensoring with B/b wich
yields δ. The commutativity is now easily seen from the explicit descriptions of the
morphisms.
Putting everything together we get
Lemma (2.3.17). Let B be an A-algebra and b an ideal of B such that B and
B/b are formally smooth A-algebras. Then the following are equivalent for an element
b ∈ B and some n ≥ 1:
(i) Diffn−1A (B)(b) ⊆ b,
(ii) HomB
(
Pn−1B/A, B
)(
dn−1B/A(b)
)
⊆ b,
(iii) jn−1(b mod bn) = 0,
(iv) b ∈ bn.
Proof . (i) implies (ii) by the universal property of differential operators (2.1.5).
Assume that (ii) holds and that jn−1(b mod bn) 6= 0. We showed in (2.3.13) that
Pn−1B/A is a projective B-module. So Pn−1B/A ⊗B B/b is a projective B/b-module and
there exists a ϕ ∈ HomB/b(Pn−1B/A ⊗B B/b, B/b) which sends jn−1(b mod bn) not to
zero. Therefore we get a ϕ′ ∈ HomB
(
Pn−1B/A, B/b
)
which sends dn−1B/A(b) not to zero.
By the projectivity of Pn−1B/A we also get a ϕ′′ ∈ HomB
(
Pn−1B/A, B
)
which sends dn−1B/A(b)
not to b and this contradicts (ii). (iii) implies (iv) by proposition (2.3.16). Finally
(iv) implies (i) as was pointed out in (2.3.1).
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Proof of the Jacobian criteria (2.3.4) and (2.3.5). Lemma (2.3.17) now imme-
diately implies (2.3.4). We suppose that p is a prime ideal of B. Then b ∈ p(n) implies
Diffn−1A (B)(b) ⊆ p as was shown in (2.3.2). By the universal property of differential
operators (2.1.5) this in turn yields
HomB
(
Pn−1B/A, B
)(
dn−1B/A(b)
)
⊆ p.
Note that Pn−1Bp/A ∼= (P
n−1
B/A)p (see [EGA, IV (16.4.14)]) and Pn−1B/A is projective by
lemma (2.3.13). Therefore the following lemma (2.3.18) implies
HomBp
(
Pn−1Bp/A, Bp
)(
dn−1Bp/A(b/1)
)
⊆ pp.
Now we use (ii)⇒ (iv) of (2.3.17) for the local ring Bp and get b/1 ∈ pnp and therefore
b ∈ p(n) again. This is possible since Bp/pp = Quot(B/p) and Bp are formally smooth
over A; the first by assumption and the latter by (2.3.7) since B is formally smooth
over A.
Lemma (2.3.18). Let C be a ring and T ⊆ C a muliplicatively closed subset.
Let M ⊆ N and P ⊆ Q be C-modules. If N is a projective C-module we have
HomC(N,Q)M ⊆ P =⇒ HomT−1C(T−1N,T−1Q)T−1M ⊆ T−1P.
Proof . Since N is projective we have
HomC(N,Q)M ⊆ P =⇒ HomC(N,Q/P )M = 0
and we can take P = 0 = T−1P from the beginning. Further we can suppose that
M is finitely generated and even that M =< m >C is generated by one element.
First suppose that N is a free C-module. Then we can assume that N is finitely
generated and get T−1 HomC(N,Q) ∼= HomT−1C(T−1N,T−1Q) (see [BAC, chap. II,
§2, no. 7, Proposition 19 (i)]). This concludes the proof in the case that N is a free
C-module. If N is projective there exists a C-module F such that N⊕F is free. Then
T−1N⊕T−1F is a free T−1C-module. Regard M and T−1M as submodules of N⊕F
resp. T−1N ⊕ T−1F . We have HomC(N ⊕ F,Q)M = 0 since HomC(N ⊕ F,Q) =
HomC(N,Q)⊕HomC(F,Q). So by the above argument we have HomT−1C(T−1N ⊕
T−1F, T−1Q)T−1M = 0 and therefore HomT−1C(T−1N,T−1Q)T−1M = 0.
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One aim of this chapter is to give easy access to the computation of the differential
operators on a polynomial ring in (3.3.1). These differential operators are well known
(e.g. see [EGA, IV 16.8, 16.11], [Gi, III §1], [H5, 2.]). Our access via groups may be
less well known. We develop a new basis of these differential operators with respect to
additive polynomials in (3.3.2). We also will characterize the homogeneous additive
subgroups of affine space, which we just will call groups for simplicity ((3.3.8) f.).
The ridges (ch. 6) as well as the Hironaka schemes (ch. 9) and our refinement for
them (ch. 10) all are such groups. We complete this chapter with some technical
preparations concerning the rings of invariants of groups in 3.4.
3.1 Cogroups
Let us first recall cogroups. We are not interested in a broad class of them. Therefore
we use the notion of a cogroup for a specific type of cogroup. While mainly interested
in the case of algebras of finite type over a field, we will begin in a more general setting.
(3.1.1) Throughout this section let A be a ring and B =
⊕
n≥0Bn a graded
A-algebra with B0 = A which is generated as an A-algebra by elements of degree 1.
In this situation the projection η : B → B0 = A is a homomorphism of A-algebras.
Another homomorphism of A-algebras ι : B → B which respects the graduation is
given by
ι((bn)n∈N) = ((−1)nbn)n∈N.
Evidently ι is A-linear and further it respects multiplication:
ι ((bn)n∈N) · ι((b′n)n∈N) =
 ∑
i+j=n
(−1)ibi(−1)jb′j

n∈N
= ι((bn)n∈N · (b′n)n∈N).
Definition (3.1.2). A coproduct on B as above is a morphism of graded A-
algebras
∆ : B → B ⊗A B
such that for every b ∈ B1
(3.1.2.A) ∆(b) = b⊗ 1 + 1⊗ b.
B admits at most one coproduct as it is generated by B1 as an A-algebra. If B admits
a coproduct, we call it an A-cogroup. We are considering a special class of Hopf
algebras here. An element b ∈ B with the property (3.1.2.A) is called primitive.
In particular all elements of B1 are primitive. A morphism of A-cogroups just is a
morphism of graded A-algebras.
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Example (3.1.3). Let M be an A-module. Then SymA(M) is an A-cogroup.
In particular polynomial rings over A with the standard graduation are A-cogroups.
Lemma (3.1.4). Let B be an A-cogroup and b ⊆ B+ a homogeneous ideal. Then
the following are equivalent:
(i) B/b is an A-cogroup.
(ii) For all homogeneous elements b ∈ b we have
∆(b) ∈ b⊗A B +B ⊗A b,
where the tensor products stand for their natural images in B ⊗A B.
(iii) b is generated by homogeneous elements b with ∆(b) ∈ b⊗A B +B ⊗A b.
Proof . B/b is an A-cogroup if and only if ∆ : B → B ⊗ B factors to B/b →
B/b ⊗ B/b. This means ∆(b) ⊆ ker(β ⊗ β), where β : B → B/b is the projection,
which is equivalent to (ii). The equivalence of (ii) and (iii) is clear since ∆ is a
homomorphism of rings.
Corollary (3.1.5). Let b be an ideal of an A-cogroup B. If b is generated by
homogeneous primitive elements, then B/b is an A-cogroup.
Proof . By definition of primitivity criterion (iii) of (3.1.4) is fulfilled.
We are going to study under which circumstances the condition in (3.1.5) is necessary
if B/b is a cogroup in (3.3.5) ff.. Now we focus on the algebraic structure of a cogroup
(cf. [Sc, 11], [KS, 8.1]).
Lemma (3.1.6). If B is an A-cogroup, then the following diagrams commute
B ⊗B
Id⊗∆
))
B
∆
77
∆ ''
B ⊗B ⊗B
B ⊗B
∆⊗Id
55
B ⊗B
η⊗Id
))
B
Id //
∆
77
∆ ''
B
B ⊗B
Id⊗η
55
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B ⊗B
ι⊗Id
''
B
η //
∆
77
∆ ''
A // B
B ⊗B
Id⊗ι
77
B ⊗B
b⊗b′ 7→b′⊗b

B
∆
77
∆ ''
B ⊗B
where all tensor products are taken over A.
Proof . Since all arrows are A-algebra homomorphisms and all diagrams have B as
source, it is enough to check the commutativities on B1, which is easy.
We now come to the group valued functors associated to cogroups.
Corollary (3.1.7). Assume that B is an A-cogroup. For all A-algebras C the
set of A-algebra homomorphisms HomA(B,C) becomes an abelian group with multi-
plication
HomA(B,C)×HomA(B,C)→ HomA(B,C), (ϕ,ψ) 7→ (B ∆−→ B ⊗B ϕ⊗ψ−−−→ C),
inversion
HomA(B,C)→ HomA(B,C), ϕ 7→ (B ι−→ B ϕ−→ C)
and neutral element
B
η−→ A→ C.
Proof . All axioms of an abelian group follow from (3.1.6).
Example (3.1.8). Let B be an A-cogroup. In the group HomA(B,B) we have
the relation
Id ◦ ι = η = ι ◦ Id,
i.e. the elements Id and ι are inverse to each other. This follows from the third
diagram of (3.1.6).
Lemma (3.1.9). Let B be an A-cogroup, C a B-algebra and M a C-module.
Then M is by scalar restriction also an A-module. The group HomA(B,C) operates
on the set HomA(B,M) via
HomA(B,C)×HomA(B,M)→ HomA(B,M),
(ϕ, ζ) 7→ (B ∆−→ B ⊗B ϕ⊗ζ−−→ C ⊗M µ−−−−−−→
c⊗m7→cm M).
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Proof . We verify the axioms of an operation again with (3.1.6).
3.2 Differential operators on cogroups
We introduced differential operators in chapter 2. In (3.2.3) we will show how they
can be computed on cogroups. Analogous proceedings are well known at least for
derivations. Throughout this section B is an A-cogroup and M is a B-module.
Lemma (3.2.1). The two maps
ω, ω∗ ∈ EndB(HomA(B,M))
defined for λ ∈ HomA(B,M) by
ω(λ) := (B
∆−→ B ⊗B Id⊗λ−−−→ B ⊗M →M),
ω∗(λ) := (B ∆−→ B ⊗B ι⊗λ−−→ B ⊗M →M)
are inverse to each other. For elements b = (b1, ..., br) of B1 and 1 = (1, ..., 1) ∈ Λ :=
Nr we have the explicit formulas
ω(λ)(b1) =
∑
L,M∈Λ,L+M=1
bLλ(bM ),
ω∗(λ)(b1) =
∑
L,M∈Λ,L+M=1
(−1)|L|bLλ(bM ).
Proof . The maps ω and ω∗ are the actions of Id, ι ∈ HomA(B,B) on HomA(B,M) as
in (3.1.9) and Id and ι are inverse to each other by (3.1.8). The formulas immediately
come by definition and (3.1.2.A).
Definition (3.2.2). For n ∈ N we have an inclusion
HomnA(B,M) := HomA(Bn,M) ⊆ HomA(B,M)
by extending λ : Bn →M with λ(Bm) = 0 for m 6= n. We also will use
Hom≤nA (B,M) :=
n⊕
d=0
HomdA(B,M) ⊆ HomA(B,M)
and
HombA(B,M) :=
⋃
n∈N
Hom≤nA (B,M) =
⊕
n≥0
HomnA(B,M) ⊆ HomA(B,M),
where b stands for bounded. The last inclusion will usually not be an equality.
Theorem (3.2.3). ω from (3.2.1) yields an isomorphism
ω : HombA(B,M)→ DiffA(B,M)
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of B-modules. In particular for every n ∈ N we have the isomorphism
ω : Hom≤nA (B,M)→ Diff≤nA (B,M)
of B-modules.
Proof . It is enough to prove the lower isomorphisms for all n ∈ N. By (3.2.1) it
remains to show the first equality in
Diff≤nA (B,M) =
{
D ∈ HomA(B,M)
∣∣∣∣∣ω∗(D)
(⊕
d>n
Bd
)
= 0
}
=
= {D ∈ HomA(B,M)|ω∗(D) ∈ Hom≤nA (B,M)} = ω(Hom≤nA (B,M)).
If D ∈ Diff≤nA (B,M), then it satisfies the Leibniz rule (2.1.2.A) of order d for all d ≥ n
(see (2.1.8)), i.e. for elements b = (b0, b1, ..., bd) of B and 1 = (1, ..., 1) ∈ Λ := Nd+1
(3.2.3.A)
∑
L,M∈Λ,L+M=1
(−1)|L|bLD(bM ) = 0.
By linearity of ω∗(D) and the last formula of (3.2.1) we must have ω∗(D)(Bd) = 0
for all d > n since B is generated as an A-algebra by B1. Let on the other hand
D ∈ HomA(B,M) satisfy ω∗(D)(Bd) = 0 for all d > n. Then (3.2.3.A) holds
whenever b0, ..., bd ∈ B1 and d ≥ n by (3.2.1) again. We show that this implies
D ∈ Diff≤nA (B,M) by induction on n, where the case n = −1 is trivial. For b ∈ B1
we see that [D, b] satisfies the statement for n − 1 and is therefore by the induction
hypothesis a differential operator of order ≤ n− 1. By criterion (2.1.7) it remains to
show that
C := {c ∈ B|[D, c] ∈ Diff≤n−1A (B,M)}
is a ring since B is generated by B1 and A ⊆ C because D is A-linear. C is obviously
stable under addition. For c, c′ ∈ C and b ∈ B the calculation
[D, cc′](b) = D(cc′b)− cD(c′b) + cD(c′b)− cc′D(b) = [D, c](c′b) + c[D, c′](b)
shows that [D, cc′] ∈ Diff≤n−1A (B,M).
There are two decompositions of differential operators we want to mention.
(3.2.4) (Order decomposition) Using the isomorphism from (3.2.3) we define
the B-submodules
DiffnA(B,M) := ω(Hom
n
A(B,M)) ⊆ Diff≤nA (B,M)
and call them differential operators of order n. So every D ∈ DiffA(B,M) with order
≤ n can be written uniquely as a sum
D = D0 + · · ·+Dn, Di ∈ DiffnA(B,M).
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In other words
Diff≤nA (B,M) =
⊕
d≤n
DiffdA(B,M), DiffA(B,M) =
⊕
d∈N
DiffdA(B,M).
There is also a degree decomposition in the case M = B, which is related to
ω(HomA(Bn, Bm)) (cf. [H5, 2.]). We do not go into all details here but only present
one certain subclass of operators that we will call of degree 0. Exactly these operators
will be used to compute the ridge of a cone (see 6.1).
(3.2.5) (Operators of degree 0) We regard
⊕
d≥0 HomA(Bd, A) ⊆ HomA(B,B)
and define the differential operators of degree 0 on B → B to be DiffA,0(B) :=
ω(
⊕
d≥0 HomA(Bd, A)). This is compatible with the order decomposition and we can
define DiffnA,0(B) and Diff
≤n
A,0(B) analogously and DiffA,0(B) is a graded A-module.
Lemma (3.2.6). DiffA,0(B) is a commutative graded A-algebra with unit.
Proof . For λ, µ ∈⊕d≥0 HomA(Bd, A) we find
ω(λ) ◦ ω(µ) = B ∆−→ B ⊗B Id⊗µ−−−→ B ∆−→ B ⊗B Id⊗λ−−−→ B =
= B
∆−→ B ⊗B ∆⊗Id−−−→ B ⊗B ⊗B Id⊗λ⊗µ−−−−−→ B =
(3.1.6)
= B
∆−→ B ⊗B Id⊗((λ⊗µ)◦∆)−−−−−−−−−→ B = ω((λ⊗ µ) ◦∆) (3.1.6)= ω((µ⊗ λ) ◦∆).
This multiplication respects the graduation: If λ ∈ HomA(Bk, A), µ ∈ HomA(Bl, A),
then one easily sees that (λ⊗ µ) ◦∆ ∈ HomA(Bk+l, A). It is clear that Id is the unit
of this ring.
3.3 Examples
(3.2.3) allows us to compute differential operators without much effort. Let us begin
with the standard differential operators on a polynomial ring.
Example (3.3.1). B = A[Xi]i∈I is an A-cogroup for an arbitrary ring A. Con-
sider the A-linear maps λM : B → B defined by λM (XN ) = δM,N (Kronecker
delta) for M,N ∈ Λ := N(I). Then every λ ∈ HomA(B,B) can be written as
λ =
∑
L∈Λ bLλL for unique λ(X
L) = bL ∈ B (note that this sum may be infinite).
Here λ lies in Hom≤nA (B,B) iff λ =
∑
|L|≤n bLλL. With (3.2.1) we get
ω(λ)(XL) =
∑
M≤cL
(
L
M
)
XL−Mλ(XM ) =
∑
M≤cL
(
L
M
)
bMX
L−M
and (3.2.3) implicates that every D ∈ Diff≤nA (B) has an expression in terms of the
standard differential operators DM = ω(λM ),M ∈ Λ as a (infinite) sum
D =
∑
|M |≤n
bMDM ,
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where the standard differential operators satisfy
(3.3.1.A) DM (X
L) =
(
L
M
)
XM−L.
D is of order n iff D =
∑
|M |=n bMDM and D is of degree 0 iff bM ∈ A for all M .
For any b ∈ B we have
(3.3.1.B) ∆(b) =
∑
M∈Λ
DM (b)⊗XM =
∑
M∈Λ
XM ⊗DM (b).
To see this we can assume, since all terms are A-linear in b, that b = XL; then
(3.3.1.B) is apparent.
The same differential operators can be expressed in a different basis, namely with
respect to some additive polynomials, as follows:
Example (3.3.2). Let S = k[X1, ..., Xn], k a field of positive characteristic
and σ a homogeneous k[F ]-independent system of additive polynomials in S (e.g. an
arranged system). Then, after renumbering the variables, we have with the notations
of (1.4.5) differential operators DN,M ∈ Diff≤qN+|M |k (S) for N ∈ Λ′,M ∈ Λ′′ with the
property
(3.3.2.A) DN,M (σ
N ′XM
′
) =
(
N ′
N
)(
M ′
M
)
σN
′−NXM
′−M
for N ′ ∈ Λ′,M ′ ∈ Λ′′. Every D ∈ Diffk(S) is a unique S-linear combination of these
DN,M . The DN,M also are a k-basis of Diffk,0(S). We further have for all f ∈ S
(3.3.2.B) ∆(f) =
∑
N∈Λ′,M∈Λ′′
DN,M (f)⊗ σNXM .
Proof . By (1.4.5) the (σNXM )N∈Λ′,M∈Λ′′ are a k-basis of S. We take λN,M to be
the elements of the corresponding dual basis and set DN,M := ω(λN,M ). For N
′ ∈ Λ′
and M ′ ∈ Λ′′ we use that all σi are primitive (cf. (3.3.5)) and conclude
DN,M (σ
N ′XM
′
) = (Id⊗λN,M )
(
∆(σ)N
′
∆(X)M
′)
=
=
∑
N ′′,M ′′
(
N ′
N ′′
)(
M ′
M ′′
)
λN,M (σ
N ′′XM
′′
)σN
′−N ′′XM
′−M ′′ =
=
(
N ′
N
)(
M ′
M
)
σN
′−NXM
′−M .
For the last formula we can assume by linearity that f = σN
′
XM
′
which makes it
apparent. For the other claims use (3.2.3) and (3.2.5).
We are also able to compute differential operators on quotients of polynomial rings
as in the following example:
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Example (3.3.3). In the situation of (3.3.2) B := S/〈σ〉S is a k-cogroup by
(3.3.5) and (3.1.5). As seen in (1.4.5) the XM ,M ∈ Λ′′ form a k-basis of B, denote
the dual basis by λM . Analogously to (3.3.2) we get a B-basis of Diffk(B) (resp.
a k-basis of Diffk,0(B)) by differential operators DM = ω(λM ) ∈ Diff≤|M |k (B) for
M ∈ Λ′′. For XM ′ ,M ′ ∈ Λ′′ they have the property
DM (XM
′) =
(
M ′
M
)
XM ′−M .
Lemma (3.3.4). Let B = A[Xi]i∈I as in (3.3.1). Then for all L ∈ Λ and
b, b′ ∈ B we have
(3.3.4.A) DM (bb
′) =
∑
L≤cM
DL(b)DM−L(b′).
Proof . By (3.3.1.B) we find
DM (bb
′) = (Id⊗λM )(∆(b)∆(b′)) =
∑
N,N ′∈Λ
DN (b)DN ′(b
′)λM (XN+N
′
)
and this gives (3.3.4.A).
Now we are going to finish our discussion about primitive elements and the charac-
terization of cogroups from (3.1.4) f..
Proposition (3.3.5). Let B = A[Xi]i∈I and A a domain. For 0 6= b ∈ Bn, n 6= 0
the following are equivalent:
(i) b is primitive, i.e. ∆(b) = b⊗ 1 + 1⊗ b.
(ii) DM (b) = 0 for all M ∈ Λ with 0 < |M | < n.
(iii) b ∈ B1 or n = pl, l ≥ 1, char(A) = p is prime and b =
∑
i∈I aiX
pl
i for ai ∈ A.
Proof . (i)⇒ (ii): DM (b) = ω(λM )(b) = (Id⊗λM )(b⊗1+1⊗b) = b·λM (1)+λM (b) =
0. (ii) ⇒ (iii): Suppose that n > 1 and b = ∑|N |=n aNXN for aN ∈ A. For
a multiindex N, |N | = n with two non zero entries we can write N = N ′ + N ′′
with N ′, N ′′ 6= 0 such that at every entry at most one of N ′ or N ′′ is not zero and
0 < |N ′| < n. By (ii) 0 = DN ′(b) =
∑
|N |=n aN
(
N
N ′
)
XN−N ′ . Since
(
N
N ′
)
= 1, this
implies aN = 0. Thus b =
∑
i∈I aiX
n
i . Again by applying differential operators as
in (ii) we see that ai is annihilated by the greatest common divisor of the binomial
coefficients
(
n
1
)
, ...,
(
n
n−1
)
. This is well known to be 1 in the case that n is not a prime
power. But then we would have b = 0. In the case n = pl, l ≥ 1 for a prime p this
greatest common divisor is p and we have pb = 0. Since A is a domain and b 6= 0 we
must have p = char(A). (iii) ⇒ (i) is obvious.
Lemma (3.3.6). Let β : B → B′ be a surjective morphism of A-cogroups with
kernel b ⊆ B. Then ω and ω∗ induce inverse automorphisms of the B-module
{λ ∈ HomA(B,B)|λ(b) ⊆ b}.
40
3.3 Examples
If b0 = · · · = bn−1 = 0, then Diff≤n−1A (B)(b) ⊆ b.
Proof . λ ∈ HomA(B,B) with λ(b) ⊆ b yields a λ′ ∈ HomA(B′, B′) such that
B
∆ //
β

B ⊗B
β⊗β

Id⊗λ // B
β

B′
∆′
// B′ ⊗B′
Id⊗λ′
// B′
commutes. Thus ω(λ)(b) ⊆ b and by replacing Id with ι also ω∗(λ)(b) ⊆ b. Let
now b0 = · · · = bn−1 = 0 and λ ∈ Hom≤n−1A (B,B). Then λ(b) = 0 and therefore
ω(λ)(b) ⊆ b.
Lemma (3.3.7). Let B be an A-cogroup and b ⊆ B+ a homogeneous ideal such
that B/b also is an A-cogroup. For b ∈ bn, n > 1 the following hold:
(i) If n is not a prime power, then b ∈ B · b≤n−1.
(ii) If n = pl for some prime number p and 1 ≤ l, then pb ∈ B · b≤n−1.
Proof . By (3.1.4) (ii) we must have ∆(b) ∈ b ⊗ B + B ⊗ b and clearly ∆(b) ∈⊕
i+j=nBi ⊗ Bj . With the projections pii :
⊕
i+j=nBi ⊗ Bj → Bi ⊗ Bn−i and the
multiplication map µ : B ⊗A B → B we see that the composition
Bn
∆−→ B ⊗A B pii−→ Bi ⊗A Bn−i µ−→ Bn
is the multiplication by
(
n
i
)
. In fact for elements b = (b1, ..., bn) of B1 and 1 =
(1, ..., 1) ∈ Λ := Nn we find
µ(pii(∆(b
1)) = µ
(
pii
( ∑
L+M=1
bL ⊗ bM
))
=
∑
L+M=1,|L|=i
b1 =
(
n
i
)
b1.
For 0 < i < n we get
(
n
i
)
b = µ(pii(∆(b))) ∈ B · bn−i + B · bi ⊆ B · b≤n−1. Now we
use the fact that the greatest common divisor of
(
n
1
)
, ...,
(
n
n−1
)
is 1 if n is not a prime
power and is p if n is a power of the prime p.
Proposition (3.3.8). Let B be an A-cogroup.
(i) If Q ⊆ A, then B ∼= SymA(B1).
(ii) If A is a field of characteristic p > 0 and B is of finite type over A, then
B ∼= S/s, where S is a polynomial ring of finite type over A and s is an ideal
generated by homogeneous additive polynomials.
(iii) If A is a field, B is of finite type over A and b is a homogeneous ideal of B,
then B/b is an A-cogroup if and only if b is generated by primitive elements.
Proof . Let s be the kernel of the morphism of A-cogroups S := SymA(B1) → B.
Clearly s0 = s1 = 0. In (i) s = 0 follows immediately from (3.3.7). In (ii) we let s
′
be the ideal in S generated by all homogeneous primitive elements of s. By (3.3.5)
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this ideal is generated by additive polynomials, so we have to show s = s′. We
may assume that s′ = 〈σ〉 for a well arranged system σ of additive polynomials. By
(3.1.5) also S/s′ is an A-cogroup. Assume that s′ 6= s and choose a homogeneous
f ∈ s \ s′ with minimal degree n > 1. In S/s′ we have a basis representation
f =
∑
M∈Λ′′,|M |=n fMXM , fM ∈ A (see (1.4.4)). By (3.3.7) n is a power of p. Thus
we find fM 6= 0 for some M with two non zero entries and can choose M = M ′+M ′′
such that 0 < |M ′| < n and DM ′(f) 6= 0 (see (3.3.3)). But by (3.3.6) we come
to the contradiction DM ′(f) ∈ (s/s′)n−|M ′| = 0. (iii): It remains to show that for
a cogroup B/b the ideal b is generated by primitive elements. This is clear in the
case char(A) = 0. Let char(A) > 0 and S = SymA(B1). Then we already proved
that ker(S → B → B/b) is generated by primitive elements of S and therefore b is
generated by primitive elements of B.
(3.3.9) Let k be a field. Whenever B is a k-cogroup and B is of finite type over
k we call G = Spec(B) a group over k. More precisely we should say homogeneous
additive group scheme; note that by (3.1.7) the functor Homk(−, G) takes values in
abelian groups and the graded structure of B defines an action of the multiplicative
group over k on G. In fact we could have started our discussion taking this as a
definition (cf. [Sc, 11.4]). G will be called a vector space if it is isomorphic to
an affine space over k. Note that the group structure of G is independent of any
embedding of G into a vector space. In (3.3.8) we showed that all groups are vector
spaces in characteristic zero and we characterized the subgroups of a vector space in
positive characteristic (cf. [Gi, I 5.4]).
3.4 Rings of invariants
Througout this section let k be a field of characteristic p > 0, S = k[X1, ..., Xn] and
Λ := Nn. Let L be the additive polynomials of S as in (1.4.1). We use differential
operators as in (3.3.1).
Definition (3.4.1). For a homogeneous ideal a of S we define
U(a) := {f ∈ S|∆(f)− 1⊗ f ∈ a⊗k S}.
If S/a is a k-cogroup, then U(a) is called the ring of invariants of the group
G = Spec(S/a) in the vector space V = Spec(S) (cf. [Gi, I 5.4.2 (4) ff.]). We need
some technical characterizations as in [Gi, I 5.4.2 (6), 5.4.3] of such rings for later.
Lemma (3.4.2). In (3.4.1) U(a) is a graded k-subalgebra of S and L ∩ a =
L ∩ U(a) and U+(a) ⊆ a. For all m ≥ 0 we have
Um(a) = {f ∈ Sm|Diff≤m−1k (S)(f) ⊆ a}.
Proof . It is clear that U(a) is a graded k-submodule of S. For f, g ∈ U(a) set
f ′ := ∆(f)− 1⊗ f, g′ := ∆(g)− 1⊗ g ∈ a⊗k S and then f · g ∈ U(a) is clear since
∆(fg)− 1⊗ fg = (f ′ + 1⊗ f) · (g′ + 1⊗ g)− 1⊗ fg ∈ a⊗k S.
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For f ∈ L we have ∆(f)− 1⊗ f = f ⊗ 1, therefore L∩ a = L∩U(a). As in (3.3.1) we
have for f ∈ Sm that ∆(f)−1⊗f =
∑
|M |<mDM (f)⊗XM ∈ U(a) iff DM (f) ∈ a for
all |M | < m and these DM are an S-basis of Diff≤m−1k (S). For f ∈ U+(a) we have
f = D0(f) ∈ a.
Proposition (3.4.3). Let H be a graded k-subalgebra of S. The following are
equivalent:
(i) There exists a subset T of S such that for all m ≥ 0
Hm = {f ∈ Sm|Diff≤m−1k (S)(f) ⊆ T}.
(ii) DMHm ⊆ H for all M ∈ Λ with |M | ≤ m− 1 and all m ∈ N.
(iii) DMH ⊆ H for all M ∈ Λ.
(iv) H is generated by additive polynomials.
(v) H = k[σ] for a well arranged system of additive polynomials σ after possibly
renumbering the variables.
(vi) U(SH+) = H.
(vii) There are homogeneous polynomials f1, ..., fm ∈ S such that H is generated as
a k-algebra by all DM (fi) for i = 1, ...,m and M ∈ Λ.
Proof . (i) ⇒ (ii): Let f ∈ Hm and |M | ≤ m − 1. Then DM (f) is homogeneous of
degree m − |M | ≥ 1 and by (2.1.9) Diff≤m−|M |−1k (S)DM (f) ⊆ Diff≤m−1k (S)(f) ⊆ T
and therefore DM (f) ∈ Hm−|M |. (ii) ⇒ (iii): Let f ∈ Hm. If |M | ≤ m − 1,
then DM (f) ∈ H by (ii). If |M | ≥ m, then DM (f) ∈ k = H0. (iii) ⇒ (iv): Let
K := k[H ∩ L] ⊆ H. Assume K ( H and let m be minimal with Km 6= Hm. Then
m ≥ 2 and we find f = ∑|A|=m fAXA ∈ Hm \Km with fA ∈ k and fA = 0 whenever
A = exp(g) for some g ∈ Km; here and in the following all exponents are taken with
respect to the lexicographical order, see 1.3. Let A be the largest exponent such
that fA 6= 0 and XA is not additive. Let A = (0, ..., 0,mj , ...,mn) with mj > 0 and
mj + · · ·+mn = m. If mj = m, then there exists 0 < r < m with 0 6=
(
m
r
)
=
(
m
m−r
)
since XA is not additive. Then define B := (0, ..., 0, r, 0, ..., 0) with r at position j.
And if mj < m define B := (0, ...,mj , 0, ..., 0) with mj at position j. Let B
′ :=
A − B. Then 0 < |B|, |B′| < |A| = m and in every case DB(XA) 6= 0 6= DB′(XA).
But if XC is additive with C > A, then DB(X
C) = DB′(X
C) = 0. Therefore
exp(DB(f)) = exp(DB(X
A)) = A− B and exp(DB′(f)) = A− B′. By (iii) we have
DB(f), DB′(f) ∈ H≤m−1 = K≤m−1. But then DB(f) ·DB′(f) ∈ K is homogeneous
of degree m − |B| + m − |B′| = 2m − |A| = m. Then exp(DB(f) · DB′(f)) =
exp(DB(f)) + exp(DB′(f)) = A − B + A − B′ = A contradicts fA 6= 0 by our
special choice of f . Therefore K = H. (iv) ⇔ (v) is clear since L ∩ H is a k[F ]-
module (see (1.4.3) f.). (v) ⇒ (vi): Q := H ∩ L is a graded k[F ]-module with
SH+ = SQ and L ∩ SQ = Q by (1.4.7). By (3.4.2) and what is proved so far
we know that U(SH+) is generated by additive polynomials and by (3.4.2) we get
U(SH+) = k[L∩U(SH+)] = k[L∩SH+] = k[L∩SQ] = k[Q] = H. (vi)⇒ (i) follows
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from (3.4.2) for a = SH+. (v) ⇒ (vii): Take (f1, ..., fm) = σ. (vii) ⇒ (iii) is clear
from (3.3.4).
Note that with (3.4.2) and (3.4.3) we have proved that rings of invariants are gener-
ated by additive polynomials. The following corollary completes the train of thought
we began in (1.4.6) f. At the same time it yields the connection between groups
G = Spec(S/a), their rings of invariants U(a) and their Dieudonne´ modules L/(a∩L)
(cf. [Od, 1.]).
Corollary (3.4.4). In the following diagram all arrows are inclusion preserving
bijections, the inverse is always the corresponding arrow in the opposite direction.
The diagram commutes.
homogeneous ideals of
S generated by additive
polynomials
a 7−→ U(a)
//
a 7→ a ∩ L

graded k-subalgebras of
S generated by additive
polynomials
S ·H+ ←−7 H
oo
H 7→ H ∩ L

graded k[F ]-submodules
of L
Q 7→ S ·Q
OO
graded k[F ]-submodules
of L
Q 7→ k[Q]
OO
If σ is a system of homogeneous additive polynomials (arranged or not), the objects
〈σ〉S, k[σ] and 〈σ〉k[F ] correspond to each other under the bijections of the diagram.
Proof . For the bijections on the left see (1.4.7). For the upper arrows see (3.4.3) (vi)
and note that S · U+(a) = a is clear since U+(a) ⊆ a and L ∩ a ⊆ U(a) (see (3.4.2)).
On the right side it is clear that k[H ∩L] = H and Q ⊆ k[Q]∩L ⊆ SQ∩L = Q. It is
obvious that all maps are inclusion preserving. For the commutativity we just have
to check one compatibility and it is clear that S ·k[Q]+ = S ·Q. For the last statement
we now just have to remark that 〈σ〉S = S · 〈σ〉k[F ] and k[〈σ〉k[F ]] = k[σ].
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Goal of this chapter is to introduce Hilbert series of filtered modules in order to define
an invariant for resolution of singularities in chapter 8. These series are a powerful
tool for many technical problems. We will first recall the notion of filtered rings and
filtered modules in great detail and in a very broad perspective, followed by graded
rings and modules. Most of the ideas presented here come from [Gi, I], where mainly
the local case is treated, and [AM, 10] and are well known. We try to formulate
everything as general as possible. The most important result is proposition (4.6.5).
4.1 Filtered rings and modules
Let us recall filtered rings and modules.
Definition (4.1.1). A filtration on a ring A is a sequence of ideals
A : A = A0 ⊇ A1 ⊇ A2 ⊇ · · ·
satisfying An ·Am ⊆ An+m for all n,m ≥ 0. The pair (A,A) is called a filtered ring.
Sometimes it is convenient to extend the sequence of ideals from N to Z by defining
An = A for n ≤ 0. The relation An · Am ⊆ An+m then is true for all n,m ∈ Z.
For an ideal I of a ring A there is the I-adic filtration An := I
n (where we also
use In = A for n ≤ 0). With letters A,B, ... we will refer to arbitrary filtrations. In
the case of an I-adic filtration we will write (A, I) instead of (A,A). A morphism
of filtered rings ϕ : (A,A) → (B,B) is a morphism of rings ϕ : A → B satisfying
ϕ(An) ⊆ Bn for all n.
Definition (4.1.2). Let (A,A) be a filtered ring and M an A-module. A filtra-
tion on the module M (more precisely an (A,A)-filtration) is a sequence
M : · · · ⊇M−2 ⊇M−1 ⊇M0 ⊇M1 ⊇M2 ⊇ · · ·
of A-submodules of M such that AmMn ⊆Mm+n for all m,n ∈ Z. The pair (M,M)
is called a filtered (A,A)-module. M is called bounded if there exists N ∈ Z such
that Mn = M for all n ≤ N . It is called positive if this holds for N = 0. The
filtration is called exhaustive if
⋃
n∈ZMn = M . The filtration is called separated if⋂
n∈ZMn = {0}. A morphism of filtered (A,A)-modules ϕ : (M,M) → (N,N )
is an A-module homomorphism ϕ : M → N such that ϕ(Md) ⊆ Nd for all d ∈ Z.
This implies ϕ(Md) ⊆ ϕ(M) ∩ Nd. ϕ is called strict if ϕ(Md) = ϕ(M) ∩ Nd for
all d ∈ Z. A sequence of filtered (A,A)-modules is called exact if the sequence of
underlying A-modules is exact. It is called strict if all morphisms are strict. If M is
an A-module, then (M,M) with Mn := AnM is a filtered (A,A)-module. A sequence
· · · ⊇ M−2 ⊇ M−1 ⊇ M0 ⊇ M1 ⊇ M2 ⊇ · · · of A-submodules of M yields an
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(A, I)-filtration on M iff IMi ⊆ Mi+1 for all i ≥ 0. Such a filtration is called an
I-filtration on M . If furthermore IMi = Mi+1 for all sufficiently large integers
i and the filtration M is bounded, we call the filtration I-stable. In particular we
get the I-adic filtration on M by putting Mi := I
iM . This is a positive I-stable
filtration and we will write (M, I) if we refer to M together with this filtration. A
free filtered (A,A)-module is a filtered (A,A)-module which is isomorphic (as a
filtered (A,A)-module) to a direct sum of (A,A(n)) for various n ∈ Z. (see (4.1.5)
and (4.1.6)). It is called additionally of finite type if the direct sum is finite. A
subfiltration of an (A,A)-filtration M on M is an (A,A)-filtration M′ on M such
that M ′d ⊆Md for all d ∈ Z. We simply write M′ ⊆M in this case.
We now discuss several situations in which a filtration induces a filtration on a related
object. We omit the easy proofs.
(4.1.3) (Pullback) Let (M,M) be a filtered (A,A)-module and ϕ : L → M a
homomorphism of A-modules. For all d ∈ Z put Ld := ϕ−1(Md). This makes (L,L)
into a filtered (A,A)-module and ϕ : (L,L)→ (M,M) is a strict morphism. We call
L the pullback filtration on L and denote it with ϕ∗(M). If M is bounded, then
so is L. If M is exhaustive, then so is L. If M is separated and ϕ is injective, then
L is separated.
(4.1.4) (Pushforward) Let (M,M) be a filtered (A,A)-module and ϕ : M → N
a homomorphism of A-modules. For all d ∈ Z put Nd := ϕ(Md). This makes (N,N )
into a filtered (A,A)-module and ϕ : (M,M)→ (N,N ) is a strict morphism. We call
N the pushforward filtration on N and denote it with ϕ∗(M). If M is bounded
and ϕ is surjective, then N is bounded. If M is exhaustive and ϕ is surjective, then
N is exhaustive.
(4.1.5) (Shift) Let (M,M) be a filtered (A,A)-module and n ∈ Z. Define
a new filtration M(n) on M by M(n)i := Mn+i. Then (M,M(n)) is a filtered
(A,A)-module and M(n) is called a shifted filtration of M. M is bounded (resp.
exhaustive, resp. separated) iffM(n) is bounded (resp. exhaustive, resp. separated).
For n ≥ 0 we have M(n) ⊆M.
(4.1.6) (Direct sum) Let (M i,Mi)i∈I be a family of filtered (A,A)-modules.
We define a filtration M = ⊕i∈IMi on the A-module M := ⊕i∈IM i by setting
Mn :=
⊕
i∈IM
i
n ⊆ M for n ∈ Z. Then (M,M) is a filtered (A,A)-module and M
is called the direct sum filtration. All inclusions ϕi : M
i →M and all projections
pii : M →M i are strict morphisms of filtered (A,A)-modules and ϕ∗i (M) =Mi and
pii∗(M) =Mi. If all Mi are bounded and I is finite, then M is bounded. If all Mi
are exhaustive, then so is M. If all Mi are separated, then so is M.
(4.1.7) (Localization) Let (M,M) be a filtered (A,A)-module and S ⊆ A
multiplicatively closed. Then (AS ,AS) is a filtered ring with (AS)n := (An)S and
(MS ,MS) is a filtered (A,AS)-module with (MS)n := (Mn)S . The filtrations AS
andMS are called the localized filtrations. In the case that S = A \ p for a prime
p of A we also use the notations Ap andMp. IfM is bounded, then so isMS . IfM
is exhaustive, then so is MS .
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Lemma (4.1.8) (cf. [AM, 10.6]). Let M′ be an I-stable filtration and M′′ a
bounded I-filtration of the A-module M . Then there exists an integer n0 ∈ Z with
M′(n0) ⊆M′′n. (One can choose n0 ≥ 0.)
Proof . Choose n1, n2 ≤ 0 such thatM′(n1) andM′′(n2) are positive (remaining I-
stable, resp. I-filtered). Choose n3 ≥ 0 such that for all n ≥ n3 we haveM′(n1)n+1 =
IM′(n1)n. Then for n ≥ 0 we get M′(n1 + n3)n = M′(n1)n3+n = InM′(n1)n3 ⊆
InM ⊆M′′(n2)n. For n < 0 we also haveM′(n1 +n3)n ⊆M =M′′(n2)n. Therefore
M′(n1 + n3) ⊆M′′(n2) and M′(n1 − n2 + n3) ⊆M′′, define n0 := n1 − n2 + n3. If
n0 ≤ 0 we get M′ ⊆M′(n0) ⊆M′′ and therefore can also choose n0 = 0.
We end this section with two useful remarks.
Remark (4.1.9). Let ϕ : (M,M) → (N,N ) be a morphism of filtered (A,A)-
modules. Then ϕ is strict if and only if the pushforward filtration on ϕ(M) via
M → ϕ(M) is the same as the pullback filtration on ϕ(M) via ϕ(M) → N . In
particular: If ϕ is injective, then ϕ is strict iff M = ϕ∗N . If ϕ is surjective, then ϕ
is strict iff ϕ∗M = N .
Proof . This is clear since the pushforward filtration on ϕ(M) is given by ϕ(Md) and
the pullback filtration by ϕ(M) ∩Nd.
Remark (4.1.10). Let (A,A) be a filtered ring and (L,L) ϕ−→ (M,M) ψ−→ (N,N )
an exact sequence of filtered A-modules, where ϕ is strict. Then the induced sequence
Ld
ϕd−→Md ψd−→ Nd is exact for all d ∈ Z.
Proof . ker(ψd) = ker(ψ) ∩Md = ϕ(L) ∩Md = ϕ(Ld).
4.2 Good filtrations and their inheritance
We discuss important classes of filtered rings and modules with noetherian properties.
Definition (4.2.1). To a filtered ring (A,A) we associate two graded A-algebras:
The blow up algebra Bl(A) := ⊕d∈NAd and the total blow up algebra Bl†(A) :=⊕
d∈ZAd. They can be regarded as subalgebras of A[T ], resp. A[T, T
−1]. Bl†(A) is
an exception to our convention that all graded rings are positively graded.
Lemma (4.2.2). For a filtered ring (A,A) the following are equivalent:
(i) Bl†(A) is a noetherian ring.
(ii) A = A0 is a noetherian ring and Bl
†(A) is an A0-algebra of finite type.
(iii) Bl(A) is a noetherian ring.
(iv) A = A0 is a noetherian ring and Bl(A) is an A0-algebra of finite type.
Proof . For (ii) ⇒ (i) and (iv) ⇒ (iii) just use Hilbert’s basis theorem. The ring ho-
momorphism Bl(A)→ Bl†(A) extends to a surjective morphism Bl(A)[T ]→ Bl†(A)
sending T to z := 1 ∈ A−1, proving (iii) ⇒ (i) and (iv) ⇒ (ii). It remains to prove
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(i) ⇒ (iv): Let a0 be an ideal in A0 and a := Bl†(A) · a0. Then a =
⊕
d∈ZAda0 and
since A0a0 = a0, the ideal a0 can be regained from a. This proves that every ascend-
ing sequence of ideals in A0 must stabilize, so A0 is noetherian. Consider the ideal
b ⊆ Bl†(A) generated by ⊕d≥1Ad. Then b is a homogeneous ideal with bn = A1 for
n ≤ 1 and bn = An for n ≥ 1. Take homogeneous generators x1, ..., xs of this ideal
with degrees k1, ..., ks. Take homogeneous generators y1, ..., yr of A1 as an ideal in A0
and regard them as elements of Bl†(A) inA1 ⊆ b. Now x1, ..., xs, y1, ..., yr generate the
ideal b and using z ∈ Bl†(A) as above we can suppose that k1, ..., ks > 0. Let B be the
A0-subalgebra of Bl(A) generated over A0 by y1, ..., yr and for 1 ≤ i ≤ s the elements
xi, zxi, ..., z
ki−1xi, which is contained in Bl(A). We show that B = Bl(A) which fin-
ishes the proof. We do this by proving inductively Bn = Bl(A)n and start with n = 0.
Suppose n > 0. Let x ∈ Bl(A)n ⊆ b. Then x = f1x1 + · · ·+ fsxs + g1y1 + · · ·+ gryr
with fi ∈ An−ki and gj ∈ An−1. Therefore gj ∈ B and gjyj ∈ B. If n − ki ≥ 0,
then fi ∈ B and fixi ∈ B. If n − ki < 0, then we write f ′i for the element fi in
the homogeneous part A0(= An−ki). But now fixi = f
′
ixiz
ki−n with xizki−n ∈ B by
definition. This shows x ∈ B.
Definition (4.2.3). Let (A,A) be a filtered ring. The filtration A is called n-
good and (A,A) is called an n-good filtered ring if Bl†(A) is a noetherian ring,
i.e. (A,A) satisfies the equivalent conditions of (4.2.2). The filtration A is called
good and (A,A) is called a good filtered ring (cf. [Gi, I 1.]) if A is n-good and
there exists an n > 0 such that An is contained in the radical of A.
Example (4.2.4). If A is a noetherian ring and I ⊆ A an ideal, then (A, I) is
an n-good filtered ring. If furthermore I is contained in the radical of A (e.g. A a
local ring and I 6= A), then the filtration is good.
Definition (4.2.5). Let (M,M) be a filtered (A,A)-module. Its associated total
blow up module is the graded Bl†(A)-module Bl†(M) := ⊕d∈ZMd.
Lemma (4.2.6) (cf. [Gi, I 1.3, 1.3.3]). For a filtered module (M,M) over an
n-good filtered ring (A,A) the following are equivalent:
(i) Bl†(M) is a finitely generated Bl†(A)-module.
(ii) There exist x1 ∈Mn1 , ..., xr ∈Mnr such that Mn =
∑r
i=1An−nixi for all n ∈ Z.
(iii) All (Mn)n∈Z are finitely generated A-modules, there exists an s ∈ Z such that
Mn =
∑
i≤sAn−iMi for all n ∈ Z and there exists t ∈ Z such that · · · = Mt−2 =
Mt−1 = Mt.
(iv) There exists a free filtered (A,A)-module (L,L) of finite type and a surjective
strict morphism of filtered (A,A)-modules (L,L)→ (M,M).
Proof . Start with (i) and let x1 ∈Mn1 , ..., xr ∈Mnr be homogeneous generators of
the Bl†(A)-module Bl†(M). Then for all n ∈ Z clearly (ii) holds, showing that all
Mi are finitely generated (all Ai are finitely generated A = A0-modules by (4.2.2)),
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and with s := max{n1, ..., nr} we find
Mn =
r∑
i=1
An−nixi ⊆
r∑
i=1
An−niMni ⊆
∑
i≤s
An−iMi ⊆Mn
and (iii) follows since for any n ≤ t := min{n1, ..., nr} we have Mn =
∑r
i=1An−nixi =∑r
i=1Axi. (iii) ⇒ (i): Let x1, ..., xr ∈ Bl†(M) be generators of the A-modules
Mt, ...,Ms regarded in the respective degrees. Let N be the Bl
†(A)-submodule of
Bl†(M) generated by these elements. Since A = (Bl†(A))0, at least Mt, ...,Ms are
contained in N . A = (Bl†(A))−1 implies then Mn ⊆ N for all n ≤ t. But now the
formula in (iii) assures that N = Bl†(M). It is easy to see that (iv) ⇔ (ii).
Definition (4.2.7). Let (M,M) be a filtered module over an n-good filtered ring
(A,A). The filtration M is called a good filtration and (M,M) is called a good
filtered (A,A)-module if Bl†(M) is a finitely generated Bl†(A)-module and M is
exhaustive. (4.2.6) implies that a good filtration is bounded.
Example (4.2.8). Let (A,A) be an n-good filtered ring and M a finitely gen-
erated A-module. Then Mn := AnM yields a good filtration on M (use criterion
(iv) of (4.2.6) for a surjection An → M). In particular (M, I) is a good filtered
(A, I)-module.
Lemma (4.2.9) (cf. [AM, 10.8]). For a filtered (A, I)-module (M,M) over a
noetherian ring A the following are equivalent:
(i) M is good.
(ii) M is I-stable and M is a finitely generated A-module.
Proof . (i) ⇒ (ii): By (4.2.6) (iii) all Mn are finitely generated and there exists an
integer s ∈ Z such that for all n ≥ s
Mn+1 =
∑
i≤s
An+1−iMi =
∑
i≤s
IIn−iMi = I
∑
i≤s
An−iMi = IMn
which means that M is I-stable. (ii) ⇒ (i): Use the same criterion and note that I-
stable filtrations are bounded by definition. There exists s ∈ Z such that for all n ≥ s
one has Mn+1 = IMn. Then for n ≤ s we have Mn = A0Mn ⊆
∑
i≤sAn−iMi ⊆ Mn
and for n ≥ s we find Mn = In−sMs = In−s
∑
i≤s I
s−iMi =
∑
i≤sAn−iMi.
The noetherian properties discussed so far are passed to related objects under certain
circumstances.
Lemma (4.2.10). Let (A,A) be an n-good filtered ring and (M,M) a good filtered
(A,A)-module.
(i) (Artin-Rees)(cf. [AM, 10.9]) For a monomorphism ι : N → M also (N, ι∗M)
is a good filtered (A,A)-module.
(ii) For an epimorphism pi : M → N also (N, pi∗M) is a good filtered (A,A)-module.
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(iii) For any n ∈ Z also (M,M(n)) is a good filtered (A,A)-module.
(iv) For a finite family (M i,Mi)i∈I of good filtered (A,A)-modules, also (
⊕
i∈IM
i,⊕
i∈IMi) is a good filtered (A,A)-module.
(v) For a multiplicatively closed subset S ⊆ A also (AS ,AS) is an n-good filtered
ring and (MS ,MS) is a good filtered (AS ,AS)-module.
Proof . (i) The module Bl†(ι∗M) clearly is a naturally graded Bl†(A)-submodule
of Bl†(M). Since A is n-good, the ring Bl†(A) is noetherian. Since Bl†(M) is
a finitely generated Bl†(A)-module, the same holds for Bl†(ι∗M). Since M is
exhaustive, the same holds for the pullback filtration ι∗M.
(ii) Clearly pi∗M is exhaustive. The induced Bl†(A)-linear map from Bl†(M) to
Bl†(pi∗M) is surjective. Therefore also Bl†(pi∗M) is finitely generated.
(iii) This is obvious for example by criterion (iii) of of (4.2.6).
(iv)
⊕
i∈IMi is exhaustive since all Mi are exhaustive and Bl†(
⊕
i∈IMi) is iso-
morphic to
⊕
i∈I Bl
†(Mi) and therefore a finitely generated Bl†(A)-module.
(v) Since (Bl†(A))S ∼= Bl†(AS), also (AS ,AS) is n-good. Bl†(M) is a finitely
generated Bl†(A)-module. This property also is preserved under localization
and (Bl†(M))S ∼= Bl†(MS) shows that (MS ,MS) is good.
Let us finish this section with an application.
Lemma (4.2.11). Let (A,A) be an n-good filtered ring and (M,M) a good filtered
(A,A)-module. Let L := ⋂m∈ZMm. Then for all n ∈ Z we have AnL = L.
Proof . Let L be the pullback filtration on L via the inclusion L → M . Then by
(4.2.10) also (L,L) is a good filtered (A,A)-module and Lm = L for all m ∈ Z. With
(4.2.6) (iii) we get L = Ln+s =
∑
i≤sAn+s−iLi =
∑
j≥0An+jL = AnL.
Corollary (4.2.12). Let (A,A) be a good filtered ring and (M,M) a good filtered
(A,A)-module. Then M is separated.
Proof . Since A is noetherian and M is finitely generated, also L :=
⋂
m∈ZMm is
finitely generated. By (4.2.11) there exists an ideal An which is contained in the
radical of A such that AnL = L and the Nakayama lemma yields L = 0.
Corollary (4.2.13) (Krull’s intersection theorem, cf. [AM, 10.19]). Let I be
an ideal in a noetherian ring A contained in its radical and M a finitely generated
A-module. Then
⋂∞
n=0 I
nM = 0.
Proof . Use (4.2.12) for the good filtered module (M, I) over the good filtered ring
(A, I) ((4.2.4) and (4.2.8)).
Corollary (4.2.14). Let I be an ideal in a noetherian ring A contained in its
radical and M a finitely generated A-module with submodules K,L ⊆ M . Then⋂∞
n=0(K + I
nL) = K.
Proof . With Ln := (K + I
nL)/K ⊆M/K we have ILn = Ln+1 and (4.2.13) yields⋂
n≥0 Ln =
⋂
n≥0 I
nL0 = 0. Note that K = ker(
⋂
n≥0(K + I
nL)→ ⋂n≥0 Ln).
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4.3 Graded rings and modules
We are going to use the associated graded rings and modules of their filtered coun-
terparts. Let us recall some definitions and facts about graded rings and modules in
general first.
Definition (4.3.1). A graded ring is a ring A together with a subgroup decom-
position A =
⊕
n≥0An such that AnAm ⊆ An+m for all m,n ≥ 0. Thus A0 is a
subring and each An is an A0-module. We denote with A+ the ideal
⊕
n≥1An of A.
A morphism of graded rings is a morphism of rings which respects the graduation.
Lemma (4.3.2) (cf. [AM, 10.7]). Let A be a graded ring. Then A is noetherian
if and only if A0 is noetherian and A is of finite type over A0.
Proof . If A is noetherian, then so is A0 ∼= A/A+. If A+ = 〈x1, ..., xs〉A with homo-
geneous xi, then one easily sees by induction that A = A0[x1, ..., xs]. Hilbert’s basis
theorem yields the other implication.
Definition (4.3.3). A graded module is a module M over a graded ring A
together with a subgroup decomposition M =
⊕
n∈ZMn such that AmMn ⊆ Mm+n
for all m ≥ 0, n ∈ Z. All Mn are A0-modules. The graduation is called bounded if
there exists N ∈ Z such that Mn = 0 for n < N and is called positive if Mn = 0 for
n < 0. Morphisms of graded modules respect the graduation.
Lemma (4.3.4). Let M be a finitely generated graded module over the noetherian
graded ring A. Then all Mn are finitely generated A0-modules and the graduation on
M is bounded.
Proof . M is generated by homogeneous elements m1, ...,ms of degrees k1 ≤ · · · ≤ ks.
Then Mn = 0 for n < k1. By (4.3.2) all Ai are finitely generated A0-modules. Since
Mn = An−k1m1 + · · ·+An−ksms, also Mn is a finitely generated A0-module.
Remark (4.3.5). A sequence of graded modules L → M → N is exact if and
only if all induced sequences of A0-modules Ln → Mn → Nn for n ∈ Z are exact.
One can give a graded A-module M a shifted graduation M(n) for n ∈ Z by
M(n)m := Mm+n. M(n) again is a graded A-module.
Lemma (4.3.6). Let M be a bounded graded module over a graded ring A. Then
A+M = M implies M = 0. If N ⊆ M is a graded submodule with M = A+M +N ,
then M = N . If ϕ : L→M is a morphism of graded A-modules such that the induced
morphism L/A+L→M/A+M is surjective, then already L→M was surjective.
Proof . Let Mn = 0 for n < N . Then M = A
n
+M ⊆ M≥N+n and therefore
M ⊆ ⋂nM≥N+n = 0. Assume that M = A+M + N . Then M/N is bounded and
A+(M/N) = A+M +N/N = M/N and therefore M/N = 0. If L/A+L→M/A+M
is surjective, we have M = A+M + ϕ(L) and therefore get M = ϕ(L).
Let us also mention the idea of a standard basis, widely used in resolution of singu-
larities (cf. [CJS, 1.3]).
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Definition (4.3.7). A system of elements (m1, ...,mn) of a graded A-module M
is called a standard basis of M if mi is homogeneous of degree si for 1 ≤ i ≤ n,
s1 ≤ s2 ≤ ... ≤ sn, mi 6∈ 〈m1, ...,mi−1〉A for i = 1, ..., n and 〈m1, ...,mn〉A = M . A
standard basis can be obtained from a homogeneous system of generators by reordering
and thrashing out superfluous elements.
4.4 Graduations associated to filtrations
Definition (4.4.1). The associated graded ring of a filtered ring (A,A)
gr(A) :=
⊕
d≥0
Ad/Ad+1 = A/A1 ⊕A1/A2 ⊕ · · ·
will be denoted by grI(A) for the I-adic filtration. gr is functorial. If (M,M) is a
filtered (A,A)-module, its associated graded module is the graded gr(A)-module
gr(M) :=
⊕
d∈Z
Md/Md+1
and in the case of the I-adic filtration we write grI(M). gr is functorial in fil-
tered (A,A)-modules. One has canonical isomorphisms of graded gr(A)-modules
gr(M)(n) ∼= gr(M(n)) for n ∈ Z. gr also commutes with direct sums.
Lemma (4.4.2) (cf. [Gi, I 2.1]). Let (A,A) be a filtered ring and (L,L) ϕ−→
(M,M) ψ−→ (N,N ) a strict exact sequence of filtered (A,A)-modules. Then the in-
duced sequence gr(L)→ gr(M)→ gr(N ) is an exact sequence of gr(A)-modules.
Proof . We have to show that Ld/Ld+1 →Md/Md+1 → Nd/Nd+1 is exact for all d ∈
Z. From (4.1.10) we know that Ld →Md → Nd is exact for all d. Let m ∈Md with
ψ(m) ∈ Nd+1. Then ψ(m) = ψ(m′) for some m′ ∈Md+1. Since now ψ(m−m′) = 0,
we know that m−m′ = ϕ(l) for some l ∈ Ld. But then m ≡ ϕ(l) mod Md+1.
Remark (4.4.3). Let (M,M) be a filtered (A,A) module. If M is exhaustive
and separated and gr(M) = 0, then M = 0.
Proof . gr(M) = 0 implies Mn = Mn+1 and M =
⋃
n∈ZMn =
⋂
n∈ZMn = {0}.
Proposition (4.4.4). Let ϕ : (M,M) → (N,N ) be a morphism of filtered
(A,A)-modules.
(i) If gr(ϕ) is injective and M is exhaustive, then ϕ is strict. If M is additionally
separated, then ϕ is injective.
(ii) If gr(ϕ) is surjective and the pushforward filtration on N/ϕ(M) via N →
N/ϕ(M) is separated and N is exhaustive, then ϕ is surjective.
Proof . (i): Md/Md+1 → Nd/Nd+1 is injective and we have to show that ϕ(Md) =
Nd ∩ ϕ(M). Since M is exhaustive, x ∈ Nd ∩ ϕ(M) lies in ϕ(Me) for some e. If
e ≥ d, we are done. If e < d, then x maps to zero in Ne/Ne+1 and therefore
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x ∈ Nd ∩ ϕ(Me+1). Inductively we get x ∈ ϕ(Md). Make 0 → K ψ−→ M ϕ−→ N into
a strict exact sequence of filtered (A,A)-modules using the pullback filtration K on
K, which is exhaustive and separated (cf. (4.1.3)). Then gr(ϕ) ◦ gr(ψ) = 0 and
the injectivity of gr(ϕ) and gr(ψ) (see (4.4.2)) imply gr(K) = 0 and with (4.4.3) we
conclude that K = 0. (ii): Let M
ϕ−→ N ψ−→ P → 0 be an exact sequence of A-modules
and equip P with the exhaustive (cf. (4.1.4)) and separated pushforward filtration
via ψ. Then gr(ψ) ◦ gr(ϕ) = 0 and since gr(ϕ) is surjective we must have gr(ψ) = 0.
ψ is strict and surjective, so (4.4.2) implies gr(P) = 0 and (4.4.3) yields P = 0.
Lemma (4.4.5). Let (M,M) be a good filtered module over an n-good filtered
ring (A,A). gr0(A) and gr(A) are noetherian rings and gr(A) is a gr0(A)-algebra
of finite type. gr(M) is a finitely generated gr(A)-module and grn(M) is a finitely
generated gr0(A)-module for all n ∈ Z.
Proof . gr(A) is a quotient of Bl(A) and gr0(A) is a quotient of A, now use (4.2.2).
gr(M) ∼= Bl†(M)/Bl†(M(1)) and Bl†(M) is a finitely generated Bl†(A)-module.
Also all Mn are finitely generated A-modules, see (4.2.6).
Corollary (4.4.6) (cf. [Gi, I 2.3]). Let (A,A) be a good filtered ring and ϕ :
(M,M) → (N,N ) a morphism of good filtered (A,A)-modules. If gr(ϕ) is injective
(resp. surjective, resp. bijective), then so is ϕ and ϕ is strict.
Proof . M and N are bounded and separated (see (4.2.12)). The injective case
follows from (4.4.4) (i). Let gr(ϕ) be surjective. Pushforwards of good filtrations are
good again (see (4.2.10)) and ϕ is surjective by (4.4.4) (ii). All induced morphisms
Mn → Nn are also surjective by carrying over the argument to the induced filtrations
on them which are good again by (4.2.10). This proves the strictness.
Corollary (4.4.7) ([Gi, I 2.4]). Let (A,A) be a good filtered ring and (M,M) a
good filtered (A,A)-module. If gr(M) = 0, then M = 0.
Proof . Apply (4.4.6) to 0→M .
Definition (4.4.8). Let (M,M) be a filtered (A,A)-module, letM be exhaustive.
The order of an element m ∈M is defined as
ν(m) := νM(m) := sup{n ∈ Z|m ∈Mn} ∈ Z ∪ {∞}.
In the case ν(m) = ∞ we have m ∈ ⋂n∈ZMn, i.e. m = 0 if M is separated. If
ν(m) =∞ we define in(m) := 0, otherwise we declare the initial form of m to be
in(m) := m mod Mν(m)+1 ∈ grν(m)(M).
The elements in(m) for m ∈M are precisley the homogeneous elements of gr(M).
Remark (4.4.9). In the situation of (4.4.8) we have for elements m,m′ ∈ M
ν(m+m′) ≥ min{ν(m), ν(m′)} and equality holds if ν(m) 6= ν(m′). For m ∈M and
a ∈ A one has ν(am) ≥ ν(a) + ν(m). If gr(A) is a domain, then for all a, a′ ∈ A we
get ν(a · a′) = ν(a) + ν(a′) and in(a · a′) = in(a) · in(a′).
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The notion of a standard basis is carried over to filtered modules (cf. [CJS, 1.17]).
Definition (4.4.10). Let (M,M) be an exhaustive filtered (A,A)-module. A
standard basis of (M,M) is a system of elements (m1, ...,mn) of M such that
(in(m1), ..., in(mn)) is a standard basis of the gr(A)-module gr(M) (see (4.3.7)). If
gr(M) is finitely generated over gr(A), then there exists such a standard basis.
Lemma (4.4.11). Let ϕ : (M,M)→ (N,N ) be an injective strict morphism of
exhaustive filtered (A,A)-modules. Then for any m ∈ M we have ν(ϕ(m)) = ν(m)
and gr(ϕ)(in(m)) = in(ϕ(m)).
Proof . This is clear if ν(m) = ∞. If ν(m) = n, then ϕ(m) ∈ Nn. If ϕ(m) ∈ Nn+1,
then ϕ(m) ∈ Nn+1 ∩ ϕ(M) = ϕ(Mn+1) and since ϕ is injective we would have
m ∈Mn+1 which contradicts ν(m) = n. Therefore also ν(ϕ(m)) = n.
Corollary (4.4.12). Let (M,M) be a good filtered module over a good filtered
ring (A,A). Let (m1, ...,mn) be a standard basis of M . Then M = 〈m1, ...,mn〉A.
Proof . Let N := 〈m1, ...,mn〉A ⊆M and equip N with the pullback filtration N , so
ϕ : (N,N )→ (M,M) is injective and strict. By (4.4.11) we have in(m1), ..., in(mn) ∈
im gr(ϕ) and hence gr(ϕ) is surjective. By (4.4.6) also ϕ is surjective.
4.5 Hilbert series of graded modules and cones
We are going to define Hilbert series for graded modules and filtered modules as
elements of the ring of formal Laurent series Z((T )). Hilbert series will be used to
measure singularities later. Therefore we introduce an order on Z((T )) and focus on
estimations between series. Since we have to compare singularities in different dimen-
sions, we work with series H(n), where one has n dimensions added in comparison to
H (cf. (4.5.9)).
Definition (4.5.1). For H(T ) ∈ Z((T )) and n ∈ Z we define series H(n)(T ) :=
(1 − T )−nH(T ) ∈ Z((T )). In particular H(1)(T ) = (1 + T + T 2 + · · · ) · H(T ). We
introduce a partial order on Z((T )) by
∑
n∈Z anT
n ≤∑n∈Z bnTn if an ≤ bn for all
n ∈ Z. In particular ∑n∈Z anTn ≥ 0 means that an ≥ 0 for all n ∈ Z. We say that∑
n∈Z anT
n is increasing if an+1 ≥ an for all n ∈ Z. For two series H(T ),K(T ) ∈
Z((T )) and n ∈ Z we write H(T ) ≡ K(T ) mod Tn if H(T )−K(T ) ∈ TnZ[[T ]].
Remark (4.5.2). Let H(T ),K(T ) ∈ Z((T )). One easily sees the following:
(i) If H(T ) =
∑
n∈Z anT
n, then H(1)(T ) =
∑
n∈Z
(∑
m≤n am
)
Tn.
(ii) If H(T ) ≥ 0, then H(1)(T ) is increasing.
(iii) If H(T ) is increasing, then H(T ) ≤ T−eH(T ) and (1−T e)H(T ) ≥ 0 for e ≥ 0.
(iv) If H(T ) ≤ K(T ), then H(n)(T ) ≤ K(n)(T ) for all n ≥ 0. This does not hold in
general for n < 0.
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For the following we fix a noetherian graded ring A =
⊕
n≥0An (then also A0 is
noetherian, see (4.3.2)) and an additive function λ on the category of finitely gen-
erated A0-modules that takes values in N. We have in mind the length function for
λ. For any finitely generated graded A-module M =
⊕
n∈ZMn all Mn are finitely
generated A0-modules (see (4.3.4)). The graduation on M is bounded and λ(Mn) = 0
for n 0. Therefore the next definition makes sense:
Definition (4.5.3). The Hilbert series of a finitely generated graded A-module
M is the power series
H(M) := H(M,T ) :=
∑
n∈Z
λ(Mn)T
n ∈ Z((T )).
The same information can be stored in the Hilbert function H : Z → N, H(n) =
λ(Mn), but we take the point of view of power series to use the structure of Z((T )).
Remark (4.5.4). For a finitely generated graded A-module M and m ∈ Z we
have the identity H(M(m), T ) = T−mH(M,T ). For an exact sequence of finitely
generated graded A-modules 0 → M0 → M1 → M2 → · · · → M r → 0 one gets
from the additivity of λ that
∑r
i=0(−1)iH(M i, T ) = 0. For a short exact sequence
0→ L→M → N → 0 we therefore have H(L, T ), H(N,T ) ≤ H(M,T ).
Remark (4.5.5). If A is generated by homogeneous elements x1, ..., xs of degrees
k1, ..., ks > 0, then
H(M,T ) = (1− T k1)−1 · · · (1− T ks)−1 · f(T )
for some f(T ) ∈ Z[T, T−1] (see [AM, 11.1], [Gi, I 3.3]). We do not discuss this any
further since we are not interested in Hilbert polynomials.
Lemma (4.5.6). Let M be a finitely generated graded A-module and x ∈ Ak.
Let K be the kernel of M
·x−→M . We have
H(M/xM) ≥ (1− T k)H(M)
and this is an equality if K = 0. If λ = dimk, k a field, then equality holds iff K = 0.
Proof . The graduation on M/xM is (M/xM)n = Mn/xMn−k and the exact se-
quence of finitely generated graded A-modules
0→ K →M ·x−→M(k)→M/xM(k)→ 0
yields by (4.5.4)
T−kH(M/xM) = T−kH(M)−H(M) +H(K)
and therefore H(M/xM) = (1 − T k)H(M) + T kH(K). If the above equality holds,
then H(K) = 0 and this implies K = 0 at least if λ = dimk.
Lemma (4.5.7). Let M be a finitely generated graded A-module. Suppose that
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A0 = k is a field and λ = dimk. Then
H(M) ≤ H(A) ·H(M/A+M)
and this is an equality if and only if M is free.
Proof . We find a morphism L→M of finitely generated graded A-modules, where
L is free, such that L/A+L→ M/A+M is an isomorphism. By (4.3.6) then already
L → M was surjective and we consider the exact sequence of graded A-modules
0 → K → L → M → 0. H(M) = H(L) − H(K) ≤ H(L) and H(L) = H(A) ·
H(L/A+L) = H(A) ·H(M/A+M). Equality holds iff H(K) = 0, i.e. K = 0.
We carry over Hilbert series to cones and make a few easy observations. A cone
stands for the spectrum of a standard graded k-algebra for a field k (see def. (6.1.1)).
Definition (4.5.8). If C = Spec(A) is a cone over the field k with graded k-
algebra A we define H(C) := H(A) for λ = dimk. We also use H
(n)(C) := H(n)(A).
Lemma (4.5.9). We consider cones over a field k.
(i) H(C1 ×k C2) = H(C1) ·H(C2) for two cones C1, C2.
(ii) H(Ank) = (1− T )−n and for a cone C we have H(C ×k Ank) = H(n)(C).
Proof . (i): Let Ci = Spec(Ai) for graded k-algebras Ai for i = 1, 2. Then
H(A1 ⊗k A2) =
∑
d≥0
dimk
 ⊕
i+j=d
(Ai ⊗k Aj)
T d =
=
∑
d≥0
∑
i+j=d
(dimk(Ai)T
i) · (dimk(Aj)T j) = H(A1) ·H(A2).
(ii): H(Ak) = H(k[X]) = (1− T )−1 and An+1k ∼= Ank ×k Ak; now use (i).
Example (4.5.10). Let k be a field of positive characteristic, S = k[X1, ..., Xn]
with the standard graduation and λ = dimk. Let σ = (σ1, ..., σm) be a k[F ]-
independent system of homogeneous additive polynomials of degrees q1, ..., qm. Then
H(Spec(S/〈σ〉)) = H(S/〈σ〉) = (1− T
q1) · · · (1− T qm)
(1− T )n .
In particular we can compute the Hilbert series of any subgroup of V = Spec(S).
Proof . Since H(S) = (1 − T )−n, this follows from (4.5.6) as soon as σi is not
a zero divisor in S/〈σ1, ..., σi−1〉. Let f ∈ S with σif ∈ 〈σ1, ..., σi−1〉. We can
develop f in the basis from (1.4.5) as f =
∑
N∈Λ′,M∈Λ′′ aN,Mσ
NXM with aN,M ∈ k.
Automatically σif is developed in this basis too. Whenever aN,M 6= 0 we must have
σN ∈ 〈σ1, ..., σi−1〉 because σif ∈ 〈σ1, ..., σi−1〉. Hence f ∈ 〈σ1, ..., σi−1〉.
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4.6 Hilbert series of good filtered modules
We carry over Hilbert series to filtered modules.
Definition (4.6.1). Suppose that (A,A) is an n-good filtered ring, gr0(A) is ar-
tinian and (M,M) is a good filtered (A,A)-module. By (4.4.5) gr(A) is noetherian
and the length function ` is an additive function on the category of finitely gener-
ated gr0(A)-modules. By (4.4.5) gr(M) is a finitely generated graded gr(A)-module.
Therefore we can apply the theory of Hilbert series from 4.5 here and define
H(M) := H(M, T ) := H(gr(M), T ) =
∑
n∈Z
`(Mn/Mn+1)T
n.
We will also use the notation H(M,T ) or H(M) for it and write H(M, I) if we refer
to the I-adic filtration on M .
Lemma (4.6.2). In the situation of (4.6.1) the following are true:
(i) H(m)(M(n)) = T−nH(m)(M) for all m,n ∈ Z.
(ii) For a strict exact sequence of filtered (A,A)-modules 0→ (L,L)→ (M,M)→
(N,N )→ 0 we have H(M) = H(L) +H(N ).
(iii) H(1)(M) = ∑n∈Z `(M/Mn+1)Tn and H(1)(M) is increasing. H(1) is some-
times called the Hilbert-Samuel function.
(iv) If M′ is another good (A,A)-filtration on M such that M⊆M′, then we have
H(1)(M′, T ) ≤ H(1)(M, T ) and equality holds iff M =M′.
Proof . (i) and (ii) are immediate from (4.5.4) by observing (4.4.1) and (4.4.2) (note
that L,N are good by (4.2.10)). For (iii) assume that Me = M . The coefficient of
Tn in H(1)(M) = (1 + T + T 2 + · · · )H(M) equals `(Mn/Mn+1) + `(Mn−1/Mn) +
· · ·+ `(Me/Me+1) = `(M/Mn+1) and clearly `(M/Mn+2) ≥ `(M/Mn+1). (iii) yields
H(1)(M′) =
∑
n∈Z
`(M/M ′n+1)T
n ≤
∑
n∈Z
`(M/Mn+1)T
n = H(1)(M)
since there is an exact sequence 0 → M ′n+1/Mn+1 → M/Mn+1 → M/M ′n+1 → 0.
This also shows that `(M/M ′n+1) = `(M/Mn+1) implies `(M ′n+1/Mn+1) = 0 which
means M ′n+1 = Mn+1.
Remark (4.6.3). Suppose that I ⊆ A is an ideal in a noetherian ring A, A/I
is artinian and (M,M) is a good filtered (A, I)-module (equivalently M is a finitely
generated A-module and M is an I-stable filtration on M (see (4.2.9))). Then all
conditions of (4.6.1) hold and we can work with H(M).
Lemma (4.6.4). Let M be finitely generated over a noetherian local ring (A,m)
with residue field k. Then
H(M,m) ≤ H(A,m) · dimk(M/mM)
and this is an equality if and only if M is a free A-module.
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Proof . We find a free A-module L of finite rank and an A-module homomorphism
ϕ : L → M which becomes an isomorphism after tensoring with A/m, i.e. L/mL ∼=
M/mM . By the Nakayama lemma ϕ is already surjective. Since ϕ(mnL) = mnϕ(L) =
mnM we see that ϕ is a strict morphism of good filtered (A,m)-modules if we equip
all modules with the m-adic filtrations. Then we get a strict exact sequence 0 →
K → L→M → 0 of good filtered (A,m)-modules. Therefore H(M,m) = H(L,m)−
H(K). H(L,m) = rankA(L)·H(A,m) and rankA(L) = dimk(L/mL) = dimk(M/mM)
show that H(M,m) ≤ H(A,m) · dimk(M/mM) and if equality holds, then H(K) =
0, gr(K) = 0 and K = 0.
The following result is crucial for the proof that our invariant for singularities will
not increase under a permissible blow up. It goes back to Bennett.
Proposition (4.6.5) (cf. [Gi, I 3.9], [H4, Proposition 6]). In the situation of
(4.6.3) suppose additionally that I is contained in the radical of A. Let x ∈ Ik, k > 0
and define X := x mod Ik+1 ∈ grkI (A). The morphism of filtered (A, I)-modules ϕ :
M(−k) ·x−→M induces a morphism of graded grI(A)-modules gr(ϕ) : gr(M)(−k) ·X−→
gr(M). The following hold:
(i) H(1)(M/xM) ≥ (1− T k)H(1)(M) ≥ H(M).
(ii) H(1)(M/xM) = (1−T k)H(1)(M) if and only if gr(ϕ) is injective, in which case
also ϕ is injective and strict and we have an isomorphism
gr(M)/X gr(M) ∼= gr(M/xM).
Proof . We get strict exact sequences of good filtered (A, I)-modules
0→ (K,K)→ (M,M(−k))→ (N,N ′)→ 0
0→ (N,N ′′)→ (M,M)→ (M/xM,M′)→ 0
with N = im(ϕ) and N ′ ⊆ N ′′. Using (4.6.2) we find
H(1)(M′) = (1− T k)H(1)(M) + [H(1)(N ′)−H(1)(N ′′)] +H(1)(K)
and [H(1)(N ′) − H(1)(N ′′)] ≥ 0. Therefore H(1)(M′) ≥ (1 − T k)H(1)(M) ≥ (1 −
T )H(1)(M) = H(M) and (i) is proved. For (ii) assume first that gr(ϕ) is injective.
Then by (4.4.6) also ϕ is injective and strict which means N ′ = N ′′ and K = 0
and therefore H(1)(M′) = (1 − T k)H(1)(M). Assume on the other hand, that this
is an equality. Then we must have H(1)(K) = 0 and H(1)(N ′) = H(1)(N ′′). This
implies K = 0 by (4.4.7) and N ′ = N ′′ by (4.6.2) (iv), so ϕ is strict and injective and
therefore gr(ϕ) is injective. In this case we have a strict exact sequence M(−k) ϕ−→
M → M/xM → 0 and hence gr(M)(−k) gr(ϕ)−−−→ gr(M) → gr(M′) → 0 is exact,
giving the last isomorphism by (4.4.2).
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We recall the notion of bifiltrations from [Gi, II 2.3 ff.]. Bifiltrations are useful for the
comparison of two different filtrations on a module. Later we use them to compare
data between two points of a scheme. We begin in a broader perspective than [Gi],
where the local case is treated from the beginning, but later also bifiltrations on
polynomial rings are used ([Gi, III 2.5.2 f.], cf. 5.4). The central result is (5.3.3) for
which we develop an analog over polynomial rings in (5.4.3).
5.1 Bifiltered modules and harmonious modules
Throughout this section A is a noetherian ring and p ⊆ q ⊆ A are ideals. Then (A, p)
and (A, q) are n-good filtered rings.
Definition (5.1.1). A bifiltered (A, p, q)-module (E, E ′, E ′′) is an A-module E
equipped with the following data and conditions:
(i) a good p-filtration E ′ on E.
(ii) a good q-filtration E ′′ on E.
(iii) E ′ ⊆ E ′′, i.e. E ′n ⊆ E ′′n for all n ∈ Z.
E is called harmonious if for all n one has E′′n =
∑
i q
n−iE′i. E is called free if
there exist a basis e1, ..., ep of E and integers n1, ..., np such that E
′
n =
∑
pn−niei and
E′′n =
∑
qn−niei for all n, i.e. E is a direct sum of modules (A, p(−ni), q(−ni)). A
morphism of bifiltered modules is a morphism of modules that respects both filtra-
tions, it is called bistrict if it is strict for both filtrations.
Remark (5.1.2). Let (E, E ′, E ′′) be a bifiltered (A, p, q)-module.
(i) The natural morphism gr(E ′)→ gr(E ′′) is compatible with grp(A)→ grq(A) and
we get a canonical morphism
(5.1.2.A) grq(A)⊗grp(A) gr(E ′)→ gr(E ′′)
of grq(A)-modules.
(ii) If E is free, then E is harmonious (e.g. use (5.1.3) (iv)) and (5.1.2.A) is an
isomorphism.
(iii) E is free if E ′ and E ′′ are the p- and q-adic filtrations on a free A-module.
(iv) For fixed E ′ there exists a unique q-good filtration E ′′ of E such that (E ′, E ′′) is
harmonious.
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We enlarge the list of characterizations of harmonious bifiltered modules from [Gi, II
2.3.1]:
Lemma (5.1.3). For a bifiltered (A, p, q)-module (E, E ′, E ′′) the following are
equivalent:
(i) E is harmonious.
(ii) E′′n =
∑
i≤n q
n−iE′i for all n ∈ Z.
(iii) E′′n = E′n + qE′′n−1 for all n ∈ Z.
(iv) There is a free bifiltered module (L,L′,L′′) and a bistrict surjective morphism
p : L→ E.
If these conditions hold, also the following are true:
(v) (5.1.2.A) is surjective.
(vi) There exists a standard basis (e1, ..., en) of (E, E ′′) with νE ′(ei) = νE ′′(ei) for
i = 1, ..., n.
(vii) E′′n =
∑
i q
n−iE′i + E
′′
n+1 for all n ∈ Z.
If q is contained in the radical of A or A is a graded ring with q ⊆ A+ and E is a
bounded graded A-module, then the last conditions are equivalent to all the others.
Proof . (i) ⇒ (ii): For i ≥ n we have qn−iE′i = E′i. (ii) ⇒ (iii): E′′n = E′n +∑
i≤n−1 q
n−iE′i = E
′
n + q
∑
i≤n−1 q
n−1−iEi = E′n + qE′′n−1. (iii) ⇒ (i): E ′ and E ′′
are good, so there is some e such that E′n = E′′n = E for all n ≤ e. Hence in
proving E′′n =
∑
i q
n−iE′i we can proceed by induction on n and get E
′′
n = E
′
n +
q
∑
i q
n−1−iE′i =
∑
i q
n−iE′i. (i)⇒ (iv): Since E ′ is p-good, there exists a free filtered
(A, p)-module (L,L′) (see (4.2.6)) together with a strict surjection p : L → E for
the p-filtrations. Since L is harmonious, p(L′′n) = p(
∑
i q
n−iL′i) =
∑
i q
n−ip(L′i) =∑
i q
n−iE′i = E
′′
i shows that p is also strict for the q-filtrations. (iv) ⇒ (i): E′′n =
p(L′′n) = p(
∑
i q
n−iL′i) =
∑
i q
n−ip(L′i) =
∑
i q
n−iE′i. (i) ⇒ (v) ⇒ (vii) are clear. (v)
⇔ (vi): (v) is equivalent to: there exist elements f1, ..., fm of gr(E ′) that generate
gr(E ′′) as a grq(A)-module. Of course these can be chosen homogeneous and with
increasing order such that none can be omitted, i.e. as a standard basis. (vii) ⇒
(i): Let Fn :=
∑
i q
n−iE′i. Clearly Fn+1 ⊆ Fn. Since (E, E ′′) is good, E ′′ is q-stable
(see (4.2.9)), i.e. there exists N > n such that E′′m+1 = qE′′m for all m ≥ N . Now
E′′n = Fn +E′′n+1 = Fn +Fn+1 +E′′n+2 = · · · = Fn +E′′m and with (4.2.14) in the case
that q is contained in the radical of A, resp. by using the graduation, we see that
E′′n =
⋂
m≥N
Fn + E
′′
m =
⋂
m≥0
Fn + q
mE′′N = Fn,
which ends the proof.
(5.1.4) Let (E, E ′, E ′′) be a bifiltered (A, p, q)-module. We are going do derive
some other filtrations on related modules. They are essential to study the relation
between E ′ and E ′′. Suppose additionally that A/q has finite length. We also write
E ′m for E′m and E ′′m for E′′m.
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(5.1.4.1) Fix n ∈ Z. E′n becomes a good filtered (A, q)-module when we equip it
with the filtration En induced by E ′′ (see (4.2.10) (i)), explicitely Enm = E ′n ∩ E ′′m. As
in 4.6 we can form the Hilbert series H(En). Fix an integer n0 such that E ′n0 = E.
Then for n ≤ n0 we have En = E ′′ since Enm = E ′n ∩ E ′′m = E ′′m. Also note that for
m ≤ n in general E ′n ⊆ E ′′n ⊆ E ′′m and therefore Enm = E ′n, so H(En) ∈ TnZ[[T ]].
(5.1.4.2) Fix n ∈ Z. En := grn(E ′) = E′n/E′n+1 becomes a good filtered (A, q)-
module (see (4.2.10)) if we equip it with the filtration En defined by Enm being the
image of E ′n ∩ E ′′m+n in En, explicitely Enm = (E ′n ∩ E ′′m+n) + E ′n+1/E ′n+1.
(5.1.4.A) 0→ (E′n+1, En+1)→ (E′n, En)→ (En, En(−n))→ 0
is a strict exact sequence of good filtered (A, q)-modules and yields
(5.1.4.B) TnH(En) = H(En)−H(En+1).
Note that En = 0 for n ≤ n0 − 1. The q-adic filtration of En is contained in En:
qm · (E ′n/E ′n+1) = (qmE ′n + E ′n+1)/E ′n+1 ⊆ (E ′n ∩ E ′′m+n) + E ′n+1/E ′n+1.
(5.1.4.3) A morphism of bifiltered modules (E, E ′, E ′′) → (F,F ′,F ′′) induces mor-
phisms of filtered modules (E′n, En)→ (F ′n,Fn) and (En, En)→ (Fn,Fn).
(5.1.4.4) Let p be a prime ideal. Then Ep is finitely generated over the noetherian
local ring (Ap, n := pp) and we equip Ep with a good n-filtration E ′p: For n ∈ Z let
E′p,n := Ap · E′n = (E′n)p ⊆ Ep. This filtration is good (see (4.2.10)). Localiziation
commutes with quotients and therefore gr(E ′p) ∼= gr(E ′)p. We also can form the
Hilbert series H(E ′p).
Lemma (5.1.5) (cf. [Gi, II 2.3.4, 2.3.5]). In the situation of (5.1.4) the following
hold:
(i) H(E ′′) = ∑n∈Z TnH(En).
(ii) H(1)(En) ≤ H(1)(grn(E ′), q) and this is an equality if and only if En is the q-adic
filtration on grn(E ′).
(iii) If grn(E ′) is a free A/p-module, then H(grn(E ′), q) = rankA/p(grn(E ′))H(A/p, q).
(iv) If all grn(E ′) are free A/p-modules, then
H(1)(E ′′) ≤
∑
n
Tn rankA/p(gr
n(E ′))H(1)(A/p, q)
and this is an equality if and only if En is the q-adic filtration on grn(E ′) for
all n.
Proof . (i): We show by induction on N ∈ Z that
H(E ′′) = H(EN ) +
∑
n<N
TnH(En).
61
5 Bifiltrations
This will prove (i) since H(En) ∈ Z[[T ]] and H(EN ) ∈ TNZ[[T ]]. The equation is
clear for N ≤ n0 since then En = 0 for all n < N and E ′′ = EN . The induction
step is done by (5.1.4.B): H(EN ) = H(EN+1) + TNH(EN ). (ii): As remarked in
(5.1.4.2), the q-adic filtration of grn(E ′) is contained in the filtration En. Therefore
H(1)(En) ≤ H(1)(grn(E ′), q) (see (4.6.2)). (iii) is clear. (iv) follows from (i) - (iii).
5.2 Exact sequences
Remark (5.2.1) (cf. [Gi, II 2.3.2]). A bistrict short exact sequence of bifiltered
(A, p, q)-modules 0→ K → L→ E → 0 is an exact sequence of A-modules which are
bifiltered that is strict for both filtrations. Note that if (L,L′,L′′) is a free bifiltered
module, then (E, E ′, E ′′) is harmonious by (5.1.3) (iv). We get exact sequences of the
graded modules
0→ gr(K′)→ gr(L′)→ gr(E ′)→ 0,
0→ gr(K′′)→ gr(L′′)→ gr(E ′′)→ 0
and morphisms of filtered modules as in (5.1.4.3). Suppose that (E, E ′, E ′′) is some
harmonious bifiltered (A, p, q)-module. Then by (5.1.3) (iv) there exists a strict sur-
jection from a free bifiltered module (L,L′,L′′)→ (E, E ′, E ′′) and its kernel K can be
equipped with the two pullback filtrations K′ and K′′ from L, which are good again
(see (4.2.10)), and (K,K′,K′′) is a bifiltered module. Thus we obtain a bistrict short
exact sequence as described above.
Lemma (5.2.2) (cf. [Gi, II 2.4.5]). Let 0→ K → L→ E → 0 be a bistrict short
exact sequence of bifiltered (A, p, q)-modules. If L is a free bifiltered module, then the
following are equivalent:
(i) grq(A)⊗grp(A) gr(K′)→ gr(K′′) is surjective.
(ii) grq(A)⊗grp(A) gr(E ′)→ gr(E ′′) is an isomorphism.
Proof . Tensoring the first exact sequence of graded modules from (5.2.1) over grp(A)
with grq(A) we get a commutative diagram:
grq(A)⊗ gr(K′) //
α

grq(A)⊗ gr(L′) //
β

grq(A)⊗ gr(E ′) //
γ

0
0 // gr(K′′) // gr(L′′) // gr(E ′′) // 0
γ is surjective since E is harmonious ((5.1.3) (v)) and β is an isomorphism since L
is free. By the snake lemma therefore α is surjective (i.e. (i) holds) if and only if γ
is injective (i.e. (ii) holds).
Lemma (5.2.3) (cf. [Gi, II 3.2.2]). Let 0→ K → E → L→ 0 be a bistrict short
exact sequence of bifiltered (A, p, q)-modules and n ∈ Z. Consider the exact sequence
of A/p-modules:
(5.2.3.A) 0→ grn(K′)→ grn(L′)→ grn(E ′)→ 0.
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Suppose that Ln is the q-adic filtration on grn(L′) and that grn(E ′) is a projective
A/p-module. Then Kn is the q-adic filtration on grn(K′) and grn(K′) → grn(L′) is
strict, i.e. Knm = Lnm ∩ grn(K′) for all m.
Proof . We explain the following chain of inclusions that immediately gives the
claims:
qm grn(K′)
(a)
⊆ Knm
(b)
⊆ Lnm ∩ grn(K′)
(c)
= qm grn(L′) ∩ grn(K′) (d)= qm grn(K′).
(a): See (5.1.4.2). (b): Clear. (c): Ln is the q-adic filtration. (d): Since grn(E ′)
is projective, the sequence (5.2.3.A) splits, hence grn(K′) is a direct summand of
grn(L′) and therefore inherits the q-adic filtration.
Lemma (5.2.4) (cf. [Gi, II 3.2.3]). Let 0 → K → E → L → 0 be a bistrict
short exact sequence of bifiltered (A, p, q)-modules and n ∈ Z. Consider for p ∈ Z the
sequence of filtered (A/p, q)-modules
(5.2.4.A) 0→ (grp(K′),Kp)→ (grp(L′),Lp)→ (grp(E ′), Ep)→ 0.
Suppose that for all p ≤ n− 1 we know that Lp is the q-adic filtration on grp(L′) and
grp(E ′) is a projective A/p-module. Then the following hold:
(i) For all p ≤ n and q ≥ 0 the image of Lpq in grn(E ′) is Epq .
(ii) In particular for all p ≤ n−1 all filtrations in (5.2.4.A) are the q-adic filtrations
and the sequence is strict exact.
Proof . (ii) follows immediately from (i) by (5.2.3). For (i) let a ∈ Epq . Then there
exists an a ∈ E′p ∩E′′p+q such that a is the class of a. There exists b ∈ L′′p+q such that
a is its image. We have to show that we can choose b in L′p ∩ L′′p+q. If this would
not be possible, we still could choose b ∈ L′r ∩ L′′p+q with r maximal and r < p. Let
b be the class of b in Lr (which is not zero since r is maximal). We have b ∈ Lrq+p−r.
Since r < p, we know that b is mapped to zero in Er because a ∈ Ep. Therefore we
find b ∈ Kr. Since r < p, grr(E ′) is projective and we can apply (5.2.3) which yields
b ∈ Kr ∩Lrq+p−r = Krq+p−r. Therefore we find c ∈ K ∩L′r ∩L′′q+p such that the class
of c in Lr equals b. Then b− c ∈ L′r+1 and also b− c ∈ L′′q+p. Since c ∈ K, the image
of b− c in E is that of b. Therefore r cannot have been maximal and we can suppose
that b ∈ L′p ∩ L′′p+q in which case the class of b in Lp appears in Lpq and its image is
a, which finishes this proof.
5.3 Bifiltered modules over local rings
We now come to the important result (5.3.3) about local rings. Throughout this
section (R,m) is a noetherian local ring and p ⊆ m is some prime ideal.
Lemma (5.3.1) (weak semi-continuity, cf. [Gi, II 2.3.6]). If (E, E ′, E ′′) is a
harmonious bifiltered (R, p,m)-module and R/p is regular of dimension d, then
H(1)(E ′′) ≥ H(d+1)(E ′p).
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Proof . We argue by induction on d. For d = 0 we have p = m and E ′′ = E ′
since E was harmonious and also E ′ ∼= E ′p. For the induction step we introduce
another prime ideal p ⊆ q ⊆ m such that R/q is regular of dimension 1. Let E ′′′
be the unique q-good filtration on E such that (E, E ′, E ′′′) is a harmonious bifiltered
(R, p, q)-module. By localization we get the harmonious bifiltered (Rq, pq, qq)-module
(Eq, E ′q, E ′′′q ). Since Rq/pq ∼= (R/p)q is a regular local ring of smaller dimension than
R/p, we can apply the induction hypothesis and get H(1)(E ′′′q ) ≥ H(d)(E ′p) and it
remains to prove H(1)(E ′′) ≥ H(2)(E ′′′q ). Therefore it suffices to treat the case d = 1
from the beginning. Let us take a bistrict short exact sequence of bifiltered modules
0 → K → L → E → 0 with free L as in (5.2.1). Since (L,L′,L′′) is free and
grp(R) is free over R/p, also gr(L′) is free over R/p. R/p is regular of dimension 1,
hence a principal ideal domain and therefore also gr(K′) ⊆ gr(L′) is free over R/p.
(5.1.5) (iv) yields H(1)(K′′) ≤ ∑n Tn rankR/p(grn(K′))H(1)(R/p,m). Since R/p is a
discrete valuation ring, we have H(R/p, q) = (1 − T )−1. With rankR/p(grn(K′)) =
dimQuot(R/p)(gr
n(K′)p) we get (see (5.1.4.4)) H(1)(K′′) ≤ H(2)(K′p). Since L is free
we get in the same way H(1)(L′′) = H(2)(L′p). The exact sequences from (5.2.1) yield
H(1)(E ′′) = H(1)(L′′)−H(1)(K′′) ≥ H(2)(L′p)−H(2)(K′p) = H(2)(E ′p)
which finishes the proof.
Lemma (5.3.2). Let (E, E ′, E ′′) be a harmonious bifiltered (R, p,m)-module. Sup-
pose that R/p is regular of dimension d and gr(E ′) is flat over R/p. Then the following
hold:
(i) H(E ′′) = H(d)(E ′p).
(ii) The filtration En on grn(E ′) is the m-adic filtration for all n.
Proof . By (5.3.1) we have H(1)(E ′′) ≥ H(d+1)(E ′p) and since all grn(E ′) are free over
R/p, (5.1.5) (iv) yields
H(1)(E ′′) ≤
∑
n
Tn rankR/p(gr
n(E ′))H(1)(R/p,m) =
=
∑
n
Tn dimQuot(R/p)(gr
n(E ′)p)(1− T )−d−1 = (1− T )−d−1 ·H(E ′p) = H(d+1)(E ′p).
Together we get (i). The inequality at the begin of our calculation must be an equality
and therefore we get (ii) from (5.1.5) (iv).
Theorem (5.3.3) (cf. [Gi, II 2.4, 3.2]). Let (E, E ′, E ′′) be a harmonious bifiltered
(R, p,m)-module, where R is regular and R/p is regular of dimension d. The following
are equivalent:
(i) gr(E ′) is flat over R/p.
(ii) The natural morphism grm(R)⊗grp(R) gr(E ′)→ gr(E ′′) is an isomorphism.
(iii) H(E ′′) = H(d)(E ′p).
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Proof . (i) ⇒ (iii) was proved in (5.3.2).
(5.3.3.1) Since E is harmonious, the morphism in (ii) is surjective (see (5.1.3) (v)).
To show that it is bijective, it is sufficent to show that both sides have the same Hilbert
series. Choose regular parameters z1, ..., zr, x1, ..., xd of R such that p = 〈z1, ..., zr〉.
With
R/p[Z1, ..., Zr] ∼= grp(R)→ grm(R) ∼= R/m[Z1, ..., Zr, X1, ..., Xd], Zi 7→ Zi
we get
grm(R)⊗grp(R) gr(E ′) ∼= R/m[X1, ..., Xd]⊗R/m R/m[Z1, ..., Zr]⊗R/p[Z1,...,Zr] gr(E ′)
and therefore
(5.3.3.A) H(grm(R)⊗grp(R) gr(E ′)) = H(d)(gr(E ′)/m gr(E ′)).
(5.3.3.2) (i) ⇒ (ii): gr(E ′) is flat, hence free over R/p. For a free R/p-module
M we have dimR/m(M/(m/p)M) = rankR/p(M) = dimQuot(R/p)(Mp). This shows
H(gr(E ′)/m gr(E ′)) = H(E ′p) and this part of the proof is finished since we can use
the equality in (iii).
(5.3.3.3) (ii) ⇒ (i): By (5.3.3.A) we have
H(E ′′) = (1− T )−d
∑
n∈Z
Tn dimR/m(gr
n(E ′)/m grn(E ′))
and for every n (4.6.4) implies
(5.3.3.B) H(grn(E ′),m) ≤ H(R/p,m) · dimR/m(grn(E ′)/m grn(E ′)) =
= (1− T )−d dimR/m(grn(E ′)/m grn(E ′)).
Together we find
(5.3.3.C) H(E ′′) ≥
∑
n∈Z
TnH(grn(E ′),m).
In (5.1.5) we saw thatH(1)(E ′′) ≤∑n∈Z TnH(1)(grn(E ′),m). Therefore we have equal-
ity in (5.3.3.C) and then also in (5.3.3.B). From (4.6.4) we see that all grn(E ′) are
free.
(5.3.3.4) (iii) ⇒ (i): Since (E, E ′, E ′′) is harmonious, we find a bistrict short exact
sequence of bifiltered modules 0 → K → L → E → 0 as in (5.2.1) where L is free.
We prove by induction on n, that grn(E ′) is flat over R/p. Suppose that grp(E ′) is
flat for p ≤ n− 1. Since L is free, hence a direct sum of copies of (R, p, q), we know
that gr(L′) is free over R/p since R and R/p are regular. Therefore by (5.3.2) the
filtration Lp on grp(L′) is the m-adic filtration for all p. Hence by (5.2.4) the filtration
Ep on grp(E ′) is the m-adic filtration for all p ≤ n. With (5.1.5) we therefore see that
on the one hand
H(1)(E ′′) ≡
∑
p≤n
T pH(1)(Ep) ≡
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≡
∑
p<n
T p(1− T )−d−1 rankR/p(grp(E ′)) + Tn dimR/m(grn(E ′)/m grn(E ′)) mod Tn+1
and on the other hand
H(1)(E ′′) ≡ H(d+1)(E ′p) ≡
∑
p≤n
T p(1− T )−d−1 dimQuot(R/p)(grp(E ′)p) ≡
≡
∑
p<n
T p(1− T )−d−1 rankR/p(grp(E ′)) + Tn dimQuot(R/p)(grn(E ′)p) mod Tn+1.
By comparing the two results we get dimR/m(gr
n(E ′)/m grn(E ′)) = dimκ(p)(grn(E ′)p)
and therefore grn(E ′) is free. (Remember that for a finitely generated R-module M
dim(M ⊗Quot(R)) ≤ dim(M ⊗R/m) is an equality if and only if M is free.)
5.4 Bifiltered modules over polynomial rings
We carry over some of the techniques to a special setting on polynomial rings that
will be valuable in (9.2.4). This setting is also used in [Gi, III 2.5]. We carve out the
connection to ridges in greater clarity, see the remark after (5.4.3). Throughout this
section S = k[X1, ..., Xn] is a polynomial ring over a field k of positive characteristic
and U = k[σ] is an additive algebra in S with a homogeneous k[F ]-independent
system of additive polynomials σ = (σ1, ..., σe) of degrees q1 ≤ · · · ≤ qe. Let J :=
SU+.
Lemma (5.4.1). We fix the following filtrations on S:
S ′n := SU≥n, S ′′n := S≥n = Sn+.
Then
(i) (S,S ′,S ′′) is a harmonious bifiltered (S, J, S+)-module.
(ii) grn(S ′) is a free S/J-module with rankS/J(grn(S ′)) = dimk Un for all n.
(iii) The filtrations Sn are the S+-filtrations for all n.
Proof . (i): Since J ⊆ S+, we have JS ′n ⊆ S ′n+1, so S ′ is a J-filtration. The har-
monious property is clear from Sn+ ⊆
∑
i S
n−i
+ (SU≥i) ⊆ Sn+. It remains to show that
(S,S ′) is a good filtered (S, J)-module. Clearly S ′ is bounded and we have to show
(see (4.2.7)) that Bl†(S ′) is a finitely generated Bl†(S, J)-module. We claim that it is
generated by the elements 1 ∈ S ′−1 and σi ∈ S ′j for i = 1, ..., e and j = 1, ..., qe. It is
sufficient to show that U≥n ⊆ S ′n is generated by these elements since Bl†(S, J)0 = S.
We do this by induction on n, the case n = 0 is trivial. Suppose that n > 0 and
take σA ∈ Um,m ≥ n. Then σA = σiσB for some i (B = 0 is possible). Since
deg(σB) = m − qi we find σB ∈ U≥n−qi ⊆ S ′n−qi . By the induction hypothesis σB
is in the span of the claimed generators, therefore so is σA. (ii), (iii): We introduce
the filtration Un = U≥n on the ring U . Since U → S is flat (see (1.4.5)), we have
S ⊗U U≥n ∼= SU≥n and
S ⊗U grn(U) ∼= S ⊗U (U≥n/U≥n+1) ∼= SU≥n/SU≥n+1 = grn(S ′).
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But U+ gr
n(U) = 0 yields S ⊗U grn(U) ∼= S/SU+ ⊗k grn(U). Since dimk(grn(U)) =
dimk Un we see that gr
n(S ′) is a free S/J-module of rank dimk Un. By (5.1.5) we get
therefore that
(1− T )−n−1 = H(1)(S ′′) ≤
∑
n
Tn dimk(Un)H
(1)(S/J, S+) = H(U)H
(1)(S/J, S+).
Since U is a polynomial algebra with generators of degrees q1, .., qe, we have H(U) =∏e
i=1(1−T qi)−1 and we also know from (4.5.10) thatH(S/J, S+) = (1−T )−n
∏e
i=1(1−
T qi). Therefore the above inequality is an equality, which means by (5.1.5) that the
filtrations Sn are the S+-filtrations.
If we use Hilbert series in the following, we take them with respect to graded k-vector
spaces.
Lemma (5.4.2). Let E be a finitely generated graded S-module and let E ′ be an
S ′-filtration by graded S-submodules on E such that E ′n ⊆ E≥n.
(i) For the graded S/J-module grn(E ′) we have
H(grn(E ′)) ≤ H(S/J) ·H(grn(E ′)/S+ grn(E ′))
and this is an equality if and only if grn(E ′) is a free S/J-module.
(ii) The graded morphism gr(E ′) → E, e ∈ grn(E ′) 7→ e mod E≥n+1 induces a
natural morphism
S ⊗gr(S′) gr(E ′)→ E.
It is surjective if (E, E ′) is a harmonious (S,S ′)-module, i.e. E≥n =
∑
i S
n−i
+ E ′i
for all n.
(iii) In general
H(S ⊗gr(S′) gr(E ′)) = H(S/J) ·H(gr(E ′)/S+ gr(E ′)).
Proof . For (i) see (4.5.7). (ii) follows as in the case of bifiltered modules (cf. (5.1.3)
(v)). (iii): We can identify (see (5.4.1)) gr(S ′) with S/J ⊗k U , where the graduation
comes from U . The canonical map gr(S ′)→ gr(S ′′) ∼= S identifies then with
S/J ⊗k U → S, (f mod J)⊗ σ 7→ (f mod S+) · σ.
The first factor S/J of the tensor product therefore factors over k. We find
S ⊗gr(S′) gr(E ′) ∼= S ⊗S/J⊗kU gr(E ′) ∼= S ⊗U (S/S+ ⊗S/J gr(E ′)) ∼=
∼= S ⊗U (gr(E ′)/S+ gr(E ′)).
Now S is a free U -module with basis XM ,M ∈ Λ′′ as in (1.4.5). On the other hand
the same monomials module J form a k-basis of S/J . Hence
H(S ⊗gr(S′) gr(E ′)) = H(
⊕
M∈Λ′′
U ·XM ⊗U (gr(E ′)/S+ gr(E ′))) =
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=
∑
M∈Λ′′
T |M |H(gr(E ′)/S+ gr(E ′)) = H(S/J) ·H(gr(E ′)/S+ gr(E ′))
as claimed.
Let I ⊆ S be a homogeneous ideal and A := S/I. 0 → I → S → A → 0 becomes
a strict exact sequence of filtered (S,S ′)-modules by equipping I and A with the
induced filtrations I ′ and A′. These filtrations are compatible with the graduations
inherited from S. In analogy to (5.3.3) we find:
Proposition (5.4.3). The following are equivalent:
(i) All grn(A′) are free S/J-modules.
(ii) H(A) = H(S/J) ·H(gr(A′)/S+ gr(A′)).
(iii) S ⊗gr(S′) gr(A′)→ A is an isomorphism.
(iv) S(U ∩ I) = I.
Proof . Since A = A′0 ⊇ A′1 ⊇ A′2 · · · and H(A′n) ∈ TnN[[T ]], we have H(grn(A′)) =
H(A′n)−H(A′n+1) and get H(A) =
∑
nH(gr
n(A′)). (i) and (ii) are therefore equiva-
lent by (5.4.2) (i). For (iii) it is sufficient by (5.4.2) (ii) to show that both sides have
the same Hilbert series since (A,A′) is harmonious as a quotient of the harmonious
(S,S ′). This is equivalent to (ii) by (5.4.2) (iii). (iii) is equivalent by an argument
similar as in (5.2.2) to
S ⊗gr(S′) gr(I ′)→ I
being surjective. The image of this map is the S-submodule of I generated by gr(I ′).
Observe that I ′n = I ∩ S ′n = I ∩ SU≥n. Therefore the image of this morphism is
generated by the elements f mod I≥n+1 for f ∈ I ∩SU≥n. We see that f mod I≥n+1
is zero if f is a homogeneous polynomial of degree ≥ n + 1. Thus the image of the
morphism is generated by the elements in U ∩ I. Therefore (iii) is equivalent to
(iv).
With (5.4.3) we have a tool that can be used to relate a criterion (i), comparable to
normal flatness (cf. chapter 7), via Hilbert series to (iv), which means Spec(S/J) ⊆
Rid(Spec(S/I)) (cf. chapter 6) (see also (9.2.4)).
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One of the invariants we want to analyze measures the dimension of the ridge of the
tangent cone at a point of a scheme. In close connection to the ridge stands the
directrix. Both were introduced by Hironaka. We explain what ridge and directrix of
a cone are and show how they can be computed. For the proof of our main theorems
we generalize the notion of Giraud bases to σ-Giraud bases, see (6.1.4). Among other
properties we will especially mention what happens with the ridge when the cone is
intersected with a vector space. This is important for the behavior of our invariant.
6.1 Ridge
Definition (6.1.1). With the notion of a cone we usually will refer to the spec-
trum of a standard graded algebra of finite type over a field. Hence a cone C is given
as Spec(A) for a graded k-algebra A =
⊕
d≥0Ad with a field k, A0 = k and A is
generated as a k-algbebra by A1. A morphism of cones is a morphism respecting
the graduation on the respective graded algebras. With a vector space we mean an
affine space over a field (see also (3.3.9)).
Throughout this section let k be a field, S = k[X1, ..., Xn] and V = Spec(S). As
mentioned in (3.3.9) the vector space V carries the structure of an algebraic group.
For a point v of V and a closed subcone C ⊆ V one can translate C by v. The ridge
of the cone C (inside V ) consists of all points v in V that translate C onto itself.
Since C is a cone, with v and w also v+w and −v will belong to the ridge of C. The
ridge of C should therefore be a subgroup of V contained in C, namely the largest
subgroup that translates C onto itself. This is of course far from being the largest
group just contained in C. We are going to make this heuristic remark more precise
in the following. We will not make much use of the functorial language of algebraic
groups but rather will stick to the point of view of commutative algebra for we are
mostly interested in explicit ways of calculation. We remind the reader of 3.2.
Definition (6.1.2) (cf. [BHM, 2.1], [Gi, I 5.2]). Let i : C → V be a closed
subcone of V .
(i) For any k-scheme X we define the X-points of the ridge RidV,C of C in V
to be the subset RidV,C(X) of the X-valued points V (X) := Homk(X,V ) of V
consisting of those v ∈ V (X) for which the translation with v
X ×k C → V
maps C to itself.
(ii) If C is defined in V = Spec(S) by the ideal I, then we define IRid(I) to be the
ideal in S generated by the elements ω(λ)(f) (see (3.2.1)) where f varies over
69
6 Ridge and Directrix
I and λ varies over
H := {λ ∈
⊕
d≥0
Homk(Sd, k)|λ(I) = 0} ⊆ Homk(S, S).
Theorem (6.1.3) (cf. [BHM, 2.1], [Gi, I 5.3]). Let C = Spec(S/I) be a cone
of V . Then RidV,C is a functor, represented by the closed subscheme Rid(C) :=
Spec(S/ IRid(I)) of C. Rid(C) is a group.
Proof . It suffices to verify the definition of RidV,C(X) for X = Spec(B), B a k-
algebra. Let v ∈ V (X) be represented by a morphism of k-algebras v# : S → B.
Then v belongs to RidV,C(X) if and only if
S
∆−→ S ⊗k S v
#⊗pi−−−−→ B ⊗k S/I
factors over S/I, i.e. maps I to zero (pi is the canonical projection). An element
of B ⊗k S/I is zero if and only if (Id⊗λ) maps it to zero for all λ ∈ Homk(S/I, k).
Therefore v ∈ RidV,C(X) iff for all f ∈ I and all λ : S/I → k we have
0 = (Id⊗λ)(v# ⊗ pi)∆(f) = v#(ω(λ)(f)),
i.e. v#(IRid(I)) = 0. Thus RidV,C(X) = Rid(C)(X) and now it is clear that RidV,C
is a functor. By taking λ as the projection S → S0 = k, it follows that I ⊆ IRid(I)
and therefore Rid(C) ⊆ C. Since C is a cone and −C = C, one sees that RidV,C
takes values in additive groups, hence Rid(C) is a group (see [Sc, 11.4]).
So far we verified the existence of the group Rid(C). Now we want to see how it can
be computed. For this we use Giraud bases as in [BHM, 2.4]. We generalize them to
σ-Giraud bases to obtain a similar tool with respect to some additive polynomials.
Definition (6.1.4). Let I ⊆ S be a homogeneous ideal. A system of homogeneous
polynomials γ = (γ1, ..., γl) in S with I = 〈γ〉S is called
(i) a Giraud basis of I if DM (γi) = 0 for all M ∈ exp(I) with |M | < deg(γi) for
i = 1, ..., l, where exp(I) is taken with respect to an arbitrary monomial order
on S (see 1.3) and DM are the standard differential operators with respect to
the variables of S as in (3.3.1).
(ii) a σ-Giraud basis of I for a homogeneous k[F ]-independent system of additive
polynomials σ = (σ1, ..., σm) of degrees q = (q1, ..., qm) (q1 ≤ · · · ≤ qm) if
DN,M (γi) = 0 for all (N,M) ∈ exp(I) with qN + |M | < deg(γi) for i = 1, ..., l,
where exp(I) is taken with respect to the order of (1.4.5) and DN,M are the
differential operators of S like in (3.3.2).
Lemma (6.1.5). If I = 〈γ〉, γ = (γ1, ..., γl) is a homogeneous ideal of S, then
IRid(I) is generated by ω(λ)(γi) for i = 1, ..., l and λ ∈ H (as in (6.1.2)). In
particular every ω(λ)(γi) is of the form
∑
M∈Λ aMDM (γi) for certain coefficients
aM ∈ k.
70
6.1 Ridge
(i) (cf. [BHM, 2.3]) If γ is a Giraud basis of I, then
IRid(I) = 〈DM (γi)||M | < deg(γi), i = 1, ..., l〉S .
(ii) If γ is a σ-Giraud basis of I, then
IRid(I) = 〈DN,M (γi)|qN + |M | < deg(γi), i = 1, ..., l〉S .
Proof . For x ∈ S1 and f ∈ S we have
ω(λ)(xf) = (Id⊗λ)((x⊗ 1 + 1⊗ x) ·∆(f)) = xω(λ)(f) + ω(λ ◦ x)(f),
where ◦ x stands for the multiplication map with x. Note that with λ also λ ◦ x lies
in H. Since all ω(λ) are k-linear and S is generated as an algebra over k by S1, this
proves the first claim. Since γ is a Giraud basis in (i), we have
ω(λ)(γi)
(3.3.1.B)
=
∑
M∈Λ
λ(XM )DM (γi) = λ(γi) +
∑
|M |<deg γi,M 6∈exp(I)
λ(XM )DM (γi).
Because λ(γi) = 0 and the monomials XM for M 6∈ exp(I) form a k-basis of S/I
(see (1.3.8)), we get the claimed equality from the definition of H. (ii) is proved
analogously with
ω(λ)(γi)
(3.3.2.B)
=
∑
(N,M)∈Λ′×Λ′′
λ(σNXM )DN,M (γi) =
= λ(γi) +
∑
(N,M) 6∈exp(I),qN+|M |<deg(γi)
λ(σNXM )DN,M (γi)
and the k-basis σNXM for (N,M) 6∈ exp(I) of S/I (see (1.2.5)).
Lemma (6.1.6) (cf. [BHM, 3.2]). A reduced Gro¨bner basis (say homogeneous
as in (1.3.11)) of the homogeneous ideal I ⊆ S also is a Giraud basis.
Proof . Assume that γ is a reduced Gro¨bner basis of I and let M ∈ exp(I) with
|M | < deg(γi) and DM (γi) 6= 0. Then XM divides a monomial of γi. Since M ∈
exp(I), there exists γj such that in(γj) divides X
M and therefore also a monomial
of γi. Since γ is a reduced Gro¨bner basis, this implies i = j which is absurd since
|M | < deg(γi).
There are more Giraud bases than reduced Gro¨bner bases (cf. [BHM]).
Example (6.1.7). In (6.1.2) we originally defined the ridge of a cone C as
a functor on schemes. Note that the ridge is not at all functorial in the cone C
itself. Take for example S = F2[X,Y, Z]. The line C defined by I = 〈X,Y 〉 is a
subgroup of V = Spec(S) and therefore Rid(C) = C. C is contained in C ′ defined
by I ′ = 〈X2 − Y Z〉. Rid(C ′) is the origin (not reduced): X2 − Y Z is a Giraud basis
of I ′ and therefore we can apply the derivations with respect to X,Y, Z to X2 − Y Z
and eventually find IRid(I ′) = 〈X2, Y, Z〉. Thus Rid(C ′) ( Rid(C) = C ( C ′.
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We also can compute the ring of invariants (see 3.4) of the group Rid(C):
Lemma (6.1.8). Let I ⊆ S be a homogeneous ideal with I = 〈γ〉, γ = (γ1, ..., γl).
(i) (cf. [BHM, 2.10]) If γ is a Giraud basis of I, then
U(IRid(I)) = k[DM (γi)| |M | < deg(γi), i = 1, ..., l].
(ii) If γ is a σ-Giraud basis of I, then
U(IRid(I)) = k[DN,M (γi)| qN + |M | < deg(γi), i = 1, ..., l].
Proof . Since Rid(C) is a group, IRid(I) is generated by additive polynomials (see
(3.3.8)). (i): By (3.4.3) (vii) U := k[DM (γi)| |M | < deg(γi), i = 1, ..., l] is generated
by additive polynomials (DM (γi) ∈ k if not |M | < deg(γi)). From (6.1.5) (i) we
have S · U+ = IRid(I) and by (3.4.4) U = U(S · U+) = U(IRid(I)). (ii) is proved
in absolute analogy; note that the DM from (i) as well as the DN,M from (ii) are
k-bases of Diffk,0(S) and therefore it makes no difference which type of differential
operators are applied.
There is a different possibility to define the ridge of a cone C = Spec(S/I): The ring
of invariants U of Rid(C) in S is the smallest graded k-subalgebra of S generated by
additive polynomials with the property S · (U ∩ I) = I. The inclusion S · (U ∩ I) ⊆ I
always holds. From this point of view, computing the ridge means to look for the
smallest additively generated subalgebra of S containing generators of I.
Lemma (6.1.9) (cf. [BHM, 2.12]). Let I be a homogeneous ideal of S. If H is
a graded k-subalgebra of S generated by additive polynomials, then
(6.1.9.A) S · (H ∩ I) = I
if and only if U(IRid(I)) ⊆ H.
Proof . (6.1.9.A) holds for H = U(IRid(I)) as one can see for example from (6.1.5)
and (6.1.8), this proves the if part. Assume (6.1.9.A) holds for H, i.e. there are
f1, ..., fl ∈ H that generate I. By (6.1.5) IRid(I) is generated by elements of the
form
∑
M∈Λ aMDM (fi) with aA ∈ k, but these all lie in H by (3.4.3). Therefore
IRid(I) ⊆ S ·H+ and by (3.4.4) and (3.4.3) we get U(IRid(I)) ⊆ U(S ·H+) = H.
The ridge of a cone is well known to be stable under any field extension:
Lemma (6.1.10). Let C be a cone in the vector space V over the field k. For
any field extension k′/k we have
Rid(Ck′) ∼= Rid(C)k′ .
Proof . One can see this on the one hand from the functorial definition of the ridge
in (6.1.2) (i). On the other hand there is an easy computational way to prove this:
If C = Spec(S/I) and γ is a Giraud basis of I, then it also is a Giraud basis of
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k′⊗k I ⊆ k′⊗kS and the DM (γi) generating IRid(I) and IRid(k′⊗k I) are unchanged
by any field extension.
Another point of view on the ridge is via the Dieudonne´ module of the group Rid(C):
Definition (6.1.11). For a homogeneous ideal I ⊆ S we define the graded k[F ]-
module Q(I) := U(IRid(I))∩L and in particular for f ∈ S we write Q(f) := Q(〈f〉).
Note that U(IRid(I)) = k[Q(I)] (see (3.4.4)).
Lemma (6.1.12). For a homogeneous ideal I ⊆ S and a graded k[F ]-submodule
Q ⊆ L we have
S · (k[Q] ∩ I) = I
if and only if Q(I) ⊆ Q.
Proof . If S(k[Q]∩I) = I, then U(IRid(I)) ⊆ k[Q] by (6.1.9) and therefore Q(I) ⊆ Q
by (3.4.4). If on the other hand Q(I) ⊆ Q, then U(IRid(I)) = k[Q(I)] ⊆ k[Q]; now
use (6.1.9).
6.2 Directrix
The directrix of a cone C is the largest vector space that translates C onto itself.
The directrix is not functorial as we will see in (6.3.5) f.. Therefore we cannot take
an approach as in (6.1.2) (i).
Definition (6.2.1) (cf. [CJS, 1.7]). Let k be a field, V a finite dimensional
vector space over k and I an ideal of S := Symk(V). We say that I is defined over
a subspace W ⊆ V if
S · (Symk(W) ∩ I) = I,
where we understand Symk(W) as a subring of S. This means that I is generated by
elements of Symk(W). We will also write k[W] for Symk(W).
Lemma (6.2.2). In the situation of (6.2.1) there is a smallest k-subspace T(I) ⊆
V such that I is defined over T(I), i.e. S · (k[W] ∩ I) = I if and only if T(I) ⊆W.
Proof . Let T be a k-subspace of V with I being defined over T and with smallest
possible dimension. Let I be also defined over the subspace T′ ⊆ V. We have to
show that T ⊆ T′. Assume that T 6⊆ T′. Let x = (x1, ..., xk) be a basis of T ∩ T′,
choose y = (y1, ..., yl) such that x, y is a basis of T, choose z = (z1, ..., zm) such that
x, z is a basis of T′, choose t = (t1, ..., tn) such that x, y, z, t is a basis of V. Then we
have I = 〈f1, ..., fp〉 with fi ∈ k[x, y] and I = 〈g1, ..., gq〉 with gi ∈ k[x, z]. We want
to show that I is defined over T ∩ T′. We can assume that l = 1, y = y1 and have to
show that I is defined over 〈x1, ..., xk〉. Write
fi(x, y) =
∑
r
f ri (x)y
r
and
fi(x, y) =
q∑
s=1
gs(x, z) ·
∑
r
hrs,i(x, z, t)y
r
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and we get
f ri (x) =
q∑
s=1
gs(x, z) · hrs,i(x, z, t) ∈ I.
Therefore I = 〈fi〉 = 〈f ri 〉 and this concludes the proof.
Definition (6.2.3) (cf. [CJS, 1.8]). In (6.2.2) T(I) is uniquely determined by I.
For the closed subscheme X := Spec(S/I) of the vector space V = Spec(S) we call
Dir(X) := Spec(S/〈T(I)〉S) ⊆ X
the directrix of X. For a polynomial f ∈ S we will use the notation T(f) := T(〈f〉).
6.3 Comparing ridge and directrix
Let us make a few easy observations first.
Lemma (6.3.1). For a cone C the following hold:
(i) Dir(C) ⊆ Rid(C) ⊆ C is a sequence of closed immersions.
(ii) Dir(C) is the largest vector space contained in Rid(C).
(iii) Neither Rid(C) nor Dir(C) depend on the embedding of C into a vector space.
(iv) Dir(Rid(C)) = Dir(C).
(v) If C is defined over a field of characteristic zero, then Dir(C) = Rid(C).
Proof . Let C = Spec(S/I) be embedded into the vector space V = Spec(S). A
vector space W = Spec(S/S ·W) for a k-space W ⊆ S1 is contained in Rid(C) iff
IRid(I) ⊆ S ·W which is equivalent (see (3.4.4)) to k[Q(I)] = U(IRid(I)) ⊆ k[W]. By
(6.1.9) this means S(k[W] ∩ I) = I. This holds by definition for W = T(I), proving
(i) and (ii). (iii) comes from the fact that the group structure on a surrounding vector
space is unique. (iv) follows from (ii) because Rid(Rid(C)) = Rid(C). (v) is clear
since in characteristic zero every group is a vector space (see (3.3.8)).
The directrix of a cone can be computed from its ridge by (6.3.1) (iv). To see how this
can be done we introduce two operators on k[F ]-modules. Assume in the following
that k is a field of characteristic p > 0.
Definition (6.3.2). For a graded k[F ]-module Q ⊆ L we define
(i) R(Q) := {f ∈ L|F j(f) ∈ Q for some j ∈ N}, the radical of Q.
(ii) E(Q) := ⊕d≥0 Homkpd (k, k)(Qd).
The homomorphisms in (ii) are meant to be acting on the coefficients of the polyno-
mials. E(Q) does not depend on the choice of the variables in a graded polynomial
ring.
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Lemma (6.3.3). R and E are inclusion preserving operators on graded k[F ]-
submodules of L. For such a module Q the following hold:
(i) ERE(Q) = RE(Q).
(ii) If Q ⊆ k[W] for a subspace W ⊆ S1, then R(Q), E(Q) ⊆ k[W].
(iii) There is a k-subspace T ⊆ S1 with RE(Q) = 〈T〉k[F ].
Proof . It is clear that R(Q) is graded and for f, f ′ ∈ R(Q) and λ ∈ k there are i, j ∈
N with F i(f), F j(f ′) ∈ Q. Then also F i+j(f + f ′) ∈ Q and F i(λf) = λpiF i(f) ∈ Q
and therefore f + f ′, λf ∈ R(Q). E(Q) is clearly a graded k-module and we have to
show that F (E(Q)d) ⊆ E(Q)d+1. Let f ∈ Qd and λ ∈ Homkpd (k, k). We extend λ
arbitrarily to some λ′ ∈ Hom
kpd
(k1/p, k1/p). Then µ := F ◦λ′ ◦F−1 ∈ Hom
kpd+1
(k, k)
and F (λ(f)) = µ(F (f)) ∈ E(Q)d+1. RE(Q) ⊆ ERE(Q) is clear in (i). Let on the
other hand f ∈ RE(Q)d and λ ∈ Homkpd (k, k). Then F i(f) ∈ E(Q) for some i ∈ N.
Extend λ to some λ′ ∈ Hom
kp
d (k1/p
i
, k1/p
i
) and set µ := F i◦λ′◦F−i ∈ Hom
kp
d+i (k, k).
We get F i(λ(f)) = µ(F i(f)) ∈ EE(Q) = E(Q). This shows λ(f) ∈ RE(Q) and proves
(i). Let Q ⊆ k[W] for (ii). If f ∈ L,F i(f) ∈ Q ⊆ k[W], then already f ∈ k[W].
E(Q) ⊆ E(L ∩ k[W]) = L ∩ k[W] since the homomorphisms in E only act on the
coefficients of a polynomial. In (iii) set T := RE(Q) ∩ L0 ⊆ S1. By (i) we can
apply the operators R and E arbitrarily to RE(Q) without altering the result. By
applying these operators to some homogeneous f ∈ L one gets linear polynomials
whose k[F ]-span contains f . This proves (iii).
Lemma (6.3.4). For a homogeneous ideal I ⊆ S one has T(I) = S1 ∩REQ(I).
Proof . Since S(k[T(I)]∩I) = I, we have Q(I) ⊆ k[Q(I)] ⊆ k[T(I)] (see (6.1.9)) and
get the inclusion REQ(I) ⊆ k[T(I)] from (6.3.3) (ii). On the other hand we know
from (6.3.3) (iii) that Q(I) ⊆ REQ(I) = 〈T〉k[F ] for a subspace T ⊆ S1 and from
S(k[Q(I)] ∩ I) = I we get S(k[T] ∩ I) = I, hence T(I) ⊆ T = S1 ∩REQ(I).
The directrix can therefore be computed from Q(I) by linear algebra. In fact, it is
not even necessary to compute all of REQ(I): dimk(Q(I)d) is constant for large d
and one gets T(I) from Hom
kpd
(k, k)(Q(I)d) by taking the radical. Since the ridge
can be computed using differential operators, i.e. special linear maps, one can ask
if the directrix also can be computed with differential operators. This is true, but
is not as easy as only to apply for example differential operators on k of order say
pd − 1 to Q(I)d (cf. D in 10.6). The coefficients of a polynomial f ∈ Q(I)d can
span a kp
d
-space of any dimension, only bounded by the number of variables and
dim
kpd
(k), and Diff≤p
d−1
Z (k) is smaller than Homkpd (k, k) in general (e.g. for finite
dim
kpd
(k) since the dimensions do not coincide) (see 2.2). On the other hand it is
absurd to apply differential operators with higher orders than indicated. For example
even such a harmless element as X1 + aX2 ∈ Q(I)0 could be split up by a derivation
with respect to a. The right thing to do would be to apply to Q(I)d the subring
of DiffZ(k) generated by Diff
≤pd−1
Z (k). This formulation is quite complicated, so we
prefer to use the operator E .
The behavior of the ridge under field extensions (see (6.1.10)) is much better than
that of the directrix:
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Lemma (6.3.5). Let C be a cone over the field k and K/k a field extension.
(i) Dir(C)K ⊆ Dir(CK) and this is an equality if K/k is separable (see [CJS, 1.10]
for a different proof).
(ii) If K is perfect, then Dir(CK) = Rid(CK)red and dim Rid(C) = dim Dir(CK).
Proof . Let C = Spec(S/I), V = Spec(S) a vector space and S′ = K ⊗k S, I ′ =
K ⊗k I ⊆ S′. (i): From (6.1.10) we have Q(I ′) = KQ(I). Hence RKEKQ(I ′) ⊆
KRkEkQ(I), where we denote the field over which the operator is used in the sub-
script. This is clear since every µ ∈ Hom
Kpd
(K,K) restricts to Hom
kpd
(k,K). By
(6.3.4) we get T(I ′) ⊆ KT(I), hence Dir(C)K ⊆ Dir(CK). If K/k is separable
we get from (2.2.8) and (2.2.3) a kp
d
-basis of k, that also is a Kp
d
-basis of K.
Hence every λ ∈ Hom
kpd
(k, k) extends to some µ ∈ Hom
Kpd
(K,K). Therefore
RKEKQ(I ′) = KRkEkQ(I) and (6.3.4) shows T(I ′) = KT(I). (ii): Over a perfect
field every additive polynomial is a power of a variable, hence Dir(CK) = Rid(CK)red.
Note that dim(Rid(C)) = dim(Rid(CK)) by (6.1.10).
Example (6.3.6). Take for example C = Spec(k[X,Y ]/〈Xp + aY p〉) for an
element a ∈ k \ kp. Then Dir(C) = Spec(k). But for K = k( p√a) we have Dir(CK) =
Spec(k[X,Y ]/〈X + p√aY )〉. The dimension of the directrix went up from zero to one
and reached the dimension of the ridge Rid(C) = C.
In the following we describe how directrix and ridge of Cf ·g := Spec(S/〈f · g〉) are
related to those of Cf := Spec(S/〈f〉) and Cg := Spec(S/〈g〉) for f, g ∈ S.
Lemma (6.3.7). Let W ⊆ V be subspace and f, g ∈ S = k[V]. If f · g ∈ k[W]
and f, g 6= 0, then f, g ∈ k[W].
Proof . Choose a basis Xm+1, ..., Xn of W such that X1, ..., Xn is a basis of V. We use
the lexicographic order on S like in (1.1.2.2) with X1 > · · · > Xn. Then in(f)·in(g) =
in(f · g) ∈ k[Xm+1, ..., Xn], hence in(f), in(g) ∈ k[Xm+1, ..., Xn] since f, g 6= 0. This
implies f, g ∈ k[Xm+1, ..., Xn] = k[W].
Corollary (6.3.8). For 0 6= f, g ∈ S we have
T(f · g) = T(f) + T(g),
Dir(Cf ·g) = Dir(Cf ) ∩Dir(Cg).
Proof . The second equality is a direct consequence of the first one. Since f ∈ k[T(f)]
and g ∈ k[T(g)], we have f · g ∈ k[T(f) + T(g)], hence T(f · g) ⊆ T(f) + T(g). On
the other hand f · g ∈ k[T(f · g)] and (6.3.7) yields f, g ∈ k[T(f · g)]. Therefore
T(f),T(g) ⊆ T(f · g) and T(f) + T(g) ⊆ T(f · g).
It is not true that f · g being additive with f, g homogeneous implies f and g being
additive as the following calculation shows:
(X + Y ) · (X2n−1 +X2n−2Y + · · ·+ Y 2n−1) = X2n + Y 2n ∈ F2[X,Y ].
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Hence one has to do a bit more work for an analog of (6.3.8) for the ridge. But we
see that every factor itself in our example is a power of an additive polynomial. The
problem is solved in the end by taking a radical.
Lemma (6.3.9). For f ∈ S and j ∈ N we have
Q(F j(f)) = kF j(Q(f)).
Proof . It suffices to prove this for j = 1. We have k[Q(f)] = k[DM (f)|M ∈ Λ]. If
M 6∈ pΛ, then DM (F (f)) = 0. But DpM (F (f)) = F (DM (f)) (see (2.2.6)). So
k[Q(F (f))] = k[DM (F (f))|M ∈ Λ] = k[F (DM (f))|M ∈ Λ] = k[F (Q(f))]
and thus the claim follows from (3.4.4).
Corollary (6.3.10). Let Q ⊆ L be a graded k[F ]-module. For f ∈ S one has
F j(f) ∈ k[Q] for some j ≥ 0 if and only if f ∈ k[R(Q)].
Proof . F j(f) ∈ k[Q] implies Q(F j(f)) ⊆ Q and (6.3.9) gives kF j(Q(f)) ⊆ Q.
Therefore f ∈ k[Q(f)] ⊆ k[R(Q)]. The other implication is clear.
Lemma (6.3.11). Let Q ⊆ L be a graded k[F ]-module. If f · g ∈ k[Q] and
f, g 6= 0, then f, g ∈ k[R(Q)].
Proof . Let k be an algebraic closure of k. Then f · g ∈ k[Q] ⊆ k[Rk(Q)] which is a
standard graded k-subalgebra of k ⊗k S. By (6.3.7) we have f, g ∈ k[Rk(Q)]. Then
we find j ≥ 0 with F j(f) ∈ k[Q]∩S = k[Q] and (6.3.10) gives f ∈ k[R(Q)]. Similarly
for g.
Corollary (6.3.12). For homogeneous 0 6= f, g ∈ S we have
Q(f · g) ⊆ Q(f) + Q(g) ⊆ RQ(f · g).
Rid(Cf ·g)red = (Rid(Cf ) ∩ Rid(Cg))red.
Proof . The second equality comes from the first one. Since f ∈ k[Q(f)] and g ∈
k[Q(g)] we have f · g ∈ k[Q(f) + Q(g)], hence Q(f · g) ⊆ Q(f) + Q(g). On the
other hand f · g ∈ k[Q(f · g)], and (6.3.11) yields f, g ∈ k[RQ(f · g)]. Therefore
Q(f),Q(g) ⊆ RQ(f · g).
6.4 Intersections of ridge and directrix
When we are going to study the ridge as an invariant in chapter 8, we will have to
compare the ridge of the tangent cone after a blow up with the ridge of the tangent
cone in the exceptional divisor. The latter cone will be the intersection of the first
cone with a hyperplane. In this section we investigate similar situations for cones in
general.
For two closed subschemes, not necessarily with the reduced structure, X,Y of Z we
mean with their intersection X∩Y the fiber product X×ZY . It is a closed subscheme
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of Z again. Let us recall some facts. In the affine case Z = Spec(S), X = Spec(S/I)
and Y = Spec(S/J) we simply have X∩Y ∼= Spec(S/I+J). If Z is an S-scheme and
T is another S-scheme, then T ×S X and T ×S Y are closed subschemes of T ×S Z
and (T ×S X) ∩ (T ×S Y ) ∼= T ×S (X ∩ Y ).
In some cases of intersections one does not lose much information about the cone,
even if its dimension decreases. Let us introduce some notions to enable us to express
this behavior. We also introduce quotients of cones.
Lemma (6.4.1). Let C be a cone over the field k. Then there is a morphism of
cones pi : C → C/Dir(C) with the following universal property: For any morphism
of cones c : C → C ′ over k such that Dir(C) → C → C ′ is the zero morphism there
exists a unique morphism c making the following diagram commutative:
C
pi

c // C ′
C/Dir(C)
c
::
There is a non-canonical isomorphism C ∼= C/Dir(C)×k Dir(C) and
H(C) = H(dim Dir(C))(C/Dir(C)).
Proof . Let C = Spec(S/I) for a polynomial ring S over k. Then
C/Dir(C) = Spec(k[T(I)]/k[T(I)] ∩ I)
and pi is defined via the canonical injection k[T(I)] → S. Now let c : Spec(S/I) →
Spec(R) be given as a morphism c# : R → S/I of standard graded k-algebras.
Dir(C) → C → C ′ being zero means that ϕ(R1) ⊆ T(I) and therefore we find a
unique c# making the following diagram commutative:
S/I R
c#oo
c#ww
k[T(I)]/k[T(I)] ∩ I
pi#
OO
This is the required universal property. If T(I)⊕T = S1 (there is no canonical choice
for T), then S/I ∼= (k[T(I)]/k[T(I)]∩I)⊗k[T] proves the last claims (see (4.5.9)).
Analogously we can form quotients C/W for any vector space W ⊆ Dir(C).
Lemma (6.4.2). Let c : C → C ′ be a morphism of cones over k with c(Dir(C)) ⊆
Dir(C ′). Then there is a unique morphism c of cones making the following diagram
commutative:
C
c //
piC

C ′
piC′

C/Dir(C)
c // C ′/Dir(C ′)
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Proof . Let C = Spec(S/I), C ′ = Spec(S′/I ′) and c be given by c# : S′/I ′ →
S/I. Then c(Dir(C)) ⊆ Dir(C ′) means that S′/I ′ → S/I → S/ST(I) factors over
S′/S′T(I ′), i.e. c#(T(I ′)) ⊆ T(I) . But then the composition Dir(C) → C → C ′ →
C ′/Dir(C ′) is the zero morphism and we get a unique morphism c from the universal
property in (6.4.1).
Definition (6.4.3). Let c : C → C ′ be a morphism of cones over k.
(i) c is called a core-morphism if c(Dir(C)) ⊆ Dir(C ′), i.e. c induces a unique
morphism
(6.4.3.A) c : C/Dir(C)→ C ′/Dir(C ′)
as in (6.4.2).
(ii) c is called a core-isomorphism if it is a core-morphism such that the induced
morphism (6.4.3.A) is an isomorphism.
(iii) c is called a k′-core-isomorphism if k′/k is a field extension such that the
induced morphism Ck′ → C ′k′ is a core-isomorphism.
Note that the compositions of core morphisms (resp. core-isomorphisms, resp. k′-
core-isomorphisms) are again such morphisms.
Lemma (6.4.4). Let c : C → C ′ be a morphism of cones over k and let k′/k be
some field extension. If c is a core-isomorphism, then so is the induced morphism
Ck′ → C ′k′.
Proof . The induced morphism Ck′ → C ′k′ still factors to a morphism Ck′/(Dir(C))k′
→ C ′k′/(Dir(C ′))k′ which identifies naturally with (C/Dir(C))k′ → (C ′/Dir(C ′))k′ ,
so the last two morphisms are isomorphisms. Therefore Dir((C/Dir(C))k′) identifies
with Dir((C ′/Dir(C ′))k′) and we get an isomorphism
(C/Dir(C))k′/Dir((C/Dir(C))k′)→ (C ′/Dir(C ′))k′/Dir((C ′/Dir(C ′))k′)
that identifies with Ck′/Dir(Ck′)→ C ′k′/Dir(C ′k′).
Now we present a list of intersection properties, first for the directrix, then for the
ridge. The most important part is (iii) in both cases. Similar results for the directrix
can be found in [Gi, I 6.9.2].
Lemma (6.4.5). Let C be a cone in the vector space V over the field k and W
a vector subspace of V .
(i) There are closed immersions C ∩W ⊆ C and
(6.4.5.A) Dir(C) ∩W ⊆ Dir(C ∩W ).
(ii) The following inequality holds:
(6.4.5.B) codimDir(C)(Dir(C) ∩W ) ≤ codimV (W ).
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(iii) The inequality
(6.4.5.C) dim Dir(C) ≤ dim Dir(C ∩W ) + codimV (W )
is an equality if and only if (6.4.5.A) and (6.4.5.B) are equalities and in this
case there is a natural isomorphism
(6.4.5.D) (C ∩W )/Dir(C ∩W )→ C/Dir(C)
such that C ∩W → C is a core-ismorphism yielding a non-canonical isomor-
phism
(6.4.5.E) C ∼= (C ∩W )×k AcodimV (W )k .
(iv) If Dir(C) ⊆W , then
(6.4.5.F) dim Dir(C) ≤ dim Dir(C ∩W ).
Proof . Let V = Spec(S), S = Symk(V), C = Spec(S/I) and W = Spec(S/SW)
for a vector subspace W ⊆ V. Then C ∩ W = Spec(S/J) for J = I + SW and
Dir(C) ∩W = Spec(S/S(T(I) + W)).
(i) Clearly C ∩W ⊆ C is a closed immersion. We have S(k[T(I)] ∩ I) = I and
therefore also S(k[T(I) + W] ∩ J) = J , hence T(J) ⊆ T(I) + W, yielding the
closed immersion (6.4.5.A).
(ii) codimDir(C)(Dir(C)∩W ) = dim Dir(C)−dim(Dir(C)∩W ) = dimk(T(I)+W)−
dimk(T(I)) ≤ dimk(W) = dimV − dimW = codimV (W ).
(iii) By (6.4.5.A) and (6.4.5.B) we have
dim Dir(C) = dim(Dir(C) ∩W ) + codimDir(C)(Dir(C) ∩W ) ≤
≤ dim Dir(C ∩W ) + codimV (W )
and it is clear that this is an equality if and only if (6.4.5.A) and (6.4.5.B) both
are equalities. Assume from now on that these equalities hold. S/J arises from
S/I by dividing out codimV (W ) elements of S1 (generators of W). Using the
inequality from (4.5.6) several times and multiplying with (1 − T )− codimV (W )
gives
H(codimV (W ))(C ∩W ) ≥ H(C)
and therefore
H(dim Dir(C∩W )+codimV (W ))((C ∩W )/Dir(C ∩W )) = H(codimV (W ))(C ∩W ) ≥
≥ H(C) = H(dim Dir(C))(C/Dir(C)).
We have
C/Dir(C) ∼= Spec(k[T(I)]/k[T(I)] ∩ I),
(C ∩W )/Dir(C ∩W ) ∼= Spec(k[T(J)]/k[T(J)] ∩ J).
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Since (6.4.5.A) is an equality, we must have (see the proof of (i)) T(J) = T(I)+
W. Hence T(I) ⊆ T(J) induces (6.4.5.D) C ∩W/Dir(C ∩W ) → C/Dir(C).
Since this is a closed immersion, it must be an isomorphism by the above
inequality of Hilbert series. In particular the closed immersion C ∩W → C is
a core-isomorphism. We finally get (6.4.5.E):
C ∼= C/Dir(C)×kAdim Dir(C)k ∼= C∩W/Dir(C∩W )×kAdim Dir(C∩W )+codimV (W )k ∼=
∼= (C ∩W )×k AcodimV (W )k .
(iv) For Dir(C) ⊆ W we have codimDir(C)(Dir(C) ∩W ) = 0 and get (6.4.5.F) by
examining the proof of (iii).
Lemma (6.4.6). Let C be a cone in the vector space V over the field k and W
a vector subspace of V .
(i) There are closed immersions C ∩W ⊆ C and
(6.4.6.A) Rid(C) ∩W ⊆ Rid(C ∩W ).
(ii) The following inequality holds:
(6.4.6.B) codimRid(C)(Rid(C) ∩W ) ≤ codimV (W ).
(iii) The inequality
(6.4.6.C) dim Rid(C) ≤ dim Rid(C ∩W ) + codimV (W )
is an equality if and only if (6.4.6.A) and (6.4.6.B) are equalities and in this
case there is a natural isomorphism
(6.4.6.D) (C ∩W )K/Dir((C ∩W )K)→ CK/Dir(CK)
such that C ∩W → C is a K-core-isomorphism, inducing a non-natural iso-
morphism
(6.4.6.E) CK ∼= (C ∩W )×k AcodimV (W )K ,
for any perfect field K/k.
(iv) If Rid(C) ⊆W , then
(6.4.6.F) dim Rid(C) ≤ dim Rid(C ∩W ).
Proof . Let V = Spec(S), S = Symk(V), C = Spec(S/I) and W = Spec(S/SW)
for a vector subspace W ⊆ V. Then C ∩ W = Spec(S/J) for J = I + SW and
Rid(C) ∩W = Spec(S/S(Q(I) + W)).
(i) We have S(k[Q(I)] ∩ I) = I and therefore also S(k[Q(I) +W] ∩ J) = J , hence
Q(J) ⊆ Q(I) + 〈W〉k[F ], yielding (6.4.6.A).
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(ii) codimRid(C)(Rid(C)∩W ) = dim Rid(C)−dim(Rid(C)∩W ) = rankk[F ](Q(I)+
〈W〉k[F ])−rankk[F ](Q(I))≤ rankk[F ](〈W〉k[F ]) = dimV −dimW = codimV (W ).
(iii) By (6.4.6.A) and (6.4.6.B) we see that dim Rid(C) = dim(Rid(C) ∩ W )+
codimRid(C)(Rid(C) ∩ W ) ≤ dim Rid(C ∩ W ) + codimV (W ) and it is clear
that this is an equality if and only if (6.4.6.A) and (6.4.6.B) both are equalities.
Assume the equality and let K/k be a perfect field. Then
dim Dir(CK) = dim Rid(CK) = dim Rid(C) = dim Rid(C∩W )+codimV (W ) =
= dim Rid((C ∩W )K) + codimV (W ) = dim Dir(CK ∩WK) + codimVK (WK).
By (6.4.6) (iii) we get (6.4.6.D) and the non-canonical isomorphism (6.4.6.E)
CK ∼= (CK ∩WK)×K AcodimV (W )K ∼= (C ∩W )×k AcodimV (W )K .
(iv) For Rid(C) ⊆ W we have codimRid(C)(Rid(C) ∩W ) = 0 and get (6.4.6.F) by
examining the proof of (iii).
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We discuss permissible blow ups, i.e. blow ups in normally flat regular centers. In the
next chapter we will analyze the behavior of our invariants under such transforma-
tions. We carry over the defintion of the ridge of a cone to tangent cones of schemes,
recall regularity, normal cones and blow ups, say some words on the reduction to
the embedded case and eventually come to the different characterizations of normal
flatness.
7.1 Tangent cones and normal cones
We recollect well-known properties of tangent cones and normal cones. All schemes
are supposed to be locally noetherian.
Definition (7.1.1). For a point x of a scheme X the tangent cone of X at x
is the cone
CX,x := Spec(grX,x)
over x (resp. κ(x)) for the graded κ(x)-algebra
grX,x := grmX,x(OX,x) =
⊕
d≥0
mdX,x/m
d+1
X,x .
The tangent space of X at x is the vector space
TX,x := Spec(SymX,x)
over x for the graded κ(x)-algebra
SymX,x := Symκ(x)(mX,x/m
2
X,x).
CX,x is a closed subscheme of TX,x. As described in chapter 6 one can associate to
the cone CX,x its ridge and directrix
RidX,x := Rid(CX,x),
DirX,x := Dir(CX,x)
and we have the sequence of closed subcones of TX,x
(7.1.1.A) DirX,x ⊆ RidX,x ⊆ CX,x ⊆ TX,x.
Remember that X is called regular at x if OX,x is a regular local ring. This is the
case if and only if grX,x is a polynomial ring over κ(x). X is called regular if it is
regular at all points. We also could say that X is regular at x if CX,x is a vector
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space. In this case CX,x itself is a group and therefore RidX,x = CX,x. All objects in
the sequence (7.1.1.A) then are the same.
Lemma (7.1.2). Let f : X → Y be a morphism of schemes and x ∈ X with
y := f(x). Then there is a functorial canonical morphism
Cf,x : CX,x → CY,y
inducing a morphism of cones over κ(x)
Cκf,x : CX,x → κ(x)×κ(y) CY,y.
If f is a closed immersion, then so is Cf,x.
Proof . f induces a filtered morphism of local rings (OY,y,mY,y)→ (OX,x,mX,x) and
therefore a morphism of graded rings grY,y → grX,x yielding CX,x → CY,y. From the
commutative diagram
CX,x //

CY,y

κ(x) // κ(y)
and the universal property of the fiber product we get a morphism CX,x → κ(x)×κ(y)
CY,y. If f is a closed immersion, then (OY,y,mY,y)→ (OX,x,mX,x) and therefore also
grY,y → grX,x are epimorphisms.
Definition (7.1.3). For a closed subscheme X of a scheme Y there is a natural
structure of graded OX = OY /IY,X-algebra on
grY,X := grIY,X (OY ) =
⊕
d≥0
IdY,X/Id+1Y,X .
The normal cone of Y along X
NY,X := Spec(grY,X)
therefore comes with a projection NY,X → X. For a point x ∈ X we denote
the fiber of the morphism NY,X → X above x as NY,X,x. Explicitely NY,X,x =
Spec(grY,X,x⊗OX,xκ(x)), where grY,X,x =
⊕
d≥0 IdY,X,x/Id+1Y,X,x is the stalk of grY,X
at x.
Lemma (7.1.4). Let X ⊆ Y ⊆ Z be a chain of closed subschemes and x a point
of X. There is a canonical cartesian diagram in which the horizontal arrows are
closed immersions:
NY,X,x //

NZ,X,x

NY,X // NZ,X
Proof . We have IZ,Y ⊆ IZ,X and can identify IY,X ∼= IZ,X/IZ,Y . From the epimor-
84
7.1 Tangent cones and normal cones
phism IZ,X → IY,X we get an epimorphism
grZ,X =
⊕
d≥0
IdZ,X/Id+1Z,X →
⊕
d≥0
IdY,X/Id+1Y,X = grY,X
which gives the lower closed immersion in the diagram.
NY,X ×NZ,X NZ,X,x = NY,X ×NZ,X (NZ,X ×X {x}) = NY,X ×X {x} = NY,X,x
shows that the diagram is cartesian. Remark that the composition NY,X → NZ,X →
X gives the canonical NY,X → X.
Lemma (7.1.5). Let X ⊆ Y be a closed subscheme and x a point of X. There
is a canonical morphism of cones
CY,x → NY,X,x.
If X = {x}, this is an isomorphism.
Proof . We have IY,X,x ⊆ mY,x and CY,x → NY,X,x is given by
grY,X,x =
⊕
d≥0
IdY,X,x/Id+1Y,X,x ⊗OX,x κ(x) ∼=
∼=
⊕
d≥0
IdY,X,x/mY,yIdY,X,x →
⊕
d≥0
mdY,x/m
d+1
Y,x = grY,y .
In the case X = {x} we have IY,X,x = mY,x.
Lemma (7.1.6). If D ⊆ Z is a closed subscheme and both D and Z are regular,
then NZ,D is a locally trivial vector bundle over D. In particular for a point x of D
we have an exact sequence of vector spaces (cf. [H4, p. 153])
0 −−−→ TD,x α−−−→ TZ,x β−−−→ NZ,D,x −−−→ 0.
This sequence is split exact, i.e. we have morphisms NZ,D,x
β′−→ TZ,x α
′−→ TD,x such
that ββ′ = idNZ,D,x and α
′α = idTD,x and
TZ,x
β //
α′

NZ,D,x

TD,x // κ(x)
is cartesian.
Proof . We have to verify the exact sequence and that NZ,D,x is a vector space.
Suppose that Z = Spec(A) with a regular local ring (A,m), D = Spec(A/p) with a
regular prime p and x is the closed point of Z. We can choose regular parameters
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x1, ..., xn of m and can assume that p = 〈x1, ..., xm〉. Then
TZ,x = Spec(grm(A))
∼= Spec(κ(x)[X1, ..., Xn]), xi mod m2 7→ Xi
induces
TD,x = Spec(grm/p(A/p))
∼= Spec(κ(x)[Xm+1, ..., Xn])
and per definition NZ,D,x ∼= Spec(grp(A)⊗A/p A/m), where
grp(A)
∼= A/p[X1, ..., Xm], xi mod p2 7→ Xi
and therefore grp(A) ⊗A/p A/m ∼= κ(x)[X1, ..., Xm]. We can then choose α′ corre-
sponding to the inclusion κ(x)[Xm+1, ..., Xn]→ κ(x)[X1, ..., Xn] and β′ corresponding
to the projection κ(x)[X1, ..., Xn]→ κ(x)[X1, ..., Xm] with Xi 7→ 0 for i > m.
7.2 Blow ups
Definition (7.2.1). Let D ⊆ X be a closed subscheme defined by the sheaf of
ideals IX,D. The blow up of X in D, resp. with center D, is the scheme
BlD(X) := Proj
(
BlIX,D(OX)
)
, BlIX,D(OX) :=
⊕
d≥0
IdX,D
together with the canonical morphism
pi : BlD(X)→ X
defined via OX = I0X,D. The closed subscheme pi−1(D) = BlD(X) ×X D of BlD(X)
is called the exceptional divisor of the blow up. Explicitely we have
pi−1(D) ∼= Proj
⊕
d≥0
IdX,D/Id+1X,D
 = Proj(grX,D) = P(NX,D)
and for a point x ∈ D
pi−1(x) = Proj(grX,D,x⊗OX,xκ(x)) = P(NX,D,x).
This is clear since grX,D
∼= BlIX,D(OX)⊗OX OX/IX,D.
Lemma (7.2.2). Let f : Y → X be a morphism of schemes, D ⊆ X a closed
subscheme and E := Y ×X D → Y the corresponding closed subscheme of Y . There
exists a canonical morphism f ′ : BlE(Y ) → BlD(X) making the following diagram
commutative:
(7.2.2.A) BlE(Y )
f ′ //
piY

BlD(X)
piX

Y
f // X
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If f is flat, then the diagram is cartesian.
Proof . IY,E = IX,D · OY yields a morphism of graded algebras BlIX,D(OX) →
BlIY,E (OY ). Let f be flat and X = Spec(A), D = Spec(A/I), Y = Spec(B), E =
Spec(B/J), J = BI. Then B ⊗A Id ∼= Jd for all d ≥ 0.
Remark (7.2.3). Let D = Spec(A/I) be a closed subscheme of X = Spec(A).
For x ∈ I = Bl1I(A) the homogeneous localization
BlI(A)(x) =
{ y
xd
∣∣∣ y ∈ BldI(A) = Id, d ∈ N}
yields a chart Spec(BlI(A)(x)) of the blow up BlD(X). The exceptional divisor is
given in this chart as
Spec(BlI(A)(x) ⊗A A/I)) ∼= Spec(BlI(A)(x)/I BlI(A)(x))
and
I BlI(A)(x) =
{ y
xd
∣∣∣ y ∈ Id+1, d ∈ N} = x · BlI(A)(x)
because y
xd
= x · y
xd+1
. Therefore the exceptional divisor is defined by x in this chart
and is in fact a Cartier divisor (x is not a zero divisor since BlI(A)(x) ⊆ BlI(A)x).
Definition (7.2.4). Let D ⊆ X be a closed subscheme. X is called normally
flat along D at a point x ∈ D if the normal cone NX,D is flat over D at x, i.e.
grIX,D,x(OX,x) is a flat OD,x-module. In fact this is equivalent to say that grX,D,x =
grIX,D,x(OX,x) is a free OD,x-module. X is normally flat along D if it is normally
flat at every point of D. D is called permissible at a point x ∈ D if X is normally
flat along D at x and D is regular at x, i.e. OD,x is regular. D is called permissible
if it is permissible at all points.
The property of normal flatness was used by Hironaka in his proof of resolution
of singularities in characteristic zero [H1]. The notion of permissible blow up or
Hironaka permissible blow up is widely used in resolution of singularities.
7.3 Permanence properties
Many properties can be expressed easier if a scheme is embedded into a regular
scheme. For our purposes we always can assume to be in this situation: This follows
from the discussion in this section together with the Cohen structure theorem (e.g.
[EGA, 0IV 19.8]). Throughout this section consider a morphism f : Y → X of locally
noetherian schemes and fix a closed subscheme D ⊆ X, a point x ∈ D and a point
y ∈ Y with f(y) = x. With E = Y ×X D the point y lies on E and we have a
morphism f ′ : Y ′ → X ′ as in (7.2.2) with Y ′ = BlE(Y ) and X ′ = BlD(X). See [CJS,
1.27 (i)] for a similar discussion.
Definition (7.3.1). f is said to be quasi-e´tale (in the sense of Bennett) at y if
f is flat at y and mX,xOY,y = mY,y.
Lemma (7.3.2). If f is quasi-e´tale at y, then the following hold:
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(i) Cκf,y : CY,y
∼= κ(y)×κ(x) CX,x is an isomorphism.
(ii) X is regular at x iff Y is regular at y.
(iii) E → D is quasi-e´tale at y.
(iv) D is regular at x iff E is regular at y.
(v) There is a canonical isomorphism NY,E,y ∼= κ(y)×κ(x)NX,D,x inducing a canon-
ical isomorphism pi−1Y (y) ∼= κ(y)×κ(x) pi−1X (x).
(vi) X is normally flat along D at x iff Y is normally flat along E at y.
(vii) D ⊆ X is permissible at x iff E ⊆ Y is permissible at y.
Proof . We get (i) since f is quasi-e´tale at y:
grX,x⊗κ(x)κ(y) ∼=
⊕
d≥0
mdX,x ⊗OX,x OX,x/mX,x
⊗OX,x/mX,x OY,y/mY,y ∼=
∼=
⊕
d≥0
mdX,x ⊗OX,x OY,y/mY,y ∼=
⊕
d≥0
(
mdX,x ⊗OX,x OY,y
)
⊗OY,y OY,y/mY,y ∼=
∼=
⊕
d≥0
mX,xOY,y ⊗OY,y OY,y/mY,y ∼= grY,y .
(i) implies (ii) because x ∈ X is regular iff CX,x is a vector space and analogously
for y ∈ Y . We can assume that X = Spec(A), Y = Spec(B), D = Spec(A/I), x
corresponds to a prime p of A and y to a prime P of B. Then E = Spec(B⊗AA/I) =
Spec(B/IB) and since x ∈ D we have I ⊆ p and get IB ⊆ pB ⊆ P, i.e. y ∈ E.
Passing to the local rings yields the diagram
BP/(IB)P Ap/Ipoo
BP
OO
Apoo
OO
which is cocartesian since IpBP = (IB)P. The lower morphism in this diagram is flat
and therefore also the upper one, this proves (iii). Applying (ii) to X = D,Y = E
yields (iv). Tensoring
(7.3.2.A) gr(IB)P(BP) = grIpBP(BP)
∼= grIp(Ap)⊗Ap/Ip BP/IpBP
with B/PB yields on the left grIB(B)⊗Bκ(y) which is the affine ring of NY,E,y. Since
IB ⊆ P we have B/IB⊗BB/P ∼= B/P and get on the right grI(A)⊗Aκ(x)⊗κ(x)κ(y).
This yields (v) since pi−1Y (y) = P(NY,E,y) and pi
−1
X (x) = P(NX,D,x). The morphism
of local rings OD,x → OE,y is flat and therefore also faithfully flat, so by (7.3.2.A)
grIY,E,y(OY,y) is free iff grIX,D,x(OX,x) is free, proving (vi). (vii) is clear from (iv)
and (vi).
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Consider a point x′ ∈ pi−1X (x) and a point y′ ∈ Y ′ mapping to y resp. x′. Such a
point exists if f is flat and hence the diagram (7.2.2.A) is cartesian.
Corollary (7.3.3). In the case Y = Spec(OX,x) with closed point y ∈ Y the
canonical morphism f : Y → X is flat, hence also f ′ is flat. We have OX,x ∼= OY,y
and OY ′,y′ ∼= OX′,x′. So f is quasi-e´tale at y and f ′ is quasi-e´tale at y′ and both
residue field extensions are trivial. The statements of (7.3.2) are applicable.
Corollary (7.3.4). In the case X = Spec(A) with a noetherian local ring (A,m)
and closed point x and Y = Spec(Â) (completion) with closed point y the morphism
f is quasi-e´tale at y and f ′ is quasi-e´tale at y′ and both residue field extensions are
trivial. All statements of (7.3.2) are applicable.
Proof . It is well known that A→ Â is flat, grm(A) ∼= grm̂(Â) and mÂ = m̂. Therefore
f is quasi-e´tale at y. Since x′ lies over x, i.e. m is mapped to zero under A→ κ(x′)
we find
Y ′ ×X′ x′ ∼= Y ×X X ′ ×X′ x′ ∼= Y ×X x′ ∼= Spec(Â⊗A κ(x′)) ∼=
∼= Spec(Â/mÂ⊗κ(x) κ(x′)) ∼= x′.
The canonical map Spec(OY ′,y′) ×Spec(OX′,x′ ) x′ → Y ′ ×X′ x′ ∼= x′ is given as a
localization κ(x′)→ OY ′,y′/mX′,x′OY ′,y′ . Since κ(x′) is a field, this map must be an
isomorphism. This proves not only κ(x′) = κ(y′) but also mX′,x′OY ′,y′ = mY ′,y′ and
since f ′ is flat, this shows that f ′ is quasi-e´tale at y′ with trivial residue extension.
If we use (7.3.2) with κ(x) = κ(y) like in the two preceding corollaries, the iso-
morphism CY,y → CX,x of course also induces isomorphisms DirY,y → DirX,x and
RidY,y → RidX,x. If we had a non-trivial residue extension we still would have an
isomorphism for the ridge (see (6.1.10)), but the directrix could change in the case
of an inseparable extension (cf. (6.3.6)).
7.4 Characterizations of normal flatness
We give four equivalent characterizations of normal flatness under the assumption
that the closed subscheme at hand is regular as was required for a permissible blow
up. We reap the fruits of our discussion of bifiltrations and follow [Gi, II 2.] in our
proof.
Theorem (7.4.1) (cf. [Gi, II 2.2], [CJS, 2.2 (2)]). Let x ∈ D ⊆ X be a point
of a closed subscheme. Suppose that D is regular at the point x. Then the following
conditions are equivalent:
(i) X is normally flat along D at x.
(ii) TD,x ⊆ DirX,x and the natural morphism CX,x → NX,D,x from (7.1.5) induces
an isomorphism
CX,x/TD,x → NX,D,x,
and in particular CX,x → NX,D,x is a core-isomorphism.
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If X is a closed subscheme of a regular scheme Z, then the above are equivalent to
the following further equivalent conditions:
(iii) The canonical diagram
CX,x //

NX,D

CZ,x // NZ,D
is cartesian.
(iv) Let OZ,x = Spec(R) for a regular local ring R with maximal ideal m, OD,x =
Spec(R/p) and OX,x = Spec(R/I) for ideals I ⊆ p ⊆ m. Let I ′ and I ′′ be the
pullbacks of the p-adic and m-adic filtrations on R via I → R. Then there exists
a standard basis (f1, ..., fm) of (I, I ′′) such that νI′(fi) = νI′′(fi) for 1 ≤ i ≤ m.
Proof . Conditions (i) and (ii) are stable by passing from X to Spec(OX,x) and also
by further passing to Spec(ÔX,x) as seen in 7.3. Therefore, using the Cohen structure
theorem, we can assume from the beginning that X is a closed subscheme of a regular
scheme Z and we show the equivalence of (i) to (iv) in this situation.
(7.4.1.1) In the commutative diagram
TD,x
(I)
// CX,x
(II)
//

NX,D,x
(III)

// NX,D

TD,x // CZ,x
(IV )

// NZ,D,x

// NZ,D
TD,x // κ(x)
all morphisms in (I), (II) and (III) are the obvious natural morphisms. As remarked
in (7.1.4) (III) is cartesian. The diagram from (iii) is the composition of (II) and (III).
Therefore (iii) is equivalent to (II) being cartesian. (IV) is the cartesian diagram from
(7.1.6). Therefore (II) is cartesian iff the composition of (II) and (IV)
CX,x
(V )
//

NX,D,x

TD,x // κ(x)
is cartesian. So (iii) is equivalent to (V) being cartesian.
(7.4.1.2) Let A,B be κ(x)-algebras such that CX,x ∼= Spec(A) and NX,D,x ∼=
Spec(B). (V) being cartesian is equivalent to A ∼= κ(x)[Xm+1, ..., Xn]⊗κ(x) B (nota-
tion from (7.1.6)). This is equivalent to TD,x ⊆ DirX,x and CX,x/TD,x ∼= NX,D,x.
(7.4.1.3) For what remains we can of course again assume that Z = Spec(R) for a
regular local ring R, x is the closed point of Z corresponding to the maximal ideal
m of R, D = Spec(R/p) such that R/p is regular and X = Spec(R/I) for an ideal
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I ⊆ p ⊆ m. The diagram from (iii) then corresponds to the commutative diagram of
graded κ(x)-algebras
grm/I(R/I)
(V I)
grp/I(R/I)oo
grm(R)
OO
grp(R)oo
OO
(i) means that grp/I(R/I) is a flat R/p-algebra. On the R-module E := R/I we have
the induced p-adic filtration E ′ and the induced m-adic filtration E ′′. By definition
(5.1.1) we see that (E, E ′, E ′′) is a harmonious bifiltered (R, p,m)-module. Now (5.3.3)
says that gr(E ′) is flat over R/p if and only if the natural morphism grm(R) ⊗grp(R)
gr(E ′)→ gr(E ′′) is an isomorphism. This shows the equivalence of (i) and (iii). The
same is also equivalent by (5.2.2) and (5.1.3) to (iv).
Lemma (7.4.2). Let f : Y → X be a morphism of schemes, D ⊆ X a closed
subscheme and E := Y ×X D. Let x ∈ D, y ∈ E with f(y) = x. If X is normally flat
along D at x and f is flat at y, then Y is normally flat along E at y and
grY,E,y
∼= grX,D,x⊗OD,xOE,y.
Proof . Let D be defined in OX,x by the ideal I, then E is defined in OY,y by
J := I · OY,y. Since X is normally flat along D at x, we know that grI(OX,x)
is a free OX,x/I-module. OX,x → OY,y is flat and therefore the same holds for
OX,x/I → OY,y/J . Thus grI(OX,x) ⊗OX,x/I OY,y/J ∼= grJ(OY,y) is a free OY,y/J-
module, i.e. Y is normally flat along E at y.
Corollary (7.4.3) (cf. [Gi, II 2.6]). Let V be a vector space over the field k,
C a closed subcone of V and W a vector space contained in C. Then the following
conditions are equivalent:
(i) C is normally flat along W at the origin 0 of V .
(ii) W ⊆ Dir(C).
(iii) C is normally flat along W at every point of W .
Proof . If (i) holds, then by (7.4.1) we have W = TW,0 ⊆ DirC,0 = Dir(C) and this is
(ii). W ⊆ Dir(C) implies C ∼= W ×k C ′ compatible with the embedding into V . The
projection C → C/W is flat and the fiber above 0 ∈ C/W equals W ⊆ C. Clearly
C/W is normally flat along 0, hence by (7.4.2) C is normally flat along W . (iii) ⇒
(i) is obvious.
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8 The Invariants
We define our invariants: The Hilbert series and the dimension of the ridge of the
tangent cone at a point of a scheme. We describe their meaning and prove that these
invariants do not increase under permissible blow ups. Our strategy to achieve this
result focuses on cones.
8.1 Overview
Our invariants only depend on the tangent cone at a point of a scheme. We use them
also for cones in general.
Definition (8.1.1). Let C be a cone over some field k. Let x be a point of a
locally noetherian scheme X.
(i) Our first invariant is the Hilbert series. For the cone C = Spec(A), A =⊕
n≥0An, over the field k it is the series
H(C) = H(A) =
∑
n≥0
dimk(An)T
n ∈ N[[T ]]
(see 4.5). The Hilbert series of X at x is defined as
HX,x := H(CX,x) = H(grX,x) = H(OX,x,mX,x)
(see 4.6 for the last equality). We use the notations H(d)(C) = (1−T )−dH(C)
and H
(d)
X,x = H
(d)(CX,x).
(ii) The second invariant we use is the dimension of the ridge of a cone
R(C) := dim(Rid(C)) ∈ N,
where Rid(C) is the largest subgroup that translates C onto itself (see 6.1). We
use this invariant also for schemes with the notation
RX,x = dim(Rid(CX,x))
and extend the notations to R(d)(C) = R(C) + d and R
(d)
X,x := R
(d)(CX,x).
(iii) We sometimes combine these two invariants to
HR(C) := (H(C), R(C)) ∈ N[[T ]]× N,
HRX,x := (HX,x, RX,x).
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Again we extend our notations to HR(d)(C) = (H(d)(C), R(d)(C)) and HR
(d)
X,x =
HR(d)(CX,x).
Instead of the Hilbert series also the Hilbert function H(C) : N → N, H(C)(n) =
dimk(An) often is used. It contains the same information. The aim of this chapter
is to give a comprehensive proof of the following well-known result:
Theorem (8.1.2). If pi : X ′ → X is a permissible blow up in a center D ⊆ X
and x′ ∈ pi−1(x) for a point x ∈ D, then
HR
(d+1)
X′,x′ ≤ HR(1)X,x,
where d = tr. deg(κ(x′)/κ(x)).
Let us explain the order used in the theorem to compare the two invariants. For two
series K =
∑
n anT
n,K ′ =
∑
n a
′
nT
n ∈ Z[[T ]] the relation K ≤ K ′ means an ≤ a′n
for all n (we used this already in (4.5.1) f.). This only is a partial order and is not
wellfounded on N[[T ]]. It is wellfounded when restricted to the subset of N[[T ]] which
comes under our consideration, namely the set of all Hilbert series of standard graded
k-algebras (see [CJS, 1.15 f.]). On N we use the usual order and equip N[[T ]] × N
with the lexicographic order with respect to the orders just described. We obtain a
wellfounded order. Therefore the invariant HR cannot drop infinitely many times
under continued permissible blow ups. Resolution is achieved if one can show that it
has to drop at a singular point after some blow ups.
Theorem (8.1.2) consists of two statements:
(H) H
(d+1)
X′,x′ ≤ H(1)X,x.
(R) If (H) is an equality, then R
(d)
X′,x′ ≤ RX,x.
In (R) it makes no difference if we say R
(d+1)
X′,x′ ≤ R(1)X,x. For series K,K ′ ∈ Z[[T ]]
clearly K ≤ K ′ implies K(1) ≤ K ′(1), but the converse does not hold in general. In
our special situation also H
(d)
X′,x′ ≤ HX,x would be true. This was proved by Singh
[Si1, Th. 1 f.]. The proof is a little harder and we see no advantage in the stronger
inequality for our purposes since we are mainly interested in the case of equality. So
we are satisfied with (H). Together with (H) and (R) we also will prove:
(N) If (H) is an equality, then x′ ∈ PRid(CX,x/TD,x) ⊆ pi−1(x).
(I) If (H) and (R) are equalities, then there is an isomorphism
(CX,x)K/Dir((CX,x)K)→ (CX′,x′)K/Dir((CX′,x′)K)
for some perfect field K.
(N) gives information about the locus of near points, i.e. points x′ where (H) is an
equality. (I) means that the tangent cones CX,x and CX′,x′ are very similar: There
is not much information left for additional invariants depending only on the tangent
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cone. The invariant HR will not be sufficient for resolution of singularities. It only
depends on the tangent cone CX,x, which is defined by the initial forms of equations
defining X inside some regular scheme Z. Therefore HR does not see any terms of
higher order. The invariant HR has to be extended by further invariants constructed
directly from the local setting, such as polyhedra.
(8.1.3) Let us make a few simple observations concerning our invariants.
(i) If C is a cone, then there is a canonical isomorphism CC,0 ∼= C and therefore
HC,0 = H(C), RC,0 = R(C).
(ii) Our invariants, seen as invariants of a cone C over a field k, do not change
under field extensions k′/k. For the Hilbert series this is clear since it measures
vector space dimensions. For the ridge we have seen in (6.1.10) that Rid(Ck′) ∼=
Rid(C)k′ .
(iii) The shifted invariants H(d) and R(d) represent additional d dimensions:
H(C × Ad) = H(d)(C), R(C × Ad) = R(d)(C).
(8.1.4) We take a look at the meaning of our invariants.
Let k be a field, S = k[X1, ..., Xn], I ⊆ S a homogeneous ideal and C = Spec(S/I)
a cone in V = Spec(S). We use (4.5.6) to look at some examples. If I = 〈f〉S for
a single homogeneous polynomial f of degree m, then H(C) = (1 − Tm)(1 − T )−n.
So in the case of a hypersurface the Hilbert series contains precisely the information
about the degree of f , i.e. the multiplicity of the hypersurface at the origin. The
same is true from the local point of view: If (R,m) is a regular local ring of dimension
n and t ∈ R, then H(R/〈t〉,m) = (1− Tm)(1− T )−n with the order m = νm(t) (see
(4.6.5) and (4.4.8)). If we only were interested in hypersurfaces, we could use the
easier invariant of multiplicity. But if I is not a principal ideal, things become more
complicated. With (4.5.6) we see that one can simply calculate the Hilbert series of C
if I is generated by a regular sequence f1, ..., fr of homogeneous elements. This means
that fi is not a zero divisor in S/〈f1, ..., fi−1〉 for i = 2, ..., r. In this case we still have
H(C) = (1 − T deg(f1)) · · · (1 − T deg(fr))(1 − T )−n. But we also see that this holds
only if f1, ..., fr is a regular sequence. Not every ideal can be generated by a regular
sequence, for example take n = 2, I = 〈X21 , X1X2〉. Then H(C) = T + (1 − T )−1.
I cannot be generated by a single element and if I would be generated by a regular
sequence with at least two elements, we would have H(C) ∈ N[T ] which is not the
case. A good generalization of the multiplicity to non-hypersurfaces is the Hilbert
series. Another possible generalization would be to measure the degrees of a minimal
system of generators of I: If f1, ..., fm is a standard basis of the ideal I (see (4.3.7)),
one looks at the array of degrees ν∗(I) = (deg(f1), ...,deg(fm),∞, · · · ). This invariant
is widely used also (cf. [H4, p. 155], [CJS, 1.1 ff.]). It behaves rather differently than
the Hilbert series in general. In fact it is not possible to compute the one invariant
from the other, the connection is more subtle: The Hilbert series can be computed
from the ν∗-invariants of each module of a graded minimal free resolution of I ([Si2]).
But ν∗ also does not increase under a permissible blow up and in the critical cases the
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invariants behave alike: (H) is an equality if and only if the corresponding equality
for ν∗ holds. This was proved by Hironaka [H4, Th. II, Th. III].
We now come to our other invariant R. Recall that U(IRid(I)) is the ring of in-
variants of Rid(C) in S. Its dimension is the minimal number of additive poly-
nomials that are necessary to denote equations generating I (see (6.1.9)). Since
IRid(I) = S · U(IRid(I)) we see that codimV (Rid(C)) is again the same number of
additive polynomials and R(C) is the maximal number of independent additive poly-
nomials that do not appear in equations generating I. So we can say: The lower R(C)
becomes, the more complex the ideal I looks like. It may seem counterproductive to
wish that R(C) drops, i.e. to make I more complex. But as a matter of fact, this
will make the further process of resolution easier! Just take a look at property (N)
above. The smaller the ridge becomes, the smaller the place gets where near points
might appear. One gets another hint in the same direction, when one looks at the
strategy to obtain resolution of threefolds in positive characteristic in [CP1],[CP2]:
In [CP1] the general case is narrowed down to the special cases of purely inseparable
and Artin-Schreier equations. The longest part of the work ([CP2]) has to deal with
these two troublesome cases by defining further invariants. A good deal of consider-
ation is given to equations that begin with a p-th power in resolution of singularities.
These inseparable equations are a main obstruction to resolution of singularities. In-
separable equations correspond to a ridge that is rather large. Therefore one hopes
that the dimension of the ridge will drop eventually in a resolution process.
(8.1.5) Let us compare our way to prove (H), (R), (N) and (I) to some standard
references.
[Be] Bennett proves (H) in Theorem (2). His prove was simplified by Hironaka:
[H4] Hironaka proves (H) in Th. I loc. cit. by the sequence of inequalities (4.1) loc.
cit.
H
(1+d)
X′,x′ ≤ H(2+d+s)pi−1(x),x′ ≤ H
(1+s)
NX,D,x
= H
(1)
X,x
with s = dimTD,x. We prove the first inequality in the same way as Hironaka
(cf. (5.2) loc. cit.). The second inequality is proved in [H4] in several steps:
The residually rational case κ(x′) = κ(x) (Lem. 8 loc. cit.), the purely tran-
scendental, separable algebraic and purely inseparable cases (Case 1-3 p. 164
loc. cit.). Hironaka proves these cases using blow ups and has to go to a new
local ring after every step. We will argue in comparable steps, but will do this
without leaving our original object that far: It is clear that one has to compare
a point of a cone to the origin of this cone at least implicitely somewhere in the
proof. We make exactly this to our objective. We first state our main result
for this comparison (8.2.6) without speaking about blow ups by considering a
sequence of points under consecutive base changes of a cone with simple field
extensions. Only in the last step we will look at a blow up and extend our
result. This way seems easier to the author.
[H2] Hironaka proves an inequality implying (R) in Th. (1,A) loc. cit. under the
assumption that the ν∗-invariant has not changed. This is equivalent to an
unchanged Hilbert series by [H4, Th. III].
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[Si1] As already mentioned, Singh proved an amelioration of (H). His prove follows
roughly the strategy used by Hironaka.
[Gi] Our proof of (H) and (N) is inspired in many points from this work of Giraud.
However, he denotes a similar proof only in the case that x′ ∈ pi−1(x) is a
closed point (II 3.8 loc. cit) and does not focus that clearly on the tangent
cone. Under the same assumption he also proves (R) and (I) (II 4.1 ff. loc.
cit.).
Our proof combines different properties in one line of thought with a view focused
on cones rather than blow ups. We do not use the ν∗-invariant.
8.2 Behavior of the invariants under permissible blow ups
We are going to prove the statements (H), (R), (N) and (I) in (8.2.7). For the
beginning we exploit the characterizations of normal flatness from (7.4.1).
Lemma (8.2.1) (cf. [Gi, II 3.1]). Let X be a locally noetherian scheme and x, y
points of X such that x ∈ Y := {y}. Suppose that OY,x is regular of dimension d.
Then
H
(d+1)
X,y ≤ H(1)X,x.
Equality holds if and only if X is normally flat along Y at x.
Proof . Using the permanence properties of 7.3 we can assume thatX is the spectrum
of a complete local ring. The Cohen structure theorem allows us then to take X =
Spec(R/I) for a regular local ring R with maximal ideal m and some ideal I ⊆ m.
Since OY,y is regular, we have Y = Spec(R/p) such that R/p is regular of dimension
d. We equip E := R/I with the p-adic and m-adic filtrations E ′ and E ′′. (E, E ′, E ′′)
is then a harmonious bifiltered (R, p,m)-module. The weak semi-continuity (5.3.1)
states
H
(1)
X,x = H
(1)(grmX,x(OX,x)) = H(1)(grm/I(R/I)) = H(1)(E ′′) ≥ H(d+1)(E ′p) =
= H(d+1)(grp/I(R/I)p) = H
(d+1)(grmX,y(OX,y)) = H
(d+1)
X,y .
By theorem (5.3.3) equality holds if and only if gr(E ′) = grX,Y,x is flat over R/p. This
means by definition precisely the normal flatness of X along Y at x.
Proposition (8.2.2) (cf. [Gi, II 3.4]). Let f : X → Y be a morphism of locally
noetherian schemes and x ∈ X with image y = f(x). Assume that Of−1(y),x is
regular of dimension d and f is flat at x. Then Cκf,x : CX,x → CY,y ×κ(y) κ(x) is a
core-isomorphism (see definition (6.4.3)) and induces an isomorphism
(8.2.2.A) CX,x/Tf−1(y),x ∼= CY,y ×κ(y) κ(x).
We have non-canonical isomorphisms
CX,x ∼= CY,y ×κ(y) Tf−1(y),x ∼= CY,y ×κ(y) Adκ(x)
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and the equality
HX,x = H
(d)
Y,y.
Proof . We can replace X and Y by the spectra of OX,x and OY,y. This does not alter
the cones involved nor the Hilbert series (see 7.3). Also Of−1(y),x is unchanged. To see
this we can assume that Y = Spec(A) and X = Spec(B) are affine. Let x be given by
the prime ideal P ⊆ B and y be the prime p ⊆ A. Then f−1(y) = Spec(B⊗AAp/pp)
and Of−1(y),x = BP ⊗A Ap/pp. On the other hand, if we take the induced morphism
Ap → BP, the fiber over the closed point y which is BP⊗ApAp/pp already is the local
ring we are looking for and is in fact the same as in the first case. From now on we
assume to be in the local situation. Then f−1(y) is a closed subscheme of X, namely
f−1(y) = Spec(OX,x ⊗OY,y κ(y)) = Spec(OX,x/mY,yOX,x) which is the spectrum of a
regular local ring of dimension d. Since f is flat, we have
(8.2.2.B) CY,y ×κ(y) f−1(y) ∼= NX,f−1(y)
as is seen from the following calculation:
mnY,y/m
n+1
Y,y ⊗κ(y) OX,x/mY,yOX,x ∼= mnY,y/mn+1Y,y ⊗κ(y) OX,x ∼= mnY,yOX,x/mn+1Y,y OX,x.
Since
NX,f−1(y) ∼= Spec(
⊕
n≥0
mnY,y/m
n+1
Y,y ⊗κ(y) OX,x/mY,yOX,x)
already comes from the stalk of grX,f−1(y) at x, we see that X is normally flat along
f−1(y) at x. The κ(y)-algebra OX,x/mY,yOX,x is tensored over the field κ(y) with
the κ(y)-modules mnY,y/m
n+1
Y,y . Of course this yields free OX,x/mY,yOX,x-modules. By
(7.4.1) (ii) NX,f−1(y),x ∼= CX,x/Tf−1(y),x (here we used the regularity of Of−1(y),x)
and we get the claimed natural isomorphism (8.2.2.A) since NX,f−1(y),x ∼= CY,y ×κ(y)
f−1(y)×X κ(x) and f−1(y)×X κ(x) ∼= Spec(OX,x/mY,yOX,x⊗OX,x κ(x)) ∼= κ(x). We
therefore also have CX,x ∼= NX,f−1(y),x ×κ(x) Tf−1(y),x ∼= CY,y ×κ(y) κ(x) ×κ(x) Adκ(x).
The composition
CX,x → NX,f−1(y),x → CY,y
is the canonical morphism Cf,x from (7.1.2). Hence C
κ
f,x is a core-isomorphism.
We study the effect of a base change with a field extension for our invariants. First
we do this in the algebraic case, then in the transcendental case. We begin to use
the full strength of the essential technical tool (4.6.5). Our motivation for the next
result is [Gi, II 3.5, 4.2.3].
Proposition (8.2.3). Let k′/k be a finite field extension and X a locally noethe-
rian k-scheme. Consider a point x′ of X ′ := Xk′ = X ×k k′ that maps to x ∈ X
under the natural morphism f : X ′ → X.
(i) One has the inequality
(8.2.3.A) H
(1)
X,x ≤ H(1)X′,x′
and equality holds if k′/k is separable.
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(ii) If (8.2.3.A) is an equality, then
(8.2.3.B) RX,x ≤ RX′,x′ .
(iii) If (8.2.3.A) and (8.2.3.B) are equalities, then we have a natural isomorphism
(8.2.3.C) (CX′,x′)K/Dir((CX′,x′)K)→ (CX,x)K/Dir((CX,x)K)
such that in particular Cκf,x′ is a K-core-isomorphism and there is an isomor-
phism
(8.2.3.D) CX,x ×κ(x) K ∼= CX′,x′ ×κ(x′) K,
where K/κ(x′) is any perfect field.
Proof . We can assume that k′ = k(a) is a primitive algebraic field extension. The
general case follows then by applying this special case a finite number of times (k′/k
is finite). All claims we have to prove are compatible with these intermediate steps.
Let p be the minimal polynomial of a in k[Y ]. With k → k[Y ] → k′ ∼= k[Y ]/〈p〉 we
get the sequence of locally noetherian schemes
X ′ h−→ X ′′ g−→ X,
where X ′′ := X ×k Spec(k[Y ]). Let x′′ := h(x′). We have
g−1(x) ∼= κ(x)×XX ′′ ∼= κ(x)×XX×kSpec(k[Y ]) ∼= κ(x)×kSpec(k[Y ]) ∼= Spec(κ(x)[Y ])
and for f = gh
f−1(x) ∼= κ(x)×X X ′ ∼= κ(x)×X X ×k k′ ∼= Spec(κ(x)[Y ]/〈p〉).
Residue fields are unchanged under passing to a fiber; κ(x′)/κ(x) and also κ(x′′)/κ(x)
are finite, hence x′′ must be closed in g−1(x). Clearly g is flat and since g−1(x) is
regular we see that Og−1(x),x′′ is regular of dimension 1. By (8.2.2) therefore we have
a natural isomorphism
(8.2.3.E) CX′′,x′′/Tg−1(x),x′′ ∼= CX,x ×κ(x) κ(x′′),
such that in particular Cκg,x′′ is a core-isomorphism and have an isomorphism
(8.2.3.F) CX′′,x′′ ∼= CX,x ×κ(x) A1κ(x′′)
and in particular HX′′,x′′ = H
(1)
X,x. We now prove (i) - (iii).
(i) We look at the closed immersion h and find OX′,x′ = OX′′,x′′/〈p〉. Then we
apply (4.6.5) and get
H
(1)
X′,x′ ≥ (1− T r)H(1)X′′,x′′ ≥ (1− T )H(1)X′′,x′′ = HX′′,x′′ = H(1)X,x,
where r = νmX′′,x′′ (p). This shows (8.2.3.A). If k
′/k is separable algebraic, the
base change X ′ → X also is e´tale, a fortiori quasi-e´tale and we can use the
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properties of permanence in 7.3 to get the desired equality even without the
work done so far in this proof.
(ii) If H
(1)
X′,x′ = H
(1)
X,x, then also H
(1)
X′,x′ = HX′′,x′′ and we must have r = 1 in the
proof of (i). (4.6.5) moreover yields the isomorphism grX′,x′
∼= grX′′,x′′ /〈inx′′(p)〉.
The one graded ring therefore arises from the other by dividing out an element
of degree one. Geometrically this means that CX′,x′ equals the intersection of
CX′′,x′′ with a hyperplane W in some surrounding vector space V (take TX′′,x′′).
We now are in the situation of (6.4.6) with codimV (W ) = 1 and therefore get
(8.2.3.B)
dim RidX,x
(8.2.3.F )
= dim RidX′′,x′′ −1 ≤ dim RidX′,x′ .
(iii) If additionally dim RidX,x = dim RidX′,x′ , then dim RidX′′,x′′ = dim RidX′,x′ +1
and by (6.4.6) the closed immersion Ch,x′ = C
κ
h,x′ : CX′,x′ → CX′′,x′′ is a K-
core-isomorphism for any perfect field K/κ(x′). We already know that Cκg,x′′
is a core-isomorphism. Hence the composition Cκf,x′ = C
κ
g,x′′ ◦ Cκh,x′ is a K-
core-isomorphism. But this just means (8.2.3.C). Finally we get (8.2.3.D) with
(8.2.3.F).
Lemma (8.2.4). Let x be a point of a locally noetherian scheme X over the field
k and λ ∈ κ(x) an element that is transcendental over k. Consider the projection
p : X˜ := k(Λ) ×k X → X for a purely transcendental extension k(Λ)/k. Then there
exists a point x˜ ∈ p−1(x) with κ(x˜) = κ(x) and a natural isomorphism
(8.2.4.A) C
X˜,x˜
/Tp−1(x),x˜ → CX,x
such that Cp,x˜ is a core isomorphism. In particular we have an isomorphism
(8.2.4.B) C
X˜,x˜
∼= CX,x ×κ(x) Aκ(x).
Proof . We are going to show that x˜ can be chosen such that Op−1(x),x˜ is regular of
dimension one. Then we get (8.2.4.A) and (8.2.4.B) with κ(x˜) = κ(x) from (8.2.2)
since p is flat. For this purpose we pick x˜ as the point of
p−1(x) ∼= X˜ ×X κ(x) ∼= k(Λ)×k X ×X κ(x) ∼= k(Λ)×k κ(x)
corresponding to the surjection (defining a prime ideal p = ker(ϕ) representing x˜)
ϕ : k(Λ)⊗k κ(x)→ κ(x), Λ 7→ λ.
Thus clearly κ(x˜) = κ(x). With the multiplicatively closed set S := k[Λ] \ {0} we
find
k(Λ)⊗k κ(x) ∼= k[Λ]S ⊗k κ(x) ∼= κ(x)[Λ]S
with ϕ : κ(x)[Λ]S → κ(x),Λ 7→ λ. Observe that the kernel p′ of ϕ|κ(x)[Λ] is the
principal ideal generated by the element Λ − λ ∈ κ(x)[Λ]. One easily sees that
S ∩ p′ = ∅. We therefore get isomorphisms
Op−1(x),x˜ ∼= (κ(x)[Λ]S)p ∼= κ(x)[Λ]〈Λ−λ〉
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and apparently Op−1(x),x˜ is in fact a regular local ring of dimension one.
The fiber over a point in the center of a permissible blow up is the projective space
associated to a quotient of the tangent cone at that point. We will have to switch
between the projective space associated to a cone and the cone itself at several points,
so we have to talk about a comparison morphism between these two objects (cf. [Gi,
II 3.6.1]).
Proposition (8.2.5). Let C be a cone over the field k. There is a canonical
smooth morphism of relative dimension one
γ : C∗ → PC,
where C∗ := C \ {0} is the punctured cone. It has the following properties:
(i) For x ∈ PC we have γ−1(x) ∼= (A1κ(x))∗ (the affine line with the origin removed).
If x is defined by some homogeneous prime ideal in the graded ring R,C =
Spec(R), then the same prime ideal defines a point of C∗ and this is the generic
point of γ−1(x). We will call the points of C∗ arising in this way homogeneous
points of C∗.
(ii) If y ∈ C∗ is a homogeneous point, there is a natural isomorphism
CC,y ∼= CPC,γ(y) ×κ(γ(y)) κ(y)
and κ(y)/κ(γ(y)) is purely transcendental with transcendence degree one.
(iii) If z ∈ C∗ is not homogeneous, there is a natural isomorphism
CC,z/Tγ−1(γ(z)),z ∼= CPC,γ(z) ×κ(γ(z)) κ(z)
inducing an isomorphism
CC,z ∼= CPC,γ(z) ×κ(γ(z)) A1κ(z)
and κ(z)/κ(γ(z)) is algebraic.
For any point w ∈ C∗ the morphism Cκγ,w is a core-isomorphism.
Proof . Let C = Spec(R) for a standard graded k-algebra R. Locally γ corresponds
to the morphism of rings R(f) → Rf for f ∈ R1 (R is generated by R1), where
R(f) =
{
g
fd
∈ Rf
∣∣∣∣ g ∈ Rd, d ∈ N} .
This morphism factors to
R(f)
ϕ#−−→ R(f)[X] ρ
#
−−→ R(f)[X,X−1] ∼−→ Rf .
ϕ# is the inclusion and ρ# the localization at the element X. The isomorphism at
the end stands for X 7→ f−1 and is easily checked. On the level of schemes this
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corresponds to
V
ρ−→ A1U ϕ−→ U,
where V ⊆ C∗ and U ⊆ PC are open affines and ρ is an open immersion, hence e´tale.
Therefore γ is smooth of relative dimension one. In particular
γ−1(x) ∼= Spec(R(f)[X,X−1])×Spec(R(f)) κ(x) ∼= Spec(κ(x)[X,X−1]) ∼= (A1κ(x))∗.
This shows (i). Explicitely one sees easily that the map γ is given by Spec(R) →
Proj(R), p 7→ ph, where ph is the homogeneous prime ideal of R generated by the
homogeneous elements in p. Therefore the generic point of the fiber over x (defined
by a homogeneous prime ideal p ⊆ R) is the point of C∗ corresponding to the same
prime ideal p = ph. A homogeneous point y ∈ C∗ is the generic point of the fiber
γ−1(γ(y)) and a non-homogeneous point z ∈ C∗ is closed in the fiber γ−1(γ(z)).
Therefore (ii) and (iii) follow directly from (8.2.2).
We assemble the tools prepared so far and compare the origin of a cone with some
other point on it.
Theorem (8.2.6). Let C be a cone over the field k, x a point of C∗ and d =
tr.deg(κ(x)/k).
(i) One has the inequality
(8.2.6.A) H(1)(C) ≥ H(d+1)C,x .
(ii) If (8.2.6.A) is an equality, then
(8.2.6.B) R(C) ≥ R(d)C,x
and x ∈ Rid(C).
(iii) If (8.2.6.A) and (8.2.6.B) are equalities, then there is an isomorphism
(8.2.6.C) CK/Dir(CK)→ (CC,x)K/Dir((CC,x)K)
for any perfect field K/κ(x).
Proof . We proceed in several steps.
(8.2.6.1) The field extension κ(x)/k is finitely generated since C is of finite type over
k. Let k′ be an intermediate field of this extension such that κ(x)/k′ is algebraic and
k′/k is purely transcendental with tr.deg(k′/k) = d. We apply (8.2.4) d times, each
time making a base change with a purely transcendental extension of transcendence
degree 1, and gain a point x′ ∈ C ′ := Ck′ lying over x with κ(x′) = κ(x) such that
CC′,x′ → CC,x is a core isomorphism, i.e.
CC′,x′/Dir(CC′,x′)→ CC,x/Dir(CC,x)
is an isomorphism. In particular we get an isomorphism
(8.2.6.D) CC′,x′ ∼= CC,x ×κ(x) Adκ(x).
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(8.2.6.2) Now C ′ is a k′-scheme and κ(x′)/k′ is a finitely generated algebraic, hence
a finite field extension. Let p : C ′′ := Cκ(x) → C ′ = Ck′ be the natural projection.
Then we find in the fiber p−1(x′) ∼= κ(x) ×k′ κ(x′) a point x′′ corresponding to the
kernel of the multiplication map κ(x)⊗k′κ(x′)→ κ(x) with residue field κ(x′′) = κ(x).
We apply (8.2.3) and gain the inequality
(8.2.6.E) H
(d+1)
C,x
(8.2.6.D)
= H
(1)
C′,x′ ≤ H(1)C′′,x′′ .
If this is an equality, still by (8.2.3) we have
(8.2.6.F) R
(d)
C,x
(8.2.6.D)
= RC′,x′ ≤ RC′′,x′′ .
If this also is an equality we know furthermore that CC′′,x′′ → CC′,x′ is a K-core iso-
morphism for any perfect field K/κ(x′′) and we therefore have natural isomorphisms
(8.2.6.G)
(CC′′,x′′)K/Dir((CC′′,x′′)K)→ (CC′,x′)K/Dir((CC′,x′)K)→ (CC,x)K/Dir((CC,x)K).
Also the composition CC′′,x′′ → CC,x will then be a K-core isomorphism.
(8.2.6.3) Now x′′ is a rational point on C ′′. We can embed C ′′ into an affine space,
say V = Spec(κ(x)[X0, ..., Xn]), and can suppose that x
′′ has coordinates (1, 0, ..., 0),
i.e. is defined by the maximal ideal 〈X0−1, X1, ..., Xn〉 (we excluded the case that x′′
is the origin). We apply (8.2.5) and get a morphism γ : C ′′∗ → PC ′′ as constructed
there. γ(x′′) is the homogeneous prime 〈X1, ..., Xn〉 defining a homogeneous point y
of C ′′. From (8.2.5) (ii) and (iii) we get canonical isomorphisms
(8.2.6.H) CC′′,y ∼= CPC′′,γ(y) ×κ(γ(y)) κ(y),
(8.2.6.I) CC′′,x′′/Tγ−1(γ(x′′)),x′′ ∼= CPC′′,γ(x′′) ×κ(γ(x′′)) κ(x′′)
and an isomorphism
(8.2.6.J) CC′′,x′′ ∼= CPC′′,γ(x′′) ×κ(γ(x′′)) A1κ(x′′).
Note that γ(y) = γ(x′′).
(8.2.6.4) Consider in the regular local ring R := OV,0 with the maximal ideal mR
the regular prime ideal pR := 〈X1, ..., Xn〉R. Let the closed subscheme C ′′ of V be
defined by the ideal J in R. We consider the exact sequence 0→ J → R → E → 0,
i.e. E = R/J . It becomes a bistrict short exact sequence of bifiltered (R, pR,mR)-
modules when we equip J and E with the induced filtrations from R (see (5.2.1)).
(E, E ′, E ′′) (standard notation as in chapter 5) is harmonious.
By (5.3.1) we have
(8.2.6.K) H(1)(C) = H(1)(C ′′) = H(1)(OC′′,0,mC′′,0) = H(1)(E ′′) ≥ H(2)(E ′pR) =
= H(2)(OC′′,y,mC′′,y) = H(2)C′′,y.
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Altogether we can prove (8.2.6.A):
H(1)(C)
(8.2.6.K)
≥ H(2)C′′,y
(8.2.6.H)
= HPC′′,γ(y)
(8.2.6.J)
= H
(1)
C′′,x′′
(8.2.6.E)
≥ H(d+1)C,x .
(8.2.6.5) From now on we suppose that (8.2.6.A) is an equality. Then (8.2.6.K) and
(8.2.6.E) also must be equalities. Since H(1)(E ′′) = H(2)(E ′pR) we get from theorem
(5.3.3) and (5.2.2) that the canonical morphism grmR(R)⊗grpR (R) gr(J
′)→ gr(J ′′) is
surjective (J ′,J ′′ are the filtrations on J induced from R). Since R is the local ring
of V at the origin, we can identify grmR(R)
∼= κ(x)[X0, ..., Xn] and gr(J ′′) ∼= I, the
ideal defining C ′′ in V . Since gr(I ′) ⊆ grpR(R) we see that I is generated by some
elements in the image of
κ(x)[x0][X1, ..., Xn] ∼= grpR(R)→ grmR(R) ∼= κ(x)[X0, ..., Xn]
x0 7→ 0, X1 7→ X1, · · · , Xn 7→ Xn.
Let L be the line joining 0 and x′′ in V defined by the ideal 〈X1, ..., Xn〉 in the
ring κ(x)[X0, ..., Xn]. Since κ(x)[X0, ..., Xn](κ(x)[X1, ..., Xn] ∩ I) = I we see that
by definition (see 6.2) L ⊆ Dir(C ′′) and therefore also L ⊆ Rid(C ′′). In particular
x′′ ∈ Rid(C ′′). The projection p : C ′′ → C ′′/L is smooth of relative dimension 1 (it
is given by
κ(x)[X1, ..., Xn]/κ(x)[X1, ..., Xn] ∩ I →
→ (κ(x)[X1, ..., Xn]/κ(x)[X1, ..., Xn] ∩ I)[X0] ∼= κ(x)[X0, ..., Xn]/I.)
We have p(x′′) = p(0) and both 0 and x′′ are closed in p−1(0) = L. Hence by (8.2.2)
we have a natural isomorphism
(8.2.6.L) CC′′,0/TL,0 ∼= CC′′,x′′/TL,x′′ .
We can therefore show (8.2.6.B) (note that the ridge is stable under field extensions
as seen in (6.1.10)):
R(C) = RC,0 = RC′′,0
(8.2.6.L)
= RC′′,x′′
(8.2.6.F )
≥ R(d)C,x.
Since C ′′ = Cκ(x) we have x′′ ∈ Rid(C ′′) = Rid(C)κ(x) and therefore x ∈ Rid(C).
(8.2.6.6) Finally suppose that also (8.2.6.B) is an equality. Then (8.2.6.F) is an
equality. (8.2.6.L) induces first an isomorphism
Cκ(x)/Dir(Cκ(x))→ CC′′,0/Dir(CC′′,0)→ CC′′,x′′/Dir(C ′′, x′′)
and then for any perfect field K/κ(x) an isomorphism
CK/Dir(CK)→ (CC′′,x′′)K/Dir((CC′′,x′′)K)
that yields (8.2.6.C) when combined with (8.2.6.G).
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Theorem (8.2.7). Let D be a closed subscheme of a locally noetherian scheme
X such that D is permissible in X at the point x. Let x′ ∈ pi−1(x) for the blow up
pi : X ′ := BlD(X)→ X and d := tr.deg(κ(x′)/κ(x)).
(i) One has the inequality
(8.2.7.A) H
(1)
X,x ≥ H(d+1)X′,x′ .
(ii) If (8.2.7.A) is an equality, then
(8.2.7.B) RX,x ≥ R(d)X′,x′
and x′ ∈ PRid(CX,x/TD,x) ⊆ pi−1(x).
(iii) If (8.2.7.A) and (8.2.7.B) are equalities, then there is an isomorphism
(8.2.7.C) (CX,x)K/Dir((CX,x)K)→ (CX′,x′)K/Dir((CX′,x′)K)
for some perfect field K/κ(x′).
Proof . With the techniques of 7.3 and the Cohen structure theorem we may again
suppose that X is embedded into a regular scheme Z for all questions at hand. We
also may restrict to the case that x is a closed point.
(8.2.7.1) Consider the diagram with cartesian squares
Spec(Opi−1(x),x′) //

Spec(Opi−1(D),x′) //

Spec(OX′,x′)

pi−1(x) //

pi−1(D) //

X ′
pi

{x} // D // X
in which all horizontal arrows are closed immersions. The closed subscheme pi−1(D) ⊆
X ′ is the exceptional divisor we already discussed in (7.2.3). Hence we can find a local
equation v ∈ OX′,x′ of this divisor with IX′,pi−1(D),x′ = vOX′,x′ so that Opi−1(D),x′ ∼=
OX′,x′/〈v〉. Furthermore the maximal ideal ofOD,x is generated by let us say u1, ..., uq
and therefore
Opi−1(x),x′ ∼= Opi−1(D),x′/〈u1, ..., uq〉 ∼= OX′,x′/〈v, u1, ..., uq〉.
Let r0 = νmX′,x′ (v) and ri = νmX′,x′ (ui) for i = 1, ..., q. Applying (4.6.5) successively
for v, u1, ..., uq we find
(8.2.7.D) H
(q+2)
pi−1(x),x′ ≥ (1− T r0) · · · (1− T rq) ·H
(q+1)
X′,x′ ≥ H(1)X′,x′ .
If this is an equality we must have r0 = · · · = rq = 1 and further know from (4.6.5)
that
grpi−1(x),x′ = grX′,x′ /〈inmX′,x′ (v), inmX′,x′ (u1), ..., inmX′,x′ (uq)〉.
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Therefore Cpi−1(x),x′ arises from CX′,x′ (inside some vector space like TX′,x′) as an
intersection with a (q + 1)-codimensional subspace. Thus we can use (6.4.6) and get
(8.2.7.E) R
(q+1)
pi−1(x),x′ ≥ RX′,x′ .
If here also equality holds, we have a canonical isomorphism
(8.2.7.F) (Cpi−1(x),x′)K/Dir((Cpi−1(x),x′)K)→ (CX′,x′)K/Dir((CX′,x′)K)
for any perfect field K/κ(x′).
(8.2.7.2) Since D is permissible at x we get from the characterizations of normal
flatness (7.4.1) that TD,x ⊆ Dir(CX,x) and an isomorphism C := CX,x/TD,x ∼= NX,D,x
of cones over κ(x). D is regular at x and therefore dimTD,x = q, q as above. So we
have an isomorphism
(8.2.7.G) CX,x ∼= C ×κ(x) TD,x.
We saw in (7.2.1) that pi−1(x) ∼= PNX,D,x ∼= PC. Consider the morphism γ : C∗ →
PC from (8.2.5). We denote with y ∈ C∗ the generic point of the fiber pi−1(x′), where
we regard x′ as a point of PC. Then y is a homogeneous point of C∗, i.e. corresponds
to a homogeneous prime ideal, and we have a natural isomorphism (see (8.2.5))
(8.2.7.H) CC,y ∼= CPC,x′ ×κ(x′) κ(y),
where tr. deg(κ(y)/κ(x′)) = 1 and therefore tr.deg(κ(y)/κ(x)) = d+ 1.
(8.2.7.3) Now we can apply theorem (8.2.6) to compare the tangent cone at y ∈ C
with the cone C itself and deduce (8.2.7.A) in the following way:
H
(1)
X,x
(8.2.7.G)
= H(q+1)(C)
(8.2.6.A)
≥ H(q+d+2)C,y
(8.2.7.H)
= H
(q+d+2)
pi−1(x),x′
(8.2.7.D)
≥ H(d+1)X′,x′ .
If this is an equality, then (8.2.6.A) and (8.2.7.D) both must be equalities and we
prove (8.2.7.B) again by using theorem (8.2.6):
RX,x = R(CX,x)
(8.2.7.G)
= R(q)(C)
(8.2.6.B)
≥ R(q+d+1)C,y
(8.2.7.H)
= R
(q+d+1)
pi−1(x),x′
(8.2.7.E)
≥ R(d)X′,x′ .
From (8.2.6) (ii) we also get y ∈ Rid(C). Thus x′ ∈ PRid(C) ∼= PRid(CX,x/TD,x). If
the last estimation is also an equality, we find the isomorphism (8.2.7.C) for a perfect
field K/κ(y) with the use of (8.2.6) again (the first isomorphism comes from the core
isomorphism CX,x → C):
(CX,x)K/Dir((CX,x)K)→ CK/Dir(CK) (8.2.6.C)→ (CC,y)K/Dir((CC,y)K)
(8.2.7.H)→ (Cpi−1(x),x′)K/Dir((Cpi−1(x),x′)K)
(8.2.7.F )→ (CX′,x′)K/Dir((CX′,x′)K).
This finishes the proof.
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Hironaka schemes are group schemes associated to points of the projective or affine
space over a field. They were introduced by Hironaka ([H5]) in order to obtain
information about the locus of near points of a blow up with [H4, Th. IV]. We recall
their definition, say some words on their characterization via differential operators
and will take a look at the mentioned theorem IV of Hironaka: In the author’s point
of view it seems desirable to find a proof of this theorem that works with Hilbert
series instead of the ν∗-invariant Hironaka uses in his complex proof. We do not
succeed in this, but will present our results and describe what is missing to complete
our line of thought. At least we give a complete proof in characteristic zero.
9.1 Definition and characterization via differential operators
We give the definition of Hironaka schemes via their rings of invariants and present
a very useful description for these rings via differential operators. Throughout this
section let V be a vector space over a field k, i.e. V = Spec(S) for a polynomial ring
S = k[X1, ..., Xn]. For any point x ∈ V given by a prime ideal p ⊆ S we consider the
mV,x-adic filtration on OV,x and the order function νx associated to it as in (4.4.8).
Remark (9.1.1). Via the morphism γ : V ∗ → PV we get a point ξ = γ(x) as long
as x 6= 0 (see (8.2.5)). We also can consider the order function νξ of the mPV,ξ-adic
filtration on OPV,ξ. An element f ∈ Sd defines a hypersurface Proj(S/〈f〉) ⊆ PV . Its
multiplicity at the point ξ is given by νξ(f/T
d) for some T ∈ S1 \ p where it does not
matter which T is chosen. In particular νξ(f/T
d) = νx(f).
Proof . First note that ξ corresponds to the homogeneous prime ideal ph that is
generated by all homogeneous elements of p. Therefore S1 \ p = S1 \ ph. For some
other T ′ ∈ S1 \ p we have T ′/T ∈ S×(ph) and thus νξ(f/T d) = νξ(f/T ′
d). It is easy to
see that νξ(f/T
d) = νx(f).
Corollary (9.1.2) (cf. [Od, 2.2], [Gi, III 2.2.2 f.]). For f ∈ S we have
νx(f) ≥ m ⇐⇒ Diff≤m−1Z (S)(f) ⊆ p
and
νx(f) ≤ deg(f).
Proof . The first description is immediate from the local Jacobian criterion (2.3.5).
Assume νx(f) ≥ deg(f) + 1. Then we would have Diff≤deg(f)Z (S)(f) ⊆ p. For a
monomial XM of degree deg(f) appearing in f with coefficient a 6= 0 we therefore
have with the standard differential operator DM corresponding to the variables X
(cf. (3.3.1)) the impossibility DM (f) = a ∈ k× ∩ p.
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Definition (9.1.3). The Hironaka ring of invariants associated to x in V
is the graded algebra (see (9.1.4)) UV,x ⊆ S (if no confusion is possible also denoted
Ux) with
(9.1.3.A) (Ux)d = {f ∈ Sd|νx(f) = d}.
We will see immediately that Ux is generated by additive polynomials, hence we also
will study the graded k[F ]-module
Qx := QV,x := UV,x ∩ L.
Remember that L stands for the k[F ]-module of additive polynomials in S, see 1.4.
Note that the construction of Qx only makes sense if char(k) > 0, the case we are
mainly interested in. In characteristic zero Ux will be generated by polynomials of
degree one. We will use Qx without further comments; in the case of characteristic
zero there always will be an obvious analogous statement at hand.
Lemma (9.1.4). Ux is in fact a graded k-subalgebra of S with
(9.1.4.A) (Ux)d = {f ∈ Sd|Diff≤d−1Z (S)(f) ⊆ p}
and Ux is generated by homogeneous additive polynomials (cf. [Gi, III 2.2.4]), i.e.
Ux = k[Qx].
We have RQx = Qx and for 0 6= f, g ∈ S
(9.1.4.B) f · g ∈ Ux =⇒ f, g ∈ Ux.
Proof . It is clear from (9.1.2) that (9.1.4.A) holds and Ux is a graded k-algebra (for
f ∈ (Ux)d and g ∈ (Ux)e one has d+e = νx(f)+νx(g) = νx(f ·g) ≤ deg(f ·g) = d+e).
To show that Ux is generated by additive polynomials we use criterion (ii) of (3.4.3):
Let DM be a standard differential operator with respect to the variables X and
f ∈ (Ux)d such that |M | ≤ d− 1, i.e. DM ∈ Diff≤d−1k (S). Then DM (f) ∈ Sd−|M | and
Diff
≤d−|M |−1
Z (S)(DM (f))
(2.1.9)
⊆ Diff≤d−1Z (S)(f) ⊆ p
shows that DM (f) ∈ (Ux)d−|M |. Let f ∈ L be homogeneous with F (f) ∈ Qx. Then
νx(f) = νx(F (f))/p = deg(F (f))/p = deg(f) and therefore f ∈ Qx. This proves
RQx = Qx which implies the last property by (6.3.11). In characteristic zero the last
property holds since Ux is generated by polynomials of degree one.
(9.1.4.B) is a simple observation if f and g are homogeneous.
Definition (9.1.5) (cf. [Gi, III]). The Hironaka scheme associated to x in V
is the subgroup of V
Bx := BV,x := Spec(S/S(UV,x)+).
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Remark (9.1.6). The Hironaka scheme BV,x only depends on the point ξ = γ(x)
of the projective space PV . We therefore also write BV,ξ for BV,x. Originally Hironaka
associated his groups to points of the projective space in [H5]. This approach leads to
the same result since νx(f) = νξ(f/T
d) as we saw in (9.1.1).
(i) BV,x contains the point x.
(ii) For points x, y ∈ V with y ∈ {x} we have Ux ⊆ Uy and therefore By ⊆ Bx.
This is clear from (9.1.4.A) since the prime ideal defining x is contained in the
prime ideal defining y.
Let us examine a simple example.
Example (9.1.7). If p = 〈Xm, ..., Xn〉, then Xm, ..., Xn are regular parameters
of Sp and X1, ..., Xm−1 become units in this ring. Therefore
UV,x = k[Xm, ..., Xn].
Lemma (9.1.8) (cf. [Gi, III 2.2.5]). Hironaka schemes are independent of the
embedding into a vector space, i.e. if x ∈ W and W ⊆ V is a subspace, then
BW,x = BV,x.
Proof . Let V = Spec(S), S = k[X1, ..., Xn] and W = Spec(T ), T = k[Xn′+1, ..., Xn].
We can suppose that the inclusion ι : W → V is defined by ι# : S → T,Xi 7→ 0 for
i = 1, ..., n′ and Xi 7→ Xi for i = n′ + 1, ..., n. We also have a projection pi : V → W
defined by pi# : T → S,Xi 7→ Xi for i = n′ + 1, ..., n. Since ι# ◦ pi# = idT we have
pi ◦ ι = idW . For f ∈ (UV,x)d we have f ∈ mdV,x and since (OV,x,mV,x)→ (OW,x,mW,x)
is a morphism of local rings, we also have ι#(f) ∈ mdW,x. Therefore ι#(f) ∈ UW,x
and we get ι#(UV,x) ⊆ UW,x. With a similar argument we also find pi#(UW,x) ⊆ UV,x.
Since pi# is just an inclusion we will drop it in our notations. For i = 1, ..., n′ we
have Xi ∈ mV,x and therefore νx(Xi) ≥ deg(Xi) which proves Xi ∈ UV,x. Thus
UW,x[X1, ..., Xn′ ] ⊆ UV,x. We show that this is in fact an equality, from this we get
BW,x = BV,x. We can assume n
′ = 1 by inserting an adequate sequence of vector
spaces between W and V . Let f ∈ UV,x and write f = g+X1h with g ∈ T and h ∈ S.
Since g = pi#(ι#(f)) ∈ UW,x ⊆ UV,x, also X1h ∈ UV,x and by (9.1.4) also h ∈ UV,x.
Inductively we can show that f ∈ UW,x[X1].
9.2 Hironaka’s theorem IV
The reason why Hironaka schemes are studied is the following theorem of Hironaka:
Theorem (9.2.1) ([H4, Th. IV]). Let x ∈ D ⊆ X ⊆ Z, where Z is a regular
scheme, X is a closed subscheme of Z and D a closed regular subscheme of X such
that X is normally flat along D at the point x. Consider the blow up pi : X ′ →
X with the center D and a point x′ ∈ X ′ over x. If H(d+1)X′,x′ = H(1)X,x with d =
tr. deg(κ(x′)/κ(x)), then the tangent cone CX,x is invariant under the subgroup Bg,x′
of TZ,x.
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In our terminology Bg,x′ is the subgroup of TZ,x whose directrix contains TD,x such
that Bg,x′/TD,x = BV,x′ with V = TZ,x/TD,x (cf. [H4, p. 154]). Note that x
′ ∈
pi−1(x) ∼= P(CX,x/TD,x) ⊆ PV . We also can restate the conclusion of the theorem as
BV,x′ ⊆ Rid(CX,x/TD,x) = RidX,x /TD,x.
Note that with the techniques of 7.3 one can drop the assumption that there is a
surrounding regular scheme Z and state the theorem intrinsically by replacing TZ,x
with TX,x; the Hironaka scheme does not depend on the embedding in a vector space,
see (9.1.8):
Theorem (9.2.2) (cf. [Gi, III 2.4]). Let D be a closed subscheme of a locally
noetherian scheme X such that D is permissible in X at the point x. Let x′ ∈ pi−1(x)
for the blow up pi : X ′ := BlD(X) → X and d := tr. deg(κ(x′)/κ(x)). If H(d)X′,x′ =
HX,x, then BTX,x/TD,x,x′ ⊆ RidX,x /TD,x.
Since in particular x′ ∈ BV,x′ , V := TX,x/TD,x, the theorem implies
x′ ∈ P(RidX,x /TD,x).
This was already proved in (8.2.7) (ii). Hironaka proves (9.2.1) using the ν∗-invariant
and standard bases, the proof is rather complex and hard to understand. Only with
his theorem [H4, Th. III] that relates the ν∗-invariant to the Hilbert series for near
points, it becomes possible to relate Hironaka schemes to Hilbert series and obtain
the version of the theorem in which we stated it. From the author’s point of view
it seems desirable to have a proof of (9.2.2) only using Hilbert series as invariants.
In fact, Giraud already worked in this direction. Let us recollect his results. First
of all, Hironaka’s theorem can be restated equivalently for cones. This very well fits
into our perspective in chapter 8 to see everything from the point of view of a cone.
Theorem (9.2.3) (cf. [Gi, III 2.3]). Let C be a cone in a vector space V over
the field k and 0 6= x ∈ C with d = tr. deg(κ(x)/k). If H(d)C,x = H(C), then BV,x ⊆
Rid(C).
Proof of equivalence. We show that (9.2.3) is equivalent to (9.2.2) (cf. [Gi, III
2.4.1]). Assume that (9.2.3) holds and let pi : X ′ → X be a permissible blow up with
center D and x ∈ D,x′ ∈ pi−1(x). From (8.2.7.3) with the notations from there we
see with C = CX,x/TD,x that H
(d+1)
C,y = H(C). But tr.deg(κ(y)/κ(x)) = d + 1 and
therefore BTX,x/TD,x,x′ ⊆ Rid(CX,x/TD,x). Assume on the other hand that (9.2.2)
holds and let 0 6= x ∈ C with H(d)C,x = H(C) for d = tr.deg(κ(x)/k). Let pi : C ′ → C
be the blow up in the origin (which is permissible). Let x′ ∈ pi−1(0) ∼= PC be
the image of x under C∗ → PC. In any case we have H(d′+1)PC,x′ = H(C) for d′ =
tr.deg(κ(x′)/k), see (8.2.5). If one looks at the t-chart of the blow up C ′ → C for some
t ∈ S1, V = Spec(S), then t is an equation of the exceptional divisor in this chart and
does not appear in any transformed equation of C since C is defined by homogeneous
equations. Therefore we have (cf. (8.2.7.1)) H
(1)
PC,x′ = HC′,x′ . Together this yields
H
(d′)
C′,x′ = H(C) = HC,0 and (9.2.2) gives BV,x = BTC,0,x′ ⊆ RidC,0 = Rid(C).
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Hironaka’s theorem is an easy observation in the case of a hypersurface C. Then
H
(d)
C,x = H(C) means that the multiplicity of the hypersurface C ⊆ V is the same
at 0 and at the point x, i.e. νx(f) = deg(f) for a homogeneous equation f of the
hypersurface. Then by definition f ∈ UV,x and the ring of invariants of Rid(C)
is contained in UV,x. It seems that the difficulty in Hironaka’s theorem lies in the
passage to non-hypersurfaces. Therefore Hilbert series might be a good tool to handle
the problem.
The other result of Giraud proves that H
(d)
C,x = H(C) is in fact equivalent to BV,x ⊆
Rid(C):
Proposition (9.2.4) (cf. [Gi, III 2.5]). Let C be a cone in a vector space V over
the field k and 0 6= x ∈ C with d = tr.deg(κ(x)/k). Let G := Rid(C). Then the
following are equivalent:
(i) H
(d)
C,x = H(C).
(ii) H
(d)
G,x = H(G).
(iii) BV,x ⊆ G.
Proof . Let n := dim(V ), V = Spec(S). Denote with U the ring of invariants of G
in V . Let σ = (σ1, ..., σe) be a k[F ]-basis of U ∩ L. Let qi := deg(σi). Let I resp. J
be the ideals of C resp. G in the polynomial ring S. Thus I ⊆ J = SU+ = Sσ. Let
p ⊆ S be the prime ideal defining x and R := OV,x = Sp with maximal ideal m.
(9.2.4.1) (i) ⇒ (iii) follows from (9.2.3) and so does (ii) ⇒ (iii). We show (iii) ⇒
(ii). From (4.5.10) we know
HG,0 = (1− T q1) · · · (1− T qe)(1− T )−n.
(iii) means that U ⊆ UV,x and therefore νx(σi) = qi and we get from (4.6.5) that
H
(d+1)
G,x ≥ (1− T q1) · · · (1− T qe)H(d+1)V,x = (1− T q1) · · · (1− T qe)(1− T )−(n+1) = H(1)G,0.
By (8.2.6) (i) we also have H
(1)
G,0 ≥ H(d+1)G,x , hence we get the claimed equality in (ii).
(9.2.4.2) It remains to show (ii) + (iii) ⇒ (i). Assume that (ii) and (iii) hold.
We have the S+-adic filtration S ′′ on S given by S ′′n = S≥n. Further we have the
filtration S ′ on S defined by S ′n = S ·U≥n. As seen in (5.4.1) (S,S ′,S ′′) is a bifiltered
(S, J, S+)-module, gr
n(S ′) is free over S/J with rank dimk Un and the filtrations Sn
are the S+-filtrations for all n. On R we have the m-adic filtration R′′ and define
the filtration R′ by R′n = (S ′n)p. Then (R,R′,R′′) is a bifiltered (R, Jp,m)-module,
since by (iii) we have νx(f) = deg(f) for all s ∈ U and hence R′ ⊆ R′′ (R′ is good
by (4.2.10)). grn(R′) ∼= grn(S ′)p is free of rank dimk Un over (S/J)p.
(9.2.4.3) By (5.1.5) we get
H
(1)
V,0 =
∑
n
Tn rankS/J(gr
n(S ′))H(1)(S/J, S+) = H(U)H(1)G,0,
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H
(1)
V,x ≤
∑
n
Tn rank(S/J)p(gr
n(R′))H(1)((S/J)p,m) = H(U)H(1)G,x =
= H
(1)
V,0H
(1)
G,x/H
(1)
G,0
(ii)
= H
(1)
V,0H
(1)
G,x/H
(d+1)
G,x = H
(1)
V,x
and hence by (5.1.5) the filtration Rn on grn(R′) is the m-adic filtration for all n.
(9.2.4.4) Let A = S/I. Equip I and A with the induced filtrations from (S,S ′,S ′′)
such that 0→ I → S → A→ 0 becomes a bistrict short exact sequence of bifiltered
(S, J, S+)-modules. S(U ∩ I) = I implies by (5.4.3) that all grn(A′) are free S/J-
modules. By (5.2.4) therefore all An are the S+-adic filtrations and by (5.1.5) (iv)
we get
HC,0 = H(A′′) = HG,0
∑
n
Tn rankS/J(gr
n(A′)).
(9.2.4.5) Let K = Ip and B = Ap. Then we get a bistrict short exact sequence
0 → K → R → B → 0 of bifiltered (R, Jp,m)-modules. B′n = (S ′n)p + Ip/Ip
and thus grn(B′) ∼= grn(A′)p. Therefore grn(B′) is a free (S/J)p-module of rank
rankS/J(gr
n(A′)) and Bn is the m-adic filtration for all n again by (5.2.4). Using
(5.1.5) (iv) a last time we get
HC,x = H(B′′) = HG,x
∑
n
Tn rankS/J(gr
n(A′)) = HC,0HG,x/HG,0 (ii)= H(−d)C,0 .
This shows (i).
With (5.4.3) we gave a tool whose strength was only partially used in the last proof.
Maybe it could also be applied in a proof for (i) ⇒ (iii) of the proposition and
therefore in a proof of (9.2.2).
Let us now come to a different approach via differential operators. We are able to
narrow down a proof of (9.2.2) to a very special situation, which is - not to our
surprise - a problem of inseparability. We study the behavior of Hironaka schemes
under field extensions. Let us begin with an easy observation.
Lemma (9.2.5). Let C be a cone in a vector space V over a field k. Let k′/k
be a field extension and x′ ∈ C ′ := Ck′ ⊆ V ′ := Vk′ a point lying over x ∈ C. The
following hold:
(i) k′ ⊗k UV,x ⊆ UV ′,x′.
(ii) BV ′,x′ ⊆ (BV,x)k′.
(iii) If BV,x ⊆ Rid(C), then BV ′,x′ ⊆ Rid(C ′).
Proof . Let V = Spec(S) for a polynomial ring S over k. For f ∈ (UV,x)d we have
f ∈ mdV,x and the morphism of local rings (OV,x,mV,x)→ (OV ′,x′ ,mV ′,x′) shows that
f ∈ mdV ′,x′ . Therefore f ∈ UV ′,x′ and (i) is proved. This implies (ii) and we get (iii)
since Rid(C)k′ = Rid(Ck′) (see (6.1.10)).
Proposition (9.2.6). Let V = Spec(S) be a vector space over the field k and
k′/k a separable (not necessarily algebraic) field extension, V ′ := Vk′. Let C ⊆ V be
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a cone and C ′ := Ck′ ⊆ V ′. Let x′ ∈ C ′ be a point mapping to x ∈ C. The following
hold:
(i) UV ′,x′ ∩ S = UV,x.
(ii) BV,x ⊆ Rid(C) if and only if BV ′,x′ ⊆ Rid(C ′).
Proof . By (2.2.7) and (2.2.8) we know that a p-basis (xi)i∈I of S extends to a p-
basis (xj)j∈J of S′ := k′ ⊗k S with I ⊆ J . Denote the differential operators on S
(resp. S′) as described in (2.2.5) with respect to these p-bases by DM ,M ∈ N(I)
(resp. M ∈ N(J)). They are clearly compatible with the restriction from S′ to S,
so there is no problem in using the same notation on S and S′. Denote with p ⊆ S
resp. p′ ⊆ S′ the prime ideals corresponding to x resp. x′. Let f ∈ Sd. Then
f ∈ UV ′,x′ if and only if Diff≤d−1Z (S′)(f) ⊆ p′ which is equivalent to DM (f) ∈ p′ for
every M ∈ N(J) with |M | < d. Since f ∈ S we have DM (f) = 0 whenever M 6∈ N(I).
Hence this is equivalent to DM (f) ∈ p′ ∩ S = p for every M ∈ N(I) with |M | < d
which in turn means Diff≤d−1Z (S)(f) ⊆ p, i.e. f ∈ UV,x. This proves (i). (ii): Let
U be the ring of invariants of Rid(C) in S. Then k′ ⊗k U is the ring of invariants
of Rid(C ′). Assume that BV ′,x′ ⊆ Rid(C ′), i.e. k′ ⊗k U ⊆ UV ′,x′ . With (i) we find
U = (k′ ⊗k U) ∩ S ⊆ UV ′,x′ ∩ S = UV,x and therefore BV,x ⊆ Rid(C).
We show that theorem (9.2.2) is equivalent to:
Lemma (9.2.7). Let x be a closed point of a cone C contained in a vector space V
over k such that κ(x)/k is purely inseparable. Let k′/k be a field extension generated
by a single element a ∈ κ(x) \ k. Let x′ ∈ C ′ := Ck′ be the closed point lying over x
and V ′ := Vk′. If BV ′,x′ ⊆ Rid(C ′) and HC′,x′ = HC,x = H(C), then BV,x ⊆ Rid(C).
Proof of equivalence. If HC,x = H(C), then (9.2.3) immediately yields BV,x ⊆
Rid(C). For the other direction first observe that the lemma also holds for k′ = κ(x)
since HCK ,x′′ = H(CK) automatically will hold for a closed point x
′′ over x on
CK for any subfield κ(x)/K/k by (8.2.3.A) and (8.2.6.A); now use induction. We
show (9.2.3). Let C be a cone over k and 0 6= y ∈ C with H(d)C,y = H(C) for d =
tr. deg(κ(y)/k). Let k ⊆ k′ ⊆ k′′ ⊆ κ(y) such that κ(y)/k′′ is finite and inseparable,
k′′/k′ is finite and separable and k′/k is purely transcendental of transcendence degree
d. As in (8.2.4) we find y′ ∈ Ck′ with κ(y′) = κ(y) and HCk′ ,y′ = H
(d)
C,y = H(C) =
H(Ck′). We find y
′′ ∈ Ck′′ over y′ with κ(y′′) = κ(y′) (cf. (8.2.6.2)) and know from
(8.2.3.A) and (8.2.6.A) that HCk′′ ,y′′ = H(Ck′′). Since now we can use the extended
version of the lemma and (9.2.6) it remains to prove (9.2.3) in the case that y ∈ C
is rational. As in (8.2.6.3) ff. we can assume that y corresponds to the prime ideal
p = 〈X0 − 1, X1, ..., Xn〉 in S = k[X0, ..., Xn], V = Spec(S) and that C is defined by
an ideal I ⊆ S with S · (k[X1, ..., Xn] ∩ I) = I. Let U be the ring of invariants of
Rid(C) in S. Then U ⊆ k[X1, ..., Xn]. Since X0−1, X1, ..., Xn are regular parameters
at y we have k[X1, ..., Xn] ⊆ UV,y. Now U ⊆ UV,y proves BV,y ⊆ Rid(C).
Unfortunately at this point we are stuck in our line of thougt and do not know how
to prove this lemma. One could try to examine the proof of (8.2.3) (i), (ii). As one
sees we prove (9.2.2) at least in the residually separable case and therefore get a full
proof for schemes over fields of characteristic zero.
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Let us point out one of the problems arising, namely what keeps us from using differ-
ential operators as in (9.2.6) for inseparable extensions: If k is a field of characteristic
p and a ∈ k \ kp, one has a derivation ∂a on k with the property ∂a(an) = nan−1
for all n. ∂a extends to a differential operator on k
′ := k( p
√
a). In fact p
√
a ∈ k′ is
p-independent and we get a differential operator D on k′ of order p with D( p
√
a
n
) =(
n
p
)
p
√
a
n−p
. This coincides with ∂a on k since D(a
n) = D( p
√
a
pn
) =
(
pn
p
)
p
√
a
pn−p
=
nan−1. The issue is the following: the order of the differential operator ∂a is 1 on
k but rises to p on k′. Hence we get a problem in controlling the order of some
polynomial in view of (9.1.2).
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Before we come to the actual definition of our refined Hironaka schemes, we introduce
our concept of the initial map. After presenting dissecting variables, we come to the
general part of the proof of the main theorems. This proof is finished by taking a
look at all types of Hironaka schemes in low dimensions.
10.1 The initial map
Let x be a point in a vector space V = Spec(S) over k. Taking initial forms S →
grV,x, f 7→ inx(f) is not a homomorphism of rings in general. But it is rather obvious
that we get a nice morphism of graded rings when we restrict to the Hironaka ring
of invariants UV,x:
Lemma (10.1.1). The initial map
Inx : UV,x → grV,x = grmV,x(OV,x), f =
∑
i
fi 7→
∑
i
inx(fi)
is an injective k-linear morphism of graded rings. fi is the i-th homogeneous compo-
nent of f and inx(fi) = fi mod m
νx(fi)+1
V,x = fi mod m
i+1
V,x .
Proof . Since fi ∈ UV,x, we have νx(fi) = deg(fi) = i if fi 6= 0 and therefore
inx(fi) ∈ griV,x. Inx |(UV,x)i is injective since for fi 6= 0 we have fi ∈ miV,x \mi+1V,x . The
k-linearity of this map is clear. For 0 6= fi ∈ (UV,x)i and 0 6= fj ∈ (UV,x)j we have
0 6= fifj ∈ (UV,x)i+j and hence inx(fifj) = inx(fi) inx(fj) ∈ gri+jV,x . Therefore Inx is a
morphism of graded rings.
Lemma (10.1.2). Let V = Spec(S) be a vector space over the field k and k′/k
some field extension. Let x′ ∈ V ′ := Vk′ = Spec(S′) with S′ = k′ ⊗k S and x = pi(x′)
with the projection pi : V ′ → V . Then the canonical morphism of graded rings S → S′
induces a morphism of graded rings
(10.1.2.A) Upi,x′ : UV,x → UV ′,x′
such that the diagramm of graded rings
(10.1.2.B) grV ′,x′ UV ′,x′
Inx′oo
grV,x
grpi,x′
OO
UV,xInxoo
Upi,x′
OO
is commutative, where grpi,x′ is the canonical morphism.
115
10 Refined Hironaka Schemes
Proof . The canonical diagram
OV ′,x′ S′oo
OV,x
OO
Soo
OO
of course is commutative. (OV,x,mV,x) → (OV ′,x′ ,mV ′,x′) is a morphism of filtered
rings and therefore for f ∈ UV,x
deg(f)
(9.1.2)
≥ νx′(f) ≥ νx(f) = deg(f),
i.e. νx′(f) = deg(f) and hence f ∈ UV ′,x′ . This shows that Upi,x′ is well-defined and
for f ∈ UV,x homogeneous of degree d
grpi,x′ ◦ Inx(f) = grpi,x′(f mod md+1V,x ) = f mod md+1V ′,x′ = Inx′ ◦ Upi,x′(f)
shows that the diagramm is commutative.
The observations of the following corollary will lead us to the definition of our dis-
secting variables in (10.3.6). Remember that QV,x = UV,x ∩ L.
Corollary (10.1.3). Let x be a point of a vector space V over a field k of positive
characteristic. We can choose variables (Y, Z) = (Y1, ..., Yr, Z1, ..., Zs) of grV,x (i.e.
grV,x = κ(x)[Y,Z] and for f ∈ UV,x we have Inx(f)(Y, Z) ∈ grV,x) such that the
following hold:
(i) For ρ ∈ QV,x the polynomial Inx(ρ)(Y, 0) ∈ κ(x)[Y ] is additive.
(ii) If σ = (σ1, ..., σm) is a k[F ]-independent system in QV,x, then
(Inx(σ1)(Y, 0), ..., Inx(σm)(Y, 0))
is κ(x)[F ]-independent in κ(x)[Y ].
Proof . We use (10.1.2.A) with k′ = κ(x). The kernel p′ of the obvious morphism
S′ = κ(x) ⊗k S → κ(x) ⊗k κ(x) → κ(x) defines a point x′ on V ′ lying above x with
κ(x′) = κ(x) = k′. Therefore x′ is a rational point on V ′. We can suppose that
p′ = 〈X0 − 1, X1, ..., Xn〉 ⊆ S′ = k′[X0, ..., Xn]. The ring of invariants UV ′,x′ only
depends on the image of x′ under (V ′)∗ → PV ′ which is given by the prime ideal
〈X1, ..., Xn〉. As in (9.1.7) we see that UV ′,x′ = k′[X1, ..., Xn]. X0 − 1, X1, ..., Xn
are regular parameters at x′ and therefore grV ′,x′ = k′[X0 − 1, Inx′(X1), ..., Inx′(Xn)].
Thus Inx′ is an injection of polynomial rings over k
′. grpi,x′ : grV,x → grV ′,x′ is a
graded morphism of polynomial rings over the same field k′. Hence we can choose
variables (Y, Z) of grV,x such that ker(grpi,x′) = 〈Z〉. Then grpi,x′ induces an injection
of polynomial rings k′[Y ] ⊆ grV,x → grV ′,x′ over k′. To prove (i) let ρ ∈ QV,x. Clearly
Upi,x′(ρ) ∈ UV ′,x′ still is additive and by what we just showed also Inx′(Upi,x′(ρ)) is
additive. With (10.1.2.B) grpi,x′(Inx(ρ)) is additive and this polynomial can be viewed
as Inx(ρ)(Y, 0). For (ii) let σ be a system of additive polynomials in QV,x. Assume
116
10.2 Refined Hironaka schemes
that (Inx(σ1)(Y, 0), ..., Inx(σm)(Y, 0)) are k
′[F ]-dependent. By (10.1.2.B) then also
(Inx′(Upi,x′)(σ1), ..., Inx′(Upi,x′)(σm)) are k′[F ]-dependent. By our analysis of Inx′ then
already (Upi,x′(σ1), ...,Upi,x′(σm)) were k′[F ]-dependent. Since σ1, ..., σm ∈ S, this in
turn implies that (σ1, ..., σm) are k[F ]-dependent. This shows (ii).
10.2 Refined Hironaka schemes
The idea behind our refined Hironaka schemes is the following: Replace the invariant
H with the extended invariant HR and copy the theory of Hironaka schemes. Espe-
cially desirable are an equivalent of Hironaka’s theorem (9.2.1) (resp. (9.2.2)) which
we give with main theorem A and a result about the linearity of refined Hironaka
schemes which is main theorem B.
We will restrict our discussion to fields of positive characteristic. Of course one can
do everything we have in mind similarly in characteristic zero. On the one hand this
would be tedious since we permanently would have to distinguish both cases in our
notations. On the other hand one would not gain anything since in characteristic
zero our refined Hironaka schemes would be just the old ones (cf. (10.2.1)). From
now on we always assume to be in positive characteristic.
A delicate point is the question how refined Hironaka schemes should be defined. For
a vector space V = Spec(S) over the field k and a point x ∈ V we should define a
graded subring of S generated by additive polynomials VV,x (or Vx if no confusion is
possible), the ring of invariants of the refined Hironaka scheme. The refined
Hironaka scheme can then be defined as the homogeneous additive group
Fx := FV,x := Spec(S/S(VV,x)+).
Of course we also can look at the graded k[F ]-submodule
Px := PV,x := VV,x ∩ L
of the additive polynomials L in S generated by the additive polynomials in VV,x.
The first idea is to imitate directly the original definition of UV,x as in [H5]. We can
do this as well in the affine setting, where Hironaka uses the projective point of view,
see (9.1.1), (9.1.6). What was formulated in the original definition with multiplicities
of hypersurfaces can of course be expressed also in terms of Hilbert series, cf. our
discussion in (8.1.4). Therefore we could make the following definition:
(D1) VV,x is the subring of S generated by those homogeneous polynomials f with
the following property: For the hypersurface X := Spec(S/〈f〉) in V one has
the equality HR
(d)
X,x = HR(X) = HRX,0 with d = tr. deg(κ(x)/k).
Two questions naturally arise after this definition:
(Q1) Is VV,x generated by additive polynomials? Only in this case Fx will be a group
and the statement of main theorem A will make sense.
(Q2) Do all homogeneous polynomials of VV,x have the property HR(d)X,x = HR(X)
from (D1)? For Hironaka schemes the analog statement holds.
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In order to have an easy definition at hand and to assure that Fx is a group, we
therefore take as our definition the following one:
(D2) PV,x is the k[F ]-submodule of QV,x consisting of those additive polynomials
ρ ∈ QV,x for which also Inx(ρ) is additive.
It is clear that this definition really yields a graded k[F ]-module and we define VV,x :=
k[PV,x] and Fx as above. If X = Spec(S/〈ρ〉), then H(d)X,x = HX,0 since ρ lies in UV,x.
Since ρ is additive, we have Rid(X) = X and since Inx(ρ) also is additive, we get in
the same way Rid(CX,x) = CX,x. Therefore
R
(d)
X,x = dimTV,x − 1 + d = dimV − 1 = RX,0.
This shows that VV,x of (D2) lies in VV,x of (D1). We always will work with (D2). We
show with (10.4.10) that at least in low dimensions, or in general if there exist good
coordinates at x (dissecting variables, see 10.3), both definitions in fact coincide and
(Q1) and (Q2) can be answered positively.
Obviously VV,x ⊆ UV,x and therefore BV,x ⊆ FV,x. So we enlarged the original
Hironaka schemes. That is precisely what we want. There could be far less cones
C ⊆ V with FV,x ⊆ Rid(C) than there are cones with BV,x ⊆ Rid(C). This represents
the improvement of the invariant from H to HR. As for Hironaka schemes we have
x ∈ FV,x. FV,x also does not depend on the embedding into a vector space (see
(10.3.9)). For a point x′ ∈ PV we define FV,x′ := FV,x for the homogeneous point
x ∈ V corresponding to x′.
Remark (10.2.1). If Bx is a vector space, then Bx = Fx and Fx also is a vector
space.
Proof . If Bx is a vector space, then Qx is generated by linear forms l ∈ S1. Of
course Inx(l) ∈ gr1V,x is again a linear form. This shows Px = Qx.
Lemma (10.2.2). We have RPx = Px, where RPx is the radical of the k[F ]-
module Px, and for 0 6= f, g ∈ S
f · g ∈ Vx =⇒ f, g ∈ Vx.
Proof . In (9.1.4) we saw that RQx = Qx. Let σ ∈ L be homogeneous with F (σ) ∈
Px. Then σ ∈ Qx and F (Inx(σ)) = Inx(F (σ)) is additive, hence already Inx(σ) is
additive, i.e. σ ∈ Px. The last implication follows from (6.3.11).
Lemma (10.2.3). If dimBx = dimFx, then Bx = Fx.
Proof . Since Px ⊆ Qx and dimk[F ] Px = n − dimFx = n − dimBx = dimk[F ]Qx,
there exists e ∈ N with (Px)g = (Qx)g for all g ≥ e. For large enough i and g we
have Px = {f ∈ L|F i(f) ∈ Px} = {f ∈ L|F i(f) ∈ 〈(Px)g〉k[F ]} = Qx.
10.3 Dissecting variables
In (10.1.3) we saw that the initial forms of elements of UV,x will have a special
structure. To be able to prove our main theorems we will need additional information.
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This is precisely the reason why our proof of main theorem A does not generalize to
all dimensions in the end. We introduce the necessary additional information with
the concept of dissecting variables. Let V be a vector space over k and x ∈ V .
Definition (10.3.1). For chosen variables (Y,Z) = (Y1, ..., Yr, Z1, ..., Zs) at x,
i.e. grV,x = κ(x)[Y,Z], we will use the morphism of graded rings
Inx,Y : Ux Inx−−→ grV,x = κ(x)[Y, Z] Y 7→Y,Z 7→0−−−−−−−→ κ(x)[Y ]
and also use the map
(10.3.1.A) Inx,Z := Inx− Inx,Y : Ux → grV,x
which will not be a morphism of rings but k-linear. Here we use κ(x)[Y ] as a subring
of grV,x.
Lemma (10.3.2). For variables (Y,Z) at x and j ≥ 0 we have
(10.3.2.A) Inx,Y ◦F j = F j ◦ Inx,Y ,
(10.3.2.B) Inx,Z ◦F j = F j ◦ Inx,Z .
Proof . (10.3.2.A) is clear since Inx,Y is a morphism of rings. (10.3.2.B) follows from
the definition (10.3.1.A) since the Frobenius F commutes with differences.
With L we denote the additive polynomials in the polynomial ring S, V = Spec(S).
With Lx we will denote the additive polynomials in grV,x.
Lemma (10.3.3). For variables (Y,Z) at x the following are equivalent:
(i) There exists a system of k[F ]-generators σ of Qx with Inx,Y (σ) ⊆ Lx.
(ii) Inx,Y (Qx) ⊆ Lx.
Proof . If (i) holds, then Qx = 〈σ〉k[F ] and (ii) follows from (10.3.2.A). (ii) ⇒ (i) is
clear.
Lemma (10.3.4). For variables (Y,Z) at x the following are equivalent:
(i) There exists a system of k[F ]-generators σ of Qx with Inx,Z(σ) ⊆ κ(x)[Z].
(ii) Inx,Z(Qx) ⊆ κ(x)[Z].
Proof . If (i) holds, then Qx = 〈σ〉k[F ] and (ii) follows from (10.3.2.B). (ii) ⇒ (i) is
clear.
Lemma (10.3.5). Let (Y,Z) be variables at x and assume the conditions of
(10.3.3) hold. Then the following are equivalent:
(i) There exists a k[F ]-basis σ of Qx such that the Inx,Y (σ) are κ(x)[F ]-independent.
(ii) For every k[F ]-basis σ of Qx the Inx,Y (σ) are κ(x)[F ]-independent.
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(iii) The morphism of graded κ(x)[F ]-modules
κ(x)⊗k Qx → 〈Inx,Y (Qx)〉κ(x)[F ]
is an isomorphism.
Proof . (i) ⇒ (iii) ⇒ (ii) ⇒ (i) is easy to see.
Definition (10.3.6). Dissecting variables at x are variables (Y,Z) at x such
that the conditions of (10.3.3), (10.3.4) and (10.3.5) hold, i.e.
(i) Inx,Y (Qx) ⊆ Lx.
(ii) Inx,Z(Qx) ⊆ κ(x)[Z].
(iii) κ(x)⊗k Qx → 〈Inx,Y (Qx)〉κ(x)[F ] is an isomorphism.
For a k[F ]-basis σ = (σ1, ..., σm) of Qx we denote with Σ = (Σ1, ...,Σm) the polyno-
mials Inx,Y (σ1), ..., Inx,Y (σm). If (Y,Z) are dissecting variables, then Σ are κ(x)[F ]-
independent additive polynomials.
Note that (10.1.3) only assures the existence of variables (Y,Z) with properties (i)
and (iii) of the definition.
Lemma (10.3.7). Assume that (Y,Z) are dissecting variables at x and that
(Y ′, Z ′) are other variables at x such that 〈Z〉κ(x) = 〈Z ′〉κ(x). Then also (Y ′, Z ′) are
dissecting variables.
Proof . Let ρ ∈ Qx. Then Inx(ρ) = Inx,Y (ρ) + Inx,Z(ρ) with Inx,Y (ρ) ∈ Lx and
Inx,Z(ρ) ∈ κ(x)[Z]. If we change the variables to (Y ′, Z ′) we get from Inx,Z(ρ)
only terms in κ(x)[Z ′] since 〈Z〉κ(x) = 〈Z ′〉κ(x). From Inx,Y (ρ) there also can arise
terms in Z ′, but since this polynomial is additive, it will be the sum of an additive
polynomial in κ(x)[Y ′] (which is Inx,Y ′(ρ)) and an additive polynomial in κ(x)[Z ′]
(which yields Inx,Z′(ρ) together with the transformed Inx,Z(ρ)). Therefore conditions
(i) and (ii) of definition (10.3.6) hold for (Y ′, Z ′). One easily sees that the assignment
Inx,Y (ρ) 7→ Inx,Y ′(ρ) is κ(x)-linear. Since this also works the other way round,
condition (iii) holds for (Y ′, Z ′).
Definition (10.3.8). A point x ∈ V is called dissected if there exist dissecting
variables (Y, Z) at x.
It is in our interest to show that all homogeneous points of Ank are dissected. We
prove this in the end for n ≤ 5. To enable us to accomplish this, we have to reduce
the problem to a few cases. The next lemmas will help us in this.
Lemma (10.3.9). Let x ∈ W be a point of a vector space over k and W ⊆ V
contained in a larger vector space. If x ∈ W is dissected, then x ∈ V is dissected.
Refined Hironaka schemes are independent of the embedding into a vector space, i.e.
FW,x = FV,x.
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Proof . Let us recall the situation of the proof of (9.1.8): V = Spec(S) for S =
k[X1, ..., Xn] and W = Spec(T ), T = k[Xn′+1, ..., Xn], ι : W → V is defined by
ι# : S → T which sends X1, ..., Xn′ to zero. The projection pi : V → W is defined
by the inclusion pi# : T → S and ι# ◦ pi# = idT , pi ◦ ι = idW . It was proved that
UV,x = UW,x[X1, ..., Xn′ ] and therefore QV,x = QW,x ⊕ 〈X1, ..., Xn′〉k[F ]. We have
morphisms of graded rings
(10.3.9.A) grW,x
grpi,x−−−→ grV,x
grι,x−−−→ grW,x
such that the composition is the identity on grW,x. These morphisms are compatible
with Inx on UW,x ⊆ UV,x. Since grpi,x, grι,x preserve additive polynomials, we have
by definition grpi,x(PW,x) ⊆ PV,x and grι,x(PV,x) ⊆ PW,x. Since X1, ..., Xn′ are of
degree one, also Inx(X1), ..., Inx(Xn′) are additive, so X1, ..., Xn′ ∈ PV,x. This proves
PV,x = PW,x ⊕ 〈X1, ..., Xn′〉k[F ]. Thus FW,x = FV,x. Let now (Y, Z) be dissecting
variables at x ∈ W . The variables (Y,Z) are independent in grV,x by (10.3.9.A).
They have to be completed by dim grV,x−dim grW,x = dimV − tr.deg(κ(x)/k) −
(dimW − tr. deg(κ(x)/k)) = dimV −dimW = n′ independent variables in ker(grι,x).
This is done by Y ∗ = (Inx(X1), ..., Inx(Xn′)). (Y ′, Z ′) with Y ′ = (Y, Y ∗) and Z ′ = Z
then are variables at x ∈ V . ρ ∈ QV,x is of the form ρ = ρ′ + ρ′′ with ρ′ ∈ QW,x
and ρ′′ ∈ 〈X1, ..., Xn′〉k[F ]. We have Inx,Y ′(ρ) = Inx,Y (ρ′) + Inx(ρ′′) which is additive.
Also Inx,Z′(ρ) = Inx(ρ)− Inx,Y ′(ρ) = Inx,Z(ρ′) lies in κ(x)[Z ′]. Let σ be a k[F ]-basis
of QW,x. Then (σ, Y ∗) is a k[F ]-basis of QV,x and Inx,Y ′(σ) = Inx,Y (σ) is κ(x)[F ]-
independent. Therefore also Inx,Y ′(σ), Inx,Y ′(Y
∗) are κ(x)[F ]-independent.
Lemma (10.3.10). Let S = k[X1, ..., Xn], T = k[Xn′+1, ..., Xn] ⊆ S and pi : V =
Spec(S)→W = Spec(T ) the canonical projection. Let x be a point of V with image
y = pi(x).
(i) Then UW,y = UV,x ∩ T.
(ii) If y ∈ W is dissected and UV,x ⊆ T , then UV,x = UW,y, VV,x = VW,y and x ∈ V
is dissected.
Proof . Let p be the prime ideal corresponding to x; then p′ := p ∩ T is the prime
ideal corresponding to y. By (9.1.4.A) we have for all d ∈ N
(UV,x)d = {f ∈ Sd|Diff≤d−1Z (S)(f) ⊆ p},
(UW,y)d = {f ∈ Td|Diff≤d−1Z (T )(f) ⊆ p′}.
For f ∈ (UW,y)d ⊆ T we have with our structure results on differential operators
(2.2.5) (see also (2.2.7))
Diff≤d−1Z (S)(f) = S ·Diff≤d−1Z (T )(f) ⊆ S · p′ ⊆ p
and therefore f ∈ UV,x. This proves UW,y ⊆ UV,x. On the other hand let f ∈
(UV,x)d ∩ T . By using (2.2.5) again we find
Diff≤d−1Z (T )(f) ⊆ Diff≤d−1Z (S)(f) ∩ T ⊆ p ∩ T = p′
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which proves f ∈ UW,y and we showed (i). In (ii) we get UV,x = UW,x from the
condition UV,x ⊆ T by (i). Then also QV,x = QW,y. All fibers of pi are regular and
with (8.2.2) we see that the canonical morphism
g : κ(x)⊗κ(y) grW,y → grV,x
is injective and we regard grW,y ⊆ grV,x as a subring. Now let (Y,Z) be dissecting
variables at y ∈ W . By the above injectivity we see that (Y, Z) are also κ(x)-
independent and therefore can be completed by variables Z∗ to variables of grV,x.
We claim that (Y ′, Z ′) with Y ′ = Y,Z ′ = (Z,Z∗) are dissecting variables at x ∈ V .
From g ◦ Iny = Inx : UW,y → grV,x we see that also g ◦ Iny,Y = Inx,Y ′ and therefore
g ◦ Iny,Z = Inx,Z′ . Then Inx,Y ′(QV,x) = Iny,Y (QW,y) are additive polynomials and
Inx,Z′(QV,x) = Iny,Z(QW,y) ⊆ κ(y)[Z] ⊆ κ(x)[Z ′]. If σ is a k[F ]-basis of QV,x, then
Inx,Y ′(σ) = Iny,Y (σ) are κ(y)[F ]-independent, therefore also κ(x)[F ]-independent.
Thus (Y ′, Z ′) are dissecting variables at x ∈ V .
Lemma (10.3.11). Let x ∈ V be a point of a vector space and consider the
projection pi : V →W := V/Dir({x}). Then
UV,x ∼= UW,pi(x).
Proof . Using a chain of vector spaces 0 = D0 ⊆ D1 ⊆ · · · ⊆ Dj = Dir({x}) such that
codimDi+1 Di = 1 and the projections V = V/D0 → V/D1 → · · · → V/Dj , it suffices
to prove the claim in the following situation: Let S = k[X1, ..., Xn], T = k[X2, ..., Xn],
p ⊆ T a prime ideal and P ⊆ S the prime ideal generated by p ⊆ T ⊆ S. The point
x ∈ V := Spec(S) corresponding to P is then mapped to the point corresponding
to p in W := Spec(T ) under the canonical projection pi : V → W . By (10.3.10) (i)
we have UW,pi(x) = UV,x ∩ T and it remains to show that UV,x ⊆ T . Assume this is
not an equality. Then we find a homogeneous f ∈ UV,x \ T of degree d such that
(UV,x)≤d−1 = (UW,pi(x))≤d−1. Develop f =
∑d
i=e fiX
i
1 with fi ∈ Td−i and fe 6= 0. In
the case e = d we would have Xd1 ∈ UV,x and therefore X1 ∈ P which is impossible.
Thus e < d. There exists a differential operator D = λDM ∈ Diff≤d−ek (T ) (see
(3.3.1)) with respect to the variables of T with λ ∈ k× such that D(fe) = 1. It
extends X1-linearly to a differential operator of the same degree on S and D(f) =
Xe1 +
∑d
i=e+1D(fi)X
i
1 which lies in (UV,x)e = (UW,pi(x))e ⊆ T since UV,x is generated
by additive polynomials by (3.4.3). But this is impossible.
10.4 Main theorem A for cones
Goal of this section is to establish results that allow a proof of the main the-
orems in the presence of dissecting variables. We prove the equivalent of main
theorem A in the case of a cone. Throughout this section we fix a point x in a
vector space V = Spec(S), S = k[X1, ..., Xn] over the field k, dissecting variables
(Y,Z) = (Y1, ..., Yr, Z1, ..., Zs) at x and a homogeneous κ(x)[F ]-basis σ = (σ1, ..., σm)
of Qx with qi = deg(σi) and q1 ≤ · · · ≤ qm. Set Σ := Inx,Y (σ).
(10.4.1) We have to introduce some notations.
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(i) By (1.4.5) we find (after possibly renumbering the Xi) a homogeneous k-basis
σNXM of S, where N ranges over Λ′ = Nm and M ranges over
Λ′′ = {M ∈ Nn|M1 < q1, ...,Mm < qm}.
We use the order on Λ := Λ′×Λ′′ defined by (N,M) ≤ (N ′,M ′) if qN + |M | <
qN ′+|M ′| or qN+|M | = qN ′+|M ′| and (N,M) ≤lex (N ′,M ′) (componentwise
lexicographic order and lexicographic order on the product). This is a wellorder.
By restricting this order onto Λ′ = Λ′ × 0 ⊆ Λ′ × Λ′′ we get a wellorder on
Λ′ which is a weighted homogeneous lexicographical order (see (1.1.2.4)) and
therefore a monomial order on Ux = k[σ], where we regard the σi as the variables
for the monomial order.
(ii) Σ is κ(x)[F ]-independent since (Y, Z) are dissecting variables. By (1.4.5) again
we therefore find (after possibly renumbering the Yj) a homogeneous κ(x)-basis
ΣNYM of κ(x)[Y1, ..., Yr], where N ranges over Γ
′ = Nm and M ranges over
Γ′′ = {M ∈ Nr|M1 < q1, ...,Mm < qm}.
We take the order on Γ := Γ′×Γ′′ defined by (N,M) ≤ (N ′,M ′) if qN + |M | <
qN ′ + |M ′| or qN + |M | = qN ′ + |M ′| and (N,M) ≤lex (N ′,M ′). As before
this is a wellorder and by restricting it onto Γ′ ⊆ Γ we get the same order on
Λ′ = Γ′ as in (i).
(iii) Finally we get a homogeneous κ(x)-basis ΣNYMZL of κ(x)[Y, Z], where N
ranges over Γ′, M ranges over Γ′′ and L ranges over Γ′′′ := Ns0. We take the
order on Γ∗ := Γ′ × Γ′′ × Γ′′′ defined by (N,M,L) ≤ (N ′,M ′, L′) if qN +
|M | + |L| < qN ′ + |M ′| + |L′| or qN + |M | + |L| = qN ′ + |M ′| + |L′| and
(N,M,L) ≤lex (N ′,M ′, L′). This is a wellorder and by restricting it onto
Γ = Γ× 0 ⊆ Γ∗ we obtain the order of (ii).
When we take exponents of polynomials with respect to these ordered bases as in
(1.2.4) we denote the exponents with expΛ, expΛ′ , expΓ and so on. We make the same
convention and use the same notation for the vector spaces of initial terms inΛ, ... .
It would be nice if the orders just introduced would be monomial orders. But this is
not the case as the following example shows: Take σ1 = X
2
1 , σ2 = X
2
2 in characteristic
two. Then X1 ≥ X2 but X1X2 ≤ X22 = σ2.
For the following lemma we need the property Inx,Z(Qx) ⊆ κ(x)[Z] of our dissecting
variables.
Lemma (10.4.2). For 0 6= f ∈ Ux we have
expΛ′(f) = expΓ∗(Inx(f)) ∈ Λ′ = Γ′.
Proof . Since Inx is injective, we have 0 6= Inx(f) and therefore can form the exponent
of Inx(f). The orders on Λ and Γ
∗ use the degree first and Inx is graded, so we can
assume that f is homogeneous of degree d. Write f =
∑
N∈Λ′,qN=d aNσ
N with
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aN ∈ k. Then
Inx(f) =
∑
N∈Λ′,qN=d
aN (Σ + Inx,Z(σ))
N =
=
∑
N∈Λ′
aN
ΣN + ∑
N ′∈Λ′,N ′<cN
(
N
N ′
)
ΣN
′
Inx,Z(σ)
N−N ′
 .
For fixed N we have N ′ <lex N for N ′ as in the last sum and since Inx,Z(σ)N−N
′
lies
in κ(x)[Z] we have
expΓ∗(Σ + Inx,Z(σ))
N = (N, 0, 0).
The claim follows since Λ′ = Γ′ both are equipped with the lexicographic order.
For the rest of this section let us fix a homogeneous ideal I ⊆ S defining a cone
C := Spec(S/I) ⊆ V . We also use the ideal I ′ := Ux ∩ I and the homogeneous ideal
J of grV,x defining the cone CC,x in TV,x = Spec(grV,x).
Proposition (10.4.3). If I is defined by homogeneous polynomials in Ux, i.e.
(10.4.3.A) S · (Ux ∩ I) = I,
then
(10.4.3.B) expΛ(I) = expΛ′(I
′)× Λ′′,
(10.4.3.C) expΓ∗(J) = expΛ′(I
′)× Γ′′ × Γ′′′.
Whenever α = (α1, ..., αl) ⊆ Ux is a homogeneous system of generators of I, the
transformed ideal J can be computed by
(10.4.3.D) J = 〈Inx(α)〉grV,x .
Proof . Note that x ∈ C since (Ux)+ lies in the prime ideal p ⊆ S corresponding to
x and therefore I = S(Ux ∩ I) ⊆ p. The right side of (10.4.3.B) is contained in the
left side since for M ∈ Λ′′ and 0 6= f ′ ∈ I ′ we have expΛ(f ′XM ) = (expΛ′(f ′),M).
Let 0 6= f ∈ I. Then we can expand f = ∑M∈Λ′′ XMgM with gM ∈ I ′. Then we
find M ∈ Λ′′ with expΛ(f) = (expΛ′(gM ),M). This shows (10.4.3.B). SI ′ = S〈α〉Ux
and therefore by (1.4.6) already I ′ = 〈α〉Ux . There exists a homogeneous system of
generators β = (βN )N∈exp(I′) ⊆ Ux of I ′ with exp(βN ) = N ∈ Λ′ for all N ∈ exp(I ′).
Then also 〈β〉S = I and since Inx : Ux → grV,x is a ring homomorphism, we have
〈Inx(α)〉grV,x = 〈Inx(β)〉grV,x . Therefore it suffices to prove (10.4.3.D) for β. It is
clear that Inx(β) ⊆ J and by (10.4.2) we get expΛ′(I ′) × 0 × 0 ⊆ expΓ∗(J). Since
Inx(βN ) ∈ κ(x)[Σ, Z] we have expΓ∗(YMZL Inx(βN )) = (N,M,L) for M ∈ Γ′′, L ∈
Γ′′′. Let J ′ := 〈Inx(β)〉grV,x . We have J ′ ⊆ J and
expΛ′(I
′)× Γ′′ × Γ′′′ ⊆ expΓ∗(J ′) ⊆ expΓ∗(J).
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With the notion of Hilbert series from 1.2 we have
H(S/I)
(1.2.7)
= H(S)−H(I) = H(S)−H(inΛ(I)) (10.4.3.B)=
= (1− T )−n −
∑
(N,M)∈expΛ′ (I′)×Λ′′
T qN+|M |
(4.5.10)
=
= (1− T )−n −
 ∑
N∈exp(I′)
T qN
 · (1− T )−n m∏
i=1
(1− T qi).
(10.4.3.A) means that Bx ⊆ Rid(C). (9.2.4) therefore yields with tr. deg(κ(x)/k) =
dim(V )− dim(TV,x) = n− r − s
H(grV,x /J) = (1− T )tr.deg(κ(x)/k)H(S/I) =
= (1− T )−r−s −
 ∑
N∈exp(I′)
T qN
 · (1− T )−r−s m∏
i=1
(1− T qi).
We also have
H(grV,x /J) ≤ H(grV,x /J ′) = H(grV,x)−H(J ′) = H(grV,x)−H(inΓ∗(J ′)) ≤
≤ H(grV,x)−H(〈ΣNXMZL|(N,M,L) ∈ expΛ′(I ′)× Γ′′ × Γ′′′〉κ(x)) =
= (1− T )−r−s −
 ∑
N∈exp(I′)
T qN
 · (1− T )−r m∏
i=1
(1− T qi) · (1− T )−s =
= H(grV,x /J).
Therefore H(grV,x /J) = H(grV,x /J
′) and we get J = J ′ and proved (10.4.3.D). Then
inΓ∗(J) = inΓ∗(J
′) = 〈ΣNXMZL|(N,M,L) ∈ expΛ′(I ′)× Γ′′ × Γ′′′〉κ(x)
proves (10.4.3.C).
We introduce differential operators that allow us to compute the ridges of the cones
C and CC,x.
(10.4.4) (i) As in (3.3.2) we have the k-basis (DN,M )(N,M)∈Λ of differential
operators of degree 0 on S with the property
DN,M (σ
N ′XM
′
) =
(
N ′
N
)(
M ′
M
)
σN
′−NXM
′−M
for (N ′,M ′) ∈ Λ. DN,M has order qN + |M | and
DN,M = DN,0D0,M = D0,MDN,0.
(ii) Simlilary we have the κ(x)-basis (EN,M,L)(N,M,L)∈Γ∗ of differential operators of
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degree 0 on grV,x with the property
EN,M,L(Σ
N ′YM
′
ZL
′
) =
(
N ′
N
)(
M ′
M
)(
L′
L
)
ΣN
′−NYM
′−MZL
′−L
for (N ′,M ′, L′) ∈ Γ∗. EN,M,L has order qN + |M |+ |L| and
EN,M,L = EN,0,0E0,M,0E0,0,L,
where the last three maps commute with each other.
All the information is carried over from S to grV,x via Inx on Ux. To get a connection
between the ridges in both cases we need a relation between the differential operators
used to compute the ridge.
Lemma (10.4.5). For all N ∈ Λ′ we have the relation on Ux
(10.4.5.A) Inx ◦DN,0 = EN,0,0 ◦ Inx .
Proof . By k-linearity it suffices to check this for σN
′
with N ′ ∈ Λ′. On the one side
we find
Inx(DN,0(σ
N ′)) = Inx
((
N ′
N
)
σN
′−N
)
=
(
N ′
N
)
Inx(σ)
N ′−N =
=
∑
N ′′∈Λ′
(
N ′
N
)(
N ′ −N
N ′′
)
ΣN
′−N−N ′′ Inx,Z(σ)N
′′
and on the other side we get
EN,0,0(Inx(σ
N ′)) = EN,0,0
( ∑
N ′′∈Λ′
(
N ′
N ′′
)
ΣN
′−N ′′ Inx,Z(σ)N
′′
)
=
=
∑
N ′′∈Λ′
(
N ′
N ′′
)(
N ′ −N ′′
N
)
ΣN
′−N ′′−N Inx,Z(σ)N
′′
and the relation for integers n, n′, n′′ ∈ N(
n′
n
)(
n′ − n
n′′
)
=
n′!
n!n′′!(n′ − n− n′′)! =
(
n′
n′′
)(
n′ − n′′
n
)
that immediately generalizes to multiindex binomial coefficients finishes the proof.
From now on denote with UI the ring of invariants of Rid(C) in S and with UJ the
ring of invariants of Rid(CC,x) in grV,x. Λ
′ defines a monomial order on Ux, where
σ are the variables of Ux. As seen in (1.3.10) and (1.3.11) we find a homogeneous
reduced Gro¨bner basis γ = 〈γ1, ..., γl〉 of I ′ ⊆ Ux with respect to this order. We fix
this basis.
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Lemma (10.4.6). Assume that S · (Ux ∩ I) = I. Then I ′ = 〈γ〉Ux, I = 〈γ〉S and
(10.4.6.A) UI = k[DN,0(γi)|N ∈ Λ′, 1 ≤ i ≤ l].
Proof . Let 1 ≤ i ≤ l and (N,M) ∈ expΛ(I) with qN+ |M | < deg(γi). By (10.4.3.B)
we have N ∈ exp(I ′) and since γ is a Gro¨bner basis of I ′ we find 1 ≤ j ≤ l with
N ≥c exp(γj). Assume that DN,M (γi) 6= 0. Then M = 0 since γi ∈ Ux and in
γi there appears a monomial σ
N ′ with N ′ ≥c N . But now N ′ ≥c exp(γj) and
the Gro¨bner basis γ is reduced, hence we must have i = j. This is absurd since
deg(γi) > qN + |M | = qN ≥ deg(γj). Therefore γ is a σ-Giraud basis (see definition
(6.1.4) (ii)) and we get (10.4.6.A) from (6.1.8) (ii).
The basis γ can not only be used to compute the ridge of C, but also to compute the
ridge of CC,x. This is a central step on the way to prove the main theorems.
Lemma (10.4.7). If S · (Ux ∩ I) = I, then
(10.4.7.A) UJ = κ(x)[EN,0,L(Inx(γi))|N ∈ Γ′, L ∈ Γ′′′, 1 ≤ i ≤ l].
Proof . Since I = 〈γ〉S , we get from (10.4.3.D) that J = 〈Inx(γ)〉grV,x . For a tuple
(N,M,L) ∈ Γ∗ we have EN,M,L(Inx(γi)) = 0 if M 6= 0 since Inx(γi) ∈ κ(x)[Σ, Z].
If (N, 0, L) ∈ expΓ∗(J) and qN + |L| < deg(Inx(γi)) = deg(γi), then we have by
(10.4.3.C) that N ∈ exp(I ′) and qN < deg(γi). Therefore
EN,0,L(Inx(γi)) = E0,0,L(EN,0,0 ◦ Inx)(γi) (10.4.5)= E0,0,L(Inx(DN,0(γi))) = 0
as in the proof of (10.4.6). This shows that Inx(γ) is a Σ-Giraud basis and (10.4.7.A)
follows from (6.1.8) (ii).
Let us further fix a homogeneous k[F ]-basis ρ = (ρ1, ..., ρt) of UI ∩L. Then UI = k[ρ].
Lemma (10.4.8). If S · (Ux ∩ I) = I, then
(10.4.8.A) UJ = κ(x)[E0,0,L(Inx(ρj))|L ∈ Γ′′′, 1 ≤ j ≤ t].
Proof . By (10.4.6.A) we have ρj ∈ UI = k[DN,0(γi)|N ∈ Λ′, 1 ≤ i ≤ l] and therefore
can find polynomials p1, ..., pt ∈ k[T iN ]N∈Λ′,1≤i≤l with ρj = pj(DN,0(γi)) where we
plug in DN,0(γi) for T
i
N . S · (Ux ∩ I) = I implies UI ⊆ Ux. Since Inx is a ring
homomorphism on Ux we find with (10.4.5.A) and (10.4.7.A)
Inx(ρj) = Inx(pj(DN,0(γi))) = pj(Inx(DN,0(γi))) = pj(EN,0,0(Inx(γi))) ∈ UJ .
Since UJ is generated by additive polynomials and E0,0,L is of degree zero, we have by
(3.4.3) also E0,0,L(Inx(ρj)) ∈ UJ ; this shows UJ ⊇ κ(x)[E0,0,L(Inx(ρj))|L ∈ Γ′′′, 1 ≤
j ≤ t] =: U ′J . On the other hand γi ∈ k[ρ] shows that Inx(γi) ∈ κ(x)[Inx(ρj)|j =
1, ..., t] ⊆ U ′J . Because J = 〈Inx(γ)〉grV,x ((10.4.3.D)), we have
(10.4.8.B) grV,x ·(U ′J ∩ J) = J.
Inx(ρj) ∈ κ(x)[Σ, Z] shows that EN,M,L(Inx(ρj)) = 0 whenever M 6= 0. Further
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EN,0,L(Inx(ρj)) = E0,0,LEN,0,0(Inx(ρj)) = E0,0,L Inx(DN,0(ρj)) is zero if N 6= 0 and
qN 6= deg(ρj) (DN,0 is a differential operator of order qN and ρj is an additive
polynomial) and lies in κ(x) if qN = deg(ρj). Hence U ′J is generated by the ele-
ments one gets if all differential operators of degree zero on grV,x are applied to the
polynomials Inx(ρ). With criterion (3.4.3) (vii) we see that U ′J is generated by ho-
mogeneous additive polynomials. (10.4.8.B) therefore implies UJ ⊆ U ′J which finishes
the proof.
We now take into consideration the invariant R, the dimension of the ridge, and
describe what it means if this invariant does not change. Let d = tr. deg(κ(x)/k).
Proposition (10.4.9). If S · (Ux ∩ I) = I, then the following are equivalent:
(i) R
(d)
C,x = R(C).
(ii) dim(UJ) = dim(UI).
(iii) Inx(ρj) is additive for j = 1, ..., t.
Proof . The equivalence of (i) and (ii) follows from
dim Rid(Spec(grV,x /J)) + tr.deg(κ(x)/k)− dim Rid(Spec(S/I)) =
= dim(grV,x)−dim(UJ)+tr.deg(κ(x)/k)−(dim(S)−dim(UI)) = dim(UI)−dim(UJ).
We have UI = k[ρ1, ..., ρt] and dim(UI) = t. Assume that (iii) holds. Since ap-
plying differential operators to an additive polynomial only yields multiples of this
polynomial or elements of the field, we get from (10.4.8.A) that
UJ = κ(x)[Inx(ρ1), ..., Inx(ρt)].
We make use of the dissecting variables (Y, Z) at x and have Inx(ρj) = Inx,Y (ρj) +
Inx,Z(ρj). Inx,Y (ρj) is additive by the defining properties of dissecting variables,
hence also Inx,Z(ρj) is additive. Since ρ1, ..., ρt are k[F ]-independent, we see by
(10.3.5) (iii) that Inx,Y (ρ1), ..., Inx,Y (ρt) are κ(x)[F ]-independent. Since the Inx,Z(ρj)
lie in κ(x)[Z], also Inx(ρ1), ..., Inx(ρt) are κ(x)[F ]-independent. This shows dim(UJ) =
t. Assume that (iii) does not hold. For j ∈ {1, ..., t} let Uj be the ring of in-
variants of Spec(grV,x /〈Inx(ρj)〉) in grV,x. In the proof of (10.4.8) we saw that UJ
contains all applications of a differential operator of degree zero on Inx(ρj). Therefore
Uj ⊆ UJ (Inx(ρj) is necessarily a Giraud basis of the ideal it generates). Inx(ρj) lies
in the algebra κ(x)[Inx,Y (ρj), Z] which is generated by homogeneous additive poly-
nomials, hence Uj ⊆ κ(x)[Inx,Y (ρj), Z]. Since the polynomials Inx,Y (ρ) are κ(x)[F ]-
independent, we must have Inx,Y (ρj) 6= 0. Therefore Inx(ρj) does not lie in κ(x)[Z]
and Uj must contain a homogeneous additive polynomial in which Inx,Y (ρj) appears.
If we choose such a polynomial of minimal degree, it must have the same degree as
Inx(ρj). Therefore Uj contains a homogeneous additive polynomial τj = Inx,Y (ρj)+τ ′j
with τ ′j ∈ κ(x)[Z]. We must have dimUj ≥ 1. Assume that dimUj = 1. Then Uj
is generated by a homogeneous additive polynomial that is up to a scalar multiple
a root of τj . But since deg(Inx(ρj)) is a p-power, this polynomial already must
be τj . In particular Inx(ρj) = τj must be additive. This cannot be true for all
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j and we find some h ∈ {1, ..., t} with dimUh ≥ 2. So Uh contains a κ(x)[F ]-
independent polynomial to τh. Since Uh ⊆ κ(x)[Inx,Y (ρj), Z], we can find a poly-
nomial 0 6= τ ∈ Uh ∩ κ(x)[Z]. Altogether we have τ1, ..., τt, τ ∈ UJ . If we had an
equation cτ +
∑
j cjτj = 0 with c, cj ∈ κ(x)[F ], we find by setting Z = 0 an equation∑
j cj Inx,Y (ρj) = 0. This implies c1 = · · · = ct = 0 and since τ 6= 0 also c must be 0.
Therefore UJ contains t+ 1 κ(x)[F ]-independent homogeneous additive polynomials
and we have dimUJ ≥ t+ 1 > t = dimUI .
Theorem (10.4.10). The central results for cones are the following:
(i) For a homogeneous polynomial f ∈ S let X := Spec(S/〈f〉) ⊆ V . Then we
have
f ∈ Vx ⇐⇒ HR(d)X,x = HR(X).
(ii) We have the following equivalence:
Fx ⊆ Rid(C) ⇐⇒ HR(d)C,x = HR(C).
Proof . We show (ii). Assume that HR
(d)
C,x = HR(C). Then H
(d)
C,x = H(C) implies
by (9.2.4) that Bx ⊆ Rid(C), i.e. S · (Ux ∩ I) = I. Therefore we can apply (10.4.9)
and get from R
(d)
C,x = R(C) that Inx(ρ1), ..., Inx(ρt) are additive. By definition this
means ρ1, ..., ρt ∈ Px. Thus UI = k[ρ] ⊆ k[Px] = Vx and we get Fx ⊆ Rid(C).
Assume on the other hand that Fx ⊆ Rid(C). Then Bx ⊆ Fx ⊆ Rid(C). By (9.2.4)
again we get H
(d)
C,x = H(C). Since UI ⊆ Vx we have ρ1, ..., ρt ∈ Px and by (10.4.9)
we get R
(d)
C,x = R(C). To derive (i) from this we take I = 〈f〉. Note that f ∈ Vx is
equivalent to UI ⊆ Vx which means Fx ⊆ Rid(C).
Note that (i) of the theorem answeres the questions (Q1) and (Q2) in 10.2 positively.
Corollary (10.4.11). If HR
(d)
C,x = HR(C) and Fx is a vector space, then x ∈
Dir(C).
Proof . From (10.4.10) we get Fx ⊆ Rid(C). Since Fx is a vector space, we must
have Fx ⊆ Dir(C). Note that x ∈ Fx.
10.5 Proof of the main theorems I
We begin with the proof of the main theorems and will be left in the end with two
open questions: Are all refined Hironaka schemes up to dimension 5 resp. 2p − 1
linear and do we find dissecting variables always when we need them? We will give
the answer to this in 10.8 f. .
Let us recall the main theorems: For a locally noetherian scheme X and a closed
subscheme D ⊆ X which is permissible at a point x ∈ D let pi : X ′ → X be the blow
up in the center D. Take a point x′ in the fiber pi−1(x), set d := tr.deg(κ(x′)/κ(x))
and C := CX,x/TD,x. Assume that κ(x) has positive characteristic.
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Main Theorem A. If HR
(d)
X′,x′ = HRX,x and also dimX ≤ 5 or dimX ≤
2 char(κ(x))−1, then CX,x/TD,x is invariant under the action of the refined Hironaka
scheme FTX,x/TD,x,x′.
Main Theorem B. Let F be a refined Hironaka scheme over a field k of positive
characteristic. If dimF ≤ 5 or dimF ≤ 2 char(k)− 1, then F is linear.
Main Theorem C. If HR
(d)
X′,x′ = HRX,x and also dimX ≤ 5 or dimX ≤
2 char(κ(x))− 1, then x′ ∈ P(Dir(CX,x/TD,x)).
To see what one could do to prove the main theorems also in higher dimensions N
we reformulate them to the following statements depending also on a prime p:
(A)pN If HR
(d)
X′,x′ = HRX,x, dimC ≤ N and char(κ(x)) = p, then FTX,x/TD,x,x′ ⊆
Rid(C).
(B)pN A refined Hironaka scheme of dimension ≤ N over a field of characteristic p is
linear.
(C)pN If HR
(d)
X′,x′ = HRX,x, dimC ≤ N and char(κ(x)) = p, then x′ ∈ P(Dir(C)).
The main theorems will be proved when we showed (A)p5, (B)
p
5, (C)
p
5, (A)
p
2p−1, (B)
p
2p−1
and (C)p2p−1 for all p since dimC ≤ dimX. Let us consider also the following
statement:
(D)pN If x is a homogeneous point in a vector space V over a field k with dimBx ≤ N
and char(k) = p, then x is dissected.
After we proved the following implications, it will remain to verify (B)p5, (D)
p
5, (B)
p
2p−1
and (D)p2p−1 to obtain the main theorems.
(i) (D)pN implies (A)
p
N.
(ii) (A)pN and (B)
p
N imply (C)
p
N.
Note that dimV ≤ N implies dimBx ≤ N and we will have proved that all homoge-
neous points of Ank are dissected for n ≤ 5 or n ≤ 2 char(k)− 1.
Proof of the implications. (i): Let HR
(d)
X′,x′ = HRX,x and also dimC ≤ N and
char(κ(x)) = p. By examining (8.2.7.3) we see that also HR
(e)
C,x′ = HR(C), where we
regard x′ as a homogeneous point of C and e = tr. deg(κ(x′)/κ(x)) = d + 1 in this
sense. x′ is a homogeneous point of the vector space V = TX,x/TD,x. By (9.2.4) we
haveBV,x′ ⊆ Rid(C) and therefore dimBV,x′ ≤ dimC ≤ N . By (D)pN the point x′ ∈ V
is dissected and we can use theorem (10.4.10) which finishes the proof. (ii): FV,x′ ⊆
Rid(C) by (A)pN and since dimFV,x′ ≤ dimC ≤ N , the refined Hironaka scheme is
linear by (B)pN. Hence FV,x′ ⊆ Dir(C) and we have x′ ∈ P(FV,x′) ⊆ P(Dir(C)).
The statements (B)pN and (D)
p
N together can also be expressed as:
(BD)pN Let x be a homogeneous point in a vector space V over a field k of characteristic
p. If dimBx ≤ N , then x is dissected and if dimFx ≤ N , then Fx is linear.
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To show (BD)pN one can assume the following additional hypotheses:
(E) (Qx)0 = 0, i.e. Qx (resp. Ux) does not contain a non zero linear polynomial.
(F) Dir(Bx) = 0.
With the additional conditions (E) and (F) we will have to check (BD)p5 and (BD)
p
2p−1
only for a handful of examples of Hironaka schemes. We prove (BD)p5 in 10.8 and
(BD)p2p−1 in 10.9. This will finish the proof of the main theorems.
Proof . First we reduce to (E). Let V = Spec(S), S = Symk(V) and W := (Qx)0 ⊆
V1. Then W := Spec(S/〈W〉S) is a vector space contained in V . The prime ideal of
S defining x ∈ V contains W and therefore x ∈W . By (9.1.8) we have BV,x = BW,x
and in (10.3.9) we saw that also FV,x = FW,x. Because of QW,x ∼= QV,x/〈W〉k[F ] we
have (QW,x)0 = 0 and condition (E) holds for x ∈ W . Assume that dimFV,x ≤ N .
Then also dimFW,x ≤ N . If (B)pN holds under the condition (E), then FV,x = FW,x is
linear. Assume on the other hand that dimBV,x ≤ N . Thus dimBW,x ≤ N . If (D)pN
holds under the condition (E), then x ∈ W is dissected. With (10.3.9) also x ∈ V is
dissected.
Now we reduce further to (F) and have to keep the condition (E) unchanged. Let us
start over with a point x of a vector space V satisfying (E). Define W := V/Dir(Bx)
and consider the canonical projection pi : V → W , let y = pi(x). Explicitely W =
Spec(k[T(I)]) for I = S · (Ux)+. Since S(k[T(I)] ∩ I) = I, we have by (6.1.9)
UV,x ⊆ k[T(I)]. From (10.3.10) (i) we get UV,x = UW,y. Hence conditions (E) and (F)
hold for y ∈ W . Let dimBV,x ≤ N . Then we have dimBW,y = dimW − dimUW,y ≤
dimV − dimUV,x = dimBV,x ≤ N . If (D)pN holds under the conditions (E) and (F),
then y ∈ W is dissected. (10.3.10) (ii) shows that x ∈ V is dissected. Let on the
other hand dimFV,x ≤ N . Then dimBV,x ≤ dimFV,x ≤ N and y ∈W is dissected as
just mentioned. By (10.3.10) also VW,y = VV,x and dimFW,x = dimW − dimVW,y ≤
dimV − dimVV,x = dimFV,x ≤ N . If (B)pN holds under the conditions (E) and (F),
then FW,y is linear. Since VW,y = VV,x, also FV,x is a vector space.
10.6 The setting for the examples
For an easy handling of examples we establish some technical tools. In the next sec-
tion we will look at a special class of examples that are particularly easy to compute.
All the examples necessary to finish our proof belong to this class, except for one.
Let us first mention Oda’s characterization of Hironaka schemes. For this we have to
explain some terminology for groups: The Dieudonne´ module of an additive group
G is the HomGr(A1,A1) ∼= k[F ]-module HomGr(G,A1) (morphisms of groups). The
group G = Spec(S/〈Q〉) for a graded k[F ]-module Q ⊆ L has the Dieudonne´ module
L/Q, where L are the additive polynomials in a polynomial ring S. An invariant of
a graded k[F ]-module N is its exponent
exp(N) := min{i ∈ N| dimkNi = dimkNj for all j ≥ i}.
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For a minimal system of homogeneous generators of the module N ⊆ L the number
exp(N) is the maximum of the degrees of these generators. This also defines an
invariant for a group G = Spec(S/〈Q〉) by exp(G) = exp(Q) = exp(L/Q).
Theorem (10.6.1) ([Od, 2.5]). Let N be a graded k[F ]-submodule of L. L/N is
the Dieudonne´ module of a Hironaka scheme of exponent e if and only if the following
hold:
(i) Ne ( Le,
(ii) k(FLe−1 ∩Ne) ( Ne if e > 0,
(iii) NeDe(Ne) = Ne,
(iv) N = R(〈Ne〉k[F ]) (R is the radical as in (6.3.2)).
Moreover rad(〈De(Ne)〉S) is the generic point of the locus of such points p that for
each i the hypersurface defined by every element in Ni has multiplicity ≥ pi at p. The
Hironaka scheme associated to rad(〈De(Ne)〉S) has the Dieudonne´ module L/N .
The operators De,Ne are defined in the following way for a k-subspace Qe ⊆ Le:
De(Qe) = Diff≤p
e−1
Z (k)(Qe),
Ne(Qe) = {f ∈ Le|De(〈f〉) ⊆ Qe},
where the differential operators of the field k act only on the coefficients of the
polynomials in Le. One of the assets of (10.6.1) is the fact that in order to classify
Hironaka schemes one can forget about the point x ∈ V at which a Hironaka scheme
arises. If one looks for such a point, it can be obtained as the radical of the ideal
〈De(Ne)〉S .
(10.6.2) We fix the notations introduced in the following for all examples. A
Hironaka scheme B in a vector space V = Spec(S), S = k[X], char(k) = p will be
defined in our discussion always via the equations σ defining its Dieudonne´ module
L/N with N = 〈σ〉k[F ]. As mentioned, there always is a ’generic’ point x ∈ V such
that Bx = B and y ∈ {x} for all points y ∈ V with B = By. For the proof of our main
theorems we would have to deal with all the points y with B = By. We can eliminate
this difficulty with the condition (F). We will also be able to avoid some unessential
computations as we can assume that none of the σ is linear by condition (E). Our
proceeding is the following: The generic point x, or rather its corresponding prime
ideal p ⊆ S, is computed via Pe = DeNe and p = rad(〈Pe〉S), where e is the exponent
of N and De = Diff≤p
e−1
Z (k). Then we will have to look for regular parameters at x,
they will be denoted by ψ and ζ. With these we can find the initial forms of the σ,
where we write Y resp. Z for the initial forms of ψ resp. ζ.
Whenever P ⊆ L is a graded k[F ]-module, the radical rad(〈P 〉S) is a prime ideal in
S. We get this as a byproduct of the next lemma which is useful to compute this
prime.
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Lemma (10.6.3). Let P ⊆ L be a graded k[F ]-submodule. Then p = rad(〈P 〉S) ⊆
S is a homogeneous prime ideal. For a well arranged k[F ]-basis τ = (τ1, ..., τm) of P ,
i.e.
τi = X
pei
i +
n∑
j=m+1
aijX
pei
j
with e1 ≤ · · · ≤ em and aij ∈ k, the ideal p is the kernel of the evaluation homomor-
phism
S → k[Xm+1, ..., Xn], f 7→ f(a).
Here k is an algebraic closure of k and a has the following coordinates in the ring
k[Xm+1, ..., Xn]:
a = (X1 − F−e1(τ1), ..., Xm − F−em(τm), Xm+1, ..., Xn).
Proof . For f ∈ S we have f ∈ rad(〈P 〉S) if and only if F e(f) ∈ 〈P 〉S for some e ∈ N,
where we can assume e ≥ em. If f =
∑
M∈Nn cMX
M is an expansion with cM ∈ k,
we get the following equality modulo 〈P 〉:
F e(f) =
∑
M∈Nn
F e(cM ) ·
(
m∏
i=1
F e−ei(Xp
ei
i − τi)Mi
)
· F e(XMm+1m+1 · · ·XMnn ).
Here we understand Xp
ei
i − τi as a polynomial in the variables Xm+1, ..., Xn. The
right hand side lies in 〈P 〉S resp. is zero in S/〈P 〉S if and only if it is zero expressed in
the monomials in the variables Xm+1, ..., Xn (see (1.4.4)). To check this we can apply
F−e and get f(a) on the right side. Therefore f lies in rad(〈P 〉S) iff f(a) = 0.
(10.6.4) On the k-vector space Le we will use the nondegenerate symmetric
bilinear form (cf. [Od]) 〈., .〉 defined by
〈Xpei , Xp
e
j 〉 = δij .
For a subspace Ne ⊆ Le we can take its orthogonal complement N⊥e with respect to
this bilinear form and have
dimNe + dimN
⊥
e = dimLe, (N
⊥
e )
⊥ = Ne.
Lemma (10.6.5). If dimP⊥e = 1, then the generic point x of B is the only
homogeneous point on V with B = Bx.
Proof . We use (10.6.3) for P = 〈Pe〉k[F ], where we can find a basis of P in form of
a well arranged system τ1, ..., τn−1. The quotient field of the image of the evaluation
map S → k[Xn] has transcendence degree one over k. So tr. deg(κ(x)/k) = 1 for the
generic point x of B. Therefore x is a closed point of PV . Since all other homogeneous
points y with B = By lie in {x}, x itself is the only point with this property.
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10.7 Strategy for a certain class of examples
To outline a strategy based on 10.6 in full detail, we restrict to examples satisfying
additional conditions (G) and (H) below. These examples are easier to handle and
we will apply the technique of this section to finish the proof of the main theorems.
Let us fix the following notations: σ = (σ1, ..., σm) is a homogeneous k[F ]-basis
of N such that L/N is the Dieudonne´ module of a Hironaka scheme B ⊆ V, V =
Spec(S), S = k[X1, ..., Xn]. Set Pe = DeQe for the exponent e of N , p = rad(〈Pe〉S)
and let x ∈ V be the point corresponding to p. Throughout this section we assume
that the following additional conditions hold:
(G) All σi are of degree p = char(k).
(H) P⊥e = 〈τ ′〉 with a single polynomial τ ′ =
∑
i tiX
p
i such that the ti are k
p-linearly
independent.
(10.7.1) To show that P⊥e = 〈τ ′〉 for a given τ ′ one has to do the following:
(i) Show that DeNe contains at least n−1 k-linearly independent elements. This is
obvious if we find differential operators D1, ..., Dn−1 on k of degree ≤ p−1 such
that D1(σi1), ..., Dn−1(σin−1) is an arranged system of homogeneous additive
polynomials.
(ii) Check that Dj(σij )⊥τ ′ for j = 1, ..., n− 1.
By (i) we have dimPe ≥ n − 1, thus dimP⊥e ≤ 1. Then dimP⊥e = 1 must hold
since Pe = Le would imply Ne = Le which contradicts (10.6.1). (ii) therefore shows
P⊥e = 〈τ ′〉.
(10.7.2) To get a clear view we choose a new basis of Pe as simple as possible:
(i) Choose one of the variables, say Xn.
(ii) For i = 1, ..., n− 1 take the polynomial
τi := X
p
i −
ti
tn
Xpn.
Clearly τi⊥τ ′ for i = 1, ..., n − 1 and the system of polynomials τ = (τ1, ..., τn−1) is
obviously linearly independent. So τ is a basis of Pe since
〈τ〉 = 〈τ ′〉⊥ = Pe.
(10.7.3) To compute p we use (10.6.3) and get p as the kernel of the map
ϕ : S → k[Xn], X1 7→ p
√
t1/tnXn , · · · , Xn−1 7→ p
√
tn−1/tnXn , Xn 7→ Xn.
Fortunately it is not necessary to compute generators of p itself.
(10.7.4) We have to compute parameters of the local ring R = Sp. Since
dimSp = n− 1, we know that a set of n− 1 generators of the maximal ideal m = pSp
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of the regular local ring Sp will be a system of parameters. We use that t1, ..., tn
are kp-independent and therefore p1 = 0 follows from the definition of ϕ. Thus
X1, ..., Xn ∈ R∗. Our parameters will come in two types:
(Y) Parameters ψi = X
ni
n Xi + ψ
′
i with ψ
′
i ∈ k[Xi+1, ..., Xn] for i = 1, ..., r.
(Z) Parameters ζj = X
p
j − tj/tnXpn for j = r + 1, ..., n− 1.
Clearly ϕ(ζj) = 0 and it will be easy to verify that ϕ(ψi) = 0. Then ψi, ζj ∈ p. To
show that m is generated by the ψi, ζj let us calculate in m modulo 〈ψi, ζj〉. Take
some f/s ∈ m with f ∈ p, s ∈ S\p. By multiplying f with a high enough power of Xn
we can assume that XNn f ∈ p∩k[Xr+1, ..., Xn] by using the relations ψ1, ..., ψr. Using
the relations ζr+1, ..., ζn−1 we can suppose that Xr+1, ..., Xn−1 appear in f only up
to the (p− 1)−st power. If now tr+1, ..., tn−1 are p-independent, we see by using the
map ϕ that we must have f = 0. Note that κ(x) = k[ p
√
tr+1/tn, ...,
p
√
tn−1/tn](Xn).
We will denote the initial form of ψi with Yi and the initial form of ζj with Zj . Of
course we will adapt the notations (order and names of the variables) always to our
example at hand.
(10.7.5) It then remains to develop σ1, ..., σm in these parameters and to denote
the initial forms. For this we actually can use the technique described in (10.7.4). To
see that the variables (Y, Z) are dissecting, the following will have be to confirmed:
(i) Inx,Y (σ) are additive and κ(x)[F ]-independent.
(ii) Inx,Z(σ) ∈ κ(x)[Z].
(10.7.6) Finally we compute Px. If it is generated by linear equations, then Fx
is a vector space. We will also say a word on the dimension of the ridge RB,x of CB,x
at the end of each example to see how far it has dropped compared to RB,0 = dimB.
We denote the ideal of RidB,x by J .
10.8 Examples up to dimension 5 — Proof of the main
theorems II
We prove (BD)p5 and have to show the following: Let y be a point in a vector space
V over k, char(k) = p with B = BV,y. If dimBV,y ≤ 5, then y is dissected and if
dimFV,y ≤ 5, then FV,y is a vector space. We can assume by (E) that N0 = 0 and by
(F) that Dir(B) = 0.
Assume that B is a vector space. Then N is generated by linear equations and N0 = 0
implies B = V . On the other hand B = Dir(B) = 0. There is nothing to prove since
V = 0.
Let us now assume that B is not a vector space. By the classification of the Dieudonne´
modules L/N (resp. N) of Hironaka schemes by Oda [Od, 3.14] we are up to isomor-
phism in one of the following cases since dimB ≤ 5; note that dimBV,y ≤ dimFV,y.
We follow the order in which Oda presents his types of Hironaka schemes, but adapt
the notations a little. We will arrange the order and names of the variables to our
convenience. We indicate p = char(k), d = dimB and e = exp(B) in every example.
135
10 Refined Hironaka Schemes
Type 3. p = 2, d = 3, e = 1. S = k[X0, ..., Xn], N = 〈σ,X4, ..., Xn〉,
σ = X20 + a2X
2
1 + a1X
2
2 + a1a2X
2
3 ,
where a1, a2 are 2-independent elements of k. We present this example very detailed.
The argumentation for the other examples will be similar. A priori we have to assume
that the dimension of V could be very large with variables up to Xn in S: Oda says
that the Dieudonne´ module L/N is isomorphic to 〈X0, ..., X3〉/〈σ〉. Therefore we can
assume that any variable beyond X3 appears in N . But (E) immediately gives n = 3.
We will not mention this argument in the other examples again. Therefore N1 = k ·σ.
By (2.2.5.A) there are derivations ∂a1 , ∂a2 on k, where we extend (a1, a2) to some
p-basis of k whose other elements we do not need to denote. Hence the following
elements lie in P1 = Diff
≤1
Z (N1):
σ, ∂a1σ = X
2
2 + a2X
2
3 , ∂a2σ = X
2
1 + a1X
2
3 .
With
τ ′ := a1a2X20 + a1X
2
1 + a2X
2
2 +X
2
3
we immediately see that τ ′⊥〈σ, ∂a1σ, ∂a2σ〉. Properties (G) and (H) are verified and
this example falls under the class we talked about in 10.7. By (10.6.5) y must be the
generic point x of B whose prime ideal p is the kernel of
S → k[X3], X0 7→ √a1a2X3, X1 7→ √a1X3, X2 7→ √a2X3, X3 7→ X3.
We easily check that we have the following regular parameters at Sp:
ψ = X3X0 +X1X2, ζ1 = X
2
1 + a1X
2
3 , ζ2 = X
2
2 + a2X
2
3 .
One sees that
X23σ = ψ
2 + ζ1ζ2.
Therefore
Inx(σ) = X
−2
3 (Y
2 + Z1Z2)
and (Y,Z) are dissecting variables. Inx(σ) is not additive and then clearly Inx(ρ) is
never additive for ρ ∈ N . Thus PV,x = 0 and FV,x = V is a vector space. RB,x = 0
since J = 〈Y 2, Z1, Z2〉.
This type 3 is the most famous example of a Hironaka scheme as it already appeared
in Hironaka’s original article [H5]. It had also to be considered in the proof of
resolution of threefolds of Cossart and Piltant in [CP2, II.5.3].
Type 4-1. p = 2, d = 4, e = 1. S = k[X0, ..., X4], N = 〈σ〉,
σ = X20 + a2X
2
1 + a1X
2
2 + a1a2X
2
3
as above. This Hironaka scheme is the product of Type 3 with A1k. Its directrix has
dimension one since X4 does not appear in N . Hence condition (F) does not hold
and we can skip this type. In other words: We did all the necessary calculations
already in Type 3.
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Type 4-2. p = 2, d = 4, e = 1. S = k[X01, X02, X1, ..., X4], N = 〈σ1, σ2〉,
σ1 = X
2
01 + a3X
2
2 + a2X
2
3 + a2a3X
2
4 ,
σ2 = X
2
02 + a3X
2
1 + a1X
2
3 + a1a3X
2
4 ,
where a1, a2, a3 are p-independent elements of k. In P1 = Diff
≤1
Z (N1) we find
σ1, σ2, ∂a1σ2 = ∂a2σ1 = X
2
3 +a3X
2
4 , ∂a3σ1 = X
2
2 +a2X
2
4 , ∂a3σ2 = X
2
1 +a1X
2
4 .
With
τ ′ = a2a3X201 + a1a3X
2
02 + a1X
2
1 + a2X
2
2 + a3X
2
3 +X
2
4
we are again in the class of 10.7 and the generic point x = y is the kernel of
S → k[X4], X01 7→ √a2a3X4, X02 7→ √a1a3X4,
X1 7→ √a1X4, X2 7→ √a2X4, X3 7→ √a3X4, X4 7→ X4.
Parameters of Sp are
ψ1 = X4X01 +X2X3, ψ2 = X4X02 +X1X3,
ζ1 = X
2
1 + a1X
2
4 , ζ2 = X
2
2 + a2X
2
4 , ζ3 = X
2
3 + a3X
2
4 .
X24σ1 = ψ
2
1 + ζ2ζ3, X
2
4σ2 = ψ
2
2 + ζ1ζ3.
Inx(σ1) = X
−2
4 (Y
2
1 + Z2Z3), Inx(σ2) = X
−2
4 (Y
2
2 + Z1Z3).
(Y,Z) are dissecting variables. The non additive terms Inx,Z(σ1) = X
−2
4 Z2Z3 and
Inx,Z(σ2) = X
−2
4 Z1Z3 cannot be cancelled out by any κ(x)[F ]-linear combination.
Therefore PV,x = 0 and FV,x = V is a vector space. RB,x = 0 since we have J =
〈Y 21 , Y 22 , Z1, Z2, Z3〉.
Type 4-3. p = 2, d = 4, e = 1. S = k[X01, X02, X03, X1, ..., X4], N = 〈σ1, σ2, σ3〉,
σ1 = X
2
01 + a3X
2
2 + a2X
2
3 + a2a3X
2
4 ,
σ2 = X
2
02 + a3X
2
1 + a1X
2
3 + a1a3X
2
4 ,
σ3 = X
2
03 + a2X
2
1 + a1X
2
2 + a1a2X
2
4 ,
where a1, a2, a3 are p-independent elements of k. In P1 = Diff
≤1
Z (N1) we find
σ1, σ2, σ3, ∂a1σ2 = ∂a2σ1 = X
2
3 + a3X
2
4 ,
∂a3σ1 = ∂a1σ3 = X
2
2 + a2X
2
4 , ∂a3σ2 = ∂a2σ3 = X
2
1 + a1X
2
4 .
With
τ ′ = a2a3X201 + a1a3X
2
02 + a1a2X
2
03 + a1X
2
1 + a2X
2
2 + a3X
2
3 +X
2
4
we are in the class of 10.7 and the generic point x = y is the kernel of
S → k[X4], X01 7→ √a2a3X4, X02 7→ √a1a3X4, X03 7→ √a1a2X4,
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X1 7→ √a1X4, X2 7→ √a2X4, X3 7→ √a3X4, X4 7→ X4.
Parameters of Sp are
ψ1 = X4X01 +X2X3, ψ2 = X4X02 +X1X3, ψ3 = X4X03 +X1X2,
ζ1 = X
2
1 + a1X
2
4 , ζ2 = X
2
2 + a2X
2
4 , ζ3 = X
2
3 + a3X
2
4 .
X24σ1 = ψ
2
1 + ζ2ζ3, X
2
4σ2 = ψ
2
2 + ζ1ζ3, X
2
4σ3 = ψ
2
3 + ζ1ζ2.
Inx(σ1) = X
−2
4 (Y
2
1 + Z2Z3), Inx(σ2) = X
−2
4 (Y
2
2 + Z1Z3),
Inx(σ3) = X
−2
4 (Y
2
3 + Z1Z2).
(Y,Z) are dissecting variables. The non additive terms Inx,Z(σ1) = X
−2
4 Z2Z3,
Inx,Z(σ2) = X
−2
4 Z1Z3 and Inx,Z(σ3) = X
−2
4 Z1Z2 again cannot be cancelled out
by any κ(x)[F ]-linear combination. Therefore PV,x = 0 and FV,x = V is a vector
space. RB,x = 0 since J = 〈Y 21 , Y 22 , Y 23 , Z1, Z2, Z3〉.
Type 4-4. p = 2, d = 4, e = 1. S = k[X01, ..., X04, X1, ..., X4], N = 〈σ1, σ2, σ3, σ4〉,
σ1 = X
2
01 + a3X
2
2 + a2X
2
3 + a2a3X
2
4 ,
σ2 = X
2
02 + a3X
2
1 + a1X
2
3 + a1a3X
2
4 ,
σ3 = X
2
03 + a2X
2
1 + a1X
2
2 + a1a2X
2
4 ,
σ4 = X
2
04 + a2a3X
2
1 + a1a3X
2
2 + a1a2X
2
3 ,
where a1, a2, a3 are p-independent elements of k. In P1 = Diff
≤1
Z (N1) we find
σ1, σ2, σ3, σ4, ∂a1σ2 = ∂a2σ1 = X
2
3 + a3X
2
4 ,
∂a3σ1 = ∂a1σ3 = X
2
2 + a2X
2
4 , ∂a3σ2 = ∂a2σ3 = X
2
1 + a1X
2
4 .
With
τ ′ = a2a3X201 + a1a3X
2
02 + a1a2X
2
03 + a1a2a3X
2
04 + a1X
2
1 + a2X
2
2 + a3X
2
3 +X
2
4
we are in the class of 10.7 and the generic point x = y is the kernel of
S → k[X4], X01 7→ √a2a3X4, X02 7→ √a1a3X4, X03 7→ √a1a2X4,
X04 7→ √a1a2a3X4, X1 7→ √a1X4, X2 7→ √a2X4, X3 7→ √a3X4, X4 7→ X4.
Parameters of Sp are
ψ1 = X4X01 +X2X3, ψ2 = X4X02 +X1X3,
ψ3 = X4X03 +X1X2, ψ4 = X
2
4X04 +X1X2X3,
ζ1 = X
2
1 + a1X
2
4 , ζ2 = X
2
2 + a2X
2
4 , ζ3 = X
2
3 + a3X
2
4 .
X24σ1 = ψ
2
1 + ζ2ζ3, X
2
4σ2 = ψ
2
2 + ζ1ζ3, X
2
4σ3 = ψ
2
3 + ζ1ζ2,
X44σ4 = ψ
2
4 + ζ1ζ2ζ3 + a3X
2
4ζ1ζ2 + a1X
2
4ζ2ζ3 + a2X
2
4ζ1ζ3.
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Inx(σ1) = X
−2
4 (Y
2
1 + Z2Z3), Inx(σ2) = X
−2
4 (Y
2
2 + Z1Z3),
Inx(σ3) = X
−2
4 (Y
2
3 + Z1Z2),
Inx(σ4) = X
−4
4 Y
2
4 + a3X
−2
4 Z1Z2 + a1X
−2
4 Z2Z3 + a2X
−2
4 Z1Z3.
(Y,Z) are dissecting variables. The non additive terms
Inx,Z(σ1) = X
−2
4 Z2Z3, Inx,Z(σ2) = X
−2
4 Z1Z3, Inx,Z(σ3) = X
−2
4 Z1Z2
Inx,Z(σ4) = a3X
−2
4 Z1Z2 + a1X
−2
4 Z2Z3 + a2X
−2
4 Z1Z3
can be cancelled out by a κ(x)[F ]-linear combination, namely if we take
ξ := a1σ1 + a2σ2 + a3σ3 + σ4 =
= X204 + a1X
2
01 + a2X
2
02 + a3X
2
03 + a2a3X
2
1 + a1a3X
2
2 + a1a2X
2
3 + a1a2a3X
2
4 .
We see that PV,x = 〈ξ〉 and FV,x = Spec(S/〈ξ〉) is not a vector space, but dimFV,x =
7, so there is no problem in view of the proof of the main theorems. RB,x = 0 since
J = 〈Y 21 , Y 22 , Y 23 , Y 24 , Z1, Z2, Z3〉. Under a somewhat different objective the scheme
Spec(S/〈ξ〉) was already considered in [Gi, III 2.12]. While Types 4-2 and 4-3 were
very similar to Type 3, Type 4-4 behaves differently. The reason why we find a non
linear refined Hironaka scheme is the following: The term ζ1ζ2ζ3 in the transform of
σ4 is of higher order and does not appear in the initial form of σ4. Our invariants do
not see any improvement in this case. Nevertheless the situation at x has improved:
Inx(ξ) = a1 Inx(σ1) + a2 Inx(σ2) + a3 Inx(σ3) + Inx(σ4) =
= X−24 (a1Y
2
1 + a2Y
2
2 + a3Y
2
3 +X
−2
4 Y
2
4 ) = Y
2,
where we took Y := X−14 (
√
a1Y1 +
√
a2Y2 +
√
a3Y3 +X
−1
4 Y4) ∈ grV,x. Therefore the
situation at the origin
Dir(B) = 0, Rid(B) = B
has improved to
Dir(CB,x) = Rid(CB,x)red.
Also in
X24ξ = a1ψ
2
1 + a2ψ
2
2 + a3ψ
2
3 +X
−2
4 ψ
2
4 +X
−2
4 ζ1ζ2ζ3
the monomial ζ1ζ2ζ3 looks quite manageable in view of the techniques in [CP2].
Type 5. p = 3, d = 5, e = 1. S = k[X0, ..., X5], N = 〈σ〉,
σ = X20 + a1X
3
1 + a2X
3
2 + a
2
1X
3
3 + a1a2X
3
4 + a
2
1a2X
3
5 ,
where a1, a2 are p-independent elements of k. In P1 = Diff
≤2
Z (N1) we find
σ, ∂a1σ = X
3
1 − a1X33 + a2X34 − a1a2X35 , ∂a2σ = X32 + a1X34 + a21X35 ,
∂a21σ = X
3
3 + a2X
3
5 , ∂a1∂a2σ = X
3
4 − a1X35 .
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With
τ ′ = a21a2X
2
0 + a1a2X
3
1 − a21X32 + a2X33 − a1X34 −X35
we are again in the class of 10.7 and the generic point x = y is the kernel of
S → k[X4], X0 7→ − 3
√
a21a2X5, X1 7→ − 3
√
a1a2X5,
X2 7→ 3
√
a21X5, X3 7→ − 3
√
a2X5, X4 7→ 3√a1X5, X5 7→ X5.
Parameters of Sp are
ψ1 = X5X0 −X3X2, ψ2 = X5X1 −X3X4, ψ3 = X2X4 − a1X25 ,
ζ1 = X
3
2 − a21X35 , ζ2 = X33 + a2X35 .
X35σ = ψ
3
1 + a1ψ
3
2 + ζ2X
−3
2 (ζ
2
1 + a1ψ
3
3).
Inx(σ) = X
−3
5 (Y
3
1 + a1Y
3
2 + a
−2
1 Z
2
1Z2).
(Y,Z) are dissecting variables. The non additive term Z21Z2 cannot be cancelled out.
Therefore PV,x = 0 and FV,x = V is a vector space.
Type 5-1. B is isomorphic to the product of A2k and Type 3. Dir(B) ∼= A2k and this
case is excluded by condition (F).
Type 5-2. B is isomorphic to the product of Ak and Type 4-2. Dir(B) ∼= Ak and
this case is excluded by condition (F).
Type 5-3. B is isomorphic to the product of Ak and Type 4-3. Dir(B) ∼= Ak and
this case is excluded by condition (F).
Type 5-4. B is isomorphic to the product of Ak and Type 4-4. Dir(B) ∼= Ak and
this case is excluded by condition (F).
The next type does not fall under the class of examples described in 10.7. With little
adaptions we still can follow a similar line of thought.
Type 5-5. p = 2, d = 5, e = 1. S = k[X0, ..., X5], N = 〈σ〉,
σ = X20 + a1X
2
1 + a2X
2
2 + a3X
2
3 + a2a3X
2
4 + a1a3X
2
5
where a1, a2, a3 are p-independent elements of k. In P1 = Diff
≤1
Z (k)(N1) we find
∂a1σ = X
2
1 + a3X
2
5 , ∂a2σ = X
2
2 + a3X
2
4 , ∂a3σ = X
2
3 + a2X
2
4 + a1X
2
5 ,
σ − a1∂a1σ − a2∂a2σ − a3∂a3σ = X20 + a2a3X24 + a1a3X25 .
With (10.6.3) we see that the prime ideal of the generic point x of B is the kernel of
S → k[X4, X5], X0 7→ √a2a3X4 +√a1a3X5, X1 7→ √a3X5,
X2 7→ √a3X4, X3 7→ √a2X4 +√a1X5.
In this case y need not necessarily be the generic point x. However we still may
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assume that p1 = 0 by condition (E). We will show that
ψ1 = X5X0 +X1X3, ψ2 = X5X2 +X1X4,
ζ1 = X
2
1 + a3X
2
5 , ζ2 = X
2
3 + a2X
2
4 + a1X
2
5
are part of a regular sequence of parameters in the regular local ring (R := Sp,m :=
pSp) at y. We have to prove that the classes of these elements in m/m
2 are R/m-
linearly independent. It suffices to show: For t1, ..., t4 ∈ S with
T := t1ψ1 + t2ψ2 + t3ζ1 + t4ζ2 ∈ p(2)
we must have t1, ..., t4 ∈ p. By multiplying with a high enough power of X5 6∈ p we
can assume that ti ∈ K[X1, X3, X4, X5] by using the relations ψ1, ψ2. By (2.3.2) we
get
p 3 ∂X0(T ) = t1X5 ⇒ t1 ∈ p,
p 3 ∂X2(T ) = t2X5 ⇒ t2 ∈ p,
∂a3(T ) ∈ p ⇒ t3∂a3(ζ1) + t4∂a3(ζ2) ∈ p ⇒ t3X25 ∈ p ⇒ t3 ∈ p,
∂a1(T ) ∈ p ⇒ t4X25 = t4∂a1(ζ2) ∈ p ⇒ t4 ∈ p.
Independently of the exact point y we can find
X25σ = ψ
2
1 + a2ψ
2
2 + ζ1ζ2.
Iny(σ) = X
−2
5 (Y
2
1 + a2Y
2
2 + Z1Z2).
We find dissecting variables by potentially adding a further variable arbitrarily to Y
or Z. The non additive term Z1Z2 cannot be cancelled out. Therefore PV,y = 0 and
FV,y = V is a vector space.
The last kind of examples are not described as explicitely as all types hitherto.
Type 5-?. p = 2, d = 5, e = 1. S = k[X0,1, ..., X0,v, X1, ..., X5], N = 〈σ1, ..., σv〉,
σj = X
2
0,j +
4∑
i=1
(∂igj)X
2
i +
(
gj +
4∑
i=1
ai∂igj
)
X25
for j = 1, ..., v, where a1, ..., a4 are p-independent elements of k (∂i is the derivative
with respect to ai for a 2-basis containing a1, ..., a4) and g1, ..., gv ∈ k2(a1, ..., a4)
such that the k2-subspace spanned by 1, a1, ..., a4, g1, ..., gv in k has dimension 5 + v
(therefore v ≤ 11) and that the matrix
B = (∂igj)i=1,...,4;j=1,...,v
has the property that the rows of dB as elements of Ω1(k)v are k-linearly independent.
In P1 = Diff
≤1
Z (k)(N1) we find
σj , ∂h(σj) =
4∑
i=1
(∂h∂igj)X
2
i +
(
∂hgj +
4∑
i=1
(δih∂igj + ai(∂h∂igj))
)
X25 =
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=
4∑
i=1
(∂h∂igj)X
2
i +
(
4∑
i=1
ai(∂h∂igj)
)
X25
for all j = 1, ..., v and h = 1, ..., 4. Let τ ′ =
∑v
j=1 t0,jX
2
0,j +
∑4
i=1 tiXi + t5X
2
5 ∈ P⊥1
and define si := ti + ait5 for i = 1, ..., 4. Then
0 = 〈∂hσj , τ ′〉 =
4∑
i=1
(∂h∂igj)ti +
(
4∑
i=1
ai(∂h∂igj)
)
t5 =
4∑
i=1
(∂h∂igj)si
for all h = 1, ..., 4 and j = 1, ..., v. Therefore
0 =
4∑
i=1
si ·
(
4∑
h=1
(∂h∂igj)d(ah)
)
j=1,...,v
=
4∑
i=1
si · ((dB)i,1, ..., (dB)i,v) .
In view of the above condition on B this implies s1 = · · · = s4 = 0. Thus ti = ait5
for i = 1, ..., 4 and from
0 = 〈σj , τ ′〉 = t0,j +
4∑
i=1
(∂igj)ait5 +
(
gj +
4∑
i=1
ai∂igj
)
t5
we get t0,j = gjt5. Therefore P
⊥
1 = 〈τ ′〉 with
τ ′ =
v∑
j=1
gjX
2
0,j +
4∑
i=1
aiX
2
i +X
2
5 .
Since 1, a1, ..., a4, g1, ..., gv are k
2-indpendent, we are again in the case of 10.7. The
generic point x = y is the kernel of
S → k[X5], X0,j 7→ √gjX5 for j = 1, ..., v,
Xi 7→ √aiX5 for i = 1, ..., 4, X5 7→ X5.
We can expand gj ∈ k2(a1, ..., a4) as gj =
∑
M≤c1 α
2
M,ja
M for 1 = (1, 1, 1, 1) with
αM,j ∈ k. Define Gj :=
∑
M+L=1 αM,jX
MX
|L|
5 ∈ k[X1, ..., X5] (X = (X1, ..., X4)).
ThenX35X0,j+Gj is mapped to zero under the above morphism. We find the following
regular parameters at Sp:
ψj := X
3
5X0,j +Gj for j = 1, ..., v,
ζi := X
2
i + aiX
2
5 for i = 1, ..., 4.
X65σj = (X
3
5X0,j)
2 +X65
4∑
i=1
(∂igj)(ζi + aiX
2
5 ) +
(
gj +
4∑
i=1
ai(∂igj)
)
X85 =
= ψ2j +G
2
j +X
6
5
4∑
i=1
(∂igj)ζi + gjX
8
5 .
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For standard differential operators DM with respect to X1, ..., X4 we have by (3.3.1.B)
G2j = (Gj(X))
2 = (Gj(
√
ζ +
√
aX5))
2 =
=
(∑
M
√
ζ
M
DM (Gj)(
√
aX5)
)2
=
∑
M
ζM
(
DM (Gj)(
√
aX5)
)2
.
Denote with EM the standard differential operators with respect to a. Then
(DM (Gj)(
√
aX5))
2 =
∑
N≤c1
(
N
M
)
αN,jX
N−MX4−|N |5
 (√aX5)
2 =
=
∑
N≤c1
(
N
M
)
α2N,ja
N−MX8−2|M |5 = EM (gj)X
8−2|M |
5 .
Together we find
X65σj = ψ
2
j +
∑
|M |≥2
ζMEM (gj)X
8−2|M |
5
and therefore
Inx(σj) = X
−6
5 Y
2
j +X
−2
5
∑
|M |=2
ZMEM (gj) = X
−6
5 Y
2
j +X
−2
5
∑
1≤i<h≤4
(∂h∂igj)ZhZi.
Clearly (Y,Z) are dissecting variables. Assume that dimFV,x ≤ 5. Then dimFV,x =
5 = dimBV,x and with (10.2.3) we must have Qx = Px. This implies Inx(σj) being
additive for all j. For fixed j this means ∂h∂igj = 0 which in turn implies gj ∈
〈1, a1, ..., a4〉k2 . This is not possible. Therefore dimFV,x ≥ 6. It may very well be
that the non linear terms can be cancelled out by certain κ(x)[F ]-combinations of
the σj and that nonlinear refined Hironaka schemes appear in this class of types.
10.9 An example in dimension 2p− 1 — Proof of the main
theorems III
We prove (BD)p2p−1. Let k be a field of characteristic p. With the notation as in
10.8 we similarly have only to consider non linear Hironaka schemes B over k up to
dimension 2p− 1. Mizutani proved in [Mi] that there is only one such type, namely
the following in dimension 2p− 1. It generalizes Types 3 and 5.
The minimal nonlinear type in arbitrary characteristic. p arbitrary, d =
2p− 1, e = 1. S = k[X0,0, ..., Xp−1,0, X0,1, ..., Xp−1,1], N = 〈σ〉,
σ =
p−1∑
i=0
ai1X
p
i,0 + a
i
1a2X
p
i,1,
where a1, a2 are p-independent elements of k. In P1 = Diff
≤p−1
Z (N1) we find using
the differential operators DM with M = (j, l), j + l ≤ p − 1 with respect to the
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p-independent system (a1, a2)
Dj,0(σ) =
p−1∑
i=0
(
i
j
)(
ai−j1 X
p
i,0 + a
i−j
1 a2X
p
i,1
)
= Xpj,0 + · · · , j = 0, ..., p− 1,
Dj,1(σ) =
p−1∑
i=0
(
i
j
)
ai−j1 X
p
i,1 = X
p
j,1 + · · · , j = 0, ..., p− 2.
With
τ ′ =
p−1∑
i=0
ap−1−i1 a2X
p
i,0 − ap−1−i1 Xpi,1
we are again in the class of 10.7. In fact
〈τ ′, Dj,0(σ)〉 =
p−1∑
i=0
(
i
j
)
(ap−1−j1 a2 − ap−1−j1 a2) = 0,
〈τ ′, Dj,1(σ)〉 = −
p−1∑
i=0
(
i
j
)
ap−1−j1 = a
p−1−j
1
p−1∑
i=0
(
i
j + 1
)
−
(
i+ 1
j + 1
)
=
= ap−1−j1
((
p
j + 1
)
−
(
j
j + 1
))
= 0.
The generic point x = y is the kernel of
S → k[Xp−1,1], Xi,0 7→ −ap−1−i/p1 a1/p2 Xp−1,1, Xi,1 7→ ap−1−i/p1 Xp−1,1.
Parameters of Sp are
ψi,0 = Xp−1,1Xi,0 −Xp−1,0Xi,1, i = 0, ..., p− 2.
ψi,1 = X
p−1−i
0,1 Xi,1 − ap−1−i1 Xp−ip−1,1, i = 1, ..., p− 2,
ζ1 = X
p
0,1 − ap−11 Xpp−1,1, ζ2 = Xpp−1,0 + a2Xpp−1,1.
With
Xpp−1,1σ =
p−1∑
i=0
ai1(Xp−1,1Xi,0)
p + ai1a2X
p
i,1X
p
p−1,1 =
=
p−2∑
i=0
ai1ψ
p
i,0 + (X
p
p−1,0 + a2X
p
p−1,1)
p−1∑
i=0
ai1X
p
i,1
and (using (x− y)p−1 = ∑pi=1 xi−1yp−i)
X
p(p−2)
0,1
p−1∑
i=0
ai1X
p
i,1 = X
p(p−1)
0,1 +
p−2∑
i=1
ai1X
p(i−1)
0,1 (X
p−1−i
0,1 Xi,1)
p + ap−11 X
p(p−2)
0,1 X
p
p−1,1 =
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=
p−2∑
i=1
ai1ψ
p
i,1 +
p∑
i=1
X
p(i−1)
0,1 (a
p−1
1 X
p
p−1,1)
p−i = ζp−11 +
p−2∑
i=1
ai1ψ
p
i,1
we get
Xpp−1,1σ =
p−2∑
i=0
ai1ψ
p
i,0 + ζ2X
−p(p−2)
0,1
(
ζp−11 +
p−2∑
i=1
ai1ψ
p
i,1
)
,
Inx(σ) = X
−p
p−1,1
p−2∑
i=0
ai1Y
p
i,0 + a
(1−p)(p−2)
1 X
p(1−p)
p−1,1 Z
p−1
1 Z2.
(Y, Z) are dissecting variables. The non additive term Zp−11 Z2 in Inx,Z shows that
PV,x = 0 and FV,x = V is a vector space.
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