The data in PET emission and transmission tomography and in low dose X-ray tomography, consists of counts of photons originating from random events. The need to model the data as a Poisson process poses a challenge for traditional integral geometry-based reconstruction algorithms. Although qualitative a priori information of the target may be available, it may be difficult to encode it as a regularization functional in a minimization algorithm. This is the case, for example, when the target is known to consist of well defined structures, but how many, and their location, form and size are not specified. Following the Bayesian paradigm, we model the data and the target as random variables, and we account for the qualitative nature of the a priori information by introducing a hierarchical model in which the a priori variance is unknown and therefore part of the estimation problem. We present a numerically effective algorithm for estimating both the target and its prior variance. Computed examples with simulated and real data demonstrate that the algorithm gives good quality reconstruction for both emission and transmission PET problems at very low computational cost.
I. INTRODUCTION
Positron Emission Tomography (PET) is a functional imaging modality that has increased significantly our understanding of the metabolism of various organs in a living body. In contrast to in vitro experiments with cell cultures, PET gives valuable information about the uptake of metabolites by cells in vivo and in situ, i.e., in their natural competitive environment. For example, PET imaging provided new, significant insight into the complex interplay between neurons and glial cells [15] , [21] in the context of brain energetics. Moreover, it is used routinely to the test if metastases have developed in cancer patients.
PET imaging is based on the detection of photon pairs emitted due to positron-electron annihilations resulting from the decay of the radioactive species used as a marker. Since the PET signal is generated by spontaneous radioactive decay, the data is best modeled as a counting process. Two observations are in order: the first is that the signal is, by its very nature, random; and the second is that the inverse problem of estimating the emission density distribution is so severely ill-posed that complementary information about the source is needed in order to produce a reasonable and useful solution. The Bayesian statistical framework will allow us to conveniently address these two points ( [9] , [19] ).
In the Bayesian framework, randomness is used to express the subject's degree of information, or the lack of it, about the quantities of interest, hence the notion of subjective probability. The randomness of a measured signal is often identified with observation noise, and it is encoded into the likelihood function. Since the likelihood function also contains information about how the measurement and the object of primary interest are related, it should also account for possible modeling mismatch.
While the modeling of the observation noise as a random variable is generally accepted even in non-statistical frameworks, the peculiar feature of the Bayesian approach is the modeling of the primary unknown as a random variable, even when the unknown is traditionally expected to be a well-defined physical quantity. In the Bayesian approach, as expressed by de Finetti [14] , the randomness of the unknown is not a property of the object to be recovered, but is rather an expression of the subject's lack of information about it.
It is a particularly challenging task to express prior information that is qualitative in nature in terms of probability distributions. Moreover, there is no unique way to interpret the prior information and to assign the prior probabilities. Therefore, the question weather a prior distribution is correct cannot be answered, and in fact it is meaningless.
Since the classical works on Bayesian imaging ( [4] , [5] , [17] ), Bayesian methods have been employed extensively in imaging applications. In particular, hierarchical models have turned out to be useful tools for modeling qualitative prior information, and they have been successfully employed, e.g., in recovering discontinuities in biological signals [12] , particle size distributions in aerosol physics [24] , temperature distributions in inverse heat conduction [27] , blocky images in image deblurring [10] , missing information in image inpainting [11] , as well as focal sources in EEG/MEG [23] , [6] .
In this work, we apply the Bayesian methodology to PET images with the prior information that the object is blocky. We consider both emission PET tomography, i.e., when the unknown is the distribution of the decaying marker, and transmission PET tomography, in which case the data consists of transmitted signals through an unknown absorbing density distribution. The latter problem is mathematically equivalent to the low dose X-ray tomography problem and is therefore of significant interest per se. The prior information in the former case corresponds to the assumption that the radioactive marker is absorbed by a target, for example a tumor with well defined boundaries, while in the latter case, we assume a priori a well structured object consisting, e.g., of nearly homogenous organs with well defined boundaries.
II. MODEL OF PET SIGNAL A. Mathematical models for PET image formation
The transport and uptake of a substance such as glucose in an organ can be monitored by injecting the subject with a form of glucose containing a radioactive isotope. When the isotope decays, it emits a positron, which in turn annihilates with an electron, causing a pair of photons to propagate in opposite directions. If these two photons are detected by two different detectors within a sufficiently short time window they are counted as an event along the connecting line, referred to as the Line Of Response (LOR). Assuming a sufficient number of events along a particular line, an approximation of the integral over the radioisotope distribution is obtained. Taking all such line integral approximations together yields a discrete approximation of the Radon transform of a cross section of the radioisotope distribution, which can be inverted to obtain an image (for more detail see [22] ). Obtaining images in this manner is the basic idea behind positron emission tomography (PET).
PET imaging is routinely combined with anatomical imaging, which can be done with the PET detector itself-the socalled transmission PET problem-or by a computed tomography (CT) device integrated with the PET imaging system. Since the absorption and emission models are closely related, we integrate them here and consider both in the computational framework.
We denote by Ω ⊂ R 2 the bounded domain containing the intersection of the object of interest. Let µ : Ω → R and λ : Ω → R be two non-negative functions representing the mass absorption and photon emission densities, respectively. It is common to assume that the scattering of photons is negligible in comparison to the absorbtion of photons by the material within which the radioisotopes are contained. Let L denote a line passing through the target, parameterized by length s; that is, L = {x = x(s) ∈ Ω, 0 ≤ s ≤ S}. With a slight abuse of notation, we write λ(s) = λ(x(s)) and µ(s) = µ(x(s)).
Consider first the transmission data: the attenuation of the intensity I = I(s) of the transmitted signal along the line segment ds of L is
and therefore, if I 0 is the intensity of the source along line L, the received intensity I after the source photons have traversed the mass absorption distribution is obtained from the equation
Consider next the photon emission of the target. If the emission is proportional to the amount of the radioactive marker along the line segment ds, the contribution to the measured expected intensity must be λ(s)ds. On the other hand, the absorption of radiation due to the mass absorption density is given by (1) , so the total change in the intensity is
We can solve this equation by the method of variation of constants. By writing
where J(s) is the net amount of radiation accumulated along the line segment [0, s], and substituting this expression in (3), we find that J satisfies
Therefore, by integrating from 0 to s, we find that
and so the total radiation intensity I + at s = S is
This formula gives the intensity of the attenuated emission at the end of the line L.
There is an additional complication due to the identification of the LOR of an emission event, requiring that two photons are recorded almost simultaneously in opposite ends of the line. Using the notation above, the intensity along the line L at s = 0 is
Assume now that a photon pair is created at point x = x(s) of the line L, and one of the photons is detected, say, at s = S while the other one traveling in the opposite direction is absorbed. Since the event at s = S is missing a coincidence, the direction of arrival of this observed photon is unknown and the count needs to be discarded. Therefore, an appropriate model for the expectation of the photon count is, not I + nor
where
When comparing the last expression to (2), we notice that while the transmission problem leads to the classical Radon transform, the emission PET problem is a modified Radon transform problem where, instead of the line integrals of λ, we know the weighted line integrals (6) .
B. Discretization
In practical computations, we consider a two dimensional discrete model. The image area is modeled by the unit square, Ω = [0, 1] × [0, 1], which we partition into an n × n uniform grid. The mass absorption density µ and the photon emission density λ are approximated by piecewise constant functions, both vanishing outside the object of interest contained in Ω. The rays passing through Ω are marked with the same index j, 1 ≤ j ≤ M , and denoted by L j . The integral of µ along the line L j is approximated by
where N = n 2 , µ k is the value of µ in the kth pixel and a jk is the length of the intersection of the line L j with the kth pixel, with the understanding that the length is zero if no intersection occurs. This approximation gives rise to a sparse tomography matrix A trans = a jk ∈ R M ×N .
In the transmission PET problem, the transmission intensity I trans j along the line L j is measured directly, so that the model of interest is, from (2),
which in the discrete setting becomes
Here I trans ∈ R M is the vector containing the measured intensities, while I 0 ∈ R M is the vector of source intensities. The source intensities are experimentally determined by a scan without the object, and is referred to in the literature as the blank scan.
To discretize the emission model, we use the same discretization for Ω, denote by λ k the value of the emission density λ in kth pixel, and approximate the integral (6) along the j th line as
where c jk = a jk g k , with g k denoting the value of the function g in kth pixel. This leads to a discrete model
where A emiss = c jk ∈ R M ×N is a sparse emission matrix with the same sparsity structure as the matrix A trans .
C. Data-noise model
The deterministic models for the transmission and emission data are inadequate because the measured signal is noisy: the measurements are inaccurate, and the signal is itself the result of random scattering and emission of the photons.
In the discussion to ensue, we adopt the following notational conventions: random variables are denoted by uppercase letters while their realizations are denoted by lowercase letters. A normal distribution with mean x 0 and covariance matrix Γ is denoted by N (x 0 , Γ); a Poisson random variable with Poisson parameter (mean and variance) λ is denoted by Poisson(λ); and "∼" expresses the distribution of a random variable, e.g., X ∼ N (x 0 , Γ). The symbol "∝" is used to mean "proportional up to an unimportant multiplicative factor", and for "equal up to an additive unimportant constant".
For the sake of uniformity, we denote by y ∈ R M the observed intensities I emiss in the emission model and I trans in the transmission model. Similarly, x ∈ R N stands for the unknown density λ in the emission tomography problem and µ in the transmission problem. The matrices A emiss and A trans are denoted simply by A.
The data is typically modeled by a Poisson process in both the transmission and the emission PET problem. . In the emission case [22] , the standard statistical model corresponding to the discretized deterministic model (10) is given by
where β i corresponds to detected photons arising from physical processes other than those modeled by (9) . Typically, these include random counts as well as counts due to scattering; recall that this was assumed not to occur in our derivation of (9). Given (11) , the probability density function of the observable B conditioned on x is given by
We note that since Poisson random variables take on only discrete values, π(b | x) should, in theory, be positive only for b ∈ Z N + . However for the ease of both analysis and computation, we will treat it as a probability density defined on R N + ∪ {0}. In the transmission PET case [28] , the data-noise model has the form
where β i is as in (11) . In this case, the probability density function of B conditioned on x is of the form
III. HIERARCHICAL REGULARIZATION The Bayesian approach that we take in this paper is motivated from Bayes' Law, which provides an expression for the posterior probability of the random variable X conditioned on the observation b:
Here π * is given either by (12) or (14) . In our approach, which follows [10] , we add another level, assuming that π prior , and hence π(x | b), depends upon a hyperparameter θ which is assumed to arise from a random variable Θ with probability density π hyper (θ). When this is the case (15) becomes of the form
Our goal is then to maximize the posterior density π(x, θ | b) with respect to x and θ subject to the constraint that x ≥ 0. To do this, however, we must first define the probability densities π hyper and π prior .
A. The definition of the prior
To define π prior (x | θ) we make the assumption that
where the θ i 's are positive for i = 1, . . . , N ; and L 1 X and L 2 X are assumed to be independent random vectors, with L 1 and L 2 discretized first order partial derivatives with zero boundary condition along the vertical and horizontal axes, respectively, defined on the n × n square computational grid. Our prior can then be written in the form
It should be pointed out that the proportionality constant in (17) cannot be ignored because it depends upon the θ j 's; its computation in two-dimensions is a computationally challenging problem. This motivates the following change of variables:
and replace (16) by
. (20) Note that in this case, from (18),
To complete the construction of the prior, we need to choose a hyperprior π hyper (θ) conveying our belief about the θ j 's, which can be summarized as follows.
• The jumps in the true image should be sudden, suggesting that the θ j 's should be mutually independent. • There is no obvious preference for the location of the jumps, therefore the θ j 's should be identically distributed. • Relatively few θ j 's will be significantly large-indeed, most should be small-suggesting a hyperprior that allows rare outliers.
Given this, a natural candidate is the gamma distribution, defined as follows: if θ j ∼ Gamma(α, θ 0 ),
Another candidate that will be discussed below is the inverse gamma distribution: if θ j ∼ invGamma(α, θ 0 ),
Both of these distributions are known to favor rare outliers, which in the current model corresponds to favoring few but pronounced jumps in the reconstructed image.
B. Definition of the likelihood
Next, we must rewrite the likelihood function in terms of the new variables. Note that if
and we compute the QR-decomposition of M,
The equation on the left expresses the image X in terms of the increments, while that on the right is a compatibility condition (see [10] ) stating that if the increment vectors V and H come from an image, the circulation around a vertex where four pixels meet has to vanish [8] . The likelihood can then be written
where the Dirac delta δ ensures that the support of the density is in the subspace perpendicular to the range of Q 2 ; and π * is given either by (12) or (14) . Note that, philosophically, the delta term constitutes a part of the prior because it is independent of the observation b.
IV. ITERATIVE MAP COMPUTATION The MAP estimator is the minimizer, with respect to (h, v, θ), of the negative-log of the posterior density
Although gradient-based algorithms could be used to solve this problem, we propose a simple cyclic iterative algorithm that has been found to be quite effective [10] . The outline of the algorithm is as follows:
Step 0. Initialize θ = θ 0 , k = 1.
Step 1. Update the estimate of the increments:
Step 2. Update the estimate of the θ vector:
Step 3. Increase k by one and return to Step 2. Repeat until convergence.
A. Step 1 of iterative MAP algorithm, increment ((v, h)) update
It can be shown that solving problem (24) is equivalent to first solving
In the emission PET case (π * = π emis ), we have
whereas in the transmission PET case (π * = π trans ), we have
1) Existence and uniqueness of solutions for (26) : The computational method that we will used for solving (26) requires the gradient and Hessian of the cost function T in (26) . The gradient and Hessian of the regularization function are given by C k x and C k , respectively. The gradient and Hessian of the negative-log likelihood functions are more involved. In particular, we have, in the emission PET case,
where all vector multiplication and division are intended component-wise, and in the transmission PET case,
where " " denotes Hadamard (component-wise) multiplication. We note that both (30) and (32) are positive semi-definite for all x ≥ 0. Moreover, since L 1 and L 2 are invertible and D θ k is positive definite for all k, the regularization matrix C k is positive definite for all k. This implies that ∇ 2 T (x), where T is defined in (26) , is positive definite for all x ≥ 0, hence T is strictly convex. Moreover, it can be shown that emis (b | x) and trans (b | x) are bounded below. Therefore, since C θ k is positive definite, T is a coercive function (c.f. [2] ) and T has a unique minimizer over C. In the next section, we outline a numerical method for computing this solution.
2) A nonnegatively constrained, convex programming method: We now present the computational method used for solving (26) . It was originally introduce in [3] in the context of standard Tikhonov regularization for negative-log Poisson likelihood estimation. More recently, in [2] , the method was shown to be convergent for a class of problems that includesgiven our discussion in the previous section-problem (26) .
Here we give a brief description of the method, and refer the interested reader to [2] , [3] for more detail. An outline for the method, which we refer to as gradient projection-reduced Newton, follows:
GPRN Algorithm:
Step 0. Set k = 0 and choose an initial guess x 0 ≥ 0.
Step 1. Compute gradient projection iterations until certain stopping criteria are satisfied. Output the updated x k ≥ 0.
Step 2. Compute a quadratic Taylor series approximation of T based at x k restricted to indices r such that x k r > 0. Use conjugate gradient iterations to compute an approximate minimizer of this function until certain stopping criteria are met. Use the most recent CG iterate as a search direction in a projected backtracking line search. Output x k+1 .
Step 3. Set k = k + 1 and return to Step 1.
The gradient projection iteration [20] used in Step 1 of GPRN is computed as follows: given x j ≥ 0, we compute x j+1 via
(33) λ j = arg min λ>0 T (P(x j + λp j )), (34)
Here P(x) = max{x, 0} with the maximum computed component-wise. In practice, subproblem (34) is solved inexactly using a projected backtracking line search algorithm; see [2] for details. The gradient projection iterations are welldefined and convergent for problems of the form (26) [20, Section 5.4] . The stopping rules for the gradient projection iterations in our computed examples within Step 1 of GPRN are as in [2] , [3] . The quadratic Taylor series approximation of T used in Step 2, of the outer iteration k, of GPRN, is the form
After an approximate minimizer p k of q k has been computed using the CG method, following [2] , [3] , a line search is performed in order to guarantee that J(x k+1 ) < J(x k ). Before continuing, we note that GPRN has been shown to be very computationally efficient for regularized negativelog Poisson likelihood minimization problems. Extensive com-parisons between it and other state of the art nonnegatively constrained minimization algorithms can be found in [3] , where it is shown to be the most efficient of the algorithms considered.
B. Step 2 of iterative MAP algorithm, variance (θ) update
The updated θ j , computed using the quadratic formula, is
In this section, we apply our methodology to two PET examples. The first example is synthetic and will use the emission PET model (11) and negative-log likelihood function (27) . In the second example, we use the transmission PET model (13) , negative-log likelihood function (28) , and real data made available by Jeffrey Fessler [13] .
A. Synthetically generated data: emission PET
We begin with the synthetically generated, emission PET problem. To avoid using the same forward model to generate the data that is used in the inverse solver, we produce the synthetic data by a Monte Carlo simulation. This simulation can also be used to validate the continuous model (6) and its disceretized version.
We generate a test phantom of size 128 × 128. In Figure 1 , the absorption density µ and the emission density λ are plotted. To generate the photon counting data, we proceed as follows:
Step 1. Draw the emission point P ∼ Uniform(D), where D is the activity region in Ω.
Step 2. Draw a random angle Θ ∼ Uniform([0, 2π]) defining the direction e of the photon propagation.
Step 3. Draw the photon free paths + and − in the directions e and − e, respectively.
Step 4. If the free paths are large enough for both photons to escape Ω, register a count, otherwise no count is registered. Above, only Step 3 defining the free paths follows the ideas in [26] , [18] : If p is the realization of the random variable P of Step 1 above, we denote If N photons are emitted at p into the direction e, the photon count at p + s * e should be the integer part of N a(s * ), leading to the conclusion that the probability that a photon's free path is at least s * must be a(s * ), P s ≥ s * = a(s * ).
In particular, this implies that P s ≤ s * = 1 − a(s * ).
Denoting by p(s) the probability density of the free path and by Φ(s) the corresponding cumulative distribution, we find that
Hence, the drawing from the density p, following the inverse cumulative distribution rule ( [9] ), can be done as follows:
To solve for the free path s, we need to consider the equation which can be can solved numerically for s. In the present application, however, we do not need to solve the free path of the photons; it is sufficient to check if the free path is large enough to reach the receiver. Denoting by S the maximum value of the line length parameter, the condition for the photon to arrive at the receiver is
otherwise the photon is absorbed. To guarantee the coincidence necessary for the LOR identification, the same check has then to be done with the photon traveling in the opposite direction, leading to rejection of both photons if any one of them fails to reach the receiver.
In practice, we draw the emission point by randomly picking a pixel from the activity area D, and the integrals are approximated in the same fashion as in the emission and transmission matrices. In Figure 1 we have plotted the emission sinogram obtained by simulating 100 000 positron emissions from the active region D indicated by dots in Figure 1 with the absorption density shown in the same figure.
In our simulation, about 10% of emitted positrons do not result in a coincidence. To solve the inverse problem, we calculate the matrix A emiss in the 128 × 128 = 16 384 grid, assuming that the absorption density µ is known. The number of projection angles is 192 and the number of parallel rays per illumination direction is 160, leading to M = 30 720 data components. The size of the data is the same as the size of the transmission data made available in [13] . The hyperprior model for the variance Θ in this example is the inverse gamma distribution. Figure 2 shows the MAP reconstruction obtained with the optimization algorithm with four outer iterations, i.e., alternating updates of the image and the variance vector. The computation time per outer iteration on a dual processor PC (2.5 GHz, 4GB) implemented with Matlab varies between 2 and 7 seconds. 
B. Real data: transmission PET
We end with an example computed using real transmission PET data [13] . Thus we assume that the data arises from the statistical model (13) with A = A trans . Again, we assume a 128 × 128 uniform computational grid, and 160 sensors and 192 angles defining the PET machine. Since we had no information about the β i 's, we assumed that they were zero. Finally, the blank scan b 0 , which is computed off line, is shown in Figure 3 with the corresponding blurred, noisy sinogram. We reconstruct the image using 7 iterations of the iterative MAP estimation algorithm outlined in Section IV. In this computed example we used the gamma hyperprior for the variance Θ. The reconstructed image and corresponding variance array θ are plotted in Figure 4 . The computation time per outer iteration in this example varies between 9 and 30 seconds.
VI. DISCUSSION AND CONCLUSIONS
The article proposes an efficient computational method for estimating absorption and emission densities of an unknown body from weak transmission signals consisting of random photon counts. The prior information that the object consists of blocky structures is implemented as a hierarchical conditionally Gaussian prior model. The conditional normality of the prior is an attractive way of including the prior information as it makes possible the design of an iterative algorithm with a relatively simple objective function. Unlike the popular total variation (TV) algorithms see, e.g., [1] , [25] , the objective function does not require additional regularization to compensate for the non-differentiability. Moreover, the TV-based methods are more computationally demanding. The connection between the TV method and the hyperprior approach has been discussed in [10] .
In the present work, the Bayesian framework is used to design an iterative algorithm for computing an approximation of the maximum a posteriori estimate. As the solution of the inverse problem in the Bayesian framework is not only a single estimate but rather the whole posterior probability distribution, the present work does not exploit the full potential of the approach. Important additional information, such as credibility bounds for the object boundaries can also be addressed in this context, using Markov Chain Monte Carlo (MCMC) methods [10] . The design of an efficient variant of MCMC sampling methods for PET problems and of visually suggestive ways to display the results will be the topic of future research.
