Abstract-Video compression standards are implemented in wireless data transmission technologies to provide multimedia services efficiently. These compression standards generally utilize the Discrete Cosine Transform (DCT) in conjunction with variable length codes (VLC) in order to achieve the required high compression ratios. While providing the necessary high data rates, this technique has the disadvantage of making the system more susceptible to transmission errors. The standard decoders do not manage to detect a large number of corrupted macroblocks, 40.54% not detected for H.263+, contributing to a significant reduction in the end-to-end video quality as perceived by the enduser. This paper presents three dissimilarity metrics which contain both color and texture information and that can be extracted directly from the compressed DCT coefficients. These metrics can be used to enhance the error-detection capabilities of standard DCT based codecs. Simulation results show that the proposed algorithm increases the error detection rate by 54.06% with a gain in peak signal-to-noise ratio (PSNR) of 3.21 dB. This improvement in performance is superior to other solutions found in literature.
I. INTRODUCTION
Nowadays, a huge number of multimedia services are available; these include videoconferencing, videophones, digital TV broadcasting, and image databases, to mention a few. Such services usually adopt video compression standards [1] - [5] in order to reduce the transmission bitrate and storage space requirements. Most of these image and video compression standards employ the Discrete Cosine Transform (DCT) to remove the spatial redundancies present in each block. The resulting DCT coefficients are quantized and entropy encoded in order to achieve high compression ratios.
The resulting compressed video sequence is more susceptible to transmission errors, since a transmission error in a codeword will not only effect this codeword, but may also effect subsequent codewords, resulting in major distortions in the reconstructed sequence [6] . In order to reduce the synchronization problem, these codecs usually adopt a fixed-length synchronization marker in every group of block (GOB) and Picture header. Although these synchronization markers limit the propagation of errors to the following GOBs, the synchronization problem will still effect a number of macroblocks (MBs) embedded within the corrupted GOB.
A number of error concealment algorithms [7] - [9] were presented in the past to provide high quality video even in the presence of transmission errors. However, error concealment algorithms require that the corrupted macroblocks are accurately detected and localized to operate appropriately. The standard decoders usually adopt syntax and semantic violations in order to detect transmission errors in the sequence. This approach does not manage to accurately localize the corrupted macroblocks. Taking as an example the case of the H.263+ codec, 40% ~ 60% of the corrupted macroblocks are not accurately detected [10] .
Another bit-level error detection approach was suggested in [11] , in which reversible VLC (RVLC) was used. The RVLC algorithm allows the compressed stream to be decoded in both forward and backward directions. Although this approach manages to improve the error detection capabilities of the decoder, it is still based on syntax and semantic violations and therefore not all corrupted macroblocks are detected. Moreover, some errors have no impact on the quality of the video, and it would be a waste of resources to try to correct them [12] . For this reason, error detection at picture level was considered in this work.
A number of pixel-level error detection algorithms are present in literature [6] , [12] - [17] . However, these algorithms only manage to detect 20% -40% of the corrupted macroblocks. Moreover, these algorithms provide a number of false detections which will reduce the quality of the reconstructed video sequence even when transmitted over an error-free channel. Additionally, most of these pixellevel features require that the whole frame is decoded which results in the introduction of an additional delay in the system. An iterative error detection and concealment approach was presented in [12] , where a combination of dissimilarity metrics were adopted by the authors, each of which requires the whole frame to be decoded. Although this algorithm achieves a significant gain in peak signal-tonoise ratio (PSNR) of 4 -6 dB, this is achieved at the expense of a significant increase in computational time required by the decoder.
In order to reduce the computational complexity, the authors in [18] applied error detection in the DCT transform domain. However, the algorithm presented was tested on just one video sequence and therefore the algorithm may be sequence dependent. This paper presents three dissimilarity metrics which can be employed to enhance the error detection capabilities of standard DCT based codecs. These metrics exploit both the color and the textural consistency in both the spatial and the temporal domains. This novel approach extracts the metrics directly from the DCT transformed domain, thus presenting a significant reduction in computational complexity. In addition, the proposed features can be extracted at decode time, and thus, in contrast to the other algorithms present in the literature, no additional delay is introduced in the system. This paper is organized as follows. An overview of the DCT is provided in Section II followed by a discussion on the visual impairments caused by transmission errors in Section III. Section IV describes in some detail the DCT based dissimilarity metrics followed by the presentation and interpretation of the achieved simulation results in Section V. Finally comments and conclusion are provided in Section VI.
II. DISCRETE COSINE TRANSFORM
Block transform coding is widely adopted in image and video compression systems. The DCT successively operates on 8 x 8 image blocks, and is used in the JPEG [1] , H.261 [2] , H.263+ [3] , MPEG-1 [4] , and MPEG-2 [5] standards. The DCT makes use of the high degree of correlation between adjacent image pixels to provide energy compaction in the transformed domain. This results in a lossless representation of the original signal that is more suitable for quantization.
The DCT is defined on and N x N array of pixels [19] :
where i and j are the horizontal and vertical indices of the N x N spatial array, and u and v are the horizontal and vertical indices of the N x N DCT coefficient array. The distributions of the coefficients in the transformed block contain few large coefficients positioned in the upper-left hand corner of the transformed block and small coefficients elsewhere. Thus, the DCT transform considerably reduces the spatial redundancy of the block [19] .
Each DCT coefficient is a linear combination of all pixel values within the block. From (1) it can be concluded that the DC coefficient of a block (u = 0, v = 0) represents the average pixel intensity of the block. The other AC coefficients reflect variation in pixel intensity in a certain direction at a certain rate [20] . For example, the upper horizontal coefficients and the left vertical coefficients in DCT transform domain represent some vertical and horizontal edge information, respectively [20 -21] .
III. DISTORTION CAUSED BY TRANSMISSION ERRORS As discussed in the previous sections, most of the image and video coding standards employ VLC codes. However, when VLC codes are transmitted over an errorprone channel, a single corrupted bit will desynchronize the bitstream until the next synchronization marker. The corrupted bitstream can still form valid entries in the VLC table, and therefore the decoder may not detect nor localize the errors [15] . In [10] it was found that for the H.263+ codec, around 40.54% of the corrupted macroblocks are not detected by the syntax and semantic violation test. In these cases, the decoder will continue decoding the unsynchronized sequence until a syntax violation, a semantic violation or a synchronization marker is encountered. Fig. 1 shows the resulting quality of a video sequence when the corrupted macroblocks are not precisely detected and concealed. These visual impairments generally provide macroblocks whose color and texture does not fit in either the spatial or temporal domains. The proposed dissimilarity metrics exploit this property, and are used to accurately detect and localize the corrupted macroblocks that provide considerable visual impairments. The macroblocks which are detected as corrupted by these dissimilarity metrics are concealed. As will be confirmed through simulation results, this method achieves a significant improvement in the overall quality of the decoded video sequence.
IV. DISSIMILARITY METRICS
The corrupted macroblocks can be detected using the DCT coefficients, since these contain both color and textural information [20 -21] . Fig. 2 illustrates the features that can be used to enhance the error detection capabilities of DCT based codecs. Each feature contains information about the color, together with (1) vertical, (2) diagonal and (3) horizontal edge information. These features are computed by summing the coefficients along the respective direction and are given by equations (3) - (5) 
where p is the DCT coefficient and N is the block size. 
A. Spatial Dissimilarity Metric
The spatial dissimilarity metric is based on the fact that there is a correlation between the DCT coefficients of the current block being decoded, and the DCT coefficients of the neighboring blocks in space. Therefore, the DCT coefficients of the current macroblock can be approximated from the surrounding blocks. If the color and textural information of the predicted DCT block is significantly different from the color and texture of the current block, then the block is probably corrupted.
DCT block prediction is performed using data from the same luminance or chrominance components (Y, C B , or C R ). As illustrated in Fig. 3 , the DCT block prediction algorithm adopts both the block above and the block to the left of the current macroblock being tested, similar to the one adopted in [3] and [22] . Since these macroblocks are already available, this method can be applied at decode time. The DC coefficient is derived using the average DC value from the above and left macroblock. The vertical AC coefficients are derived from the first row of the above macroblock while the horizontal AC coefficients are derived from the first column of the block to the left. The DCT block prediction algorithm derives only the results of the first row and column of each block. Therefore, only the F 1 and F 3 features can be extracted from the predicted DCT block. For each color component, the features F 1p and F 3p are extracted from the predicted macroblock, while F 1t and F 3t are extracted from the current macroblock under test. The dissimilarity metrics d 1 and d 2 can then be computed using equation (6) 
Finally, the spatial dissimilarity metric d spatial is computed by averaging the two dissimilarity metrics d 1 and d 2 . This dissimilarity metric will provide large values for corrupted macroblocks and small values for uncorrupted macroblocks, thus, by applying an appropriate threshold, errors can be easily detected.
B. Temporal Dissimilarity Metric
The temporal dissimilarity metric is based on the fact that the difference between the color and textural information of the current block and the corresponding block in the previous frame is usually small when the block is not corrupted. On the other hand, this difference would be significantly large when the block is corrupted.
For each color component, the features F 1t-1 , F 2t-1 and F 3t-1 are extracted from the previous macroblock. Similarly, features F 1t , F 2t and F 3t are extracted from the current macroblock. The dissimilarity metrics d 1 , d 2 and d 3 are then computed using (6) . The temporal dissimilarity metric d temporal is derived from the average of the dissimilarity metrics d 1 , d 2 and d 3 .
C. Spatio-Temporal Dissimilarity Metric
The combined effect of the spatial and temporal dissimilarity metric is termed as being the spatio-temporal dissimilarity metric and is derived formally as:
V. SIMULATION RESULTS The aim of the dissimilarity metrics described in the previous section is to provide small metrics for uncorrupted macroblocks and large metrics for corrupted macroblocks. However, the metrics of corrupted and uncorrupted macroblock classes usually overlap and therefore a macroblock cannot be easily classified as being corrupted or not. Another important factor is that the false detection rate should be kept at a minimum, since false detection will conceal a number of uncorrupted macroblocks thus reducing the quality of the video sequence even if no errors are present in the channel.
The performance of the proposed dissimilarity metrics was evaluated from the probability of successfully detecting corrupted macroblocks given a 0% false detection rate, p (bad, no false detection), as shown in Fig. 4 . Large values of p (bad, no false detection) mean that the dissimilarity metric provides better separation between the classes, and therefore is more robust. Five video sequences were considered in this simulation, including videoconferencing like sequences "Erik", "Silent" and "Akiyo", the sports sequence "Football", which contains fast moving objects, and "News" which contains an abrupt shot. The video sequences under test were stored at CIF resolution and were compressed by an H.263+ Encoder. The resulting compressed bitstream was then corrupted with a BER of 1.3E-3. If a syntax or semantic violation is detected by the standard decoder, all the following macroblocks, until the next synchronization marker, are concealed. Otherwise, the spatial, temporal and spatiotemporal dissimilarity metrics discussed in the previous section are computed. If the dissimilarity metric is larger than a global threshold, it conceals this macroblock and the following macroblocks, until the next synchronization marker. Table I summarizes the performance of the error detection algorithms using different dissimilarity metrics. These results show that the spatial dissimilarity metric achieves an average separation of about 41.81% and is the most stable metric of the three. It can also be observed that the performance of the temporal dissimilarity metric performs well for videoconferencing applications, with an average separation of 66.12%. However, this metric suffers in the presence of shots and fast moving objects present in the sequence. The spatio-temporal dissimilarity metric provides a compromise between the two algorithms. The global thresholds (T), required by the decoder to decide whether a specific macroblock is corrupted or not, were derived heuristically in order to maximize the error rate while minimizing the false detection rate. The error concealment adopted by the system replaces each macroblock with the motion compensated macroblock from the previous frame whose motion vector was computed from the median of the motion vectors of the neighboring macroblocks. Table II summarizes the performance of the spatial, temporal and spatio-temporal dissimilarity metrics in terms of P(ED) (overall error detection rate), P(FD) slow (false detection rate for sequences containing neither shots nor fast moving objects in the sequence) and P(FD) all (overall false detection rate). In order to derive more accurately the false detection rate, a larger collection of video sequences consisting of a total of 2000 frames encoded in CIF resolution was considered. From these results it can be concluded that the spatial dissimilarity metric is the most stable dissimilarity metric with an overall error detection rate of 27.80% and an overall false detection rate of 0.00%. However, the spatio-temporal dissimilarity metric performs well with video sequences which do not contain shots or fast moving objects in the sequence. This can also be seen in Table III , where the spatio-temporal dissimilarity metric has obtained the best quality video sequence, with an overall gain in PSNR of 3.21 dB. The gain in subjective quality of the video sequence is illustrated in Fig. 5 . VI. COMMENTS AND CONCLUSION This paper has presented three novel dissimilarity metrics that can be used to enhance the error detection capabilities of standard DCT-based video codecs. The proposed metrics exploit both the color and textural information contained within the DCT coefficients. These features can be extracted in the compressed domain, thus significantly reducing the computational time required by the algorithm to detect and conceal errors.
These metrics were tested on a wide range of video sequences including videoconferencing like sequences and sports sequences. From these tests it was found that the temporal dissimilarity metric performs well when dealing with videoconferencing like sequences but it suffers in the presence of abrupt shots or moving objects present in the sequence, since these generally generate false detections. The spatio-temporal dissimilarity metric achieves the best results with an overall gain in PSNR of 3.21 dB, which is comparable to the pixel domain dissimilarity metrics solution presented in [23] , and superior to other solutions found in literature.
