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We show that the Mellin transform on any binary field can be extended to
a bounded linear isometry on L2. We also obtain an explicit formula for the
corresponding inverse Mellin transform and prove that inversion holds when the
Mellin transform is integrable. Ó 2000 Academic Press
1. INTRODUCTION
According to a well-known structure theorem (see Taibleson [9, p. 5]), every locally
compact nondiscrete topologically complete field F is one of two types: a connected field
(in which case F is either the real field R or the complex field C) or a totally disconnected
field (a local field). The local case further bifurcates into the characteristic zero subcase
(one of the p-adic fields or their extensions) and the characteristic p case (one of the
p-series fields or their extensions).
In the literature, the characteristic 2 2-series field is frequently referred to as the dyadic
field, a designation which does not sufficiently differentiate it from its characteristic zero
cousin, the 2-adic field. To avoid confusion, we shall call the 2-series field the logical field,
because its arithmetic structure is closely connected to the logical EOR operation, and we
shall call the 2-adic field the arithmetic field, because its arithmetic structure is closely
connected with that of the real line (see (1) and (2) below). To refer to both these local
fields at the same time, we shall use the term binary fields.
In this paper we shall examine the Mellin transform on binary fields. We prove a
structure theorem for the 2-adic case which leads to an explicit description of Mellin
transforms in both the 2-series and the 2-adic cases. We use this description to verify
convergence and inversion and to develop an L2 theory for both Mellin transforms.
Harmonic analysis on local fields, which traces its roots to the paper by Sally and
Taibleson [5], is characterized by its elegance and its surprising analogy with harmonic
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analysis on Euclidean spaces. Indeed, many of the central ideas from the study of Fourier
transforms on the real line (e.g., boundary values of Hardy functions, Littlewood–Paley
theory, singular integrals, and conjugate functions) can, with enough ingenuity, be brought
over to the local field setting. (The book by Taibleson [9] will give the reader a broad
sample of such results.)
At the same time, a different research program on a particular local field, the 2-series
field, has been carried out by another group for several decades. This line of investigation,
which traces its roots back to the fundamental work of Fine [2], is characterized by the
fact that it is much more classical in focus and much more explicit in detail. (The book by
Schipp et al. [6] will give the reader a broad sample of these results.)
In comparison to this approach, the classical knowledge about the 2-adic field is still
somewhat sparse. (Weil [10] gave a detailed exposition of the structure of local fields,
Gelfand and Graev [3] gave a thorough account of the multiplicative structure of local
fields, and Phillips [4] has developed the additive structure of p-adic fields in an elementary
and concrete way.) It is ironic, then, that investigation of the Mellin transform on the
2-series field led to examining characters of the lesser known 2-adic case.
2. NOTATION AND FOLKLORE
In this section we introduce enough notation and background to describe our results.
Details can be found in [9, 3, 10].
Let Z := {0,±1,±2, . . .} denote the set of integers, N := {0,1,2, . . .} denote the set of
natural numbers, and P := {1,2, . . .} denote the set of positive integers. Set A := {0,1}, and
observe that A is a field under modulo 2 addition and usual real number multiplication.
Let B be the collection of bytes (or left terminated binary sequences), i.e., the set of
doubly infinite sequences a = (a(j), j ∈ Z) which satisfy a(j) ∈A and limj→−∞ a(j) = 0.
(The numbers a(j) are called the additive digits of a ∈ B.) The zero element of B is the
element 0 whose additive digits are all identically zero. The fundamental sequence in B
is the sequence (en, n ∈ Z) whose additive digits are defined by e(j)n := δnj for n, j ∈ Z,
where δnj represents the Kronecker delta. We shall frequently denote the byte e0 by e.
Notice that for every nonzero byte a there is a number pi(a) :=N ∈N, called the order
of the byte a, such that a(N) = 1 and a(j) = 0 for all j < N . (The order of 0 will be defined
to be +∞.) This number can used to introduce two field structures on B and to define a
norm on B.
Both field structures are generated by identifying a byte (a(k), k ∈ Z) in B with a Laurent
series
∞∑
k=pi(a)
a(k)2k.
The 2-adic (or arithmetic) field (B, •+,•) is obtained by formally adding and multiplying
these Laurent series, carrying from left to right. The 2-series (or logical) field (B, ◦+,◦) is
obtained by the same process, except this time the coefficients are considered as elements
of A. Of course, the set B∗ := B \ {0} forms a group with respect to both • and ◦.
The norm of a byte a ∈ B is defined by
‖a‖ := 2−pi(a).
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By definition, then, a sequence of bytes (bk, k ∈ N) converges to some b ∈ B if and only
if given  > 0 there is an N ∈N such that the additive digits of bk and b satisfy b(j)k = b(j)
for all k > N and j < N . In particular, bk → b implies b(j)k → b(j) as k→∞ for each
j ∈ Z.
Since ‖a •+b‖ ≤ max{‖a‖,‖b‖}, with equality if and only if ‖a‖ 6= ‖b‖, this norm is
non-Archimedean. In fact, it is well known that both (B,
•+,•) and (B, ◦+,◦) are complete,
normed, separable, locally compact, commutative non-Archimedean fields.
For theory as well as applications, we need an explicit description of the field operations
on B. To this end, let a, b ∈ B. Since 2-adic addition was defined carrying left to right, the
2-adic (or arithmetic) sum of a and b is given by
a
•+b := (rn, n ∈ Z),
where the rn’s are defined recursively using as follows: qn = rn = 0 for n < m :=
min{pi(a),pi(b)}, and
a(n) + b(n) + qn−1 = 2qn + rn for n≥m. (1)
(Notice that since both qn and rn take on only the values 0 or 1, (1) uniquely determines
the coefficients qn and rn.) Similarly, the 2-series (or logical) sum of a and b is given by
a
◦+b := (rn, n ∈ Z),
where the rn’s are defined by rn = |a(n)− b(n)|.
We can describe both multiplications simultaneously. If either a or b is zero, then
a • b = a ◦ b = 0. Otherwise, fix a parameter τ ∈ A and define sequences qτn ∈ N and
rτn ∈A (for n ∈ Z, τ ∈A) recursively by qτn = rτn = 0, when n <m := pi(a)+ pi(b), and
∞∑
j=−∞
a(j)b(n−j) + τqτn−1 = 2qτn + rτn , (2)
when n≥m, τ ∈A. Then it is easy to check that the formal products introduced above are
given by
a ◦ b := (r0n, n ∈ Z) and a • b= (r1n, n ∈ Z).
It follows that multiplication by en shifts bytes:
en ◦ a = en • a = (a(k−n), k ∈ Z) (a ∈ B, n ∈ Z). (3)
In particular, e0 ◦ a = a and e0 • a = a for a ∈ B; i.e., e := e0 is the multiplicative identity
for both binary fields. We also notice that since en ◦ em = en • em = en+m for all n,m ∈ Z,
the fundamental sequence (en, n ∈ Z) is a group with respect to both multiplications and
the map n→ en is a group isomorphism from (N,+), the usual addition of integers, into
both (B,•) and (B,◦).
Notice that subtraction in both fields can easily be described: the negative of an element
a in the logical field is a itself, whereas the negative of an element a in the arithmetic
MELLIN TRANSFORMS ON BINARY FIELDS 57
field is the reflection of a, i.e., the element a− defined by (a−)(j) = a(j) for j ≤ pi(a) and
(a−)(j) = 1− a(j) for j > pi(a). In particular, the induced metrics on B are given by
ρ(a, b) := ‖a •+b−‖ and ρ(a, b) := ‖a ◦+b‖.
B contains two countable dense subsets which play the role of rational numbers:
B+ := {a ∈ B : lim
j→∞a
(j) = 0} and B− := {a ∈ B : lim
j→∞a
(j) = 1}.
Notice that reflection x→ x− is a 1–1 map from B onto itself which takes B+ \ {0} onto
B− and satisfies ‖x−‖ = ‖x‖ and (x−)− = x for all x ∈ B.
Since each binary field operation can be described explicitly by recursive formulas
involving the additive digits only, these operations can easily be programmed on a
computer. The logical structure is especially transparent. Logical addition
◦+ can be
realized on a computer as a logical operation, the so-called EOR operation. And logical
multiplication ◦ is nothing more than convolution over the finite field A, i.e.,
(a ◦ b)(n) =
∞∑
j=−∞
a(j)b(n−j) (mod 2) (n ∈ Z).
One feature which distinguishes B from R is that B is totally disconnected; specifically,
B contains special sets, called intervals, which are both open and closed in B and form a
base for its metric topology. By an interval in B of rank n ∈ Z and center a ∈ B we mean
a set of the form
In(a) := {x ∈ B :x(j) = a(j) for j < n}.
The special intervals In := In(0), n ∈ Z, form a neighborhood base at 0 ∈ B since
In = {x ∈ B :‖x‖ ≤ 2−n} (n ∈N). (4)
These intervals interact with the algebra of B in a predictable way. First,
In(a)= a
•+ In (a ∈ B, n ∈ Z)
In(a
•+b)= In(a)
•+ In(b) (a, b ∈ B, n ∈ Z)
I−n (a) := {x− :x ∈ In(a)} = In(a−) (a ∈ B, n > pi(a)).
(5)
Next, x ∈ I2n(a) and y ∈ I2n(b) imply x ◦y ∈ In(a ◦b) and x •y ∈ In(a •b). Finally, since
dilation by a maps In onto In+pi(a), the image of every interval under a dilation is again an
interval. In fact, if J = In(b) then{
a • J := {a • x : x ∈ J } = In+pi(a)(a • b),
a ◦ J := {a ◦ x : x ∈ J } = In+pi(a)(a ◦ b). (6)
Let E be a Borel subset of B. The Haar measure µ on B is the Carathéodory extension
of the function
µ(In(a))= µ(In(a) \ B−)= 2−n, (7)
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defined for each n ∈ Z and a ∈ B+. Notice that, by (5), the measure µ is translation and
reflection invariant, namely,
µ(E)= µ(E •+a)= µ(E ◦+a) and µ(E−)= µ(E)
for all a ∈ B. Also notice by (6) that for each a ∈ B∗ := B \ {0}, both a •E and a ◦E are
Borel sets and
µ(a •E)= µ(a ◦E)= ‖a‖µ(E). (8)
In particular, the Haar measure on the multiplicative groups (B∗,•) and (B∗,◦) is given by
µ∗(E) :=
∫
B∗
χE(x)
‖x‖ dµ(x), (9)
where χE represents the characteristic function of the Borel set E.
Finally, recall that the product system (fn, n ∈N) generated by a sequence (hj , j ∈N)
is defined by
fn :=
∞∏
j=1
hn
(j)
j ,
where n(j) represent that binary expansion of n ∈ N. The characters of (I, •+) are the
product system vn generated by
v2j (x) := 
(
x(j)
2
+ · · · + x
(1)
2j
+ x
(0)
2j+1
)
(x = (x(k), k ∈N) ∈ I, j ∈N), (10)
where (x) := exp(2piit), t ∈R, is the basic character of the field R (see [9], for example).
Since I1 is I shifted once to the right, it is easy to verify that the characters v˜n of (I1,
•+)
are the product system generated by the functions
v˜2j := 
(
x(j)
2
+ · · · + x
(1)
2j
)
(x = (x(k), k ∈N) ∈ I, j ∈ P). (11)
3. A CLASS OF OPERATORS
In this section we prove boundedness and inversion results for a large class of operators
which include Mellin transforms on binary fields. It is interesting to note that this more
abstract setting is independent of the individual binary field structures.
Let X and Y be measure spaces. Given parameters 0 < p,q <∞ the mixed Lebesgue
spaces Lpq(X,Y ) are defined as follows. If f is complex-valued and measurable onX×Y
set
f˜ (y) := ‖f (·, y)‖p (y ∈ Y ), ‖f ‖pq := ‖f˜ ‖q .
Then Lpq(X,Y ) represents the set of such functions which satisfy ‖f ‖pq <∞. Obvious
modifications define similar spaces when p or q =∞.
Let (Xi,Bi , λi) (i = 0,1) be probability spaces, i.e., measure spaces such that
λi(Xi)= 1, and let (X#i ,B#i , λ#i ) (i = 0,1) be discrete measure spaces, i.e., measure spaces
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such that λ#i ({n})= 1 for all n ∈X#i . We shall investigate operators between spaces of the
form Lpq(Xi,Xj ), Lpq(X#i ,Xj ), L
pq(Xi,X
#
j ) for i, j = 0,1. To distinguish between the
discrete cases and the continuous case, values of an f ∈ Lpq(X#i ,Xj ) ∪Lpq(Xi,X#j ) at a
point (n, x) or (x,n) will be denoted by fn(x) whereas values of an f ∈Lpq(Xi,Xj ) at a
point (s, t) ∈Xi ×Xj will be denoted by f (s, t).
To simulate transforms on the spaces Lpq(X#i ,Xi), fix two collections (z
i
n, n ∈ X#i )
of uniformly bounded functions on X1−i with ‖zin‖∞ ≤ 1, i = 0,1. For f ∈ L11(X#0,X0)
define Z01f on X#1 ×X1 by
(Z01f )n1(x1) :=
∑
n0∈X#0
〈fn0 , z1n1〉z0n0(x1) ((n1, x1) ∈X#1 ×X1). (12)
Since for each n1 ∈X#1 and x1 ∈X1∑
n0∈X#0
|〈fn0 , z1n1〉| |z0n0(x1)| ≤ ‖f ‖11,
it is clear that the series in (12) converges absolutely and uniformly on X1 whenever
f ∈ L11(X#0,X0). Hence Z01f is defined for such f .
If (z0n, n ∈X#0) is orthonormal then∑
n0∈X#0
|〈fn0 , z1n1〉|2 ≤
∑
n∈X#0
‖fn‖22 = ‖f ‖22.
Hence in this case, the series in (12) converges in L2(X1) norm for any f ∈ L22(X#0,X0).
Thus we can extend Z01 to L22(X#0,X0) and this extension agrees with the old definition
when f ∈ L11(X#0,X0)∩L22(X#0,X0). Moreover, we have
‖Z01f ‖22 ≤ ‖f ‖22. (13)
Under mild conditions, the operator Z01 is bounded and 1–1 on both L11(X#0,X0) and
L22(X#0,X0):
THEOREM 1. Let (zin, n ∈X#0) be systems in L∞(X1−i) with
‖zin‖∞ ≤ 1 (n ∈X#i , i = 0,1)
and suppose Z01 is defined by (12). Then the following four statements hold.
(i) Z01 is a bounded linear operator from L11(X#0,X0) into L∞∞(X#1,X1) with
‖Z01f ‖∞∞ ≤ ‖f ‖11. (14)
(ii) If (z0n, n ∈ X#0) is minimal in L1(X1) (i.e., no z0n is a linear combination of the
others) and (z1n, n ∈X#1) is complete, then Z01 is 1− 1.
(iii) If (z0n, n ∈ X#0) is orthonormal, then Z01 is a bounded linear operator from
L22(X#0,X0) into L
22(X#1,X1) with
‖Z01f ‖22 ≤ ‖f ‖22.
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(iv) If (z0n, n ∈X#0) is orthonormal and (z1n, n ∈X#1) is complete and orthonormal,
then Z01 is unitary, i.e.,
‖Z01f ‖22 = ‖f ‖22. (15)
Proof. Inequality (14) follows from definition (12):
‖Z01f ‖∞∞ ≤ sup
n1∈X#1
∑
n0∈X#0
|〈fn0 , z1n1〉| ≤
∑
n0∈X#0
‖fn0‖1 = ‖f ‖11.
To prove (ii), let f ∈ L11(X#0,X0) and suppose that Z01f = 0. Since (z0n, n ∈ X#0) is
minimal in L1(X1), we can use the Banach–Steinhaus theorem to see that this system is
closed. Hence its adjoint (ξ0n , n ∈X#0) in L∞(X1) is biorthogonal to (z0n, n ∈X#0). Since
the series in (12) converges in L1(X1) norm, we have
0= 〈(Z01f )n1 , ξ0n0〉 = 〈fn0 , z1n1〉
for every n0 ∈X#0 and n1 ∈X#1. Since (z1n, n ∈X#1) is complete, it follows that fn0 = 0 for
all n0 ∈X#0 . Thus f = 0.
In view of (13), it remains to prove (15). But this follows immediately from Parseval’s
formula:
‖Z01f ‖222 =
∑
n1∈X#1
‖(Z01f )n1‖22 =
∑
n1∈X#1
∑
n0∈X#0
|〈fn0 , z1n1〉|2 =
∑
n0∈X#0
‖fn0‖22 = ‖f ‖22.
By interchanging the roles of (z0n, n ∈ X#0) and (z1n, n ∈ X#1), we can also define
a continuous linear operator Z10 from L11(X#1,X1) into L∞∞(X#0,X0) and from
L22(X#1,X1) into L
22(X#0,X0). Analogous results hold for this transform as well.
Moreover, under certain conditions Z01 and Z10 are inverses of each other.
THEOREM 2. Let p = 1 or 2.
(i) For any f ∈ Lp(X#0,X0) and any g ∈ Lp(X#1,X1) we have
〈Z01f,g〉 = 〈f,Z10g〉.
(ii) Suppose for i = 0,1 that (zin, n ∈X#i ) is a complete, orthonormal system. If
f ∈ Lp(X#i ,Xi) and Z i,(1−i)f ∈Lp(X#1−i ,X1−i) (16)
then
Z(1−i),i(Z i,(1−i)f )= f.
In particular, when p = 2 the second condition in (16) can be omitted and in this case Z01
is an isometry from L2(X#0,X0) onto L2(X#1,X1) and Z10 is its inverse.
Proof. To prove (i), observe, for either p = 1 or p = 2, that
〈Z01f,g〉 :=
∑
n1∈X#1
〈(Z01f )n1 , gn1〉.
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Since the series (12) converges uniformly when p = 1 and in L2 norm when p = 2, we
can write
〈Z01f,g〉 =
∑
n1∈X#1
( ∑
n0∈X#0
〈fn0 , z1n1〉〈z0n0 , gn1〉
)
.
Except for the order of summation, the same formula holds for 〈f,Z10g〉. Since by
assumption these double series are absolutely convergent, these formulas coincide. This
proves (i).
To prove (ii), suppose for simplicity that i = 0 and set g =Z01f . Then both
gn1 := (Z01f )n1 =
∑
n0∈X#0
〈fn0 , z1n1〉z0n0
and
(Z10g)m0 :=
∑
m1∈X#1
〈gm1 , z0m0〉z1m1
converge in Lp norm. Moreover, by orthogonality, we see that
〈(Z10g)m0 , z1n1〉 = 〈gn1 , z0m0〉 = 〈fm0 , z1n1〉
for all m0 ∈X#0 and m1 ∈X#1. Since (z1m, m ∈X#1) is complete, it follows that (Z10g)m0 =
fm0 for all m0 ∈X#0. Therefore, Z10g = f .
4. THE MULTIPLICATIVE GROUPS AND THEIR CHARACTERS
It is time to get our hands dirty. In this section we lay some foundations for proving that
the Mellin transforms on B belong to the class of operators considered in Section 3.
We shall deal almost exclusively with the multiplicative groups B∗ := B \ {0} and
S := {a ∈ B :‖a‖ = 1}. Since the Mellin transform is simply a Fourier transform on the
multiplicative group B∗, we shall need an explicit description of the characters of this
group.
First, notice that since the map pi : B→ Z satisfies pi(a ◦ b)= pi(a • b)= pi(a)+ pi(b)
for all a, b ∈ B, the norm of B is multiplicative, i.e.,
‖a ◦ b‖ = ‖a • b‖ = ‖a‖‖b‖ (a, b ∈ B).
It follows that the metrics ρ are dilation invariant on S. Indeed, for a ∈ B∗ and x, y ∈ B we
have ρ(a • x, a • y)= ‖a • (x •+y−)‖ = ‖a‖ρ(x, y), and ρ(a ◦ x, a ◦ y)= ‖a ◦ (x ◦+y)‖ =
‖a‖ρ(x, y).
Next, we prove that the unit spheres are normed groups.
LEMMA. If
‖x‖• := ‖e
•+x−‖ and ‖x‖◦ := ‖e
◦+x‖ (x ∈ S),
then (S,•,‖ · ‖•) and (S,◦,‖ · ‖◦) are normed groups with identity e.
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Proof. Clearly, S is closed with respect to both multiplications, e belongs to S, and the
equations above define norms on S. It remains to see that S is closed under multiplicative
inverses. To find the inverses of a given a ∈ S, notice that the equations a ◦ x0 = e and
a • x1 = e are satisfied if and only if the additive digits x(n)τ of xτ satisfy
qτ0 = 0, x(0)0 = x(0)1 = 1, and x(n)τ +
n−1∑
j=0
x(j)τ a
(n−j) + τqτn−1 = 2qτn
for n= 1,2, . . . and τ ∈A. These conditions are equivalent to
x(n)τ ≡
n−1∑
j=0
x(j)τ a
(n−j) + τqτn−1 (mod 2)
qτn =
1
2
(
x(n)τ +
n−1∑
j=0
x(j)τ a
(n−j) + τqτn−1
)
.
(17)
Since (17) defines x(n)τ ∈A and qτn ∈ N recursively for all n ∈ N and xτ ∈ S, we conclude
that (S,◦) and (S,•) are groups.
This proof contains an important corollary. For each y ∈ B∗, let y◦ represent the logical
inverse of y and let y• represent the arithmetic inverse of y . Then for each n ∈ P and
each a ∈ S, x ∈ In(a) implies x ∈ S, x◦ ∈ In(a◦), and x• ∈ In(a•). In particular, if
x ∈ In(e) for some n > 0, then x◦ and x• both belong to In(e). Since x, y ∈ In(e) implies
x ◦ y, x • y ∈ In(e), it follows that the intervals In(e) (n ∈ P) are closed subgroups of S
with respect to the products ◦ and •.
The multiplicative group B∗ is also a normed group, and it can be identified with Z× S.
First notice that each a ∈ B∗ can be uniquely written in the form
a = en ◦ a′ = en • a′
for some n ∈ Z and a′ ∈ S. Since b • b• = e implies (en • b) • (e−n • b•)= e and a similar
statement holds for the operation ◦, it follows that the additive digits of the inverse of any
a ∈ B∗ can be specified by a recursion using a variant of (17). Set
‖x‖• := pi(x)+ ‖x ′‖• (x ∈ B∗)
and
‖x‖◦ := pi(x)+ ‖x ′‖◦ (x ∈ B∗),
where x ′ := e−pi(x) • x = e−pi(x) ◦ x ∈ S. Then it is easy to check that (B∗,•) and (B∗,◦)
are normed groups and the maps
(n, a)→ en • a, (n, a)→ en ◦ a (18)
are isomorphisms from Z× S onto B∗, where the usual additive structure is used on Z and
the operations • and ◦ are used on S and B∗. For example,
(B∗,•)∼= (Z,+)× (S,•).
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Since the characters of Z are well known (the exponential functions n(t) := exp(2piint)
for t ∈ [0,1) and n ∈ Z), it follows that the characters of B∗ will be known if we
can identify the characters of S. To describe the characters of both (S,•) and (S,◦)
simultaneously, we let + represent •+ and ◦+, b−1 represent b• and b◦, and ab = a · b
represent a • b and a ◦ b. The infinite product of a sequence bn ∈ B∗ will be defined by
∞∏
n=1
bn := lim
n→∞pn := limn→∞(b1 · b2 · · ·bn),
provided this limit exists. Since the norm of the nth partial product pn is given by
‖pn‖ = 2−(pi(b1)+···+pi(bn)),
it is evident that
∏∞
n=1 bn = 0 if and only if
∑∞
n=1 pi(bn)=∞. Furthermore, the sequence
(‖pn‖, n ∈ P) converges to some positive number if and only if pi(bn) = 0 except for
finitely many n’s. Thus except for the trivial cases, we may assume that bn ∈ S, i.e., that
each bn has the form bn = e + cn, where ‖cn‖ < 1 for each n ∈ P. In particular, we need
only consider infinite products of the form
∞∏
n=1
(e+ cn). (19)
Notice that the partial products of an infinite product of the form (19) satisfy ‖pn‖ = 1
for n ∈ P, and
pn = pn−1 · (e+ cn)= pn−1 + cn · pn−1 (n≥ 2).
Therefore, ‖pn − pn−1‖ ≤ ‖cn‖ for each n ∈ P. Since the norm is non-Archimedean, it
follows that
‖pn+k −pn‖ ≤ sup{‖cj‖ : j > n}.
In particular, an infinite product of the form (19) converges if and only if
lim
n→∞‖cn‖ = 0.
Since this condition is rearrangement invariant, an infinite product converges if and only
if any one of its rearrangements does. Since the value of (19) is independent of the
rearrangement, we may always suppose that the sequence (‖cj‖, j ∈N) is decreasing.
The characters of S will be identified by the following process.
THEOREM 3. If cn ∈ I satisfies pi(cn)= n for each n ∈ P, then the function g defined
by
g(x) :=
∞∏
j=1
(e+ cj )x(j) =
∞∏
j=1
(e+ x(j)cj ) (x = (x(j), j ∈ Z) ∈ I1) (20)
is a 1–1 continuous map from I1 onto S. Moreover, the map x→ y = g(x) is a simple
recursion.
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Proof. We may suppose without loss of generality that
1> ‖c1‖ ≥ · · · ≥ ‖cn‖→ 0
as n→∞. By (20), g is a function from I1 into S. To prove that g is continuous, we need
only show that the modulus of continuity of g satisfies
ω(g,2−n)= ‖cn‖ (n ∈ P). (21)
To do this, fix n ∈ P and notice that g(en)− g(0)= e + cn − e = cn; hence ω(g,2−n) ≥
‖cn‖. To obtain the reverse inequality, use the fact that ‖x − y‖ ≤ 2−n implies x(j) = y(j)
for j < n to verify
g(x)− g(y)=
n−1∏
j=1
(e+ x(j)cj )
( ∞∏
k=n
(e+ x(k)ck)−
∞∏
k=n
(e+ y(k)ck)
)
.
Thus
‖g(x)− g(y)‖ ≤ sup
m≥n
‖P (m)n (x, y)‖,
where
P (m)n (x, y)=
m∏
k=n
(e+ x(k)ck)−
m∏
k=n
(e+ y(k)ck) (m≥ n).
In particular, (21) will be established once we show
‖P (m)n (x, y)‖ ≤ ‖cn‖
for m≥ n. But
‖P (n)n (x, y)‖ = ‖x(n)cn − y(n)cn‖ ≤ ‖cn‖,
and
P (m+1)n (x, y)= P (m)n (x, y)+ x(m+1)cm+1 + y(m+1)cm+1.
Hence it follows by induction that
‖P (m+1)n (x, y)‖ ≤max{‖P (m)n (x, y)‖,‖cm+1‖} ≤ ‖cn‖
for all m≥ n. This completes the proof that g is continuous on I1.
To show g is onto it suffices to prove that given y = e+ y(1)e1 + y(2)e2 + · · · ∈ S, there
exist an x ∈ I1 and a sequence Tn ∈ In+1 (n ∈ P) such that
pn(x) :=
n∏
j=1
(e+ x(j)cj )= e+ y(1)e1 + · · · + y(n)en + Tn (n ∈ P). (22)
We shall establish (22) by induction on n. First notice that since pi(cn)= n, each cn is
of the form cn = en + tn for some tn ∈ In+1. Thus for the case n= 1, set x(1) = y(1) and
T1 = x(1)t1. If (22) holds for some n ∈ P, then write
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Tn = δn+1en+1 + T ′n (n ∈ P),
where δn+1 ∈A and T ′n ∈ In+2. Thus (22) is satisfied for n+ 1 in place of n if and only if
δn+1en+1 + T ′n + x(n+1)cn+1pn(x)= y(n+1)en+1 + Tn+1. (23)
Write pn(x) in the form pn(x) = e + p′n(x), where p′n(x) ∈ I1, and define qn+1 and
`n+1 in A so that δn+1 + x(n+1) = 2qn+1+ `n+1 holds. Clearly, δn+1en+1+ x(n+1)en+1 =
τqn+1en+2 + `n+1en+1 where τ = 0 if + =
◦+ and τ = 1 if + = •+. Therefore, (23) is
equivalent to
y(n+1) = `n+1, Tn+1 = τqn+1en+2 + T ′n + x(n+1)en+1p′n(x)+ x(n+1)pn(x)tn+1.
In particular, (22) is satisfied if we set x(n+1) = y(n+1) + δn+1 (mod 2) and
Tn+1 = τqn+1en+2 + T ′n + x(n+1)(en+1p′n(x)+ tn+1pn(x)).
Finally, to prove that g is 1–1, set
Pn(x)=
∞∏
j=n
(e+ x(j)cj ) (n ∈ P)
and observe that Pn(x) is of the form
Pn(x)= e+ x(n)en + P˜n(x),
where P˜n(x) ∈ In+1. Thus Pn(x) = Pn(y) implies x(n) = y(n). Since g(x) = g(y) is
equivalent to P1(x)= P1(y), we conclude that x(n) = y(n) for all n ∈ P.
Let cn satisfy the hypotheses of Theorem 3 and g be the simple recursion given by (20).
Given y = (y(n), n ∈ Z) ∈ S there is a unique x = (x(n), n ∈ Z) ∈ I such that g(x) = y .
The coefficients x(n) determined by the additive digits y(n) will be called the multiplicative
digits of y ∈ S (with respect to bn = e + cn). Notice by construction that the δn’s depend
only on the digits y(1), . . . , y(n−1), i.e., each δn is a function from An−1 into A. In
particular, the multiplicative digits of a y ∈ S with respect to a sequence (bn, n ∈ N) can
be obtained from its additive digits by the recursion formulas
x(1) = y(1) and x(n) = y(n) + δn(y(1), y(2), . . . , y(n−1)) (mod 2) (n≥ 2).
In the case that the map n→ pi(cn) is 1–1 from P onto itself, we can always rearrange
the cn’s so that the hypotheses of Theorem 3 are satisfied. Hence the sequence bn = e+ en
(n ∈ P) is a multiplicative basis for S in both field structures.
To be more specific, let us separate the arithmetic case from the logical case by using
the notation
∞∏
n=0
•αn := lim
n→∞(α0 • α1 • · · · • αn) and
∞∏
n=0
◦αn := lim
n→∞(α0 ◦ α1 ◦ · · · ◦ αn).
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To describe the characters of the group (S,•), we will use a multiplicative representation
of the form
ζ(z) :=
∞∏
j=1
•bz(j)j (z ∈ I1),
where b1 := e
•+ e1, bn := bn−1 • bn−1 for n≥ 2. By definition, for each n≥ 1, bn = b2n−11
is the • product of b1 with itself 2n−1 times. Since an easy inductive argument establishes
that for each n≥ 2 there is a cn ∈ I which satisfies pi(cn)= n+ 1 and bn = e
•+ cn for each
n≥ 2, we see by Theorem 3 that ζ is 1–1 and continuous from I1 into S. (The hypothesis
pi(cn)= n was used only to show ζ was onto; for convergence we only need pi(cn)→∞.)
The function ζ can be used to obtain a structure theorem for (S,•) which is an analogue
of the fact that the real multiplicative group R∗ is a direct product of ({+1,−1}, ·) and
((0,∞), ·).
THEOREM 4. Suppose, for any y ∈ B, that yτ := e when τ = 0 and yτ := y when
τ = 1. Then the map
(τ, x)→ (e−)τ ζ(x) ((τ, x) ∈A× I1)
is a continuous isomorphism from A×I1 onto (S,•). In particular, the multiplicative group
(S,•) is isomorphic to the direct product of (A,+) and (I1,
•+).
Proof. Fix z, z˜ ∈ I1. By definition,
ζ(z
•+ z˜)=
∞∏
j=1
•b(z
•+ z˜)(j)
j =
∞∏
j=1
•brjj ,
where rj ∈ A are defined recursively using an intermediate sequence qj ∈ A as follows:
q−1 = r−1 = 0 and
z(j) + z˜(j) + qj−1 = 2qj + rj (j ∈ P). (24)
Since bj • bj = bj+1 for j ∈ P, it follows from (24) that
n∏
j=1
•bz(j)j • bz˜
(j)
j • b
qj−1
j =
n∏
j=1
•bqjj+1 • b(z
•+ z˜)(j)
j
for all n ∈N. Simplifying, we obtain(
n∏
j=1
•bz(j)j
)
•
(
n∏
j=1
•bz˜(j)j
)
= bqnn+1 •
n∏
j=1
•b(z
•+ z˜)(j)
j .
Since bn = e
•+ cn, the limit of this last identity, as n→∞, is
ζ(z
•+ z˜)= ζ(z) • ζ(z˜).
In particular, ζ is an (S,•)-valued exponential function on (I1,
•+).
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Since ζ is a continuous homomorphism on (I1,
•+), the set S˜ := {ζ(x) :x ∈ I1} is a closed
subgroup of S. Hence the factor group S/˜S is defined. Since ζ is 1–1 and (e−)2 = e, the
proof of Theorem 4 will be complete if we show S/˜S= {S, e− • S˜}.
To this end, extend ζ from I1 to I by setting
ζ(z) :=
∞∏
j=0
•bz
(j)
j (z= (z(j), j ∈ Z) ∈ I),
where b0 := e
•+ e2. Since bn = e
•+ cn and the map n→ pi(cn) is 1–1 from N onto P, we
have by the proof of Theorem 3 that the extended map ζ is 1–1 from I onto S. Notice that
if z= (x(n), n ∈ Z) ∈ I then
ζ(z)= bx(0)0 •
∞∏
j=1
•bx(j)j = bx
(0)
1 • ζ(x),
where x = (. . . ,0, x(1), x(2), . . .) ∈ I. Therefore, the factor group S/˜S consists of only two
elements:
S/˜S= {˜S, b1 • S˜}.
We now show that we can replace the factor b0 by e− = e
•+ e1
•+ e2
•+ · · · . We can do
this because
y := ζ(z)= (e •+ e2)x(0) • (e
•+ e1)x(1) • (e
•+ e3)x(2) • · · ·
= e •+x(1)e1
•+x(0)e2
•+(x(2)+ x(0)x(1))e3
•+ · · ·
belongs to S˜ if and only if the additive digit y(2) = x(0) is 0. Since e− does not belong to S˜
it follows that
S/˜S= {˜S, e− • S˜} = {˜S, S˜−},
where S˜− := {e− • x : x ∈ S˜} = {x− : x ∈ S˜}.
By Theorem 4, (S,•) is isomorphic to the direct product of (A,+) with (I1,
•+). Hence
characters of the group (S,•) are products of characters of (A,+) and characters of (I1,
•+).
But the only nontrivial character of (A,+) is
v˜20(τ ) := 
(τ
2
)
= (−1)τ (τ ∈A),
and the characters of (I1,
•+) are the product system (v˜n, n ∈ P)—see (11) in Section 2.
Therefore, the set of characters of (S,•) is the product system (γn, n ∈N) generated by the
functions
γ20(y) := v˜20(τ ) and γ2j (y) := v˜2j (x) (y = (e−)τ ζ(x), x ∈ I1, j ∈ P)
(25)
(in particular, γn = vn ◦ ζ−1 for n ∈ P). Finally, since (B∗,•) is isomorphic to the direct
product of (Z,+) and (S,•) (see (18) above), it follows that the character group of (B∗,•)
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is given by the functions
t (n)γm(y) ((t,m) ∈ [0,1)×N, (n, y) ∈ Z× S). (26)
Similarly, the characters of (S,◦) are
ωm := vm ◦ ζ˜−1 (m ∈N), (27)
where ζ˜ is the isomorphism from (I,
•+) onto (S,◦) defined by
ζ˜ (x) :=
∞∏
j=1
◦(e
◦+ ej )x(j−1) (x ∈ I),
and the vm’s are the characters of (I,
•+)—see (10) in Section 2. Since (B∗,◦) is isomorphic
to the direct product of (Z,+) and (S,◦), it follows that the character group of (B∗,◦) is
given by the functions
t (n)ωm(y) ((t,m) ∈ [0,1)×N, (n, y) ∈ Z× S). (28)
5. THE MELLIN TRANSFORMS
Let (zy, y ∈ B̂∗) represent a system of characters of a multiplicative group (B∗, ·). The
Mellin transform of an f ∈ L1µ∗ := L1µ∗(B∗) is defined by
(Mf )(y) :=
∫
B∗
f (x)zy(x) dµ
∗(x) :=
∫
B∗
f (x)zy(x)
dµ(x)
‖x‖ (y ∈ B̂
∗).
The measure µ∗ is dilation invariant on B∗ and the zy ’s are multiplicative characters on
B∗, i.e., zy(x1 · x2)= zy(x1)zy(x2) for x1, x2 ∈ B and y ∈ B̂∗. Hence multiplicative Mellin
transform analogues of the usual properties of Fourier transforms on any locally compact
Abelian group hold. For example,M is a continuous linear operator from L1µ∗ into L∞µ∗
with ‖Mf ‖∞ ≤ ‖f ‖L1
µ∗
, andM(f ?g)=MfMg for all f,g ∈L1µ∗ , where ? represents
multiplicative convolution, i.e.,
(f ? g)(y) :=
∫
B∗
f (x)g(y · x−1) dµ∗(x).
To obtain an L2 theory and inversion for these Mellin transforms, we need to be more
explicit. We do this by using the information about the multiplicative characters of binary
fields we derived in Section 4. For the logical case (B∗,◦), we have by (28) in Section 4
that
zy(x)= t (n)ωm(s) (x = (n, s) ∈ Z× S, y = (t,m) ∈ [0,1)×N),
where  is the basic character on R and the ωm’s are the characters of (S,◦)—see (27)
in Section 4. The Haar measure on Z× S is given by µ˜ = δ × µ where δ is the discrete
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measure on Z, i.e., the measure which assigns the value 1 to each singleton in Z. Hence,
under this identification, the integral of a function g ∈ L1µ∗(B∗) has the form∫
B∗
g(x)
dµ(x)
‖x‖ =
∑
n∈Z
2n
∫
‖x‖=2−n
g(x) dµ(x)=
∑
n∈Z
∫
S
g(en ◦ s) dµ(s).
It follows that for the logical field the Mellin transform of an f ∈ L1
µ˜
(Z× S) is given by
(M◦f )(y)=
∑
n∈Z
t (n)
∫
S
f (n, s)ωm(s) dµ(s) (y = (m, t) ∈N× [0,1)). (29)
For the arithmetic case (B∗,•), we have by (26) in Section 4 that
zy(x)= t (n)γm(s) (x = (n, s) ∈ Z× S, y = (m, t) ∈N× [0,1)),
where  is the basic character on R and the γm’s are the characters of (S,•)—see (25) in
Section 4. Thus for the arithmetic field the Mellin transform of an f ∈ L1
µ˜
(Z× S) is given
by
(M•f )(y)=
∑
n∈Z
t (n)
∫
S
f (n, s)γ m(s) dµ(s) (y = (m, t) ∈N× [0,1)). (30)
To describe the inverse Mellin transforms on B, for each x = (n, s) ∈ Z × S and
g ∈L1
µ˜
(N× [0,1)) define
(M˜◦g)(x) :=
∑
m∈N
ωm(s)
∫
[0,1)
g(m, t)n(t) dt, (31)
and
(M˜•g)(x) :=
∑
m∈N
γm(s)
∫
[0,1)
g(m, t)n(t) dt. (32)
Notice that (29), (30), (31), and (32) are all operators of the type considered in Section 3.
Consequently, the following result follows immediately from Theorem 2(i).
THEOREM 5. The Mellin transformsM◦ andM• are bounded linear operators from
L1µ∗ into L
∞
µ∗ and
〈M◦f,g〉 = 〈f,M˜◦g〉, 〈M•f,g〉 = 〈f,M˜•g〉
both hold for any f,g ∈L1µ∗ .
By repeating the arguments used in Section 3, we can extend these operators to the space
L2
µ˜
(N× [0,1)). The following inversion formulas follow directly from Theorem 2(ii).
THEOREM 6. (i) Suppose that f ∈ L1
µ˜
(Z× S). IfM◦f ∈ L1
µ˜
(N× [0,1)) then
M˜◦(M◦f )= f
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and ifM•f ∈ L1
µ˜
(N× [0,1)) then
M˜•(M•f )= f.
(ii) The operatorsM◦ andM• are isometries from L2
µ˜
(Z× S) onto L2
µ˜
(N× [0,1))
whose respective inverse operators are M˜◦ and M˜•.
Remark 1. The systems (n, n ∈ Z), (ωm, m ∈N), and (γm, m ∈N), which appear in
the formulas for the Mellin and inverse Mellin transforms on B, are convergence systems,
i.e., systems whose series are a.e. convergent when the coefficients belong to `2 (see [1]
and [7]). Thus, if f ∈ L2
µ˜
(Z× S) and g ∈ L2
µ˜
(N× [0,1)), then the series (29), (30), (31),
and (32) all converge a.e. [µ˜]. For example, in the case of M˜◦ we have
∑
m∈N
∑
n∈Z
∣∣∣∣∫[0,1) g(m, t)n(t) dt
∣∣∣∣2 =∑
m∈N
∫
[0,1)
|g(m, t)|2 dt = ‖g‖222.
Remark 2. The discrete Mellin transforms and their inverses can all be computed using
fast algorithms. For example, since
(M◦f )(m, t) := 2−N
2N−1∑
n=0
t (n)
2N−1∑
s=0
f
(
n,
s
2N
)
ωm
(
s
2N
)
(33)
is the discrete version of the Mellin transform on the logical field, it is a discrete transform
of UDMD type and hence has a fast algorithm using conditional expectation (see [8]). The
discrete Mellin transform on the arithmetic fieldM•f is defined in the same way except
γm replaces ωm in (33). Of course, these transforms can be used to approximate the Mellin
transforms defined in (29) and (30).
Remark 3. It is interesting to note that the Fourier transforms on any binary field can
also be expressed in a form similar to (29) and (30). To see this, let B# represent the set
of integers in B, i.e., the set of bytes x such that x(j) = 0 for all j ≥ 0. Each x ∈ B has an
integer part n := (. . . , x(−2), x(−1),0,0 . . .) and a fractional part s := (. . .0, x(0), x(1), . . .).
Clearly, the map x = n + s→ (n, s) is a measure preserving map from B onto B# × I.
Hence the Fourier transform of a function f ∈ L1
µ˜
(B) has the form
(Ff )(t,m)=
∑
n∈B#
ut (n)un(m)
∫
I
f (n, s)un(s) dµ(s).
In particular, all our results apply not only to the Mellin transforms but also the Fourier
transforms on binary fields.
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