The above definitions are sound w.r.t. Elimination of ⊗ and 1 Proposition: Any Π 1 type is "isomorphic" to another Π 1 type not containing ⊗ nor 1. Similarly for eΠ 1 .
Proof: Positive ⊗ and 1 are removed by their Π 1 definitions, while negative ones are removed by 
where t is βη-equivalent to t. Output may be polynomially large.
The num of all possible config
X is PTIME-complete if X ∈ PTIME and each Y ∈ PTIME is logspace reducible to X.
The hardest problems in PTIME.
If X is PTIME-complete, then X ∈ L unless L = PTIME.
Circuit Value Problem (PTIME-complete, Ladner 1975): Given a boolean circuit C with n inputs and 1 output, and n truth values x = x 1 , . . . , x n , is x accepted by C? Boolean Circuits: implicit vs. explicit sharing
Boolean Circuits in MLL Projection: for any eΠ 1 type C,
Boolean values and connectives:
Conditional Lemma (eΠ 1 -Conditional): Let 
As a consequence, the cut-elimination problem for IMLL is PTIME-complete.
Binary words {0, 1} n represented by B (i) if t and u are terms and F V (t) = F V (u), then so is t, u ;
(ii) if t is a term, then so are π 1 (t) and π 2 (t).
Type assignment rules:
Reduction rule:
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Normalization in IMALL
Normalization is exponential as it stands; let
The size of nf (t i ) is exponential in i; e.g. (λy. y, y , y, y ) x, x −→ λx. x, x , x, x , x, x , x, x How to avoid exponential explosion?
Either restrict to lazy additives (with no positive & in the conclusion type)
Or adopt nondeterministic cut-elimination with slices Slices A slice of a term t is obtained by slicing:
Two slices t and u (of possibly different terms) are compatible if there is no context (i.e. a term with a hole) Φ such that
Lemma (Slicewise Checking): Two terms t and u are equivalent iff for every compatible pair (t , u ) of slices of t and u, we have t ≡ u .
Reduction rules for slices: 
Nondeterministic Cut-Elimination
There are exponentially many slices for a given term.
But once a slice has been chosen, the computation afterwards can be done in linear steps, thus in quadratic time.
We therefore have a nondeterministic polynomial time cut-elimination procedure, viewing the slicing operation as a nondeterministic reduction rule.
Every slice of a normal form can be reached from the source term in this way (Pullback Lemma).
The equivalence of two terms can be checked slicewise (Slicewise Checking Lemma).
Hence the cut-elimination problem for IMALL is in coNP. 
Encoding a coNP-complete Problem
Logical Equivalence Problem (coNP-complete): Given two boolean formulas, are they logically equivalent?
Given a boolean formula C with n variables,
, and define 
Encoding a coNP-complete Problem (2)
The normal form of ta(t C ) consists of 2 n boolean values, each of which corresponds to a 'truth assignment' to the formula C. Two formulas C and D with n variables are logically equivalent if and only if ta(t C ) and ta(t D ) reduce to the same normal form. 
Remark (1)
We do not claim that the complexity of MALL is coNP (If we considered the complement of CEP, the result would be NP-completeness).
We do claim that additives have something to do with nondeterminism.
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Remark (2)
In reality, functional computation is never nondeterministic.
Nondeterministic computation can be simulated by deterministic one with an exponential overhead: =⇒ the complexity theoretic meaning of exponential isomorphism A family {C n } n∈N of boolean circuits (C n has n inputs) represents an infinite predicate on {0, 1} * .
Given an input w of length n, pick up C n and evaluate C n (w).
Such a family may represent a nonrecursive predicate.
Theorem: X ∈ PTIME ⇐⇒ there is a logspace uniform family {C n } n∈N representing X. Interpretation: MGLL−→ MLL For each n ∈ N , define a "functor" n by
n is compatible with cut-elimination.
Remark: A more general interpretation from SLL to SLL itself is Simulation of PTIME Turing Machines (3) 
