Facial expressions of emotion are essential components of human behavior, yet little is known about the hierarchical organization of their cognitive analysis. We study the minimum exposure time needed to successfully classify the six classical facial expressions of emotion (joy, surprise, sadness, anger, disgust, fear) plus neutral as seen at different image resolutions (240 · 160 to 15 · 10 pixels). Our results suggest a consistent hierarchical analysis of these facial expressions regardless of the resolution of the stimuli. Happiness and surprise can be recognized after very short exposure times (10-20 ms), even at low resolutions. Fear and anger are recognized the slowest (100-250 ms), even in high-resolution images, suggesting a later computation. Sadness and disgust are recognized in between (70-200 ms). The minimum exposure time required for successful classification of each facial expression correlates with the ability of a human subject to identify it correctly at low resolutions. These results suggest a fast, early computation of expressions represented mostly by low spatial frequencies or global configural cues and a later, slower process for those categories requiring a more fine-grained analysis of the image. We also demonstrate that those expressions that are mostly visible in higher-resolution images are not recognized as accurately. We summarize implications for current computational models.
Introduction
The minimum exposure time for the successful classification of an image within a category set is of great value for understanding the hierarchical computations of the semantic analysis of an image. Research in object recognition, for example, shows that very short exposure times, in the order of 20 ms, are sufficient to identify the existence of an object class (Thorpe, Fize, & Marlot, 1996) , with other object recognition tasks requiring up to 500 ms (Grill-Spector, Kushnir, Hendler, & Malach, 2000) . In a scene with multiple objects, results suggest that global information is processed first (Antes, Penland, & Metzger, 1981; Biederman, 1981) ; after short exposure times (100 ms), subjects make recognition decisions based more on the global (context) information than on local detections. Greene and Oliva (2009) show that global properties (e.g., open or closed environments) of the scene are processed with significantly less exposure time than basic-level categorizations (e.g., mountain or beach), suggesting yet another level in the hierarchical semantic analysis of the image. Although these results provide invaluable information on the hierarchical structure of the computations of object and scene analysis, such studies are almost nonexistent in the study of facial expressions of emotion (Batty & Taylor, 2003; Kirouac & Dore, 1984) .
Since at least Aristotle (1936) , philosophers and scientists have argued about the relevance of facial expressions of emotion in cognition, social interactions, and evolution (Izard, 2009; Russell, 1994) . Computational models for the analysis of pictures of facial expressions of emotion abound (Martinez, 2011; Martinez & Du, 2012 ). An early model, sometimes called the limbic hypothesis (Maclean, 1949) , proposed that computations over images of facial expressions of emotion occur in the hypothalamus and limbic system (LeDoux, 1995; Maclean, 1952; Papez, 1937) . This model may predict that each facial expression of emotion requires similar exposure times, with small differences reflecting the hierarchical analysis within these brain structures.
Another possibility is that, even when the areas processing different categories of facial expressions of emotion are the same, the pathways leading to them Citation: Du, S., & Martinez, A. M. (2013) . Wait, are you sad or angry? Large exposure time differences required for the categorization of facial expressions of emotion. Journal of Vision, 13(4):13, 1-14, http://www.journalofvision.org/content/13/4/ 13, doi:10.1167/13.4.13.
(while analyzing each emotion category) differ. Vuilleumier, Armony, Driver, and Dolan (2003) and Smith and Schyns (2009) suggest some emotions are mostly processed using the low spatial frequencies of their images, whereas others are mostly based on their highlevel frequencies. Computations of these low spatial frequencies involve the faster dorsal pathway connecting the retina to subcortical regions, whereas those involving higher spatial frequencies are computed by the much slower ventral cortical pathway (Vuilleumier et al., 2003) . This model would predict that facial expressions of emotion that can be successfully recognized in low-resolution images (which include low spatial frequencies) will require significantly shorter exposure times than those facial expressions that can be recognized only in higher resolution images (which have higher spatial frequencies; Smith & Schyns, 2009 ). In previous work (Du & Martinez, 2011) , we have shown that happiness, surprise, and neutral are reliably recognized at high and low resolutions, whereas sadness, anger, fear, and disgust not only are identified less accurately, but their classification accuracies are also more affected by the resolution loss. Thus, a similar pattern would be predicted on the exposure times according to the model defined in this paragraph.
Other models propose that different brain regions (especially the superior temporal sulcus, amygdala, insula, basal ganglia, and orbitofrontal cortex) house the computations of distinct categories of facial expression of emotion (Allison, Puce, & McCarthy, 2000; Calder, Lawrence, & Young, 2001; Haxby, Hoffman, & Gobbini, 2000; Phan, Wager, Taylor, & Liberzon, 2002; Phillips et al., 1997; Sprengelmeyer, Rausch, Eysel, & Przuntek, 1998) . These results support the categorical model (Ekman, 1992; Izard, 2009) , which includes a discrete set of emotion categories, each with its own consistent and differential cortical activation pattern. A major claim is the role of the amygdala in fear (Adolphs, 2002; Calder et al., 2001; Davis, 1992; Rotshtein et al., 2010) , although some studies have also found amygdala activation in the recognition of happiness (Killgore & YurgelunTodd, 2004) , and others have argued the amygdala is involved in attention and decision making rather than in the processing of specific emotion categories (Adolphs, 2008) . It is thus generally unclear if these patterns are unique to each emotion and which brain regions are involved with computations of which facial expression of emotion (Batty & Taylor, 2003) . With such limited specificity, these models can only predict that facial expressions that are computed in visual areas located earlier in the visual processing hierarchy (Riesenhuber & Poggio, 2000) require a shorter exposure time. In addition, if each emotion category studied here requires approximately the same exposure time for its recognition by every subject, it would suggest that these categories are basic elements with similar neural representations in all of us (Ekman, 1992; Izard, 1992) . This view is usually known as the universality hypothesis of emotions.
In the present paper, we show that there is a correlation between the image resolution at which facial expressions can be successfully recognized and the exposure time required for its correct identification. This result supports the view that computations of categories that can be successfully detected using lower spatial frequencies use a faster pathway or occupy early regions of the hierarchical structure of the analysis of the image. Specifically, we show that the categories that can be recognized fastest (10-20 ms) and at lower resolutions are happiness and surprise (along with neutral), whereas anger and fear are in the slower group (100-300 ms) and cannot be correctly identified at lower resolutions. What is not explained by current models is our inability to recognize accurately facial expressions of emotion that are mostly visible in high-resolution images. It is unclear why expressions that can be recognized fastest and in low-resolution images (e.g., happiness and surprise) should be also recognized more reliably than those requiring additional time and higher resolutions (e.g., fear and anger). One possibility is the seemingly better ability of the human visual system to analyze configural cues, such as second-order relations (i.e., intrafacial feature distances; Martinez & Du, 2012) . We discuss the implications of our results on current models.
Experiment 1: Time thresholds Materials and methods

Subjects
Forty-two human subjects (23 women; mean age ¼ 21.8 years, SD ¼ 3.3) with normal or corrected-tonormal vision were drawn from the population of students and staff at The Ohio State University and received a small payment for their participation. Subjects had not participated in any related studies before. They were seated in front of a personal computer with a 21-inch CRT monitor with a refresh rate of 100 Hz. The viewing distance was 50 cm.
Stimuli
A total of 840 face images were used to generate the stimuli. The images were from Du, Tao, and Martinez (2013) . Each emotion category (happy, sad, fearful, angry, surprised, disgusted) as well as neutral were depicted in 120 images, each expressed by a different person. The expressions of emotion in this database include the prototypical muscle activations (Ekman & Friesen, 1976) , and an independent analysis shows subjects perceive as shown in Du and Martinez (2011) with other standard databases (additional details of this analysis are in the Appendix).
The selected photos were manually cropped. The cropped images were then converted to gray scale, and contrast was equalized. The resulting images were downsized to 240 · 160 pixels. We will refer to the images in this set as belonging to resolution 1. Subsequent sets were constructed by downsizing the previous one by 1/2. This procedure yielded the following additional sets: 120 · 80 (called resolution 1/ 2), 60 · 40 (resolution 1/4), 30 · 20 (resolution 1/8), and 15 · 10 pixels (resolution 1/16). A box kernel was used in downsizing to smooth the image to prevent adding high frequencies in the process. The box kernel takes the average pixel value within a 4 · 4 neighborhood. To provide common visual angles of 88 vertically and 5.38 horizontally, all five sizes were scaled back to 250 · 166 pixels using bilinear interpolation, which preserves most of the spatial frequency components (Figure 1 ). The function for resizing was the Matlabt function imresize. Only one image from each column in Figure 1 was presented in the experiment because viewing the higher-resolution image would provide information for judging its lower-resolution version. Therefore, each stimulus was unique in terms of identity · emotion · resolution. Each condition (i.e., emotion category at each resolution) was tested with 24 stimuli.
Design and procedure
The QUEST method (Watson & Pelli, 1983 ) was used to find the minimum exposure time required to recognize facial expressions of emotion. This approach is generally considered effective in estimating perceptual thresholds and has previously been used in studies of face perception (Roesch, Sander, Mumenthaler, Kerzel, & Scherer, 2010) .
We use T i to denote the minimum time threshold required to successfully detect emotion category i. QUEST is a staircase approach that adaptively increases the exposure time after receiving an incorrect response and decreases it after a correct response so as to maintain recognition rates around a predetermined percentage p. In this study, p was set to be the midpoint 57% between chance (14%) and perfect classification 100%.
In our use of QUEST, the estimation of the T i 's was based on four main assumptions (Watson & Pelli, 1983) : (a) The shape of the psychometric function
is identical under all conditions, with P T i (t j ) specifying the probability of correct response with exposure time t j for the j th stimulus. (b) P T i (t j ) does not change from the testing of one stimulus to the next. (c) The testing of each stimulus is statistically independent from the testing of the others. And, (d) the subject's psychometric function follows a Weibull distribution.
Thirty-five QUEST processes were run in parallel (7 facial expressions · 5 resolutions). Each QUEST process was based on a set of 24 images. Image order was randomized across all QUEST processes. The minimal exposure time for the stimulus was 10 ms. The maximal exposure time was set to be 500 ms for resolution 1 through 1/4 and 750 ms for resolution 1/8 and 1/16. The b value, which affects the slope of the psychometric function in QUEST, was set to 0.9. The guess rate in QUEST was set to chance level, that is, 14%. The mental lapse rate was set to 0.05. Figure 2 illustrates a typical stimulus timeline. First, a white fixation cross in a black background was shown for 500 ms. The stimulus was then shown for t j ms, where t j was determined by the QUEST procedure as described above. A random noise mask follows for a total of 500 ms. A 7-alternative forced-choice (7AFC) paradigm was used, in which subjects were asked to select one of the seven facial expression labels (categories). After the subject's response, the screen went blank for 500 ms before starting the process again.
There was a short introductory session before the actual test. Subjects were shown face images with their Figure 2 . Stimulus timeline of Experiment 1. A white fixation cross in the black background is shown for 500 ms. The stimulus is shown for x ms, where x is determined by QUEST, followed by a random noise mask for 500 ms. A 7AFC paradigm is used. After the subject's response, the screen goes blank for 500 ms, and the process is repeated.
corresponding emotion labels representing the seven facial expressions. They also completed a short practice session with 14 stimuli in various resolutions. The images used in the practice session were not used in the actual test. The entire experiment lasted about 55 min. Subjects were given breaks every 10 min.
Results
The estimated thresholds (T i ) are in Table 1 and Figure 3a . The two-sample Welch's t test (with unequal sample size and unequal variance) was used for all statistical analyses. Statistical differences for different resolutions in the same emotion category are marked with an asterisk in the figure. Empty entries in Table 1 (specified with a dash) indicate subjects were unable to reach 57% classification accuracy or the estimated threshold was beyond the maximal exposure time for that category and resolution. We kept the estimates that were below the minimal exposure time 10 ms because the true threshold must be within 0-10 ms given that 10 ms was more than sufficient. However, if the estimate is beyond the maximal exposure time, it is possible to contain a large error or even have an unbounded deviation from the true threshold when the expected recognition accuracy is not achievable given unlimited exposure time. Statistical differences among emotions at the same resolution are shown in Figure  3b .
The results show that subjects recognized happiness and surprise with very brief exposure times but recognized sadness, disgust, fear, and anger with much longer exposure times. The estimated thresholds for neutral were even lower than happiness, partly because some subjects showed a strong bias to select neutral, especially when the resolution of the image was low. The statistical difference between happiness and surprise and the rest of the emotion categories was significant across all resolutions ( p , 0.009; Figure 3b ). There was no consistent statistical difference across resolutions among disgust, sadness, fear, and anger, although they differ in how their thresholds change with resolution ( Figure 3) . Happy, surprise, and neutral were the only expressions successfully detected at the lowest of the resolutions (15 · 10 pixels). Sadness and fear were not recognizable even at resolutions of 30 · 20 pixels. Figure 3b shows three distinct groups of facial expressions: (a) neutral, (b) happy and surprise, and (c) sadness, disgust, fear, and anger. These are sorted from fastest to slowest according to their T i . At resolution 1/ 2, we observed additional differences within Group c: Sadness and disgust are computed faster than fear and anger. Another important point to study is the response consistency among subjects. This is illustrated in Figure  4 , where we plot the distribution of the thresholds (T i ) of all subjects. This figure is to be read as follows. The red lines in each of the boxes in each plot specify the median T i over all subjects. The edges of the boxes correspond to the 25 th and 75 th percentiles of the distribution, and the dashed bars extend to the maximum and minimum T i of all subjects, excluding outliers. Outliers, specified as red crosses in the plots of this figure, are points outside the 99.3% of the data coverage (assuming the data is normally distributed).
From Figure 4 , we see there is minimal variability in the response of subjects for happiness and neutral, even at the lowest of resolutions. For surprise, there is only a small variability in the lowest of the resolutions (15 · 10 pixels), demonstrating this category is recognized robustly and fast by all subjects in all other resolutions and is, hence, almost as readily recognized as happiness. These results favor the universality view of these two basic emotion categories. However, the same is not true for the other categories of facial expressions of emotion.
As mentioned earlier, the universality hypothesis predicts that all subjects should have a similar response in each emotion category. In our results, this is the case for only surprise and happiness. We note that fear and anger had the largest time differences among different subjects. These observations were supported by twosample F tests of the difference of variance. There was a consistent difference between the three expressions neutral, surprise, and happiness and the other four expressions anger, sadness, fear, and disgust across all resolutions ( p , 0.0044). Neutral and happiness were consistently different ( p , 0.0001). Neutral was different from surprise except in resolution 1/2 ( p , 0.0034), and happiness was different from surprise except in resolution 1 and 1/4 ( p , 0.0002). Sadness was not different from disgust in any resolution and was different from anger and fear only in resolution 1/2 ( p , 0.0037). Disgust was different from anger and fear only in resolution 1 and 1/2 ( p , 0.005). Jack, Garrod, Yu, Caldara, and Schyns (2012) report similar results for surprise and fear.
Finally, the spatial frequencies contained in each resolution were estimated. Images were decomposed into four octaves, from 83 to 5 cycles/face width. The correlations between these high to low frequencies and the images at each of the resolutions were calculated. This process showed a direct correlation between image size and spatial frequencies and between these and subject responses (r ¼ 0.6). This result demonstrates there is a significant correlation between time thresholds, image resolution, and image spatial frequencies. An open mouth in surprise forms a salient image contrast that facilitates categorization. We wish to determine to what extent semantic categorization makes use of low-level image features and how semantic categorization differs from image matching. In other words, what part of the results in Experiment 1 are due to the cognitive structure we wish to study and how much to low-level image analysis? As other results suggest (Martinez, 2003) , we hypothesize that low-level image features facilitate detection of happiness and surprise but that overall (low-level) image matching will lead to a different ordering and clustering of the studied categories compared with the results of Experiment 1, suggesting the results of Experiment 1 are mostly a result of the semantic analysis of their categories.
Materials and methods
Subjects
Twenty human subjects (11 women; mean age 23.2 years, SD ¼ 5.4) with normal or corrected-to-normal vision were drawn from the population of students and staff at The Ohio State University and received a small payment for their participation. Subjects had not participated in any related studies before. The laboratory set up was the same as in Experiment 1. The viewing distance was 50 cm.
Stimuli
One hundred eighty photos were chosen from our database described earlier. For each individual, four emotive expressions and the neutral expression were selected. The four emotive expressions were chosen for each individual such that there were 24 different images per emotion per resolution, and each condition had a distinct set of stimuli. Images were processed the same way as described in Experiment 1.
Design and procedure Figure 5 shows the timeline for this experiment. A white cross was shown first for 500 ms. Then, three face images were shown together, one on top and two at bottom. The top image was placed 20 pixels above the center of the screen, whereas the bottom images were placed 20 pixels below and 20 pixels to the left and right of the center. The top face always expressed one of the six emotions of Experiment 1, and the same image was shown below, randomly placed on either the left or Figure 5 . Stimulus timeline of Experiment 2. A white fixation cross in the black background is shown for 500 ms. The stimulus is shown for x ms, where x is determined by QUEST, followed by a random noise mask for 500 ms. A 2AFC paradigm is used. After the subject's response, the screen goes blank for 500 ms, and the process is repeated. In a test trial, the top face is always emotive, whereas in a foil trial, the top face is always neutral.
right, along with a neutral expression face. All three images were from the same individual and had the same resolution. The presentation time for the stimuli was calculated by the QUEST program. A random noise mask was presented for 500 ms and followed by the choices ''left'' and ''right.'' Subjects were asked to press the left/right arrow key on the keyboard to answer which bottom image was the same as the top. A blank screen followed for 500 ms. This process was repeated until the experiment concluded.
As in Experiment 1, each emotion and resolution had its own independent QUEST process. Neutral was not used as a single category because of the nature of the experiment. The initial exposure time was set to 300 ms for all conditions. The b value was 0.9, and the guess rate was chance level, that is, 50%. The performance threshold p was set to 75%. The maximal exposure times were the same as in Experiment 1. The mental lapse rate was set to 0.05.
Subjects were instructed to match the top image. They were naive to the design of the experiment. Subjects completed a short practice session of 6 trials in various resolutions prior to the test. The images used in the practice session were not used in the actual test. It is possible for subjects to notice that the top face is always emotive, and as a result, the task would be reduced to just picking the emotive bottom face without looking at the top face. To prevent this, we added 40 foil trials in which the top image displayed a neutral expression and subjects had to reject the emotive face. These foil trials contained all resolutions and various emotions, and the exposure time was uniformly 300 ms to ensure accuracy. They were spread out randomly in the experiment. The entire experiment lasted about 30 min. Subjects were given a break every 8 min.
Results
The estimated thresholds (T i ) are shown in Table 2 and Figure 6a . Statistical differences for different resolutions in the same emotion category are marked with an asterisk in the figure. Empty entries in Table 2 (specified with a dash) indicate subjects were unable to reach 75% accuracy or the estimated threshold was beyond the maximal exposure time for that category and resolution. Statistical differences among emotions at the same resolution are shown in Figure 6b .
The results show that subjects matched surprise expressions with the least exposure time, which was comparable to happiness at resolutions 1 and 1/2. But the distinction between these two categories was made clear after resolution 1/4 ( p , 0.04). In comparison, the other expressions (fear, disgust, sadness, and anger) required more exposure time ( p , 0.05; Figure 6b ). The only significant statistical difference among these four expressions occurred at resolution 1/2, where fear and disgust had lower thresholds than sadness and anger ( p , 0.03). Surprise and happiness were the only expressions successfully matched at the lowest of the resolutions (15 · 10 pixels), where the exposure time increased significantly compared with higher resolutions ( p , 0.001; Figure 6a ). Based on these results, we can classify the matching task into four groups: (a) surprise, (b) happiness, (c) fear and disgust, and (d) anger and sadness. This clustering is very different from that observed in Experiment 1, suggesting distinct processes are involved in matching and semantic categorization. As predicted, the only similarity between the results is in the fact that surprise and happiness are detected more readily than the other emotions. However, even here, surprise is detected more easily than happiness, whereas the opposite is true in semantic categorization. This becomes clearer at the lower resolutions. As the resolution decreases, the amount of information (and, hence, discriminant features) in the image diminishes. During image matching, low-level image features (e.g., those created by the wide open mouth and eyes in surprise) are used. In semantic classification, the categorical features of happiness are equally or better suited. The same holds for anger and sadness. Although these categories are matched less accurately than fear and surprise, this is not the case for their semantic categorization. In fact, in Experiment 1, sadness and disgust were more readily categorized at resolution 1/2, which corresponds to a different clustering from the one observed in this second experiment.
Discussion
Little is still known about the hierarchical semantic analysis of facial expressions of emotion. There is evidence for a categorical distribution of resources (Martinez, 2011 ), but it is unclear which categories are computed first. The present work suggests a hierarchical structure based on which diagnostic information is used to identify each category. Facial expressions of emotion that can be successfully recognized in lowresolution images (and thus employ mostly low spatial frequencies) are computed earlier in the hierarchy. Categories that can be detected in only high-resolution images (and hence require high spatial frequencies or fine-grained information) are computed at a later time. This hierarchical analysis is not the same as that used in a simple matching task as that of Experiment 2. Here, it is important note that the 7AFC task used in the present work is challenging and that a smaller difference would be observed in easier tasks. Nevertheless, in preliminary work (Martinez & Du, 2010) , we observed similar error patterns and the same hierarchical structure of the semantic analysis of facial expressions of emotion in 3AFC and 4AFC tasks.
An alternative interpretation for these results is that the computational (cognitive) resources required to identify each category could be quite different (and potentially more or less taxing) than those used to recognize the others.
The results summarized in the preceding paragraphs are inconsistent with current computational models of the recognition of facial expressions of emotion. An example is in studies of fear. Fear is perhaps the most studied emotion (Vuilleumier, 2005) . The amygdala has been identified as a potential brain area where computations of this emotion take place (Adolphs, 2002 (Adolphs, , 2008 Calder et al., 2001; Morris,Öhman, & Dolan, 1999; Tsuchiya, Moradi, Felsen, Yamazaki, & Adolphs, 2009 ). In the context of evolution, fear is typically considered primal for survival. In this context, the recognition of the facial expression of fear has been assumed to involve early detection (Pessoa, Japee, & Ungerleider, 2005; Whalen et al., 2004) even when observed at a distance (or in low-resolution images), with some imaging studies favoring this view (Vuilleumier et al., 2003) . The results of the present article suggest otherwise, showing that fear can be recognized in only high-resolution images (or when high spatial frequencies are present; Smith & Schyns, 2009 ) and that its computations are either relegated to a later time in the hierarchical semantic analysis or that these require more computationally taxing analyses than those used to identify other emotions. It is worth noting that some previous studies were concerned with perceptual detection of negative emotive images. Whalen et al. (2004) , for example, used a backward-masking of happy and fearful eyes (using black and white drawing with clearly identified sclera) and neutral faces and showed a higher, faster amygdala activation for fearful eyes. This effect could be related to the role of the amygdala in attention (e.g., perceptual change; Adolphs, 2008) . In contrast, our results are concerned with the semantic categorization of six prototypical facial expressions of emotion. One possibility is that the dorsal pathway defined earlier biases attention or is involved in early decision making (Morris et al., 1999) , making the perceptual change readily visible but not its semantic categorization.
Similarly, anger is one of the emotion categories that require a larger exposure time, although it can be recognized at lower resolutions than fear. Facial expressions of anger have been shown to be salient in a crowd (Fox et al., 2000) , and, as with fear, it has been argued that the recognition of anger is essential to avoid or survive fighting (Ekman, 1999) . However, the results reported above, along with others (Du & Martinez, 2011; Smith & Schyns, 2009) , demonstrate that anger is not reliably detected from facial expressions at a distance. Even in high-resolution images, anger is typically mistaken for sadness and disgust, which are not good indicators for survival. It is more likely that body position plays a major role in the detection of anger and fear, especially from a distance. Some results have shown that when there is a contradictory signal between the body and face, the emotional analysis of the body position can subsume that of the face (Aviezer et al., 2008; Meeren, van Heijnsbergen, & de Gelder, 2005) .
Disgust, arguably the most artificial and culturally bound of the emotions studied here (Rozin, Haidt, & McCauley, 2008) , has also been classified as essential for survival, for example, for germ avoidance. Once again, though, the results of the present article and those of several others (Du & Martinez, 2011; Smith & Schyns, 2009 ) form a different picture, in which its facial expression is poorly recognized even in highresolution images. We note that the facial expression of disgust (as that of anger) was recognized at resolutions of 30 · 20, but the exposure time required to reach 57% accuracy was 376 ms. As in the previous categories discussed above, the results in the present article suggest a later computation of disgust or a more computationally taxing analysis. Facial expressions of sadness require similar exposure time to those of disgust (Figure 4) , and its computations also seem to be relegated at a later time in the hierarchical analysis of facial expressions of emotion.
In contrast, happiness and surprise were recognized much faster than the negative emotions discussed above. These facial expressions are generally recognized using low spatial frequencies (Smith & Schyns, 2009 ) and more reliably than the others (Du & Martinez, 2011) . Fear is found to be often confused for surprise in normal subjects (Du & Martinez, 2011) but not vice versa. This one-way confusion is also observed in patients whose fear recognition is impaired because of a brain lesion (Calder, 1996) . Going back to the potential survival role of early detection of fear, we note that fear may not be directly expressed using a facial expression of fear. One hypothesis is that subjects express surprise before displaying a facial expression of fear or the compound emotion of fearfully surprised (Martinez & Du, 2012) . In this context, recognition of surprise may be more primal than the recognition of fear itself. This argument is in line with the involvement of amygdaloid dopamine in regulating surprise in fear (Iordanova, 2010) . Batty and Taylor (2003) reported later N170 latencies for negative emotions (i.e., fear, anger, disgust, and sadness) than for surprise and happiness. These results are consistent with those reported in the present article. One possibility is that subcortical computations (e.g., involving a more dorsal pathway) are then combined with computations from the ventral pathway before making a decision (Adolphs, 2002; Morris et al., 1999; Tsuchiya et al., 2009) . The need for combining these two computations may justify the significantly longer exposure times required for successful classification of negative emotions but does not explain why they are classified less accurately and cannot be detected in low-resolution images. Sugase, Yamane, Ueno, and Kawano (1999) identified neurons in macaque monkeys that respond at two distinct latencies. The former of these responses was tuned to global features of the face, whereas the latter responded to more fine-grained information. If similar neurons were found in the human brain, it could justify why facial expressions that can be recognized using the global information available in low-resolution images are recognized faster than those requiring a more finetuned analysis. It would still be unclear though, why expressions requiring a finer analysis are recognized more poorly than those that mostly use global information. Another possibility is that the human visual system has a very good, specialized processing of configural cues for face analysis and a less accurate processing of the local shape (Martinez & Du, 2012) . This is because configural cues can be readily and robustly extracted from high-and low-resolution images, but detailed shape changes are visible only in higher-resolution images (Du & Martinez, 2011) . A good example would be the ease with which we can detect smiles at any resolution.
Similarly, van Rijsbergen and Schyns (2009) and Schyns, Petro, and Smith (2009) suggest facial expressions of emotion may require a three-staged categorization process. In the first stage, local features are detected, followed by a global analysis and a final local, fine-grained examination. Combined with the conclusions of Batty and Taylor (2003) summarized in the preceding paragraph, the results of the present study suggest that some categories of emotion require a shorter analysis of their facial expressions than others. Although some may be recognized using low spatial frequencies, others cannot be correctly classified without higher-order frequencies. It is possible that some emotion categories involve the activation of more brain regions than others and that this is related to the difficulty in interpreting their class.
In summary, the results reported in the present study suggest that diverse computational processes are involved in the recognition of different emotion categories. Facial expressions of emotion that can be recognized in low spatial frequencies are readily and robustly categorized. Those that need high spatial frequencies for categorization involve more taxing computations and are more prone to errors. One possibility is that the pathways leading to common emotion brain areas differ from category to category (Smith & Schyns, 2009; Vuilleumier et al., 2003) . Another possibility is that different areas are used to analyze each category semantically (Martinez & Du, 2012) . In addition, it is also possible that different areas are reached using different pathways.
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The database of facial expressions of emotion used in the present article is described in detail in Du, Tao, and Martinez (2013) . Here, we summarize the Facial Action Coding System of Ekman and Friesen (1978) for the images used in the experiments detailed above. In particular, we specify the facial muscle activations, called Action Units (AUs), and the intensities at which they are used. These are in Tables A1-A6 . The AUs with an asterisk in these tables conform to prototypical ones as given by Ekman and Friesen (1978) .
The intensity of activation of each AU is done using a five-grade scale (Ekman & Friesen, 1976) : a (showing a trace), b (slightly), c (markedly), d (severely), and e (extremely). To compute average activation (and standard deviation) for the images in our experiments, we equate these five intensity levels to the following integers: 1 (a), 2 (b), 3 (c), 4 (d), and 5 (e). The results are in Tables A1-A6 . The percentage under the intensity levels in the tables is relative to the total number of people who used that AU. 
