Historically, one of the most controversial aspects of Darwinian evolution has been the prominent role that randomness and random change play in it. Most biologists agree that mutations in DNA have random effects on fitness. However, fitness is a highly simplified scalar representation of an enormously complex phenotype. Challenges to Darwinian thinking have focused on such complex phenotypes. Whether mutations affect such complex phenotypes randomly is ill understood. Here I discuss three very different classes of well-studied molecular phenotypes in which mutations cause nonrandom changes, based on our current knowledge. What is more, this nonrandomness facilitates evolutionary adaptation. Thus, living beings may translate DNA change into nonrandom phenotypic change that facilitates Darwinian evolution.
1. Introduction. "In ordinary English, a random event is one without order, predictability or pattern. The word connotes disaggregation, falling apart, formless anarchy, and fear." This quote from the late Stephen J. Gould (1993) illustrates one reason why many nonbiologists-even highly educated ones-may feel uncomfortable with Darwinian evolution: Darwinian evolution centrally involves chance or randomness. Specifically, it involves a combination of natural selection and random or chance variation on which selection feeds. Most such variation is caused by mutations, genetic changes in DNA.
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The concept of randomness has given rise to three main currents of literature in biology and in the philosophy of biology. By far the most prominent current regards the question whether mutations affect fitness randomly (Simpson 1953; Mayr 1961; Sober 1984 Sober , 2000 Dawkins 1996; Futuyma 1998; Eble 1999) . In the words of the philosopher Elliott Sober, "Mutations are said to be random in that they do not arise because they would be beneficial to the organisms in which they occur" (2000, 37) . I will come back to this notion of randomness in section 3 below. A second current regards the question how to distinguish between natural selection and genetic drift. On the one hand, natural selection has random aspects. For example, the viability of an organism-an important aspect of fitness-is often expressed as a probability that the organism survives from a zygote to reproductive age. On the other hand, genetic drift arises from the random sampling of alleles or genotypes from one to the next generation. Because selection and drift both involve chance, the question arises how to properly distinguish between them (Beatty 1984; Millstein 2000 Millstein , 2002 . A third current regards deterministic chaos, apparently random behavior that may arise from deterministic interactions of a system's components. Deterministic chaos may occur in ecological and neural systems and raises broad questions about determinism (May 1976; Mackey and Glass 1977; Wimsatt 1980; Earman 1986; Hastings et al. 1993; Elbert et al. 1994; Glass 2001) .
This article does not fall plainly within any of these three currents. It is closest to the first one because it revolves around the effects of mutations. However, there is one key difference: it does not focus just on fitness but on complex phenotypes and how mutations affect them. Supported by very recent evidence (Lipman and Wilbur 1991; Schuster et al. 1994; Ciliberti, Martin, and Wagner 2007a, 2007b; Wagner 2009, 2011; Ferrada and Wagner 2010; Samal et al. 2010) , it argues that the phenotypic variation on which natural selection feeds can be viewed as nonrandom and highly structured. Not only that, it is structured in ways that facilitate evolutionary adaptation and innovation.
The role of chance and randomness in evolution can be examined for three different and variable aspects of a living system. The first of them is an organism's genotype. The second is its phenotype, which has many different facets that range from an organism's form, to its physiology, down to the spatial fold of the proteins inside its cells. The third aspect-I just mentioned it-is fitness, which collapses the immense complexity of a phenotype onto a single scalar quantity that indicates how well an organism is adapted to its environment. Here I will discuss random change on genotypes and fitness only briefly (Hartl and Clark 2007) . My main focus is random change in complex phenotypes because variation in these phenotypes is the substrate of natural selection and because recent work sheds light on how mutations change these phenotypes.
In section 2, I define a notion of randomness and random change that is suitable for my purpose. In sections 3 and 4, I discuss random change in fitness and in genotypes, mainly for completeness of the exposition, and because they illustrate applications for the notion of randomness I use. The remainder of the article focuses on complex phenotypes. Section 5 discusses why visible macroscopic phenotypes are currently ill suited for my purpose. Section 6 introduces three classes of systems whose phenotypes are better suited, partly because they are involved in many evolutionary processes. Specifically, these systems are large-scale metabolic networks, regulatory gene circuits, and protein or RNA macromolecules. Section 7 discusses the genotypes and phenotypes of these systems, and section 8 discusses recent insights into how these phenotypes are organized in the space of all possible genotypes. The three system classes are very different, but phenotypic changes in them are structured and nonrandom, in a sense that section 9 makes clear. Not only that, they are structured in ways that facilitate evolutionary adaptation and innovation.
2. The Notion of Randomness. Colloquial uses of words such as "random" or "chance" face the imprecision and ambiguities of everyday language. If we want to avoid such ambiguities, we can turn to the language of mathematics. Albeit itself not without limitations (Chaitin 1975 (Chaitin , 2001 ), mathematics may be our best chance of lending some precision to the word "random." The relevant branch of mathematics is probability theory. Fundamentally, probability theory rests on conceptual experiments, such as the tossing of coins, the rolling of dice, the dealing of cards, or the change of letters in a string of text such as DNA. Each such experiment must have a set of well-defined outcomes: heads or tails, the numbers one through six, all possible DNA strings, and so on. In the lingo of probability theory, these outcomes constitute a sample space. Each outcome is called an event. And each event has a probability, such as the probability onehalf of tossing heads with a fair coin. Events, sample spaces, and probabilities are primitive and undefined notions of probability theory, much as points and straight lines are in Euclidean geometry (Feller 1968, chap. 1) .
Imagine you tossed a coin many times and it showed heads in 80% of these tosses. Colloquially, we would say that there is something nonrandom about how this coin falls. But this may not be so from the perspective of probability theory. The coin may simply not be a "fair" coin. For example, one of its sides may be heavier than the other to the extent that it is much more likely to show a head than a tail. We can take this example to an extreme and imagine a coin that always shows heads, that is, with probability one. In common usage, such a coin toss has a decidedly nonrandom outcome. From a probabilistic standpoint, it is just an extreme example of a coin that is not fair, with a probability of showing heads equal to one. 1 Probability theory is a way of viewing the world. Through its glasses, every process in the world becomes a random process. This is unhelpful if we want to ask in which sense Darwinian evolution might involve random change. To simply state that everything about the world is random leaves us unsatisfied. Most of us feel that there is a difference between a coin showing heads half of the time and showing heads 80% of the time.
The difference is that we have an unspoken expectation about the outcome of a random coin toss. It should produce heads about 50% of the time. In other words, both heads and tails should be equiprobable. This expectation is based on our prior experience with coin tosses and games of chance. It is also based on tacit assumptions about how a coin is-or should be-manufactured, namely, with equal mass on both sides.
This observation characterizes an important colloquial use of randomness: we use the notion of randomness to characterize an expected outcome of events in the world; deviations from this outcome constitute nonrandomness. In the absence of any other information, we often expect that possible events occur with equal probability. If our observations are consistent with this expectation, we say that they occur randomly. If they violate our expectation, we call them nonrandom. Equiprobability is not the only possible expectation, but some expectation must exist for this colloquial notion of randomness to apply. Unfortunately, this expectation is often tacit, unacknowledged, and imprecise.
This notion of randomness-an event's expected outcome by chance alone-is not only colloquially important. It has been made precise in the statistical notion of hypothesis testing, where the expectations I empha-1. This is much less absurd than it may seem, especially if one studies continuous sample spaces with infinitely many members. For example, imagine you could choose one number at random among the real numbers between zero and 10 such that every real number has an equal probability of being chosen. In this case, the problem of not choosing any particular number, say 3/2, is equal to one because there are infinitely many (yes, uncountably many) such numbers. At the same time, some number will be the chosen one, even though the probability of choosing it was infinitesimally small. In mathematical language, the subset of the interval (0, 10) that corresponds to this number is a subset of measure zero. Even from a colloquial standpoint, we would feel comfortable referring to such a choice as a random choice, even though a specific outcome may have zero probability. sized are called null hypotheses (Sokal and Rohlf 1981) . In hypothesis testing, one asks whether a series of events could have occurred by chance alone, meaning that they are consistent with a prior expectation or, in statistical language, with a null hypothesis. If not, the null hypothesis is rejected. For example, for our earlier coin toss, a relevant null hypothesis is that we will observe heads half of the time. Statistical tests tell us how much deviation from this expectation is tolerable if we toss a coin N times. If the frequency of heads lies outside the range of tolerance, we would say that it is not expected by chance alone. It is nonrandom in this sense. 2 I will use this notion of randomness here: consistency with an explicit expected outcome, that is, with a null hypothesis or a (statistical) model of a process. It is a more precise version of the colloquial use of randomness and is useful to discuss several notions of randomness in Darwinian evolution. I will also find it useful to use the notions of sample space and events because they help us make our expectations more precise.
Randomness and Fitness.
The most widely discussed notion of randomness in evolutionary biology regards the effects of mutations on an organism's fitness. Here, one can distinguish at least two kinds of events: mutations that are good (beneficial) and those that are bad (deleterious) for fitness. If you did not know much about our world, you might expect that mutations are equally likely to be good or bad. If you knew more (and especially if you had children), you would be aware that a haphazard change of any one object-toy, machine, and so forth-is more likely to break it than to improve its function. You might extrapolate this insight to living things and thus argue that most mutations might be deleterious rather than beneficial. These observations can form the basis of an expectation defining random effects on fitness: random mutation would typically be deleterious, not beneficial, to an organism. They would typically reduce its fitness. In contrast, if mutations were nonrandom, they might be mostly beneficial or even always beneficial, in which case natural selection might become unnecessary. In other words, the more strongly nonrandom mutations are, the less important natural selection would be in organic evolution.
All evidence available thus far suggests that mutations are random in 2. Strictly speaking, an observation's deviation from expectations implies either that it is nonrandom or that it is very unusual. In practice, replication of observations can be used to distinguish between these two possibilities. One should be aware, though, that statistical tests by their very nature do not provide absolute certainty about nonrandomness. They are merely the best practical means to distinguish random from nonrandom observations. However, many successes of modern science and engineering are built on them. This power of statistical testing provides another motivation to use a statistical definition of randomness here.
this sense. They do not preferentially cause an organism's fitness to increase, much as a broken part in a machine does not usually cause the machine to work better. Occasionally this notion is challenged by experimental data. The last serious challenge occurred decades ago (Cairns, Overbaugh, and Miller 1988) , but it has been readily deflected by better data (Hendrickson et al. 2002) . And with the analogy of man-made devices in mind, we can see that this randomness of mutations may be with us for a good long time. Organisms are highly ordered and extremely complex systems, much more so than machines, and perform complex activities (feeding, self-defense, reproduction, etc.) to persist. The chances of improving such a system through haphazard change are small. In sum, evolution is random in the sense that mutations do not usually improve fitness. I need not say more about this subject because many others have (Simpson 1953; Mayr 1961; Sober 1984 Sober , 2000 Dawkins 1996; Futuyma 1998; Eble 1999) . However, it is worth saying that fitness-a simple scalar quantity-is not even a caricature of an organism's phenotypic complexity. As I will show below, if we focus on complex phenotypes, we can learn more interesting things about the role of nonrandom variation in evolution. Before focusing on such phenotypes, however, I need to discuss how mutations may affect genotypes, because any effort to discuss randomness without them would be incomplete.
Randomness and Genotype.
It is often stated that mutations are random changes in DNA, meaning that they affect a genotype randomly. The relevant sample space is the space of all possible DNA molecules. This space is also sometimes called a sequence space or genotype space. Each sequence is a single member or point in this space and constitutes one of the possible events or outcomes of mutation. That is, the events are all possible sequences in this space. If we ask how mutation changes a string of DNA, say, the coding region of a given gene in an organism's genome, then we can distinguish multiple different kinds of mutations. Some mutations-point mutations-change one or more single nucleotides into some other nucleotide; others-inversions-change the orientation of a DNA molecule; yet others duplicate part of the DNA string; and so on.
What are the hidden expectations behind the statement that mutations are random changes in DNA? The simplest possible expectation would be that all events in our sample space are equally likely. This would mean that any one mutation could create all possible sequences and would do so with equal probability. To anybody who knows the first thing about biochemistry and about the molecular mechanisms behind mutation, this expectation is ludicrous. For example, point mutations usually change one base pair at a time, and inversions can produce only the reverse complement of a (double-stranded) DNA text before mutation. The biochemical mechanisms behind genotypic change severely constrain how mutations alter DNA. If we adopted the very naive expectation I just mentioned, mutations would be clearly nonrandom in their effects on DNA.
A less naive expectation is that random point mutations should change any nucleotide (A, C, G, or T) into any other nucleotide with equal probability. Any deviation from this pattern would constitute nonrandomness. Molecular evolutionists have developed sophisticated methods to determine whether mutation is random in this sense. These methods rely on a combination of comparative analysis and experimental work and are greatly aided by our ability to determine the DNA sequences of entire genomes (Li 1997; Drake et al. 1998; Omilian et al. 2006; Denver et al. 2009; Ossowski et al. 2009 ). They show that the above expectation is wrong. We know, for example, that transition mutations ( , A ↔ G ) are typically twice as frequent as transversion mutations (A, C ↔ T , T), even though there are only two possible transition mutations G ↔ C but four possible transversion mutations (Li 1997) . The reason lies in the biochemical mechanisms of mutation. For example, the chemical structure of the base adenine (A) is much more similar to that of guanine (G) than it is to the other two bases, which makes it much easier to convert A into G or vice versa. Thus, our expectation is violated, and we might call mutation nonrandom from this perspective.
Once we know of this so-called transition-transversion bias, we can form new, better-informed expectations. For example, we might call point mutations random if the likelihood that a mutation transforms a base into another base depends only on whether the mutation would be a transition or transversion but would otherwise be independent of the base considered. This expectation might seem quite reasonable, but it also turns out to be violated. For example, mutations are often context dependent. That is, whether, say, a C mutates into a T may depend on whether there is a G next to it (Morton 2003; Niu, Lin, and Zhang 2003; Jia and Higgs 2008; Touchon and Rocha 2008) . Thus, mutation is nonrandom with respect to the expectation above.
These are just two, increasingly better-informed, expectations of what constitutes random mutation. I could propose many more on the basis of what we know about mutation. For example, some bases are methylated, which influences their propensity to mutate; so does the active replication of DNA, which favors certain kinds of point mutations over others; and the DNA strand ("top" or "bottom") of the double-stranded DNA helix in which a base occurs also influences the kind of changes that this base can undergo (Morton 2003; Niu et al. 2003; Jia and Higgs 2008; Touchon and Rocha 2008) . The list could go on and on. This example illustrates an important principle. Nonrandomness in the sense I defined it-as a deviation from a prior expectation-is a property not just of a natural phenomenon but also of our knowledge about this phenomenon. As our knowledge increases, this expectation may change. Nonrandomness is thus a moving target. Whether we call mutations in genotypes random may depend on our knowledge about genotypes and the mechanisms behind their change.
Even at our present state of knowledge, after decades of studying DNA sequences, and with billions of DNA sequences in public databases available for analysis, we do not have an expectation sophisticated enough to explain the observed patterns of genotypic change we see in nature. And this holds despite considerable effort to look for statistical models of DNA (Karlin and Brendel 1993; Karlin and Cardon 1994) . Thus, genotypic change is nonrandom on the basis of what we presently know. 5. Randomness and Complex Phenotypes. In section 4, I discussed genotypic change, which illustrates how our knowledge can shape our expectations about randomness. Such expectations are key to the statistical definition of randomness that I use here (sec. 2). Before that, in section 3, I discussed change in fitness and the consensus view that mutations do affect fitness randomly. Both sections are included here for the sake of completeness, but they are a mere lead-in to my main focus, complex phenotypes.
There are at least three reasons to focus a discussion of randomness on complex phenotypes. First, natural selection does not directly act on genotypes but on phenotypes. Second, fitness is a highly aggregate property, a compressed scalar representation of immensely complex phenotypes, traits of living systems that extend through space and time. One consequence of reducing complex phenotypes to simple fitness is this: the expectation behind the assertion that mutations affect fitness randomly, namely, that mutations are more likely to damage a system than improve it, is very crude. As I mentioned in section 2, prior knowledge about mechanisms of change can be an important basis for expectations like this. However, because fitness reflects so many different aspects of phe-3. At some point in the distant future, after having studied changing DNA for many more years, we may discover an appropriate null hypothesis, a statistical model of changing DNA. With such a model in hand, any mutational change in DNA would become a random change under the definition of randomness I use here. The chances of finding such a general null hypothesis, however, may be slim, for it is well known that rates and patterns of mutations depend in subtle ways on an organism's genotype and on the environment that it finds itself in. Any such null hypothesis may be specific to one organism and one environment rather than general enough for a comprehensive understanding of random genotypic change in evolution.
notype, there may not be one mechanism of change that could help us refine this crude expectation. Only a less compressed notion of phenotype could circumvent this problem. A third reason to focus on complex phenotypes is that they encompass the astounding complexity of life that Darwinian evolution aims to explain. For these reasons, I will now turn to complex phenotypes.
Until recently, we did not have sufficient knowledge about such phenotypes to ascertain whether mutations affect phenotypes randomly. Those studying phenotypic constraints might cringe at this statement and argue that, yes, we have known for a while that phenotypes change nonrandomly. A phenotypic constraint is a bias or limitation in phenotypic variation that a biological system produces (Maynard-Smith et al. 1985) . Phenotypic constraints are everywhere. Dramatic examples include the nonexistence of birds with horns or the general lack of teeth in the lower jaw of frogs (Maynard-Smith et al. 1985; Futuyma 1998) . Many more subtle examples exist (Maynard-Smith et al. 1985) . Together, they show that not all conceivable phenotypic variation exists in nature.
The problem with phenotypic constraints is that many candidate constrained characters are macroscopic characters. For such characters, it is not clear what the relevant sample space-the space of all possible characters-and possible events following a mutation should be. Efforts to define and explore a "morphospace" of macroscopic traits (Gould 1991; Newman and Bhat 2009 ) have thus far found limited resonance, perhaps because many macroscopic traits are too complex to be easily embedded in such a space. In addition, to characterize the relevant sample space, it is useful to understand how change in genotypes affects phenotypes, that is, how genotypes map onto phenotypes. The reason is that most phenotypic change that is heritable and thus relevant for Darwinian evolution is caused by genotypic change. We do not understand the relationship between genotypic and phenotypic change well for macroscopic traits.
Thus, for most macroscopic traits, we cannot currently make clear what would constitute an expectation for random phenotypic variation and what would constitute constrained variation. This is why the rich existing literature on phenotypic constraints contains many ambiguities (Odell et al. 1981; Cheverud 1984; Maynard-Smith et al. 1985; Shubin and Alberch 1986; Oster et al. 1988; Hodin 2000; Brakefield 2006; Newman and Bhat 2009) . For the same reason, phenotypic constraints are not exempt from the assertion that we are ignorant about the randomness of phenotypic variation.
To understand the role of randomness in phenotypic change, we need to study phenotypes that are complex but not too complex to apply concepts such as that of a sample space to them. I will next discuss three very different classes of systems that meet this requirement. For these systems, we are beginning to understand the relationship between genotype and phenotype. They are the basis of many evolutionary adaptations and innovations and thus are central to Darwinian evolution. These features make them attractive study objects. As we shall see, phenotypic variation in these systems can be viewed as nonrandom. And here is the most important feature of this nonrandomness: it can facilitate evolutionary adaptations and innovation. As opposed to constraints, which connote a restricting and confining role in Darwinian evolution, this kind of nonrandomness can play a positive role in Darwinian evolution.
Three Classes of Systems Important to Evolutionary Adaptation and
Innovation. All macroscopic traits are composed of microscopic, submicroscopic, and molecular traits, down to the level of DNA. And DNA change can percolate all the way up to macroscopic traits. To understand the full complexity of this hierarchical organization is beyond our current means. But we can study important classes of systems that we know are involved in producing macroscopic traits and changes therein.
One class of such systems is genome scale metabolic networks. These are networks of hundreds to thousands of chemical reactions-catalyzed by enzymes that are encoded by genes-that synthesize all small molecules in biomass from environmental nutrients. In addition, they produce energy and many important secondary metabolites. The metabolic phenotypes of such networks are involved in many new phenotypes that occur anywhere from microbes to higher organisms. Examples include the ability of microbes to grow on synthetic antibiotics or other toxic xenobiotic compounds, such as polychlorinated biphenyls, chlorobenzenes, or pentachlorophenol (Cline et al. 1989; van der Meer 1995; van der Meer et al. 1998; Copley 2000; Rehmann and Daugulis 2008) . They also include the urea cycle, a metabolic innovation of land-living animals that allows them to convert toxic ammonia into urea for excretion.
Novel metabolic traits often involve new combinations of chemical reactions (enzymes) that already exist elsewhere. For example, a novel metabolic pathway to degrade pentachlorophenol involves four steps that its host organism assembled-probably through horizontal gene transfer-from enzymes processing naturally occurring chlorinated chemicals as well as from an enzyme involved in tyrosine metabolism (Copley 2000) . The urea cycle arose when four widespread enzymatic reactions involved in arginine biosynthesis combined with arginase, a reaction involved in arginine degradation (Takiguchi et al. 1989) The second system class is regulatory circuits. They are systems of interacting gene products that influence each other's biological activity. Their phenotypes are gene expression phenotypes or, more generally, molecular activities of gene products with important biological functions.
Such circuits are involved whenever cells and tissues communicate and whenever gene expression is regulated (Gilbert 1997; Carroll, Grenier, and Weatherbee 2001) . Both processes are indispensable for the development of any multicellular organism and thus for the formation of all macroscopic phenotypes. The most important kinds of circuits are transcriptional regulation circuits because transcriptional regulation provides a regulatory backbone to most organisms and because such circuits drive many pattern formation processes in embryonic development. The genes in such circuits encode transcriptional regulators that bind DNA near other genes and regulate their transcription. Among the best-known examples are Hox genes, which pattern limbs and many other body structures in animals, and MADS box genes that are involved in patterning flowers ( Regulatory change is also involved in forming many new macroscopic phenotypes. For example, the KNOX (KNOTTED1-like homeobox) transcription factors and their overexpression may stand behind the origin of dissected leaves, an innovation of some plants that may aid thermoregulation (Bharathan et al. 2002) . The predator-deterring eyespots of butterflies form where the transcription factor Distal-less is overexpressed. In these and many other examples (Carroll et al. 2001) , changes in the regulation of existing molecules that also serve other purposes are associated with the formation of novel phenotypes.
The third and final system class is protein and RNA macromolecules. Their phenotypes are three-dimensional molecular structures and their varied functions. They catalyze thousands of biochemical reactions, exchange chemicals between cells and their environment, give structural support to cells, are central to locomotion, and serve many other useful functions. Not surprisingly then, important adaptations in evolution are traceable to changes in macromolecules. One example regards antifreeze proteins, which allow organisms in cold environments to survive where the body temperature of others would freeze. They evolved independently, rapidly, and from different ancestors in arctic and antarctic fish (Chen, DeVries, and Cheng 1997; Cheng 1998) . Another example involves the hemoglobin molecules important for oxygen transport. In the hemoglobin subunits of the bar-headed goose (Anser indicus), a single proline to alanine substitution in one of hemoglobin's subunits increases the protein's affinity to oxygen. The change helps this bird migrate over the Himalayas at altitudes exceeding 10 kilometers (Golding and Dean 1998; Liang et al. 2001 ). Figure 1 . Overview over the concepts of genotypes and phenotypes in the three system classes discussed in this article. system classes that I just discussed, we have recently gained a better understanding of the relationship between genotype and phenotype. I will next summarize some insights from recent work on these systems (Lipman and Wilbur 1991; Schuster et al. 1994; Fontana and Schuster 1998; MacCarthy, Seymour, and Pomiankowski 2003; Ciliberti et al. 2007a Ciliberti et al. , 2007b Wagner 2009, 2011; Ferrada and Wagner 2010; Samal et al. 2010) .
Genotypes and Phenotypes in the Three Study Systems. In all three
Genotypes in all three systems ( fig. 1 ) exist in a vast genotype space. Although such genotypes are ultimately DNA sequences, it is often useful to represent them in more compact ways. For example, a metabolic genotype is the part of an organism's genome that encodes metabolic enzymes, but rather than representing this genotype as a DNA string, it can be represented more compactly through information about the presence or absence of individual enzymes or of individual enzyme-catalyzed reactions in a metabolic network. In other words, one can represent an organism's metabolic genotype through the set of enzymes or enzymecatalyzed reactions that occur in its metabolic network.
The genotype space of metabolic networks is the space of all possible metabolic networks. The current known "universe" of metabolic reactions comprises more than 5,000 such reactions, each of which can be present or absent in any one network. Thus, metabolic genotype space is a vast, hyperastronomical space comprising more than 2 5,000 metabolic genotypes, each one corresponding to a metabolism with a different set of enzymecatalyzed reactions (Rodrigues and Wagner 2009; Samal et al. 2010) .
Metabolic phenotypes emerge from the joint action of all chemical reactions in a metabolic network, from how these reactions cooperate to transform energy and chemical elements contained in environmental nutrients into biomass. There are different ways of classifying metabolic phenotypes. One useful approach is to classify phenotypes according to their ability to sustain life-to synthesize biomass-in different chemical environments (Rodrigues and Wagner 2009 ). For example, if one focuses on carbon metabolism, one can ask which molecules can serve as sole carbon and energy sources for a metabolic network. To represent such phenotypes systematically, one can use some number of common carbon sources, say 100 different molecules, and write these down as a list. A metabolic phenotype can then be represented as a binary string, where one writes a 1 next to a carbon source in our list if the network can sustain life on it and a 0 if it cannot. Recent methodological advances in computational biochemistry allow us to compute metabolic phenotypes from metabolic genotypes (Price et al. 2003) . Note that for 100 carbon sources, there is already an astronomical number of 2 100 possible metabolic phenotypes, each of them encapsulating viability in a different spectrum of chemical environments. Analogous classifications are possible for sources of other chemical elements (Rodrigues and Wagner 2011) .
The genotypes of regulatory circuits ( fig. 1 ) are DNA sequences that encode transcriptional regulators as well as the regulatory regions on DNA that these regulators bind to and that mediate gene regulation. Instead of representing these genotypes as DNA strings, one can also represent them more compactly as patterns of regulatory interactions. In a transcriptional regulation circuit, for example, any one gene X can have an activating, repressing, or no effect on the expression of another gene Y, as determined partly by regulatory DNA sequences near gene Y. The space of all circuits comprises all possible patterns of interactions between a given set of genes. These interactions bring forth a circuit's gene expression phenotype (MacCarthy et al. 2003; Wagner 2005; Ciliberti et al. 2007a Ciliberti et al. , 2007b . Even if one considers only whether a gene is expressed or not, then a circuit of N genes has 2 N possible phenotypes. Finer distinctions, among different levels of expression, would give rise to even more phenotypes. Thus, also in this system class, many possible phenotypes exist. One can classify them and compare them systematically (Ciliberti et al. 2007a (Ciliberti et al. , 2007b .
The genotypes of molecules, finally, exist in a space of amino acid and nucleotide sequences. Exploration of their genotype spaces has the longest history (Maynard-Smith 1970; Lipman and Wilbur 1991; Schuster et al. 1994) . The relevant phenotypes include secondary and tertiary structures of protein and RNA molecules, as well as enzymatic and other functions of these molecules. One can classify and compare such phenotypes systematically. Examples include protein structures and enzymatic functions (Todd, Orengo, and Thornton 2001; Levitt 2009 ). The number of such phenotypes is again large. For example, even if one considers only singledomain polypeptides-proteins that consist of one autonomously folding amino acid string-there are more than 10 4 known protein tertiary structure phenotypes (Levitt 2009 ). If one considers proteins with multiple domains and takes biochemical functions into account, this number would become astronomical. Mapping genotypes onto phenotypes for macromolecules is becoming increasingly feasible. It involves computational predictions of structure phenotypes but also the analysis of existing data on the sequence, structure, and function of tens of thousands of molecules (Todd et al. 2001; Ferrada and Wagner 2008, 2010; Levitt 2009 ).
In sum, metabolic networks, regulatory circuits, and macromolecules are important for the formation of most phenotypes: they allow us to classify and compare both genotypes and phenotypes, and they permit us to infer or predict phenotype from genotype to some extent. These three features make them ideal to ask whether phenotypic change is random or not.
The Organization of Phenotypes in Genotype
Space. The genotype spaces of the above system classes share several important similarities (Lipman and Wilbur 1991; Schuster et al. 1994; Fontana and Schuster 1998; Ciliberti et al. 2007a Ciliberti et al. , 2007b Wagner 2009, 2011; Ferrada and Wagner 2010; Samal et al. 2010) . First, typically an astronomical or hyperastronomical number of genotypes have the same phenotype. For example, for part of the l repressor, a protein from the bacteriophage l, sequences may yield a functional protein 56 5 # 10 (Reidhaar-Olson and Sauer 1990). Note that even large numbers like this may correspond to a tiny fraction of genotype space. In the case of the l repressor, this fraction may amount to only one 10 Ϫ63 rd of all amino acid sequences (Reidhaar-Olson and Sauer 1990). Analogous observations hold for the phenotypes of metabolic networks, regulatory circuits, and RNA molecules (Gruner et al. 1996; Ciliberti et al. 2007b; Jö rg, Martin, and Wagner 2008; Samal et al. 2010) .
Before discussing the second commonality of genotype space organization, I need to introduce the concepts of a neighbor and of a neighborhood in genotype space. Two metabolic network genotypes are neighbors if they differ in exactly one chemical reaction, two regulatory circuits are neighbors if they differ in exactly one regulatory interaction, and two proteins or RNA molecules are neighbors if they differ in exactly one amino acid or nucleotide. A genotype's neighborhood comprises all its neighbors. I note that a neighborhood typically comprises many neighbors. For example, each protein of 100 amino acids has 100 # 19 p neighbors because each of the protein's 20 amino acids can change 1,900 into 19 other amino acids. The notions of neighbor and neighborhood can be extended to genotypes that differ in some number of metk 1 1 abolic reactions, regulatory interactions, or amino acids.
These concepts allow me to introduce the second commonality of the three system classes I discuss: genotypes with the same phenotype form vast connected genotype networks that extend far through genotype space. This means that one can step from one genotype to its neighbor, to the neighbor's neighbor, and so on without ever changing a phenotype. Thus, not only can very different genotypes have the same phenotype, these genotypes can also be connected in genotype space. The many small open circles in figure 2a are a caricature of such a network in a much larger genotype space (large rectangle). Circles that are neighbors are connected by a straight line. The network that these circles form illustrates that a genotype network can extend far through genotype space.
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A third commonality is that the neighborhood of any two genotypes on the same genotype network (i.e., with the same phenotype) contains very different novel phenotypes. This means that even if two genotypes differ only modestly, their neighborhoods do not contain the same phenotypes. The two dashed circles in figure 2a I note that genotype spaces are high-dimensional spaces whose features cannot be captured adequately in a two-dimensional figure. For example, a genotype may have hundreds to thousands of neighbors, only a few of which are shown for each genotype in figure 2a . Also, each genotype whose phenotype is different from that of the genotype network in figure  2a would itself be part of a vast genotype network that is not shown.
Together, the properties I just discussed facilitate the exploration of novel phenotypes through blind evolutionary searches in genotype space. They solve a major problem that the discovery of novel and useful phenotypes poses to living systems: they need to preserve existing, welladapted phenotypes while exploring innumerable new phenotypes, only a few of which may be improvements over the status quo. Here is how they accomplish this: envision a population of organisms that preserves its existing phenotype (through stabilizing selection) while being exposed to mutational change. The existence of genotype networks means that the population can gradually change its genotype while preserving its phenotype. In doing so, it can explore different regions of genotype space. The immediate neighborhood of the population will contain very different novel phenotypes, depending on where its members are located in genotype space. The existence of genotype networks combined with the diversity of their neighborhoods thus allows exploration of many novel phenotypes.
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Both the existence of genotype networks and the diversity of their neighborhoods are necessary to explore many novel phenotypes. To see this, consider several counterfactual scenarios shown in figure 2b-2d. In the first scenario ( fig. 2b) , the number of genotypes that form the same phenotype is just as large as in figure 2a, and these genotypes are just as widely distributed through sequence space. However, these genotypes ei-5. The evolutionary dynamics I describe here resembles that on adaptive landscapes used to study the evolution of reproductive isolation, such as in Sewall Wright's shifting balance theory (Futuyma 1998, 408 ) and Gavrilets's (1997) holey adaptive landscapes, in that evolutionary change can be neutral and occurs preferably along adaptive ridges with high fitness. However, two differences from this previous work are more important than these similarities. The first is that the present approach considers not just scalar fitness but multivariate and complex phenotypes. To study speciation and reproductive isolation, it may be adequate to consider just fitness, but doing so is no longer sufficient if one wants to study how novel phenotypes originate. The second major difference is that in the older models, scalar fitness is often computed from simple population genetic models or it is simply randomly assigned to genotypes. In contrast, the complex phenotypes I discuss here are based on a deeper, mechanistic understanding of how phenotypes emerge from information in genotypes.
ther are isolated from one another or form only small groups of connected genotypes. Their disconnectedness hinders access of new phenotypic variants because evolving genotypes remain confined to small regions of this space. They can no longer explore large regions of this space through mutations that leave the phenotype unchanged.
The second scenario ( fig. 2c) shows a genotype network that is connected but does not extend far through genotype space. Instead, it is confined to a small region of this space. Therefore, many novel phenotypes occurring elsewhere in genotype space remain inaccessible to it. Figure  2d shows a final counterfactual scenario, where a sprawling and connected genotype network exists but the phenotypes in its neighborhoods are all the same. In this case, the network is irrelevant to explore novel phenotypes because regardless of where a genotype occurs on this network, it has access to the same novel phenotypes.
I emphasize again that the imagery of figure 2 has to be taken with a grain of salt. Genotype spaces are very high-dimensional spaces akin to hypercubes, where any one genotype may have thousands of neighbors. A two-dimensional caricature like that of figure 2 can thus mislead in several ways. Nonetheless, it serves to provide a modicum of intuition about genotype space organization.
9. Back to Random Phenotypic Change. To ask whether a mutation has random effects on any of the complex phenotypes I discuss here, we need to first identify an expectation defining such randomness. Recall that such expectations are at the core of the statistical notion of randomness that I use here (sec. 2). For simplicity, I will here discuss a very common class of mutations, point mutations that change a genotype into its neighbor.
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One naive expectation is that a mutation of any one genotype could produce all phenotypes, and do so with equal probability for all phenotypes. However, in all three systems classes, this is not so. And once we have understood the structure of genotype space, it becomes clear that it could not be so. The reason is that the number of possible phenotypes vastly exceeds the number of neighbors any one genotype has. A genotype may have thousands of neighbors, but their numbers pale compared to 6. I tacitly make the simplifying assumption that the genotypic change that underlies this phenotypic change is random under a simple statistical model, namely, that each system part, such as an amino acid in a protein, is equally likely to be replaced with any other system part, e.g., any other amino acid. Analogous assumptions are possible for regulatory circuits and metabolic networks. Even this simplifying assumption will lead me below to the conclusion that phenotypic change is nonrandom. Because genotypic change is actually not random, as I argued in sec. 4, phenotypic change deviates even more from randomness than this simple model suggests. the astronomical numbers of possible phenotypes. There is simply not enough room in any one neighborhood to accommodate all phenotypes.
Thus, we need to form a more sophisticated expectation. If we want to understand effects of mutations that go beyond any one genotype and its phenotype, it must be an expectation about the organization of phenotypes in genotype space. The following expectation fits the bill. Let us go through all possible genotypes one by one. For the first genotype, pick one of the possible phenotypes at random (with equal probability to choose each phenotype) and assign it to this genotype. Repeat this procedure for the next genotype, and so on, until you have assigned a phenotype to each genotype. The result is a random and equiprobable assignment of a phenotype to each genotype. For brevity, I will call this organization or distribution of phenotypes in genotype space random. (My earlier caveat that any distribution could be viewed as random applies.) Are the known effects of mutations on phenotypes consistent with this random distribution? If so, we could say that mutations affect phenotypes randomly.
The consequences of this random organization are no longer so intuitive, but they can be identified mathematically. The first consequence is this: under a random organization of phenotypes, the neighborhood of two different genotypes (whether they have the same phenotype or not) will generally contain very different phenotypes (Ciliberti et al. 2007b; Wagner 2011) . This holds as long as there are many more phenotypes than a genotype has neighbors. This prediction looks reassuring because it resembles the observation of diverse phenotypic neighborhoods that I discussed above. Unfortunately, it is wrong in many details. For example, many neighbors of any one genotype G with phenotype P have a phenotype similar to P, and not just any arbitrary phenotype (Sumedha, Martin, and Wagner 2007) . We can, however, leave this issue aside because it pales in comparison to the following fatal problem.
For randomly organized phenotypes, do genotypes with the same phenotype form extended genotype networks? That is, are many or all of them connected? The answer is a resounding no. The vast majority of genotypes with any given phenotype will be isolated. That is, a genotype will typically have no neighbors with the same phenotype. Random phenotype organization does not support the existence of genotype networks. A mathematical argument is needed to see this (Erdö s and Renyi 1960; Bollobas, Kohayakawa, and Luczak 1992; Reidys and Stadler 2002; Ciliberti et al. 2007a ), but fundamentally, the reason is that the number of genotypes with any one phenotype-albeit large-constitutes a tiny fraction of genotype space.
Genotype networks are thus a nonrandom feature of genotype space organization, under the expectation I just stated. This also means that the effects of mutations on phenotypes are nonrandom. They are more likely to preserve a phenotype than expected by chance. This feature, combined with the phenotypic diversity of different phenotypic neighborhoods, facilitates the exploration of novel phenotypes and thus phenotypic innovation.
7
Genotype space has many additional features for which we currently have no statistical mode, no null hypothesis that would describe these features as random. They include the fact that the phenotypes of many neighbors of a genotype G are similar to that of G, whereas a few are very different phenotypes, that the number of mutations necessary to transform a phenotype into a completely dissimilar phenotype can be large (and system dependent), that the distribution of the number of genotypes with a given phenotype can be quite different for different phenotypes, and so on. Moreover, each of these features can depend on the system class-metabolism, regulatory circuits, or macromolecules (Lipman and Wilbur 1991; Schuster et al. 1994; Reidys, Stadler, and Schuster 1997; Fontana and Schuster 1998; Ciliberti et al. 2007a Ciliberti et al. , 2007b Wagner 2009, 2011; Ferrada and Wagner 2010; Samal et al. 2010) .
In sum, the random expectation of genotype space organization I mentioned has not been replaced by an unequivocally better model of this space. Until that time, one can say that mutations affect complex phenotypes nonrandomly. And more importantly, they do so in ways that facilitate evolutionary adaptation and innovation. The reason is that genotype networks and their diverse neighborhoods allow the exploration of many different neighborhoods of genotype space and the myriad new phenotypes that occur therein. These features help provide phenotypic raw material for natural selection, raw material that contains not only inferior phenotypes but also phenotypes that may be superior to a current, well-adapted phenotype. Because the vast majority of new phenotypes in the neighborhood of a well-adapted genotype G are worse than the phenotype of G itself, this ability to explore many new phenotypes can be 7. As in the section on DNA change, one can look beyond this null hypothesis toward more sophisticated models of how phenotypes are organized in genotype space. One model is worth mentioning in this regard. It revolves around the fraction of a genotype's neighbors that have the same phenotype as itself and can also be referred to as a genotype's robustness to point mutations. Such robustness can be shown to be both necessary and sufficient for the existence of genotype networks. However, this model of genotype space organization fails to capture other important aspects of genotype space organization, some of which are discussed in the next paragraph. At present, we do not know how to build an adequate such model, which would have to explain all known features of phenotype organization in genotype space and do so for systems as different as metabolism, regulatory circuits, and macromolecules. very important to find superior phenotypes. Put more starkly, if genotype networks did not exist, then phenotypic improvement through natural selection might be impossible, because it might be prohibitive to find rare superior phenotypes in a vast genotype space without destroying present, well-adapted phenotypes.
In section 3, I stated that highly nonrandom-always beneficial-effects of mutations on fitness could imply that natural selection would become unnecessary. In contrast, the kind of nonrandomness I describe here for complex phenotypes does not obviate the need for natural selection. Instead, it makes evolutionary adaptation through natural selection easier or feasible. The relationship between natural selection and the nonrandom phenotypic change I describe here can be briefly described as follows. On the one hand, natural selection without genotype networks might not allow adaptive evolution, let alone the gradual emergence of complex phenotypes through successive adaptations. On the other hand, genotype networks without natural selection would be useless for adaptation, because natural selection is necessary to preserve existing well-adapted genotypes and to preserve new and superior phenotypes once they have been "discovered." Both natural selection and the nonrandom organization of complex phenotypes in genotype space are essential for organic evolution. Together they can help us understand how immensely complex phenotypes can arise through multiple cumulative adaptations.
Summary.
To make the colloquial notion of randomness in Darwinian evolution more precise, I used the concept of sample spaces, events, and probabilities from probability theory. In probability theory, every event or process can be viewed as random; more colloquially, randomness means a conformity of observations to a prior expectation, a null hypothesis, or a statistical model. This second notion is useful because it allows us to distinguish between random and nonrandom aspects of the world. I discussed three very different system classes: metabolic networks, regulatory circuits, and macromolecules. These systems have complex phenotypes involved in many evolutionary innovations. In all three of them, we can study the relationship between genotype and phenotype systematically. All three systems show highly intertwined and connected genotype networks with diverse phenotypic neighborhoods. Such networks allow the exploration of novel phenotypes while preserving existing phenotypes and thus facilitate evolutionary adaptation and innovation. No statistical model or null hypothesis that could reproduce all or most aspects of genotype space organization currently exists. On the basis of what we know today, mutations affect both DNA and also complex phenotypes nonrandomly. Especially remarkable about their effects on complex phenotypes is that they facilitate Darwinian evolution.
