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Abstract. M -Lipschitz mappings of graphs (or equivalently graph-indexed
random walks) are a generalization of standard random walk on Z. For
M ∈ N, anM-Lipschitz mapping of a connected rooted graph G = (V,E)
is a mapping f : V → Z such that root is mapped to zero and for every
edge (u, v) ∈ E we have |f(u)− f(v)| ≤M .
We study two natural problems regarding graph-indexed random walks.
1. Computing the maximum range of a graph-indexed random walk for
a given graph.
2. Deciding if we can extend a partial GI random walk into a full GI
random walk for a given graph.
We show that both these problems are polynomial-time solvable and we
show efficient algorithms for them. To our best knowledge, this is the first
algorithmic treatment of Lipschitz mappings of graphs. Furthermore, our
problem of extending partial mappings is connected to the problem of
list homomorphism and yields a better run-time complexity for a specific
family of its instances.
1 Introduction
Graph-indexed random walks (or also M -Lipschitz mapping of graphs) are a
generalization of standard random walk on Z. This concept has important con-
nections to statistical physics, namely to gas models and Widom–Rowlinson
configurations (as is described by Zhao [23] and Cohen et al. [5]). For a more
general treatment of random walks, see [18,11,16].
Graph-indexed random walks were thoroughly studied, mainly because of
the parameter of the average range, for example in [1,7,2,22,17]. However, we
emphasize that algorithmic aspects of graph-indexed random walks were, by our
best knowledge, not studied yet.
Applications and motivation. We believe that our results can be useful in
determining the complexity of computing the average range and in statistical
physics.
Results on finding the maximum range provide an easy tool to determine the
extremal cases of graphs with regard to the number of 1-Lipschitz mappings.
Furthermore, one can ask if there is some M -Lipschitz mapping for a given M
and a given graph G with k ∈ Z as the image of a vertex in G. Results in Section
3 provide a clear positive answer to this. We can check this in linear time.
Results on extending partial Lipschitz mappings are motivated by the fol-
lowing.
– Our algorithms for extending partial Lipschitz mappings provide faster al-
gorithms for particular instances of list homomorphism problem compared
to algorithms of Feder and Hell in [8,9].
– We often deal with incomplete or corrupted data. Finding if some given
mapping can be a part of an M -Lipschitz mapping can be seen as a quick
routine to exclude cases of clearly inconsistent data.
2 Preliminaries
We use the standard notation and definitions as in Diestel’s monograph [6].
Intervals in this paper are closed intervals of integers, if not stated otherwise.
A graph homomorphism between digraphs G andH is a mapping f : V (G)→
V (H) such that for every edge uv ∈ E(G), f(u)f(v) ∈ E(H). That means that
graph homomorphism is an adjacency-preserving mapping between the vertex
sets of two digraphs. The set I := {w ∈ V (H) | ∃v ∈ V (G) : f(v) = w} for a
graph homomorphism f is called the homomorphic image of f .
For a comprehensive and more complete source on graph homomorphisms,
the reader is invited to see [12]. A quick introduction is given in [10] as well.
Definition 1. For M ∈ N, an M -Lipschitz mapping of a connected graph G =
(V,E) with root v0 ∈ V is a mapping f : V → Z such that f(v0) = 0 and for
every edge (u, v) ∈ E it holds that |f(u)−f(v)| ≤M . The set of all M -Lipschitz
mappings of a graph G is denoted by LM (G).
We strongly emphasize that we are interested in connected graphs only. Com-
ponents without the root would also allow infinitely many new M -Lipschitz
mappings. In case of disconnected graphs we can apply a suitable linear trans-
formation (for example x → x + 1) to images of vertices we would get a new
M -Lipschitz mapping.
The root is just some distinguished vertex of G. The reason for having graphs
rooted is that we want to have finitely many Lipschitz mappings for a fixed graph
G. One can reason similarly as in the case of disconnected graphs.
In literature, we will often meet a slightly different definition of 1-Lipschitz
mappings. In it the restriction |f(u) − f(v)| ≤ 1, for all uv ∈ E, is removed
and instead, the restriction |f(u) − f(v)| = 1, for all uv ∈ E, is added. In [17]
authors call these mappings strong Lipschitz mappings. We generalize this in the
following definition.
Definition 2. For M ∈ N, a strong M -Lipschitz mapping of a connected graph
G = (V,E) with root v0 ∈ V is a mapping f : V → Z such that f(v0) = 0 and for
every edge (u, v) ∈ E it holds that |f(u)−f(v)| = M . The set of all M -Lipschitz
mappings of a graph G is denoted by L±M (G).
Note that strong M -Lipschitz mappings are a special case of M -Lipschitz
mappings of graph. We further emphasize the following lemma.
Lemma 1. A graph has a strong M -Lipschitz mapping iff it is bipartite.
We now define the main parameters for Lipschitz mapping of graphs.
Definition 3. The range of a Lipschitz mapping f of G is the size of the homo-
morphic image of f . Formally rG(f) :=
∣
∣{z ∈ Z | z = f(v) for some v ∈ V (G)}
∣
∣.
Definition 4. (Average range) The average range of graph G over all M -Lipschitz
mappings is defined as
rM (G) :=
∑
f∈LM (G)
r(f)
|LM (G)|
.
We can view this quantity as the expected size of the homomorphic image of
an uniformly picked random M -Lipschitz mapping of G.
Definition 5. (Maximum range) The maximum range over all M -Lipschitz
mappings of graph G is defined as
rmaxM (G) = max
f∈LM (G)
r(f).
Whenever we want to talk about the counterparts of these definitions for
strong Lipschitz mappings, we denote it with ± in subscript. For example, r±M
is the average range of strong M -Lipschitz mapping of graph.
Whenever we write average range or maximum range without saying which
M -Lipschitz mappings we use, it should be clear from the context what M do
we mean.
It is worth noting that for computing the average range and the maximum
range, the choice of root does not matter. That is why we often omit the details
of picking a root.
Connection to graph homomorphisms. M -Lipschitz mappings map graph
vertices to integers. There is a natural bijection between M -Lipschitz mappings
and graph homomorphisms to a suitable graph associated with Z. Consider a
graph ZM with the vertex set V (ZM ) = Z and the edge set E(ZM ) = {ij :
|i− j| ≤ M}. Every M -Lipschitz mapping corresponds to a graph homomor-
phism to ZM .
We can define a graph Z±M analogously for strong mappings. Note that in
the case of strong 1-Lipschitz mappings, we get that they correspond to homo-
morphisms to a two-way infinite path and in the case of 1-Lipschitz mappings,
we get a correspondence to homomorphisms to a two-way infinite path with
loops added to each vertex. See Figure 1 for an example of such homomorphism
of C4.
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Fig. 1: A homomorphism of C4 rooted in r to Z1 graph. In fact, this homomor-
phism is a 1-Lipschitz mapping of C4.
Gas models and physical motivation. A homomorphism from G to P3 with
loops added to each vertex corresponds to a partial (not necessarily proper) col-
oring of the vertices of G with red or blue, allowing vertices to be left “uncolored”
such that no red vertex is adjacent to a blue vertex. This coloring is known as the
Widom–Rowlinson configuration [21] Observe that Widom-Rowlinson configu-
ration corresponds to a 1-Lipschitz mapping with the size of the homomorphic
image at most 3. See Figure 2 for an example.
Widom-Rowlinson configurations have a physical interpretation. Consider
particles of a gas B (blue vertices) and of a gas R (red vertices). W-R configura-
tions then model situations in which particles of gases A and B do not interact.
This model is sometimes referred to as the hard-core model. The name empha-
sizes the hard restriction that particles of gases cannot be directly adjacent, i.e.
their molecules do not interact.
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Fig. 2: An example of Widom–Rowlinson configuration for a grid graph.
3 Maximum range
In this section we will show how can we algorithmically compute the maximum
range of a given graph. Also, we will show the relation of this parameter to other
existing results.
3.1 Diameter
In this section we observe one important fact giving us an upper bound on the
range of a graph. Then we will show that this upper bound is tight.
We will first prove an important, yet easy lemma.
Lemma 2. For any connected graph G with diam(G) and every M -Lipschitz
mapping f of G, holds that r(f) ≤M · (diam(G) + 1).
Now we show that we can always construct a mapping where equality holds
and thus we conclude that the diameter and the maximum range are tightly
connected.
Theorem 1. For any connected graph G, rmaxM (G) = M · (diam(G) + 1).
Proof. From the definition of the diameter, there must exist vertices u1 and u2
such that their distance is equal to diam(G). Without loss of generality we set
r := u1. Now let us define the mapping f : V (G) → Z so that for every v ∈ V
we have f(v) := M · d(r, v).
We see that f(r) = 0, and f(u2) = M · d(r, u2) so the image of the shortest
path connecting u1 and u2 has the size diam(G) + 1. On the top of that, for
every uv ∈ E(G), |f(u) − f(v)| ≤ M , otherwise we would get a contradiction
with the definition of the distance. Thus f is an M -Lipschitz mapping and its
range has to be at least M · (diam(G) + 1). Combining this with Lemma 2, we
get the claim weT wanted to prove. ⊓⊔
3.2 The case of strong mappings
By Lemma 1 we showed that strong Lipschitz mappings can exist on bipartite
graphs only. We will now extend Theorem 1.
Theorem 2. For any bipartite connected graph G, rmax
±M (G) = M ·(diam(G)+1).
3.3 Applications
We will apply our results to prove Theorem 3 and subsequently to prove extremal
behavior on the number of Lipschitz mappings of a graph.
Theorem 3. For every connected graph G = (V,E) and for every two vertices
a, b ∈ V such that ab 6∈ E, holds that
|L1(G)| ≥ |L1(G ∪ {a, b})| .
We will use the Cherry lemma for the proof.
Lemma 3 (Cherry lemma). A graph G is a disjoint union of complete graphs
if and only if it does not contain K1,2 as an induced subgraph.
Now we can prove Theorem 3.
Proof (Proof of Theorem 3). The graph G cannot be a complete graph. There-
fore, by Lemma 3, induced K1,2 exists in G. Let vertices a and b from the
statement of Theorem 3 be the two non-adjacent vertices of induced K1,2.
We see that G has the diameter at least 2, since a and b are in distance 2. Let
us root G in a for auxiliary reasons. By the construction of 1-Lipschitz mapping
from Theorem 1, there must exist a mapping f with f(b) = d(a, b) = 2.
Clearly, L1(G ∪ ab) ⊆ L1(G). However, f cannot be a 1-Lipschitz mapping
of G ∪ ab rooted in a. That implies |L1(G ∪ ab)| ≤ |L1(G)| − 1. ⊓⊔
Theorem 3 further implies the following theorem, giving extremal graphs
with respect to the number of Lipschitz mappings.
Corollary 1. Among connected graphs of order n, trees have the maximum
number of 1-Lipschitz mappings and a complete graph Kn has the minimum
number of 1-Lipschitz mappings.
3.4 Algorithmic aspects
Let us consider the following algorithmic problems – M -MaxRange and M -
Strong-MaxRange.
Problem: Maximum range problem – M -MaxRange
Input: A connected graph G.
Question: What is the maximum range of M -Lipschitz mapping of G, i.e.
rmaxM (G)?
The problem M -Strong-MaxRange can be defined similarly.
Because of Theorem 1, we can use the existing algorithms for finding graph
diameter and distance in graphs for both of these problems. We can achieve
an even better complexity for some classes. Take for example the class of trees
in which we can compute diameter by a linear-time algorithm using one clever
depth-first search traversal.
4 Extending partial Lipschitz mappings
While studying Lipschitz mappings of graphs we came up with an algorithmic
problem which falls into widely studied paradigm of a partial structure extension.
We give two examples of such problems to show a broader context.
4.1 Related problems
Precoloring extension. The following problem was introduced in the series
of papers [3,13,14].
Problem: Precoloring Extension
Input: An integer k ≥ 2, a graph G = (V,E) with |V | ≥ k, a vertex
subset W ⊆ V , and a proper k-coloring of GW .
Question: Can this k-coloring be extended to a proper k-coloring of the
whole graph G?
To current date, more than twenty papers on the precoloring extension prob-
lem were published. No up-to-date survey is available, but Daniel Marx gathers
an unofficial list of relevant papers on his webpage http://www.cs.bme.hu/~dmarx/prext.php.
The partial representation extension problem. The reader surely knows
a planar drawing of graph. A particular drawing of the underlying graph can
be seen as one of the possible representations. Studying the representations of
various graph classes is a wide area of graph theory and we refer reader to
the comprehensive monograph of Spinrad [19]. One can ask for a given graph
G and some partial representation R′ of G if it can be extended to some full
representation R of G such that R′ ⊆ R. This problem was studied for various
graph classes, see PhD thesis of Klav´ık [15] for a survey.
4.2 Definition of our problem
We will define two similar problems in the setting of integer homomorphisms.
Problem: Partial M -Lipschitz mapping extension - M -LipExt
Input: A connected graph G = (V,E), a subset V ′ ⊆ V with a function
f ′ : V ′ → Z.
Question: Does there exist an M -Lipschitz mapping f of G such that f ′ ⊆
f?
The problem Strong M -LipExt can be defined similarly.
If the answer for a given instance of M -LipExt (or Strong M -LipExt) is
YES, we say that f ′ is extendable for the given G and the given type of problem.
We often say only that f ′ is extendable when it is clear from the context which
of these two problems we are trying to solve.
See Figure 3 for an initial example. This mapping cannot be extended to a
1-Lipschitz mapping but it can be extended to an L-Lipschitz mapping for every
L ≥ 2.
4.3 Partial non-strong M-Lipschitz mappings
Polynomiality. We will show that M -ParExt can be polynomially reduced
to a tractable instance of list homomorphism problem.
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Fig. 3: An example of a partial mapping with three prescribed vertices.
Problem: List homomorphism problem - LHom(H)
Input: A graph G and a list function L : V (G)→ 2V (H).
Question: Does there exist an homomorphism f : G→ H such that f(v) ∈
L(v) for every v ∈ V (G)?
Theorem 4. The problem M -ParExt is polynomial-time solvable.
Proof. (Sketch.) Without loss of generality, assume that f ′(V ′) ⊆ [−n, n]. We
define n := |V (G)|. For a given instance of M -ParExt instance, build a graph T
with V (T ) := {−n, . . . , 0, . . . n} and E(T ) := {(a, b) : −n ≤ a ≤ b ≤ n∧|a− b| ≤
M}. If v ∈ V ′, set L(v) := {f ′(v)} and if w ∈ V \ V ′, set L(w) := V (T ). Now
observe that answer for LHom(T ) with G on input is positive if and only if
M -ParExt on G has a positive answer.
Feder and Hell [8] proved that if H has a loop on each vertex and H is an
interval graph, then LHom(H) is tractable. Hence what remains is to prove that
T is an interval graph. Our result then follows. ⊓⊔
Note that the algorithm in [8] runs in O(|V |4) for the case of LHom(ZM)
Our goal in the remaining text will be to show more efficient algorithms for
these instances. We note that our approach will be also constructive, as is the
algorithm in [8],
Trees. The goal of this part of the paper is to show that we can solve M -
ParExt in quadratic time and linear space with a special algorithm. We will
now prove the correctness and the complexity of this algorithm.
Lemma 4 (Correctness). Algorithm 1 is correct. It finds an M -Lipschitz map-
ping f that extends f ′ if and only if f ′ is extendable.
Proof. Suppose that the algorithm returns a mapping f . We claim that it is an
M -Lipschitz mapping extending f ′. Obviously, there exists a vertex mapped to
zero under f – the vertex r. Furthermore, the condition
|f(u)− f(v)| ≤M, ∀uv ∈ E(G)
holds, otherwise the algorithm would stop on Line 20. Finally, we observe that
for every v′ ∈ V ′, interval P (v′) is equal to [f ′(v′), f ′(v′)] at the end of the
algorithm so f extends f ′. That finishes the only if part of the equivalence.
Algorithm 1 Algorithm for M -ParExt on trees.
Require: A tree graph G, a vertex set V ′ ⊆ V (G), and a partial M -Lipschitz mapping
f ′ : V ′ → Z.
1: Check if |f ′(v)− f ′(u)| ≤M for all u, v ∈ V ′. If not, f ′ cannot be extended.
2: Set P (v) := [f ′(v), f ′(v)] for every v ∈ V ′,
3: Set P (v) := [−∞,∞] for every v ∈ V (G) \ V ′.
4: for every v′ in V ′ do
5: Start the DFS on G from v′.
6: In DFS, when you process vertex v with P (v) = [P (v), P (v)], do the following:
7: for every w ∈ NG(v) do
8: P (w) := [P (v)−M,P (v) +M ] ∩ P (w).
9: end for
10: end for
11: Find r ∈ V (G) such that 0 ∈ P (v) and re-run DFS from Line 5 with v′ = r.
12: if no such r exists then
13: return The mapping f ′ cannot be extended.
14: end if
15: Set f(r) := 0.
16: if P (v) = ∅ for some v ∈ V (G) then
17: return The mapping f ′ cannot be extended.
18: end if
19: Launch the BFS from r and for every visited vertex v 6= r, set f(v) so that for
parent vertex p, f(v) ∈ [f(p)−M,f(p) +M ] holds.
20: if the previous BFS could not be completed then
21: return false
22: end if
23: return true
Now let us prove the if part. We will prove that if the algorithm does not
find an M -Lipschitz mapping f extending f ′, then f ′ is not extendable.
Algorithm can stop and fail to find such f exactly from the following reasons:
1. Algorithm could not find a candidate for the root. (Line 12)
If at the end of the algorithm for every vertex v ∈ V , 0 6∈ P (v), then for
every v ∈ V exists some vertex v′ ∈ V ′ such that |f(v′)| > M · d(v, v′). We
see that f ′ is not extendable.
2. There exists v ∈ V such that P (v) = ∅. (Line 16)
If such v exists, then it implies the existence of two vertices c, d ∈ V ′ such
that the intersection I = [f ′(c)−M · (c, v), f ′(c) +M · (c, v)] ∩ [f ′(d)−M ·
(d, v), f ′(d)+M · (d, v)] is empty. However, I is exactly the set of all possible
images that we can assign to v if c is set to f ′(c) and d is set to f ′(d). We
conclude that f ′ is not extendable.
3. Algorithm could not complete the BFS phase. (Line 20)
We will actually show that this case is not possible since the only possi-
bility how 3) can happen is that some final interval P (v) for some v ∈ V
is empty and the algorithm will halt even before the BFS phase can start
(more precisely, the algorithm would already stop at line 16 and the case 2)
occurs).
Assume that all intervals P (v) are nonempty. Consider an edge xy ∈ E(G).
Without loss of generality, in the last DFS phase (Line 11), x was processed
before y. Consider intervals P ′(x), P ′(y) defined as the intervals P (x), P (y),
respectively, before the last DFS phase. Clearly, when x was processed in the
last DFS phase, P (y) was set to P ′(y)∩ [P ′(x)−M,P ′(x)+M ]; a nonempty
interval and therefore,
∀i ∈ P (x), ∃j ∈ P (y) : |i− j| ≤M.
And conversely,
∀j ∈ P (y), ∃i ∈ P (x) : |i− j| ≤M.
We conclude that the case 3) cannot occur.
This proves the if part and we are done. ⊓⊔
We can now conclude the main theorem for trees.
Theorem 5. M -ParExt for trees is solvable in time O(|V |2) and space O(|V |).
Proof. We proved that Algorithm 1 is correct.
We are running O(|V |) times depth-first search on G plus we perform a
constant number of linear traversals of data structure for G. That, combined
with G being a tree, concludes the claim. ⊓⊔
General case. The goal of this section is to show an efficient constructive
algorithm for the general case.
Theorem 6. The problem M -ParExt is solvable in polynomial time on general
graphs. There is an algorithm for it running in time O(|V |3) and O(|V |2) space.
Furthermore, if an instance for M -ParExt is rooted, we have an algorithm
running in time O(|V ||E|) and space O(|V |2).
It will be useful to define two new properties for integer functions on vertex
sets.
Definition 6 (M-reachability). We call a mapping f : V ′ → Z of graph G,
with V ′ ⊆ V (G), M -reachable if every pair of vertices u, v ∈ V ′ satisfies
|f(u)− f(v)| ≤M · d(u, v),
We omit for which graph is a mapping M -reachable if it clear from context.
Definition 7. We call a mapping f : V ′ → Z of graph G, with V ′ ⊆ V (G),
rooted if f−1(0) 6= ∅.
We can now state and prove the full characterization of extendable situations.
Theorem 7. For a graph G = (V,E), subset V ′ ⊆ V , and a partial mapping
f ′ : V ′ → Z, the following statements are equivalent:
1. The mapping f ′ is extendable to a M -Lipschitz mapping.
2. One of the following holds:
(a) The mapping f ′ is M -reachable and rooted.
(b) There exist r ∈ V \ V ′ with f ′′ defined as f ′′ := f ′ ∪ (r, 0), such that f ′′
is M -reachable.
Proof. (1) =⇒ (2): For brevity, we will handle the (a) case, (b) case is similar.
Assume that f ′ is extendable to an M -Lipschitz mapping f∗. Choose a pair of
vertices u, v ∈ V ′ such that |f(u)− f(v)| > M ·d(u, v). Pick a shortest path u =
x1, . . . , xl = v between u and v. Each summand of the sum
∑l
i=2(f(xi)−f(xi−1))
is at most M and at least −M , which contradicts that the mapping f∗ is M -
Lipschitz.
(2) =⇒ (1): Again, we will only prove the (a) case, (b) can be done in
analogous way. We will show that we can extend f ′ mapping by one vertex
and preserve M -reachability. By applying this inductively we will prove that (2)
implies (1).
Choose a vertex a that is adjacent to some vertex b such that f ′(b) is defined
and f ′(a) is not defined. For every vertex c ∈ f ′(V ′), the vertex b is reachable.
Thus we can always find a number for a such that c will be reachable from a. For
every c we can define interval Ic containing all possible values for a such that c is
reachable from a. This is a closed connected interval in Z. Furthermore, the set
system {Ic|∀c ∈ f ′(V ′)} has the Helly property. Finally, for every two c1, c2 ∈
f ′(V ′) there is a nonempty intersection. Otherwise we would get contradiction
with M -reachability of f ′. Thus we can pick a suitable k ∈ ∩c∈f ′(V ′)Ic and
extend f ′ by setting f ′ := f ′ ∪ {(a, k)}. We also set V ′ := V ′ ∪ a. ⊓⊔
Theorem 7 and its proof yield an algorithm for constructing an extended
mapping. Now we can finally prove Theorem 6.
Proof (Proof of Theorem 6). Because of Theorem 7 our Algorithm 2 is correct.
We need to analyze its complexity.
Line 1 computes all-pairs distances in time O(|V ||E|). Line 8 takes O(|V |2)
time and the code between lines 10 and 12 also. If f ′ was rooted, we jump straight
into the for-cycle and thus O(|V |) factor is saved, otherwise we get additional
factor O(|V |). Thus we conclude the claim. ⊓⊔
Fixed range and the maximum possible range. We can also ask if it is
possible to extend a given mapping to an M -Lipschitz mapping with a given
range. Naturally, one can also define MaxRange-M -LipExt asking for the
maximum possible range of extending mapping. Minimum variant can be ap-
proached in the same manner. Formally, we have the following problem.
Algorithm 2 A constructive algorithm for M -ParExt on general graphs.
Require: A graph G, a set of vertices V ′ ⊆ V (G), and a partial M -Lipschitz mapping
f ′ : V ′ → Z.
1: Compute all-pairs distances using Thorup’s algorithm [20].
2: if f ′ rooted then
3: Set f ′′ := f ′ and go to line 8.
4: end if
5: if f ′ not rooted then
6: for every v′ in V \ V ′ do
7: Set f ′′ := f ′ ∪ (v′, 0).
8: if f ′′ is M -reachable then
9: while some vertex not mapped under f ′′ do
10: Pick a non-mapped vertex a adjacent to some already mapped vertex.
11: Choose some k ∈ ∩c∈f ′′(V ′′)Ic with c’s nad Ic’s defined analogously as in
the proof of Theorem 7.
12: Set f ′′ := f ′′ ∪ (a, k).
13: end while
14: return true
15: else
16: return false
17: end if
18: end for
19: end if
Problem: Partial M -Lipschitz mapping extension with a fixed range -
FixedRange-M -LipExt
Input: A connected graph G = (V,E), a subset V ′ ⊆ V with a function
f ′ : V ′ → Z and r ∈ N.
Question: Does there exist anM -Lipschitz mapping f ofG such that f ′ ⊆ f
and r(f) = r?
Using Algorithm 2 as a subroutine we can first choose an interval [a, b] such
that a, b ∈ N and 0 ∈ [a, b]. Then we can choose independently two different
vertices va, vb ∈ V \ V ′ . We can then set f[a,b],va,vb := f
′ ∪ (vb, b) ∪ (va, a). Of
course, a (or b) can already be the image of some vertex in V ′ and in that case
we choose only vb (or va).
For every choice of [a, b] and va, vb we run Algorithm 2 and see if f[a,b],va,vb
can be extended. This algorithm is correct and since |a− b| ≤ |V | we deduce
that FixedRange-M -LipExt can be solved in time O(|V |7). Furthermore,
MaxRange-M -LipExt can be solved in time O(|V |7 · log |V |) by combining
the algorithm for FixedRange-M -LipExt with a binary search for a suitable
r.
Finally, we note that in the case of diameter being bounded we can eas-
ily modify these algorithms to run in time O(|V |5) for both FixedRange-M -
LipExt and MaxRange-M -LipExt.
4.4 Partial strong M-Lipschitz mappings
We note that for Strong M -LipExt we can modify Algorithm 1 and 2. How-
ever, more involved analysis is needed. If we are satisfied with a worse running
time, we can conclude the following theorem by analysis similar to that for M -
LipExt in Theorem 4, using results of Feder and Hell [9].
Theorem 8. Strong M -LipExt is solvable in polynomial time.
5 Concluding remarks
We initiated the study of algorithmic aspects of Lipschitz mappings of graphs.
We showed that the problem of finding the maximum range and extending partial
Lipschitz mapping are both solvable in polynomial time.
We conclude with two open problems stemming from our research.
Improving the complexity of extension problems. The following open
problem naturally arises: Are there algorithms for FixedRange-M -LipExt and
MaxRange-M -LipExt running in time asymptotically better than ours?
Average range. We propose to settle the complexity of the following natural
problem associated with the average range. The problem M -AvgRange has a
connected graph G on input. We ask what is the average range of M -Lipschitz
mappings of G, i.e. rM (G)? Even the case M = 1 seems challenging.
We note that for several classes of graphs, e.g. paths, cycles, complete graphs,
complete bipartite graphs we showed [4] a closed formulas implying that we can
compute 1-AvgRange for these classes efficiently.
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A Omitted theorems and proofs
Proof. (of Lemma 1) Observe that in every strong M -Lipschitz mapping, all
vertices are mapped to some number of the form k ·M , where k ∈ Z.
Consider a non-bipartite graph G and a strong M -Lipschitz mapping f of
G. We recall that a graph is bipartite if and only if it does not contain a cycle
of odd length as a subgraph.
Therefore, G contains some odd cycle C with edges v1v2, . . . , vlv1. Let us
denote
ei := f(v(i+1 mod l))− f(v(i mod l)), ∀i ∈ {1, . . . , n}.
We see that ei ∈ {+M,−M}. Moreover,
∑n
i=0 ei = 0 from the definition of ei.
However, this sum has an odd number of summands and thus we get a contra-
diction. ⊓⊔
Proof. (of Lemma 2) The existence of f with r(f) > M · (diam(G) + 1) would
imply the existence of a path subgraph in G with endpoints u, v such that their
images would be in distance |f(u) − f(v)| = M · (diam(G) + 1). However, that
would mean that all paths between u and v have to map to some connected
subgraph of Z of size greater than M · (diam(G) + 1) which is a contradiction
with the definition of diameter. ⊓⊔
Proof. (of Theorem 2) We can take Lipschitz mapping f as in Theorem 1. How-
ever, we have to check if it is a strong M -Lipschitz mapping.
Suppose that f is not a strong M -Lipschitz mapping. That means that there
exist two vertices a, b ∈ V (G) such that ab ∈ E(G) and f(a) = f(b). Further-
more, from the definition of f , d(r, a) = d(r, b). Define l := d(r, a).
From the definition of the distance, we get that there exist an (r, a)-path
and (r, b)-path, both of length l. Since G is bipartite, parts to which vertices
belong have to alternate along the (r, a)-path and along the (r, b)-path as well.
Additionally, parts to which a and b belong are determined by the parity of their
distance from root. But that means that a and b belong to the same part. Since
they are neighbors, we get a contradiction.
Finally, we note that the previous argument works also in the case of r being
either the vertex a or b. ⊓⊔
