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Fumio Hiroshima ∗and Herbert Spohn †
August 15, 2018
Abstract
In nonrelativistic QED the charge of an electron equals its bare value,
whereas the self-energy and the mass have to be renormalized. In our con-
tribution we study perturbative mass renormalization, including second order
in the fine structure constant α, in the case of a single, spinless electron. As
well known, if m denotes the bare mass and meff the mass computed from the
theory, to order α one has
meff
m
= 1 +
8α
3pi
log(1 +
1
2
(Λ/m)) +O(α2)
which suggests that meff/m = (Λ/m)
8α/3pi for small α. If correct, in order
α2 the leading term should be
1
2
((8α/3pi) log(Λ/m))2. To check this point we
expand meff/m to order α
2. The result is
√
Λ/m as leading term, suggesting
a more complicated dependence of meff on m.
1 Introduction
Nonperturbative renormalization in relativistic QED remains as a mathematical
challenge. Thus it is of interest to study simplified candidates, an obvious one be-
ing nonrelativistic QED. In this theory, with comparable little effort, one can start
from a self-adjoint Hamiltonian operator and thus has a well-defined mathemati-
cal framework. As an additional simplification, there is no charge renormalization
because of the absence of positrons. Nevertheless, even in nonrelativistic QED, en-
ergy and mass renormalization remain poorly understood. Our, admittedly modest,
contribution is to study mass renormalization including order α2.
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Let us first explain the basic Hamiltonian. We consider a single, spinless free
electron coupled to the quantized radiation field. We will use relativistic units and
employ immediately the total momentum representation. Then the Hilbert space of
states is the symmetric Fock space, F , over the one-particle space L2(R3 × {1, 2}),
i.e.
F = ⊕∞n=0 ⊗ns L2(R3 × {1, 2}).
The inner product in F is denoted by (·, ·) and the Fock vacuum by Ω. On F we
introduce the Bose field
a(f) =
∑
j=1,2
∫
f(k, j)∗a(k, j)dk, f ∈ L2(R3 × {1, 2}). (1.1)
Operators a(f) and a(f)∗ = a∗(f) are densely defined and satisfy the CCR
[a(f), a∗(g)] = (f, g)L2(R3×{1,2}),
[a(f), a(g)] = 0,
[a∗(f), a∗(g)] = 0.
The kinetic energy of the photon is given by
Hf =
∑
j=1,2
∫
ω(k)a∗(k, j)a(k, j)dk, (1.2)
which is the second quantization of ω(k) = |k| considered as a multiplication oper-
ator on L2(R3). Similarly the momentum of the photon field is
Pf =
∑
j=1,2
∫
ka∗(k, j)a(k, j)dk. (1.3)
The coupling of the electron to the Maxwell field is mediated through the transverse
vector potential Aϕˆ defined by
Aϕˆ =
1√
2
(a(f) + a∗(f)), (1.4)
where
f(k, j) =
1√
ω
ϕˆ(k)e(k, j) (1.5)
with k/|k|, e(k, 1), e(k, 2) forming a right-handed dreibein in R3. ϕˆ is the form factor
which, as a minimal assumption, satisfies∫
R3
|ϕˆ(k)|2(ω(k)−2 + ω(k))dk <∞. (1.6)
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Later on, we will make more specific choice of ϕˆ.
With these definitions the Hamiltonian under study is
Hϕˆ(p) =
1
2
:(p− Pf − eAϕˆ)2: +Hf , p ∈ R3, (1.7)
where p is the total momentum, e the charge, to be definite e ≥ 0, and :X: denotes
the Wick order of X . Hϕˆ(p) with domain D(Hf +
1
2
Pf
2) = D(Hf) ∩ D(12Pf 2) is
self-adjoint for e and p with |e| < e0 and |p| < p0 for some e0 and p0, provided (1.6)
holds. The energy-momentum relation is defined as the bottom of the spectrum of
Hϕˆ(p),
Eϕˆ(p) = inf σ(Hϕˆ(p)). (1.8)
In (1.7) the bare mass m of the electron is still missing. It appears in two places.
Firstly the form factor depends on m. Let us assume a sharp ultraviolet cutoff Λ.
Then
ϕˆ(k) = ϕˆ0(mck/Λ), Λ > 0, (1.9)
ϕˆ0(k) =
{
(2π)−3/2 for |k| ≤ 1,
0 for |k| > 1,
with 1/mc the Compton wave length. Secondly energy is to be measured in units
of mc2 and momentum in units of mc. We henceforth set c = 1 (and also h¯ = 1).
Thus the true energy-momentum relation of the Pauli-Fierz Hamiltonian is
Em,Λ(p) = mEϕˆ(p/m), ϕˆ of (1.9). (1.10)
Note that equivalently Em,Λ(p) is given through
Em,Λ(p) = inf σ(
1
2m
:(p− Pf − eAϕˆ0(·/Λ))2: +Hf).
Removal of the ultraviolet cutoff Λ through mass renormalization means to find
sequences
Λ→∞, m→ 0 (1.11)
such that Em,Λ(p)− Em,Λ(0) has a nondegenerate limit. A convenient criterion for
nondegeneracy is the curvature of Em,Λ(p) at p = 0, in other words the inverse
effective mass. Let us assume for a moment an infrared cutoff
ϕˆ(k) = 0 for |k| < κ/m
3
with some 0 < κ. Then it is known [1] that, for |e| < e∗, |p| < p∗ with suitable
e∗ > 0 and p∗ > 0, Hϕˆ(p) has a nondegenerate ground state ψg(p) separated by a
gap from the continuum, i.e.
Hϕˆ(p)ψg(p) = Eϕˆ(p)ψg(p), ψg(p) ∈ F ,
has a unique solution. Let us set
Em,Λ(p)− Em,Λ(0) = 1
2meff
p2 +O(|p|3) (1.12)
for small p. Then, using second order perturbation theory in (1.10), one obtains
m
meff
= 1− 2
3
∑
µ=1,2,3
(ψg(0), (Pf + eAϕˆ)µ(Hϕˆ(0)− Eϕˆ(0))−1(Pf + eAϕˆ)µψg(0))
(ψg(0), ψg(0))
.
(1.13)
We assume that this formula remains valid also when κ = 0.
On the basis of (1.13), mass renormalization can be discussed more precisely.
From (1.13) it trivially follows that m/meff depends only on the ratio Λ/m. It is
convenient to express this dependence in the form
meff
m
= h(Λ/m). (1.14)
Clearly h ≥ 1 and h(0) = 1. Let us set
λ =
Λ
m
(1.15)
One expects that h is increasing in λ, because with increasing Λ more photons are
bound to the electron which makes meff larger.
Let us distinguish several cases. If h has a finite limit as λ→∞, then the mass
renormalization is finite,
meff = h(∞)m.
Such kind of behavior occurs in the Nelson model [2]. Secondly let us consider the
case that h(λ) increases linearly for large λ. We set
h(λ) = 1 + b0λ
with b0 > 0. Then
meff = m+ b0Λ. (1.16)
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Hence mass renormalization is additive. This behavior is found in the dipole ap-
proximation to the Pauli-Fierz Hamiltonian, e.g. [3], and in the classical Abraham
model [4]. If meff > 0 is imposed, then as Λ → ∞ necessarily m → −∞. As soon
as m < 0, mHϕˆ(p/m) is not bounded from below. Therefore we regard the theory
as not renormalizable. Thus the case of interest is when for large λ
h(λ) ≃ b0λγ, b0 > 0, 0 < γ < 1, (1.17)
which defines the scaling exponent γ and the amplitude b0. γ depends on e, as does
b0. Inserting (1.17) in (1.14), one obtains for sufficiently large λ,
meff
m
≃ b0
(
Λ
m
)γ
. (1.18)
Thus the choice
m = Λ−γ/(1−γ)b1/(1−γ)1 (1.19)
yields
lim
Λ→∞
meff(Λ) = m
∗ = b0b1. (1.20)
Here b0 is fixed by h(λ) and b1 is a parameter which can be adjusted to yield the
experimentally determined mass of the electron.
Of course, the difficulty with our discussion is that, while the scaling function is
well defined, at present we have no technique to find out its behavior for large λ. For
that reason we turn to perturbative renormalization which, through the interchange
of the limits Λ→∞ and e→ 0, tries to guess the proper value of γ. The details will
be given in the following sections, but let us summarize briefly our findings. The
fine structure constant is defined through
α =
e2
4π
. (1.21)
To first order one finds
h(λ) = 1 +
8α
3π
log(1 +
1
2
λ) +O(α2), (1.22)
which suggests
h(λ) ≃ λ8α/3pi (1.23)
for sufficiently large λ and therefore
γ =
8α
3π
, α≪ 1. (1.24)
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To have a control check, one assumes that to second order
h(λ) ≃ λ(8/3pi)α+bα2
≃ 1 + 8α
3π
log λ+
1
2
(
8α
3π
log λ)2 + bα2 log λ+O(α3) (1.25)
for small α. Therefore by expanding meff/m to order α
2, one should find a term
(log λ)2 with an already determined prefactor and a term propotional to log λ, to-
gether with lower order terms. As to explained, this guess is not confirmed. Instead
we prove that
h(λ) = 1 +
8α
3π
log(1 +
1
2
λ) + c0α
2
√
λ+O(α3), c0 > 0, (1.26)
for |α| small enough depending on Λ, which could suggest γ = 1
2
independent of e.
Note added in proof : Since the completion of this work F.H. and K. R. Ito [5]
extended the investigation to include the spin of the electron. The number of terms
in the perturbation series up to the same order as studied here is then multiplied by
a factor of 4. As a net result one finds that the leading divergence is proportional to
Λ2, rather than Λ1/2. Because of the interaction with the quantized magnetic field
the effective mass (at the order considered) is more strongly ultraviolet divergent
when spin is included.
Some aspects of the effective mass and its renormalization have been studied
before. Spohn [6] investigates the effective mass of the Nelson model [2] from a
functional integral point of view. Lieb and Loss [7, 8] study mass renormalization
and binding energies for various models of matter coupled to the radiation field
including the Pauli-Fierz model. Hainzl [9] and Hainzl and Seiringer [10] compute
the leading order of the effective mass of the Pauli-Fierz Hamiltonian with spin 1/2.
Our paper is organized in the following way. In Section 2 we review under which
conditions Eϕˆ(p) = Eϕˆ(p, e) is jointly analytic in p and e. In Section 3 we set up
the perturbation theory for the effective mass and work out explicitely the terms
including α2. Their asymptotics with Λ→∞ is studied in Section 4.
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2 Ground state and its analytic properties
Throughout this paper we assume that
ϕˆ(k) =


0 for |k| < κ/m,
(2π)−3/2 for κ/m ≤ |k| ≤ Λ/m,
0 for |k| > Λ/m.
For notational convenience, we shall use notations H(p), A and E(p) instead of
Hϕˆ(p), Aϕˆ and Eϕˆ(p), respectively.
Let Fκ (resp. Fκ,0) be the symmetric Fock space over L2(R3κ/m × {1, 2}) (resp.
L2(R3⊥κ/m × {1, 2})), where R3κ/m = {k ∈ R3||k| ≥ κ/m}. Then it follows that
F ∼= Fκ ⊗ Fκ,0. (2.1)
It is seen that Fκ reduces H(p) and, under the identification (2.1),
H(p) ∼= (H(p)⌈Fκ)⊗ 1 + 1⊗ (Hf⌈Fκ,0). (2.2)
The bottom of the continuous spectrum of H(p)⌈Fκ is denoted by Ec(p). Note that
inf σ(H(p)⌈Fκ) = E(p). The following lemma can be proven in the similar manner
as in [11].
Lemma 2.1 [11] There exists a constant p∗ > 0 independent of e with |e| < e0 such
that for p ∈ R3 with |p| < p∗,
Ec(p)−E(p) > 0.
In particular there exists a ground state ψg,κ(p) ∈ Fκ of H(p)⌈Fκ for p ∈ R3 provided
|p| < p∗.
By Lemma 2.1, we see that H(p) has the ground state
ψg(p) = ψg,κ(p)⊗ Ωκ,0
for p ∈ R3 provided |p| < p∗, where Ωκ,0 denotes the vacuum of Fκ,0. To have
uniqueness, one proves that for any ground state ψg(p), one has
(ψg(p),Ω) > 0
provided |p| < p∗ and |e| < e∗ with some e∗.
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Lemma 2.2 [1] There exists a constant e∗ > 0 such that for (p, e) ∈ R3 × R with
|p| < p∗ and |e| < e∗, the ground state of H(p) is unique up to multiple constants.
Remark 2.3 In the case κ = 0 and for sufficiently small e, Chen [12] proves the
absence of a ground state of H(p) in F for p 6= 0 and the existence of a ground state
of H(0).
We also need the analytic properties of ψg(p) = ψg(p, e) and E(p) = E(p, e) with
respect to (p, e) ∈ R3 × R in a neighborhood of (0, 0) ∈ R3 × R.
Lemma 2.4 There exists an open neighborhood O of (0, 0) ∈ R3 × R such that
ψg(p, e) is strongly analytic and E(p, e) analytic on O.
Proof: Let ψg,κ(p) ∈ Fκ be the ground state ofH(p)⌈Fκ . Since ψg(p) = ψg,κ(p)⊗Ωκ,0,
it is enough to show that ψg,κ(p) is strongly analytic on O. We split H(p) as
H(p) = H0(p) +HI(p), (2.3)
where
H0(p) =
1
2
(p− Pf)2 +Hf ,
HI(p) = −e(p− Pf) · A + e21
2
:A2: .
Then we obtain that
‖HI(p)Ψ‖Fκ ≤ c4‖H0(p)Ψ‖Fκ + c5‖Ψ‖Fκ (2.4)
for Ψ ∈ D(H0(p)⌈Fκ) = D(Hf)∩D(Pf 2)∩Fκ. Then H(p)⌈Fκ is an analytic family of
type (A) for e near e = 0 (see [13, p.16]). Thus by [13, Theorem XII.9], H(p)⌈Fκ is
an analytic family in the sense of Kato, which implies that by [13, Theorem XII.8],
together with Lemmas 2.1 and 2.2, ψg,κ(p, e) is strongly analytic and E(p, e) analytic
for e near e = 0. Alternatively we split H(p) as
H(p) = H ′0 + p ·H ′I +
1
2
p2,
where
H ′0 =
1
2
:(Pf + eAϕˆ)
2: +Hf , H
′
I = −(Pf + eAϕˆ).
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Then we have
‖H ′IΨ‖Fκ ≤ c6‖H ′0Ψ‖Fκ + c7‖Ψ‖Fκ (2.5)
with some constants c6 and c7 for Ψ ∈ D(Hf) ∩ D(Pf2) ∩ Fκ. Thus H(p)⌈Fκ is an
analytic family of type (A) for p ∈ R3 near p = 0. We can see that ψg,κ(p, e) is
strongly analytic and E(p, e) analytic for p near p = 0 in the similar manner as
for e. ✷
3 Effective mass
3.1 Formulae
In what follows we assume that (p, e) ∈ O. By the definition of E(p, e), we have
m
meff
=
1
3
∆pE(p, e)
⌈
p=0
. (3.1)
Actually we can see in [1] that H(p) is unitarily equivalent to H(|p|nz), where
nz = (0, 0, 1). Thus E(p, e) = E˜(|p|, e) = inf σ(H(|p|nz)) and
m
meff
= ∂2|p|E˜(|p|, e)⌈|p|=0.
Moreover we see that E˜(−|p|, e) = E˜(|p|, e). Then
∂pµE(p, e)⌈pµ=0 = 0, µ = 1, 2, 3. (3.2)
Since E(p, e) also has the symmetry, E(p,−e) = E(p, e), E(p, e) is a function of e2.
In particular it follows that
∂2m+1e E(p, e)
⌈
e=0
= 0, m ≥ 0. (3.3)
Lemma 3.1 We have
m
meff
= 1− 2
3
∑
µ=1,2,3
(ψg(0), (Pf + eA)µ(H(0)− E(0))−1(Pf + eA)µψg(0))
(ψg(0), ψg(0))
.
Proof: Since
(H(p)Ψ, ψg(p)) = E(p)(Ψ, ψg(p)),
for Ψ ∈ D(H(p)), taking a derivative with respect to pµ onthe both sides above, we
have
(H ′µ(p)Ψ, ψg(p)) + (H(p)Ψ, ψ
′
gµ
(p)) = E ′µ(p)(Ψ, ψg(p)) + E(p)(Ψ, ψ
′
gµ
(p)) (3.4)
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and
(H ′′µ(p)Ψ, ψg(p)) + 2(H
′
µ(p)Ψ, ψ
′
gµ
(p)) + (H(p)Ψ, ψ′′gµ(p))
= E ′′µ(p)(Ψ, ψg(p)) + 2E
′
µ(p)(Ψ, ψ
′
gµ
(p)) + E(p)(Ψ, ψ′′gµ(p)). (3.5)
Here E ′µ(p) (resp. ψ
′
gµ
(p)) denotes the derivative (resp. strong derivative ) in pµ,
and H ′µ(p) = (p − Pf − eAϕˆ)µ, H ′′µ(p) = 1. By (3.2) it follows that E ′µ(0) = 0, and
by (3.4) with p = 0,
(Pf + eA)µψg(0) ∈ D((H(0)−E(0))−1),
and
ψ′gµ(0) = (H(0)− E(0))−1(Pf + eA)µψg(0).
Therefore, using (3.1) and (3.5), we have
m
meff
=
1
3
∑
µ=1,2,3
(ψg(0), E
′′(0)µψg(0))
(ψg(0), ψg(0))
=
1
3
∑
µ=1,2,3

1 +
(ψg(0), 2H
′
µ(0)ψ
′
gµ
(0))
(ψg(0), ψg(0))

 (3.6)
= 1− 2
3
∑
µ=1,2,3
((Pf + eA)µψg(0), (H(0)− E(0))−1(Pf + eA)µψg(0))
(ψg(0), ψg(0))
.
Thus the lemma follows. ✷
From this lemma we obtain the following corollary.
Corollary 3.2 Let |e| < e∗. Then meff ≥ m.
3.2 Perturbative expansions
Let
ψg(0) =
∞∑
n=0
en
n!
ϕn, E(0) =
∞∑
n=0
e2n
(2n)!
E2n.
We want to get the explicit form of ϕn. Let
Ffin = {{Ψ(n)}∞n=0 ∈ F|Ψ(m) = 0 for m ≥ ℓ with some ℓ},
F0 =
{
Ψ ∈ Ffin| (i) Ψ(0) = 0, (ii) suppk∈R3nΨ(n)(k, j) 6∋ {0}, n ≥ 1, j ∈ {1, 2}n
}
.
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Lemma 3.3 We see that F0 ⊂ D(H−10 ).
Proof: Let Ψ = {Ψ(n)}∞n=0 ∈ F0. Since
(H0
−1Ψ)(n)(k1, ..., kn, j1, ..., jn)
=
[
1
2
(k1 + · · ·+ kn)2 +
n∑
i=1
ω(ki)
]−1
Ψ(n)(k1, ..., kn, j1, ..., jn),
and supp(k1,...,kn)∈R3nΨ
(n)(k1, ..., kn, j1, ..., jn) 6∋ {(0, ..., 0)}, we obtain that
‖H0−1Ψ‖2F =
∞∑
n=1
‖(H0−1Ψ)(n)‖2F(n) <∞
and the lemma follows. ✷
We define A− and A+ by
A− =
1√
2
a(f), A+ =
1√
2
a∗(f).
Then A = A+ + A−. Moreover A−µ and A
+
µ are defined by A
− and A+ with e(k, j)
replaced by eµ(k, j). We split H(0) as
H(0) = H0 + eH1 +
e2
2
H2,
where
H0 =
1
2
Pf
2 +Hf ,
H1 =
1
2
(Pf · A+ A · Pf) = Pf · A = A · Pf ,
H2 =:A
2:= A+ · A+ + A− · A− + 2A+ ·A−.
Lemma 3.4 We have E0 = E2 = 0, and there exists a ground state ψg(0) =
∞∑
n=0
en
n!
ϕn such that
ϕ0 = Ω, ϕ1 = 0, ϕ2 = −H0−1H2Ω, ϕ3 = 3H0−1H1H0−1H2Ω. (3.7)
In particular ϕ2 ∈ F (2) and ϕ3 ∈ F (1) ⊕ F (3).
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Proof: It is obvious that E0 = 0. Let ψg(0) =
∞∑
n=0
en
n!
ϕn be an arbitrary strongly
analytic ground state of H(0) with (ϕ0,Ω) 6= 0. Let ρ(e) =
∞∑
n=0
en
n!
ρn be an analytic
function on e. Then ρψg(0) is also a strongly analytic ground state of H(0) and
ρψg(0) = ρ1ϕ0︸ ︷︷ ︸
=ϕρ0
+e (ρ0ϕ1 + ρ1ϕ0)︸ ︷︷ ︸
=ϕρ1
+e2
1
2!
(ρ0ϕ2 + 2ρ1ϕ1 + ρ2ϕ0)︸ ︷︷ ︸
=ϕρ2
+e3
1
3!
(ρ0ϕ3 + 3ρ1ϕ2 + 3ρ2ϕ1 + ρ3ϕ0)︸ ︷︷ ︸
=ϕρ3
+O(e4).
Set
ρ0 = 1/(ϕ0,Ω), ρ1 = −ρ0(ϕ1,Ω)/(ϕ0,Ω),
ρ2 = −(ρ0(ϕ2,Ω) + 2ρ1(ϕ1,Ω))/(ϕ0,Ω),
ρ3 = −(ρ0(ϕ3,Ω) + 3ρ1(ϕ2,Ω) + 3ρ2(ϕ1,Ω))/(ϕ0,Ω).
Then ψρg =
∞∑
n=0
en
n!
ϕρn satisfies that
(ϕρn,Ω) = δ0,n, n = 0, 1, 2, 3. (3.8)
We reset ψρg (resp. ϕ
ρ
n) with (3.8) as ψg(0) (resp. ϕn). Let us write H(0), E(0)
and ψg(0) as H , E and ψg, respectively. Take derivative in e on the both sides of
(HΨ, ψg) = E(Ψ, ψg), Ψ ∈ D(H). Then we have
(H ′Ψ, ψg) + (HΨ, ψ′g) = E
′(Ψ, ψg) + E(Ψ, ψ′g), (3.9)
(H ′′Ψ, ψg) + 2(H ′Ψ, ψ′g) + (HΨ, ψ
′′
g) = E
′′(Ψ, ψg) + 2E ′(Ψ, ψ′g) + E(Ψ, ψ
′′
g), (3.10)
3(H ′′Ψ, ψ′g) + 3(H
′Ψ, ψ′′g) + (HΨ, ψ
′′′
g )
= E
′′′
(Ψ, ψg) + 3E
′′(Ψ, ψ′g) + 3E
′(Ψ, ψ′′g) + E(Ψ, ψ
′′′
g ), (3.11)
where E ′ (resp. ψ′g) denotes the derivative (resp. strong derivative) in e, and
H ′ = Pf(Pf + eA) and H ′′ = Pf · A. Put Ψ = Ω and e = 0 in (3.10). Then
0 = E2(Ω,Ω), (3.12)
which shows that E2 = 0. From (3.9) with e = 0 it follows that
H1Ω +H0ϕ1 = 0,
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from which it holds that H0ϕ1 = 0. Hence ϕ1 = bΩ with some constant b. By (3.8)
we have, however, b = 0. Then ϕ1 = 0 follows. By (3.10) with e = 0, we have
H2Ω +H0ϕ2 = 0.
Since H2Ω ∈ F0, we see that by Lemma 3.3, H2Ω ∈ D(H−10 ). Thus we have
ϕ2 = −H0−1H2Ω + cΩ with some constant c. Since (−H0−1H2Ω,Ω) = 0, it follows
that c = 0 from (3.8). From (3.11) it follows that in e = 0,
3H1ϕ2 +H0ϕ3 = 0.
Since H1ϕ2 = −H1H0−1H2Ω ∈ F0, Lemma 3.3 ensures that H1ϕ2 ∈ D(H0−1). Hence
ϕ3 = −3H0−1H1ϕ2 + dΩ = 3H0−1H1H0−1H2Ω + dΩ with some constant d. Since
(3H0
−1H1H0−1H2Ω,Ω) = 0, it follows that d = 0 from (3.8). Then the lemma is
proven. ✷
In the similar manner as Lemma 3.4, we can prove the following proposition.
Proposition 3.5 There exists a ground state ψg(0) =
∞∑
n=0
en
n!
ϕn such that
ϕ2m = H0
−1

− ∑
j=1,2
(
2m
j
)
H1ϕ2m−j +
m∑
j=2
(
2m
2j
)
E2jϕ2m−2j

 , m ≥ 2,
ϕ2m+1 = H0
−1

− ∑
j=1,2
(
2m+ 1
j
)
Hjϕ2m+1−j +
m−1∑
j=2
(
2m+ 1
2j
)
E2jϕ2m−2j+1

 , m ≥ 2,
with ϕ2m ∈ F (2) ⊕F (4) ⊕ · · · ⊕ F (2m) and ϕ2m+1 ∈ F (1) ⊕F (3) ⊕ · · · ⊕ F (2m+1), and
E2m is given by
E2m =
(
2m
2
)
(Ω, H2ϕ2m−2), m ≥ 2.
3.3 Effective mass up to order e4
In this subsection we expand m/meff up to order e
4.
Lemma 3.6 We have
m
meff
= 1− e2 2
3
∑
µ=1,2,3
(
Ω, AµH0
−1AµΩ
)
−e4 2
3
∑
µ=1,2,3
{
2
(
Ψµ3 , H0
−1Ψµ1
)
+
(
Ψµ2 , H0
−1Ψµ2
)
− 2
(
Ψµ2 , H0
−1H1H0−1Ψ
µ
1
)
−1
2
(
Ψµ1 , H0
−1H2H0−1Ψ
µ
1
)
+
(
Ψµ1 , H0
−1H1H0−1H1H0−1Ψ
µ
1
)}
+O(e6),
(3.13)
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where
Ψµ1 = AµΩ,
Ψµ2 = −
1
2
PfµH0
−1(A+ ·A+)Ω,
Ψµ3 =
1
2
{
−AµH0−1(A+ ·A+)Ω + 1
2
PfµH0
−1(Pf ·A+ A·Pf)H0−1(A+ ·A+)Ω
}
.
Proof: Since by (3.6),
m
meff
= 1− 2
3
∑
µ=1,2,3
((Pf + eA)µψg(0), ψ
′
gµ
(0))
(ψg(0), ψg(0))
, (3.14)
where ψ′gµ(0) = s − ∂pµψg(p)⌈p=0, we expand ψ′gµ(0) and ψg(0) in e. Assume that
ψg(0) =
∞∑
n=0
en
n!
ϕn satisfies (3.7), i.e., ϕ0 = Ω, ϕ1 = 0, ϕ2 = −H0−1H2Ω and ϕ3 =
3H0
−1H1H0−1H2Ω. We have
(Pf + eA)µψg(0) = eAµΩ+ e
2(
1
2
Pfµϕ2) + e
3(
1
2
Aµϕ2 +
1
6
Pfµϕ3) +O(e4)
= eΨµ1 + e
2Ψµ2 + e
3Ψµ3 +O(e4). (3.15)
Note that by Proposition 3.5,
ϕ0 ∈ F (0), ϕ2 ∈ F (2), ϕ3 ∈ F (3) ⊕ F (1), ϕ4 ∈ F (4) ⊕F (2).
In particular
1
(ψg, ψg)
= 1−e4(1
2
ϕ2,
1
2
ϕ2)−e4(Ω, 1
24
ϕ4)+O(e6) = 1−e41
4
(ϕ2, ϕ2)+O(e6). (3.16)
Let
ψ′gµ(0) =
∞∑
n=0
en
n!
Φµn. (3.17)
Since
((H(0)−E(0))Ψ, ψ′gµ(0)) = ((Pf + eA)µΨ, ψg(0)), Ψ ∈ D(H(0)), (3.18)
putting e = 0 on the both sides of (3.18), we have
H0Φ
µ
0 = 0.
Then
Φµ0 = b0Ω (3.19)
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with some constant b0. From taking derivative of the both sides of (3.18) at e = 0,
we see that by (3.7)
H0Φ
µ
1 = AµΩ,
H2Φ
µ
0 + 2H1Φ
µ
1 +H0Φ
µ
2 = Pfµϕ2,
3H2Φ
µ
1 + 3H1Φ
µ
2 +H0Φ
µ
3 = 3Aµϕ2 + Pfµϕ3.
From them it follows that
Φµ1 = H0
−1Ψµ1 + b1Ω, (3.20)
Φµ2 = H0
−1(2Ψµ2 − 2H1Φµ1 −H2Φµ0 ) + b2Ω,
= 2H0
−1(Ψµ2 −H1H0−1Ψµ1) + (−b0H0−1H2Ω+ b2Ω) (3.21)
Φµ3 = H0
−1(6Ψµ3 − 3H1Φµ2 − 3H2Φµ1 ) + b3Ω,
= 6H0
−1(Ψµ3 −H1H0−1Ψµ2 + (H1H0−1H1H0−1 −
1
2
H2H0
−1)Ψµ1 )
+(3b0H0
−1H1H0−1H2Ω− 3b1H0−1H2Ω+ b3Ω), (3.22)
where b1, b2, b3 are some constants. Here we used that H1Ω = 0. By (3.14), (3.15),
(3.16) and (3.17) we have
m
meff
= 1− 2
3
3∑
µ=1
{
e2 ((Ψµ1 ,Φ
µ
1 ) + (Ψ
µ
2 ,Φ
µ
0 ))
+ e4
(
1
6
(Ψµ1 ,Φ
µ
3 ) +
1
2
(Ψµ2 ,Φ
µ
2 ) + (Ψ
µ
3 ,Φ
µ
1)
)}
+O(e6). (3.23)
Substitute (3.20)-(3.22) into (3.23). No contribution of constants b0, ..., b3 exists,
i.e., we can directly see that
e2 {b1(Ψµ1 ,Ω) + b0(Ψµ2 ,Ω)} = 0.
and
e4
{
1
6
b3(Ψ
µ
1 ,Ω) +
1
6
b1(Ψ
µ
1 ,−3H0−1H2Ω) +
1
6
b0(Ψ
µ
1 , 3H0
−1H1H0−1H2Ω)
+
1
2
b2(Ψ
µ
2 ,Ω) +
1
2
b0(Ψ
µ
2 ,−H0−1H2Ω) + b1(Ψµ3 ,Ω)
}
= 0.
Then the lemma follows. ✷
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Remark 3.7 By Lemma 3.1 we have seen that
m
meff
= 1− 2
3
∑
µ=1,2,3
((Pf + eA)µψg(0), (H(0)− E(0))−1(Pf + eA)µψg(0))
(ψg(0), ψg(0))
. (3.24)
We “informally” expand (H(0)−E(0))−1 as
(H(0)− E(0))−1 =
∞∑
n=0
(
−H0−1
∞∑
l=1
el
l!
Hl
)n
H0
−1
=
∞∑
n=0
(−1)n
∞∑
k=n
ek
k∑
l1,...,ln=1
l1+···+ln=k
1
l1! · · · ln!H0
−1Hl1H0
−1Hl2 · · ·H0−1HlnH0−1. (3.25)
Here we set Hj =
{
Hj , j = 1, 2,
−Ej , j ≥ 3. Then we have
(H(0)− E(0))−1 = H0−1 − eH0−1H1H0−1
+e2
(
−1
2
H0
−1H2H0−1 +H0−1H1H0−1H1H0−1
)
+O(e3). (3.26)
Substitute (3.26) into (3.24). Then the result coincides with (3.13).
3.4 Explicit expressions
For each k ∈ R3 let us define the projection Q(k) on R3 by
Q(k) =
∑
j=1,2
|ej(k)〉〈ej(k)|.
We also set
m = 1,
since it can easily be reintroduced at the end of the computation. We set
ϕˆj = ϕˆ(kj), ωj = ω(kj), Q(kj) = Qj , j = 1, 2.
Let
1
Ej
=
1
|kj|2/2 + ωj , j = 1, 2,
1
E12
=
1
|k1 + k2|2/2 + ω1 + ω2 , k1, k2 ∈ R
3,
1
Fj
=
1
r2j/2 + rj
, j = 1, 2,
1
F12
=
1
(r21 + 2r1r2X + r
2
2)/2 + r1 + r2
, r1, r2 ≥ 0, −1 ≤ X ≤ 1.
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Lemma 3.8 We have
m
meff
= 1− αa1(Λ, κ)− α2a2(Λ, κ) +O(α3),
where
a1(Λ, κ) =
8
3π
log
(
Λ + 2
κ+ 2
)
(3.27)
and
a2(Λ, κ) = (4π)
22
3
∫∫
d3k1d
3k2
|ϕˆ1|2
2ω1
|ϕˆ2|2
2ω2
×
×
{
−
(
1
E1
+
1
E2
)
1
E12
(1 + s2) +
(
1
E12
)3 |k1 + k2|2
2
(1 + s2)
+
(
1
E1
+
1
E2
)(
1
E12
)2
(k1 · k2)(−1 + s2)− 1
E1
1
E2
(1 + s2)
+
( |k1|2
E21
+
|k2|2
E22
)
1
E12
(1− s2) + 1
E1
1
E2
1
E12
(k1 · k2)(−1 + s2)
}
,
(3.28)
where s = (kˆ1, kˆ2). Changing variables to polar coordinates we also have
a2(Λ, κ) =
(4π)2
(2π)6
2
3
∫ 1
−1
dX
∫ Λ
κ
dr1
∫ Λ
κ
dr2πr1r2 ×
×
{
−
(
1
F1
+
1
F2
)
1
F12
(1 +X2) +
(
1
F12
)3 r21 + 2r1r2X + r22
2
(1 +X2)
+
(
1
F1
+
1
F2
)(
1
F12
)2
r1r2X(−1 +X2)− 1
F1
1
F2
(1 +X2)
+
(
r21
F 21
+
r22
F 22
)
1
F12
(1−X2) + 1
F1
1
F2
1
F12
r1r2X(−1 +X2)
}
. (3.29)
Proof: Note that
a1(Λ, κ) =
2
3
(
√
4π)2(A+µΩ, H0
−1A+µΩ)
=
2
3
(
√
4π)22
∫
ϕˆ(k)2
2ω(k)
1
|k|2/2 + |k|d
3k
=
2
3
(
√
4π)2
1
(2π)3
4π
∫ Λ
κ
1
r/2 + 1
dr
=
8
3π
log
(
Λ + 2
κ+ 2
)
.
Thus (3.27) follows. To check a2(Λ, κ) we exactly compute the five terms on the
right-hand side of (3.13) separately.
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(1) We have
2
(
Ψµ3 , H0
−1Ψµ1
)
=
(
Ω,−(A− ·A−)H0−1AµH0−1A+µΩ
)
+
1
2
(
Ω, (A− ·A−)H0−1(Pf ·A+ A·Pf)H0−1PfµH0−1A+µΩ
)
.
(3.30)
Since PfµH0
−1AµΩ = H0−1AµPfµΩ = 0, the second term of the righ-hand side of
(3.30) vanishes, we have
2
(
Ψµ3 , H0
−1Ψµ1
)
= −
(
Ω, (A− ·A−)H0−1A+µH0−1A+µΩ
)
= −
∫∫
d3k1d
3k2
|ϕˆ1|2
2ω1
|ϕˆ2|2
2ω2
1
E12
(
1
E1
+
1
E2
)tr(Q1Q2).
(3.31)
(2) We have
(
Ψµ2 , H0
−1Ψµ2
)
=
(
1
2
)2 (
PfµH0
−1(A+ ·A+)Ω, H0−1PfµH0−1(A+ ·A+)Ω
)
=
(
1
2
)2 (
Ω, (A− ·A−)
(
H0
−1)3 (Pf · Pf)(A+ ·A+)Ω)
=
(
1
2
)2 ∫∫
d3k1d
3k2
|ϕˆ1|2
2ω1
|ϕˆ2|2
2ω2
(
1
E12
)3
|k1 + k2|22tr(Q1Q2).
(3.32)
(3) We have
−2
(
Ψµ2 , H0
−1H1H0−1Ψ
µ
1
)
=
1
2
(
PfµH0
−1(A+ ·A+)Ω, H0−1(Pf ·A+ A·Pf)H0−1A+µΩ
)
=
∑
ν=1,2,3
(
Ω, (A− ·A−)H0−1PfµH0−1PfνA+ν H0−1A+µΩ
)
=
∫∫
d3k1d
3k2
|ϕˆ1|2
2ω1
|ϕˆ2|2
2ω2
(
1
E12
)2
(
1
E1
+
1
E2
)(k2, Q1Q2k1). (3.33)
(4) We have
−1
2
(
Ψµ1 , H0
−1H2H0−1Ψ
µ
1
)
= −1
2
(
A+µΩ, H0
−1((A+ ·A+) + 2(A+ ·A−) + (A− ·A−))H0−1A+µΩ
)
= −
(
Ω, A−µH0
−1(A+ ·A−)H0−1A+µΩ
)
= −
∫∫
d3k1d
3k2
|ϕˆ1|2
2ω1
|ϕˆ2|2
2ω2
1
E1
1
E2
tr(Q1Q2). (3.34)
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(5) We have(
Ψµ1 , H0
−1H1H0−1H1H0−1Ψ
µ
1
)
=
(
1
2
)2 (
A+µΩ, H0
−1(Pf ·A+ A·Pf)H0−1(Pf ·A+ A·Pf)H0−1A+µΩ
)
=
(
A+µΩ, H0
−1(Pf ·A)H0−1(Pf ·A)H0−1A+µΩ
)
=
∑
ν,κ=1,2,3
(
A+µΩ, H0
−1PfνA
+
ν H0
−1PfκA
−
κH0
−1A+µΩ
)
+
∑
ν,κ=1,2,3
(
A+µΩ, H0
−1PfνA
−
ν H0
−1PfκA
+
κH0
−1A+µΩ
)
. (3.35)
Since
PfκA
−
κH0
−1A+µΩ = 0,
the first term on the last line in (3.35) vanishes. Then we have(
Ψµ1 , H0
−1H1H0
−1H1H0
−1Ψµ1
)
=
∑
ν,κ=1,2,3
(
Ω, A−µH0
−1PfνA
−
ν H0
−1PfκA
+
κH0
−1A+µΩ
)
=
∫∫
d3k1d
3k2
|ϕˆ1|2
2ω1
|ϕˆ2|2
2ω2
1
E12
{(
1
E2
)2
2(k2, Q1k2) +
1
E1
1
E2
(k2, Q1Q2k1)
}
=
∫∫
d3k1d
3k2
|ϕˆ1|2
2ω1
|ϕˆ2|2
2ω2
1
E12
{(
1
E1
)2
(k1, Q2k1) +
(
1
E2
)2
(k2, Q1k2)
}
+
∫∫
d3k1d
3k2
|ϕˆ1|2
2ω1
|ϕˆ2|2
2ω2
1
E12
1
E1
1
E2
(k2, Q1Q2k1). (3.36)
(3.28) follows from Lemma 3.6, (3.31), (3.32), (3.33), (3.34), (3.36) and the facts
tr[Q(k1)Q(k2)] =
∑
j,j′=1,2
(ej(k1)ej′(k2))
2 = 1 + (kˆ1, kˆ2)
2,
(k1, Q(k2)Q(k1)k2) = (k1, k2)((kˆ1, kˆ2)
2 − 1),
(k1, Q(k2)k1) = |k1|2(1− (kˆ1, kˆ2)2).
Thus the proof is complete. ✷
4 Main theorem
By (3.29) we can see that
a2(Λ, κ) =
(4π)2
(2π)6
2
3
6∑
j=1
bj(Λ), (4.1)
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where
b1(Λ) = −
∫ 1
−1
dX(1 +X2)
∫ Λ
κ
dr1
∫ Λ
κ
dr2πr1r2
(
1
F1
+
1
F2
)
1
F12
,
b2(Λ) =
∫ 1
−1
dX(1 +X2)
∫ Λ
κ
dr1
∫ Λ
κ
dr2πr1r2
(
1
F12
)3 r21 + 2r1r2X + r22
2
,
b3(Λ) =
∫ 1
−1
dXX(−1 +X2)
∫ Λ
κ
dr1
∫ Λ
κ
dr2πr
2
1r
2
2
(
1
F1
+
1
F2
)(
1
F12
)2
,
b4(Λ) = −
∫ 1
−1
dX(1 +X2)
∫ Λ
κ
dr1
∫ Λ
κ
dr2πr1r2
1
F1
1
F2
,
b5(Λ) =
∫ 1
−1
dX(1−X2)
∫ Λ
κ
dr1
∫ Λ
κ
dr2πr1r2
(
r21
F 21
+
r22
F 22
)
1
F12
,
b6(Λ) =
∫ 1
−1
dXX(−1 +X2)
∫ Λ
κ
dr1
∫ Λ
κ
dr2πr
2
1r
2
2
1
F1
1
F2
1
F12
.
Our main theorem is stated as follows.
Theorem 4.1 There exist strictly positive constants c1 and c2 such that
c1 ≤ lim
Λ→∞
a2(Λ, κ)√
Λ
≤ c2.
To prove Theorem 4.1 we estimate the lower and upper bounds of a2(Λ, κ)/
√
Λ as
Λ→∞ in what follows.
Let ρΛ(·, ·) : [0,∞)× [−1, 1]→ R be defined by
ρΛ = ρΛ(r,X) = r
2 + 2ΛrX + Λ2 + 2r + 2Λ = (r + ΛX + 1)2 +∆,
where
∆ = Λ2(1−X2) + 2Λ(1−X)− 1. (4.2)
Lemma 4.2 There exist constants C1, C2, C3 and C4 such that for sufficiently large
Λ > 0,
(1)
∫ 1
−1
dX
∫ Λ
0
dr
1
ρΛ(r,X)
≤ C1 1
Λ
,
(2)
∫ 1
−1
dX
∫ Λ
0
dr
(
1
ρΛ(r,X)
)2
≤ C2 1
Λ5/2
,
(3)
∫ 1
−1
dX
∫ Λ
0
dr
1
ρΛ(r,X)
1
r + 2
≤ C3 log Λ
Λ2
,
(4)
∫ 1
−1
dX
∫ Λ
0
dr
(
1
ρΛ(r,X)
)2
(1−X2) ≤ C4 1
Λ3
.
Proof: See Appendix A. ✷
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4.1 Upper bounds
Lemma 4.3 There exists a constant Cmax such that
lim
Λ→∞
∣∣∣∣∣a(Λ, κ)√Λ
∣∣∣∣∣ < Cmax.
Proof: Note that for a continuous function f ,
d
dΛ
∫ Λ
κ
dr1
∫ Λ
κ
dr2f(r1, r2) =
∫ Λ
κ
f(Λ, r)dr +
∫ Λ
κ
f(r,Λ)dr. (4.3)
In this proof, C denotes some sufficiently large constant and is not necessarily the
same number.
(1) We have
d
dΛ
b1(Λ) = 8π
∫ 1
−1
dX
∫ Λ
κ
dr
1
ρΛ(r,X)
(
Λ
r + 2
+
r
Λ + 2
)
(1 +X2).
Since by Lemma 4.2 (3) and (1),
∫ 1
−1
dX
∫ Λ
κ
dr
1
ρΛ(r,X)
Λ
r + 2
≤ C log Λ
Λ
,
∫ 1
−1
dX
∫ Λ
κ
dr
1
ρΛ(r,X)
r
Λ + 2
≤ C 1
Λ
,
we have ∣∣∣∣∣ ddΛb1(Λ)
∣∣∣∣∣ ≤ C log ΛΛ . (4.4)
(2) We see that by Lemma 4.2 (2),
d
dΛ
b2(Λ) = 8π
∫ 1
−1
dX
∫ Λ
κ
dr
(
1
ρΛ(r,X)
)3
rΛ(Λ2 + r2 + 2ΛrX)(1 +X2)
≤ 8π
∫ 1
−1
dX
∫ Λ
κ
dr
(
1
ρΛ(r,X)
)2
rΛ(1 +X2)
≤ 8πΛ2
∫ 1
−1
dX
∫ Λ
κ
dr
(
1
ρΛ(r,X)
)2
(1 +X2)
≤ C 1√
Λ
.
Hence ∣∣∣∣∣ ddΛb2(Λ)
∣∣∣∣∣ ≤ C 1√Λ . (4.5)
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(3) We have∣∣∣∣∣ ddΛb3(Λ)
∣∣∣∣∣ = 16π
∣∣∣∣∣∣
∫ 1
−1
dX
∫ Λ
κ
drX(X2 − 1)
(
1
ρΛ(r,X)
)2 (
Λ2r
r + 2
+
r2Λ
Λ + 2
)∣∣∣∣∣∣ .
Since by Lemma 4.2 (3) and (4),∣∣∣∣∣∣
∫ 1
−1
dX
∫ Λ
κ
drX(X2 − 1)
(
1
ρΛ(r,X)
)2
Λ2r
r + 2
∣∣∣∣∣∣ ≤ C
1
Λ
,
∣∣∣∣∣∣
∫ 1
−1
dX
∫ Λ
κ
drX(X2 − 1)
(
1
ρΛ(r,X)
)2
r2Λ
Λ+ 2
∣∣∣∣∣∣ ≤ C
1
Λ
,
we have ∣∣∣∣∣ ddΛb3(Λ)
∣∣∣∣∣ ≤ C 1Λ . (4.6)
(4) It is trivial that
|b4(Λ)| ≤ C[log Λ]2. (4.7)
(5) We have
d
dΛ
b5(Λ) = 16π
∫ 1
−1
dX
∫ Λ
κ
dr
1
ρΛ(r,X)
(1−X2)rΛ
{(
1
Λ + 2
)2
+
(
1
r + 2
)2}
.
Since by Lemma 4.2 (1),∫ 1
−1
dX
∫ Λ
κ
dr
1
ρΛ(r,X)
(1−X2)rΛ
(
1
Λ + 2
)2
≤ C 1
Λ
,
∫ 1
−1
dX
∫ Λ
κ
dr
1
ρΛ(r,X)
(1−X2)rΛ
(
1
r + 2
)2
≤ C 1
Λ
,
we see that ∣∣∣∣∣ ddΛb5(Λ)
∣∣∣∣∣ ≤ C 1Λ . (4.8)
(6) We have by Lemma 4.2 (1)∣∣∣∣∣ ddΛb6(Λ)
∣∣∣∣∣ = 16π
∣∣∣∣∣
∫ 1
−1
dX
∫ Λ
κ
dr(X2 − 1)X 1
ρΛ(r,X)
r
r + 2
Λ
Λ + 2
∣∣∣∣∣ ≤ C 1Λ .
Then we have ∣∣∣∣∣ ddΛb6(Λ)
∣∣∣∣∣ ≤ C 1Λ . (4.9)
From (4.4)-(4.9) it follows that
|bj(Λ)| ≤ C[log Λ]2, j = 1, 4,
|b2(Λ)| ≤ CΛ1/2, |bj(Λ)| ≤ C log Λ, j = 3, 5, 6. (4.10)
Then the lemma follows. ✷
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4.2 Lower bounds
Lemma 4.4 There exists a positive constant Cmin > 0 such that
Cmin ≤ lim
Λ→∞
b2(Λ)√
Λ
.
From this lemma and (4.10), i.e.,
lim
Λ→∞
bj(Λ)√
Λ
= 0, j = 1, 3, 4, 5, 6,
the following corollary follows.
Corollary 4.5 It follows that
Cmin ≤ lim
Λ→∞
a2(Λ, κ)√
Λ
.
Proof of Lemma 4.4: We have
d
dΛ
b2(Λ) = 8π
∫ 1
−1
dX
∫ Λ
κ
dr(1 +X2)
(
1
ρΛ(r,X)
)3
(r2 + 2rΛX + Λ2)rΛ, (4.11)
where, recall that
ρΛ(r,X) = (r + ΛX + 1)
2 +∆,
∆ = Λ2(1−X2) + Λ(1−X)− 1.
Note that ∆ > 0 for X ≤ 0 and a sufficiently large Λ. Since the integrand of (4.11)
TR(r) =
(
1
ρΛ(r,X)
)3
(r2 + 2rΛX + Λ2)rΛ
is positive, it is enough to prove that
lim
Λ→∞
√
Λ
d
dΛ
b2(Λ) = lim
Λ→∞
√
Λ
∫ 0
−1+(1/Λ)
dX
∫ Λ
κ
drTR(r)(1 +X
2) > 0. (4.12)
We simply set ρ = ρΛ(r,X). Since
(r2 + 2rΛX + Λ2)rΛ = Λ
{
(r − 2)ρ+ (4 + 4ΛX − 2Λ)r + 2(Λ2 + 2Λ)
}
,
we have∫ Λ
κ
drTR(r) = Λ
∫ Λ
κ
dr
r − 2
ρ2
+ Λ(4 + 4ΛX − 2Λ)
∫ Λ
κ
dr
r
ρ3
+ 2Λ(Λ2 + 2Λ)
∫ Λ
κ
dr
1
ρ3
= Λ
∫ Λ
κ
dr
r
ρ2
+ Λ2(4X − 2)
∫ Λ
κ
dr
r
ρ3
+ 2Λ3
∫ Λ
κ
dr
1
ρ3
+ t1(Λ),
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where
t1(Λ) = −2Λ
∫ Λ
κ
dr
1
ρ2
+ 4Λ
∫ Λ
κ
dr
r
ρ3
+ 2Λ2
∫ Λ
κ
dr
1
ρ3
.
Moreover since
∫ Λ
κ
dr
r
ρ2
= −1
2
[
1
ρ
]Λ
κ
−
∫ Λ
κ
dr
ΛX + 1
ρ2
,
∫ Λ
κ
dr
r
ρ3
= −1
4
[
1
ρ2
]Λ
κ
−
∫ Λ
κ
dr
ΛX + 1
ρ3
,
we have∫ Λ
κ
drTR(r) = −Λ2X
∫ Λ
κ
dr
1
ρ2
+ Λ3(2−X(4X − 2))
∫ Λ
κ
dr
1
ρ3
+ t1(Λ) + t2(Λ),
where
t2(Λ) = Λ(−1
2
)
[
1
ρ
]Λ
κ
− Λ
∫ Λ
κ
dr
1
ρ2
+Λ2(4X − 2)(−1
4
)
[
1
ρ2
]Λ
κ
− Λ2(4X − 2)
∫ Λ
κ
dr
1
ρ3
.
Note that∫
1
(x2 + a2)n+1
dx =
1
2na2
x
(x2 + a2)n
+
2n− 1
2n
1
a2
∫
1
(x2 + a2)n
dx, n ≥ 1.
Then
∫ Λ
κ
dr
1
ρ2
=
[
r + ΛX + 1
2∆
1
ρ
]Λ
κ
+
1
2∆3/2
[
arctan
r + ΛX + 1√
∆
]Λ
κ
,
∫ Λ
κ
dr
1
ρ3
=
[
r + ΛX + 1
4∆
1
ρ2
]Λ
κ
+
3
8
[
r + ΛX + 1
∆2
1
ρ
]Λ
κ
+
3
8
1
∆5/2
[
arctan
r + ΛX + 1√
∆
]Λ
κ
.
Hence we have
∫ Λ
κ
drTR(r) = −Λ2X 1
2∆3/2


[
arctan
r + ΛX + 1√
∆
]Λ
κ
+
[√
∆
r + ΛX + 1
ρ
]Λ
κ


+
3
8
Λ32(2X + 1)(1−X) 1
∆5/2


[
arctan
r + ΛX + 1√
∆
]Λ
κ
+
[√
∆
r + ΛX + 1
ρ
]Λ
κ


+t1(Λ) + t2(Λ) + t3(Λ),
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where
t3(Λ) = Λ
32(2X + 1)(1−X)
[
r + ΛX + 1
4∆
1
ρ2
]Λ
κ
.
It is proven in Lemma B.1 of Appendix B that
lim
Λ→∞
√
Λ
∫ 0
−1+1/Λ
(1 +X2)(t1(Λ) + t2(Λ) + t3(Λ))dX = 0. (4.13)
From this it is enough to show that
lim
Λ→∞
√
ΛΛ2
∫ 0
−1+1/Λ
dX(1 +X2)
1
∆3/2
[√
∆
r + ΛX + 1
ρ
]Λ
κ
×
×1
4
{
−2X + 3(1−X)(2X + 1)Λ
∆
}
≥ 0 (4.14)
and that there exists a positive constant ξ > 0 such that
lim
Λ→∞
√
Λ
∫ 0
−1+1/Λ
dX(1 +X2)

−Λ2X 12∆3/2
[
arctan
r + ΛX + 1√
∆
]Λ
κ
+
3
8
Λ32(2X + 1)(1−X) 1
∆5/2
[
arctan
r + ΛX + 1√
∆
]Λ
κ


= lim
Λ→∞
√
ΛΛ2
∫ 0
−1+1/Λ
dX(1 +X2)
1
∆3/2
[
arctan
r + ΛX + 1√
∆
]Λ
κ
×
×1
4
{
−2X + 3(1−X)(2X + 1)Λ
∆
}
> ξ (4.15)
Changing variable X to −y, we shall prove (4.15), i.e.,
lim
Λ→∞
√
ΛΛ2
∫ 1−(1/Λ)
0
dy(1 + y2)
1
∆3/2
[
arctan
r − Λy + 1√
∆
]Λ
κ
1
4
aΛ(y)dy > ξ,
where
aΛ(y) = 2y +
6
Λ
+ bΛ(y),
bΛ(y) =
3
Λ
(
1 +
2
Λ
) y + 2Λ+3
2Λ+4(
y − 1
2Λ
)2 − (2Λ+3)(2Λ−1)
4Λ2
.
The function bΛ(·) satisfies the following properties:
(1) b′′Λ(y) < 0 for 0 ≤ y ≤ 1− 1/Λ, i.e., bΛ(y) is concave for 0 ≤ y ≤ 1− 1/Λ,
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(2) limΛ→∞ bΛ(1− 1/Λ) = −3/2,
(3) limΛ→∞ bΛ(y) = 0 for y 6= 1 and limΛ→∞ bΛ(1) = −3.
By (1)–(3) we have
inf
0≤y≤1−1/Λ
bΛ(y) = min {bΛ(0), bΛ(1− 1/Λ)}
and then for sufficiently large Λ,
inf
0≤y≤1−1/Λ
bΛ(y) = bΛ(1− 1/Λ) > −7
4
.
Hence
inf
15/16≤y≤1−1/Λ
aΛ(y) ≥ 15
8
− 7
4
=
1
8
> 0.
Moreover[
arctan
r − Λy + 1√
∆
]Λ
κ
= arctan
(1− y)Λ + 1√
∆
− arctan κ− Λy + 1√
∆
> 0,
lim
Λ→∞
[
arctan
r − Λy + 1√
∆
]Λ
κ
= arctan
1− y√
1− y2 + arctan
y√
1− y2 > 0
for 0 ≤ y ≤ 1. Then
δ = inf
Λ>1
inf
0≤y≤1
[
arctan
r − Λy + 1√
∆
]Λ
κ
> 0
Then we have
lim
Λ→∞
√
ΛΛ2
∫ 1−(1/Λ)
0
dy(1 + y2)
1
∆3/2
[
arctan
r − Λy + 1√
∆
]Λ
κ
1
4
aΛ(y)
≥ lim
Λ→∞
√
ΛΛ2
∫ 1−(1/Λ)
15/16
dy(1 + y2)
1
∆3/2
[
arctan
r − Λy + 1√
∆
]Λ
κ
1
4
aΛ(y)
≥ 1
8
× 1
4
× δ × lim
Λ→∞
√
ΛΛ2
∫ 1−(1/Λ)
15/16
dy
1
∆3/2
.
Furthermore
lim
Λ→∞
√
ΛΛ2
∫ 1−(1/Λ)
15/16
dy
1
∆3/2
= lim
Λ→∞
1√
Λ
∫ 1−(1/Λ)
15/16
dy
1{
(1− y2) + 1
Λ
(1 + y)− 1
Λ2
}3/2
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≥ lim
Λ→∞
1√
Λ
∫ 1−(1/Λ)
15/16
dy
1{
(1− y) + 1
Λ
}3/2 1(1 + y)3/2
≥ lim
Λ→∞
1√
Λ
∫ 1−(1/Λ)
15/16
dy
1{
(1− y) + 1
Λ
}3/2 123/2
= lim
Λ→∞
1√
2
1√
Λ

 1√
2/Λ
− 1√
1/16 + 1/Λ

 = 1
2
.
Then we proved that
lim
Λ→∞
√
Λ
d
dΛ
b2(Λ) > 4π × 1
8
× 1
4
× 1
2
× δ = πδ
16
> 0.
Then (4.15) follows. We shall show (4.14). Since the left-hand side of (4.14) is
lim
Λ→∞
√
ΛΛ2
∫ 1−(1/Λ)
0
dy(1 + y2)
1
∆3/2
[√
∆
r − Λy + 1
ρ
]Λ
κ
1
4
aΛ(y)dy, (4.16)
it is enough to show that [· · ·]Λκ in (4.16) is nonnegative. We can directly see that
[√
∆
r − Λy + 1
ρ
]Λ
κ
=
√
∆K
{(Λ + ΛX + 1)2 +∆} {(κ+ ΛX + 1)2 +∆} ,
where, for 0 ≤ y ≤ 1,
K = (−2y2 + y + 1)Λ3 + (1 + 4y)Λ2 − 2Λ
+κ((y2 − 2)Λ2 + (−2y − 2)Λ + 1) + κ2((−y + 1)Λ + 1).
Since K > 0 for a sufficiently large Λ, (4.14) follows. ✷
Proof of Theorem 4.1: The theorem follows from Lemma 4.3 and Corollary 4.5. ✷
Remark 4.6 (1) a2(Λ, κ)/
√
Λ converges to a nonnegative constant as Λ→∞.
(2) By (4.1), we can define a2(Λ, 0) since bj(Λ) with κ = 0 are finite. Moreover
a2(Λ, 0) also satisfies Theorem 4.1.
Appendix
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A Proof of Lemma 4.2
Proof of Lemma 4.2
By the definition of ∆ it follows that for sufficiently large Λ,
1
∆
≤ 1
Λ
, for X ≤ 0.
Let
δ = δ(k) =
1
Λk
, 0 < k ≤ 2.
Then for sufficiently large Λ,
∆ ≥ Λ2(1−X2)− 1 > 0, for − 1 + δ(k) < X ≤ 0, 0 < k ≤ 2.
In particular we obtain
1
∆
≤ a
Λ2
1
1−X2 , for − 1 + δ(k) ≤ X ≤ 0, 0 < k ≤ 2,
with some constant a independent of Λ. In this proof C denotes some sufficiently
large constant and it is not necessarily the same number. We divide
∫ 1
−1 · · ·dX as
∫ 1
−1
· · ·dX =
∫ 1
0
+
∫ 0
−1+δ
+
∫ −1+δ
−1
.
(1) It is trivial that
∣∣∣∣
∫ 1
0
· · ·dX
∣∣∣∣ ≤ CΛ . Note that∣∣∣∣∣
∫ Λ
0
dr
1
ρΛ(r,X)
∣∣∣∣∣ = 1√∆
∣∣∣∣∣arctan Λ + ΛX + 1√∆ − arctan
ΛX + 1√
∆
∣∣∣∣∣
≤ π 1√
∆
.
Let δ = δ(1/2) = 1/
√
Λ. Hence we have
∣∣∣∣
∫ 0
−1+δ
· · ·dX
∣∣∣∣ ≤ CΛ arcsin(1− δ),∣∣∣∣∣
∫ −1+δ
−1
· · ·dX
∣∣∣∣∣ ≤ C√Λδ.
Thus (1) follows.
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(2) It is trivial that
∣∣∣∣
∫ 1
0
· · ·dX
∣∣∣∣ ≤ CΛ3 . Note that∣∣∣∣∣
∫ Λ
0
dr
1
ρΛ(r,X)2
∣∣∣∣∣
=
1
2∆
∣∣∣∣∣
∫ Λ
0
1
ρΛ(r,X)
dr +
(
Λ + ΛX + 1
(Λ + ΛX + 1)2 +∆
− ΛX + 1
(ΛX + 1)2 +∆
)∣∣∣∣∣
≤


C
Λ2
(
1
Λ(1−X2)3/2 +
1
Λ
)
, −1 + δ ≤ X ≤ 0,
C
Λ
(
1√
Λ
+ 1
Λ
)
, −1 ≤ X ≤ −1 + δ.
Let δ = δ(1) = 1/Λ. Hence we have∣∣∣∣
∫ 0
−1+δ
· · ·dX
∣∣∣∣ ≤ CΛ3
∫ 0
−1+δ
dX
(
1
(1−X2)3/2 + 1
)
≤ C
Λ3
(
1√
δ
+ 1
)
∣∣∣∣∣
∫ −1+δ
−1
· · ·dX
∣∣∣∣∣ ≤ CΛ
(
1√
Λ
+
1
Λ
)
δ.
Then (2) follows.
(3) We see that
1
ρΛ(r,X)
1
r + 2
=
l1
r + 2
+
l2
ρΛ(r,X)
,
where
l1 =
1
Λ2
1
(4X − 1)/Λ− 1 , l2 =
1
Λ2
r + 2ΛX
(4X − 1)/Λ− 1 .
We have∣∣∣∣∣
∫ 1
−1
dX
∫ Λ
0
dr
l1
r + 2
∣∣∣∣∣ ≤ log(Λ + 2)Λ2
∫ 1
−1
dX
1
(4X − 1)/Λ− 1 ≤ C
log Λ
Λ2
,∣∣∣∣∣
∫ 1
−1
dX
∫ Λ
0
dr
l2
ρΛ(r,X)
∣∣∣∣∣ ≤ ΛΛ2
∫ 1
−1
dX
∫ Λ
0
1
ρΛ(r,X)
1 + 2X
(4X − 1)/Λ− 1 ≤
C
Λ2
.
Hence (3) follows.
(4) It is trivial that
∣∣∣∣
∫ 1
0
· · ·dX
∣∣∣∣ ≤ CΛ3 . Let δ = δ(3/2) = 1/Λ3/2. From the proof of
(2) it follows that∣∣∣∣
∫ 0
−1+δ
· · ·dX
∣∣∣∣ ≤ CΛ3
∫ 0
−1+δ
dX
{
(1−X2)
(1−X2)3/2 + (1−X
2)
}
≤ C
Λ3
(arcsin(1− δ) + 1) ,∣∣∣∣∣
∫ −1+δ
−1
· · ·dX
∣∣∣∣∣ ≤ CΛ
(
1√
Λ
+
1
Λ
)
δ.
Hence (4) follows. ✷
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B Proof of (4.13)
Lemma B.1 We have
lim
Λ→∞
√
Λ
∫ 0
−1+1/Λ
(1 +X2)(t1(Λ) + t2(Λ) + t3(Λ))dX = 0, (2.1)
where
t1(Λ) = −2Λ
∫ Λ
κ
dr
1
ρ2
+ 4Λ
∫ Λ
κ
dr
r
ρ3
+ 2Λ2
∫ Λ
κ
dr
1
ρ3
,
t2(Λ) = Λ(−1
2
)
[
1
ρ
]Λ
κ
− Λ
∫ Λ
κ
dr
1
ρ2
,
t3(Λ) = Λ
32(2X + 1)(1−X)
[
r + ΛX + 1
4∆
1
ρ2
]Λ
κ
.
Proof: In this proof C also denotes some sufficiently large constant, which is not
necessarily the same number. We have
√
ΛΛ
∣∣∣∣∣
∫ 0
−1+(1/Λ)
dX
∫ Λ
κ
dr
1
ρ2
∣∣∣∣∣ ≤ C
√
ΛΛ
1
Λ5/2
= C
1
Λ
,
√
ΛΛ
∣∣∣∣∣
∫ 0
−1+(1/Λ)
dX
∫ Λ
κ
dr
r
ρ3
∣∣∣∣∣ ≤ C
√
ΛΛ2
1
Λ7/2
= C
1
Λ
,
√
ΛΛ2
∣∣∣∣∣
∫ 0
−1+(1/Λ)
dX
∫ Λ
κ
dr
1
ρ3
∣∣∣∣∣ ≤ C
√
ΛΛ2
1
Λ7/2
= C
1
Λ
.
Then
lim
Λ→∞
√
Λ
∫ 0
−1+1/Λ
dX(1 +X2)t1(Λ) = 0
follows. Next we shall show that
lim
Λ→∞
√
Λ
∫ 0
−1+1/Λ
dX(1 +X2)t2(Λ) = 0. (2.2)
Note that∣∣∣∣∣∣
[
1
ρ
]Λ
κ
∣∣∣∣∣∣ =
∣∣∣∣∣ 1(Λ + ΛX + 1)2 +∆ − 1(κ+ ΛX + 1)2 +∆
∣∣∣∣∣ ≤ 2∆ ≤ 2Λ2 11−X2 .
Then ∣∣∣∣∣∣
∫ 0
−1+1/Λ
dX
[
1
ρ
]Λ
κ
∣∣∣∣∣∣ ≤ C
log Λ
Λ2
.
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Similarly we can see that ∣∣∣∣∣∣
∫ 0
−1+1/Λ
dX
[
1
ρ2
]Λ
κ
∣∣∣∣∣∣ ≤ C
1
Λ3
,
which implies that
√
ΛΛ
∣∣∣∣∣∣
∫ 0
−1+1/Λ
dX
[
1
ρ
]Λ
κ
∣∣∣∣∣∣ ≤ C
log Λ√
Λ
,
√
ΛΛ2
∣∣∣∣∣∣
∫ 0
−1+1/Λ
dX
[
1
ρ2
]Λ
κ
∣∣∣∣∣∣ ≤ C
1√
Λ
.
Hence (2.2) follows. Finally we shall show that
lim
Λ→∞
√
Λ
∫ 0
−1+1/Λ
dX(1 +X2)t3(Λ) = 0. (2.3)
We divide
∫ 0
−1+1/Λ
dX as
∫ 0
−1+1/Λ
dX =
∫ −1/2
−1+1/Λ
dX +
∫ 0
−1/2
dX.
Since
1
∆
≤ 1
Λ2
1
1−X2 ≤
1
Λ2
4
3
, for − 1
2
≤ X ≤ 0,
we see that
√
ΛΛ3
∣∣∣∣∣∣
∫ 0
−1/2
dX
[
r + ΛX + 1
∆
1
ρ2
]Λ
κ
∣∣∣∣∣∣ ≤ C
√
ΛΛ3
Λ
Λ2
1
Λ3
= C
1√
Λ
. (2.4)
On the other hand[
r + ΛX + 1
∆
1
ρ2
]Λ
κ
=
Λ + ΛX + 1
∆
1
{(Λ + ΛX + 1)2 +∆}2 −
κ + ΛX + 1
∆
1
{(κ+ ΛX + 1)2 +∆}2 .
Since ∣∣∣∣Λ + ΛX + 1∆
∣∣∣∣ ≤ CΛ ,
∣∣∣∣∣ κ+ ΛX + 1(κ+ ΛX + 1)2 +∆
∣∣∣∣∣ ≤ CΛ ,
we have ∣∣∣∣∣∣
∫ −1/2
−1+1/Λ
dX
[
r + ΛX + 1
∆
1
ρ2
]Λ
κ
∣∣∣∣∣∣ ≤ C
1
Λ
∫ −1/2
−1+1/Λ
1
∆2
≤ C 1
Λ4
.
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Then we obtain that
√
ΛΛ3
∣∣∣∣∣∣
∫ −1/2
−1+1/Λ
dX
[
r + ΛX + 1
∆
1
ρ2
]Λ
κ
∣∣∣∣∣∣ ≤ C
1√
Λ
. (2.5)
Thus (2.3) follows from (2.4) and (2.5). ✷
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