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Abstract
This study proves an existence of a steady vortex pairs in two phase shear flow in plane domain. The
method was used is a variational principle in which a functional related to the kinetic energy can be max-
imised over the set where the vorticity being a rearrangement of a prescribed function.
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1. Introduction
In this paper, we study an existence theory of steady flows described by a variational problem
similar to the one governing steady 2-dimensional ideal fluid flow containing vortex pairs. The
flow in question is written in terms of a stream function ψ :Π → R, with ψ even in x1, where
Π is the half-plane defined in R2 by x2 > 0. At infinity the stream function will approach −λ2x22
which represents a flow of velocity λx2, in the negative x1-direction. The vorticity is described
by −ψ , where  is the Laplacian operator in two dimensions and −ψ vanishes outside
bounded region placed symmetrically about the x2 axis, and avoiding the x1-axis. The vorticity
in the region x2 > 0 is non-negative, and satisfies equation:
−ψ = φ(ψ), (1.1)
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stream function of a steady ideal fluid flow. See Lamb [9, p. 244].
The result of this study proves that a solution exists for which the vorticity field is a re-
arrangement of prescribed non-negative function ζ0 ∈ Lp(Π) (p > 2), for all small positive λ.
The existence theorem is based on maximising a functional that is related to kinetic energy over
the set of rearrangements of ζ0 to obtain the vorticity ζ . This approach is an application of a
theory proposed by Benjamin [2] for vortex rings in three dimensions. Nycander [11] studied
the existence of a single steady vortex in a shear flow occupying the whole space by using Ben-
jamin’s approach; he proved that for all λ > 0, the vorticity is a rearrangement of a prescribed
function having positive minimum and maximum on its support, which has finite area. Later, by
using Burton’s theory, Burton and Emamizadeh [6] showed that this result is still true even if the
prescribed function does not have a positive minimum and finite supremum. Burton [5] studied
a similar problem, specifically the existence of steady vortex pairs, in the case where the stream
function approaches −λx2 at infinity, representing an uniform flow of velocity λ in the negative
x2-direction. For small positive λ, he proved the existence of a solution to Eq. (1.1) for which
the vorticity is a rearrangement of a given non-negative function. Also in this case, Norbury [10],
used a different variational principle to prove an existence theorem for steady vortex pairs in
which the function φ in (1.1) is prescribed, but ζ0 is unknown. Similarly to this case, Badiani
[1] proved an existence theorem for a steady planar flow past a symmetric obstacle, containing
symmetric vortex pairs. Badiani proved this result by using a combination of the method of Bur-
ton [5] and Turkington [12,13], who showed the existence of vortex pairs in flows occupying
the whole space R2 or R\D, where D is bounded simply connected domain, symmetric in the
x1-axis, containing the origin in its interior and having smooth boundary. Turkington found this
result by using the maximisation of the kinetic energy over a different set of admissible functions.
The solution can be extended by reflection from Π to R2 (making the stream function odd
in x2) to yield a vortex pair in a “two phase” shear flow. The variational principle which will
be used has two mathematical difficulties, the nature of the set of rearrangements (as a subset
of Lp). Secondly, loss of compactness arises from the unbounded domain Π . In order to over-
come these difficulties, the problem will first be solved on a bounded domain in Π by using
Burton’s results [4]. The functional for bounded domain therefore has a maximiser. In the sec-
ond step, passing to the unbounded is accomplished by using some estimates to show that the
solution in sufficiently large bounded domain is in fact valid throughout the half-plane.
2. Mathematical formulation and definitions
We denote points of R2 by x = (x1, x2), and we consider the half-plane Π charactrised by
x2 > 0. Also for X > 0 and ξ > 0, we define the sets Π(ξ,X) by Π(ξ,X) = {x ∈ Π | |x1| < ξ,
x2 < X}. We use |A| to denote the 2-dimensional Lebesgue measure of a measurable set
A ⊂R2. The support of any function ζ :Π → R is supp ζ = {x ∈ Π | ζ(x) = 0}. For p > 2 and
ζ ∈ Lp(Π), we define the function Kζ by
Kζ(x) = 1
2π
∫
Π
log
( |x − y¯|
|x − y|
)
ζ(y) dy;
hence Kζ is the solution for the problem −ψ = ζ , ψ(x1,0) = 0 and ψ(x) → 0 as |x| → ∞.
Here the function G defined by
G(x,y) = 1 log
( |x − y¯|)2π |x − y|
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y¯ = (y1,−y2) is called the reflection of the point y in Π . For a non-negative function ζ ∈ Lp(Π)
we define the functionals E and I2 by
E(ζ ) = 1
2
∫
Π
ζ(x)Kζ(x)dx and I2(ζ ) = 12
∫
Π
x22ζ(x) dx.
When these integrals exist, we define the functional Φλ by
Φλ(ζ ) = E(ζ ) − λI2(ζ ),
where λ is positive constant. Accordingly, we shall maximise the functional Φλ over the set
where the vorticity ζ is a rearrangement of a prescribed function.
If f and g are two non-negative measurable functions that vanish outside a set of finite mea-
sure in R2, we say that f is a rearrangement of g or g is a rearrangement of f with the respect
to Lebesgue measure if we have |f −1(t,∞)| = |g−1(t,∞)| for all t > 0. If f ∈ Lp(Π) where
p  1, then it follows that ‖f ‖p = ‖g‖p; hence g ∈ Lp(Π). Now if ζ1 and ζ2 are two functions
in L1(R), and if ζ1 and ζ

2 are the rearrangements of ζ1 and ζ2, respectively, as decreasing
function. Then Hardy, Littlewood and Pölya [8] proved the following inequality:∫
R
ζ1(x)ζ2(x) dx 
∫
R
ζ1 (x)ζ

2 (x) dx. (2.1)
Any measurable function ζ on Π will be called Steiner-symmetric if ζ satisfies:
x2 > 0, 0 x′1  x1 ⇒ ζ(x′1, x2) ζ(x1, x2) 0
and
x1 ∈ R, x2 > 0 ⇒ ζ(−x1, x2) = ζ(x1, x2).
If ζ :Π → R is a non-negative function, measurable and vanishing outside a set having a finite
measure, we define the Steiner-symmetrisation of ζ to be the essentially unique rearrangement
ζ s satisfying
µ1
{
x1 | ζ s(x1, x2) t
}= µ1{x1 | ζ(x1, x2) t}
for almost every x2 and every t > 0, where µ1 denotes the 1-dimensional Lebesgue measure.
Now with these notations and formulations, we are ready to state our main theorem.
Theorem 2.1. Let 2 < p < ∞ and let ζ0 ∈ Lp(Π) be a non-negative function having support of
finite measure. Let F(ζ0) be the set of rearrangements of ζ0 on Π having bounded support on
Π with respect to Lebesgue measure. Then there exists a positive number Λ > 0 such that the
functional Φλ attains a maximum value relative to F(ζ0) for all λ ∈ (0,Λ). If ζ is a maximiser
and ψ := Kζ , then we have
−ψ = φ ◦
(
ψ − λ
2
x22
)
(2.2)
almost everywhere in Π for some increasing function φ.
Physically, ζ represents the vorticity and Kζ(x) − λ2x22 is the stream function for the flow.
Equation (2.2) represents the relationship that should exist between the vorticity ζ + λ and the
stream function Kζ(x) − λx2 when the flow is in steady state.2 2
D. Rebah / J. Math. Anal. Appl. 317 (2006) 14–27 173. Description of method of the proof
The main idea in this theorem is to show that the functional Φλ attains a maximum value
relative to F(ζ0). Therefore, to prove this theorem, we will use a strategy described as follow-
ing: Let 1  p < ∞, let q the conjugate exponent of p and let ζ0 ∈ Lp(Π) be a non-negative
function having support of finite measure. Let D ⊂ Π be a bounded symmetric domain such
that |D| |supp ζ0|. Let FD(ζ0) be the set of all rearrangements of ζ0 on D with respect to the
Lebesgue measure. The first step of the proof is to show that for every bounded domain D ⊂ Π ,
the functional Φλ attains a maximum value relative to FD(ζ0), and that, if ζD is any maximiser
(ζD must be Steiner-symmetric by using a special inequality will be seen it later) and ΨD = KζD ,
then ΨD satisfies (2.2) almost everywhere in D. This is an application of Burton’s result given as
follows:
Theorem 3.1. Let Φ be a real strictly convex functional on Lp(D), sequentially continuous in
the weak topology. Then Φ attains a maximum value relative to FD(ζ0). If f˜ is a maximiser and
g ∈ Lq(D) is a subgradient of Φ at f˜ , then f˜ = φ ◦ g almost everywhere for some increasing
function φ.
The second step: We pass to the unbounded domain Π , by deriving some estimates for the
function KζD , it will be shown that∣∣∣∣
{
x ∈ D ∣∣KζD(x) − λ2x22  δ
}∣∣∣∣ |supp ζ0|, (3.1)
where δ is a positive constant independent of λ and D. We will see that this step represents the
most important key for proving Theorem 2.1. To prove this step it will be sufficient for us to
show that for any symmetric bounded domain D ⊂ Π depending on λ, the measure of the set
where KζD(x) − λ2x22 > 0 tends to ∞ when λ → 0, and therefore (3.1) follows immediately.
The last step: By using the same estimates, it will be shown also that there exists a bounded
domain D˜ ⊂ Π independent of D that is Steiner-symmetric for which{
x ∈ D ∣∣KζD(x) − λ2x22  δ
}
⊂ D˜.
Hence by using the fact φ is an increasing function, it follows then that{
x | ζD(x) > 0
}⊂ D˜.
Therefore ζD is a maximiser for Φλ relative to F(ζ0).
4. Properties of the function Kζ
In this section we will derive some properties of the function Kζ , which will be used through-
out this paper. We begin with a result concerning the Green’s function G, with which we can find
some estimates for Kζ , where ζ ∈ Lp(Π) for some p, is non-negative function.
Lemma 4.1. For any x, y in Π and k  1, we have
x2y2
π |x − y¯|2 G(x,y)
21/kk(x2y2)1/(2k)
2π |x − y|1/k .
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k  1, 1/t3  1/t  (1/t)1−1/k ; hence it follows
log
( |x − y¯|
|x − y|
)
=
|x−y¯|
|x−y|∫
1
dt
t

|x−y¯|
|x−y|∫
1
dt
t3
= 1
2
(
1 −
( |x − y|
|x − y¯|
)2)
= 2x2y2|x − y¯|2 . (4.1)
Also, using the same argument as before yields
log
( |x − y¯|
|x − y|
)

|x−y¯|
|x−y|∫
1
(
1/t
)1−1/k
dt = k
( |x − y¯|1/k − |x − y|1/k
|x − y|1/k
)
 2
1/kk(x2y2)1/(2k)
|x − y|1/k , (4.2)
where we have used the fact that if |x − y¯|2 = |x − y|2 + 4x2y2, then for any k  1 |x − y¯|1/k 
|x − y|1/k + 21/k(x2y2)1/(2k). Therefore, the result follows from (4.1) and (4.2). This completes
the proof. 
Lemma 4.2. For any non-negative function ζ ∈ Lp(Π) (p > 2), and for all x ∈ Π we have
Kζ(x) x2
2π(1 + |x|2) E˜(ζ ) and E(ζ )
1
4π
(
E˜(ζ )
)2
,
where
E˜(ζ ) =
∫
Π
x2
1 + |x|2 ζ(x) dx.
Proof. Since ζ is non-negative, then by Lemma 4.1
Kζ(x) 1
π
∫
Π
x2y2
|x − y¯|2 ζ(y) dy.
Now for all x and y in Π we have |x − y¯|2  2(|x|2 + 1)(|y|2 + 1). Hence it follows
Kζ(x) x2
2π(1 + |x|2)
∫
Π
y2
1 + |y|2 ζ(y) dy =
x2
2π(1 + |x|2) E˜(ζ ).
Therefore by using the definition of E find
E(ζ ) = 1
2
∫
Π
ζ(x)Kζ(x)dx  1
4π
(∫
Π
y2
1 + |y|2 ζ(y) dy
)2
.
This completes the proof. 
In what follows, we assume p > 2, q the conjugate exponent of p and ζ ∈ Lp(Π) be a non-
negative function such that |supp ζ | < ∞. Also, for any k  2, M = M(q, k, |supp ζ |) denotes
any positive number depending on q , k and supp ζ . Now, with all these assumptions and notations
we have the following estimates.
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Kζ(x)M‖ζ‖p
(
x
1/(2k)
2 + x1/k2
)
.
Proof. If x and y in Π , then we can write x2y2 = x2(y2 − x2)+ x22  x2|x − y| + x22 ; hence for
any k  2 we have (x2y2)1/(2k)  x1/(2k)2 |x − y|1/(2k) + x1/k2 . Therefore by Lemma 4.1 we have
Kζ(x) k
π
(
x
1/k
2 G1(x) + x1/(2k)2 G2(x)
)
, (4.3)
where
G1(x) =
∫
Π
ζ(y)
|x − y|1/k dy and G2(x) =
∫
Π
ζ(y)
|x − y|1/(2k) dy. (4.4)
Now, by Hölder’s inequality we have
G1(x) =
∫
|x−y|1
ζ(y)
|x − y|1/k dy +
∫
|x−y|>1
ζ(y)
|x − y|1/k dy

((
2kπ
2k − q
)1/q
+ (|supp ζ |)1/q)‖ζ‖p, (4.5)
where we have used the fact that ‖ζ‖1  (|supp ζ |)1/q‖ζ‖p . Performing now the same calculation
for G2(x) we find
G2(x)
((
4kπ
4k − q
)1/q
+ (|supp ζ |)1/q)‖ζ‖p. (4.6)
Therefore by (4.3), (4.5), and (4.6) we can find a positive constant M depending on q , k and
|supp ζ | for which
Kζ(x)M‖ζ‖p
(
x
1/(2k)
2 + x1/k2
)
.
This completes the proof. 
Lemma 4.4. If ζ is Steiner-symmetric, then for all |x1| > 2 we have:
Kζ(x)M‖ζ‖p
((
x2
|x1|
)1/(2k)
+
(
x2
|x1|
)1/k)
.
Proof. Assume that k > 2. By using (4.3) we have
Kζ(x) k
π
(
x
1/k
2 G1(x) + x1/(2k)2 G2(x)
)
, (4.7)
where G1(x) and G2(x) are defined as in (4.4). Next, for |x1| > 2 setting x1 − y1 = ±t . Then we
have
G1(x) =
( ∫
|t |<1
+
∫
1|t |< 12 |x1|
+
∫
|t | 12 |x1|
)
ζ(x)
|x − y|1/k dx

( ∫
|t |<1
+
∫
1|t |< 1 |x |
)
ζ(x)
|x − y|1/k dx + ‖ζ‖1
(
2
|x1|
)1/k
. (4.8)2 1
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∫∞
0 ζ(x1, x2) dx2  ‖ζ‖1/|x1|;
hence
∫
1|t |< 12 |x1|
ζ(x)
|x − y|1/k dx =
1
2 |x1|∫
1
∞∫
0
ζ(t + x1, y2)
t1/k
dy2 dt +
1
2 |x1|∫
1
∞∫
0
ζ(−t + x1, y2)
t1/k
dy2 dt
 ‖ζ‖1
1
2 |x1|∫
1
(
1
|t + x1| +
1
|−t + x1|
)
dt
t1/k
. (4.9)
Since |x1| > 2 and |t | < 12 |x1|, it follows then that |t + x1|  |−t + x1|  12 |x1| if x1  0 and
|−t + x1| |t + x1| 12 |x1| if x1  0. Thus from (4.9) we get∫
1|t |< 12 |x1|
ζ(x)
|x − y|1/k dx 
21/k2k‖ζ‖1
(k − 1)|x1|1/k . (4.10)
Now since |x −y|−1/k is decreasing function with respect to |x2 −y2|, then by applying inequal-
ity (2.1) we have∫
|x1−y1|<1
ζ(y)
|x − y|1/k dy 
∫
|x1−y1|<1
ζ(y)
|x − y|1/k dy, (4.11)
where ζ(x1, .) is a rearrangement of ζ(x1, .) on R that is symmetric decreasing about x2. Now
if y ∈ supp ζ, then it follows that |x2 − y2|  C|y1|−1, where C is a positive constant may
depend on ‖ζ‖p . Also if |x1 − y1| < 1, then we get |y1|−1 < 2|x1|−1 for all |x1| > 2; hence
|x2 − y2| < 2C|x1|−1. Therefore by setting x2 − y2 = ±s, using (4.11) and Hölder’s inequality
we have ∫
|x1−y1|<1
ζ(y)
|x − y|1/k dy 
∫
|x1−y1|<1,|x2−y2|<2C|x1|−1
ζ(y)
|x − y|1/k dy
 ‖ζ‖p
( 2C|x1|−1∫
−2C|x1|−1
1∫
−1
dt ds
(s2 + t2)q/(2k)
)1/q
 ‖ζ‖p
(
8kC
k − q
)1/q
|x1|−1/q
 ‖ζ‖p
(
8kC
k − q
)1/q
|x1|−1/k, (4.12)
because |x1| > 2 and q < k. Therefore from (4.8), (4.10) and (4.12) we can choose a positive
number M1 depending on k, q and |supp ζ | for which
G1(x)M1‖ζ‖p|x1|−1/k (4.13)
holds. Now, following the same method yields
G2(x)M2‖ζ‖p|x1|−1/(2k), (4.14)
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follows from (4.7), (4.13) and (4.14) provided |x1| > 2. 
We end this section by stating some results from Burton [5], which will be used in the next
sections.
Lemma 4.5. Let 2 p < ∞, let q be the conjugate exponent of p and let Ω be a bounded open
subset of Π . Then K :Lp(Ω) → Lq(Ω) is compact in the sense that if {ζn}∞n=1 is a sequence offunctions bounded in Lp(Π) and vanishing outside Ω , then the restriction to Ω of Kζn has a
subsequence converging in the q-norm.
Proof. The case when p > 2 has been proved by Burton [5], so we need just to prove the case
when p = 2. From Lemma 4.1 we have
G(x,y) 2
1/kk
2π
(x2y2)1/(2k)
|x − y|1/k ,
for all k  1 and for all x, y in Π . Hence we have∫
Ω
∫
Ω
∣∣G(x,y)∣∣2 dx dy  22/kk2
4π2
∫
Ω
∫
Ω
(x2y2)1/k
|x − y|2/k dx dy < ∞.
Thus G ∈ L2(Ω ×Ω). Since L2(Ω) is Hilbert space, then it follows from Brezis [3, Theorem vi]
that K is a Hilbert–Schmidt operator, so K is compact. 
Lemma 4.6. Let 2 < p < ∞ and let ζ ∈ Lp(Π) have a bounded support. Then |∇Kζ(x)| =
O(|x|−2), Kζ(x) = O(|x|−1) as |x| → ∞ and∫
Π
|∇Kζ |2 dx =
∫
Π
ζKζ dx.
This lemma shows that the operator K is strictly positive on Lp(Ω) for any open subset Ω in Π
and for p > 2.
Lemma 4.7. Let ζ ∈ L1(Π) be a non-negative function and have bounded support. Then
(i)
∫
Π
ζ(x)Kζ(x)dx 
∫
Π
ζ s(x)Kζ s(x) dx,
(ii) if ζ is Steiner-symmetric then Kζ is Steiner-symmetric.
5. Properties of the functional Φλ
In this section, the properties and estimates for the function Kζ which are found in Section 3
will be used to give some properties for the functional Φλ.
Lemma 5.1. Let λ > 0, 2 < p < ∞ and let ζ0 ∈ Lp(Π) be a non-negative function having
support of finite measure. Let F(ζ0) be the set of rearrangements of ζ0 on Π having bounded
support. Then there exists a positive constant X depending on λ such that if ζ ∈ F(ζ0) and ζ
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we have Φλ(ζ1) > Φλ(ζ ) and Φλ(ζ2) > Φλ(ζ ), where ζ1 = ζ1{x2<X} and ζ2 ∈ F(ζ0) is some
function such that supp ζ2 ⊂ Π(ξ,X).
Proof. From Lemma 4.3 we have Kζ(x)  M‖ζ0‖px1/k2 for all x2 > 1, where k  1,
and M is a positive constant depending on p, k and |supp ζ0|. Hence by taking X(λ) =
((2M‖ζ0‖p)/λ)k/(2k−1) and x2 > X = max{X(λ),1} we find that
Kζ(x) − λ
2
x22 < 0. (5.1)
Now, for ζ ∈ Lp(Π) we write ζ(x) = ζ1(x) + ζ¯ (x), where ζ1(x) = ζ1{x2<X} and ζ¯ (x) =
ζ1{x2X}. From Lemma 4.6, the operator K is strictly positive, then this yields that Φλ is strictly
convex; hence by assuming ζ¯ (x) = 0 for all x2  X, applying (5.1) and using the convexity of
Φλ we find that
Φλ(ζ1) = Φλ(ζ − ζ¯ ) > Φλ(ζ ) −
∫
Π
(
Kζ(x) − λ
2
x22
)
ζ¯ (x) dx > Φλ(ζ ).
We now assume that ζ does not vanish almost everywhere for x2 > X; then the function ζ¯ (x) ≡ 0.
Hence if we choose ξ > 0 and 0 < ε < X such that 2ξε > πa2, where |supp ζ0| = πa2; then we
can construct a rearrangement ζ˜ of ζ¯ that satisfies supp ζ˜ ⊂ Π(ξ,X)\ supp ζ1. Indeed, for ξ > 0
and ε < X as above, there exists a measurable set A that satisfies A ⊂ Π(ξ,X), A ∩ supp ζ1 = ∅
and |A| = |supp ζ¯ |, so by using the Theorem of Isomorphism of Measures spaces, see Halmos
[7], there is an isomorphism σ :A → supp ζ¯ . Hence by setting ζ˜ = ζ¯ ◦ σ , we find that ζ˜ is a
rearrangement of ζ¯ supported by the measurable set A. Thus it follows that supp ζ˜ ∩ supp ζ1 = ∅
and therefore the function ζ2 = ζ1 + ζ˜ is a rearrangement of ζ . We need now to show that
Φλ(ζ2) − Φλ(ζ1) as ε → 0. We recall that since G is symmetric, then it follows that K is sym-
metric. Hence by using the fact that ζ2 = ζ1 + ζ˜ , we get
Φλ(ζ2) − Φλ(ζ1) <
∫
Π
ζ1(x)Kζ˜ (x) dx + 12
∫
Π
ζ˜ (x)Kζ˜ (x) dx. (5.2)
Also we have
Φλ(ζ1) − Φλ(ζ2)−λ2
∫
Π
x22 ζ˜ (x) dx. (5.3)
Now by Lemma 4.3 and combining (5.2) with (5.3) we find that
−λ
2
‖ζ0‖1ε2 Φλ(ζ1) − Φλ(ζ2)M‖ζ0‖p‖ζ0‖1
(
ε1/(2k) + ε1/k),
where k  1 and M is positive constant depending on k, a and q . Thus Φλ(ζ1)−Φλ(ζ2) → 0 as
ε → 0; hence by using the fact that Φλ(ζ1) > Φλ(ζ ) we deduce that
Φλ(ζ1 + ζ˜ ) > Φλ(ζ )
for all small ε. This completes the proof. 
Lemma 5.2. Let α > 0, X > 2, τ = (1/2)8, X0 = X2/(4−τ), k > 2(4 − τ)/(2 − τ), 2 < p < ∞
and let ζ ∈ Lp(Π) be a non-negative Steiner-symmetric function such that |supp ζ | < ∞. Let
E˜(ζ ) be the functional that defined as in Lemma 4.2. Then
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∫
x2<X,|x1|<X0
ζ(x)Kζ(x)dx  αX−(2−τ)/(4−τ)
⇒ X(2k−1)/kE˜(ζ ) α
3M‖ζ‖p X
((2−τ)k−2(4−τ))/((4−τ)k),
where M a positive number depending q , k and supp ζ .
Proof. For j ∈ {0,9}, let Xj be a sequence define by Xj = Xtj if j  8 and X9 = X, where
tj = t0(2 − τ j/8) and t0 = 2/(4 − τ). Thus we have∫
x2<X,|x1|<X0
ζ(x)Kζ(x)dx
=
( ∫
x2X0,|x1|<X0
+
9∑
j=1
∫
Xj−1x2<Xj ,|x1|<X0
)
ζ(x)Kζ(x)dx. (5.4)
Now by Burton [5, Lemma 3], we have∫
x2<X0,|x1|<X0
ζ(x)Kζ(x)dx M1‖ζ‖p
∫
x2<X0,|x2|<X0
x2ζ(x) dx, (5.5)
where M1 is a positive number depending on q . Also, by using Lemma 4.3 yields
9∑
j=1
∫
Xj−1x2<Xj ,|x1|<X0
ζ(x)Kζ(x)dx
M2‖ζ‖pX1/k
9∑
j=1
∫
Xj−1x2<Xj ,|x1|<X0
ζ(x) dx, (5.6)
where M2 is a positive number depending q , k and supp ζ . Hence if∫
x2<X,|x1|<X0
ζ(x)Kζ(x)dx  αX−(2−τ)/(4−τ),
then by (5.5) and (5.6) we can choose M positive depending on M1 and M2 for which∫
x2<X0,|x1|<X0
x2ζ(x) dx +
j=9∑
j=1
∫
Xj−1|x1|Xj
ζ(x) dx  α
M‖ζ‖p X
−(2−τ)/(4−τ)−1/k. (5.7)
Next, from the definition of E˜ we can have
E˜(ζ )
( ∫
|x1|<X0,x2<X0
+
i=9∑
i=1
∫
|x1|<X0,Xi−1x2Xi
)
x2
1 + |x|2 ζ(x) dx. (5.8)
Now if |x1| < X0 and x2 < X0, then 1 + |x|2  3X20 = 3X4/(4−τ), hence it follows that∫
x2
1 + |x|2 ζ(x) dx 
1
3
X−4/(4−τ)
∫
x2ζ(x) dx. (5.9)x2<X0,|x1|<X0 x2<X0,|x1|<X0
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before we find∫
Xj−1x2Xj ,|x1|<X0
x2
1 + |x|2 ζ(x) dx 
1
3
Xtj−1−2tj
∫
Xj−1x2Xj ,|x1|<X0
ζ(x) dx. (5.10)
Now for all j ∈ {0,9}, tj , 2t0 = 2t1 − t0 = · · · = 2 − t8. Thus by (5.7)–(5.10) we have
E˜(ζ ) α
3M‖ζ‖p X
−(6−τ)/(4−τ)−1/k.
Therefore the result follows from this inequality. This completes the proof. 
6. Proof of the main result
In this section, all preliminaries given in Sections 2–4 will be used to prove the main result.
Before that, we state a result concerning a lower bound for the measure of the set{
x ∈ Π ∣∣Kζ(x) − λ
2
x22 > 0
}
whenever ζ ∈ Lp(Π) (p > 1) is independent of p.
Lemma 6.1. Let λ > 0, p  1 and let ζ ∈ Lp(Π) be a non-negative function. Let E˜(ζ ) defined
as in Lemma 4.2. Then for all λ ∈ (0, E˜(ζ )/π) we have
∣∣∣∣
{
x ∈ Π ∣∣Kζ(x) − λ
2
x22 > 0
}∣∣∣∣ π2
(√
E˜(ζ )
πλ
− 1
)
.
Proof. By using Lemma 4.2, for all x ∈ Π we have
Kζ(x) x2E˜(ζ )
2π(1 + |x|2) .
Since x2 < 1 + |x|2, then it follows
Kζ(x) − λ
2
x22 
x22 E˜(ζ )
2π(1 + |x|2)2 −
λ
2
x22 .
Therefore we have∣∣∣∣
{
x ∈ Π ∣∣Kζ(x) − λ
2
x22 > 0
}∣∣∣∣
∣∣∣∣∣
{
x ∈ Π ∣∣ |x|2 <
(√
E˜(ζ )
πλ
− 1
)}∣∣∣∣∣.
This completes the proof. 
Proof of Theorem 2.1
Let λ > 0 be fixed, let k > 2(4 − τ)/(2 − τ) where τ = (1/2)8, let p > 2 and let q be the
conjugate exponent of p. Let a > 0 be such that |supp ζ0| = πa2 and let F s(ζ0) be the set of
Steiner-symmetric function in F(ζ0). Let X be a positive number chosen as in Lemma 5.1, and
let {ζj }∞ be a maximising sequence for the functional Φλ relative to F(ζ0). Then it followsj=1
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fj ∈F(ζ0), suppfj ⊂R× (0,X) and Φλ(fj )Φλ(ζj ). We now let {ξj }∞j=1 denote a sequence
that satisfies ξj  j and suppfj ⊂ Π(ξj ,X) for all j ∈N, also we define the sets
J (ξj ,X) =
{
ζ ∈F(ζ0) | supp ζ ⊂ Π(ξj ,X)
}
.
The symmetry of G, Lemmas 4.5 and 4.6 show that
K :Lp
(
Π(ξj ,X)
)→ Lq(Π(ξj ,X))
is a compact and strictly positive operator, and therefore the functional Φλ is weakly sequentially
continuous and strictly convex on Lp(Π(ξj ,X)). Hence by using Theorem 3.1, the functional
Φλ has a maximiser relative to J (ξj ,X) for all λ > 0. Now by Lemma 4.7 we have
Φλ
(
ζ s
)
Φλ(ζ ).
Therefore for each j we may choose a maximiser ζ¯j in J (ξj ,X) for the functional Φλ that
belongs to the sets
J s(ξj ,X) =
{
ζ ∈F(ζ0) | supp ζ ⊂ Π(ξj ,X)
}
.
Then it follows that Φλ(ζ¯j )  Φλ(fj ). Hence {ζ¯j }∞j=1 is a maximising sequence for the func-
tional Φλ relative to F(ζ0), and by using Theorem 3.1 again, there is an increasing function φj
such that
ζ¯j = φj ◦
(
Kζ¯j − λ2x
2
2
)
(6.1)
almost everywhere in Π(ξj ,X), for fixed λ > 0. We now proceed to show that if ξj is large
enough, then for all λ small and positive, the support of ζ¯j is bounded independent of j . Indeed,
let λ0 be a positive number chosen so that α = Φλ0(ζ1) > 0, where ζ1 is a rearrangement of ζ0
with bounded support in the region R× (0,X). Then there exists j0 ∈ N such that for all j  j0
and 0 < λ < λ0 we have Φλ(ζ¯j ) α and therefore∫
x2<X
ζ¯j (x)Kζ¯j (x) dx  2α.
By Lemma 4.4 we have
Kζ¯j (x)M‖ζ0‖p
((
x2
|x1|
)1/(2k)
+
(
x2
|x1|
)1/k)
,
for all |x1| > 2, where M is a positive constant depending only p, k and a. Hence for any ε > 0,
j  j0 and 0 < λ < λ0 it follows∫
x2<X,|x1|>εX
ζ¯j (x)Kζ¯j (x) dx M‖ζ0‖p‖ζ0‖1
(
ε−1/k + ε−1/(2k)).
Therefore we can find ε0 > 0 independent of λ and j such that if ε  ε0, j  j0 and 0 < λ < λ0
we have ∫
ζ¯j (x)Kζ¯j (x) dx  α.
x2<X,|x1|>εX
26 D. Rebah / J. Math. Anal. Appl. 317 (2006) 14–27Thus for all 0 < λ < λ0, j  j0 and ε  ε0 we have∫
x2<X,|x1|εX
ζ¯j (x)Kζ¯j (x) dx  α. (6.2)
Henceforth, we assume that j  j0, ε  ε0 and 0 < λ < λ0. Now by taking X0 = X2/(4−τ) and
letting λ1 denote a positive number chosen so that X  εX0. Then since ζ¯j is Steiner-symmetric,
from (6.2) we have∫
x2<X,|x1|<X0
ζ¯j (x)Kζ¯j (x) dx 
X0
εX
∫
x2<X,|x1|<εX
ζ¯ (x)Kζ¯j (x) dx 
α
ε
X(τ−2)/(4−τ),
hence by Lemma 5.2, it follows
X(2k−1)/(2k)E˜(ζ¯j )
α
3εM‖ζ‖p X
((2−τ)k−2(4−τ))/((4−τ)k). (6.3)
Since by Lemma 5.1 we have X = (M1‖ζ0‖p/λ)k/(2k−1), where M1 is a positive constant de-
pends only on a, p and k, then combining Lemma 6.1 with (6.3) the result is∣∣∣∣
{
x ∈ Π(ξj ,X)
∣∣Kζ¯j (x) − λ2x22 > 0
}∣∣∣∣A
(
1
λ
)((2−τ)k−2(4−τ))/(2(2k−1)(4−τ))
− π
2
provided 0 < λ < min{λ0, λ1}, where A is a positive constant depends only on M1, q , a and
‖ζ0‖p . Thus we have∣∣∣∣
{
x ∈ Π(ξj ,X)
∣∣Kζ¯j (x) − λ2x22 > 0
}∣∣∣∣→ ∞ as λ → 0
and therefore we can choose δ > 0 (independent of j ) and λ2 (independent of λ and j ) such that
if 0 < λ < Λ = min{λ0, λ1, λ2} and ξj → ∞ as j → ∞, then the set
R(ξj ,X) =
{
x ∈ Π(ξj ,X)
∣∣ ζ¯j (x) − λ2x22  δ
}
has measure greater than πa2. Now, since ζ¯j is essentially an increasing function of Kζ¯j (x) −
λ
2x
2
2 on Π(ξj ,X) then (6.1) imply that apart from a set of zero measure{
x | ζ¯j (x) > 0
}⊂R(ξj ,X).
Now Lemma 4.4 shows that all points of R(ξj ,X) satisfy
M‖ζ0‖p
((
x2
|x1|
)1/(2k)
+
(
x2
|x1|
)1/k)
− λ
2
x22  δ
provided |x1| > 2. Hence there exists Y(λ) independent of j such that |x1| < Y(λ) for all x ∈
R(ξj ,X). Now for all λ ∈ (0,Λ) we set r = max{Y(λ),X}. Let j∗ be such that ξj  r for all
j  j∗; then the support of ζ¯j is bounded by the rectangle (−Y(λ),Y (λ)) × (0,X) ⊂ Π(r,X),
so ζ¯j ∈ J (ξj ,X) for all j  j∗. Thus ζ¯j∗ maximises the functional Φλ relative to J (ξj ,X) for
all j  j∗. Hence ζ¯j∗ maximises the functional Φλ relative to F(ζ0). By writing ζ¯j∗ = ζ , from
(6.1) we then get
ζ = φj∗ ◦
(
Kζ(x) − λx22
)
(6.4)2
D. Rebah / J. Math. Anal. Appl. 317 (2006) 14–27 27almost everywhere in Π(r,X). Now we assume that φj∗(t)  0 for all t in the domain of φj∗ ,
and consider the function φ defined by φ(t) = φj∗(t) if t  δ and φ(t) = 0 if t < δ. Since
Kζ(x)− λ2x22 < δ outside Π(r,X) and ζ = φj∗ ◦ (Kζ(x)− λ2x22) almost everywhere in Π(r,X),
then φ is an increasing function; hence from (6.4) it follows
ζ = φ ◦
(
Kζ − λ
2
x22
)
almost everywhere in Π . Therefore by setting ψ := Kζ we have
−ψ = φ ◦
(
ψ − λ
2
x22
)
almost everywhere in Π for some increasing function φ and for all small λ > 0.
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