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The halo model is a theoretically and empirically well-motivated framework for predicting the
statistics of the nonlinear matter distribution in the Universe. However, current incarnations of the
halo model suffer from two major deficiencies: (i) they do not enforce the stress-energy conservation
of matter; (ii) they are not guaranteed to recover exact perturbation theory results on large scales.
Here, we provide a formulation of the halo model (“EHM ”) that remedies both drawbacks in a
consistent way, while attempting to maintain the predictivity of the approach. In the formulation
presented here, mass and momentum conservation are guaranteed on large scales, and results of
perturbation theory and the effective field theory can in principle be matched to any desired order
on large scales. We find that a key ingredient in the halo model power spectrum is the halo
stochasticity covariance, which has been studied to a much lesser extent than other ingredients such
as mass function, bias, and profiles of halos. As written here, this approach still does not describe
the transition regime between perturbation theory and halo scales realistically, which is left as an
open problem. We also show explicitly that, when implemented consistently, halo model predictions
do not depend on any properties of low-mass halos that are smaller than the scales of interest.
I. INTRODUCTION
In the halo model (see [1] for a review), all matter
in the universe is assumed to be within virialized struc-
tures, called halos. Under this assumption, the statistics
of matter on all scales are determined by the statistics of
these halos as well as their density profiles. Most incar-
nations of the halo model further assume that halos are
mutually exclusive, such that each mass element is part
of one and only one halo, and we will do so as well here.
Currently frequently employed incarnations of the halo
model (e.g., [2–21]) have two major deficiencies: (i) they
do not enforce the physical constraint of stress-energy
conservation of matter; (ii) they are not guaranteed to
recover exact perturbation theory (PT) results on large
scales. The most widely known symptom of these defi-
ciencies is the k-independent white noise contribution to
the matter power spectrum Pmm(k) of the 1-halo term
on large scales. The goal of this paper is to address these
issues while attempting to preserve the successes of the
halo model, namely its predictivity: the ability to pro-
vide a reasonably good description of matter and halo
statistics over a wide range of scales with few free pa-
rameters.
For this reason, we also demand (iii) self-consistency,
namely that the same set of parameters describes the
nonlinear n-point correlations of matter as well as the
cross-correlations of matter with halos. This crucially
requires that nonlinear and nonlocal bias is incorporated
in the model. Further, we demand that the halo model
also consistently describe the cross-correlation of the non-
linear matter density with the initial conditions; i.e., in
case of the power spectrum, the matter power spectrum
Pmm(k) and the cross-correlation (propagator) between
the initial density field evolved forward using PT, and
the final, nonlinear density fields, P1m(k). The former
receives stochastic contributions, while the latter only
contains the deterministic terms, i.e. contributions that
correlate with initial perturbations with wavenumbers of
order k and smaller. Pmm(k) and P1m(k) can be used to
extract the stochastic contribution to the matter power
spectrum in simulations [22, 23].
To this end, we describe how the halo model can be
constructed consistently up to a given order, with a finite
set of free parameters, so that it is guaranteed to satisfy
mass and momentum conservation on scales much larger
than individual halos, as well as matching the exact per-
turbative solution to the same order on large scales, in-
cluding effective beyond-fluid terms (but see next para-
graph). In this sense, the halo model consistently extends
the predictions of the effective field theory (EFT) of LSS
[24] into the nonlinear regime. Of course, on fully nonlin-
ear scales the predictions are not guaranteed to be correct
or within a rigorously calculable theoretical uncertainty
of the correct answer. Since various implementations of
the halo model paradigm have been presented in the liter-
ature, we will adopt the shorthand EHM for the specific
construction presented here.
There is a further well-known trouble with the halo
model which we do not address: in the transition region
between scales where perturbation theory is valid, and
scales that are mostly determined by halo density profiles
(1-halo regime), the halo model is known to not describe
simulation results well. Moreover, the situation becomes
worse when going to higher order in PT. As the focus of
this paper is on a consistent description of large scales, we
will have not much to say on this here. It is likely however
that the halo model implementation presented here will
need to be extended to solve this issue (see Sec. IV).
Let us briefly describe the relation to previous at-
tempts at resolving the above mentioned issues of the
halo model. Note that these attempts were partially
motivated by modeling the transition regime mentioned
above. Refs. [25, 26] (Halo-PT ) performed a separa-
tion of matter statistics into n-halo terms in Lagrangian
space. This offers the advantage of a simple implementa-
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2tion of mass conservation. On the other hand, one needs
to assume a specific exclusion model for halos, and it is
not possible to specify the bias parameters of halos in
the model. Thus, a consistent connection to perturba-
tion theory on large scales does not appear to be feasible
in this approach. Further, as pointed out in [25], the
stochastic contribution to Pmm(k) does not scale as k
4
in the low-k limit, as required by mass and momentum
conservation, but as k2.
Refs. [27, 28] give a prescription (Halo-Zel’dovich) for
the matter power spectrum and its covariance based on
the power spectrum in the Zel’ldovich approximation, to
which a power series in k2 is added. The latter can be
interpreted as an expansion of the mean halo profile. At
low k, the lowest order coefficient can be matched to the
1-loop power spectrum predicted by perturbation theory,
in order to achieve the correct large-scale limit. For this,
[28] had to introduce a compensating kernel in order to
cancel the k0 contribution from the profile expansion.
Note that the stochastic and deterministic contribution
to Pmm(k) are not modeled separately in this approach,
which only considers their sum. Since the model is built
on the matter power specturm in the Zel’dovich approx-
imation, nonlinear halo bias is not included in this pre-
scription.
Thus, while these ansatzes recognize the problems
of the standard halo model, and point to possible ap-
proaches to solve the transition regime problem, they do
not satisfy all of the conditions (i)−(iii) mentioned above
in their current form, since they do not consistently de-
scribe halo correlations and the stochastic contribution
to Pmm(k).
The outline of the paper is as follows. Sec. II describes
the general procedure for constructing EHM, and spells
out the assumptions made; this section constitutes the
core of the paper. We then describe the lowest order
(tree-level) incarnation of EHM and its prediction for
the matter power spectrum in Sec. III. The following
Sec. IV discusses aspects of the next-to-leading order (1-
loop) EHM power spectrum prediction. After that, we
consider the tree-level bispectrum in Sec. V. Sec. VI con-
tains a brief discussion of the matter velocity field. We
make some comments regarding the relation to the EFT
of LSS in Sec. VII, before concluding in Sec. VIII. The
appendices discuss the issue of the low-mass cutoff, halo
triaxiality, and present the expressions for the bispectrum
that are too lengthy for the main text. The discussion of
the low-mass cutoff in App. A is also relevant for other
frequently used versions of the halo model.
II. GENERAL SELF-CONSISTENT HALO
MODEL
In this section we describe the general procedure for
relating the matter density perturbation
δm(x, τ) ≡ ρ(x, τ)
ρ¯(τ)
− 1 , (1)
where ρ¯ is the background density, to halo properties.
We begin by allowing for fully general halo clustering
and profiles. Afterwards, we will assemble δm and show
what constraints mass and momentum conservation of
matter place on the halo properties.
A. Halo clustering
Let us begin with the description of the halo density
field at fixed mass M . In slight abuse of notation, we
denote the local number density of halos per logarithmic
mass interval as n(M,x, τ). This will not lead to confu-
sion as we will never consider any other type of halo mass
function. The cosmological average of the same quantity
is defined as n¯(M, τ). The number density perturbation
of halos at a given mass is correspondingly denoted as
δh,M (x, τ) ≡ n(M,x, τ)
n¯(M, τ)
− 1 . (2)
Let us consider large scales, that is, scales much larger
than the Lagrangian radius RL(M). The EHM ansatz
we will pursue here assumes that all higher derivative
terms are supplied by halo profiles. Then, it is suffi-
cient to describe the clustering of halos at lowest order in
derivatives, significantly reducing the number of free pa-
rameters of the model. Relaxing this assumption is one
possibility to address the failures of EHM in the transi-
tion regime (Sec. IV) however. The equivalence principle
guarantees the absence of halo velocity bias at lowest or-
der in derivatives [29]. In other words, at lowest order in
derivatives halos move along the trajectories of the mat-
ter fluid itself. We can then write, to any given order in
perturbation theory,
δh,M (x, τ) =
∑
O
{bO(M, τ) + O(M,x, τ)} [O] (x, τ)
+ [](M,x, τ) , (3)
where bO(M, τ) are bias parameters and [O] are renor-
malized bias operators constructed out of the density,
tidal field and convective time derivatives of the same.1
Complete bases for the bias expansion have been de-
scribed in [29, 30]; renormalization of bias operators is
described in [31, 32]. The fields , O are stochastic
fields with zero means which are completely character-
ized by their moments 〈[](M,x, τ)[](M ′,x, τ)〉 and so
on (again, this holds at lowest order in derivatives). The
explicit bias expansion to linear order [Eq. (22)] and sec-
ond order [Eq. (46)] will be given below. In general, the
bias parameters of halos are not uniquely determined by
their mass, a phenomenon known as assembly bias. We
will neglect this effect in the main text and discuss it
briefly in Sec. VIII.
1 Note that it would be more accurate to write [OO], since this
combination is renormalized jointly.
3B. Halo profiles
Further, we will also need a prescription for the density
profiles of halos, which we write as
ρ(r,M, τ) = M y(r,M, τ). (4)
We will enforce the following mass constraint for the pro-
file: ∫
ρ(r,M, τ) d3r = M
∫
y(r,M, τ) d3r = M . (5)
In EHM, this constraint is essential in order for Eq. (3)
to be consistent, and for exact perturbation theory to be
matched on large scales. It states that the mass function
and bias parameters defined in Sec. II A completely char-
acterize the mass distribution on large scales (at lowest
order in derivatives), while the halo profiles provide the
detailed distribution on small scales. We will denote the
Fourier transform of y(r,M, τ) (which is dimensionless)
as y(k,M, τ).
Let us assume a mean spherically averaged profile
y(r,M, τ) (we will generalize this below). Besides the
mass, the halo profile, averaged over an ensemble of ha-
los within a finite region, will also depend on the local
density and tidal field. In general, we should pertur-
batively expand the profiles in the local gravitational ob-
servables in the same way as the halo abundance [Eq. (3)],
where now the bias parameters and stochastic fields be-
come functions of r as well. This formidable set of free
functions can however be reduced by using the fact that
spherically averaged halo profiles are usually well de-
scribed by a single number (apart from the mass); for
example, in case of the NFW profile [33], the concentra-
tion c. Then, it is sufficient to write y = y(r,M, τ, c) and
expand the concentration in a bias expansion of the type
Eq. (3):
c(M,x, τ)
c¯(M, τ)
= 1 +
∑
O
{bcO(M, τ) + cO(M,x, τ)} [O] (x, τ)
+ [c](M,x, τ) , (6)
where c¯(M, τ) denotes the mean halo concentration. As-
suming that the fractional fluctuations in the concentra-
tion are much less than one, we can then expand
y(r,M, τ, c(x, τ)) = y(r,M, τ, c¯) (7)
+ yc(r,M, τ, c¯) [b
c
1(M, τ)δ(x, τ) + [
c](M,x, τ) + · · · ]
where
yc(r,M, τ, c) ≡ ∂
∂ ln c
y(r,M, τ, c) . (8)
Note that Eq. (5) implies that
∫
d3r yc(r,M, τ, c) = 0.
In general, we should also take into account that ha-
los are triaxial. This was investigated in [34]. Moreover,
the orientation of the axes will correlate with large-scale
tidal fields. We study this in App. B, and find that, under
reasonable assumptions, the terms introduced by allow-
ing for halo triaxiality are degenerate with those obtained
through the isotropic profile expansion Eq. (7). Thus, we
can effectively account for triaxiality through this expan-
sion. This is very useful as it reduces the number of free
parameters in the halo model predictions.
Let us consider the Fourier transform of the profile on
large scales, i.e. at low k. Eq. (5) implies that y(k →
0,M, τ) = 1. Moreover, we can expand
y(k,M, τ, c)
k→0
= 1− aM k2R2M +O(k4) , (9)
where RM is the Eulerian halo radius (e.g., R200) and
aM is a mildly mass-dependent number of order one that
depends on the exact profile and mass-concentration re-
lation assumed. Eq. (9) will be useful when considering
the low-k limit of matter statistics in the halo model.
Further, we immediately see that
yc(k,M, τ, c)
k→0
= − ∂aM
∂ ln c
k2R2M +O(k4) , (10)
scaling as k2 in the k → 0 limit.
C. Matter density
Following the halo model paradigm, the matter den-
sity perturbation δm is given by a superposition of halos
weighted by their density profiles. Let us denote the fre-
quently appearing mass weighting integral as∫
dρ(M, τ) ≡
∫
d lnM
M
ρ¯
n¯(M, τ) . (11)
Note that dρ is dimensionless, and that
∫
dρ(M, τ) = 1
in order to satisfy global mass conservation at the back-
ground level, which corresponds to the well-known inte-
gral constraint on the mass function.2 Eq. (11) formally
requires a parametrization n¯(M, τ) for all masses. We
will discuss this issue at the end of this section.
The fractional matter density perturbation is then in
full generality given by
1 + δm(x) =
∫
dρ(M)
∫
d3y [1 + δh,M (y)]
× y[x− y,M, c(y)] , (12)
where here and in the following we drop the explicit time
argument for clarity (in the following, we will always work
at some fixed time τ).
Eq. (12) by itself is not sufficient however, since δh,M
in turn is constructed from δm. Here, we introduce the
2 Note that we do not need to assume that the mass function is
universal, i.e. determined by a function f [δc/σ(M)].
4following procedure. First, one expands δh,M and c(y)
to a fixed order in perturbation theory. For example,
to match PT predictions for the 1-loop power spectrum,
we need to expand δh,M to third order in perturbations
(Sec. IV). For consistency, one should similarly expand
c (around c¯) to third order, unless those terms are nu-
merically suppressed (see Sec. III). As we noted above,
Eq. (5) ensures that the terms involving the concentra-
tion are higher order in derivatives. Then, the desired
statistics of δm are given as convolutions of correlators of
the renormalized operators appearing in the bias expan-
sion Eq. (3) [and Eq. (6)] with the halo density profiles.
We will see explicit examples of this in the following sec-
tions. This approach assumes that all corrections to the
PT matter density field are effectively modeled by the
halo profiles y(y,M, c). We will discuss the issues related
to this assumption in Sec. IV.
It is important to emphasize again that all mat-
ter and halo statistics follow unambiguously from this
procedure, so that the same set of halo properties
n¯(M), bO(M), y(k,M) describe all these observables.
Further, in most studies to date, halo model statistics
were derived at tree level in perturbation theory. In
EHM, this is not necessary, and the halo model can be
extended to match perturbation theory at any desired or-
der. We will see one example (and the associated issues)
in Sec. IV.
The bias expansion Eq. (3) describes the distribution
of matter among halos on large scales, i.e. scales much
larger than typical sizes of halos, independently of their
internal structure. Combining this with the fact that ha-
los are comoving with matter on large scales, it is easy to
see that local mass and momentum conservation simply
imply the following constraints on the bias parameters
and stochasticities:∫
dρ(M) bO(M) =
{
1, O = δ
0, otherwise
(13)∫
dρ(M)[](M,k)
k→0
= 0 +O(k2)∫
dρ(M)[O(M)O](k)
k→0
= 0 +O(k2) ,
which hold at all times. The first line states that the
mass-weighted mean linear bias of halos should be 1,
while the corresponding mean bias vanishes for all non-
linear terms. The conditions on , O are to be under-
stood as constraints on the auto- and cross-correlations
between the renormalized stochastic fields in the low-k
limit. That is, they imply for example∫
dρ(M)
∫
dρ(M ′)
〈
[O(M)O](k)[O′(M
′)O′](k′)
〉′
k→0
= O(k4) . (14)
One can also interpret the stochasticity constraints lo-
cally however: if we consider the matter density at a
given point, coarse-grained on a sufficiently large scale
(much larger than the radius of typical halos), then the
stochasticity of halos of various mass cancels after mass
weighting. That is, there might be more halos at some
fixed mass in a given realization of initial phases, but
this has to be compensated by a smaller numer of halos
at other masses such that the total amount of matter is
locally conserved.
Apart from ensuring mass and momentum conserva-
tion, these conditions are sufficient to ensure that on
scales larger than halos, the matter density Eq. (12) re-
duces to the perturbation theory prediction at the desired
order. The constraint on the stochasticity will become
particularly relevant in the following sections, as it is re-
sponsible for removing the constant tail of the standard
1-halo term in the low-k limit. Naturally, any constraints
that can be placed on the opposite, small-scale limit are
very useful as anchor points. First, most obviously, one
can use the existing, very accurate measurements of mean
halo profiles. Second, we can also place physical con-
straints on the stochastic terms in the high-k limit.
Before turning to this limit, let us discuss another is-
sue related to Eq. (13). The integral
∫
dρ(M) formally
extends to arbitrarily small halo masses, far beyond the
range that is empirically calibrated with simulations. In
fact, for standard parametrizations of the mass function,
the mass-weighting integrals in Eq. (13) typically con-
verge very slowly towards low masses. Since properties
of very low-mass halos are poorly constrained by simula-
tions, this raises the question of whether the halo model
predictions discussed here and presented in the literature
actually rely on extremely low-mass halos whose proper-
ties are poorly known?
Fortunately, as we show in App. A, the answer is no.
Specifically, if the properties of halos are calibrated to
a minimum mass Ms, then one can cut off the mass-
weighting integral below Ms, and introduce compensat-
ing parameters to enforce the conditions in Eq. (13). Af-
ter this procedure, any systematic uncertainties in the
halo model predictions due to the mass cut scale as
(kRMs)
2. These systematics reach 10% at a scale of
k10% ≈ 5.6hMpc−1
(
Ms
1010h−1M
)−1/3
. (15)
Given the current advanced state of high-resolution sim-
ulations, this is not likely to be an important constraint
for cosmological applications of the halo model. Note
that the procedure we describe in App. A applies to any
halo model prescription that involves integrals over halo
masses.
D. Stochasticity in the high-k limit
The stochastic terms , O are non-perturbative and
numerically important in the high-k limit. For scales
much smaller than the sizes of halos (of a given mass),
the stochasticity in the halo abundance should approach
5Poisson statistics governed by the local halo abundance
n¯(M)[1+δh,M ]. This is because Poisson statistics apply if
the wavelength 1/k of a given mode is much smaller than
the mean inter-halo separation, that is, if n¯/k3  1. Fur-
ther, since halos are non-overlapping in the halo model
(each matter particle only belongs to one parent halo),
halos of different mass have independent Poisson noise.
These are significant constraints, since in this limit, it
completely determines the moments of [] as well as all
[O]. This works as follows. For clarity, we will drop the
brackets around , O in the remainder of this section,
keeping in mind that we always deal with the renormal-
ized fields.
Consider halos within an infinitesimal logarithmic
mass interval d lnM centered around a fixed mass M ,
and a fictitious small volume element V around point x
such that
N¯ ≡ V n¯ d lnM  1 . (16)
The Poisson assumption states that the halo number
within this volume follows a Poisson distribution,
N(x) ∼ Poisson
[
N¯
(
1 +
∑
O
bO[O](x)
)]
. (17)
Here, the operators [O](x) are considered to be coarse-
grained on some larger scale (of order the halo radius, for
example). We can subtract the mean, which corresponds
to the deterministic part of the bias expansion Eq. (3),
and call the remainder N¯ p(x) with 〈p〉 = 0. Eq. (17)
then specifies the moments of p, i.e.
〈2p〉 =
1
N¯
(
1 +
∑
O
bO[O](x)
)
〈3p〉 =
1
N¯2
(
1 +
∑
O
bO[O](x)
)
, (18)
and so on. On the other hand, we have a specific per-
turbative expansion of the stochasticity in Eq. (3), which
yields
p(x) = (x) +
∑
O
[OO] (x) . (19)
By matching Eq. (19) to the moments derived from
Eq. (18), and using the fact that there is only a sin-
gle random field p (at fixed halo mass), we can then
uniquely determine the moments of  and O, order by
order. Performing a Fourier transform within the vol-
ume V , we then obtain the desired high-k limit of the
moments in Fourier space. For example, at linear order
we simply have
〈(M,k)(M ′,k′)〉′ k→∞= δD(lnM − lnM
′)
n¯(M)
, (20)
where a prime denotes that the momentum conserving
delta function has been dropped. At second order, we
obtain the following two additional constraints:
〈(M,k)(M ′,k′)(M ′′,k′′)〉′ k→∞= (21)
δD(lnM − lnM ′)δD(lnM − lnM ′′)
[n¯(M)]2
〈(M,k)δ(M ′,k′)〉′ k→∞= 1
2
b1(M)
δD(lnM − lnM ′)
n¯(M)
.
These are all stochastic moments that exist at second
order (Sec. V). The second line of Eq. (21) is directly
related to the halo sample variance disussed in [10].
Note that both Eq. (20) and Eq. (21) violate the con-
straints Eq. (13) in the opposite, large-scale limit. This
already shows that a scale-dependent stochasticity is a
necessary part of a consistent formulation of the halo
model. The entire reasoning of this section also applies
to the stochastic fields appearing in the profile expansion
Eq. (6). Moreover, in the high-k limit these fields are
uncorrelated with the stochasticity in the halo number.
III. LOWEST ORDER HALO MODEL AND
POWER SPECTRUM
The lowest-order consistent incarnation of the halo
model expands Eq. (3) to linear order,
δh,M (x) = b1(M)δ1(x) + [](M,x) , (22)
where δ1 denotes the linear density field. In addition, the
profiles are expanded via Eq. (7):
y(r,M, c(x)) = y(r,M, c¯) (23)
+ [bc1(M)δ1(x) + [
c](M,x)] yc(r,M, c¯)
The matter density perturbation is then given as a mass-
weighted integral of the halo number density convolved
with the halo density profile as in Eq. (12).
Let us first look at the matter propagator, i.e. the
cross-correlation of δm with the PT-evolved density field
(here just the linear density field) in Fourier space:
P1m(k) =
∫
dρ(M) [b1(M)y(k,M) + b
c
1(M)yc(k,M)]
× PL(k) , (24)
where here and in the following we will drop the explicit
concentration argument when it is set to the mean value
c¯(M), and PL denotes the linear matter power spectrum.
Using the low-k behavior of y and yc and Eq. (13), we
see that in the low-k limit we recover
P1m(k) = PL(k)
[
1 +O(R2HMk2)
]
, (25)
where
R2HM ≡
∫
dρ(M) aMb1(M)R
2
M . (26)
6This is the characteristic scale that appears in the low-k
limit of EHM, and is of order RM∗ , where M∗ is defined
through σ(M∗) = δc; that is, RHM is of order the typical
Eulerian halo radius. Note that this scale is smaller than
the nonlinear scale 1/kNL where the density contrast be-
comes of order 1.
We now turn to the matter power spectrum. This is
given by
Pmm(k) =
∫
dρ(M)
∫
dρ(M ′)
{
(27)
y(k,M)y(k,M ′)
[
b1(M)b1(M
′)PL(k) + P MM ′(k)
]
+ 2y(k,M)yc(k,M
′)
[
b1(M)b
c
1(M
′)PL(k) + P 
c
MM ′(k)
]
+ yc(k,M)yc(k,M
′)
[
bc1(M)b
c
1(M
′)PL(k) + P 
cc
MM ′(k)
]}
,
where we have defined
P 
ab
MM ′(k) ≡ 〈[a](M,k)[b](M ′,k′)〉′ . (28)
Eq. (24) and Eq. (27) differ from the standard halo model
power spectrum in two respects: the stochasticity co-
variances P 
ab
MM ′(k); and the terms from the expansion
of halo concentration in long-wavelength perturbations,
proportional to yc. We will examine both of them in the
following sections.
First however, we consider the low-k limit of Eq. (27).
The constraints Eq. (13) imply that∫
dρ(M)P MM ′(k → 0) = 0 +O(k2)∫
dρ(M)
∫
dρ(M ′)P MM ′(k → 0) = 0 +O(k4) . (29)
For the cross-correlation between , c on the other hand,
we only demand
∫
dρ(M)
∫
dρ(M ′)P 
c
MM ′ = O(k2). The
first line here says that in the low-k limit, the halo
stochasticity covariance has (at least) one zero eigen-
value, with the corresponding eigenvector given by mass
weighting (see also [35–37]). Ref. [36] performed a de-
tailed analysis in simulations. Indeed, they find that the
lowest eigenvalue of P MM ′ is significantly lower than the
shot noise 1/n¯(M) of halos in the mass range they con-
sidered. Further, the corresponding eigenvector is close
to mass weighting. Similar results were found in [38].
Using that y(k,M) → 1 for k → 0, we then see that
Pmm(k) has the same low-k behavior Eq. (25) as P1m(k).
Moreover, the stochastic contributions, i.e. all terms that
involve P ˜MM ′ , scale as k
4 in the low-k limit, just as de-
manded by mass and momentum conservation. The lead-
ing contribution to Pmm(k) is then
Pmm(k) = PL(k) +O(R2HMk2)PL(k)
+O[k4, k4PL(k)] . (30)
Note that the 1-loop matter power spectrum contributes
terms that also scale as k2PL(k), but involve 1/kNL in-
stead of RHM. This shows that one needs to carry out
the “halo model at 1-loop”, by extending Eq. (22) to
third order, in order to obtain a consistent matching to
beyond-perfect-fluid terms in the EFT.
Fig. 1 (red solid line) shows the deterministic contri-
bution from the expansion of the halo density, i.e. the
first term in the second line of Eq. (27). This is the stan-
dard 2-halo term. Given the discussion in the previous
paragraph, we do not expect this to be a good match to
the true nonlinear power spectrum from simulations. For
our numerical results, we assume a flat ΛCDM cosmol-
ogy with cosmological parameters given by Ωm = 0.27,
h = 0.7, Ωbh
2 = 0.023, ns = 0.95, σ8 = 0.791. We use
the Sheth-Tormen mass function [39] and associated lin-
ear bias, and the concentration-mass relation of [40]. We
assume that halo masses are given in terms of a mean
interior density equal to the virial density ρvir = 363 ρ¯
for this cosmology. All results will be shown for z = 0.
A. Halo stochasticity
The second term in the second line of Eq. (27) is the
halo model prediction for the stochastic part of the mat-
ter power spectrum. Here, with stochastic we mean that
it does not correlate with the initial conditions on the
scale k (or at larger scales). In the halo model, this is
controlled by the halo stochasticity covariance P MM ′(k).
Clearly, this is a key ingredient of the halo model, as
important though much less well studied than the mass
function, linear bias, and halo profiles. The standard
halo model assumes a k-independent diagonal covariance
following Poisson statistics,
P , stdMM ′ =
δD(lnM − lnM ′)
n¯(M)
, (31)
which, following Sec. II D, is only justified in the high-k
limit, i.e. well within halos. Moreover, it clearly does
not satisfy Eq. (29) and thus violates mass and momen-
tum conservation. Thus, we need to come up with a
more physical parametrization of P MM ′ at low-k, which
asymptotes to Eq. (31) if k is larger than the mean
inter-halo separation, which is directly related to the La-
grangian radii RL(M), RL(M
′), respectively.
One possibility is to simply subtract the trace to ensure
a zero eigenvalue corresponding to mass weighting:
P MM ′(k) =
δD(lnM − lnM ′)
n¯(M)
−ΘMM ′(k) MM
′
ρ¯〈M〉ρ , (32)
where 〈M〉ρ is defined as
〈M〉ρ ≡
∫
dρ(M)M . (33)
ΘMM ′(k) is an interpolating function that asymptotes to
1 for k → 0, satisying Eq. (29), while approaching zero
in the high-k limit. To be specific, we will choose
ΘMM ′(k) = [1 + (k[RL(M) +RL(M
′)]/2)4]−1 , (34)
7FIG. 1: Contributions to the lowest-order halo model matter
power spectrum Eq. (27) at z = 0: the red solid line shows
the deterministic contribution [first term in the second line of
Eq. (27)], i.e. the standard 2-halo term, while the green long-
dashed line is the stochastic contribution (second term in the
same line). For comparison, we also show the standard 1-halo
term as black thin short-dashed line. The light blue dot-long-
dashed line shows the deterministic contributions from the
concentration expansion [first terms in the third and fourth
lines of Eq. (27)]. Finally, the stochastic terms of the concen-
tration expansion [second terms in the same lines of Eq. (27)]
are shown as blue dot-dashed. The linear power spectrum is
shown as thin dotted line.
where the transition scale is given by the halo Lagrangian
radii following our considerations above. Note that, for
a covariance of the form Eq. (32), we need ΘMM ′(k) to
scale as 1 + O(k4) in the low-k limit in order to satisfy
the conditions Eq. (13) for all k. While different forms
of interpolating function could be chosen, we expect the
transition to be related to RL. The detailed shape of
the interpolation is not expected to have a significant
impact on the power spectrum prediction, as the transi-
tion happens on scales where the power spectrum is still
dominated by the deterministic contribution (see Fig. 1).
Eq. (32) is certainly not the only possible choice. For
example, [36] derived a covariance given by3
P MM ′(k → 0) =
δD(lnM − lnM ′)
n¯(M)
− b1(M)M
′
ρ¯
(35)
− b1(M ′)M
ρ¯
+ b1(M)b1(M
′)
〈M〉ρ
ρ¯
.
It is easily verified that this ansatz indeed satisfies
Eq. (29), assuming the first line in Eq. (13) holds. We
could thus multiply the last three terms by the interpo-
lating function ΘMM ′(k) and insert into Eq. (27). How-
ever, the additional terms [in particular the last term
in Eq. (35)] grow rapidly towards high k due to their
mass-weighting, so that they dominate the matter power
spectrum for k & 0.5hMpc−1 despite the suppression
by the interpolating function Eq. (34); this result is in-
sensitive to the shape and steepness of ΘMM ′(k). Thus,
we cannot attain our desired high-k limit, which is the
standard 1-halo term based on Eq. (31). We will instead
work with Eq. (32) here, but conclude that simulation
measurements of halo stochasticity on large and inter-
mediate scales are essential in order to properly calibrate
the halo model prediction.
The stochastic contribution to the matter power spec-
trum [second term in the second line of Eq. (27)] is shown
as green long-dashed line in Fig. 1. We also show the
standard 1-halo prediction with its unphysical k0 behav-
ior at low k (black short-dashed). As expected, Eq. (32)
yields the desired k4 behavior of the stochastic contri-
bution, while asymptoting to the standard 1-halo term
for k & 0.5hMpc−1. Qualitatively, this is what one ex-
pects for the stochastic contribution in the halo model,
although the quantitative behavior for k . 1hMpc−1
can of course be modified significantly by changing the
low-k limit of P MM ′ and/or the interpolating function
Eq. (34). The result appears roughly consistent with
the findings of [23] (e.g., blue curve in Fig. 8), who
isolated the stochastic contribution to the power spec-
trum in simulations by subtracting the part correlated
with long-wavelength correlations. Interestingly, they
find a slightly shallower scaling with k than k4 even for
k . 0.1hMpc−1. Whether this really implies the ex-
istence of another scale much below kNL remains to be
seen.
At this point, it is also worth discussing the usual 1-
halo vs 2-halo separation. The first term in the second
line of Eq. (27) corresponds to the standard 2-halo term.
One could refer to the second, stochastic term, as 1-halo
term, even though it involves a covariance between dif-
ferent halo masses. Alternatively, one could only refer to
that part of the stochastic contribution that is propor-
tional to δD(lnM − lnM ′) as 1-halo contribution, while
3 Note that this was derived using a standard halo model ansatz
based on Eq. (31) which does not enforce mass and momentum
conservation.
8the remainder of the stochastic part is considered a con-
tribution to a modified 2-halo term (see also [9, 41]).
In any case, this separation is somewhat arbitrary and
a matter of definition, as everything should be derived
from the physical assumptions described in Sec. II rather
than a separation of the statistics into n-halo terms.
B. Concentration expansion
Let us now turn to the terms in the third and fourth
line of Eq. (27), involving yc, which come from the per-
turbative expansion of the concentration c. First, con-
sider the deterministic terms ∝ PL(k). Fig. 1 shows these
terms, assuming bc1 = b1 which is almost certainly a sig-
nificant overestimation of the effect, given the fairly small
environment dependence observed for the halo concen-
tration in simulations [42]. In fact, this contribution is
entirely dominated by the cross-term given on the third
line of Eq. (27). Clearly, this contribution is significantly
smaller and shifted to higher k compared to the terms
from the expansion of δh,M . The main reason for this is
that the change of halo profiles due to a change in con-
centration happens on fairly small scales, of order the
scale radius of these halos. Further, |yc(k,M)| is at most
∼ 0.4, that is halo profiles do not respond strongly to a
change in concentration.
Turning to the stochastic terms, we now need a
parametrization of P 
c
MM ′(k), scaling as O(k2) for k → 0,
and P 
cc
MM ′ , which has no low-k constraint. Let us con-
sider the latter. The simplest assumption to make is that
each halo’s concentration is drawn from a log-normal dis-
tribution with fixed scatter σln c around the mean relation
c¯(M). Then, we have
P 
cc
MM ′ =
σ2ln c
n¯
δD(lnM − lnM ′) . (36)
The result, using σln c = 0.4 (of the order of what
was found for the scatter in concentration in [42]), is
also shown in Fig. 1. Again, we find this to be a
small contribution to Pmm(k), mainly relevant around
k ∼ 2hMpc−1. The final remaining term is the stochas-
tic cross-correlation between halo number density and
concentration P 
c
MM ′(k). This is expected to be smaller
than the stochastic auto-correlations of halo number and
profiles, because it is constrained to vanish on both small
and large scales: mass conservation implies a k4 scaling
for k → 0, while for scales k & 1/RM within halos, pro-
files and number density have to be independent random
variables. This means P 
c
MM ′(k) can only be relevant on
a fairly narrow range of scales around k ∼ 1/(RM +R′M ).
For this reason, we do not investigate this term further
here.
In summary, in the case of the simple concentration
expansion of halo profiles performed here, the effects are
suppressed compared to the expansion of δh,M , so that,
depending on the application and range of wavenumbers
of interest, they can be neglected. We stress however
that this assumes that the impact of the large-scale envi-
ronment on halo profiles is well captured by a change in
concentration. If in reality there is a significant effect on
the outer regions of halo profiles, then this could make
the power spectrum contributions from the profile ex-
pansion more significant and push them to larger scales.
This is well worth investigating in simulations. We leave
this to future work.
IV. MATTER POWER SPECTRUM BEYOND
TREE LEVEL
The previous section described the leading order pre-
diction of the halo model, which only matches linear per-
turbation theory on large scales. Let us now turn to the
next higher order incarnation of EHM, where we go to
third order in PT. Our goal is to outline the overall fea-
tures of the result, and highlight open issues. We will
neglect the terms arising from the expansion of the con-
centration throughout this section.
Let us begin with the deterministic contributions to
the matter power spectrum. These can be written as
Pmm(k)
∣∣∣
det.
=
∫
dρ(M)
∫
dρ(M ′) y(k,M)y(k,M ′)
{
× b1(M)b1(M ′) [PL(k) + P1-loop(k)] + PMM ′nlb (k)
}
,
(37)
where
P1-loop(k) = 〈δ(2)(k)δ(2)(k)〉′ + 2〈δ(1)(k)δ(3)(k)〉′ (38)
is the one-loop matter power spectrum [43], and δ(n) de-
notes the matter density at n-th order in PT. PMM
′
nlb (k)
contains all nonlinear bias terms that are relevant at one-
loop order:
PMM
′
nlb (k) =
1-loop∑
{O,O′}6={δ,δ}
bO(M)bO′(M
′)〈[O](k)[O′](k′)〉′ .
(39)
The full expression for the 1-loop halo power spectrum
can be found in [44, 45]. In analogy with Eq. (38), these
terms can be divided into quadratic bias terms which
scale similarly to 〈δ(2)δ(2)〉, and cubic bias terms which
scale similarly to 〈δ(1)δ(3)〉. The numerically largest term
of the former category is given by
b1(M)b2(M
′)〈δ(2)(k)[δ2](k′)〉′ (40)
= b1(M)b2(M
′)
∫
d3q
(2pi)3
F2(q,k− q)PL(q)PL(k− q) ,
where F2 is the symmetrized second order perturbation
theory kernel [43]. We will use the second-order bias
derived from the Sheth-Tormen mass function for our
results [note that this satisfies Eq. (13)]. At 1-loop or-
9FIG. 2: Illustration of some of the contributions to the 1-
loop halo model matter power spectrum Eq. (37) at z = 0:
the red solid line shows the contribution ∝ b1(M)b1(M ′)
(terms in brackets in the second line of Eq. (37)). The green
long-dashed line is the same stochastic contribution as in
Fig. 1. The light blue dot-long-dashed line shows the con-
tribution from Eq. (40), while the third order bias contribu-
tion [Eq. (41)] is shown as blue dot-dashed. The linear power
spectrum is shown as thin dotted line as in Fig. 1, while the
thin dashed line shows the matter power spectrum at 1-loop.
The thin dot-long-dashed shows the nonlinear power spec-
trum from the Coyote emulator [46].
der, the third order renormalized bias contributions to
Eq. (39) are all degenerate and can be grouped as a sin-
gle contribution [44]:
∑
O=O(δ3)
b1(M)bO(M
′)〈δ(1)(k)[O](k)〉′
= b1(M)b3nl(M
′)σ23(k)PL(k) , (41)
where σ23(k) is a filtered version of the linear power spec-
trum. The filter is defined explicitly in [44]. For illustrati-
tive results, we use the prediction from local Lagrangian
biasing [45],
b3nl(M) =
32
315
[b1(M)− 1] . (42)
Let us also give the expression for the 1-loop propagator,
i.e. the cross-correlation of the PT-evolved initial density
field and the nonlinear matter density:
P1m(k) =
∫
dρ(M) y(k,M)
{
b1(M) [PL(k) + P1-loop(k)]
+
∑
O=O(δ2)
bO(M)〈δ(2)(k)[O](k)〉′
+
∑
O=O(δ3)
bO(M)〈δ(1)(k)[O](k)〉′
}
, (43)
where the leading contributions to the second and third
line are given by Eqs. (40)–(41) without the factor b1(M).
Let us finally turn to the stochastic terms at 1-loop,
given by
Pmm(k)
∣∣∣
stoch.
=
∫
dρ(M)
∫
dρ(M ′) y(k,M)y(k,M ′)
×
[
P MM ′(k) +
∫
d3q
(2pi)3
P δδMM ′(q)PL(|k− q|)
+ C1 + C2 k
2
]
. (44)
There is only loop additional contribution to the matter
power spectrum which involves P δδ defined following
Eq. (28). In order to enforce Eq. (14), we add countert-
erms C1 and C2, whose values are uniquely determined
given P δδMM ′(k). These counterterms ensure that the final
contribution scales as k4 in the low-k limit. While eval-
uating this term requires a parametrization of P δδMM ′ , we
have performed a rough evaluation using a form inspired
by the high-k limit discussed in Sec. II D. Including the
counterterms, this contribution was found to be of or-
der a few percent of the tree-level stochastic term for
k . 0.5hMpc−1. Given the lack of knowledge about
P δδMM ′ on large and intermediate scales, we do not show
it here.
Fig. 2 shows the contribution ∝ b1(M)b1(M ′) in
Eq. (37), as well as the two terms Eq. (40) and Eq. (41)
which are a subset of PMM
′
nlb (k). Note that, after mass
weigthing, both Eq. (40) and Eq. (41) yield negative con-
tributions to Eq. (37). We also show the linear and 1-loop
matter power spectra as well as the tree-level stochastic
term. It is clear that the latter together with the term
scaling as b1(M)b1(M
′) dominate the EHM power spec-
trum. The nonlinear biases are suppressed by the con-
servation conditions Eq. (13), so that they only begin
to contribute on scales of order the halo radius (where
y(k,M) begins to be appreciably different from 1). This
suppression is even stronger for terms that scale as (b2)
2.
Thus, although Fig. 2 does not show all EHM con-
tributions, we can already draw some conclusions. For
comparison, we also show in Fig. 2 the nonlinear matter
power spectrum evaluated for our fiducial cosmology by
the Coyote emulator [46], which is accurately calibrated
on simulations. This illustrates the well-known fact that
P1-loop overpredicts the true nonlinear power spectrum
measured in N-body simulations. The stochastic contri-
bution, at least assuming our parametrization Eq. (32),
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only exacerbates this problem. The fact that some of the
nonlinear bias terms are negative will not solve this issue
in the range k ∼ 0.2 − 1hMpc−1, as they are too small
numerically.
This problem occurs on intermediate scales, which are
too small for perturbation theory to be valid, but still
larger than the Eulerian radius of halos. Thus, one can-
not expect rigorous physical solutions by extrapolating
from either regime. Note that the predictions in the
intermediate regime also depend on which perturbative
scheme is used, e.g. Eulerian SPT vs Lagrangian LPT:
different schemes are only guaranteed to give the same
result on scales where perturbation theory is valid, and
will diverge on fully nonlinear scales.
In the framework of the halo model, these issues arise
because we assume perturbation theory to describe δh,M
correctly down to halo scales, which does not hold. For
example, nonperturbative effects such as halo exclusion
are not included by definition. One approach to ad-
dress the mismatch on intermediate scales is to perform
a matching to simulations. In particular, one can match
the halo propagator, which for 1-loop SPT is given in
analogy to Eq. (43) by
P1h(k,M) = b1(M) [PL(k) + P1-loop(k)]
+
∑
O=O(δ2)
bO(M)〈δ(2)(k)[O](k)〉′
+
∑
O=O(δ3)
bO(M)〈δ(1)(k)[O](k)〉′ , (45)
to simulations by rescaling it with a function
υ(k,M). Then, by rescaling the profiles y(k,M) →
y(k,M)υ(k,M), the matter propagator P1m(k) should
be described correctly to the extent that the basic as-
sumption of the halo model is valid. A similar matching
of Phh(k,M,M
′) can be used to determine P MM ′(k).
We leave this to future work, but point out that modifi-
cations to the profiles y(k,M) as a way to fit intermediate
scales have also been proposed in [27], who expanded the
profile on large scales in powers of k2. Ref. [23] discussed
a subtraction of the high-k contribution of the loop inte-
grals to Eq. (38) as an effective profile.
Common to all these attempts at solving the issue of
intermediate scales is the fact that we need to introduce
another scale that is larger than the typical halo size (and
close to the nonlinear scale). This is clear from Fig. 2, and
given that the typical wavenumber corresponding to halo
radii is of order kHM ∼ pi/RHM ∼ 8hMpc−1. The ne-
cessity of adding non-perturbative terms involving a new
scale not directly related to halo profiles breaks with the
philosophy of the halo model as outlined in the introduc-
tion, i.e. that predictions should be given completely in
terms of perturbation theory and well-defined properties
of halos. Moreover, the distinction between deterministic
and stochastic contributions is blurred in this transition
regime. Nevertheless, the goal is to sufficiently constrain
the additional terms to keep the halo model predictive, in
particular by considering various statistics such as mat-
ter and halo power spectra and bispectra. We leave the
whole question of intermediate scales as an open issue for
future work.
V. BISPECTRUM
We now consider the bispectrum (three-point function)
of matter, and present the EHM prediction at tree level.
Given our findings from Sec. III, we will drop the terms
coming from the concentration expansion, simplifying the
expressions considerably. At tree level, we then need to
expand Eq. (3) to second order. This yields
δh,M (x, τ) = b1(M, τ)δ(x, τ) +
1
2
b2(M, τ)[δ
2](x, τ)
+
1
2
bs2(M, τ)[(sij)
2](x, τ)
+ [](M,x, τ) + [δδ](M,x, τ) , (46)
where we have slightly changed notation to match stan-
dard convention for the density biases, and sij ≡
(3ΩmH2/2)−1(∂i∂j − δij∇2)Φ is a scaled version of the
tidal field. The resulting expression for the matter bis-
pectrum is given in Eq. (C1).
The two main differences to commonly used halo
model bispectra are that first, we are including the
two second order bias terms, with respect to density
squared and tidal field squared [third and fourth lines
in Eq. (C1)]. The tidal bias [47, 48] has not been in-
cluded in halo model calculations of the bispectrum so
far (e.g., [19, 49]), but is straightforward to include
once a parametrization of bs2(M) is given which satis-
fies Eq. (13).
Second, the general stochastic terms which need to
be included at this order are given in the last line of
Eq. (C1). Let us repeat them here:
Bmmm(k1, k2, k3)
stoch.
=
∫
dρ(M1)
∫
dρ(M2)
∫
dρ(M3)
× y(k1,M1)y(k2,M2)y(k3,M3)
{
BM1M2M3(k1, k2, k3)
+
[
PL(k2)P
δ
M1M3
(k3) + PL(k3)P
δ
M1M2
(k2)
]
+ 2 perm.
}
. (47)
where
BM1M2M3(k1, k2, k3) ≡
〈
[](M1, k1)[](M2, k2)[](M3, k3)
〉′
P δM1M2(k) ≡ 〈[δ](M1,k)[](M2,k′)〉′ . (48)
We thus need a parametrization of BM1M2M3 and P
δ
M1M2
(since we are working at tree level, we do not need to
perform any renormalization on  and δδ). In the high-
k limit, we can use the prediction of Poisson sampling
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from the local deterministic halo abundance, Eq. (21). At
low k, Eq. (13) requires that the mass-weighted integral
of these quantities over any of the masses Mi vanishes.
We can immediately generalize our interpolating ansatz
Eq. (32) to P δM1M2 through
P δM1M2(k) =
1
2
b1(M1)
n¯(M1)
δD(lnM1 − lnM2) (49)
− 1
2
ΘM1M2(k)
M1M2
ρ¯〈b1M〉ρ b1(M1)b1(M2) ,
where
〈b1M〉ρ ≡
∫
dρ(M) b1(M)M . (50)
In App. C we also give a somewhat more lengthy expres-
sion for B which satisfies the corresponding constraints
[Eq. (C4)]. While it is a simple extension of Eq. (32), it
clearly is not the only possible choice. Again, we stress
that further numerical investigations of halo stochastic-
ity, including its three-point function, as a function of
scale are necessary in order to obtain an accurate halo
model bispectrum.
Nevertheless, via Eq. (49) and Eq. (C4), and given bias
parameters b2(M), bs2(M), Eq. (C1) yields a consistent
matter bispectrum obeying all symmetries of the matter
density, and asymptoting to the tree-level matter bispec-
trum on large scales. It does not include the effect of a
modulation of halo profiles by large-scale density pertur-
bations, as we have found it to be numerically small in
case of the power spectrum, but this can be easily added
back in. Of course, we expect the same issues on interme-
diate scales to arise that appear for the power spectrum.
VI. MATTER VELOCITY FIELD
So far, we have only considered the matter density
field, since this is phenomenologically the most impor-
tant quantity for large-scale structure. Let us now con-
sider how the nonlinear matter velocities are described
in the self-consistent halo model approach pursued here.
First of all, since the single-stream fluid picture breaks
down on nonlinear scales, our goal has to be to derive the
velocity distribution at a given point (x, τ).
Let us denote the matter velocity predicted by per-
turbation theory, at the relevant order used in the halo
model, by vPT. As argued in Ref. [29], halo velocities are
unbiased with respect to matter velocities up to higher
derivative terms; that is, the velocity of the effective halo
fluid obtained by coarse-graining the halo distribution is
given by
vh,M (x, τ) = vPT(x, τ) +O
(∇2vPT, ∇δPT) . (51)
Since these higher derivative terms are assumed to be
given entirely by the halo profiles in our approach, we set
vh,M = vPT. Then, the velocity distribution at (x, τ) is
in the halo model given by4
P (v;x) =
∫
dn(M)
∫
d3y [1 + δh,M (y)]
× Pv,h(v − vPT(x);M,x− y) , (52)
where we have dropped the time argument for clarity,
and
∫
dn(M) ≡ (∫ n¯(M)d lnM)−1 ∫ n¯d lnM is the nor-
malized integral over the halo number density (that is,
without mass weighting). Pv,h(v;M, r) denotes the mean
normalized velocity distribution within halos of mass M
at radius r. By construction, this obeys∫
d3vPv,h(v;M, r) = 1 and∫
d3v vPv,h(v;M, r) = 0 . (53)
For spherically symmetric halos, Pv,h can be written as
Pv,h(v;M, r) = Pv
(
v‖ = v · rˆ; v⊥ = |v − (v · rˆ)rˆ|;M, r
)
,
i.e. in terms of the joint distribution of radial and tan-
gential velocities. See [50, 51] for examples of modeling
this velocity distribution.
Eq. (52) can then be generalized by allowing for a de-
pendence of the velocity distribution on the halo concen-
tration, for example, leading to an expansion analogous
to that discussed in Sec. II B. Further, one can straight-
forwardly apply the same type of reasoning to obtain the
momentum density, or mass-weighted velocity.
VII. CONNECTION TO THE EFT
The EHM approach described in Sec. II predicts, by
construction, a matter density field which matches the
results of perturbation theory to any desired order on
large scales. Beyond the large-scale limit, the halo pro-
files lead to higher derivative terms ∝ ∇2δ, (∇δ)2, and
so on. Further, the halo model contains a stochastic con-
tribution to the matter density field, i.e. a contribution
which does not correlate with long-wavelength perturba-
tions. All these contributions satisfy the requirement of
large-scale mass and momentum conservation as long as
the conditions Eq. (13) are satisfied.
In this sense, this halo model approach consistently ex-
tends the predictions of the effective field theory (EFT)
of LSS to nonlinear scales, which necessarily implies
that the halo model is not guaranteed to be within a
well-defined theoretical uncertainty from the true answer
when going beyond perturbative scales k/kNL  1. A de-
tailed study of the connections of the halo model to the
4 Here, we are working in the non-relativistic limit and ignore cor-
rections of order v2.
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EFT, while interesting, is beyond the scope of this paper.
We will just make two comments of general interest here.
Matching to EFT parameters: as emphasized in Sec. II,
one key virtue of EHM is that it can be taken beyond tree
level. In the form that we have defined the implementa-
tion there, corrections to the perfect fluid description,
i.e. the terms added by the EFT, are exclusively pro-
vided by the halo profiles. The results in Sec. IV already
show however that the EHM ansatz fails to even roughly
predict parameters such as the effective sound speed cs:
EHM predicts a scale kHM = pi/RHM, while simulation
measurements (e.g. [52]) find that the correct scale is
kNL  kHM. There is no reason to expect that this prob-
lem will be solved by higher loops; instead one has to
separately model the transition regime as discussed at
the end of Sec. IV.
Higher derivative terms: in the halo model, δm is
written as a convolution of a scalar δh,M with a pro-
file y(r|M), where the profile is assumed to generate all
higher derivative terms. For this reason, we only obtain
higher derivative terms of the type ∂2O and ∂iO∂
iO′,
where O,O′ are scalar operators appearing in the expan-
sions Eq. (3) and Eq. (7). The second type is generated
by having both ∂2(OO′) and O(∂2O′) in the expansion.
This also holds when including the dependence of halo
profiles and triaxiality on long-wavelength perturbations.
Hence, the halo model, as described in Sec. II, does not
generate higher derivative terms of the form ∂isjk∂
ksij ,
and similar terms for other non-scalar operators, which
are in general present in the EFT. This is a prediction
which can be tested on simulations, by comparing the
measured amplitude (on scales within the perturbative
regime) of higher derivative terms of the type ∂isjk∂
ksij
with, for example, ∂isjk∂
isjk. The halo model as de-
scribed here only produces the second term. Of course, it
is always possible to explicitly include any higher deriva-
tive term in the expansion of the halo overdensity Eq. (3).
VIII. CONCLUSIONS
We have presented a general procedure (EHM ) for con-
structing a halo model description of the nonlinear large-
scale structure which guarantees mass and momentum
conservation on large scales. This procedure allows for
perturbation theory results to be matched to any given
order. Finally, a single set of input ingredients (mass
function, bias parameters, profiles, and stochasticity co-
variances) describes all matter and halo auto- and cross-
correlations.
We have attempted to write down the most general
expression for the matter density field that follows from
the basic halo model assumption stated at the beginning
of Sec. I, and that remains predictive. For this reason,
we have only allowed terms at lowest order in derivatives
in the halo density expansion Eq. (3), thereby declaring
that halo profiles are responsible for all higher derivative
terms in the matter density field. While the number of
input parameters in the model increases as one goes to
higher order (in particular the bias parameters of halos),
these parameters can be measured in simulations (e.g.,
[44, 45, 47, 53], or predicted via the peak-background
split approach for example. The key virtues of the halo
model, namely simple, numerically cheap predictions for
nonlinear matter statistics on all scales that are physi-
cally motivated, are retained in any case.
The new ingredients discussed here for the first time
are the halo stochasticity covariance, the concentration
expansion allowing for the dependence of halo profiles on
the environment, and a clarification of the impact of low-
mass halos on halo model predictions. The last point,
discussed in detail in App. A, also applies to existing
formulations of the halo model.
Perhaps the most important conclusion of this work is
that the halo stochasticity covariance is a key ingredient
of the halo model, and likely to be numerically important
in the transition region between the classic 2-halo and 1-
halo regimes. This quantity has clearly not been studied
in sufficient detail so far, with the most detailed studies
being Ref. [36, 38]. Here, we have described a general
procedure to derive the high-k limit of the stochasticity
(in the 1-halo regime) in terms of the perturbative bias
parameters and mass function.
The prescription given here does not by itself address
the failure of the halo model to describe the transition
region between PT scales and the 1-halo regime. In fact,
going to 1-loop order in the power spectrum, we found
that the halo model performs worse than perturbation
theory on scales k ∼ 0.2 − 1hMpc−1. This will most
likely require additional ingredients (see e.g. [23, 27] for
related approaches). We leave this as a major open prob-
lem for future work.
Turning to halo profiles, we have allowed for the spher-
ically averaged halo profiles as well as halo triaxiality to
depend on long-wavelength perturbations. In order to
avoid many free functions of scale, we have parametrized
this dependence only through the concentration. This
however can easily be augmented to include the environ-
mental dependence of halo outskirts as well. Interest-
ingly, we found that halo triaxiality is likely to be unim-
portant in practice, as it is largely degenerate with the
expansion of the spherically averaged profiles.
A detailed comparison of the halo model power spec-
trum and bispectrum with simulation results is left for
future work. This will also necessitate more study of the
halo stochasticity. In order to be a fair comparison, this
has to make use of state-of-the-art numerically calibrated
halo mass function, biases, and profiles.
Let us also briefly discuss assembly bias, i.e. the fact
that the large-scale properties of halos depend on more
than just the halo mass (e.g., [54–56]). In principle, as-
sembly bias can be straightforwardly included in the halo
model, by promoting the integral over mass in Eq. (12)
to a multidimensional integral over mass, formation time,
and/or other quantities. Correspondingly, the mass func-
tion n¯, mean concentration c¯, bias parameters bO and b
c
O,
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as well as stochastic fields O, 
c
O all become functions
of mass, formation time, and so on. Note that assembly
bias can only affect halo model predictions if both profiles
and biases and/or stochastic fields depend on additional
variables, for example, if at fixed mass halos with higher
concentration are more biased. These effects thus only
become relevant in the intermediate to 1-halo regime.
Finally, the halo model can also be generalized to a
model for galaxy statistics via the halo occupation dis-
tribution (HOD) approach. In the spirit of the approach
described here, the HOD for halos of a given mass should
also be allowed to depend on the long-wavelength pertur-
bations via an expansion of the type Eq. (3). Of course,
assembly bias effects can also be included as described
just above. These are expected to be more important for
galaxy clustering than for the matter density field; for
example, certain types of galaxies may live preferentially
in early- or late-forming halos. We leave this to future
work.
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Appendix A: On the low-mass cutoff of halos
The halo model is based on parametrizations of the
abundance, bias parameters, and profiles of halos, all as a
function of mass. Clearly, these are only calibrated over a
certain mass range in simulations. At high masses, there
is no obstacle in principle to measuring halo properties
accurately. A practical issue is that halos become expo-
nentially rare at very high masses. However, this also
makes them phenomenologically unimportant. For this
reason, any extrapolation used at high masses is likely to
be well under control.
On the other hand, properties of low-mass halos are
poorly constrained by simulations due to resolution
limits. The mass-weighting integrals, for example in
Eq. (13), converge very slowly towards low masses. This
raises the question of whether the halo model predictions
actually rely on extremely low-mass halos whose proper-
ties are poorly known?
Here, we will show that this is not the case. Consider
the case where the mass function, bias and profiles are
well calibrated to a minimum mass Ms. We will show
that the uncertainties to the halo model predictions intro-
duced by halos of mass below Ms are of order (kRMs)
2.
If the scales of interest are k  1/RMs , then this is a
negligible uncertainty on the halo model predictions.
To prove this, we introduce a low-mass cut-off Ms so
that all mass-weighting integrals become∫
dρ(M)→
∫ ∞
lnMs
d lnM
M
ρ¯
n¯(lnM) . (A1)
In order to fix global mass conservation, we add an effec-
tive term to the mass function at the cutoff,
n¯(M)→ n¯(M) + n¯sδD(lnM − lnMs) , (A2)
where n¯s is determined by requiring∫
lnMs
d lnM
M
ρ¯
n¯(lnM) +
Ms
ρ¯
n¯s = 1 . (A3)
Similarly, in order to ensure the consistency condition for
b1 [Eq. (13)], we let
b1(M) =
{
b1(M), M > Ms
b1s, M = Ms ,
(A4)
and require∫
lnMs
d lnM
M
ρ¯
n¯(M)b1(M) +
Ms
ρ¯
n¯sb1s = 1 . (A5)
Corresponding conditions are to be placed on the other
biases bO(M). For simplicity, we restrict to the matter
statistics in the linear version of EHM here. The deter-
ministic contributions to P1m(k) and Pmm(k) involve the
following integral:∫
dρ(M)b1(M)y(k,M)→∫
lnMs
d lnM
M
ρ¯
n¯(M)b1(M)y(k,M) +
Ms
ρ¯
n¯sb1sy(k,Ms)
kRMs1= 1− k2
[ ∫
lnMs
d lnM
M
ρ¯
n¯(M)b1(M)aMR
2
M
+
Ms
ρ¯
n¯sb1saMsR
2
Ms
]
, (A6)
where in the last line we have used Eq. (A4) and the
low-k limit of the profile Eq. (9). Taking the derivative
with respect to lnMs of this expression, it easy to verify
that this result is independent of Ms up to corrections of
order (kRMs)
2.
We now consider the stochastic contribution. In order
to satisfy Eq. (13), we add an additional stochastic field
s which only contributes to the stochasticity of halos of
mass Ms. We require s(k) to satisfy, in the same sense
as Eq. (13),∫
lnMs
d lnM
M
ρ¯
n¯(M)(M,k) +
Ms
ρ¯
n¯ss(k) = O(R2Msk2) .
(A7)
Since s is supposed to describe halos of mass ≤Ms, we
require the scaling in terms of RMs given on the r.h.s. of
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Eq. (A7). Taking the auto-correlation of this equation
then implies〈[∫
lnMs
d lnM
M
ρ¯
n¯(M)(M,k) +
Ms
ρ¯
n¯ss(k)
]
×
[∫
lnMs
d lnM ′
M ′
ρ¯
n¯(M ′)(M ′,k′) +
Ms
ρ¯
n¯ss(k
′)
]〉′
∝ (RMsk)4 . (A8)
The stochastic contribution to Pmm(k),∫
dρ(M)
∫
dρ(M ′)PMM
′
 (k)y(k,M)y(k,M
′) , (A9)
can then easily be shown, via Eq. (9) and Eq. (A7), to
scale as k4 and depend on Ms only through terms of order
(RMsk)
2.
We conclude that, for k < 1/RMs where Ms is the
lowest mass for which halo properties are well calibrated,
the halo model predictions are under accurate theoretical
control.
Appendix B: Halo triaxiality
Dark matter halos are triaxial, and the orientation of
the axes, as well as having a random component, corre-
lates with large-scale tidal fields sij . At linear order in
the tidal field, this coupling can generally be of the form,
dictated by symmetry,
y(r,M, τ, c)
∣∣∣
sij
=
[
1 + f cs (r,M, τ) sij
rirj
r2
]
y(r,M, τ, c) ,
(B1)
where f cs (r,M, τ) is a general function. Of course, in
order to retain the predictivity of the halo model, we
would like to reduce this to a number in analogy to the
concentration expansion introduced above. One possible
choice would be to assume that the tidal field distorts
halos in a homologous way,
y(r,M, τ, c)
∣∣∣
sij
= y
(√
r2 + bcs(M, τ)sijr
irj ,M, τ, c
)
,
(B2)
which implies f cs = b
c
s(∂ ln y/∂ ln r)/2. However, the inte-
gral over this quantity does not vanish, and thus violates
the constraint Eq. (5). Let us thus instead choose, for
illustrative purposes,
y(r,M, τ, c)
∣∣∣
sij
= y(r,M, τ, c) (B3)
+ bcs(M, τ) sij
∂i∂j
∂2
yc(r,M, τ, c) ,
which satisfies Eq. (5). Note that for typical universal
halo profiles (such as NFW or Einasto) the functions yc
and ∂y/∂ ln r are very similar. Eq. (B3) is sufficient at
linear order, but can be extended to higher order in the
same way as Eq. (6), including all terms that have the
same trace-free symmetric structure. At quadratic order,
this will involve δ sij , s
k
i skj − δij(skl)2/3 and ts sij .
Now, when written in the form Eq. (B3), the terms
from bcs and higher order tidal coupling are all degener-
ate with terms in the concentration bias expansion. This
is because higher derivatives are always contracted with
the sij , i.e. ∂i∂js
ij , ∂is
ik∂jsjk and so on, which brings
them into the form ∂2δ, (∂iδ)
2 etc. However, what if we
allow the tidal coupling to have a different r-dependence
than the specific form (∂i∂j/∂
2)yc ? At low k, the Fourier
space version of ∂y/∂sij , when enforcing mass conserva-
tion, has to be given by
∂y
∂sij
(k,M)
k→0
= aR2Mkikj +O(k4) , (B4)
where a is a constant. Again, this will lead to the same
term at leading order as the concentration expansion.
Finally, we should also take into account random tri-
axiality of halos; this was the case studied by [34]. This
can be achieved simply by replacing sij in the relations
above with a stochastic trace-free tensor field tij . The
conclusions remain the same: these terms scale in a very
similar way as the stochastic terms in the concentration
expansion.
Thus, only by choosing a functional form for ∂y/∂sij
that is significantly different from the profile expansion
∂y/∂ ln c can the tidal coupling of halo triaxiality produce
a significant difference to the terms already included in
the concentration expansion. Moreover, this difference
will only appear at fairly high k. It thus seems likely that
halo triaxiality will be a subdominant component of the
halo model. The terms found by [34] in the halo model
matter bispectrum would thus be effectively captured,
in our formulation, by second and third moments of c
and cδ (as well as their cross-correlations with δ and ,
respectively). Note that we have not written these terms
in Sec. V.
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Appendix C: Halo model bispectrum
Using the second order bias expansion Eq. (46), and neglecting the concentration expansion, we obtain the following
result for the matter bispectrum in the halo model:
Bmmm(k1, k2, k3) =
∫
dρ(M1)
∫
dρ(M2)
∫
dρ(M3) y(k1,M1)y(k2,M2)y(k3,M3)
{
(C1)
b1(M1)b1(M2)b1(M3)BT(k1, k2, k3)
+ b2(M1)b1(M2)b1(M3)PL(k2)PL(k3) + 2 perm.
+ bs2(M1)b1(M2)b1(M3)
[(
kˆ2 · kˆ3
)2
− 1
3
]
PL(k2)PL(k3) + 2 perm.
+BM1M2M3(k1, k2, k3) +
[
PL(k2)P
δ
M1M3
(k3) + PL(k3)P
δ
M1M2
(k2)
]
+ 2 perm.
}
,
where the tree-level matter bispectrum is given by
BT(k1, k2, k3) = 2F2(k1,k2)PL(k1)PL(k2) + 2 perm. , (C2)
and the stochastic terms are defined in Eq. (48).
One possible form of B that satisfies Eq. (13) in the low-k limit, i.e.∫
dρ(M1)B

M1M2M3(k1, k2, k3)
k1→0= 0 , (C3)
can be constructed as follows:
BM1M2M3(k1, k2, k3) =
δD(lnM1 − lnM2)δD(lnM1 − lnM3)
[n¯(M1)]2
+ ΘM1M2M3(k)
[
− M1M2
ρ¯〈M〉ρ
δD(lnM2 − lnM3)
n¯(M2)
+
M1
ρ¯2〈M〉2ρ
(
M1 − 1
3
〈M2〉ρ
〈M〉ρ
)
M2M3
+ 2 cyclic perm.
]
. (C4)
Here, we have defined 〈M2〉ρ ≡
∫
dρ(M)M2, and generalized Eq. (34) to
ΘM1M2M3(k) = [1 + (k[RM1 +RM2 +RM3 ])
4]−1 . (C5)
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