where f : R C ! R n is continuous and f(t; 0) = 0 for all t 2 R. We suppose, that for each t 0 2 R and each 2 C there is a unique solution x( ; t 0 ; ) de ned on an interval (?1; t 0 + ); > 0, and satisfying (1.1) on (t 0 ; ). We assume, that the function x continuously depends on the initial data t 0 ; . Su cient conditions implying existence, uniqueness and continuous dependence can be found in 11] .
Denote by K the set of strictly increasing continuous functions W : In this paper we study the asymptotic stability of the zero solution of equation (1:1) using Lyapunov functionals. For the historical overview consider the following functional di erential equations with nite delay _ x = f(t; x t );
( In the following we generalize these theorems to the case of equations with in nite delay. The trouble with these theorems is the use of norm jjj jjj which has no meaning in the space BC; therefore we will use the measure k k g .
The other problem we investigate is how conditions in our theorems corresponding to (1:7) and (1:8) in Theorems E and F can be weakened. In practice we have a coe cient (t) in the right-hand side of the estimate of _ V . We prove theorems based on such estimate for uniform asymptotic stability of functional di erential equations with in nite delay. First of all we prove a proposition needed by the proof our rst theorem. This proposition states that if the k k g measure of a solution is large at one moment, then it is large in a small interval as well. 
which is a contradiction, and the proof is complete. Now we can prove our rst theorem. In the following we prove a theorem using the measure j (0)j and a function in the above estimate of _ V . The following proposition corresponds to Proposition 1 in Theorems 1, 2 and 3. "=4MK holds. Then from jx(t 2 )j + kx t 2 k g " we have kx t 2 k g " ? "=4SK. We can assume that 4SK 6 so kx t 2 k g 5"=6. Then we can easily prove the inequality "=2 
where is UPIM(S) for all S > 0. Then the zero solution of equation (1.1) is uniformly asymptotically stable.
Proof: The solution is uniformly stable. Let be the number for 1 in uniform stability, so if t 0 2 R and kx t 0 k < then jx(t)j 1 for all t t 0 . Moreover V (t 0 ; x t 0 ) W 2 (jx(t 0 )j+ kx t 0 k g ) W 2 (2) . For all ! > 0 we must nd a T > 0 such that if t 0 2 R, then kx t 0 k < implies jx(t)j < ! for all t t 0 +T. Let N be a natural number and T := SN, where S is given in Proposition where is in the de nition of uniform positivity in measure for "=4MK. De ne
so V (t 0 + T; x t 0 +T ) < 0, which is a contradiction. Then the proof is complete. Note that this theorem for 1 can be found in the papers of Burton ( 1]) and Burton and Zhang ( 4]).
At the end we state two propositions in order to generalize our theorems. First of all we generalize the measure k k g .
Definition: k k h g := It is obvious, that if two measures are equivalent, then they can be used interchangable in theorems using Lyapunov functionals for local stability. The following theorems prove equivalencies, which generalize our theorems. It is left to the reader to state the generalized version of Theorems 1 through 4 using Propositions 4 and 5. First we prove condition (a) of our theorems. It is obvious that jx(t)j V (t; x t ). Suppose, that there exist functions : R ! R + and W 1 ; W 3 
