In this paper, we 
Introduction
Computation of eigenvalues and eigenvectors is an essential kernel in many applications, and several promising parallel algorithms have been investigated [26, 3, 28, 22, 25, 61. The work presented in this paper is part of the PRISM (Parallel Research on Invariant Subspace Methods) Project, which involves researchers from Argonne National Laboratory, the Supercomputing Research Center, the University of California at Berkeley, and the University of Kentucky.
The goal of the PRISM project is the development of algorithms and software for solving large-scale eigenvalue problems based on the invariant subspace decomposition approach (ISDA) suggested by Auslander and Tsao [lJ.
The symmetric invariant subspace decomposition algorithm (SYISDA) for an n x n symmetric matrix A proceeds as follows. 
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Since the invariant subspaces of any matrix polynomial of a symmetric matrix A are also invariant subspaces of A , the columns of U and V span complementary invariant subspaces of A , and hence their application to A decouples the spectrum of A . The subproblems A1 and A2 can now be solved independently and the algorithm applied further recursively, with the number of subproblems doubling at every stage. If eigenvectors are desired as well, we also update the current eigenvector matrix. Orthogonality of the eigenvectors is guaranteed due to the exclusive use of orthogonal transformations.
We have considerable freedom in implementing SYISDA, particularly with respect to choosing the polynomials pi and the method for computing the invariant subspaces. The two key primitives of the algorithm are matrixmatrix multiplication, which accounts for the majority of the computation, and computation of the range and null space of a matrix having eigenvalues clustered around 0 and 1. The sequential complexity of SYISDA, when applied to dense matrices, is considerably greater than that of other algorithms. Nonetheless, the algorithm is promising from both a scalability and a numerical point of view [27, 61 . First, since most of the computation is in matrix multiplication, high efficiencies and near optimal speedups are achieved on large problems. Second, since the algorithm performs only orthogonal transformations, orthogonality in the computed eigenvectors is guaranteed.
In the next section, we briefly describe the parallel algorithm. In Section 3, we give recent performance results for our implementation of SYISDA on the Intel Touchstone Delta and the Intel Paragon. Section 4 concludes with some brief comments about the algorithm presented.
The parallel algorithm
The parallel implementation incorporates several algorithmic improvements developed since our initial investigations on serial machines. The first improvement is our method of computing the subspaces in the Invariant Subspace Computation step. To find the orthogonal transformation that decouples A , we have to find the range and null space of a matrix that has only two distinct eigenvalues, 0 and 1. As it turns out, the Invariant Subspace Computation step can be achieved essentially via a tridiagonalization of CI, , using a methodology we shall refer t o as rank-revealing tridiagonalization (RRTRID).
In order to reduce the given matrix to tridiagonal form, we employ a variant of the successive band reduction (SBR) framework suggested by Bischof and Sun in [9] , which eliminates subdiagonals of ck in a piecemeal fashion as illustrated in Figure 1 . In comparison, conventional Householder tridiagonalization approaches [19] or block variants thereof [16] eliminate all subdiagonals at one time. This traditional approach also underlies the parallel implementations described in [20] 
FIGURE 1. sequence of band reductions
The key observation in the context of SYISDA is that, under some very general conditions, a banded matrix having only two distinct eigenvalues and bandwidth n/2j must be block diagonal, with each block being of size at most n/2j-'. In particular, a tridiagonal matrix with such a spectrum is block diagonal with blocks of size at most 2 x 2. Hence, after the matrix has been reduced to tridiagonal form, one only needs to solve some (completely independent) 2 x 2 eigenvalue problems to obtain the desired invariant subspaces. We are able to skip large numbers of the orthogonal transformations, since the block diagonality of the matrices generated results in many transformations that would act on columns that are already negligible and hence need not be performed. This property has been demonstrated in extensive testing [6, 111, particularly of the sequential algorithm. Algorithmic details of RRTRID, as well as some of the subtle numerical issues are discussed in [8] .
It is important to realize that, unlike other approaches for computing so-called rank-revealing factorizations [4, 5, 12, 301, tridiagonalization does not involve any data-dependent pivoting strategies. In particular, in the parallel setting, the predictability of data flow greatly contributes to simplicity of implementation as well as to the ability to overlap communication and computation.
We have developed a sequential code for performing both SBR and RRTRID that incorporates some of the blocking schemes discussed in our previous papers, with promising results [6, 111. However, the parallel implementation of RRTRID currently only performs unblocked operations. Nonetheless, the skipping alluded t o previously still leads to good performance.
A second algorithmic change was necessitated by the use of the rank-revealing tridiagonalization scheme Reduction to tridiagonal form by a of Bischof and Sun. The rank-revealing tridiagonalization scheme requires that the rank-deficient matrix, Ck, have only two distinct eigenvalues. As in [27], we began by using first incomplete Betit function, !B1(rc) = 3x2 -2x3, exclusively in the Eigenvalue Smoothing step. However, because 2. 31 h a s a fixed point at 1/2, c k occasionally has eigenvalues a t 1/2. Fortunately, we have discovered an inexpensive means of detecting and addressing this situation. Suppose that c k has eigenvalues 0, 1/2, and 1 of multiplicities ml , m2 , and m3, respectively. It is easily shown that m2 = 4(trace(Ck) -trace(Cz)). Both trace(Ck) and trace(C2) = IlCk((; are inexpensive computations.
Here, ll.llF denotes the Froebenius norm. I f m2 > 0, we then apply either 3 s -2x2 or 2x2 -x to Ck. :Both these quadratic functions map 0 and 1 to themselves; the pertinent difference between them is that one maps 1/2 to 1 and the other maps 1 / 2 to 0. The quadratic used is chosen to make the divide as even as possible. In practice, after the application of this quadratic, the clusters of eigenvalues a t 0 and 1 require "tightening up." We accomplish this by a few further applications of the p i .
The final algorithmic feature found in our current parallel implementation is an acceleration technique that significantly reduces the number of iterations of 231 required in the early divides. Since most of the work in SYISDA occurs in the early divides, efforts to improve performance must be aimed at these divides. In fact, in the early divides, the number of applications of 9 3 1 required tends to be laxger than in later stages. One reason for this is that, when no a priori spectral information is available, Scaling is done using bounds obtained from Gershgorin disks [19] . Since these bounds are generally quit13 poor, B from the Scaling step tends to have eigenvalues closer to 1/2 than would be the case if better E'ounds on the spectrum were available, as is the case in later divides. Since the convergence rate of the incomplete Beta function iteration is very slow for values near 1/2, we sought strategies to improve the rate of convergence for matrices having eigenvalues near 1/2. In the latter stages of SYISDA, because good bounds can be ascertained from previous divides, divides tend to occur quickly without acceleration and use of the acceleration strategy often leads to increased numbers of iterations. Therefore, we do not apply this technique t o small problems. In any case, since the majority of the computation performed by SYISDA occurs in the early divides, the savings realized results in a significant performance improvement. We have observed improvements in run time of roughly 25%. The number of iterations required is now typically between 15 and 20 for the first divide, as opposed to between 25 and 30 for the original incomplete Beta function iteration.
The orchestration of multiple subproblems cur-number of processws stage encompasses the early divides, where large subproblems are solved sequentially and the scalability of the dense matrix multiplication and rank-revealing tridiagonalization lead to high efficiencies. As the subproblem size decreases, there is a point a t which communications overhead makes it impractical to solve that subproblem over the entire mesh. The amount of work required to find the eigensolution of the remaining subproblem is very small, but the cost of the update of the eigenvector matrix 2, whose leading dimension is still the size of the original matrix A , is still substantial. The second stage, or End Game, handles the small subproblems remaining, exploiting parallelism at two levels: first I by solving individual subproblems in parallel on single nodes and second. by performing distributed updates of the accumulated eigenvector matrix.
Through the use of two-dimensional torus wrap, no data redistribution is required between divides. As the subproblem size decreases, the proportion of the total time required for communication during individual matrix multiplications increases and the granularity of local computation decreases. However, this approach guarantees near-perfect load balancing in the costly early stages. A discussion of the rationale used to arrive at this scheme is presented in [25] . When the subproblems become small (dimension of a few hum dred), they are currently solved using DSYEV (QR algorithm) from LAPACK.
Since the computational cost for SYISDA is dominated by dense matrix-matrix multiplication, its performance depends heavily on the matrix multiplication code. We have developed a double precision distributed matrix multiplication code, BiMMeR, that incorporates features needed by SYISDA. As usual, a critical issue in achieving high efficiency is data locality, i.e., maximum reuse of data in floating point computations. To this end, we designed BiMMeR to exploit the availability of highly optimized assembly-coded implementations of matrix multiplication on single nodes and to ensure maximal granularity in local computations. The Broadcast-MultiplyRoll (BMR) algorithm [18] has been demonstraled to scale extremely well on loosely coupled square processor meshes and uses two readily portable communication kernels: one-dimensional broadcast and roll, Since many distributed-memory machines do not currently overlap communication and computation effectively, BiMMeR uses a variant of BMR that is highly synchronous [24, 231.
In Figures 3 and 4 , we give the total performance for BiMMeR on square partitions of the Intel Delta for matrices having size 100 x 100, 200 x 200, 300 x 300, and 450 x 450 on each processor and some preliminary results on the Intel Paragon for matrices having size 100 x 100, 200 x 200, and 450 x 450 on each processor. Our code has also achieved a parallel efficiency of 86%, with overall peak performance in excess of 8 Gflops on 256 nodes of the Delta for an 8800 x 8800 double precision matrix [24] . Note that BiMMeR has achieved a parallel efficiency of about 80%, with peak performance thus far of about 9.5 Gflops on 256 nodes of the Paragon for a 7200 x 7200 double precision matrix. We expect performance on the Paragon to improve as the machine matures.
Parallel performance of eigensolver
We are currently studying both the numerical performance and scaling properties of our algorithm. Since our code currently uses only the unblocked versions of SBR, we expect our performance to continue to im- have been tested so far. For a given matrix dimension, one of two matrices was generated and solved on different size partitions. We plan to expand our test suite substantially in the future. Preliminary results on the Paragon were obtained under Release 1.1.3 of the operating system and by running our code compiled with the "-g" option and default parameters. Due to a variety of complications, the Paragon data is incomplete. Nonetheless, our results are quite promising and we expect improvements in performance under future releases of the operating system. Figures 11 and 12 show the fraction of the SYISDA computation time spent in each of these primitives on both the Delta and Paragon for matrices of local dimensions 100 and 450. We see that KRTRID is a significant portion of the calculation for small matrices, whereas the percentage of time spent in matrix multiplication approaches 90% for large matrices. This is particularly desirable because of the extreme scalability of matrix multiplication. We also see that the End Game is very inexpensive. Tables 1 and 2 give the solution time in minutes for test matrices of various sizes on p x p partitions of the Delta and Paragon, where p = 4, 8,12,16. 
Conclusions
We have discussed algorithmic improvements to the SYISDA and given performance results on a variet8y of machines. We have seen that in addition t o providing good numerical performance, high efficiencies and good scaling are achieved, due to the prepcinderance of matrix multiplication in the algorithm.
In the future, we shall give performance results for SYISDA using a blocked implementation of SBR on a variety of different machines, as well as numerical results for a wide variety of test matrices. We also plan to compare the performance of our code t o that of other parallel codes, as available.
In addition to continuing our studies of SYISDA and the data layout issues associated with the kernels we are interested in, we are also investigating variants of SYISDA aimed at reducing the amount of time spent doing dense matrix multiplication. One potential method of achieving this is to use a Strassen-type algorithm [31, 131 to perform the dense matrix multiplications. Another particularly promising algorithm, banded SYISDA [ll], uses SBR t o reduce A to a narrow band and then periodically reduces matrices in the Eigenvalue Smoothing step to a narrow band. Multiplication of two matrices of bandwidths 6 only requires O(b2n) work versus O(n3) for two dense matrices. Furthermore, the special properties of the iterates in the Eigenvalue Smoothing step result in surprisingly slow band growth in the iterated matrices. In our sequential implementation, using specialized routines for multiplying symmetric band matrices [32] , the run times for banded SYISDA are competitive with the symmetric Q R algorithm for large problems. In fact, the time spent in SBR becomes the dominant time. Banded SYISDA uses essentially the same harness as SYISDA and the two computational kernels of SBR and banded matrix multiplication. We intend to modify our current code to obtain an implementation of banded SYISDA and compare the two algorithms. 
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