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cepted since the 1990s. Maybe one of the reasons 
for its success is that it can be seen from many 
different viewpoints. 
The control problem considered here is to design 
a controller in the feedback loop of a plant such 
that the closed loop transfer function has an H” 
norm which is bounded by a positive constant. 
The approach of chain scattering matrices (CSM) 
is possible by recasting this problem in a scatter- 
ing formalism where an appropriate load (the con- 
troller) has to be found. In the classical approach 
of scattering systems, the scatterer is represented 
by a scattering matrix, which has the disadvan- 
tage that a cascade of scatterers is described by 
a complicated star product of the scattering ma- 
trices. By a rearrangement of inputs and out- 
puts, the scatterer can be equivalently described 
by a CSM and then the cascade is simply ob- 
tained by performing the usual matrix product 
of the CSM. By the transformation of scattering 
matrices to CSM however, one has to deal with a 
symplectic geometry. For example losslessness of 
the scatterer is expressed by the unitarity of the 
scattering matrix, while it is translated to (J, .7’)- 
unitarity of the CSM where .J and J’ are some 
indefinite signature matrices. This extra com- 
plication is however amply compensated by the 
simplicity of dealing with CSM. For example the 
computationally efficient algorithm (which is ba- 
sically the Nevanlinna-Pick algorithm) to factor a 
CSM in elementary factors allows for an easy real- 
ization of the scatterer as a cascade of elementary 
sections. 
A large part of this book is devoted to a gentle 
(since the exposition is self contained and requires 
only some knowledge of simple linear algebra) in- 
troduction to the algebra and analysis of CSM. 
The control problem is translated as: can a ma- 
trix function G (representing the closed loop sys- 
tem) be factored as a product of a (.7, J’)-lossless 
matrix 0 (representing the plant) and a unimodu- 
lar matrix II (representing the controller). Stabi- 
lization is obtained by .7-lossless conjugation etc. 
In fact all such properties are discussed without 
the control interpretation, which is only given in 
the last third of the book. 
The text is written at a graduate course level and 
includes many exercises. It is the only available 
textbook which brings together this material at 
a level of control engineers and engineering stu- 
dents. It is accessible and acceptable for practi- 
tioners as well as for academic control researchers. 
It is a pity though that there is no keyword index 
provided at the end of the book. 
A. Bultheel 
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This volume contains the proceedings of the con- 
ference on “Monte Carlo and Quasi-Monte Carlo 
Methods in Scientific Computing” which was held 
at the University of Nevada in June 1994. 
Many complex computational tasks have to be 
treated in an approximate manner through an ap 
propriate stochastic model. Monte Carlo meth- 
ods provide a tool for analysing such models and 
setting up numerical schemes for actual compu- 
tations. Instead of the random samples used in 
Monte Carlo methods, quasi-Monte Carlo meth- 
ods use deterministic samples. In quasi-Monte 
Carlo methods the samples, so-called quasiran- 
dom points, are chosen to be better than random 
in a particular way. 
Quasi-Monte Carlo methods are known to be very 
powerful in the areas of numerical integration and 
global optimisation. The scope of these meth- 
ods was widened recently. There always is a 
resistance to changes, but they slowly enter in 
all areas ruled until recently by classical Monte 
Carlo methods. The fact that computers become 
faster and faster every day introduces new prob- 
lems: the large-scale computations that are feasi- 
ble nowadays require larger and better ensembles 
of random samples and quasirandom points. 
The conference brought together proponents of 
both types of methods. These proceedings con- 
tain all 6 invited papers and 18 contributed pa- 
pers. All papers were refereed. The range of top- 
ics included already becomes clear by looking at 
the titles of the invited papers: 
?? Modified Monte Carlo methods using quasi- 
random sequences 
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?? Simulated annealing: 
rections 
folklore, facts, and di- 
Two approaches to 
problem 
the initial transient 
a Tables of (Z’, M, S)-net and (T, S)-sequence 
parameters 
New developments in uniform pseudoran- 
dom number and vector generation 
0 Quasi-Monte Carlo methods for particle 
transport problems 
The variety of topics covered by the contribu- 
tions makes this an interesting book. It is 
recommended for everyone working with Monte 
Carlo and quasi-Monte Carlo methods. A cross- 
fertilisation between the methods and between 
application areas can only be beneficial for all. 
R. Cools 
Foundations of Computational Mathemat- 
ics 
F. Cucker and M. Shub (eds.) 
Springer-Verlag, Berlin, 1997, XV+441 pp., ISBN 
3-540-61647-O, Softcover DM 128 
This book is based on the proceedings of the 
Foundations of Computational Mathematics con- 
ference held at IMPA in Rio de Janeiro in January 
1997. 
The contents of this book reflect the topics of 
the nine workshops of this first FoCM meeting: 
systems of algebraic equations and computational 
algebraic geometry, homotopy methods and real 
machines, information-based complexity, numeri- 
cal linear algebra, approximation and PDE’s, op 
timization, differential equations and dynamical 
systems, relations to computer science, and vi- 
sion and related computational tools. 
Thirty-six articles have been selected to give an 
idea of the objects of study of the present and 
future meetings of the FoCM. The FoCM organi- 
zation intends to maintain an up-to-date synthe- 
sis of the foundational mathematics underlying 
algorithms in computer science and of the com- 
putational process itself. 
The included papers study respectivily connec- 
tivity properties of semi-algebraic sets, arc-wise 
essentially smooth Lipschitz functions, detection 
of the singular points of digital images, recog- 
nition models for cortical processing, continuity 
C-algebras, sparse polynomial system analysis in 
terms of a new invariant, computation of the Q- 
factor in QR factorizationa of smooth full rank 
matrices, computing finite semigroups, an exten- 
sion of the Grzegorczyk hierarchy to the BSS 
theory of computability, affine invariant symme- 
try sets of planar curves, qualitative properties 
of modified equations, a class of discretization 
methods on manifolds, Newton iteration towards 
a cluster of polynomial zeros, a version for sparse 
graphs of the regularity lemma of SzemerCdi, 3- 
gems and 3-manifolds, a sequential linearly con- 
strained programming method for solving nonlin- 
ear programming problems, the height of an addi- 
tive machine, algorithms that require small space 
resources for problems of elimination theory, lan- 
guage recognition in real time, algebraic residue 
theory and structured matrices to solve special 
polynomial systems, numerical integration tech- 
niques for differential equations on homogeneous 
manifolds, iterative subspace methods for eigen- 
value problems, minimizing the Mumford-Shah 
functional, irreducibility of polynomials over fi- 
nite fields, atmospheric imaging enhancement, 
univariate reduction of large polynomial systems 
from a toric geometric point of view, a finite- 
dimensional feedback controller for a nonlinear 
scalar reaction-diffusion equation, jacobian the- 
ory, rigid body dynamics, neural networks con- 
structed by partitioning and linear decision lists, 
the effect of ill-posedness measures on the com- 
plexity of an interior point method, the method 
of iterated commutators to integrate ODE’s that 
evolve on matrix Lie groups. 
The book was published very shortly after the 
proceedings were held indeed. 
The papers are arranged in alphabetical order 
(according to the name(s) of the author(s)). This 
results in a somewhat too arbitrary diversity in 
subject. A topical classification would have been 
a better choice for the comfort of the reader. 
It is a pity that the book lacks introductory 
overview articles for each of the nine topics. The 
reader does not obtain global information on gen- 
eral recent developments, on the state-of-the-art. 
The book does not exactly contain what the title 
