Abstract. In this paper we study a new technique we call post-bagging, which consists in resampling parts of a classification model rather then the data. We do this with a particular kind of model: large sets of classification association rules, and in combination with ordinary best rule and weighted voting approaches. We empirically evaluate the effects of the technique in terms of classification accuracy. We also discuss the predictive power of different metrics used for association rule mining, such as confidence, lift, conviction and χ 2 . We conclude that, for the described experimental conditions, post-bagging improves classification results and that the best metric is conviction.
Introduction
One can use an association rule discovery strategy to obtain a large set of rules from a given dataset, and subsequently combine a subset of the rules to obtain a classification model. This two-step training process is typically heavier than building directly a model, such as a decision tree. The motivation for going the long way lies on the possibility for delaying heuristic decisions in model building, while maintaining the scalability of the process. On the other hand, association rules can be seen as Bayesian statements about the data, and can be combined using Bayesian principles in a justified way.
As an example of the power of association based classifiers we can resort to a variant of the well known XOR two class problem, with three independent attributes (x, y and z) and one dependent attribute class, all taking values 0 or 1. The value of class is 1 if and only if x and y have different values. Attribute z introduces noise. A heuristic method, such as decision tree induction, will tend to choose z as the root variable, and then possibly fail to discover the correct answer in all the branches. A technique based on association rules can discover the 4 rules that are needed to correctly classify a new example, independently of the values of z.
Since at least 1997, some proposals have appeared that employed association rules to obtain classification models [2] [15] [17] [18] [20] . Such classifiers have been empirically shown as competitive in terms of predictive power (although, in the case of the works cited above, no indication of the statistical significance of the results has been provided). In this paper we explore a variant of bagging [6] to obtain a classification model from a set of association rules. In classical bagging, a number of bootstrap samples are obtained from the given training examples. For each sample, a classification model is learnt, and new cases are classified by combining the decisions of the resulting models for the new case. Bagging is therefore an ensemble method that requires a single training data set and a single model generator algorithm.
We propose and empirically evaluate a post-bagging method. From the training data, we obtain one set of association rules, and from that single set of rules we build a number of (partial) classification models using a bootstrap sampling approach on the set of rules.
We compare this approach with the single best rule and voting approaches using different rule characterization metrics, and also with two decision tree methods (c4.5 and rpart) on 12 datasets. The empirical results provide some evidence on the average predictive power of post-bagging.
Classification from Association
An association rule discovery algorithm such as APRIORI [1] , takes a set of transactions D = {T | T is a set of items i}, a minimal support threshold σ and a minimal confidence threshold φ, and outputs all the rules of the form A → B, where A and B are sets of items in D and sup(A ∪ B) ≥ σ and sup(A ∪ B)/sup(A) ≥ φ. sup(X) is the support or the relative frequency of an item set X observed in D.
Association rule discovery can be directly applied to tabular datasets, such as the typical UCI dataset, with one column for each attribute by regarding each example as a set of items of the form < attribute = value >. Likewise, continuous attributes can be dealt with if discretized in advance.
Despite the fact that an association rule algorithm finds ALL rules that satisfy σ and φ, the discovery process can be relatively fast and discovery time grows linearly with the number of examples (clearly shown in [1] for the algorithm AprioriHybrid). This provides a scalable heuristic-free process that makes possible to avoid greedy methods such as decision trees.
The discovery of association rules can then be seen as a step preceding model building, or a computationally feasible way of having a quasi-complete search on the space of rules. A classification rule model built from such an unrestrained set of rules can potentially be more accurate than another using a greedy search approach [17, 18, 20] .
Which is the best way of obtaining a classification model from a set of association rules is, however, not entirely clear. One can look at the set of association rules as a large decision list ordered by confidence and support [18] , or by some other metric. Rules can also be combined to classify new examples through some kind of voting [17] or by using Bayesian principles [20] .
In the following, we state the problem of finding a good Classification model from Association Rules.
The Problem
The problem we approach in this paper consists in obtaining a classifier, or a discriminant model M , from a set of association rules R. The rules are generated from a particular data set D of cases T , where each case T is a set of pairs < attribute = value >, where value can be categorical or numerical. One of the attributes is the class attribute, ranging over a finite, and typically small, set G of classes. All the rules have exactly one item on the consequent involving the class attribute.
We want the model M to be successful in the prediction of the classes of unseen cases taken from the same distribution as D. A Bayesian view of the success of a classifier defines that the optimal classifier M Bayes maximizes the probability of predicting the correct class value g ∈ G for a given case x [11] .
The success of a model M in estimating M Bayes will depend on how the model is obtained from R and on how it is used to classify new cases from R. Given a case with description x, the confidence φ of an association rule x → class = g, with x covering x, estimates the conditional probability Pr(g | x ) , and in the lack of more information it is a good estimator of Pr(g | x). The coverage relation is defined as: x covers x iff x ⊆ x when x and x are sets of items.
Previous work on classification from association rules has confirmed the predictive power of confidence. In this paper we provide empirical indication that another metric, conviction, obtains better results.
When we have a set R of association rules, we can expect to obtain more predictive power by combining different rules that apply to the same case. How to select the rules from R and how to use them is not trivial. In other words, given a rule set R, how do we obtain and use a classification model M ?
Obtaining classifiers from Association Rules
We can regard classification from association rules as a particular case of the general problem of model combination. Either because we see each rule as a separate model or because we consider subsets of the rules for combination. We first build a set of rules R. Then we select a subset M of rules that will be used in classification, and finally we choose a prediction strategy π that obtains a decision for a given unknown case x. To optimize predictive performance we can fine tune one or more of these three steps.
Strategy for the generation of rules: The simplest choice is to run APRI-ORI [1] once over the data D. The choice of minimal support and confidence is not trivial. Constraints on other rule characteristics can be used. A more sophisticated approach is to employ a sort of coverage strategy [18] : Build all the association rules, choose the best, remove the covered cases and repeat until all cases are covered. In [17] this standard coverage strategy is generalized to allow more redundancy between rules. A case is only removed from the training data when it is covered by a pre-defined number of rules.
In our work, we build the set of rules separately using the Carenclass system [4] . Carenclass is specialized in generating association rules for classification and employs a bitwise depth-first frequent patterns mining algorithm. It resembles the ECLAT algorithm proposed in [25] , which is also a depth first algorithm that makes use of a vertical representation of the database.
Choice of the rule subset:We can use the whole set of rules for prediction, and count on the predictive strategy to dynamically select the most relevant ones. Selection of rules is based on some measure of their quality, or combination of measures. The structure of rules can also be used, for example for discarding rules that are generalizations of others. The general effort of discarding rules that are potentially irrelevant or harmful for prediction is called pruning [17] [18] .
Strategy for prediction: Most of the previous work on using association rules for classification has been done on this topic. The simplest approach is to go for the rule with the highest quality, where quality is typically measured as the confidence of the rule, sometimes combined with support [18] . Other approaches combine the rules by some kind of committee method, such as simple voting [14] , or weighted voting [17] . In this paper we explore another possibility inspired in bagging [6] .
Rule generation
Typically, the generation of association rules is done after the identification of frequent itemsets. For efficiency purposes, it is desirable to push the rules generation task into the frequent pattern mining phase. Frequent itemset identification is typically done as follows: first, all frequent items are identified, and then candidate itemsets are generated following an imposed order. In the case of [1] this is a lexicographic order. Other, like [25] , use a support oriented order. When we interleave frequent itemset counting and rule generation, as soon as a frequent itemset is counted and checked as valid (for instance, that it contains the required consequent item), rule generation for that itemset can be triggered. However, depth-first approaches to itemset mining face a problem. It may happen that subsets of the itemset in question are not yet determined due to unfavourable ordering. Thus, we might have a rule ready to be derived (because it already contains a consequent item) but that does not have its antecedent support already counted.
Carenclass has a simple and elegant approach to this problem. Since it knows in advance which items it will generate rules for (they will occur in the consequent) it imposes an itemset ordering that keeps the itemsets involving consequent items at the end. This ensures two things: first, consequent items appear at last in an itemset; secondly, when about to generate a rule, the subset of the itemset (without the consequent item) is already counted.
Rule selection
Rule selection, or pruning, can be done right after rule generation. However, most of the rule selection techniques can be used earlier when the rules are being generated.
Pruning techniques rely on the elimination of rules that do not improve more general versions. For example, rule {a, b, c} → g, may be pruned away if rule {a, c} → g has similar or better predictive accuracy. CBA [18] uses pessimistic error pruning. Another possibility is to simply use some measure of improvement [5] on a chosen rule quality metric. Using the same example as above, if we set a minimal confidence improvement of 0.1, we may discard {a, b, c} → g if its confidence is less than conf idence({a, c} → g) + 0.1. In general, improvement(A → B) can be defined as min({metric(A → B) − metric(A s → B) | A s ⊆ A}, where metric is a rule characterization metric such as confidence.
At modeling time we can still reduce the set of rules by choosing only the N -best ones overall, or the N -best ones for each class [14] , where N is a user provided parameter. This technique may reduce the number of rules in the model dramatically, but the choice of the best value for N is not clear. The rule selection method RC [15] builds a decision list by traversing the generalization lattice of the rules and by looking at the training error of the rules. It starts with the most general rules, which will be at the bottom of the decision list. After that, it moves to the next level of the generalization lattice and chooses the rules that better handle the exceptions of the more general rules, while discarding the other rules at the same generalization level. This is done iteratively until the bottom of the lattice is reached.
Combining the decisions of rules
In this section we will analyze how association rules have been, and can be used for classification purposes, by studying the quality of the decisions produced. In the discussion we assume we have a static set R of classification association rules, and a predefined set of classes G and that we want to classify cases with description x, where the description of a case is a set of statements involving independent attributes. The set of rules that apply to the case, or that fire upon the case with description x will be F (x) defined as {(
Given a new case x to classify, we can use some prediction strategy to combine the rules in R.
Best rule
This strategy tries to solve the problem with one single rule bestrule x obtained with:
The metric used is a function that assigns to each rule a value of its predictive power. In this paper we study interest metrics typically used in association rule discovery: conf idence, conviction, lif t and χ 2 . Confidence is the natural choice when it comes to prediction. It estimates the posterior probability of B given A, and is defined as conf idence(A → B) = sup(A ∪ B)/sup(A).
Lift is sometimes also called interest [8] and is a ratio between the observed support of A ∪ B and its expected support under the assumption that A and B are independent, lif t(A → B) = sup(A ∪ B)/(sup(A).sup(B)). Under this assumption, the expected support is given by sup(A).sup(B). Lift measures the deviation from independence of A and B. If lift is close to 1, A and B are independent, and the rule is not interesting.
Conviction is another interest metric [8] that also measures the independence of A and B, but goes a little bit further. Contrarily to lift, conviction is sensitive to rule direction (lif t(A → B) = lif t(B → A)). Conviction is somewhat inspired in the logical definition of implication and attempts to measure the degree of implication of a rule. Conviction is infinite for logical implications (confidence 1), and is 1 if A and B are independent.
Another way of measuring the independence of antecedent and consequent of a rule is by testing that hypothesis with a χ 2 test [19] . If the value of the statistic (equation 4) is close to zero the hypothesis of independence is accepted. How close it must be to zero depends on the level of the significance of the test.
where | D | is the database size. The prediction given by the best rule is the best guess we can have with one single rule. When the best rule is not unique we can break ties maximizing support [18] . A kind of best rule strategy, combined with a coverage rule generation method, provided encouraging empirical results when compared with state of the art classifiers on some datasets from UCI [21] .
However, the decision of a single rule is optimal only if we have a rule x → class = g that uses all the information in the description of the case. In general such a 'complete' rule has a very low support, most likely zero, and will not be available, or is not reliable. Therefore, we can expect to improve the quality of the prediction by using rules that use different sets of attributes in the antecedent. In [20] different rules have been combined to better approximate a Bayesian estimate of the probability of each class.
Voting
These strategies combine the rules F (x) that fire upon a case x. A simple voting strategy takes all the rules in F (x), groups the rules by antecedent, and for each antecedent x obtains the class corresponding to the rule with highest confidence. We will denote the class voted by an antecedent x with a binary function vote(x , g) which takes the value 1 when x votes for g, and 0 for the other classes.
vote(x , g)
Weighted voting
This strategy is similar to voting, but each vote is multiplied by a factor that quantifies the quality of the vote [16] . In the case of association rules, this can be done using one of the above defined metric.
Carenclass implements these and other prediction strategies efficiently by keeping in an appropriate data structure [3] .
In the next section we describe a technique for rule combination inspired in bagging.
Bagging Association Rules for classification
Bagging is the generation of several models from bootstrap samples of the same original dataset D [6] . The prediction given by the set of resulting models for one example e is done by averaging the predictions of the different models. Bagging has the effect of improving the results of an unstable classifier by reducing its variance [11] . Domingos [9] suggests that, in the case of decision trees, bagging works because it increases the probability of choosing more complex models.
In the case of classification from association, we obtain a large set of rules R that contain many alternative possible models. So what we propose is the technique we call post-bagging. It consists in sampling repeatedly the set of rules a posteriori to obtain an ensemble of models similarly to bagging. The models in a particular ensemble will be similar, but their differences will tend to reflect the variability of rule sets obtained from the same source of data.
New cases are classified by obtaining the prediction of each of the models in the ensemble (and this can be done with any strategy), and using simple voting to combine those predictions. Experimental evaluation indicates that this technique can obtain good results when compared to a bestrule or a voting approach, or even to decision tree learners, such as c4.5 [23] and rpart [13] .
We will now describe the BAGGAR (Bootstrap Aggregation of Association Rules) algorithm (Algorithm 1) in detail. After obtaining a set of association rules R from a dataset D, we build a number of baggs from R. Each bagg is a sample with a pre-defined size of the rule set. Sampling is performed with replacement. The number of baggs (n.baggs) is 30 by default, and the size T of each bag is, in general, 10%. These defaults have been set in preliminary experiments and should not be regarded as necessarily ideal.
Baggar Algorithm, training Given: a set E with labelled examples; n.bags: the number of baggs (default 30); T : size of each bag (default min(| R |, max(50, 0.1× | R |))) Do:
1. Build a set R of Association Rules 2. For i in 1 to n.bags 3.
Si ← sample with replacement from R of size T
Output: the set of baggs {Si}
The classification of a single example e using a set of baggs {S i } is done by applying a chosen prediction strategy π to each of the baggs. The most voted class is then output as the overall prediction.
Empirical evaluation
To test the value of post-bagging, we have compared different variants of carenclass, corresponding to different prediction strategies, on 12 UCI datasets [21] . To serve as a state of the art reference, we used the decision tree inducer c4.5 [23] . Due to its availability and ease of use we have also compared the results with rpart from the statistical package R [13] . Rpart is a CART-like decision tree inducer [7] .
We used eight carenclass variants, by combining two strategies: "Best rule" and "Weighted Voting" with four metrics (confidence, conviction, lift and χ 2 ). Minimal support was set to 0.02 and minimal improvement to 0.01. For each combination we ran carenclass with and without post-bagging. Numerical attributes have been previously discretized using Weka's [24] implementation of Fayyad and Irani's supervised discretization method [10] .
An estimation of the error of each algorithm (and carenclass variant) was obtained on each dataset with a 10 × 10-fold cross-validation (Table 2) . From the estimated errors we ranked the algorithms separately for each dataset, and used mean ranks as an indication of global rank. Besides that, we have studied the statistical significance of the results obtained. 
Post-bagging ranks high
The first empirical observation is that 3 post-bagging variants rank high among the four top places (Table 3 ). Compared to c4.5 and rpart, 5 carenclass variants rank higher than those. Although this is a good indication of the predictive power of post-bagging, we still have to discriminate its effect from the effect of the metric, and test its statistical significance.
To perceive the specific effect of post-bagging, we can observe that 5 (Voting.conv, Bestrule.conv, Bestrule.conf, Bestrule.chi and Bestrule.lift) against 3 (Voting.conf, Voting.lift, Voting.chi) of the carenclass variants benefit from postbagging. The improvement is more visible on the simple Bestrule approach, rather than Voting. This may be explained by the fact that Voting is already a multi rule method.
We should note that the segment data set appears as a particularly difficult task for our association rule approaches. This is the data set, out of these 12, where the tree approaches perform visibly better. Moreover, it is also the only data set where post-bagging does not improve the results of best rule with confidence as a metric. In fact, post-bagging obtains very bad results. The segment data set has seven equally balanced classes. However, the number of rules per class tend to be unbalanced, which may be the reason for the higher error of the best rule approach: classes with more rules tend to get more votes. Similarly, the rule distribution per class is unbalanced in the produced baggs. 
Conviction ranks high
Four of the five top places are taken by carenclass variants that use conviction as a rule value metric. Moreover, conviction always has higher mean ranks than all the other metrics with respect to all the variants, and always higher than c4.5 and rpart. This predictive power of conviction is somewhat surprising and deserves to be better explained in the future. One possibility for the apparently good predictive performance of this metric may be due to the fact that it tends to favour less frequent classes. In particular, given two rules with the same confidence, conviction prefers the one whose consequent has lower support (Equation 3). The results with segment corroborate this intuition. This is a problem with 7 equally frequent classes. As a result, confidence and conviction practically have the same results. This is also observed on datasets with an almost balanced number of classes (australian, heart, vehicle). The second best metric is clearly confidence. χ 2 and lift seem more or less equivalent in terms of results with a slight advantage to χ 2 . Note that these two metrics are symmetric w.r.t. antecedent and consequent of the rule, contrarily to confidence and conviction.
Statistical significance of results
Although the average ranks provide a good overall picture of the results, these should be verified in terms of statistical significance. Our claims are based on statements of the form "algorithm x is better than algorithm y", and "the tested algorithms perform equally". To assess the statistical significance to such statements we will use paired t-tests and the Friedman rank sum test [22] . The t-tests are used as follows. For each partition of a dataset, we average the 10 error values obtained with a given algorithm from 10-fold cross validation. Since we have 10 different partitions we obtain 10 average errors. To compare two algorithms we perform an hypothesis test where the two samples are the average errors of each algorithm on the same dataset. The null hypothesis is that the algorithms perform equally. The alternative hypothesis is accepted if the p value for the t statistic is lower than 0.001. Friedman tests the hypothesis that all the methods have equal performance. If we compare directly post bagging and single model variants using t-test, we observe that statistically significant wins are not outstanding (Table 4) . We mostly observe a near-draw with a slight advantage in favour of the post-bagging variants. However, if we separately compare post-bagging and the respective single model variant with c4.5, we observe a higher number of statistically significant wins of the post-bagging approach. With respect to rpart, post-bagging tends to improve the results of the single model variants. Compared with post-bagging, we observe an advantage of rpart, despite the fact that the direct comparison between rpart and c4.5 is favourable to the latter (4 wins against 2).
By using Friedman's test on all the data on Table 2 , we reject the hypothesis that all the approaches have equal performance with very high confidence (pvalue is lower than 10 −7 ). However, if we take out the carenclass variants that use lift and χ 2 , p-value goes up to 0.13. Despite the good indications given by the ranking and the t-tests, and despite the fact that similar rankings are observed when the parameters of post-bagging are changed (number of baggs=30, 50, 70, 200; size of baggs=50%, minsup=0.01), we cannot firmly claim that there is a highly significative advantage in using post-bagging.
Conclusions
We have presented the technique of post-bagging, which produces an ensemble of rule classification from a single set of association rules. Post bagging has the advantage that a single model is built from the dataset and bootstrap models are built from this one. Empirical experiments indicate that post-bagging outranks on average standard decision tree techniques and tends to improve the results of bestrule, for the metrics considered. The effect of post-bagging on voting is only marginally positive, using confidence and conviction. We hypothesize that this is probably due to the fact that voting is already a multi rule decision method, and post-bagging has little room for improvement.
In terms of metrics, conviction tends to give better results than confidence, which is the second best metric. This is probably because class frequency is taken into account by conviction but not by confidence. The other two metrics (lift and χ 2 ) have been included for the sake of completeness but are far from being competitive.
We also observe that a simple Bestrule approach (generate rules-use best rule) gives competitive results: slightly better than c4.5 with conviction, slightly worse with confidence.
In conclusion, we can say that it is worthwhile to proceed with the research on post-bagging, and to better study the reasons for failure and success according to data set and rule set characteristics (number of classes, class distribution, number of rules, number of rules per class). This could lead us to improved classification accuracy and a better insight of the classification problem itself.
