Polynomial functors and combinatorial Dyson-Schwinger equations by Kock, Joachim
ar
X
iv
:1
51
2.
03
02
7v
4 
 [m
ath
-p
h]
  1
 Fe
b 2
01
7
polyDSE-v4.tex 2017-02-01 21:21 [1/49]
Polynomial functors and combinatorial
Dyson–Schwinger equations
JOACHIM KOCK1
Abstract
We present a general abstract framework for combinatorial Dyson–Schwinger equa-
tions, inwhich combinatorial identities are lifted to explicit bijections of sets, andmore gen-
erally equivalences of groupoids. Key features of combinatorial Dyson–Schwinger equa-
tions are revealed to follow from general categorical constructions and universal prop-
erties. Rather than beginning with an equation inside a given Hopf algebra and refer-
ring to given Hochschild 1-cocycles, our starting point is an abstract fixpoint equation in
groupoids, shown canonically to generate all the algebraic structure. Precisely, for any
finitary polynomial endofunctor P defined over groupoids, the system of combinatorial
Dyson–Schwinger equations X = 1+ P(X) has a universal solution, namely the groupoid
of P-trees. The isoclasses of P-trees generate naturally a Connes–Kreimer-like bialgebra,
in which the abstract Dyson–Schwinger equation can be internalised in terms of canon-
ical B+-operators. The solution to this equation is a series (the Green function) which
always enjoys a Faa` di Bruno formula, and hence generates a sub-bialgebra isomorphic
to the Faa` di Bruno bialgebra. Varying P yields different bialgebras, and cartesian natural
transformations between various P yield bialgebra homomorphisms and sub-bialgebras,
corresponding for example to truncation of Dyson–Schwinger equations. Finally, all con-
structions can be pushed inside the classical Connes–Kreimer Hopf algebra of trees by the
operation of taking core of P-trees. A byproduct of the theory is an interpretation of com-
binatorial Green functions as inductive data types in the sense of Martin-Lo¨f Type Theory
(expounded elsewhere).
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0 Introduction
The Dyson–Schwinger equations are infinite hierarchies of integral equations relating
different Green functions of a given quantum field theory. They are often referred to
as quantum equations of motion, as they can be expressed, in the spirit of Schwinger’s
1951 paper [50], in terms of functional integrals and a least action principle — a quan-
tum version of the Euler–Lagrange equations. A standard reference for Schwinger’s
approach is Itzykson–Zuber [23].
Amore intuitive approach is in terms of skeleton expansions, in the spirit of Dyson’s
1949 paper [8], highlighting the recursive nature of Feynman diagrams. In this ap-
proach, for which we refer to Bjorken–Drell [3], the equations for the 1PI Green func-
tions are often rendered graphically, such as
= + + 12! + · · ·
with one term for each primitive graph (skeleton). Each term is regarded as a short-
hand for an infinite sum of Feynman integrals with a common kernel.
For a long period of time, the combinatorial aspect of QFT was characteristic for
perturbative QFT, and is intimately related with Renormalisation Theory. From Feyn-
man via Bogoliubov, Parasiuk, Hepp, and Zimmermann, a culmination was achieved
in the work of Kreimer [35] and his collaborators around the turn of the millennium,
when this combinatorics was distilled into clear-cut algebraic structures with numer-
ous connections to many fields of Mathematics [6], [7], [9]. Specifically, Kreimer [35]
discovered that the combinatorics of perturbative renormalisation is encoded in a Hopf
algebra of trees, now called the Connes–Kreimer Hopf algebra.
However, it soon became clear (see for example [39], [2], [38], [42], [53]) that this
combinatorial and algebraic insight is also valuable in the non-perturbative regime,
when combined with the renormalisation group. Abstracting away the Feynman rules
from the Dyson–Schwinger equations, Kreimer [39] and Bergbauer–Kreimer [2] initi-
ated the study of the combinatorial Dyson–Schwinger equations, which are themain object
of the present contribution. To formulate the combinatorial Dyson–Schwinger equa-
tions, Bergbauer–Kreimer required an ambient combinatorial Hopf algebra (typically
the Connes–Kreimer Hopf algebra), equipped with certain Hochschild 1-cocycles, as
reviewed below. While these Hopf algebras of graphs or trees belong to the perturba-
tive regime, they were shown to contain smaller Hopf algebras spanned by the solu-
tions to the combinatorial Dyson–Schwinger equations (cf. Theorem 1.3 below), which
can be given also a non-perturbative meaning (see [40]).
The present contribution takes a further abstraction step, showing that also the al-
gebra can be dispensed with, so that only pure combinatorics is left, accentuating the
patent recursive aspect of the equations, which is here related to fundamental con-
structions in Category Theory. One may say that this is the natural setting for the
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combinatorial Dyson–Schwinger equations, in the sense that their essential intuitive
content is modelled directly, without reference to Hopf algebras or Hochschild cocy-
cles. It is shown that in fact the rich algebraic structures can be derived from the abstract
equation.
In this work, instead of considering combinatorial Dyson–Schwinger equations in-
side preexisting combinatorial Hopf algebras, we start with an abstract polynomial
fixpoint equation formulated in the category of groupoids. Each such equation, speci-
fied in terms of a finitary polynomial endofunctor P, has a universal solution, namely
the groupoid of P-trees (the homotopy initial (1+ P)-algebra). This solution canoni-
cally defines a combinatorial bialgebra BP, by a slight variation of the Connes–Kreimer
construction [29], which becomes a canonical, almost tautological, home for the fur-
ther algebraic structures: again by general principles this bialgebra contains a series,
the Green function of all the generators of the bialgebra, weighted by their symme-
try factors, which is the solution to a version of the Dyson–Schwinger equation inter-
nalised to BP, formulated in terms of canonical B+-operators easily extracted from the
groupoid equivalence expressing the solution. Furthermore, by a general result of [15],
the homogeneous pieces of this series always generates a sub-bialgebra isomorphic to
the Faa` di Bruno bialgebra.
Different choices of P yield different bialgebras, and they are all interconnected by
bialgebra homomorphisms induced by cartesian natural transformations between the
polynomial endofunctors, and each containing a canonical copy of the Faa` di Bruno
bialgebra. A special case of this is the case of cartesian subfunctors, which corre-
spond to truncation of Dyson–Schwinger equations, a topic of high current interest,
especially in Quantum Chromodynamics [49]. Finally, every such bialgebra of P-trees
comes with a canonical bialgebra homomorphism to the Connes–Kreimer Hopf alge-
bra, which therefore also receives a plethora of different Faa` di Bruno sub-bialgebras.
It is important to note that the trees arising naturally from the abstract equations are
operadic trees (i.e. trees with open-ended leaves and root) rather than the combinatorial
trees commonly used in the literature. With combinatorial trees, the only grading is by
the number of nodes, but the natural grading for the Dyson–Schwinger equations and
the Faa` di Bruno formula is actually the operadic grading, which is by the number of
leaves (minus the number of roots), a grading that cannot be seen at the level of combi-
natorial trees. When pushed into the Connes–Kreimer Hopf algebra of trees, the Faa` di
Bruno bialgebras become Hopf algebras, but they are not generated by homogeneous
elements for the node grading, in contrast to the infinite families of Faa` di Bruno Hopf
sub-algebras constructed by Foissy [12].
The presence of leaves is key to the simplicity of the derivation of the results, an in-
sight going back to [29] and exploited further in [15]. The price to pay is that we have
to work in bialgebras, not Hopf algebras, and that the B+-operators are not Hochschild
1-cocycles. However, it has been observed recently [30] that the BPHZ renormalisation
procedure generalises from Hopf algebras to the kind of bialgebras arising here, which
have in particular the property that the zeroth graded piece is spanned by group-like
elements. Similarly, the crucial features which Kreimer and his collaborators derive
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from the Hochschild 1-cocycle condition — locality of counterterms and finite renor-
malisation, as well as the Faa` di Bruno formula — can also be derived from the not-
quite-1-cocycle B+-operators.
The theory of polynomial functors, the main vehicle for the present approach to
combinatorial Dyson–Schwinger equations, has roots in Topology, Representation The-
ory, Combinatorics, Logic, and Computer Science. A standard reference is [20], which
also contains pointers to those original developments. In many cases the polynomial
functors serve to parametrise operations of some sort, and this is also the case here,
where they organise B+-operators, hence formalising operadic interpretations hinted
at in many papers by Kreimer (e.g. [36], [37], [40]), perhaps most explicitly with Berg-
bauer [2]. It should be mentioned that operads can be absorbed into the theory of
polynomial functors [20], [54].
One pleasant aspect of the polynomial formalism is the ease of the passage from
the one-variable case to the many-variable case, such as found in realistic quantum
field theory: the formulae, and to a large extent also the proofs, look the same in the
many-variable case, only do the symbols refer to more complicated structures.
The notion of P-tree, already studied in category theory [27], [28], [29], [33], has
some conceptual advantages over the notions of decorated trees usual employed in the
QFT literature. In particular, they feature meaningful symmetry factors with regard to
the Feynman graphs they are a recipe for ([32]), and results for graphs can be derived
from the P-tree formalism. For this, it is essential to work over groupoids, and not just
over sets.
Hand in hand with the formalism of polynomial functors and groupoids goes the
possibility of lifting the results from their classical form of algebraic identities to the
‘objective’ level where they amount to bijections of sets and equivalences of groupoids.
The algebraic results follow from these by taking homotopy cardinality, but the bijec-
tive proofs represent deeper insight, unveiling structural patterns that cannot be seen
on the algebraic level, such as universal properties. (Historically, a starting point for
‘objective’ combinatorics is Joyal’s theory of species [25].) Specifically, for the present
results, the solution to the Dyson–Schwinger equation takes the form of an initial ob-
ject in the category of (1 + P)-algebras; the resulting bialgebra is an instance of the
general construction of incidence (co)algebras from simplicial groupoids, which can
be formulated at the objective level of slices of the category of groupoids [17]; and the
Faa` di Bruno formula essentially drops out as an instance of a homotopy version of the
double counting principle [15], itself an instance of commutation of colimits.
The existence of initial algebras, and hence solutions of polynomial fixpoint equa-
tions over sets, is classical insight in Category Theory, going back at least to Lambek’s
1968 paper [43]. Subsequent developments of this theory were driven by applications
to Logic and Computer Science: initial algebras provide semantics for inductive data
types. More precisely, under the so-called Seely correspondence between locally carte-
sian closed categories and Martin-Lo¨f Type Theory, initial algebras for polynomial
functors are precisely the W-types (also called wellfounded trees) [48] of Martin-Lo¨f
Type Theory. The upgrade from sets to groupoids is motivated in part by practical con-
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siderations in Computer Science related to data types with symmetries (see [28]), and
in part by developments inHomotopy Type Theory [52] where ultimately ∞-groupoids
is the real stuff.
The close connections with Type Theory is an important byproduct of the present
contribution, expanded upon in a companion paper [31]. In short, Green functions
are revealed to be inductive types, in a precise technical sense, thus formalising the
classical wisdom that Dyson–Schwinger equations express self-similarity properties of
their solutions.
Since polynomial functors and groupoids are not assumed to be part of the standard
toolbox of this paper’s intended core readership of mathematical physicists, an effort is
made to explain these notions along the way. Thus, the natural level of generality of the
main results is not arrived at until Sections 6 and 7; building up to these results there
are four sections with the necessary categorical background on polynomial functors.
However, it is actually possible to explain the key ideas with only modest cate-
gorical background, by restricting to the case of polynomial functors over Set in one
variable. For the sake of getting quickly to the main ideas, this case is treated first, aim-
ing also at motivating the heavier machinery treated in turn. The slight duplication of
arguments resulting from this preview will hopefully prove worthwhile.
Altogether, these considerations have led to the following arrangement of the ma-
terial into sections.
In Section 1 we briefly recall the combinatorial Dyson–Schwinger equations in their
prototypical form in the Connes–Kreimer Hopf algebra of rooted trees. In Section 2 the
main results are outlined in the simplest case, that of polynomial functors over Set
in one variable. As preparation for the main results in Section 6 and 7, many-variable
functors are introduced in Section 3, the needed notions from the (homotopy) theory of
groupoids in Section 4, and groupoid polynomial functors in Section 5. After the main
results in Section 6 and 7, the short Section 8 deals with functoriality, observing that
cartesian morphisms of polynomial functors induce bialgebra homomorphism com-
patible with B+-operators and Green functions in the expected ways. In Section 9 we
take a look at the different form of Dyson–Schwinger equation studied by Foissy [12].
Section 10, a preview of a paper in preparation [32], explains how to encode Feynman
graphs as P-trees, and how to transfer results to the realm of graphs.
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1 Combinatorial Dyson–Schwinger equations
1.1 The Connes–KreimerHopf algebra of trees [6]. The Connes–Kreimer Hopf algebra of
(rooted) trees (also called the Butcher–Connes–Kreimer Hopf algebra) is the free commu-
tative algebra HCK on the set of isomorphism classes of combinatorial trees such as , ,
. (‘Combinatorial’ as opposed to the operadic trees (2.8) that will play an important
role in what follows.) The comultiplication is given on generators by
∆ : HCK −→ HCK⊗HCK
T 7−→ ∑
c
Pc ⊗ Sc,
where the sum is over all admissible cuts of T; the left-hand factor Pc is the forest
(interpreted as a monomial) found above the cut, and Sc is the subtree found below
the cut (or the empty forest, in case the cut is below the root). Admissible cut means:
either a subtree containing the root, or the empty set. HCK is a connected bialgebra:
the grading is by the number of nodes, and (HCK)0 is spanned by the algebra unit,
the empty forest. Therefore, by general principles (see for example [11]), it acquires an
antipode and becomes a Hopf algebra.
1.2 Combinatorial Dyson–Schwinger equations. The combinatorial Dyson–Schwinger
equations of Bergbauer and Kreimer [2] refer to an ambient combinatorial Hopf algebra
H and a collection of Hochschild 1-cocycles. By Hochschild 1-cocycle is meant a linear
operator B+ satisfying the equation
∆ ◦ B+ =
(
(Id⊗B+) + (B+⊗ ηǫ)
)
◦ ∆
where ǫ is the counit, and η is the algebra unit. (Note that this is not the standard
Hochschild cohomology: H is considered a bicomodule over itself via the identity
action on the left and via η ◦ ǫ on the right (see Moerdijk [47]).)
The general form of combinatorial Dyson–Schwinger equations considered by Berg-
bauer and Kreimer is:
X = 1+ ∑
n≥1
wnα
n Bn+(X
n+1). (1)
Here the Bn+ are a sequence of 1-cocycles, wn are scalars, and the parameter α is a cou-
pling constant. The solution X will be a formal series, an element inH [[α]]. By making
the Ansatz X = ∑k≥0 ckα
k, plugging it into the equation, and solving for powers of α,
it is easy to see that there is a unique solution, which can be calculated explicitly up to
any given order, as exemplified below.
1.3 Theorem. (Bergbauer and Kreimer [2]) These ck span a Hopf sub-algebra of H , iso-
morphic to the Faa` di Bruno Hopf algebra.
In Quantum Field Theory, H is a Hopf algebra of Feynman graphs. The importance
of this theorem is that while H itself is inherently of perturbative nature, the solution
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X, and hence the Faa` di Bruno Hopf sub-algebra spanned by it, point towards non-
perturbative interpretations, as explained by Kreimer [40].
For many purposes, such as the original purpose of organising the counter-terms in
BPHZ renormalisation [35], one can reduce to HCK, the Hopf algebra of combinatorial
trees. In this case, there is only one B+-operator, namely the one that takes as input
a forest and grafts the trees in it onto a new root node to produce a single tree. The
following few examples refer to this Hopf algebra.
1.4 Example: a quadratic Dyson–Schwinger equation [2]. In the example
X = 1+ αB+(X
2),
by writing down the Ansatz X = ∑k≥0 ckα
k, plugging it into the equation, and solving
for powers of α, one readily finds
c0 = 1, c1 = , c2 = 2 , c3 = 4 + , c4 = 8 + 2 + 4 , etc.
1.5 Example with more complicated trees. For the following ‘infinite’ example,
X = 1+ ∑
n≥1
αn B+(X
n+1),
with X = ∑k≥0 ckα
k, one finds
c0 = 1, c1 = , c2 = 2 + , c3 = 4 + + 5 + ,
c4 = 8 + 2 + 4 + 16 + 5 + 9 + , etc.
1.6 Example with denominators. We consider finally an example where the constants
wn are symmetry factors:
X = 1+ ∑
n≥1
1
(n+ 1)!
αn B+(X
n+1).
With X = ∑k≥0 ckα
k again, one finds this time
c0 = 1, c1 =
1
2 , c2 =
1
2 +
1
6 , c3 =
1
2 +
1
8 +
5
12 +
1
24 ,
c4 =
1
2 +
1
8 +
1
4 +
2
3 +
5
24 +
5
24 +
1
120 , etc.
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While these expansions are straightforward to calculate, the pattern governing them
may not be obvious. What is really going on will only become clear once we pass to
the setting of polynomial functors (see Example 2.14 for the case without symmetry
factors, and Example 7.12 for the case with symmetry factors).
Foissy [12] studies a different form of combinatorial Dyson–Schwinger equations,
whose solutions do not automatically generate Hopf sub-algebras. Themain difference
is the role of the coupling constant and the grading it defines: in the Foissy equation,
the power of α counts the number of B+-operators, whereas in the Bergbauer–Kreimer
equation it relates to the power of X inside the B+-operator, which is the operadic
grading, as we shall see. We shall briefly return to Foissy’s equations in Section 9.
2 Polynomial functors in one variable; basic aspects of
the theory
The notion of polynomial functor has origins in Topology, Representation Theory, Com-
binatorics, Logic, and Computer Science, but the task of unifying these developments
has only recently begun [20]. For the present purposes, the natural level of generality
is that of many-variable polynomial functors over groupoids [28]. This is needed for
example to handle Feynman graphs encoded as trees. However, most of the features
of the theory developed here can be appreciated already in the setting of one-variable
polynomial functors over sets, and this requires almost no background in Category
Theory.
For the benefit of the less categorically inclined reader, we go through this easier
case first, to explain the main ideas, before turning to the general setting in Section 6,
where the more technical aspects will be treated.
2.1 Categories and functors. Only very little category theory is needed for this section.
For further background, see Leinster [45] for a short and concise introduction, and
Spivak [51] for an account addressed at non-mathematicians.
A category has objects and arrows (morphisms), and arrows can be composed. The
primordial example is the category of sets, denoted Set , where the objects are sets and
the arrows are maps of sets. Another example is the category Vect of vector spaces
and linear maps. A functor is a ‘morphism of categories’, i.e. sends objects to objects
and arrows to arrows, in such a way as to preserve composition. For example there is a
functor F : Set → Vect , sending a set S to the vector space spanned by S, and sending
a set map f : S → T to the linear map induced by its value on basis vectors.
2.2 Sets. The category of sets is the origin of elementary arithmetic: the sum of two
sets A and B it their disjoint union, written with a sum sign A+ B to emphasise the
additive nature of this operation: the cardinality of A+ B is the cardinality of A plus
the cardinality of B. Furthermore, the sum has the universal property that to specify
a map from A + B to some set X is the same thing as specifying one map A → X
and another map B → X. Similarly, the product of A and B is their cartesian product.
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The cardinality of A × B is of course the cardinality of A times the cardinality of B.
Finally we use the exponential notation BA for the set of maps from A to B; this notation
(standard in category theory) is justified by the fact that if B is an n-element set, and A
is a k-element set, then BA is an nk-element set.
2.3 Polynomial functors in one variable. In their simplest manifestation, polynomial
functors are endofunctors of the category of sets built from arbitrary sums and prod-
ucts (and hence also constants and exponentiation). A standard reference for poly-
nomial functors is [20]; the manuscript [26] aims at eventually becoming a unified
reference.
Given a map of sets p : E → B, we define the associated polynomial functor in one
variable to be the functor
P : Set −→ Set
X 7−→ ∑
b∈B
XEb . (2)
In the formula, the sum sign denotes disjoint union of sets, and Eb = p
−1(b) denotes
the inverse image of an element b ∈ B, also called the fibre over b. We see that the role
played by the map p : E → B is to deliver a family of sets indexed by B, namely
(Eb | b ∈ B). (3)
We say that Eb is the arity of b. Note that B may be an infinite set; then the sum in (2)
is accordingly an infinite sum (so in a sense polynomial functors are more like power
series than like polynomials). On the other hand, we shall always require that the map
p has finite fibres. Such polynomial functors are called finitary.
To say that P is a functor means that it operates not just on sets but also on maps:
given a map of sets a : X → Y, there is induced a map
∑
b∈B
XEb → ∑
b∈B
YEb
termwise given by
XEb −→ YEb
f 7−→ a ◦ f .
2.4 Polynomial fixpoint equations. The abstract combinatorial ‘Dyson–Schwinger
equations’ we shall consider here are equations of the form
X ∼← 1+ P(X), (4)
where P is a polynomial functor, and 1 denotes a singleton set. This is an equation
of sets, and to solve it means to find a set X together with a specific bijection with
1+ P(X), as indicated by the symbol ∼←. In fact, we are not satisfied with finding some
solution; we want the best solution, the least fixpoint. Making this precise requires a few
more notions of category theory:
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2.5 Initial objects. An object I in a category C is called initial if for every object C there
is a unique morphism in C from I to C. It is easy to show that an initial object, if it
exists, is unique (up to isomorphism). For example, the category of sets has an initial
object, namely the empty set ∅, since for any set X there is a unique set map ∅ → X.
2.6 P-algebras and initial algebras. A P-algebra is by definition a pair (A, a) where A
is a set, and a : P(A) → A is a set map. A homomorphism of P-algebras from (A, a) to
(B, b) is a set map f : A → B compatible with the structure maps a and b, i.e. such that
this square commutes:
P(A) a //
P( f )

A
f

P(B)
b
// B.
(5)
Note that the functoriality of P is necessary even to be able to state this compatibility:
we need to be able to evaluate P not just on sets but also on maps. Altogether, there is
a category P-alg of P-algebras and P-algebra homomorphisms.
Lambek’s lemma [43] says that if the category of P-algebras has an initial object (A, a),
then the structure map a is invertible. (This is not a difficult result.) This is precisely
to say that an initial P-algebra (A, a) is a solution to the equation X ∼← P(X): the
underlying set A is X, and the structure map a is the required bijection. Initiality is the
technical condition that justifies referring to this as the least fixpoint.
We shall later (9.3) come back to the equation X ∼← P(X). Right now, the equation
we wanted to solve is rather
X ∼← 1+ P(X),
so what we are looking for is the initial (1+ P)-algebra rather than the initial P-algebra.
(Here 1 denotes the constant functor 1, and the sum is pointwise sum of Set -valued
functors.)
2.7 Theorem. If P is a polynomial functor, then the fixpoint equation
X ∼← 1+ P(X)
has a least solution, that is, the category of (1+ P)-algebras has an initial object. Assuming P
is finitary, this solution is the set of (isomorphism classes of) P-trees, now to be defined.
The existence of initial algebras for polynomial functors is a classical result in Cat-
egory Theory, going back to Lambek in the late 1960s [43]. The initial (1+ P)-algebra
is also the set of operations for the free monad on P, somewhat explaining the impor-
tance of the equation X ∼← 1+ P(X) over X ∼← P(X). The explicit characterisation of
the solution in terms of P-trees is from [27].
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2.8 Operadic trees. By operadic treeswemean rooted trees admitting open-ended edges
(leaves and root), such as the following:
A formal definition will be given in 3.3, exploiting the many-variable setting. Trees of
this kind are called operadic because each node is to be thought of as an operation, with
its incoming edges (reading from top to bottom) as input slots and its outgoing edge
as output slot. Note the difference between a leaf (an open-ended edge) and a nullary
node. In contrast to operadic trees, we refer to the usual trees without open-ended
edges as combinatorial trees.
2.9 P-trees. (We shall come to a more abstract description in 3.4 and 5.6.) Let P : Set →
Set be a finitary polynomial functor represented by a set map p : E → B. A P-tree is an
operadic tree with nodes decorated by elements in B, and for each node x decorated by
b a specified bijection between the incoming edges of x and the set Eb. In other words,
each node is decorated with an operation of matching arity.
2.10 Core. The core of a P-tree is the combinatorial tree constituted by its inner edges.
So to obtain it, forget all decorations, and shave off leaf edges and root edge. (The word
‘core’ is used for something else in [41], but confusion should not be likely.)
2.11 Example: binary trees. Consider the polynomial functor P defined by the set map
p : {left, right} → 1. It is the functor
Set −→ Set
X 7−→ X2.
For this P, a P-tree is precisely a (planar) binary tree. Indeed, since in this case the set
B is just singleton, to P-decorate a tree amounts to specifying for each node a bijection
between the set of incoming edges and the set {left, right}. For this bijection to be
possible, each node must have precisely two incoming edges, and the bijection says
which is the left branch and which is the right.
The corresponding fixpoint equation X ∼← 1+ P(X) is now
X ∼← 1+ X2,
and the theorem thus says that the solution, the initial (1 + P)-algebra, is the set of
planar binary trees. Indeed, the fixpoint equation can be read as saying: a planar
binary tree is either the trivial tree, or it is given by a pair of planar binary trees. This is
precisely the recursive characterisation of binary trees. Here are the first few elements:
(6)
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Sorting by the number of leaves and taking core sends these binary trees to com-
binatorial trees which are sub-binary (i.e. have at most two incoming edges at each
node), and where the planar structure has been lost. We see that the coefficients ck
appearing in the solution of the quadratic Dyson–Schwinger equation 1.4 are precisely
the numbers of binary trees with a given core. (This interpretation of the coefficients ck
was given already by Bergbauer and Kreimer [2], in some form.)
2.12 The structure bijection as B+-operator. We continue the example of binary trees.
Ignoring for a moment that the structure map for the (1+ P)-algebra X is a bijection,
it is first of all a map
X ← 1+ X2.
By the universal property of the sum, this map consists of two maps:
X ← 1 and X ← X2.
The first picks out the trivial tree. The second associates to each pair of trees a single
tree; by unravelling the bijection this single tree is seen to be precisely obtained by
grafting the two trees onto a one-node binary tree. We see that the abstract bijection of
sets realising the solution is precisely the B+-operator. (A more detailed argument is
given in the groupoid case in the proof of Theorem 6.2.)
2.13 Example: planar trees. Take P(X) = X0 + X1 + X2 + X3 + · · · This is the list
endofunctor, sending a set X to the set of lists of elements in X. This is a polynomial
functor, represented by
N′ → N,
where N is (isoclasses of) finite ordered sets (i.e. the natural numbers) and N′ is (iso-
classes of) finite pointed ordered sets. The fibre over any n-element set is that set itself,
hence accounting for the exponents Xn in the expression for P. Then P-trees are planar
trees. The fixpoint equation
X ∼← 1+ X0 + X1 + X2 + X3 + · · ·
says that a planar tree is either the trivial tree or a list of planar trees.
Since we allow nullary and unary nodes (corresponding to the terms X0 and X1
in the polynomial functor), for each fixed number of leaves, there are infinitely many
trees. For the sake of comparison with 1.2, it is interesting to tweak this functor a little
bit, to avoid this infinity:
2.14 Example: stable planar trees. Consider instead the polynomial functor
P(X) = X2 + X3 + X4 + · · ·
for which P-trees are stable planar trees, meaning without nullary or unary nodes. The
exclusion of nullary and unary nodes implies that now for each fixed number k there
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are only finitely many trees with k leaves. These are the Hipparchus–Schro¨der num-
bers, 1, 1, 3, 11, 45, 197, 903, . . . Here are pictures of all the stable planar trees with up to
4 leaves:
(7)
Sorting by the number of leaves and taking core yields precisely the combinatorial trees
found in the solution to the Dyson–Schwinger equation (1.5), and again the coefficients
ck in the solution are precisely the numbers of trees with k+ 1 leaves and with a given
core.
2.15 Multiple B+-operators. In the previous two examples, the structure bijection is
constituted by maps X ← 1 and
X ← Xn
for all n (or all n ≥ 2). What each of these maps does is to take an n-tuple of planar
trees and return a single tree obtained by grafting all these trees onto an n-ary one-node
planar tree. A first B+-operator interpretation of the fixpoint equation in this case is
therefore that there is one B+-operator for each n, corresponding to grafting onto an
n-ary node, and that each of these operators only accepts a fixed-size tuple of trees as
input, namely an n-tuple. In Equation (1.5),
X = 1+ ∑
n≥1
αn B+(X
n+1),
there is reference to only one B+-operator, but there is nevertheless some distinction
implicit in the equation, because the coupling constant α keeps track of how many
input trees the operator takes: the nth power of α corresponds to the B+-operator with
n+ 1 inputs, and hence altogether, in the solution, power αn corresponds to trees with
n+ 1 leaves.
2.16 Bialgebra of P-trees (1-variable version). For any finitary polynomial endofunctor
P, the set of (isoclasses of) P-trees form a Connes–Kreimer-style bialgebra, first studied
in [29] and subsumed into the general framework of incidence coalgebras of decom-
position spaces in [17]; see [19] for detailed discussion. The idea is the same as for the
Connes–Kreimer Hopf algebra, to sum over cuts, but there is the important difference
that when cutting edges, they are really cut, not removed, as exemplified by
∆( ) = ⊗ + ⊗ + ⊗
This is an essential point, as otherwise the decorations would be spoiled: removing an
edge instead of cutting it would break the given arity bijections in the decorations (not
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rendered in the drawing). The counit ε sends nodeless trees to 1, and all other trees to
0. Note that this bialgebra is not connected: the degree-zero piece is spanned by the
nodeless trees and forests.
Taking core constitutes a bialgebra homomorphism from the bialgebra of P-trees to
the Connes–Kreimer Hopf algebra (cf. 7.2 for this result in the general setting).
2.17 B+-operators inside the bialgebra of P-trees. In the case of planar (and stable
planar) trees we already saw how the structure bijection of the solution to the fix-
point equation can be interpreted in terms of B+-operators. This generalises to arbi-
trary polynomial endofunctors P, yielding linear operators on the bialgebra of P-trees.
Namely, for each b ∈ B there is a B+-operator corresponding to the b-summand of the
structure map
X ∼← 1+ ∑
b∈B
XEb ;
this map takes an Eb-tuple of P-trees and associates to it a single P-tree obtained by
grafting all those P-trees onto the P-corolla labelled by b. Each of these extends to a
linear map. All these maps are supplemented by the map X ← 1 which singles out the
trivial P-tree.
The very bijection altogether says that every non-trivial P-tree is in the image of
(precisely) one B+-operator. This fact is important in Quantum Field Theory as it en-
sures locality of counter terms (Bergbauer–Kreimer [2], §1.6). Bergbauer and Kreimer
derive this fact from the 1-cocycle condition of the B+-operators. In the present set-
ting it is a direct consequence already of the fixpoint property. In fact, at the natural
Set-level, the B+-operators are not 1-cocycles, as we shall see in 7.7.
Some further subtleties related to symmetries deserve attention here. The input to
the B+-operator should be an abstract forest (a P-forest, of course), not an Eb-indexed
family of P-trees. The final version of the B+-operator takes an abstract P-forest F and
turns it into an Eb-indexed family of P-trees in all possible ways, compatible with the
colours (see 7.6 for precision). This introduces a factor
Bij (leaves(b), roots(F)).
But the group Aut(b) acts naturally (and freely) on this set, and it is the quotient of
this action that matters, as we are talking isoclasses of trees at this point. In the case
of naked trees (which will be covered by the notion of P-tree once we upgrade to
groupoids (7.11)), the automorphism group of an n-corolla b is the full symmetry group
Sn, so the action is also transitive in this case, and altogether the quotient is a singleton
set, so no symmetry factors arise in this case. In the case of planar trees, Aut(b) is triv-
ial and there would always be a factor n!. In the literature (notably Foissy [12]), this is
sometimes circumvented by considering a noncommutative algebra, consisting of pla-
nar forests (i.e. lists of planar trees). In quantum field theory, the symmetry issues are
considerably more complicated and cannot be bypassed, as is well known (see for ex-
ample [38] for detailed discussion and example computations). We shall see that once
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the polynomial machinery is upgraded to the groupoid setting, all symmetry issues
take care of themselves completely transparently.
2.18 Green functions. The abstract Dyson–Schwinger equation at the Set -level can
now be internalised to the bialgebra. While the set solution has its own canonical
structure (since each element in the set is a tree, with the various attributes that can
be associated to and read off a tree), in the algebraic situation inside the bialgebra it is
convenient to control these attributes by a formal parameter, the coupling constant α,
which serves as a bookkeeping device to keep track of the number of leaves.
The bialgebra has two natural gradings: one by the number of nodes and one by
the number of leaves minus the number of roots. Since every tree is inductively con-
structed by grafting to corollas, each step given by a B+-operator, we attach the power
αn to the corolla with n+ 1 leaves, and hence altogether, trees or forests whose number
of leaves minus number of roots equals n. Note that a priori this allows for exponent
−1 on trees (corresponding to trees without leaves), and arbitrary negative exponents
on forests. (It is not unreasonable in practice to restrict to working with a P without
nullary operations so as to obtain a non-negative grading.)
While in the traditional setting, as outlined in Section 1, the solution to the com-
binatorial Dyson–Schwinger equation is a series calculated inside a given Hopf alge-
bra, at the natural Set -level, the ambient bialgebra is designed specifically around the
equation, and for this reason the solution inside it is tautological: the Green function G,
which solves the internalised Dyson–Schwinger equation, is simply the formal series
with one term for each generating element in the bialgebra, that is, each P-tree. (At the
Set-level there are no symmetries, but we shall see in the groupoid case (Section 7) that
symmetry factors naturally arise.)
For very general reasons, expressible at the objective level, this Green function G
satisfies the Faa` di Bruno formula [15]: G can be written as a sum
G = ∑
n≥0
gn,
where gn is the sum of all trees with n leaves, and now there is a Faa` di Bruno formula
∆(G) = ∑
n≥0
Gn ⊗ gn
in the style of van Suijlekom [53]. The point is that the exponent n on the left-hand
tensor factor counts n trees, each with a root, precisely matching the subscript n in the
right-hand tensor factor, which is the number of leaves in the trees in gn. This kind of
information cannot be seen in at the level of combinatorial trees.
(Calling this formula the Faa` di Bruno formula is justified by the fact that in the
classical Faa` di Bruno bialgebra, dual to composition of power series, the formula is
equivalent to the classical Faa` di Bruno formula in terms of Bell numbers. This was
discovered by Brouder, Frabetti and Krattenthaler [4]. A very abstract version of the
formula which englobes both the classical case and the case of trees [15] is established
in [34].)
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The formula shows that the homogeneous components gn span a sub-bialgebra iso-
morphic to the Faa` di Bruno bialgebra. We shall come back to these results (proved in
[15]) in the groupoid setting of Section 7.
3 Polynomial functors in many variables
3.1 Polynomial functors in many variables. We now pass to the multivariate case. For
purely mathematical reasons this is important because it allows trees themselves to be
treated on equal footing with polynomial functors: trees are themselves polynomial
functors in many variables, as we shall see in 3.3. Importance comes also from the
motivation in quantum field theory, since many-variable polynomial functors P are
needed for the interpretation of Feynman graphs as P-trees, discussed in Section 10.
In the many-variable case, instead of just one variable input set X, we have an I-
indexed family of input sets, and the output is not a single set but a J-indexed family
of sets. For the present purposes, we will always have I = J, so that the functor is
still an endofunctor, but now on slices. An I-indexed family of sets (Xi | i ∈ I) can
conveniently be encoded as a single map of sets f : X → I. Then an individual family
member Xi is given by the fibre Xi = f
−1(i). The appropriate notion of morphism
between I-indexed families of sets is given by the slice category Set/I : its objects are
maps X → I, and its morphisms are commutative triangles
X //

✾✾
✾✾
✾✾
✾ Y
✆✆
✆✆
✆✆
✆
I.
Following [20], a polynomial is a diagram of sets
I
s
←− E
p
−→ B
t
−→ J, (8)
and the associated polynomial functor is given by the composite
Set/I
s∗
−→ Set/E
p∗−→ Set/B
t!−→ Set/J , (9)
where s∗ is pullback along s, p∗ is the right adjoint to pullback, and t! is left adjoint to
pullback. For a map f : B → A we have the three explicit formulae
f∗(Xa | a ∈ A) = (X f (b) | b ∈ B) (10)
f!(Yb | b ∈ B) = ( ∑
b∈Ba
Yb | a ∈ A) (11)
f∗(Yb | b ∈ B) = ( ∏
b∈Ba
Yb | a ∈ A) , (12)
giving altogether the following formula for (9)
(Xi | i ∈ I) 7−→ ( ∑
b∈Bj
∏
e∈Eb
Xs(e) | j ∈ J),
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which specialises to (2) when I = J = 1.
3.2 Many-variable fixpoint equations. We can now formulate polynomial fixpoint
equations in slice categories. For P : Set/I → Set/I a finitary polynomial endofunctor,
given by I ← E → B → I, we consider the equation
X ∼← 1+ P(X).
The solution will be an object X in the slice category Set/I , that is, an I-indexed family
of sets. The symbol 1 now denotes the terminal object in this slice category, which is the
trivial family I → I, the I-indexed family of singletons. The general category theory
that ensures the existence of initial algebras in sets, also ensures the existence of initial
algebras in slices of Set , and again the solution consists of (isoclasses of) P-trees —
which notion needs refinement, though: corresponding to the fact that there are now
many variables, indexed by the set I, there will now also be I-decorations on the edges.
A P-tree is now a tree whose edges are decorated by elements in I, and whose nodes
are decorated by elements in B. These decorations are subject to various compatibility
constraints: if b ∈ B decorates a node x, then the outgoing edge of xmust be decorated
by t(b); furthermore, as in the 1-variable case, a bijection must be specified between the
incoming edges of x and the set Eb, and this bijection must be compatible with edge
decorations in the sense that if an incoming edge corresponds to an element e ∈ Eb
then the decoration of that edge must be s(e).
While this may seem complicated at first look, there are plenty of natural examples
of this, one of them being Feynman graphs, as we shall see in Section 10. It is all greatly
clarified by the following formalism.
3.3 Trees. It was observed in [27] that operadic trees can be conveniently encoded by
diagrams of the same shape as polynomial functors. By definition, a (finite rooted) tree
is a diagram of finite sets
A M
soo
p
// N
t // A (13)
satisfying the following three conditions:
(1) t is injective
(2) s is injective with singleton complement (called the root and denoted 1).
With A = 1 + M, define the walk-to-the-root function σ : A → A by 1 7→ 1 and
e 7→ t(p(e)) for e ∈ M.
(3) ∀x ∈ A : ∃k ∈ N : σk(x) = 1.
The elements of A are called edges. The elements of N are called nodes. For b ∈ N,
the edge t(b) is called the output edge of the node. That t is injective is just to say that
each edge is the output edge of at most one node. For b ∈ N, the elements of the fibre
Mb := p
−1(b) are called input edges of b. Hence the whole set M = ∑b∈N Mb can be
thought of as the set of nodes-with-a-marked-input-edge, i.e. pairs (b, e) where b is a
node and e is an input edge of b. The map s returns the marked edge. Condition (2)
says that every edge is the input edge of a unique node, except the root edge. Condition
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(3) says that if you walk towards the root, in a finite number of steps you arrive there.
The edges not in the image of t are called leaves.
The tree
1← 0→ 0→ 1
is the trivial tree .
3.4 P-trees. A great benefit of having trees and polynomials on the same footing is the
efficiency in encoding and manipulating decorations of trees [27] (see also [29, 28, 32,
33]). With a polynomial endofunctor P fixed, given by a diagram I ← E → B → I, a
P-tree is by definition a diagram
A
α

Moo

❴
✤
// N

// A
α

I Eoo // B // I,
where the top row is a tree. Hence nodes are decorated by elements in B, and edges are
decorated by elements in I. That the middle square is a pullback expresses that n-ary
nodes of the tree have to be decorated by n-ary operations, and that a specific bijection
is given. When P is a one-variable polynomial functor over Set , this notion of P-tree
specialises to the naive notion of P-trees from 2.9.
3.5 Examples of P-trees. Natural numbers are P-trees for the identity monad P(X) =
X, and are also the set of operations of the list monad. Planar trees are P-trees for P
the list monad, and are also the set of operations of the free-non-symmetric-operad
monad [44]. These two examples are the first entries of a canonical sequence of induc-
tive data types underlying several approaches to higher category theory, the opetopes:
opetopes in dimension n are P-trees for P a Set-polynomial functor whose operations
are (n− 1)-opetopes [33]; hence opetopes are higher-dimensional trees.
Abstract trees cannot be realised as P-trees for any Set -polynomial P. To realise
abstract naked trees as P-trees we need an endofunctor P over groupoids, as we now
proceed to introduce.
4 Groupoids
While the theory of polynomial functors over sets is nice and useful for dealing with
trees, it comes short in capturing important examples, like for example abstract (i.e. non-
planar) trees. These ought to be P-trees for P the terminal polynomial functor, which
exists over groupoids but not over sets. The case of particular interest in the present
context is that of Feynman graphs: dues to their symmetries, these can be encoded as
P-trees over groupoids but not over sets, as explained in Section 10.
It is thus necessary to upgrade the theory to groupoids. With today’s insight into
higher category theory, this upgrade is rather smooth: everything works exactly in
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the same way as for sets, except that all notions have to be taken in the homotopy
sense: homotopy slices, homotopy pullbacks, homotopy adjoints, homotopy quotients,
homotopy cardinality, etc. The reader unacquainted with this machinery should not
worry: it is legitimate to think of all the constructions as taking place in the category
of sets, but only bear in mind that all problems with symmetries that would require
special attention in the category of sets, are automatically taken care of by the homotopy
formalism of groupoids. We recall some basic facts about groupoids.
4.1 Groupoids. A groupoid is a category in which all arrows are invertible. A morphism
of groupoids is a functor, andwe shall also need their natural transformations. A useful
intuition for the present purposes is that groupoids are ‘sets fattened with symmetries’.
From the correct homotopical viewpoint groupoids behave very much like sets. The
homotopy viewpoint comes from the fact that groupoids are models for homotopy
1-types, i.e. topological spaces whose homotopy groups πk(X) vanish for k > 1.
A set can be considered a groupoid inwhich the only arrows are the identity arrows.
This defines a functor
D : Set → Grpd .
Conversely, a groupoid X gives rise to a set by taking its set of connected components,
i.e. the set of isomorphism classes in X, denoted π0(X); this defines a functor in the
other direction (the left adjoint of D)
π0 : Grpd → Set .
Many sets arising in Combinatorics and Physics are actually π0 of a groupoid, like
when we say ‘the set of all trees’ to mean the set of isomorphism classes of trees.
A group can be considered as a groupoid with only one object; the group elements
being then the arrows. Conversely, for each object x in a groupoid X there is associated
a group, the vertex group, denoted π1(x) or Aut(x), which consists of all the arrows
from x to itself.
The homotopy notations π0 and π1 match their counterparts in Topology.
4.2 Equivalences of groupoids; discreteness and contractibility. An equivalence of
groupoids is just an equivalence of categories, i.e. a functor admitting a pseudo-inverse.
Pseudo-inverse means that the two composites are not necessarily exactly the identity
functors, but are only required to be isomorphic to the identity functors. A morphism
of groupoids is an equivalence if and only if it induces a bijection on π0, and an isomor-
phism at the level of π1. This is the analogue of a homotopy equivalence in Topology.
A groupoid X is called discrete if it is equivalent to a set considered as a groupoid;
this set can then be taken to be π0(X). Another way of saying the same is that all vertex
groups are trivial: π1(x) = 1 for all objects x ∈ X, so all the information is stored in π0.
(There is a potential risk of confusion with the word ‘discrete’: in settings where one
considers Lie groupoids (as in [5]), the word ‘discrete’ usually designates groupoids
whose underlying topological space is discrete.)
A groupoid is called contractible if it is equivalent to a singleton set.
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We are interested in groupoids up to equivalence, and for this reason many famil-
iar 1-categorical notions, such as pullback and fibre, are not appropriate, as they are
not invariant under equivalence. The good notions are the corresponding homotopy
notions, which we briefly recall.
4.3 Pullbacks and fibres. Given a diagram of groupoids X,Y, S indicated by the solid
arrows,
X×S Y
❴
✤
//❴❴❴

✤
✤
✤
Y
g

X
f
// S
the homotopy pullback is the groupoid X ×S Y whose objects are triples (x, y, φ) with
x ∈ X, y ∈ Y and φ : f x → gy an arrow of S, and whose arrows are pairs (α, β) :
(x, y, φ) → (x′, y′, φ′) consisting of α : x → x′ an arrow in X and β : y → y′ an arrow in
Y such that the following diagram commutes in S:
f x
φ
//
f (α)

gy
g(β)

f x′
φ′
// gy′.
The homotopy pullback is an example of a homotopy limit, and as such enjoys a uni-
versal property analogous to that of ordinary pullbacks of sets. From now on, pullback
means homotopy pullback, indicated in the square with an angle symbol.
The homotopy fibre Eb of a morphism p : E → B over an object b in B is the homotopy
pullback of p along the inclusion map 1
pbq // B that sends the unique point in the
trivial groupoid to b:
Eb
❴
✤
//

E
p

1
pbq
// B.
(Note that the homotopy fibre Eb is not in general a subgroupoid of E, although the
map Eb → E is always faithful.)
4.4 Homotopy pullbacks are common in Quantum Field Theory. Say we want to substitute a graph
H ∈ Gr (graphs) into the marked vertex v of another graph G ∈ Gr∗ (graphs with a marked vertex).
For this, it is clearly necessary that the set of external lines of H (the residue of H) matches the set of lines
incident to the vertex v ∈ Star (connected graphs without internal lines). Obviously the two sets are not
exactly the same, so what is really meant is that there is a bijection between the set of external lines of H
and the set of lines incident to v, and it is also necessary to know which bijection is used. Altogether, we
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are precisely considering an element of the homotopy pullback
❴
✤
//

Gr∗
return the marked vertex

Gr
res
// Star
4.5 Homotopy quotients. Whenever a group G acts on a set or a groupoid X, the
homotopy quotient X/G is the groupoid obtained by gluing in a path (i.e. an arrow)
between x and y for each g ∈ G such that xg = y. It is a special case of a homotopy
colimit. (The notation X//G is often used [1].) If G acts on the point groupoid 1, then
1/G is the groupoid with one object and vertex group G.
If p : E → B is a morphism of groupoids, for b ∈ B the ‘inclusion’ of the homotopy
fibre Eb → E is faithful but not full in general (see [45] for terminology). But Aut(b)
acts on Eb canonically,
Eb ×Aut(b) −→ Eb
((x, φ), β) 7−→ (x, β ◦ φ),
and the homotopy quotient Eb/Aut(b) provides exactly the missing arrows, so as to
make the natural map Eb/Aut(b) → E fully faithful. Since every object x ∈ E must
map to some connected component of B, we find the equivalence
E ≃ ∑
b∈π0B
Eb/Aut(b) =:
∫ b∈B
Eb, (14)
expressing E as the homotopy sum of the fibres. While an ordinary sum (disjoint union)
is a colimit indexed by a set, a homotopy sum is a (homotopy) colimit indexed over a
groupoid.
Our main use of such ‘fibrations’ p : E → B is to deliver a family of groupoids,
namely the fibres Eb. To reconstruct the fibration from the family of groupoids, it is
necessary to know how they are glued together, which amounts to having actions of
the vertex groups of the base on the fibres. We will often let these actions be implicit,
and specify a family as a collection of groupoids, like this:
(Eb | b ∈ B).
4.6 Homotopy sums are common in Quantum Field Theory. The characterisation (14) shows that the
homotopy sum can be calculated as sum over the set of isoclasses, with each summand being quotiented
by the natural action of the automorphism group:
∫ b∈B
Eb = ∑
b∈π0B
Eb
Aut(b)
Summing over isoclasses of objects and dividing out by symmetry factors is common in Physics and
Combinatorics. Virtually always this can be explained as a homotopy sum of groupoids. See [15] for
further exploitation of this viewpoint.
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5 Polynomial functors over groupoids, and P-trees
5.1 Slices. If I is a groupoid, the homotopy slice Grpd/I is the category whose objects
are maps X → I and whose arrows are triangles with a 2-cell
X //

✾✾
✾✾
✾✾
✾
⇒
Y
✆✆
✆✆
✆✆
✆
I.
(In reality the groupoid slice should be construed as a 2-category, in order for the fol-
lowing universal constructions to be correct. In the present exposition we gloss over
these subtleties.)
5.2 Basic adjoints between slices. Taking homotopy pullback along a morphism of
groupoids f : B → A defines a functor between the slice categories
f∗ : Grpd/A → Grpd/B,
which in family notation is given by the formula
f∗(Xa | a ∈ A) = (X f (b) | b ∈ B),
completely analogous to the Set case (Formula (10)).
This has a homotopy left adjoint
f! : Grpd/B → Grpd/A
given in family notation by
f!(Yb | b ∈ B) = (
∫ b∈Ba Yb | a ∈ A) ,
just as Formula (11) in the Set case.
The pullback functor also has a homotopy right adjoint
f∗ : Grpd/B → Grpd/A.
For Y → B, the fibre of f∗Y over a ∈ A can be described explicitly as the mapping
groupoid
( f∗Y)a = Map/B(Ba,Y).
(The homotopy adjoint properties are expressed by natural equivalences of map-
ping spacesMap/A( f!Y,X) ≃ Map/B(Y, f
∗X) andMap/B( f
∗X,Y) ≃ Map/A(X, f∗Y),
but this will not actually be needed.)
5.3 Sets versus groupoids. It should be observed that all the fancy homotopy notions
for groupoids actually specialise to the classical notions when the groupoid is discrete.
For example, in the homotopy pullback, if S is discrete, then there are no non-trivial
φ, so the homotopy pullback reduces to the ordinary pullback. Similarly, the homo-
topy sum indexed by a discrete groupoid is precisely the ordinary sum (over a strictly
discrete skeleton).
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5.4 Polynomial functors. A polynomial is a diagram of groupoids
I
s
←− E
p
−→ B
t
−→ J.
The associated polynomial functor is given as the composite
Grpd/I
s∗
−→ Grpd/E
p∗−→ Grpd/B
t!−→ Grpd/J .
(Here of course we are talking about homotopy slices, and upperstar, lowerstar and
lowershriek refer to the adjunctions in 5.2.) The intuition is that B is a collection of
operations, the arity of an operation b ∈ B is (the size of) the fibre Eb, and that each
operation is typed: the output type of b is t(b), and the input types are the s(e) for
e ∈ Eb.
We shall be concerned only with the case where p has finite discrete fibres. In this
case, there is the following explicit formula for the polynomial functor:
(Xi | i ∈ I) 7−→ (
∫ b∈Bj
∏
e∈Eb
xse | j ∈ J).
5.5 Morphisms of trees (cf. [27]). A tree embedding is by definition a diagram (of sets)
A′
α

M′oo

❴
✤
// N′

// A′
α

A Moo // N // A,
(15)
where the rows are trees. The terminology is justified by the fact that each of the com-
ponents of such a map is necessarily injective; this follows from the tree axioms [27].
Hence the category of trees and tree embeddings, denoted TEmb , is mostly concerned
with subtrees, but note that it also contains automorphisms of trees. The fact that the
middle square is a pullback amounts to having, for each node b of the first tree, a bi-
jection between the incoming edges of b and the incoming edges of the image of b. In
other words, a tree embedding is arity preserving.
A tree embedding is root preserving when it sends the root to the root. In formal
terms, these are diagrams (15) such that also the left-hand square is cartesian [27].
An ideal embedding (or an ideal subtree) is a subtree S in which for every edge e, all the
descendant edges and nodes of e are also in S. There is one ideal subtree Dx generated
by each edge x in the tree. The ideal embeddings are characterised as having also the
right-hand square of (15) cartesian [27].
Ideal embeddings and root-preserving embeddings admit pushouts along each other
in the category TEmb [27]. The most interesting case is pushout over a trivial tree: this
trivial tree is then the root of one tree and a leaf of another tree, and the pushout is the
grafting onto that leaf.
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5.6 P-trees. For P a fixed finitary polynomial endofunctor defined by groupoids
I
s
← E
p
→ B
t
→ I,
as in the set case, a P-tree is a diagram
A
α

Moo

❴
✤
// N

// A
α

I Eoo // B // I,
where the top row is a tree, but now the squares are commutative only up to isomor-
phism, and it is important that the isos be specified as part of the structure. Unfolding
the definition, we see that a P-tree is a tree whose edges are decorated in I, whose
nodes are decorated in B, and with the additional structure of a bijection for each node
n ∈ N (with decoration b ∈ B) between the set of input edges of n and the fibre Eb,
subject to the compatibility condition that such an edge e ∈ Eb has decoration s(e), and
the output edge of n has decoration isomorphic to t(b).
(Note that the natural thing to say is ‘equivalence’ instead of ‘bijection’, but under
the assumption that the fibres of p are discrete, we can say bijection instead of equiv-
alence, provided we understand that the discrete groupoid is strictly discrete (i.e. re-
place it by its π0).)
In Section 10 we shall see how to encode Feynman graphs as P-trees. To properly
account for symmetries of graphs, it is essential that the representing diagram I ←
E → B → I be of groupoids, not just sets.
5.7 Remark. Both the definition of tree embedding and the definition of P-tree are
special cases of the notion of cartesian morphism of polynomial endofunctors, as we
shall see in 8.2.
5.8 Trivial trees. A trivial P-tree is a P-tree without nodes, so it is just a single edge
decorated by an element in I. Denote by Triv the groupoid of trivial trees, and denote
by Triv↓P the groupoid of trivial P-trees.
5.9 Lemma. We have
Triv↓P ≃ I.
5.10 Corollary. The automorphism group of a trivial P-tree decorated by i ∈ I is AutI(i).
5.11 Corollas. A corolla is a tree with exactly one node. We denote byCor the groupoid
of all corollas. A P-corolla is a P-tree whose underlying tree is a corolla. The groupoid
of P-corollas is denoted Cor↓P.
5.12 Lemma. We have
Cor↓P ≃ B.
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It follows from Lemma 5.12 that the automorphism group of a P-corolla labelled by
b ∈ B is AutB(b).
5.13 Combinatorial interpretation of functor evaluation. In view of the previous
lemma, we can picture the elements in B as P-corollas:
b
Eb︷ ︸︸ ︷
(16)
With this interpretation, we can trace through the definition of the polynomial functor
P to see that for X → I an I-indexed groupoid, the groupoid P(X) is described as that
of X-decorated P-corollas. Precisely, P(X) has as objects pairs (b, f ) where b ∈ B and
f : Eb → X is an I-map, so actually a 2-cell
Eb
f
//

✿✿
✿✿
✿✿
⇒
X
✆✆
✆✆
✆✆
✆
I.
An arrow in P(X) from (b, f ) to (b′, f ′) consists of an arrow β : b ∼→ b′ in B together
with a 2-cell (over I)
Eb ∼
β!
//
f ✿
✿✿
✿✿
✿
⇒
Eb′
f ′✄✄
✄✄
✄✄
✄
X
where β! : Eb
∼→ Eb′ is the map induced by β:
β! : Eb −→ Eb′
(e, φ) 7−→ (e, β ◦ φ)
Note that P(X) is naturally a groupoid over B and hence also a groupoid over I.
As a groupoid over B, we see that the description is given by describing the fibres, and
saying how the groups Aut(b) acts on the fibre over b. This is the description of P(X)
as the homotopy sum of its fibres.
We should also say what P does on a morphism a : X → Y in Grpd/I : its value on
a sends an object (b, f ) to the object (b, a ◦ f ).
5.14 Proposition. To give an automorphism of a P-tree T, assumed to have a bottom node R, is
to give an automorphism σ : R ∼→ R of the corolla R together with an isomorphism Dx
∼→ Dσx
for each x incoming leaf of the corolla R:
Aut(T) ≃ Aut(R)× ∏
x∈Eb
Iso(Dx,Dσx).
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6 Abstract combinatorial Dyson–Schwinger equations
6.1 Fixpoint equations, general case. We keep fixed a polynomial endofunctor P :
Grpd/I → Grpd/I given by groupoids
I
s
← E
p
→ B
t
→ I
and assume that p has finite discrete fibres. We are interested in solving the fixpoint
equation
X ∼← 1+ P(X).
HereX is an object in the slice categoryGrpd/I , that is, an I-indexed family of groupoids,
and 1 denotes the terminal object in this slice category, which is the family id : I → I,
whose members are all terminal.
Solving this equation means finding the least fixpoint, and more formally, finding
a homotopy initial (1+ P)-algebra (where 1 is the constant functor 1, and the sum is
sum of functors). Some subtleties deserve explanation here: in the category of (1+ P)-
algebras, the morphisms are not just commutative squares like in (5): the square is
allowed to commute only up to a specified invertible natural transformation. Homo-
topy initial means that we are not dealing with an isomorphism, but only with an
equivalence of groupoids, and accordingly, homotopy initial objects are unique only
up to unique equivalence. So when we say below that the solution is the groupoid of
P-trees, we are entitled to substitute this groupoid by any equivalent groupoid, like for
example taking a skeleton of it.
6.2 Theorem. The (homotopy) initial (1+ P)-algebra is the groupoid of P-trees.
We prove this theorem by hand, establishing that the groupoid of P-trees actually
solves the equation. A more formal proof is possible, valid even for ∞-groupoids [21].
Proof. Denote by W the groupoid of P-trees, considered as a groupoid over I, that is
an object in Grpd/I . It is the disjoint union of Triv↓P and the groupoid W
+ of P-trees
with a bottom node. The first is the terminal object I → I in Grpd/I , so we are done if
we can exhibit a natural equivalence of groupoids (over I)
W+ ∼← P(W).
The map is described as follows: according to 5.13, an object in P(W) is a pair (b, f )
where b ∈ B and f : Eb → W over I. We can interpret b as a P-corolla, and since
its leaves x match the roots of the trees f (x), we can glue all these trees onto b to
obtain a tree (which clearly has a bottom node, namely b). Conversely, given a P-
tree with a bottom node b, consider for each x ∈ Eb the ideal tree Dx, as in 5.5. This
data is precisely the data of (b, f ). So on objects we can go back and forth easily. To
make this correspondence an equivalence of groupoids, it remains to check that the
automorphism groups match up. We have already computed the automorphism group
of a tree T with a node: to give an automorphism of T is to give an automorphism
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group of the bottom node R and for each x an incoming edge of R, an isomorphism
Dx
∼→ Dσx. Now we also know that the automorphism group of R is Aut(b), so now it
is easy to see that altogether this is precisely the automorphism group of the data (b, f ):
indeed, that is an automorphism of b together with an automorphism of f : Eb →W.
We omit the proof that no smaller groupoid solves the equation, which amounts
to initiality. This argument (similar to the discrete case [27]) goes by induction on the
number of nodes. ✷
7 Bialgebras and B+-operators
Recall that subtree means a morphism of trees in the sense of 5.5 (this is not required
to preserve the root). Hence subtrees are always full, in the sense that if a node is
contained in the subtree then so are all the incident edges to that node.
7.1 The bialgebra of P-trees (cf. [29]). We deal with P-trees here, but for short we just
say tree. A cut of a tree is defined to be a subtree containing the root. If c : S ⊂ T is
a subtree containing the root, then each leaf e of S determines an ideal subtree of T,
namely the tree De consisting of e (which becomes the new root) and all the edges and
nodes above it (5.5). This is still true when e is also a leaf of T: in this case, the ideal
tree is the trivial tree consisting solely of e. Note also that the root edge is a subtree;
the ideal tree of the root edge is of course the tree itself. This is the analogue of the
cut-below-the-root in the combinatorial case (1.1). For a cut c : S ⊂ T, define Pc to be
the forest consisting of all the ideal trees generated by the leaves of S.
Let B = BP be the free commutative algebra Q[T ∈ π0T] on the set of isomor-
phism classes of P-trees. It becomes a bialgebra with comultiplication defined on the
generators by
∆ : B −→ B ⊗B
T 7−→ ∑
c:S⊂T
Pc ⊗ S,
as exemplified by
∆( ) = ⊗ + ⊗ + ⊗
The description of cuts in terms of subtrees and ideal subtrees means that, for operadic
trees, cuts are not allowed to go above the leaves, and that cutting an edge does not
delete it, but really cuts it. This is an essential point, as deleting edges would break the
given arity bijections in the decorations.
Coassociativity of the comultiplication can be checked by hand, but it is not neces-
sary: it is a consequence of general principles [17]: any polynomial endofunctor defines
a monoidal decomposition space, and any monoidal decomposition space (subject to
some finiteness conditions [18]) defines a bialgebra.
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7.2 Core. There is a canonical bialgebra homomorphism from any such bialgebra of
P-trees to the Connes–Kreimer bialgebra HCK, given by taking core [29]: this amounts
to forgetting the P-decorations and shaving off all leaves and roots. In other words,
the core of a P-tree is the combinatorial tree given by its inner edges.
7.3 Gradings. The bialgebra BP has two natural gradings: an N-grading by the num-
ber of nodes, and aZ-grading by ‘number of leavesminus number of roots’. (Neither of
these gradings has actually anything particular to do with the polynomial endofunctor
P; they refer only to the underlying tree. On the other hand, both gradings admit re-
finements and variations depending on P: for example, certain nodes and edges might
have different weight.)
The node grading is an instance of length filtration, a general notion for decompo-
sition spaces [18], which specialises to the familiar notion of length in locally finite
posets.
The second grading is called the operadic grading, and will play an important role
in what follows. Note that for the operadic grading, nullary trees have degree −1, and
that by taking disjoint union with nullary trees, forests of arbitrary negative degree can
be obtained. Particular examples of Pmay of course prohibit nullary nodes altogether,
and hence turn the operadic grading into an N-grading too.
7.4 Remark in defence of bialgebras that are not quite connected. The bialgebra BP
is not connected for the length grading: degree zero is spanned by all the nodeless
forests. (It is not connected for the operadic grading either.) In particular, it is not a
Hopf algebra, as used in the Connes–Kreimer approach to renormalisation. However,
it can be shown [30] that Hopf algebra renormalisation works for bialgebras of P-trees
too, the essential point being that degree zero is spanned by group-like elements. For
the same reason, the connected quotient ofBP exists, obtained by equating all nodeless
forests to 1. However, this process would clearly destroy the operadic grading, and
with it algebraic structure that will be exploited in an essential way in what follows.
7.5 The bialgebra at the objective level. Although for applications one may be inter-
ested primarily in the bialgebra BP at the level of numbers, vector spaces and linear
maps, it is an important aspect of the theory, in the larger picture, that all the con-
structions can be lifted to the objective level of objects, slices, and functors, cf. [15].
We briefly discuss this, as it will be useful in order to describe both B+-operators and
Green functions.
In a nutshell, Algebraic Combinatorics is concernedwith vector spacesQπ0S spanned
by iso-classes of certain combinatorial objects forming a groupoid S. Further algebraic
structure is induced by the combinatorics of these objects, and often such operations
can be realised as (homotopy) cardinality of operations at the combinatorial level, also
referred to as the objective level [16]. The objectification of the vector space Qπ0S is the
slice category Grpd/S of groupoids over S. For X → S an object in here, and s ∈ S, the
homotopy fibre Xs is the objective version of the coefficient of s in a linear combination.
LinearmapsQπ0T → Qπ0S are objectified by linear functorsGrpd/T → Grpd/S, which
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in turn are given by spans T ← M → S (see [16] for terminology); this is a groupoid
indexed by the product T × S, just as linear maps are given by matrices. There is a
symmetric monoidal structure on the category of groupoid slices given by
Grpd/I ⊗Grpd/J = Grpd/I×J
objectifying the familiar isomorphism QI ⊗QJ = QI×J. The neutral object is Grpd =
Grpd/1, the slice over the terminal object, corresponding to the ground field Q. In all
these cases, the linear-algebra notion is obtained by taking (homotopy) cardinality of
the groupoid notions [16].
We let T denote the groupoid of P-trees. Let F = F1 denote the groupoid of P-
forests (i.e. disjoint unions of P-trees). Denote by F2 the groupoid of forests with a cut,
and denote by F0 the groupoid of nodeless forests, i.e. disjoint unions of trivial trees.
The reason for the indices is that these groupoids form the beginning of a simplicial
object [17], [34]
F0 F1
oo
oo F2
oo
oo
oo F3
oo
oo
oo
oo · · ·
where in general Fk is the groupoid of forests with k− 1 compatible cuts. The face maps
consist in forgetting cuts (e.g. d1 : F2 → F1) or removing the crown (e.g. d0 : F2 → F1)
or the bottom forest (e.g. d2 : F2 → F1). It is a fundamental fact ([15, Key Lemma], see
also [34]), that we have
F2 ≃ F1 ×F0 F1
which is to say that this simplicial object is a category object (i.e. the fat nerve of a
category as in [17]). This important property is not shared by the simplicial object of
combinatorial trees, as explained in detail in [19].
The objectification of Qπ0F1 is hence the groupoid slice Grpd/F1 . The comultiplica-
tion in the bialgebra of P-trees is now objectified by the linear functor
Grpd/F1
d∗1−→ Grpd/F2
(d2,d0)!
−→ Grpd/F1×F1
given by the span
F1
d1←− F2
(d2,d0)
−→ F1 × F1.
Here the leftward arrow sends a forest with a cut to the total forest (just forget the cut),
whereas the rightward arrow sends a forest with a cut to the pair consisting of the top
and bottom forests.
7.6 B+-operators. The bialgebra of P-trees has canonical B+-operators, which are es-
sentially the components of the structure equivalence
T ∼← 1+ P(T).
Indeed, the formula for P gives
P(X) =
∫ b∈B
MapI(Eb,X),
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and the map from P(T) to T is therefore the homotopy sum of maps (one for each
b ∈ B)
MapI(Eb,T) → T. (17)
The very construction of the solution T showed that this map takes an Eb-indexed
family of trees and returns the tree obtained by grafting all these trees onto the corolla
b. This is essentially the B+-operator corresponding to b ∈ B.
We can analyse this a bit further, by noting the canonical equivalence
MapI(Eb,T) ≃ F1 ×F0 {b},
which states precisely that an Eb-indexed family of trees is the same thing as a forest
equipped with a bijection from its set of roots to the set of leaves of the corolla b. This
in turn can be interpreted in terms of the canonical map
F1 ×F0 F1 ≃ F2
d1−→ F1.
This map takes two forests and glues the first onto the leaves of the second (the fibre
product expresses the condition that the roots of the first forest match the leaves of the
second forest). If we demand the bottom forest to be a tree, clearly the result will be a
tree again, and hence the map restricts to F1 ×F0 T −→ T, and we can restrict further
to require the bottom tree to be a corolla, or indeed to be the specific corolla b:
F1 ×F0 {b}
//

{b}

F1 ×F0 B
//

B

F1 ×F0 T
//

T

F1 ×F0 F1
// F1
Now the top morphism is precisely the preliminary B+-operator given in (17).
It remains to observe that the final version of the B+-operator should take as input
any forest, not specifically an Eb-indexed family of trees. The final version of the B+-
operator corresponding to b is the linear map given by the span
F1 ←− F1 ×F0 {b} −→ T.
These are the individual B+-operators, one for each b ∈ B. There is also a global
B+-operator, obtained as the homotopy sum of all the individual ones. This comes
about very formally: it is simply the diagram
F1 ←− F1 ×F0 B −→ T
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giving the global B+-operator
Grpd/F1 −→ Grpd/T
by pullback along the projection, and then lowershriek over to T.
Note that naturally, without choices or tricks, the global B+-operator is a homotopy
sum of the individual B+-operators, which can be spelled out as a sum weighted by
the symmetry factors of each b. (The appearance of these symmetry factors is a familiar
feature (see for example [38] for detailed example computations).)
7.7 Remark in defence of B+-operators that are not quite Hochschild 1-cocycles.
It should be noted that neither the individual B+-operators, nor the global one, are
Hochschild 1-cocycles for the twisted Hochschild cohomology introduced by Connes
and Kreimer [6]. The twist in this notion of Hochschild cohomology is the fact that the
bicomodule structure on a bialgebra H is not the standard one given by comultiplica-
tion, but that the right coaction involves ηǫ instead of the identity (see Moerdijk [47]).
The corresponding 1-cocycle condition for B+ would be
B
∆ //
B+

B ⊗B
Id⊗B++B+⊗ηǫ

B
∆
//B ⊗B,
which fails to hold because of one term: by applying first B+ to a forest and then
cutting up the resulting tree with ∆ produces (among others) one term corresponding
to cut below the new node, providing a right-hand term which is a trivial tree. On the
other hand, by first comultiplying and then applying the right-hand vertical map, the
second summand B+ ⊗ ηǫ produces instead the term 1. The failure to be a Hochschild
1-cocycle is thus intimately related to the failure of B to be connected, cf. 7.4. In fact it
is clear that the B+-operators descend to the connected quotient of B, and that for this
Hopf algebra they do become Hochschild 1-cocycles.
The Hochschild 1-cocycle condition is emphasised in numerous papers by Kreimer
for ensuring locality of counter-terms and finiteness of renormalisation. A rather de-
tailed proof can be found in [39], with additional remarks in [37]. There are two argu-
ments in the proof that use the 1-cocycle condition: one is that every relevant tree is in
the image of some B+-operator, and the other is that the 1-cocycle condition allows for
a proof by induction. Inspection of these two arguments shows that they work also for
the not-quite-1-cocycles in BP. That every tree is in the image of some B+ is tautologi-
cal in the present approach. For the induction argument, note again that the failure of
the 1-cocycle condition amounts to the appearance of a nodeless tree instead of a unit.
But since nodeless trees are still group-like, they can be used as basis for the induction
instead of the algebra unit 1, as detailed in [30].
Another important consequence attributed to the 1-cocycle condition is Theorem 1.3,
the fact that the homogeneous parts of the solution to the Dyson–Schwinger equation
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form a Hopf sub-algebra. We shall see below (7.10) that this is ensured already by the
inductive structure of the solution, seen to be more fundamental than the question of
whether the B+ are Hochschild 1-cocycles.
7.8 Green functions. While taking core immediately puts us into the familiar Connes–
Kreimer Hopf algebra, it is actually important not to throw away the information en-
coded in leaves and root: the strict type obedience characteristic for P-trees (respect for
arities) allows for meaningful automorphism groups and the existence of meaningful
Green functions [15]. In the abstract setting of [15] and [34], the (connected) Green
function is simply the sum of all connected objects (weighted by symmetry factors).
In the present case, the objects are forests, and the connected forests are trees. At the
groupoid level, symmetry factors are accounted for automatically, and the connected
Green function is simply the functor
T→ F1,
considered as an object inGrpd/F1 . Since T is an infinite groupoid, at the vector-space
level, the connected Green function lives in the completion Q[[T ∈ π0T]] and is a
formal series
G = ∑
T∈π0T
T
|Aut(T)|
,
the sum is over iso-classes of P-trees, and it comes about really as a homotopy sum.
The adjective ‘connected’ is appropriate from the viewpoint of trees, but is misleading
when interpreted in quantum field theory: depending on how the dictionary is set
up (as in Section 10), ‘connected’ for trees corresponds to ‘1PI (and connected)’ for
graphs. The Green function just introduced is the only one used in this work, so to
avoid confusion we just call it the Green function. From the constructions, the following
is clear.
7.9 Proposition. G solves the Dyson–Schwinger equation.
Furthermore, the Green function naturally splits into summands
G = ∑
n≥0
gn,
where gn consists of all the trees with n leaves. We have
7.10 Theorem. ([15]) The Green function satisfies the Faa` di Bruno formula
∆(G) = ∑
n≥0
Gn ⊗ gn.
An important point here is that the exponent n on the left-hand tensor factor counts
n trees, each with a root, precisely matching the subscript n in the right-hand tensor
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factor, which is the number of leaves in the trees in gn. This kind of information cannot
be seen in at the level of combinatorial trees.
The theorem is proved in [15] at the objective level, meaning that it is expressed
as an equivalence of groupoids. The coupling constant can be introduced without
affecting the result, since in any case it encodes precisely the grading with respect to
which the comultiplication is homogeneous. It should be mentioned that in the case
involving more than one colour (I 6= 1), there are also separate Green functions Gv
for each v ∈ I (i.e. for each residue), each satisfying a Faa` di Bruno formula (cf. [15,
Theorem 7.8]).
7.11 Example: trees. Let B denote the groupoid of finite sets and bijections, and let
B′ denote the groupoid of finite pointed sets and basepoint-preserving bijections. The
polynomial functor represented by 1← B′ → B→ 1 is the exponential functor
Grpd −→ Grpd
X 7−→ ∑
n∈N
Xn
Sn
.
The P-trees for this functor are the naked trees (i.e. abstract trees without a planar
structure or any other structure or decorations).
7.12 Example: stable trees. In a similar vein, we can consider P-trees for the polyno-
mial functor P(X) = exp(X)− 1− X, represented by
1← Y′ → Y→ 1,
where Y is the groupoid of finite sets of cardinality at least 2. These are naked trees with
no nullary and no unary nodes, called reduced trees by Ginzburg and Kapranov [22].
We prefer the term stable tree [15]. For a given number of leaves there is only a finite
number of isoclasses of stable trees.
Here are pictures of the isoclasses of stable trees with up to five leaves, with the
symmetry factor of each tree indicated.
1
2 1
2
1
6
1
2
1
8
1
6
1
4
1
24
1
2
1
8
1
4
1
6
1
4
1
12
1
4
1
8
1
12
1
24
1
12
1
120
(18)
Taking core yields the solution to the Dyson–Schwinger equation in Example 1.6.
Hence the coefficients there are explained as the number of stable trees with k + 1
leaves, counted with symmetry factors.
More generally we have the following theorem, whose proof is straightforward.
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7.13 Theorem. Consider any finitary polynomial endofunctor P (assumed to have no nullary
and no unary operations), and its corresponding abstract Dyson–Schwinger equation
X ∼← 1+ P(X),
solved by TP, the groupoid of P-trees. Write down the corresponding Bergbauer–Kreimer style
equation in HCK, with solution ∑k ckα
k. Then the coefficient of a combinatorial tree t in ck is
the number of P-trees with k+ 1 leaves and core t.
8 Natural transformations
8.1 Homotopy natural transformations. Given two polynomial endofunctors
P, P′ : Grpd/I → Grpd/I ,
a homotopy natural transformation from P′ to P is the data of: for each object X inGrpd/I
a morphism uX : P
′(X) → P(X) in Grpd/I , and for each morphism f : X → Y in
Grpd/I a 2-cell
P′(X)
uX //
P′( f )

⇒
P(X)
P( f )

P′(Y) uY
// P(Y),
required to satisfy various compatibility conditions. It is called a cartesian natural trans-
formation (the word ‘homotopy’ being dropped) when for every f : X → Y this square
is a homotopy pullback.
Just as in the classical case [20], cartesian natural transformations P′ ⇒ P corre-
spond precisely to diagrams
I
=

E′oo

❴
✤
// B′

// I
=

I Eoo // B // I,
the middle square being required to be a homotopy pullback.
8.2 Cartesian morphisms. More generally there is a notion of cartesian morphism
between polynomial endofunctors defined on different slices, which amounts to dia-
grams
I ′

E′oo

❴
✤
// B′

// I ′

I Eoo // B // I.
(19)
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With the interpretation of the groupoids B′ and B as spaces of operations, we see that
the pullback condition on the middle square amounts to requiring that each opera-
tion of P′ is sent to an operation of P with the same arity. The outer squares express
compatibility with colours.
In particular, as was already mentioned, the notion of P-tree is a special case of
cartesian morphism of polynomial endofunctors. For the same reason, the notion of
cartesian morphism of polynomial endofunctors is precisely the notion of morphism
that behaves well with respect to decorating trees: if P′ ⇒ P is a cartesian morphism of
polynomial endofunctors, then there is induced amorphism of groupoids from P′-trees
to P-trees, given simply by composing diagrams like (19). This amounts to redecora-
tion of the nodes and edges along the vertical maps in (19).
Furthermore, this morphism is compatible with the algebraic structure we have set
up:
8.3 Proposition. A cartesian morphism of polynomial functors u : P′ ⇒ P induces a bialge-
bra homomorphism BP′ → BP, which is compatible with B+-operators in the sense that for
each b′ ∈ B′ the following square commutes:
FP′ //
b′

FP
u(b′)

TP′ // TP.
Proof. (Cf. [15].) It is simply a question of redecorating trees. ✷
There is also a compatibility with Green functions, but it is contravariant:
8.4 Proposition. For u : P′ ⇒ P a cartesian morphism of polynomial endofunctors we have
G′ = u∗G,
where G′ is the Green function in BP′ and G is the Green function in BP.
Proof. This follows from the definition of the Green functions as the fully faithful func-
tors T→ F, and the obvious fact that this square is a homotopy pullback:
TP′❴✤
//

TP

FP′ // FP.
✷
8.5 Examples. Let C denote the groupoid of finite cyclically ordered sets and C′ the
groupoid of pointed cyclically ordered finite sets. For the 1-variable polynomial func-
tor represented by
C′ → C,
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the corresponding notion of tree is that of cyclic trees, i.e. trees with a cyclic ordering
of the incoming edges of each node. We also saw the polynomial
N′ → N
whose trees are planar trees (2.13), and the polynomial
B′ → B
whose trees are naked trees (7.11). The diagram of groupoids
N′ //

❴
✤ N

C′ //

❴
✤ C

B′ // B
now represents cartesian natural transformations, and they induce the evident mor-
phisms from planar trees to cyclic trees to naked trees, and the corresponding bialgebra
homomorphisms.
8.6 Subfunctors. A useful special case of cartesian morphism is that of subfunctors. A
subfunctor is simply a natural transformation such that for each object in the domain,
the associated map is injective. These are always cartesian.
8.7 Example. The inclusion of X2 into X0 + X1 + X2 + X3 + · · · is the inclusion of
binary planar trees into all planar trees.
8.8 Truncation. From the viewpoint of Dyson–Schwinger equations, subfunctors im-
plement a good notion of truncation, which is an important aspect of the theory of
Dyson–Schwinger equations. In realistic situations in quantum field theory, the poly-
nomial will have infinitely many terms, for example by listing infinitely many prim-
itive graphs for a given theory. For practical reasons one may be forced to truncate
this sequence, allowing only a finite number of primitive graphs. It is a prominent
aspect of many current developments, notably in Quantum Chromodynamics, to se-
lect these truncations carefully so as to maintain certain qualitative properties of the
solutions. Examples of much studied truncations are the rainbow and ladder-rainbow
approximations to Yukawa theory. Many other examples can be found in the survey
of Roberts [49].
9 Foissy equations
9.1 Foissy equations. Foissy [12] has studied extensively a different form of combi-
natorial Dyson–Schwinger equations (which is required to take place inside the Hopf
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algebras of trees, or actually, the non-commutative Hopf algebra of planar trees and
forests),
Y = αB+( f (Y)), (20)
referring to a formal series f (h) = ∑∞k=0 pkh
k required to start with p0 = 1.
There are two notable differences compared to the Bergbauer–Kreimer equations (1).
The first is the placement of the constant 1: in the Bergbauer–Kreimer equation, this
constant is outside the B+-operator, whereas in the Foissy equation (20) it is present as
the requirement that the series f (h) starts with 1.
The second, more substantial difference is the role of the coupling constant α: while
in the Bergbauer–Kreimer equation the power of α tracks the operadic grading (which
really only becomes visible in the present formalism), in the Foissy equation the power
of α tracks the node grading. As we proceed to explain, both differences are illumi-
nated by the groupoid setting.
9.2 Foissy series. While a unique solution always exists for the Foissy Dyson–Schwinger
equations (20), for the same reason as in the Bergbauer–Kreimer case, it is not always
true that the solution spans a Hopf sub-algebra. Foissy [12] figured out exactly for
which f the solution spans a Hopf sub-algebra. Subsequent papers [13], [14] gener-
alised this to the multivariate setting. These Foissy series f come in continuous families,
which include the following three cases with non-negative coefficients.
1. The exponential series f (h) = exp(h). In this case, the equation thus reads
Y = αB+(exp(Y)),
and with the Ansatz Y = ∑n≥1 anα
n, the solution is found to be
a1 = , a2 = , a3 = +
1
2 , a4 = +
1
2 + +
1
6 ,
a5 = +
1
2 + + +
1
2 +
1
2 +
1
6 +
1
2 +
1
24 , etc.
2. The geometric series f (h) = 11−h . In this case, the equation thus reads
Y = αB+(
1
1−Y ),
and with the Ansatz Y = ∑n≥1 anα
n, the solution is found to be
a1 = , a2 = , a3 = + , a4 = + + 2 + ,
a5 = + + 2 + 2 + 2 + + + 3 + , etc.
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3. For each n ∈ N, the polynomial f (h) = (1+ h)n. As an example, with n = 3 the
equation reads
Y = αB+((1+ Y)
3),
and with the Ansatz Y = ∑n≥1 anα
n, the solution is found to be
a1 = , a2 = 3 , a3 = 9 + 3 , a4 = 27 + 9 + 18 + ,
a5 = 81 + 27 + 54 + 54 + 18 + 27 + 3 + 9 , etc.
9.3 Foissy-style fixpoint equations in groupoids. Given a polynomial endofunctor P,
represented by
I ← E → B → I,
this paper concentrates on the fixpoint equation
X ∼← 1+ P(X). (21)
(Recall that 1 denotes the terminal object inGrpd/I , the trivial family I → I.) A variant
is the equation
X ∼← P(X). (22)
The first equation can be considered a special case of the second equation, by simply
considering the polynomial functor 1+ P. This amounts to interpreting 1 as a nullary
operation, or more precisely: a collection of nullary operations, one for each colour
i ∈ I. On the other hand, it should be noted that if P has no nullary operations, then
∅ = P(∅), hence clearly ∅ is the least fixpoint in this case (and not an interesting one).
More precisely, if for some colour i ∈ I the polynomial P has no nullary operation of
that colour, the solutionwill be supported away from that colour aswell, and thewhole
equation could be formulated with less colours. All told, it is reasonable to assume that
P has at least one nullary operation of each colour, and hence is essentially of the form
1 + P. So the two forms of fixpoint equation have essentially the same content (as
stated more formally in Proposition 9.6 below).
The first form is favoured because of Theorem 6.2, and because of the rich structure
of P-trees. Furthermore, in a precise sense, initial-algebra formation is just a special
case of free-monad formation [26]. The free monad on P, denoted P, is again poly-
nomial; it has the following description on objects: P(S) is the initial (S+ P)-algebra.
For any polynomial functor P there is a canonical equivalence P(1) ≃ B. In particular,
the space of operations of P is P(1), which is the initial (1+ P)-algebra, not the initial
P-algebra.
9.4 Dead P-trees. A dead P-tree is a P-tree without leaves.
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9.5 Proposition. The polynomial fixpoint equation
X ∼← P(X)
has a least solution, namely the groupoid of dead P-trees.
Proof. This can be checked by the same line of argument as the proof of Theorem 6.2. ✷
Note that for the existence of a dead P-tree, it is necessary that P has at least one nullary
operation. Indeed, when P has no constant term, obviously ∅ is a solution, and obvi-
ously the least such.
9.6 Proposition. For Q = 1+ P, there is a canonical equivalence between the groupoid of
P-trees and the groupoid of dead Q-trees. More precisely the equations
X ∼← 1+ P(X) and Y ∼← Q(Y)
have equivalent solutions.
Proof. We interpret the 1-summand in Q as a family of nullary operations, for example
pictured as white nodes. Then the equivalence X ≃ Y is given by sending a P-tree to
the Q-tree obtained by grafting one of those new nullary white nodes onto each leaf. In
the other direction, given a Q-tree, prune all its white nullary nodes. It is clear that this
gives one-to-one correspondence, and no automorphisms are created or killed, since
the new nullary nodes are clearly automorphism-free. ✷
Although the dead trees resemble the combinatorial trees of the classical Connes–
Kreimer Hopf algebra, the comultiplication that can be transported to dead trees via
the equivalence of Proposition 9.6 is not the Connes–Kreimer comultiplication. Indeed,
the cuts involved in describing this transported comultiplication are not allowed to go
above the nullary nodes, and every cut, rather than deleting edges, replaces them with
nullary nodes. It seems in fact at the moment that this new comultiplication is not
particularly useful, and that it is better to stick with the canonical comultiplication of
P-trees.
The following seems more useful. Let B = BP denote the bialgebra of P-trees.
9.7 Proposition. Dead P-trees form a right B-comodule algebra D , more precisely a right
B-coideal algebra, and in fact a graded coideal algebra for either grading.
Proof. This amounts essentially to definitions. Recall (e.g. from [24]) that for a bialgebra
B, a right B-comodule algebra is an algebra M together with a coaction M → M ⊗
B required to be an algebra homomorphism. The algebra structure on D is disjoint
union (induced from B): clearly the disjoint union of dead forests is again a dead
forests. The coaction is just the comultiplication restricted from B to D : when cutting
a dead tree T, the crown forest Pc(T) is again dead, whereas the bottom tree Rc(T) is
an arbitrary tree, not in general dead. (There is no canonical way of making it dead:
we cannot just remove the leaves of the tree, as that would destroy the P-decoration,
neither is it possible to add nullary operations to the leaves, as that would mess up
with coassociativity.) ✷
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9.8 Taking core. Observe that upon taking core, the difference between P-trees and
dead P-trees goes away. In particular, the right B-comodule algebra D is transformed
into the Connes–Kreimer Hopf algebra just like B itself. In this way, we can recover
the three Foissy equations from 9.2.
9.9 Example: naked trees. Consider the Foissy equation
Y ∼← exp(Y).
By Proposition 9.6, the solution Y is the groupoid of dead trees. Taking core does noth-
ing (except removing the root edge), and upon sorting by node degree, the solution is
precisely that of Foissy (9.2 (1)), with the coefficient of a given tree being the inverse of
its symmetry factor.
9.10 Example: planar trees. For the Foissy equation
Y ∼←
1
1−Y
the solution Y is the groupoid of dead planar trees (which, since planar trees have no
automorphisms, is just the set of isoclasses of planar trees). Taking core does nothing
(except removing the root edge), and upon sorting by node degree, the solution is
precisely that of Foissy (9.2 (2)), with the coefficient of a given tree being the number
of different planar structures.
9.11 Example: ternary planar trees. For the Foissy equation
Y ∼← (1+ Y)3
the solution Y is the groupoid of dead (1+Y)3-trees, which we analyse a little further.
The polynomial functor Y 7→ (1+ Y)3 is the composite of Y 7→ 1+ Y and X 7→ X3.
The first has a nullary operation and a unary operation ; the second has only a
ternary operation . By general theory of polynomial functors [26], the operations of
the composite are therefore two-level trees with bottom node the ternary operation of
X3, and second-level nodes the operations of 1+ Y:
nullary:
unary:
binary:
ternary:
(corresponding to the 8 terms in (1+Y)3 = 1+ 3Y+ 3Y2 +Y3). The (1+Y)3-trees are
therefore all trees that can be built out of these 8 building blocks (remembering that the
number of nodes is the number of such operations, i.e. the number of ternary nodes),
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and the dead ones are those terminated everywhere with . Under the correspon-
dence of Proposition 9.6, these correspond precisely to planar ternary trees, except that
the trivial tree is left out, since we don’t have . Again, upon sorting by node degree,
we see that the coefficients appearing in 9.2(3) count the number of planar ternary
trees with a given core, in analogy with the general interpretation of the coefficients
appearing in the Bergbauer–Kreimer equations (1.2–1.6).
10 Trees versus graphs
This section is mostly a summary of the forthcoming paper [32], which analyses the
relationship between Feynman graphs and P-trees. It is not a logical part of the present
paper, but it is important to motivate the use of groupoids and the role of P-trees.
(All the pictures in this section are implicitly from massless φ3 theory in six space-
time dimensions.)
10.1 Trees in BPHZ renormalisation. The main use of trees in BPHZ renormalisation
is to express nestings of Feynman graphs. The discovery of Kreimer [35] was that
the combinatorics of the BPHZ procedure is elegantly encoded in the Hopf algebra
of rooted trees. More information, related to the specifics of a particular theory, is
encoded in the Hopf algebra of graphs [7].
In order to understand the relationship between the twoHopf algebras well enough
to transfer constructions and results such as the ones of the present paper, some modi-
fications seem necessary both on the graphs and the tree side. On the tree side, we pass
to operadic trees, as already explained. In the following figure,
3
3
3 33
3 3
3 3
2
2 :
3 :
the small combinatorial tree in the middle expresses the nesting of 1PI subgraphs on
the left; Kreimer showed that the information encoded by such trees is sufficient to
account for the counter-term corrections of BPHZ.
On the other hand, it is clear that such combinatorial trees do not capture anything
related to symmetries of graphs. For this, fancier trees are needed, as partially indi-
cated on the right. First of all, each node in the tree should be decorated by the 1PI
graph it corresponds to in the nesting [2], and second, to allow an operadic interpre-
tation, the tree should have leaves (input slots) corresponding to the vertices of the
graph. Just as vertices of graphs serve as insertion points, the leaves of a tree serve as
input slots for grafting. The decorated tree should be regarded as a recipe for recon-
structing the graph by inserting the decorating graphs into the vertices of the graphs
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of parent nodes. The numbers on the edges indicate the type constraint of each sub-
stitution: the outer interface of a graph must match the local interface of the vertex it
is substituted into. But the type constraints on the tree decoration are not enough to
reconstruct the graph, because for example the small graph decorating the left-hand
node could be substituted into various different vertices of the graph . The solu-
tion found in [32] is to consider P-trees, for P a certain polynomial endofunctor over
groupoids, which depends on the theory. For this to work, a few modifications are
needed on the graphs side:
10.2 Adjustments to the Hopf algebra of graphs. The first modification required is
rather harmless. Traditionally, the Connes–Kreimer Hopf algebra of graphs is spanned
by the 1PI graphs that are furthermore superficially divergent. This last condition ex-
cludes the one-vertex graphs given by the interaction labels themselves, and for this
reason in the formula for comultiplication
∆(Γ) = 1⊗ Γ + Γ⊗ 1+ ∑
∅ 6=γ$Γ
γ⊗ Γ/γ
the primitive part has to be specified separately since taking γ = Γ would yield a
term with the one-vertex graph Γ/γ = res(Γ). While of course excluding the one-
vertex graphs is natural from the viewpoint of physics, from the strictly combinato-
rial viewpoint it appears as an ad hoc feature. This was perhaps first observed by
Manchon [46] who introduced a bigger bialgebra, by including the interaction labels
(one-vertex graphs) as generators (see [30] for further discussion). Since obviously
these new generators have loop number zero, this bigger bialgebra is not connected,
and therefore no longer Hopf. The difference is strictly analogous to the difference be-
tween reduced and non-reduced incidence algebras in Combinatorics (see [19]); again,
the standard Hopf algebra can be obtained by collapsing the degree-0 piece. It should
also be noted here that in this setting the sum constituting the Green function for a
vertex v does not start with 1, but rather with v considered as a graph with residue v.
The second modification is subtler. The Hopf algebra of graphs expresses contrac-
tion of subgraphs, but its dual Lie algebra is the one of insertions of graphs. One is
allowed to substitute graphs with two external legs into internal lines of the receiving
graph. This means that every internal line represents an ordered infinity of virtual in-
sertion points. This does not look very good from the viewpoint of operadic trees, as it
destroys the input slot correspondence between vertices in graphs and leaves in trees:
the strict operadic viewpoint requires that grafting of trees only occurs at pre-existing
leaves, and correspondingly in the setting of graphs, only insertions at vertices should
be allowed.
This can be arranged by declaring for each internal line a number of insertion
points, for example by decorating it with special 2-valent vertices (in the literature
sometimes indicated with a cross). This means that among the primitive graphs we
now have to include more different graphs, such as
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and
and it also means that there is now a new type of vertex (for each kinetic term in the
Lagrangian), which is declared to be the residue of any graph with two external lines,
instead of saying that the residue is just the line. The Green function for the new
interaction label e = looks like this:
Ge = +
1
2 + +
1
2 +
. . .
and similarly, the Green functions for the proper interaction labels are refined by all
possible appearances of the new vertex. These issues seem to be related to the Z-factor
comparing the bare and normalised Green functions (see for example [23], [53], [10]).
Let G denote the groupoid of connected 1PI graphs.
10.3 Trees decorated with graphs. Having been specific about which graphs we con-
sider, we can now explain how to encode the graph-decorated trees, in order to get the
correct correspondence between graphs and trees, cf. [32]. The decorations are encoded
as P-trees, for P a certain polynomial endofunctor over groupoids, which depends on
the theory. This formalism yields the correct symmetry factors.
To match the figures above, we consider a theory in which there are two interaction
labels and ; let I denote the groupoid of all such one-vertex graphs. Let B denote
the groupoid of all connected 1PI graphs of the theory such that the residue belongs
to I. Finally let E denote the groupoid of such graphs with a marked vertex. The
polynomial endofunctor P is now given by the diagram
I Esoo
p
// B t // I, (23)
where the map s returns the one-vertex subgraph at the mark, p forgets the mark, and
t returns the residue of the graph, i.e. the graph obtained by contracting everything to
a point, but keeping the external lines. A P-tree is hence a diagram
A

⇐
Moo
⇒
❴
✤
//

N

//
⇒
A

I Eoo // B // I ,
(24)
with specified invertible 2-cells, in which the first row is a tree in the sense of 3.3. These
2-cells carry much of the structure: for example the 2-cell on the right says that the 1PI
graph decorating a given nodemust have the same residue as the decoration of the out-
going edge of the node — or more precisely, and more realistically: an isomorphism
is specified (it’s a bijection between external lines of one-vertex graphs). Similarly, the
left-hand 2-cell specifies for each node-with-a-marked-incoming-edge x′ ∈ M, an iso-
morphism between the one-vertex graph decorating that edge and the marked vertex
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of the graph decorating the marked node x′. Hence the structure of a P-tree is a com-
plete recipe not only for which graphs should be substituted into which vertices, but
also how: specific bijections prescribe which external lines should be identified with
which lines in the receiving graph. Let T denote the groupoid of P-trees as in (24).
10.4 Graph nesting. A graph nesting is a Feynman graph (assumed to be connected, 1PI
and with residue belonging to I) with nested circles, such that every circle cuts a 1PI
Feynman graph of the theory with residue in I. The graph nestings form a groupoid
N, in which the maps are graph isomorphisms compatible with the configuration of
circles.
The following is the main theorem of [32], which draws from insights from higher
category theory [33].
10.5 Theorem. ([32]) There is an equivalence of groupoids between the groupoid N of graph
nestings and the groupoid T of P-trees. In particular, the symmetries of a given graph nesting
can be read off the corresponding decorated tree and vice versa.
It should be stressed that the use of groupoids as coefficients is crucial for getting the
decorations that make this correspondence work. In fact, a tree decorated in groupoids
may have more symmetries than the underlying tree. For example, the graph Γ =
is 1PI, and as a trivial nesting it corresponds to the tree decorated with Γ at the node,
3 at the leaves, and 2 at the root. More formally it is of course a diagram like (24). It is
straightforward to check that this P-tree has a symmetry group of order 4, just as the
graph Γ, whereas the underlying tree clearly has a symmetry group of order 2.
10.6 Graphs with fixed residue. So far we are talking abstract Feynman graphs (form-
ing the groupoid G), whereas in quantum field theory, the symmetries are required to
fix the external lines. Categorically, this means that we are talking about the groupoid
Gv defined as the (homotopy) fibre over some residue v, in the running example v =
. Inside this fibre, the symmetry group of the graph Γ = is of order 2, the non-
trivial symmetry being the one that fixes the external lines and interchanges the two
internal lines. Since v is an object in the groupoid I, the tree corresponding to Γ be-
longs to the fibre Tv of trees with root colour v. One can check directly that in this
groupoid, the tree has only one non-trivial automorphism, which in fact is trivial on
the underlying tree! Indeed, if we were to interchange the two leaves of the tree, then
by the compatibilities expressed by the decoration, we would be interchanging the two
vertices of Γ, and this in turn would interchange the two external lines of v = , the
residue of Γ, but since we are inside the fibre Tv this automorphism is not allowed.
10.7 Nestings versus graphs. By Theorem 10.5 we have an equivalence of groupoids
N ≃ T. There is an obvious projection functor N→ G which simply forgets the circles
expressing the nesting on a graph. This functor is a finite discrete fibration — this is
just to say that for a given graph there is a finite set of possible nestings to put on it.
Pullback along this projection defines a functor
Grpd/G −→ Grpd/N
∼→ Grpd/T,
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which associates to each graph the set of possible nestings on it, and then the associated
P-tree. Note that no coefficients appear in this sum, but as illustrated in 10.11 below,
there may be repetitions. This functor induces an algebra homomorphism
Ψ : Q[[Γ ∈ π0G]] −→ Q[[T ∈ π0T]].
10.8 Theorem. ([32]) The map Ψ : Q[[Γ ∈ π0G]] −→ Q[[T ∈ π0T]] is a bialgebra ho-
momorphism. Here the bialgebra structure on Q[[Γ ∈ π0G]] is the one of 10.2; the bialgebra
structure on Q[[T ∈ π0T]] is the one of P-trees.
10.9 Proposition. The bialgebra homomorphism Ψ : Q[[Γ ∈ π0G]] −→ Q[[T ∈ π0T]]
sends Green functions to Green functions.
This is basically because the inverse image of the groupoidGv is thewhole groupoid
Nv. Since Ψ is injective we conclude:
10.10 Corollary. The Faa` di Bruno formula holds for the Green function in the bialgebra of
graphs.
(This result has recently been established directly in the bialgebra of graphs [34], with-
out reference to trees, as part of a more general theory of Faa` di Bruno formalism.)
The following two examples illustrate the significance of this result.
10.11 Example: nestings breaking symmetry. First we consider the graph Γ (with
residue v = ):
The fibre over Γ has four elements, named N1,N2,N3,N4:
The graph Γ has an automorphism group of order 8 (in Gv), and thus appears in the
Green function with a factor 18 . Hence Ψ(
1
8Γ) =
1
8N1 +
1
8N2 +
1
8N3 +
1
8N4. Now N2
and N3 are isomorphic in Nv, so we can also write the sum as
1
8N1 +
1
4N2 +
1
8N4, and
these factors, 18 ,
1
4 ,
1
8 are precisely the inverses of the orders of the symmetry groups
of the three objects in Nv. What the example shows is the fact that symmetries of a
graph can be broken by imposing nestings, but the decrease in symmetry is precisely
counter-balanced by the fact that a certain number of isomorphic nestings appear in
the fibre.
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10.12 Example: overlapping divergences. The second example concerns a graph with
overlapping divergences. Consider the graph Ω (with residue v = ):
The fibre over Ω has three elements, denoted N1,N2,N3:
In this case, Ω as well as the nestings N1,N2,N3 all have an automorphism group of
order 2 (over v). The interesting remark in this case is that the trees corresponding
to the nestings N2 and N3 are not isomorphic inside the fibre Tv (although they are
isomorphic as abstract P-trees). The reason for this is the observation already made
earlier that the drawings of these trees, even with all the decorating graphs, is not
the full picture. Interchanging the two branches is only possible over the non-trivial
automorphism of v = . (In fact it is clear in the drawings of nestings that the two
nestings are not isomorphic for fixed residue.)
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