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Resumo
O objetivo dessa dissertac¸a˜o e´ a caracterizac¸a˜o da estabilidade de soluc¸o˜es
de equil´ıbrio de Sistemas Revers´ıveis com ressonaˆncia de segunda ordem. Para
tanto, fornecemos definic¸o˜es e propriedades ba´sicas pertinentes aos Sistemas Re-
vers´ıveis; obteremos a forma normal do sistema linearizado e, a partir do me´todo
de Poincare´-Dulac, escreveremos a forma normal de terceira ordem do sistema em
estudo. Por fim, trataremos das condic¸o˜es necessa´rias e/ou suficientes a estabili-
dade de uma soluc¸a˜o nula de um Sistema Revers´ıvel com ressonaˆncia de segunda
ordem analisando dois casos: o caso em que a matriz do sistema e´ diagonaliza´vel
e o caso em que a matriz e´ na˜o-diagonaliza´vel.
Palavras Chaves: Sistemas Revers´ıveis, Ressonaˆncia, Estabilidade, Forma
Normal.
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Abstract
The goal of this dissertation is characterize the stability of equilibrium solu-
tions of Reversible Systems of second-order resonance. To this end, we provide
definitions and basic properties relevant to the Reversible systems; we obtain
the normal form of the linearized system and from the Poincare´-Dulac method,
we will write the Normal Form of third order of the system studies. For last,
we treat the necessary and sufficient conditions for the stability of the trivial
solution of a reversible system at 1:1 resonance analyzing two cases: the case
in which the system matrix is Diagonalizable and the case where the matrix is
non-diagonalizable.
Key words: Reversible Systems, Resonance, Stability, Normal Forms.
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Introduc¸a˜o
Esta dissertac¸a˜o tem como objetivo principal a obtenc¸a˜o da forma normal e
caracterizac¸a˜o da estabilidade de soluc¸o˜es de equil´ıbrio de sistemas revers´ıveis
com ressonaˆncia de segunda ordem. Usamos como principal refereˆncia o paper
de P.S. Krasil’Nivok e V.N. Tkhai, intitulado Reversible Systems. Stability at 1:1
Resonance.
Para atingir o nosso objetivo dividimos a dissertac¸a˜o em treˆs cap´ıtulos que
esta˜o organizados da seguinte maneira.
O primeiro conte´m definic¸o˜es e resultados preliminares necessa´rios ao enten-
dimento do nosso trabalho. Nesse contexto, e´ importante que o leitor possua
conhecimento de conceitos ba´sicos de equac¸o˜es diferenciais ordina´rias e de es-
tabilidade de soluc¸o˜es de equil´ıbrio desse sistema. Neste cap´ıtulo tambe´m sera´
definido nosso objeto de estudo: sistemas revers´ıveis e sera˜o apresentadas algu-
mas definic¸o˜es e propriedades ba´sicas pertinentes a esse sistema que nos permitira´
apresentar caracter´ısticas do retrato de fase que sera˜o usadas no terceiro cap´ıtulo
para obtenc¸a˜o dos resultados sobre estabilidade.
No segundo cap´ıtulo, apo´s caracterizar nosso objeto de estudo: um sistema re-
vers´ıvel que apresenta ressonaˆncia de segunda ordem, obteremos a forma normal
do sistema linearizado e, em seguida, usando o me´todo de Poincare´-Dulac, escre-
veremos a respectiva forma normal ate´ termos de terceira ordem com o objetivo
de analisar a estabilidade de um equil´ıbrio do sistema abordado.
No u´ltimo cap´ıtulo, trataremos das condic¸o˜es necessa´rias e/ou suficientes a
estabilidade de uma soluc¸a˜o nula de um sistema revers´ıvel com ressoˆnancia de
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segunda ordem. Este cap´ıtulo sera´ dividido em dois casos: o caso em que a
matriz do sistema e´ diagonaliza´vel e o caso em que a matriz e´ na˜o-diagonaliza´vel.
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Cap´ıtulo 1
Preliminares
Neste cap´ıtulo estudaremos a estabilidade de soluc¸o˜es de equil´ıbrio de equac¸o˜es
diferenciais ordina´rias enfatizando o Teorema de Chetaev. Em seguida, defini-
remos o objeto de estudo: sistemas revers´ıveis e abordaremos algumas definic¸o˜es
e propriedades relacionadas a esse tipo de sistema que nos permitem apresen-
tar caracter´ısticas sobre o retrato de fase. Nos pro´ximos cap´ıtulos usaremos tais
caracter´ısticas para estudar a estabilidade em sistemas revers´ıveis.
1.1 Estabilidade de soluc¸o˜es de equil´ıbrio de
equac¸o˜es diferenciais ordina´rias
Considere a equac¸a˜o diferencial ordina´ria autoˆnoma (EDO)
x˙ = f(x) (1.1)
onde f : U → Rn de classe C1 no aberto U ⊂ Rn.
Uma aplicac¸a˜o diferencia´vel x : I → U definida no intervalo I ⊂ R tal que
dx
dt
(t) = f(x(t))
para todo t ∈ I e´ dita soluc¸a˜o de (1.1). Ale´m disso, chamamos de trajeto´ria,
ou curva integral, o conjunto de pontos γ(t) = (t,x(t)), t ∈ I. Utilizaremos a
notac¸a˜o x(t,x0), t ∈ I para representar uma soluc¸a˜o da EDO (1.1) definida em
I tal que x(0) = x0.
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Definic¸a˜o 1.1.1. O espac¸o de fase da equac¸a˜o diferencial autoˆnoma (1.1) e´ o
domı´nio U de definic¸a˜o da aplicac¸a˜o f .
O conjunto γp = {x(t,p), t ∈ Ip}, isto e´, a imagem da curva integral de f
pelo ponto p, chama-se o´rbita de f pelo ponto p.
O retrato de fase da equac¸a˜o (1.1) e´ o conjunto das o´rbitas no espac¸o de fase.
Definic¸a˜o 1.1.2. Dizemos que x(t) = x0, x0 ∈ U e´ uma soluc¸a˜o de equil´ıbrio
do sistema (1.1) se f(x0) = 0.
Sabe-se da teoria ba´sica de EDO que cada soluc¸a˜o x = x(t) em U depende
continuamente de t e das condic¸o˜es iniciais (x0, t0). Em particular, prova-se que
pequenas mudanc¸as ou pertubac¸o˜es em x0 produzem pequenas mudanc¸as em x(t),
para t numa vizinhanc¸a de t0. Mostra-se tambe´m que duas soluc¸o˜es que comec¸am
pro´ximas, permanecem pro´ximas durante um intervalo de tempo suficientemente
grande, mas finito. Uma pergunta que se faz e´ se duas soluc¸o˜es que se iniciam
pro´ximas permanecem pro´ximas por todo tempo, ou sera´ que existem soluc¸o˜es que
se desviam, na˜o importando o qua˜o pro´ximas elas se iniciaram. Questo˜es como
estas pertencem a um ramo da matema´tica conhecido como teoria da estabilidade.
Definic¸a˜o 1.1.3. Uma soluc¸a˜o de equil´ıbrio x0 da equac¸a˜o (1.1) e´ dita
1. esta´vel se para todo  > 0 existir um nu´mero δ = δ(, t0) > 0 tal que para
qualquer x ∈ Bδ(x0), a soluc¸a˜o x(t) que se inicia em x quando t = t0 esta´
definida para todo t ≥ t0 e x(t) ∈ B(x0), para todo t ≥ t0;
2. assintoticamente esta´vel se for esta´vel e, ale´m disso, existir um nu´mero
positivo δ1 < δ tal que ‖ x ‖< δ1 implica lim
t→∞
‖ x(t)− x0 ‖= 0;
3. insta´vel quando na˜o e´ esta´vel.
Observac¸a˜o 1.1.4. O estudo da estabilidade de um equil´ıbrio qualquer reduz-se
ao estudo da estabilidade da soluc¸a˜o nula. Com efeito, se x(t) e´ uma soluc¸a˜o de
(1.1), fazendo x(t) = z(t) +x(t), temos que x(t) e´ soluc¸a˜o de (1.1) se, e somente
se, z(t) = x(t)− x(t) e´ uma soluc¸a˜o de
z˙ = g(z, t), (1.2)
onde g(z, t) = f(z(t) + x(t), t) − f(x(t), t). A soluc¸a˜o x(t) da equac¸a˜o (1.1)
corresponde a soluc¸a˜o de equil´ıbrio z = 0 do sistema (1.2). Com isso o estudo
da estabilidade soluc¸a˜o x(t) da equac¸a˜o (1.1) se reduz ao estudo da estabilidade
do equil´ıbrio z = 0 do sistema (1.2).
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Devido ao grande valor pra´tico e teo´rico, a teoria da estabilidade e´ hoje uma
das a´reas mais importantes de toda a Matema´tica. Frequ¨entemente, em pro-
blemas das engenharias, da f´ısica, ou da pro´pria Matema´tica, precisa-se saber
sobre a estabilidade de uma soluc¸a˜o de EDO. Nessa dissertac¸a˜o, estudaremos a
estabilidade de soluc¸o˜es de equil´ıbrios de certos sistemas denominados sistemas
revers´ıveis, aos quais vamos supor que possuem ressonaˆncia de segunda ordem.
1.2 Estabilidade de sistemas lineares com coefi-
cientes constantes
Consideremos o sistema linear
x˙ = Ax (1.3)
em que A e´ uma matriz n× n cujas entradas aij sa˜o constantes reais.
A matriz A pode ser vista como um operador linear no espac¸o Rn, x → Ax, o
qual pode ser estendido a um operador linear AC no espac¸o complexo Cn definido
por AC(x + iy) = Ax + iAy.
Teorema 1.2.1. As soluc¸o˜es da equac¸a˜o x˙ = Ax onde A e´ uma matriz n × n
com entradas constantes sa˜o combinac¸o˜es lineares de func¸o˜es do tipo tmeαt cos βt
e tmeαt sin βt. Mais especificamente, uma soluc¸a˜o geral do sistema (1.3) e´ da
forma
x(t) =
k∑
j=1
mj−1∑
l=0
(Aljt
leαjt cos(βjt) + Bljt
leαjt sin(βjt))
onde λj = αj + iβj sa˜o autovalores de A, mj e´ a dimensa˜o do bloco de Jordan
associado ao autovetor λj e Alj e Blj sa˜o vetores fixos do Rn para j = 1, ..., k e
l = 1, 2, ...,mj.
Pelo teorema descrito acima, temos:
Teorema 1.2.2. Sejam λ1, λ2, ..., λn os autovalores da matriz A e suponha que
Jλ e´ o bloco de Jordan (em C) associado a λ. Tem-se para a soluc¸a˜o nula do
sistema (1.3) as seguintes afirmac¸o˜es:
1. Se A e´ uma matriz na˜o-singular, ou seja, detA 6= 0; A e´ dita:
a) assintoticamente esta´vel se, e somente se, Re(λk) < 0 para todo k =
1, 2, ..., n;
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b) esta´vel, mas na˜o assintoticamente esta´vel, se, e somente se, A tem
ao menos um par de autovalores imagina´rios puros e sempre que cada
bloco de Jordan Jλ (em C) associado a cada autovalor imagina´rio puro
λ e´ diagonal e o resto dos autovalores possui parte real negativa;
c) insta´vel nos demais casos.
2. Se a matriz A e´ uma matriz singular, ou seja, detA = 0; A e´ dita:
a) esta´vel se os autovalores na˜o nulos tem parte real negativa e o bloco de
Jordan associado ao autovalor nulo e´ diagonal;
b) esta´vel, mas na˜o assintoticamente esta´vel, no caso em que A tem ao
menos um par de autovalores imagina´rios puros, sempre que cada bloco
de Jordan Jλ (em C) associado a cada autovalor imagina´rio puro λ seja
diagonal, o bloco de Jordan associado ao autovalor nulo e´ diagonal e
o resto dos autovalores possui parte real negativa;
c) insta´vel nos demais casos.
1.3 O Teorema de Chetaev
No pro´ximo teorema usaremos a seguinte definic¸a˜o:
Definic¸a˜o 1.3.1. O conjunto de valores das varia´veis x = (x1, x2, ..., xn) sob a
condic¸a˜o ‖ x ‖< η (isto e´, numa pequena vizinhanc¸a da origem) satisfazendo a
desigualdade V = V (x) > 0, sera´ denominada a regia˜o V > 0, e a superf´ıcie
V = 0 sera´ chamada de fronteira desta regia˜o.
O teorema abaixo, segundo Chetaev, fornece um crite´rio para a instabilidade.
Teorema 1.3.2. Suponha que exista uma func¸a˜o real V de classe C1 limitada
na regia˜o V > 0, para valores de x numa vizinhanc¸a da origem de Rn tal que
V (0) = 0, com V˙ (x) definida positiva na regia˜o V > 0, enta˜o a soluc¸a˜o de
equil´ıbrio x = 0 do sistema (1.1) e´ insta´vel.
Dizemos que V e´ func¸a˜o de Chetaev quando V satisfaz as hipo´teses do Teorema
1.3.2.
15
1.4 Sistemas revers´ıveis: definic¸a˜o e proprieda-
des ba´sicas
Definic¸a˜o 1.4.1. Uma involuc¸a˜o sobre o Rn e´ um difeomorfismo M : Rn → Rn
satisfazendo a igualdade M ◦M = I.
Definic¸a˜o 1.4.2. Considere um sistema autoˆnomo de equac¸o˜es diferenciais
x˙ = f(x) (1.4)
onde f : U → Rn e´ de classe C1. Se existir uma involuc¸a˜o
M : Rn → Rn
tal que
DxM · f(x) = −f(M(x)) (1.5)
com x ∈ Rn, dizemos que o campo de vetores f e´ revers´ıvel com relac¸a˜o a M ,
ou ainda, M-revers´ıvel e M e´ dita uma simetria reversa do sistema (1.4).
Em nossos estudos, nos restringiremos as involuc¸o˜es M que sa˜o aplicac¸o˜es
lineares. Assim, a equac¸a˜o (1.5) pode ser reescrita da seguinte maneira:
M · f(x) = −f(M(x)) (1.6)
Definic¸a˜o 1.4.3. : Denotamos por S o conjunto de pontos fixados pelo operador
M , ou seja,
S = {x0 ∈ U ;Mx0 = x0}
S e´ denominado conjunto dos pontos fixos de M .
Exemplo 1.4.4. Seja
x˙ = f(x)
onde f(x) = (ax2, bx1), onde x = (x1, x2).
Considere
M =
(
1 0
0 −1
)
.
Observe que
M(f(x1, x2)) = M(ax2, bx1) = (ax2,−bx1).
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Por outro lado,
−f(M(x1, x2)) = −f(x1,−x2) = −(−ax2, bx1) = (ax2,−bx1),
e portanto f e´ revers´ıvel com relac¸a˜o a M .
Conclu´ımos ainda que o conjunto S de pontos fixados pela involuc¸a˜o M e´ o
eixo x, visto que
S = {(x1, x2) ∈ R2;M(x1, x2) = (x1, x2)}
= {(x1, x2) ∈ R2; (x1,−x2) = (x1, x2)}
= {(x1, x2) ∈ R2;x1 ∈ R e x2 = 0}.
Exemplo 1.4.5. Seja
x˙ = f(x), onde f = (g, h)
O sistema acima e´ revers´ıvel relativo a involuc¸a˜o M(x1, x2) = (x1,−x2) se,
e somente se, g e´ uma func¸a˜o ı´mpar e h uma func¸a˜o par ambas em relac¸a˜o a
varia´vel x2. De fato, considerando a reversibilidade do sistema com relac¸a˜o a M ,
e´ va´lida a seguinte igualdade: M(f(x1, x2)) = −f(M(x1, x2)).
Por um lado temos:
M(f(x1, x2)) = M(g(x1, x2), h(x1, x2))
= (g(x1, x2),−h(x1, x2)).
Por outro lado,
−f(M(x1, x2)) = −f(x1,−x2)
= −(g(x1,−x2), h(x1,−x2))
= (−g(x1,−x2),−h(x1,−x2)),
assim, visto que M(f(x1, x2)) = −f(M(x1, x2)) conclu´ımos:
g(x1,−x2) = −g(x1, x2)
h(x1, x2) = h(x1,−x2),
ou seja, g e´ ı´mpar e h e´ par com relac¸a˜o a varia´vel x2.
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Exemplo 1.4.6. Considere um campo de vetores Hamiltoniano cuja func¸a˜o Ha-
miltoniana e´ tal que
H(q,p) = H(q,−p); (q,p) ∈ Rn × Rn.
As equac¸o˜es Hamiltonianas sa˜o dadas por
q˙ =
∂H
∂p
p˙ = −∂H
∂q
Considere a involuc¸a˜o M : R2n → R2n dada por M : (q,p) 7→ (q,−p). Observe
que o campo de vetores hamiltonianos e´ revers´ıvel com relac¸a˜o a involuc¸a˜o M .
De fato,
DM · f(q,p) =
(
∂H(q,p)
∂p
,
∂H(q,p)
∂q
)
.
Por outro lado,
−f(M(q,p)) = −f(q,−p)
= −
(
∂H(q,p)
∂(−p) ,−
∂H(q,p)
∂q
)
=
(
∂H(q,p)
∂p
,
∂H(q,p)
∂q
)
.
Agora, sera˜o apresentadas algumas propriedades relacionadas a sistemas re-
vers´ıveis que nos permitira´ caracterizar o retrato de fase do referido sistema. Nos
pro´ximos cap´ıtulos usaremos tais caracter´ısticas para estudar a estabilidade em
sistemas revers´ıveis.
Seja
x˙ = f(x) (1.7)
um sistema revers´ıvel com relac¸a˜o a involuc¸a˜o linear M . Com relac¸a˜o ao sistema
(1.7), e´ va´lido:
Proposic¸a˜o 1.4.7. Se x(t,x0) e´ uma soluc¸a˜o de (1.7), enta˜o M(x(−t,x0))
tambe´m e´ . Portanto, o retrato de fase de f e´ sime´trico em relac¸a˜o ao conjunto
S de pontos fixados pela involuc¸a˜o M .
Demonstrac¸a˜o: De fato, suponha que x(t,x0) e´ uma soluc¸a˜o, ou seja,
d
dt
x(t,x0) = f(x(t,x0))
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Devemos mostrar que
d
dt
M(x(−t,x0)) = f(Mx(−t,x0)).
Utilizando a regra da cadeia e a reversibilidade do sistema, temos:
d
dt
M(x(−t,x0)) = DM(x(−t,x0)) · − d
d(−t)x(−t,x0)
= M(−f(x(−t,x0)))
= f(M(x(−t,x0)))
Assim, provamos que M(x(−t,x0)) tambe´m e´ soluc¸a˜o do sistema (1.7) e, dessa
maneira, o retrato de fase de f sera´ sime´trico em relac¸a˜o ao conjunto de pontos
fixos S.
Proposic¸a˜o 1.4.8. Se uma o´rbita de f interceptar o conjunto S de pontos fixados
pela involuc¸a˜o linear M em dois pontos distintos, enta˜o necessariamente ela e´
uma o´rbita fechada.
Demonstrac¸a˜o: Suponha que uma o´rbita γx0 de f intercepta o conjunto S
em x(t1,x0) e x(t2,x0), com t1 < t2. Ou seja, M(x(t1,x0)) = x(t1,x0) e
M(x(t2,x0)) = x(t2,x0). Como f e´ um campo revers´ıvel, pela Proposic¸a˜o 1.4.7,
sendo x(t,x0) uma soluc¸a˜o do sistema (1.7), M(x(−t,x0)) tambe´m e´ soluc¸a˜o
desse sistema. Assim, defina
y(t,x0) =
{
x(t,x0) ; t ∈ [t1, t2]
x(t,x0) = M(x(2t2 − t,x0)); t ∈ [t2, 2t2 − t1]
Primeiramente, mostraremos que y(t,x0) esta´ bem definida.
Temos, por hipo´tese, que y(t,x0) = x(t,x0) para t ∈ [t1, t2] e´ uma soluc¸a˜o
do sistema. Assim, como provado na Proposic¸a˜o 1.4.7, M(x(−t,x0)) tambe´m e´
uma soluc¸a˜o do sistema (1.7) percorrido no tempo −t, ou seja, para t ∈ [t2, t1].
Note que y(t,x0) = M(x(2t2− t,x0)) para t ∈ [t2, 2t2− t1] e´ soluc¸a˜o de (1.7) pois
M(x(2t2 − t,x0)) para t ∈ [t2, 2t2 − t1] e´ igual a M(x(−t,x0)) com t ∈ [t2, t1].
Ale´m disso, x(t,x0) e´ uma soluc¸a˜o que em t = t2 vale x(t2,x0). Do mesmo
modo que a soluc¸a˜o x(t,x0) em t = t2 vale M(x(t2,x0)) = x(t2,x0), pois,
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x(t2,x0) ∈ S. Pelo Teorema da Existeˆncia e Unicidade, x e x fazem parte da
mesma soluc¸a˜o garantindo assim que y(t,x0) esta´ bem definida.
Observe que y(t,x0) e´ uma soluc¸a˜o perio´dica, visto que y(t1) = x(t1,x0) e
y(2t2 − t1) = M(x(t1,xo)) = x(t1,x0). Logo, y(t1) = y(2t2 − t1). O que mostra
que y e´ uma soluc¸a˜o perio´dica de per´ıodo 2|t2 − t1| e assim γx0 e´ uma o´rbita
fechada.
A seguir, demonstraremos outra propriedade importante do comportamento
do sistema (1.7).
Proposic¸a˜o 1.4.9. Considere o sistema revers´ıvel (1.7). Se x0 = 0 e´ uma
soluc¸a˜o de equil´ıbrio desse sistema, enta˜o x0 = 0 na˜o pode ser assintoticamente
esta´vel.
Demonstrac¸a˜o: Suponha que a soluc¸a˜o nula x0 = 0 seja assintoticamente
esta´vel. Enta˜o existe uma bola Bδ(0) de centro na origem e raio δ > 0 tal que
para cada z ∈ Bδ(0) a soluc¸a˜o z(t) com z(0) = z de (1.7) satisfaz
lim
t→∞
z(t) = 0.
Sendo M linear, e portanto cont´ınua, e´ poss´ıvel escolher δ′, 0 < δ′ < δ tal que
‖ Mx ‖< δ para todo x ∈ Bδ′(0). Para um x ∈ Bδ′(0), seja x(t) a soluc¸a˜o de
(1.7) que no tempo zero passa por x, assim lim
t→∞
x(t) = 0. Note que definindo
y(t) = M(x(−t)) temos
y˙(t) = −M ◦ f(x(−t)) = f ◦M(x(−t)) = f(y(t))
e, portanto, y(t) e´ uma soluc¸a˜o de (1.7) com condic¸a˜o inicial y(0) = Mx em
Bδ(0). Isso implica
lim
t→−∞
y(t) = M( lim
t→−∞
x(−t)) = 0,
contradizendo a suposic¸a˜o da soluc¸a˜o nula ser assintoticamente esta´vel.
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Cap´ıtulo 2
Formas normais de sistemas
revers´ıveis
Neste cap´ıtulo obteremos a forma normal de um sistema revers´ıvel que apresenta
ressonaˆncia 1:1 ate´ termos de terceira ordem com o objetivo de analisar a estabi-
lidade de um equil´ıbrio do sistema abordado. Sendo assim, considere o sistema
(1.7), revers´ıvel com relac¸a˜o a involuc¸a˜o linear M , e assuma que a origem do
espac¸o de fase e´ uma soluc¸a˜o de equil´ıbrio e que a func¸a˜o f e´ anal´ıtica numa
vizinhanc¸a da origem.
2.1 Forma normal do sistema linearizado
Nesta sec¸a˜o mostraremos que por meio de uma mudanc¸a linear de coordenadas
podemos simplificar o sistema linearizado numa vizinhanc¸a da origem associado
ao sistema (1.7). Iniciaremos “simplificando”a involuc¸a˜o linear M .
Proposic¸a˜o 2.1.1. Existe uma mudanc¸a linear de coordenadas do Rn tal que nas
novas coordenados M e´ dada por:
M =
(
Il 0
0 −Im
)
n×n
, (2.1)
com l +m = n; Il a matriz identidade l × l e Im a matriz identidade m×m.
Demonstrac¸a˜o: Como M2 = I temos que M2 − I = 0. Assim, o polinoˆmio
p(x) = x2 − 1 = (x + 1)(x − 1) e´ um polinoˆmio anulador do operador linear
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M . Sabendo que o conjunto de polinoˆmios anuladores de M possui como u´nico
gerador moˆnico o polinoˆmio mı´nimo m(x) de M , temos que:
m(x)|p(x)⇒ m(x) = x+ 1 ou m(x) = x− 1 ou m(x) = p(x).
Podemos concluir que:
• Se m(x) = x+ 1, enta˜o m(M) = M + I. Ou seja, M = −I.
• Se m(x) = x− 1, enta˜o m(M) = M − I. Ou seja, M = I.
• Se m(x) = (x+ 1)(x− 1), enta˜o M e´ diagonaliza´vel e escrevemos
M =
(
Il 0
0 −Im
)
n×n
,
onde l +m = n.
Assumindo que foi feita a mudanc¸a de coordenadas tal que M assume a forma
dada em (2.1), podemos provar que o sistema (1.7) pode ser escrito em uma forma
particular descrita na proposic¸a˜o seguinte.
Proposic¸a˜o 2.1.2. Considere o sistema (1.7) onde M e´ uma involuc¸a˜o linear
satisfazendo assim (2.1). Existe uma mudanc¸a linear de coordenadas na qual o
sistema (1.7) pode ser reescrito como:{
u˙∗ = U(u∗,v∗)
v˙∗ = V (u∗,v∗),
(2.2)
onde u∗ ∈ Rl, v∗ ∈ Rm, l + m = n e satisfazendo as seguintes igualdades:
U(u∗,−v∗) = −U(u∗,v∗) e V (u∗,−v∗) = V (u∗,v∗). Ale´m disso, a linearizac¸a˜o
de (2.2) em torno da origem e´
u˙∗ = A∗v∗
v˙∗ = B∗u∗, (2.3)
sendo A∗ e B∗ sa˜o matrizes constantes.
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Demonstrac¸a˜o: De fato, escrevendo x = (u∗,v∗), onde u∗ ∈ Rl e v∗ ∈ Rm, e
considerando
u˙∗ = U(u∗,v∗)
v˙∗ = V (u∗,v∗),
obtemos a igualdade x˙ = f(u∗,v∗) = (U(u∗,v∗), V (u∗,v∗)).
Como o sistema e´ revers´ıvel com relac¸a˜o a involuc¸a˜o linear M , podemos afir-
mar por (1.6) que Mf(x) = −fM(x). Assim, supondo que foi feita a mudanc¸a
linear de coordenadas tal que M e´ escrito como (2.1), temos que:
Mf(x) = M(u˙∗, v˙∗)
= M(U(u∗,v∗), V (u∗,v∗))
= (U(u∗,v∗),−V (u∗,v∗).
Por outro lado,
−fM(x) = −f(u∗,−v∗)
= −(U(u∗,−v∗), V (u∗,−v∗))
= (−U(u∗,−v∗),−V (u∗,−v∗)),
e, portanto,
U(u∗,v∗) = −U(u∗,−v∗)
V (u∗,v∗) = V (u∗,−v∗). (2.4)
Sendo f anal´ıtica numa vizinhanc¸a da origem, temos que U e V sa˜o func¸o˜es
anal´ıticas em u∗ e v∗. A aproximac¸a˜o linear do sistema (1.7) em uma vizinhanc¸a
da origem e´ dada por: (
u˙∗
v˙∗
)
= DF (0,0) · (u∗,v∗)T ,
onde F (u∗,v∗) = (U(u∗,v∗), V (u∗,v∗)).
Assim, (
u˙∗
v˙∗
)
=
(
Du∗U(0,0) Dv∗U(0,0)
Du∗V (0,0) Dv∗V (0,0)
)(
u∗
v∗
)
,
23
e, observe que pelas igualdades em (2.4), temos: Du∗U(u∗,v∗) = −Du∗U(u∗,−v∗)
e−Dv∗V (u∗,−v∗) = Dv∗V (u∗,v∗). Assim, para u∗ = v∗ = 0, teremos: Du∗U(0,0) =
Dv∗V (0,0) = 0.
Logo, a aproximac¸a˜o linear de (1.7) em torno da origem e´:(
u˙∗
v˙∗
)
=
(
0 Dv∗U(0,0)
Du∗V (0,0) 0
)(
u∗
v∗
)
,
ou ainda,
u˙∗ = A∗v∗
v˙∗ = B∗u∗,
onde A∗ = Dv∗U(0,0) e B∗ = Du∗V (0,0) sa˜o matrizes constantes.
Proposic¸a˜o 2.1.3. Seja
D =
(
0l×l A∗l×m
B∗m×l 0m×m
)
n×n
,
enta˜o as seguintes afirmac¸o˜es sa˜o va´lidas:
a) Para l > m temos que 0 e´ um autovalor da matriz D de multiplicidade
κ ≥ l −m;
b) Para κ = l−m temos que os autovalores na˜o nulos de D ocorrem aos pares;
c) Em uma base adequada, podemos reescrever o sistema (2.3) como
ξ˙ = 0, u˙ = Av, v˙ = Au, (2.5)
onde ξ ∈ Rl−m e u, v ∈ Rm. Ale´m disso, as ra´ızes na˜o nulas λ da equac¸a˜o
caracter´ıstica desse novo sistema sa˜o tais que:
det(C − λ2I) = 0,
com C = A · A.
Demonstrac¸a˜o:
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a) Se l > m, enta˜o a matriz D do sistema (2.3) e´ singular, ou seja, detD = 0.
De fato, isso se deve a existeˆncia de uma submatriz de zeros cuja soma do
nu´mero de linhas e colunas excede n. Sendo assim, 0 e´ um autovalor da
matriz D e denotaremos por κ a multiplicidade desse autovalor.
Agora, provaremos que κ satisfaz a seguinte desigualdade: κ ≥ l −m. De
fato,
κ = dim kerD
= n− dim ImD
= n− (dim ImA∗ + dim ImB∗)
≥ n− 2m = (l +m)− 2m = l −m.
b) Observe que se κ = l − m, enta˜o dim Im A∗ = dim Im B∗ = m. Consi-
derando que a multiplicidade do autovalor 0 e´ κ = l −m, vamos mostrar
que o restante dos autovalores de D ocorrem aos pares, pois D e −D sa˜o
semelhantes.
De fato, pela reversibilidade do sistema temos:
MD = −DM ⇒ D = −M−1DM = M−1(−D)M,
ou seja, D e −D sa˜o matrizes semelhantes. Considerando λ um autovalor
de D, enta˜o det(D − λI) = 0 e como:
det(D − λI) = det[M−1(−D)M − λM−1M ]
= det[M−1(−D − λI)M ]
= det(−D − λI)
= (−1)n · det(D + λI),
segue que det(D + λI) = 0. Assim, −λ tambe´m e´ autovalor de D. Desse
modo, em uma base adequada, podemos escrever D da seguinte maneira:
D = diag(0, A,−A) com detA 6= 0.
c) O sistema (2.3) e´ reescrito da seguinte forma:
ξ˙ = 0, u˙ = Av, v˙ = Au onde ξ ∈ Rl−m, u, v ∈ Rm.
Isso deve-se a semelhanc¸a entre as matrizes(
A 0
0 −A
)
e
(
0 A
A 0
)
,
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assim, matricialmente, temos: ξ˙u˙
v˙
 =
 0 0 00 0 A
0 A 0
 ·
 ξu
v

Logo, a equac¸a˜o caracter´ıstica do sistema acima e´ dada por:
det(D − λI) = det
 −λI 0 00 −λI A
0 A −λI

= (−λ)l−m · det
(
−λI A
A −λI
)
= (−λ)l−m · det(−λI) · det
(
λI − A
(
−1
λ
I
)
A
)
= (−λ)l−m · (−λ)m · det
(
−1
λ
(−λ2I + A2)
)
= (−λ)l−m · det(A2 − λ2I),
ou seja, as ra´ızes na˜o nulas λ da equac¸a˜o caracter´ıstica do sistema (2.5) sa˜o
tais que:
det(C − λ2I) = 0, (2.6)
com C = A · A.
As ra´ızes λ na˜o nulas do sistema linear (2.5) descrito por:
ξ˙ = 0, u˙ = Av, v˙ = Au onde ξ ∈ Rl−m, u, v ∈ Rm
sa˜o obtidas na equac¸a˜o (2.6). O estudo desses autovalores λ fornecem informac¸o˜es
sobre a estabilidade da soluc¸a˜o nula. Considere enta˜o a existeˆncia de um autovalor
λj cuja parte real seja diferente de zero. Nessa situac¸a˜o temos duas opc¸o˜es: ou
Re(λj) > 0 ou Re(λj) < 0.
• Pelo Teorema 1.2.2, a existeˆncia de um autovalor com parte real positiva,
Re(λj) > 0, ja´ leva a instabilidade do sistema.
• Caso Re(λj) < 0, temos que Re(−λj) > 0, ja´ que os autovalores na˜o nulos
acontecem aos pares. Assim, pelo Teorema 1.2.2, o sistema (2.5) e´ insta´vel.
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Da´ı conclu´ımos que a existeˆncia de um autovalor λj tal que Re(λj) 6= 0 leva a
instabilidade da soluc¸a˜o nula do sistema (2.5). Com isso, estudaremos o caso em
que todos os autovalores λs sa˜o imagina´rios puro (λs
2 < 0) e assumiremos que
pelo menos um par consiste de nu´meros iguais (λ1
2 = λ2
2).
2.1.1 A forma normal no caso em que o sistema possui
ressonaˆncia de segunda ordem
Definic¸a˜o 2.1.4. Dizemos que o sistema (1.7) apresenta ressonaˆncia de segunda
ordem (ou ressonaˆncia 1:1) quando possui dois pares de autovalores imagina´rios
puros ±λ1 e ±λ2 tais que λ12 = λ22.
Assim, vamos considerar o sistema linearizado na seguinte forma:
ξ˙ = 0, u˙ = Av, v˙ = Au com ξ ∈ Rl−m e u, v ∈ Rm,
cujos autovalores λs na˜o nulos sa˜o imagina´rios puros e sa˜o obtidos pelas ra´ızes da
equac¸a˜o det(C − λs2I) = 0; com C = A · A. Ale´m disso, considere a existeˆncia
de pelo menos um par de nu´meros iguais (λ1
2 = λ2
2), ou seja, um sistema
revers´ıvel que apresenta ressonaˆncia de segunda ordem.
Nesta sec¸a˜o sera˜o provados lemas e teoremas que nos permitira˜o reescrever o
sistema (2.5) em uma forma particularmente simples, a partir da transformac¸a˜o
linear exibida a seguir.
Considere a transformac¸a˜o linear:
z1 =
m∑
j=1
p1j(u˙j + λ1uj) + iµ
m∑
j=1
p2juj
zs =
m∑
j=1
psj(u˙j + λsuj) (s = 2, 3, 4, ...,m) (2.7)
onde a matriz P = (pij) tem elementos imagina´rios puros que satisfazem o sistema
de equac¸o˜es lineares
(C − λs2I)TpsT = 2iµλ1δ1sp2T (2.8)
com ps = (ps1, ps2, ps3, ..., psm) e δ1s e´ o delta de Kronecker. Essa transformac¸a˜o
sera´ utilizada posteriormente para reescrever o sistema (2.5).
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Observac¸a˜o 2.1.5. No estudo da estabilidade de um ponto de equil´ıbrio do sis-
tema revers´ıvel sera˜o considerados dois casos: o primeiro caso e´ quando a matriz
C e´ na˜o-diagonaliza´vel, onde faremos µ = 1 na equac¸a˜o (2.7) e o segundo caso
ocorre quando a matriz C e´ diagonaliza´vel, onde faremos µ = 0.
Lema 2.1.6. Considere a transformac¸a˜o linear (2.7), podemos escrever as se-
guintes igualdades:
• Para s = 1
m∑
j=1
cjip1j = λ1
2p1i + 2iµλ1p2i, i = 1, 2, 3, ..,m
• Para s 6= 1
m∑
j=1
cjipsj = λs
2psi, i = 1, 2, 3, ..,m
Demonstrac¸a˜o: De fato, considerando s = 1, pela equac¸a˜o (2.8), temos:
(C − λ12I)Tp1T = 2iµλ1p2T ⇒ CTp1T = λ12p1T + 2iµλ1p2T
Logo,
m∑
j=1
cjip1j = λ1
2p1i + 2iµλ1p2i, i = 1, 2, 3, ..,m (2.9)
Caso s 6= 1 (δ1s = 0), a equac¸a˜o (2.8) pode ser escrita como:
(C − λs2I)TpsT = 0
Assim, a equac¸a˜o tem soluc¸o˜es na˜o-triviais e podemos escrever CTps
T = λs
2ps
T ,
ou seja, ps sa˜o autovetores de C
T associados aos autovalores distintos λs
2 com
s = 2, 3, 4, ...,m. Logo,
m∑
j=1
cjipsj = λs
2psi, (2.10)
onde i = 1, 2, 3, ..,m.
Proposic¸a˜o 2.1.7. Existe uma mudanc¸a de coordenadas no qual o sistema (2.5)
pode ser reescrito com as seguintes condic¸o˜es.
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1. Se C e´ na˜o-diagonaliza´vel, onde consideraremos µ = 1, o novo sistema e´
ξ˙ = 0, z˙1 = λ1z1 + iz2, z˙1 = −λ1z1 − iz2
z˙s = λszs, z˙s = −λszs (s = 2, 3, ...,m)
2. Se C e´ diagonaliza´vel, onde consideraremos µ = 0, p1,m−1 = p2m = 1, p1m =
p2,m−1 = 0, o novo sistema e´
ξ˙ = 0 , z˙s = λszs, z˙s = −λszs (s = 1, 2, ...,m)
Demonstrac¸a˜o: Considere a mudanc¸a de coordenadas dada pela transformac¸a˜o
linear (2.7). Vamos separar a prova em dois casos:
Para o caso s 6= 1, temos:
zs =
m∑
j=1
psj(u˙j + λsuj),
e assim
z˙s =
m∑
j=1
psj(u¨j + λsu˙j).
Veja que considerando o sistema (2.5) onde dim Im(C) = dim Im(A), podemos
concluir que u¨ = Av˙ = A2u, ou seja, u¨ = Cu. Matricialmente temos:
u¨1
u¨2
...
u¨m
 =

c11 c21 · · · cm1
c12 c22 · · · cm2
...
...
. . .
...
c1m c2m · · · cmm


u1
u2
...
um
 ,
e assim,
u¨j =
m∑
i=1
cjiui (2.11)
Considerando a igualdade (2.11), temos:
z˙s =
m∑
j=1
psj(u¨j + λsu˙j)
=
m∑
j=1
psj(
m∑
i=1
cjiui + λspsju˙j)
=
m∑
j=1
(
m∑
i=1
cjipsjui) +
m∑
j=1
(λspsju˙j).
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Pela equac¸a˜o (2.10),
m∑
j=1
cjipsj = λs
2psi, i = 1, 2, 3, ..,m
e assim
z˙s =
m∑
j=1
(
m∑
i=1
cjipsjui) +
m∑
j=1
(λspsju˙j)
=
m∑
i=1
λs
2psiui +
m∑
j=1
λspsju˙j
= λs
m∑
i=1
λspsiui +
m∑
j=1
psju˙j
= λs
m∑
k=1
λspskuk + psku˙k
= λs
m∑
k=1
psk(u˙k + λsuk)
= λszs.
Como z˙s = λszs, teremos: z˙s = λszs = −λszs. Lembrando que λs e´ imagina´rio
puro.
Para o caso s = 1, sabemos que
z1 =
m∑
j=1
p1j(u˙j + λ1uj) + iµ
m∑
j=1
p2juj.
Consequentemente,
z˙1 =
m∑
j=1
p1j(u¨j + λ1u˙j) + iµ
m∑
j=1
p2ju˙j
=
m∑
j=1
p1j(
m∑
i=1
cjiui + λ1u˙j) + iµ
m∑
j=1
p2ju˙j
=
m∑
j=1
m∑
i=1
p1jcjiui +
m∑
j=1
λ1p1ju˙j + iµ
m∑
j=1
p2ju˙j
=
m∑
i=1
(λ1
2p1i + 2iµλ1p2i)ui +
m∑
j=1
λ1p1ju˙j + iµ
m∑
j=1
p2ju˙j
= λ1
(
m∑
k=1
p1k(λ1uk + u˙k) + iµ
m∑
k=1
p2kuk
)
+ iµ
m∑
k=1
p2k(λ2uk + u˙k)
= λ1z1 + iµz2,
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ja´ que u¨j =
m∑
i=1
cjiui e pela equac¸a˜o (2.9)
m∑
j=1
cjip1j = λ1
2p1i + 2iµλ1p2i, i = 1, 2, 3, ..,m,
e, ale´m disso, pela ressonaˆncia de segunda ordem temos λ1 = λ2.
Conclu´ımos enta˜o que, para µ = 1, temos z˙1 = λ1z1 + iz2 e assim z˙1 =
−λ1z1 − iz2. Para µ = 0, temos z˙1 = λ1z1 e assim z˙1 = −λ1z1.
Provaremos agora que a matriz P e´ na˜o-singular. De fato, vimos que ps
sa˜o autovetores de CT associados aos autovalores distintos λs
2 quando s 6= 1
o que garante que os vetores-linha p2,p3, ...,pm da matriz P sa˜o linearmente
independentes. Basta apenas mostrar que o vetor p1 tambe´m e´ linearmente
independente com relac¸a˜o aos vetores ps (com s = 2, 3, ...,m).
Suponha que p1 = α2p2 + α2p3 + ... + αmpm, ou seja, suponha que p1 pode
ser escrito com combinac¸a˜o linear dos outros vetores e vamos chegar a uma con-
tradic¸a˜o.
Utilizando a primeira equac¸a˜o do sistema (2.8) e escrevendo p1 como com-
binac¸a˜o linear dos outros vetores temos:
(C − λ12I)T (
m∑
j=2
αjpj
T ) = 2iλ1p2
T ,
e assim,
(α2C
∗T − 2iλ1I)p2T = −C∗T (
m∑
j=3
αjpj
T ).
Afirmac¸a˜o 2.1.1. O determinante da matriz (α2C
∗T−2iλ1I) e´ diferente de zero.
Demonstrac¸a˜o: Supondo que det(α2C
∗T − 2iλ1I) = 0, teremos:
det(α2C
∗T − 2iλ1I) = det(α2CT − α2λ12I − 2iλ1I)
= det(α2C
T − (α2λ12 − 2iλ1)I)
= 0
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Com isso,
(α2λ1
2 − 2iλ1)
α2
e´ um autovalor real de C o que levaria a instabilidade do sistema, contradizendo
o fato dele ser esta´vel. Logo, det(α2C
∗T − 2iλ1I) = 0.
Assim, com o determinante da matriz (α2C
∗T − 2iλ1I) diferente de zero, ga-
rantimos que essa matriz tem inversa e que o vetor p2
T e´ escrito como combinac¸a˜o
linear dos outros vetores p3, ...,pm o que e´ uma contradic¸a˜o, pois esses vetores
sa˜o linearmente independentes. Assim, p1,p2,p3, ...,pm sa˜o vetores linearmente
independentes e a matriz P e´ na˜o-singular (detP 6= 0).
Proposic¸a˜o 2.1.8. A transformac¸a˜o inversa pode ser encontrada pelas equac¸o˜es
m∑
j=1
(p1jλ1 + iµp2j)uj =
1
2
(z1 + z1),
m∑
j=1
p1ju˙j =
1
2
(z1 − z1)
m∑
j=1
psjuj =
1
2
λs
−1(zs + zs),
m∑
j=1
psju˙j =
1
2
(zs − zs) (s = 2, , 3, ...,m)
Da´ı, conclu´ımos que u e v = A−1u˙ sa˜o combinac¸o˜es lineares de expresso˜es real e
imagina´ria z + z e z − z, respectivamente.
Demonstrac¸a˜o: Abrindo alguns ca´lculos teremos:
z1 + z1 =
m∑
j=1
p1j(u˙j + λ1uj) + iµ
m∑
j=1
p2juj +
m∑
j=1
−p1j(u˙j − λ1uj) + iµ
m∑
j=1
p2juj
=
m∑
j=1
p1j(u˙j + λ1uj) + iµ
m∑
j=1
p2juj +
m∑
j=1
p1j(−u˙j + λ1uj) + iµ
m∑
j=1
p2juj
= 2 · (
m∑
j=1
p1jλ1uj + +iµ
m∑
j=1
p2juj)
Como pij e λ1 sa˜o imagina´rios puros, temos pij = −pij e λ1 = −λ1, i = −i
enquanto os outros termos permanecem inalterados por pertencerem ao conjunto
dos nu´meros reais. De maneira ana´loga, podemos calcular z1 − z1.
z1 − z1 =
m∑
j=1
p1j(u˙j + λ1uj) + iµ
m∑
j=1
p2juj − (
m∑
j=1
−p1j(u˙j − λ1uj) + iµ
m∑
j=1
p2juj)
=
m∑
j=1
p1j(u˙j + λ1uj) + iµ
m∑
j=1
p2juj +
m∑
j=1
p1j(u˙j − λ1uj)− iµ
m∑
j=1
p2juj
= 2 · (
m∑
j=1
p1ju˙j).
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Assim,
m∑
j=1
(p1jλ1 + iµp2j)uj =
1
2
(z1 + z1)
m∑
j=1
p1ju˙j =
1
2
(z1 − z1).
Para s = 2, 3, ...,m procedemos da mesma maneira,
zs + zs =
m∑
j=1
psj(u˙j + λsuj) +
m∑
j=1
psj(−u˙j + λsuj)
= 2 · (
m∑
j=1
psjλsuj).
De maneira ana´loga,
zs − zs =
m∑
j=1
psj(u˙j + λsuj)− (
m∑
j=1
psj(−u˙j + λsuj))
= 2 · (
m∑
j=1
psju˙j).
Logo,
m∑
j=1
psjuj =
1
2
λs
−1(zs + zs)
m∑
j=1
psju˙j =
1
2
(zs − zs),
mostrando enta˜o que u e v = A−1u˙ sa˜o combinac¸o˜es lineares de expresso˜es real
e imagina´ria z + z e z − z, respectivamente.
2.2 Forma normal ate´ termos de terceira ordem
Assumindo que o sistema linearizado esta´ na forma normal, vamos obter a forma
normal dos termos na˜o lineares ate´ terceira ordem. Usaremos o seguinte teorema:
Teorema 2.2.1. (Poincare´-Dulac) Um sistema de equac¸o˜es diferenciais
x˙ = Ax + f2(x) + h.o.t. (2.12)
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pode ser formalmente reduzido a
y˙ = Ay +
∞∑
k=2
gk(y) (2.13)
onde gk e´ homogeˆneo de grau k e formado somente por termos ressonantes, com
Dgk(y)Ay−Agk(y) = 0, para todo k ≥ 2. O sistema (2.13) e´ dito ser uma forma
normal para o sistema (2.12).
Note que os termos ressonantes na expansa˜o em se´rie de Taylor de f so´ de-
pendem da parte linear de f . A expressa˜o ressonante e´ devido a presenc¸a de
ressonaˆncias entre os autovalores de Df(0). Para ver isto, assuma que A e´
uma matriz diagonal real com autovalores λ1, λ2, ..., λn ∈ R. O caso complexo
e´ ana´logo. Seja Hm,n o espac¸o dos monoˆmios m-homogeˆneos em Rn, xm ∂
∂xs
e
L
(m)
A : H
m,n → Hm,n definido por L(m)A (hm)(x) = Ahm(x) − Dhm(x)Ax, onde
xm = xm11 · · ·xmnn .
Os autovalores de L
(m)
A sa˜o os monoˆmios x
m ∂
∂xs
, satisfazendo
L
(m)
A
(
xm
∂
∂xs
)
= [(m,λ)− λs]xm ∂
∂xs
onde (m,λ) =
∑
j
mjλj.
Portanto, se a relac¸a˜o (m,λ)− λs = 0 e´ satisfeita para certos s e m, enta˜o o
monoˆmio xm
∂
∂xs
e´ ressonante (ou seja, tal monoˆmio esta´ no nu´cleo do operador
L
(m)
A ).
Considere o sistema (1.7) com l = m = 2 e λ1
2 = λ2
2. Assumindo que
uma mudanc¸a linear de coordenadas foi aplicada de tal maneira que o sistema
linearizado esta´ na forma explicitada pela Proposic¸a˜o 2.1.7, obtendo a forma
normal de Poincare´-Dulac ate´ termos de terceira ordem e fazendo a mudanc¸a de
varia´veis
ρ1 = z1z1, ρ2 = z2z2, x = i(z1z2 − z1z2), x1 = i(z1 z2 − z1z2)
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o sistema assume a forma:
ρ˙1 = x[µ+ (B11 − C12)ρ1 +B12ρ2 + C11y] +O((ρ1 + ρ2) 52 )
ρ˙2 = −x[A21ρ1 + (A22 − C21)ρ2 + C22y] +O((ρ1 + ρ2) 52 )
x˙ = R(ρ1, ρ2, y) +O((ρ1 + ρ2)
5
2 ) (2.14)
x˙1 = R1(z1, z2, z1, z2) +O((ρ1 + ρ2)
5
2 )
R = 2[µρ2 − A21ρ12 + (B11 − A22 − C12 + C21)ρ1ρ2 +B12ρ22]
+y[(A11 −B21 − C22)ρ1 + (A12 −B22 + C11)ρ2] + (C12 − C21)y2
y = z1z2 + z1z2, x
2 + y2 = 4ρ1ρ2
onde R1 e´ um polinoˆmio de grau 4, Aij, Bij, Cij sa˜o coeficientes reais.
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Cap´ıtulo 3
Estabilidade de sistemas
revers´ıveis com ressonaˆncia de
segunda ordem
A partir de agora vamos estudar a estabilidade da soluc¸a˜o nula do sistema
ρ˙1 = x[1 + (B11 − C12)ρ1 +B12ρ2 + C11y] +O((ρ1 + ρ2) 52 )
ρ˙2 = −x[A21ρ1 + (A22 − C21)ρ2 + C22y] +O((ρ1 + ρ2) 52 )
x˙ = R(ρ1, ρ2, y) +O((ρ1 + ρ2)
5
2 ) (3.1)
x˙1 = R1(z1, z2, z1, z2) +O((ρ1 + ρ2)
5
2 )
R = 2[ρ2 − A21ρ12 + (B11 − A22 − C12 + C21)ρ1ρ2 +B12ρ22]
+y[(A11 −B21 − C22)ρ1 + (A12 −B22 + C11)ρ2] + (C12 − C21)y2
y = z1z2 + z1z2, x
2 + y2 = 4ρ1ρ2
obtido no cap´ıtulo anterior por meio da normalizac¸a˜o ate´ termos de terceira
ordem de um sistema revers´ıvel que apresenta ressonaˆncia de segunda ordem no
caso em que l = m = 2. Forneceremos condic¸o˜es necessa´rias e suficientes para a
estabilidade da soluc¸a˜o nula dependendo de C ser ou na˜o diagonaliza´vel.
3.1 Estabilidade no caso em que a matriz C e´
na˜o-diagonaliza´vel
Nesta sec¸a˜o consideraremos µ = 1 em (3.1), visto que estudaremos a estabilidade
da soluc¸a˜o nula de (3.1) quando C e´ na˜o-diagonaliza´vel.
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Teorema 3.1.1. No caso µ = 1, a soluc¸a˜o nula do sistema (3.1) e´ insta´vel no
sentido de Lyapunov se a func¸a˜o R(ρ1, ρ2, y) tem sinal definido numa vizinhanc¸a
da origem inteiramente situada dentro do cone ρ1 ≥ 0 e ρ2 ≥ 0.
Demonstrac¸a˜o: Considere as seguintes regio˜es:
C1 = {(ρ1, ρ2, y); ρ1 ≥ 0, ρ2 ≥ 0 e R tem sinal positivo}
Ω = {(ρ1, ρ2, y);x > 0} ∩ C1 ⊂ C1.
A func¸a˜o V = x e´ a func¸a˜o de Chetaev na regia˜o Ω. De fato, temos que
V = x > 0 em Ω e que sua derivada ao longo das soluc¸o˜es de (3.1), que e´ dada
por V˙ = x˙ = R, tambe´m e´ definida positiva em Ω. Ale´m disso, para x0 ∈ ∂Ω
temos que V (x0) = 0. Pelo Teorema 1.3.2 segue que a soluc¸a˜o nula de (3.1) e´
insta´vel.
Observac¸a˜o 3.1.2. Para l e m arbitra´rios e´ poss´ıvel demonstrar que a func¸a˜o
V = x2 − γ2
l−m∑
j=1
ξ2 −
m∑
s=3
zszs,
onde γ e´ uma constante escolhida adequadamente, e´ uma func¸a˜o de Chetaev para
as equac¸o˜es correspondentes. A instabilidade tambe´m deriva do fato de R ter
sinal definido. Observe que
V˙ = 2xx˙− γ2
l−m∑
j=1
2ξξ˙ −
m∑
s=3
(z˙szs + zsz˙s)
= 2xx˙−
m∑
s=3
(λszszs − λszszs)
= 2xx˙
Pois ξ˙ = 0, z˙s = λszs e z˙s = −λszs.
Para µ = 1, segue das seguintes desigualdades:
|ρ1y| ≤ 2ρ1 32ρ2 12 , ρ2 + |A21|ρ12 ≥ 2(|A21|ρ2) 12ρ1
que A21 < 0 e´ uma condic¸a˜o suficiente para a instabilidade.
Corola´rio 3.1.3. No caso µ = 1, se A21 < 0 temos que a soluc¸a˜o nula de (3.1)
e´ insta´vel no sentido de Lyapunov.
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Vamos agora obter uma condic¸a˜o necessa´ria para estabilidade da soluc¸a˜o nula
do truncamento, em terceira ordem, do sistema (3.1), provando o seguinte teo-
rema:
Teorema 3.1.4. Suponha que l = m = 2, µ = 1 e que A21 6= 0. Se A21 > 0
enta˜o a soluc¸a˜o nula do sistema obtido pelo truncamento, em terceira ordem, do
sistema (3.1) e´ esta´vel no sentido de Lyapunov.
Demonstrac¸a˜o: O truncamento em terceira ordem do sistema (3.1) e´ revers´ıvel
com relac¸a˜o a involuc¸a˜o M : R4 → R4 dada por M(x, y, ρ1, ρ2) = (−x, y, ρ1, ρ2).
Assim, o conjunto de pontos fixados pela involuc¸a˜o M e´ S = {(x, y, ρ1, ρ2);x = 0}
e o retrato de fase do sistema e´ sime´trico com relac¸a˜o a S. Pela Proposic¸a˜o 1.4.8
vimos que se uma trajeto´ria interceptar o conjunto de pontos fixos S em dois
pontos distintos sua o´rbita e´ fechada. Com base nessa informac¸a˜o, dividiremos a
prova em dois casos:
Primeiro caso: Considere o comportamento de uma trajeto´ria ao longo da
qual x se anula no ma´ximo uma vez, ou seja, a trajeto´ria intercepta o conjunto
de pontos fixos no ma´ximo uma vez. Suponha que no tempo t0 os valores de
ρ1, ρ2 satisfazem a condic¸a˜o ρ1(t0) + ρ2(t0) ≤ δ2, onde δ e´ um pequeno nu´mero
positivo e que para t > t0, x preserva os sinais enquanto ρ1, ρ2 permanecem na
σ-vizinhanc¸a, ou seja, ρ1 + ρ2 < σ (σ > δ > δ
2). Note que, pela simetria do
retrato de fase, o caso t < t0 reduz-se ao estudo do caso t > t0.
Se x 6= 0, conclu´ımos das duas primeiras equac¸o˜es do sistema truncado de (3.1)
e utilizando o Teorema do valor me´dio que:
∂ρ2
∂ρ1
= f(ρ1, ρ2, y), |f(ρ1, ρ2, y)| ≤ k(ρ1 + ρ2) (k = const.)
onde
f(ρ1, ρ2, y) = − A21ρ1 + (A22 − C21)ρ2 + C22y
1 + (B11 − C12)ρ1 +B12ρ2 + C11y .
Enta˜o, no domı´nio ρ1 +ρ2 ≤ δ, os incrementos das varia´veis ρ1 e ρ2 satisfazem
a inequac¸a˜o |∆ρ2| ≤ kδ|∆ρ1|. Na fronteira ρ1 + ρ2 = δ, temos:
|∆ρ2| ≤ kδ2, ρ2 ≤ ρ2(t0) + |∆ρ2| ≤ (1 + k)δ2, ρ1 = δ − ρ2 ≥ δ − (1 + k)δ2.
Da´ı segue que se x < 0, a trajeto´ria na˜o atingue a δ-vizinhanc¸a. Isso decorre
do fato de
ρ˙1 = −x[A21ρ1 + (A22 − C21)ρ2 + C22y] < 0,
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o que mostra que a func¸a˜o ρ1 e´ decrescente na˜o atinguindo assim a δ-vizinhanc¸a.
Se x > 0, enta˜o as quantidades ρ1
2 e ρ2 sa˜o de mesma ordem na fronteira da
vizinhanc¸a (se for atinguida), independente da escolha dos dados iniciais. Ja´ que
ρ˙1 > 0, ρ˙2 < 0, obtemos:
ρ1
2 ≥ [1− (1 + k)δ]2(1 + k)−1ρ2.
Ao mesmo tempo,
dρ2
dρ1
= −A21ρ1 + f ∗(ρ1, ρ2, y), |f ∗| ≤ k∗ρ1 32 (k∗ = const. > 0).
Suponha que ρ1 aumente junto com 1 ≥ δ − (1 + k)δ2 ate´  = α1 com
α = const. > 1. Enta˜o, ∆ρ1 =  − 1 = (α − 1)1, ∆ρ12 = (α2 − 1)12 e
∆ρ2 ≤ −12A21(α2 − 1)21 + k∗(α
5
2 − 1)1 52 . Consequentemente,
ρ2 ≤ (1 + k)δ2 + ∆ρ2 < 1
2
[(1 + k)− A21(α2 − 1)]12 + k∗(α 52 − 1)1 52
Se α2 > 2(1+k)A−121 +1, enta˜o para 1 suficientemente pequeno temos ρ2 < 0, o
que e´ imposs´ıvel. Enta˜o, nenhuma das trajeto´rias em considerac¸a˜o podem atingir
a fronteira de -vizinhanc¸a se as condic¸o˜es iniciais permanecem na δ2-vizinhanc¸a
(δ e´ a raiz mı´nima da equac¸a˜o

α
= δ − (1 + k)δ2).
Segundo caso: Considere agora trajeto´rias em que x se anula pelo menos
duas vezes, ou seja, trajeto´rias que interceptam o conjunto de pontos fixos em
pelo menos dois pontos. Pela Proposic¸a˜o 1.4.8, as trajeto´rias sa˜o curvas fecha-
das. A famı´lia dessas soluc¸o˜es perio´dicas {η(t) = (x(t), ρ1(t), ρ2(t))} na˜o leva a
instabilidade. Com efeito, vamos supor que leva a instabilidade para chegar em
uma contradic¸a˜o.
Suponha que para algum  > 0 a famı´lia intersecta a esfera S na sequeˆncia
de pontos {η′0k}. Seja {η0k} uma subsequeˆncia convergente, visto que a esfera S
e´ compacta, e {tk} a sequeˆncia de tempo correspondente, que satisfaz a condic¸a˜o:
{tk} → −∞, η(η0k, tk) = min−Tk<t<0 ‖ η(η0k, t) ‖→ 0, com k →∞.
[Tk e´ o per´ıodo de η(η0k, t)]. Seja η0 = lim
k→∞
η0k. Obviamente, lim
k→∞
η(η0, tk) = 0.
Isto significa que η(η0k, t) leva a instabilidade.
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A func¸a˜o x se anula ao longo de η(η0, t) no ma´ximo uma vez, caso contra´rio
η(η0, t) seria uma func¸a˜o perio´dica do tempo e enta˜o a trajeto´ria atingiria η = 0
num tempo finito, o que e´ imposs´ıvel.
Este resultado implica em uma contradic¸a˜o: por um lado, segue dos argumen-
tos pre´vios que trajeto´ria η(η0, t) na˜o deve deixar a −vizinhanc¸a; por outro lado,
ela deve. Isso completa a prova da estabilidade.
3.2 Estabilidade no caso em que a matriz C e´
diagonaliza´vel
Nesta sec¸a˜o consideraremos µ = 0, visto que fornecermos condic¸o˜es necessa´rias e
suficientes para estabilidade do truncamento em terceira ordem do sistema (3.1)
no caso em que a matriz C e´ diagonaliza´vel. Assim, reescrevendo o sistema (2.14)
fazendo µ = 0, temos:
ρ˙1 = x[(B11 − C12)ρ1 +B12ρ2 + C11y] +O((ρ1 + ρ2) 52 )
ρ˙2 = −x[A21ρ1 + (A22 − C21)ρ2 + C22y] +O((ρ1 + ρ2) 52 )
x˙ = R(ρ1, ρ2, y) +O((ρ1 + ρ2)
5
2 )
x˙1 = R1(z1, z2, z1, z2) +O((ρ1 + ρ2)
5
2 ) (3.2)
R = 2[−A21ρ12 + (B11 − A22 − C12 + C21)ρ1ρ2 +B12ρ22]
+y[(A11 −B21 − C22)ρ1 + (A12 −B22 + C11)ρ2] + (C12 − C21)y2
y = z1z2 + z1z2, x
2 + y2 = 4ρ1ρ2
onde R1 e´ um polinoˆmio de grau 4, Aij, Bij, Cij sa˜o coeficientes reais.
Para escrever o sistema acima em func¸a˜o de ρ1, ρ2 e y, devemos calcular y˙:
Como x2 + y2 = 4ρ1ρ2, derivando implicitamente, temos 2xx˙+ 2yy˙ = 4ρ˙1ρ2 +
4ρ1ρ˙2. Da´ı,
y˙ =
2ρ˙1ρ2 + 2ρ1ρ˙2 − xx˙
y
=
(B12 − A11 − C22)xρ1 + (B22 + C11 − A12)xρ2 + (C21 − C12)xy
y
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Enta˜o conclu´ımos que a terceira aproximac¸a˜o do sistema truncado de (3.2) e´
z˙ = xAz, z = (ρ1, ρ2, y)
T , x = ±
√
4ρ1ρ2 − y2 e (3.3)
A =
 B11 − C12 B12 C11−A21 C21 − A22 −C22
B12 − A11 − C22 B22 + C11 − A12 C21 − C12
 .
O restante desta sec¸a˜o e´ dedicado a fornecer uma demonstrac¸a˜o do seguinte
teorema:
Teorema 3.2.1. Assuma que todos os autovalores da matriz A possuem parte
real na˜o nula. A soluc¸a˜o nula de (3.3) e´ insta´vel se, e somente se, existe um
nu´mero positivo k tal que ambas as condic¸o˜es seguintes sa˜o satisfeitas:
G3k
3 +G2k
2 +G1k +G0 = 0, |A1| < 1 (3.4)
sob a condic¸a˜o, k1 = 2A1
√
k e considerando
G3 = C
2
11(B22 − A12 + C11) +B12(B12C22 + C11C12 − C11A22)
G2 = C
2
11(B21 − A11 − C22) + 2C11C22(B22 − A12 + C11) +B12(B11C22 −
− C22C21 − C11A21) + (B11 − C12 + A22 − C21)(B12C22 + C12C11 − C11A22)
G1 = 2C11C22(B21 − A11 − C22) + C222(B22 − A12 + C11) + A21(B12C22 +
+ C11C12 − C11A22) + (B11 − C12 + A22 − C21)(B11C22 − C22C21 − C11A21)
G0 = C
2
22(B21 − A11 − C22) + A21(B11C22 − C22C21 − C11A21)
A1 = −[k(B11 + A22 − C12 − C21) + k2B12 + A21][2
√
k(kC11 + C22)]
−1.
No caso em que a soluc¸a˜o nula do sistema truncado (3.3) e´ insta´vel temos que a
soluc¸a˜o nula do sistema completo (3.2) e´ insta´vel.
Definic¸a˜o 3.2.2. Uma soluc¸a˜o ρ1, ρ2, y e´ dita ser um raio invariante se satisfaz
as seguintes condic¸o˜es:
ρ2 = k2ρ1, y = k1ρ1, k1
2 < 4k2 (3.5)
onde k1, k2 > 0 sa˜o paraˆmetros constantes.
Observe que substituindo os valores da definic¸a˜o de raios invariantes na desi-
gualdade y2 ≤ 4ρ1ρ2 e considerando-os fora da fronteira, temos:
k21ρ1
2 < 4ρ1(k2ρ1)⇒ k21 < 4k2
Agora iremos obter condic¸o˜es necessa´rias e suficientes para a existeˆncia de
raios invariantes. Em seguida, mostraremos que soluc¸o˜es do tipo raios invariantes
levam a instabilidade do sistema.
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Lema 3.2.3. As equac¸o˜es (3.3) admitem uma soluc¸a˜o particular da forma (3.5)
se, e somente se, existe um nu´mero positivo k tal que ambas as condic¸o˜es dadas
em (3.4) sa˜o va´lidas.
Demonstrac¸a˜o:
(⇒) Considere que (ρ1, ρ2, y) = (ρ1, k2ρ1, k1ρ1) e´ uma soluc¸a˜o do sistema (3.3).
Assim, obtemos as seguintes igualdades:
ρ˙1 = [(B11 − C12) + k2B12 + k1C11]ρ1
k2ρ˙1 = [−A21 + k2(C21 − A22)− k1C22]ρ1 (3.6)
k1ρ˙1 = [(B21 − A11 − C22) + k2(B22 + C11 − A12) + k1(C21 − C12)]ρ1
Multiplicando a primeira equac¸a˜o de (3.6) por k2 e igualando a segunda
equac¸a˜o de (3.6), conclu´ımos que:
k2 (B11 − C12) + k22B12 + k2k1C11 = −A21 + k2(C21 − A22)− k1C22
k1 (k2C11 + C22) = −[k2(B11 + A22 − C12 − C21) + k22B12 + A21]
k1 = −k2(B11 + A22 − C12 − C21) + k2
2B12 + A21
k2C11 + C22
,
fazendo k2 = k, obtemos k1 = 2A1
√
k.
Alguns ca´lculos mostram que G3k
3 +G2k
2 +G1k +G0 = 0, |A1| < 1. Basta
multiplicar a primeira equac¸a˜o de (3.6) por k1, igualar a terceira equac¸a˜o de (3.6)
e substituir k1 por:
k1 = −k(B11 + A22 − C12 − C21) + k
2B12 + A21
kC11 + C22
,
desta forma, obtemos a igualdade: G3k
3 +G2k
2 +G1k +G0 = 0.
(⇐) Basta considerar k = k2 e G3k3 +G2k2 +G1k+G0 = 0, |A1| < 1. Assim,
obtemos as equac¸o˜es descritas em (3.6) o que mostra que uma soluc¸a˜o do tipo
raio invariante descrito em (3.5) e´ uma soluc¸a˜o do sistema (3.3).
Agora, para concluir a prova do Teorema 3.2.1, vamos provar o seguinte lema.
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Lema 3.2.4. Assuma que todos os autovalores da matriz A possuem parte real
na˜o nula. O sistema truncado (3.3) e´ insta´vel se, e somente se, o sistema (3.3)
admite uma soluc¸a˜o particular da forma (3.5). A existeˆncia de tal soluc¸a˜o garante
tambe´m a instabilidade do sistema (3.2).
Demonstrac¸a˜o: Como ρ1 = z1z1 e ρ2 = z2z2, ρ1, ρ2 ∈ R e ρ1, ρ2 ≥ 0. Tambe´m
sabemos que x = i(z1z2−z1z2) ∈ R, assim x2+y2 = 4ρ1ρ2 implica que y2 ≤ 4ρ1ρ2.
Visto que zj = aj + ibj com j = 1, 2, ou seja zj ∈ C. Assim, o cone
K = {ρ1, ρ2, y : 4ρ1ρ2 ≥ y2, ρ1 ≥ 0, ρ2 ≥ 0} (3.7)
e´ um conjunto invariante de soluc¸o˜es do sistema (3.3).
No hiperbolo´ide y2 = 4ρ1ρ2, a func¸a˜o x e´ nula e enta˜o o retrato de fase do
sistema (3.3) e´ sime´trico com respeito a fronteira de K uma vez que o conjunto
fixado pela involuc¸a˜o M e´ S = {(x, y, ρ1, ρ2);x = 0}.
Por meio de uma reparametrizac¸a˜o do tempo, o sistema (3.3) pode ser reescrito
como o seguinte sistema:
z˙∗ = Az∗. (3.8)
Se o ponto e´ refletido duas vezes temos um movimento perio´dico de alguma parte
do retrato de fase de (3.8) que pertence a K.
Desde que todos os autovalores de A tem parte real na˜o nula, a equac¸a˜o
caracter´ıstica de A na˜o tem ra´ızes com parte real ideˆntica (excluindo o caso de
autovalores complexos conjugados). Sendo assim, existem 10 possibilidades de
posic¸o˜es relativas dos autovalores λ1, λ2, λ3:
1. λj ∈ R; λ1 < λ2 < λ3 < 0
2. λj ∈ R; λ1 < λ2 < 0 e λ3 > 0
3. λ1 = λ2 e Reλ1 < λ3 < 0 (3.9)
4. λ1 = λ2 e λ3 < Reλ1 < 0
5. λ1 = λ2, Reλ1 < 0 e λ3 > 0
Os outros cinco casos sa˜o obtidos de (3.9) pela substituic¸a˜o de λj por −λj. O
fato do sistema (3.3) na˜o ter raios invariantes quer dizer que nem os autovetores
reais ξk de A e nem os vetores reversos −ξk permanecem no cone K. Examinando
a forma da soluc¸a˜o geral da equac¸a˜o (3.8),
z∗(t) =
3∑
k=1
Cke
λktξk, (3.10)
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vimos que K na˜o conte´m semi-trajeto´rias positivas (negativas) da equac¸a˜o (3.8),
ja´ que a trajeto´ria permanece em K quando t → +∞ e quando t → −∞. As-
sim, se K na˜o conte´m raios invariantes, as soluc¸o˜es que se encontram em K sa˜o
func¸o˜es perio´dicas do tempo e, enta˜o, o sistema truncado (3.3) e´ esta´vel. Com
isso, conclu´ımos que a instabilidade da soluc¸a˜o nula garante a existeˆncia de raios
invariantes em K.
A existeˆncia de raios invariantes da forma (3.5) garante a instabilidade do
sistema truncado (3.3) e do sistema completo (3.2).
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