ABSTRACT. We consider dynamical systems on compact manifolds, which are local diffeomorphisms outside an exceptional set (a compact submanifold). We are interested in analyzing the relation between the integrability (with respect to Lebesgue measure) of the first hyperbolic time map and the existence of positive frequency of hyperbolic times. We show that some (strong) integrability of the first hyperbolic time map implies the existence of a positive Lebesgue measure subset of points with positive frequency of hyperbolic times. We also present an example of a map with positive frequency of hyperbolic times at Lebesgue almost every point but whose first hyperbolic time map is not integrable with respect to the Lebesgue measure.
INTRODUCTION
In the last decades many dynamicists have dedicated their attention to the understanding of dynamical systems exhibiting some non-uniform hyperbolic behavior, both in its geometric and probabilistic perspectives. In this direction we mention [11, 7, 9] for quadratic maps and [8, 15, 10] for Hénon-like maps. The dynamics of these systems is characterized by the existence of regions of the phase space with some uniform hyperbolicity together with critical regions where some strong non-hyperbolic behavior appears. The strategy for dealing with the loss of hyperbolicity is based on the existence of recovering periods during which the non-hyperbolic effect of the critical region is compensated for.
A generalized higher dimensional version of the quadratic and Hénon-like maps has been introduced in [18] . In these systems the idea of recovering periods could not be used, since the critical region intersects itself when positively iterated. Instead, the mechanism that permitted to obtain the expanding behavior is of a statistical type.
A new and powerful tool for the study of the ergodic properties of the systems introduced in [18] has been implemented in [1] through the notion of hyperbolic times. Roughly speaking, these are iterates of a given point at which some uniform (not depending on the point nor on the iterate) backward contraction holds, thus implying uniform bounded distortion on some small neighborhood of that point. This makes hyperbolic times play an important role both in proving the existence of absolutely continuous invariant measures and in deriving the statistical properties of these systems; see [1, 2, 3, 4, 5, 6] .
As shown in [3] , hyperbolic times appear with positive frequency at Lebesgue almost all points for maps exhibiting some non-uniform expanding behavior Lebesgue almost everywhere. If hyperbolic times exist at Lebesgue almost all points, then we can naturally introduce a first hyperbolic time map defined almost everywhere. In order to study the statistical and stochastic stability of non-uniformly expanding dynamical systems, some assumptions on the integrability (with respect to the Lebesgue measure) of the first hyperbolic time map have been made in [2, 4, 5] .
Our main goal in this work is to clarify the relations between the existence of a positive frequency of hyperbolic times, the integrability of the first hyperbolic time map, and the existence of absolutely continuous invariant measures.
Statement of results.
We start by introducing the most relevant concepts and definitions. Let f : M → M be a continuous map defined on a compact Riemannian manifold M with the induced distance that we denote by dist, and fix a normalized Riemannian volume form m on M that we call Lebesgue measure.
Throughout this work we will assume that f is a local diffeomorphism in all of M but an exceptional set S ⊂ M, where S is a compact submanifold of M with dim(S ) < dim(M) (thus m(S ) = 0) satisfying some non-degeneracy conditions. Definition 1. We say that S ⊂ M is a non-degenerate exceptional set for f if the following conditions hold. The first one essentially says that f behaves like a power of the distance to S: there are constants B > 1 and β > 0 such that for every
Moreover, we assume that the functions log | det D f (x)| and log D f (x) −1 are locally Lipschitz at points x ∈ M \ S with Lipschitz constant depending on dist(x, S):
The set S may be taken as some set of critical points of f or a set where f fails to be differentiable. The case where S is equal to the empty set may also be considered. For the next definition it will be useful to introduce dist δ (x, S), the δ-truncated distance from x to S, defined as dist δ (x, S) = dist(x, S) if dist(x, S) ≤ δ, and dist δ (x, S) = 1 otherwise.
Definition 2. Let
We say that the frequency of (σ, δ)-hyperbolic times for x ∈ M is greater than θ > 0 if, for large n, there are n 1 < n 2 · · · < n ≤ n which are (σ, δ)-hyperbolic times for x and ≥ θn.
The significance of hyperbolic times may be attested by the following result whose proof has essentially been done in [3] .
If there are 0 < σ < 1, δ > 0, and H ⊂ M with m(H) > 0 such that the frequency of (σ, δ)-hyperbolic times is bigger than θ > 0 for every x ∈ H, then f has some absolutely continuous invariant probability measure.
The existence of (σ, δ)-hyperbolic times for Lebesgue almost all points in M allows us to introduce a map h : M → Z + defined Lebesgue almost everywhere and assigning to each x ∈ M its first (σ, δ)-hyperbolic time. The same conclusion of Theorem A can be obtained under the assumption of integrability with respect to Lebesgue measure of the first hyperbolic time map. We do not know if the need for stronger integrability in this last theorem is due to the methods we have used to prove it or some kind of stronger integrability is really necessary. It remains an interesting open question to know the smallest value of p ≥ 1 for which the first condition in Theorem C still implies the desired conclusion. As a by-product of the proof of Theorem C we will see that the answer to this question is optimal when S = / 0; see Remark 4.5. 1 In the case S = / 0 the definition of (σ, δ)-hyperbolic time reduces to the first condition in (1), and we simply call it σ-hyperbolic time.
Corollary D. Let f : M → M be a C 2 local diffeomorphism. If, for some 0 < σ < 1, the first σ-hyperbolic time map h : M → Z + is Lebesgue integrable, then there is a set H ⊂ M with m(H) > 0 and θ > 0 such that for every x ∈ H the frequency of σ-hyperbolic times is bigger than θ.
In the opposite direction, one could naturally ask whether the positive frequency of hyperbolic times is enough for assuring the integrability of the first hyperbolic time map. There is no hope of an affirmative answer to that question: in Section 5 we present an example of a map of the circle (with nonempty exceptional set) having a positive frequency of hyperbolic times for Lebesgue almost every point, but whose first hyperbolic time map is not integrable with respect to the Lebesgue measure.
An interesting open question is whether a C 2 local diffeomorphism (with no exceptional set) on a compact manifold, admitting positive frequency of hyperbolic times for Lebesgue almost every point, necessarily has a first hyperbolic time map that is Lebesgue integrable.
Hyperbolic times appear naturally when f is assumed to be non-uniformly expanding in some set H ⊂ M: there is some c > 0 such that for every x ∈ H one has lim sup
and points in H satisfy some slow recurrence to the exceptional set: given any ε > 0 there exists
The next result has been proved in [3] (see Theorem C and Lemma 5.4 therein) and will be used in the proof of our results. This work is organized as follows. In Section 2 we establish the basic properties of hyperbolic times and sketch the proof of Theorem A, using some of the results in [3] . In Section 3 we prove Theorem B, and in Section 4 we prove Theorem C and Corollary D. Finally, in Section 5 we present an example of a map of the circle which is a C 2 local diffeomorphism everywhere but in an exceptional set with two points, having positive frequency of hyperbolic times, and whose first hyperbolic time map is non-integrable with respect to the Lebesgue measure.
POSITIVE FREQUENCY OF HYPERBOLIC TIMES
One of the main features of hyperbolic times is that the corresponding iterates locally behave as those of an expanding map, namely with uniform expansion and uniformly bounded distortion. This is precisely stated in the next result. (1) f n maps V x diffeomorphically onto the ball of radius
Proof. See Let us now give a brief idea of how to obtain Theorem A from the results in [3] . Assume that there are 0 < σ < 1, 0 < δ, and H ⊂ M with m(H) > 0 such that for every x ∈ H the frequency of (σ, δ)-hyperbolic times is bigger than θ > 0. Given an integer n ≥ 1 we define
Proposition 2.2.
There exists a constant τ > 0 such that for any n there exists a finite subset H n of H n for which the balls of radius δ 1 /4 around the points x ∈ f n ( H n ) are two-by-two disjoint, and their union
From Proposition 2.2, we may find for each j ≥ 1 a finite set of points x j 1 , . . . , x j N (with N depending on j) admitting j as a (σ, δ)-hyperbolic time, such that:
(
is larger than the Lebesgue measure of H j , up to a uniform multiplicative constant τ > 0. We let (µ n ) n be the sequence of the averages of the positive iterates of Lebesgue measure on M,
and ν n be the part of µ n carried on disks of radius δ 1 around points
By Proposition 2.2 we have
So, it suffices to prove that this last expression is larger than some positive constant, for n large. Let ξ n be the measure in {1, . . . , n} defined by ξ n (B) = #B/n, for each subset B. Then, using Fubini's theorem
where χ(x, i) = 1 if x ∈ H i and χ(x, i) = 0 otherwise. Now, since we are assuming positive frequency of hyperbolic times for points in H, this means that the integral with respect to dξ n is larger than θ > 0 for large n. So, the expression on the right hand side is bounded from below by θm(M). This implies that each ν n has total mass uniformly bounded away from zero. Moreover, as a consequence of the bounded distortion given by Lemma 2.1, every f j * (m | W j ) is absolutely continuous with respect to Lebesgue measure, with density uniformly bounded from above, and so the same is true for every ν n .
Since we are working with a continuous map in the compact space M, we know that sequences of probability measures in M have weak* accumulation points. Take n k → ∞ such that both µ n k and ν n k converge in the weak * sense to measures µ and ν, respectively. Then µ is an invariant probability measure, µ = ν + η for some measure η, ν is absolutely continuous with respect to Lebesgue measure, and ν(H) > 0. Now, if η = η ac + η s denotes the Lebesgue decomposition of η (as the sum of an absolutely continuous and a completely singular measure, with respect to Lebesgue measure), then µ ac = ν + η ac gives the absolutely continuous component in the corresponding decomposition of µ. By uniqueness of the Lebesgue decomposition, and the fact that the push-forward under f preserves the class of absolutely continuous measures, we may conclude that µ ac is an invariant measure. Clearly, µ ac (H) ≥ ν(H) > 0. Normalizing µ ac we obtain an absolutely continuous f -invariant probability measure.
INTEGRABLE FIRST HYPERBOLIC TIME MAP
Here we prove Theorem B. As in Section 2 the strategy is to consider (µ n ) n the sequence of averages of forward iterates of Lebesgue measure on M
Since we are dealing with a continuous map of a compact manifold, we know that the sequence (µ n ) n has accumulation points -which belong to the space of f -invariant probability measures. Now the idea is to show that such accumulation points are absolutely continuous with respect to the Lebesgue measure.
Proof. Take δ 1 > 0 given by Lemma 2.1. It suffices to show that there is some uniform constant
Let A be a Borel set in M with diameter smaller than δ 1 /2 and B an open ball of radius δ 1 /2 containing A. Taking the connected components of f −n (B) we may write
where (B k ) k≥1 is a (possibly finite) family of two-by-two disjoint open sets in M. Taking into account only those B k that intersect H n , we choose, for each k ≥ 1, a point x k ∈ H n ∩ B k . For each k ≥ 1 let V x k be the neighborhood of x k given by Lemma 2.1. Since B is contained in B f n (x k ), δ 1 , the ball of radius δ 1 around f n (x k ), and f n is a diffeomorphism from
. As a consequence of this and Lemma 2.1 we have that f n | B k : B k → B is a diffeomorphism with uniform bounded distortion for all n ≥ 1 and k ≥ 1:
This finally gives
for some constant C 2 > 0 only depending on C 1 > 0 and on the volume of the ball B of radius δ 1 /2.
Defining, for each n ≥ 1,
n is the first (σ, δ)-hyperbolic time for x}, we immediately have
It will be useful to define, for each n, k ≥ 1,
Observe that R n,k is precisely the set of points x ∈ M for which n is a (σ, δ)-hyperbolic time and n + k is the next (σ, δ)-hyperbolic time for x after n. Defining the measures
and
we may write
It follows from Propositions 3.1 that dν n dm ≤ C 2
for every n ≥ 0, with C 2 not depending on n. Our goal now is to control the densities of the measures η n .
Proposition 3.2.
Given ε > 0, there is C 3 (ε) > 0 such that for every n ≥ 1 we may bound η n by the sum of two non-negative measures, η n ≤ ω + ρ, with dω dm ≤ C 3 (ε) and ρ(M) < ε.
Proof. Let A be some Borel set in M. For each n ≥ 0 we have
(in this last inequality we have used the bound (7) above). Let now ε > 0 be some fixed small number. By the integrability of h and since (4) holds, we may choose some integer = (ε) for which
We take
This last measure satisfies
On the other hand, we have
and this last measure has density bounded by some constant since we are taking a finite number of push-forwards of Lebesgue measure by the non-degeneracy conditions of f .
It follows from this last proposition and (7) that weak * accumulation points of (µ n ) n cannot have singular part, thus being absolutely continuous with respect to the Lebesgue measure. Since such weak * accumulation points are invariant with respect to f , we have proved Theorem B.
STRONG INTEGRABILITY IMPLIES POSITIVE FREQUENCY
Assume that f : M → M is a C 2 local diffeomorphism outside a non-degenerate exceptional set S ⊂ M. We start the proof of Theorem C by obtaining a simple useful result.
Proposition 4.1. If S is a compact submanifold of M with dim(S ) < dim(M), then the function
Proof. We may assume without loss of generality that S is connected. Let dim(S ) = k < n = dim(M). We may cover S with finitely many images of charts
Denoting by λ the usual n-dimensional volume on R n and by d the standard Euclidean distance on R n , then there are constants C, K > 0 such that for all i = 1, . . .,
and for all w, z
Hence, for showing that log dist(x, S) is integrable with respect to m, it is enough to show that
is integrable with respect to λ for any open and bounded neighborhood U of the origin in R n . We may assume without loss of generality that U is sufficiently small in order to U ⊂ B k × B n−k , where B k and B n−k are the unit balls around the origin in R k and R n−k respectively. For z = (z 1 , . . . , z n ) ∈ R n we have
Hence, we have for 1
Now it is enough to show that the inner integral in the last expression is finite. Actually, denoting by S n−k−1 ρ the (n − k − 1)-sphere with radius ρ around the origin in R n−k , dA its area element and a the total area of S n−k−1 1 , we have
Since this last integral is finite, we finish the proof of the result.
Assume now that h is integrable with respect to the Lebesgue measure. By Theorem B we know that there exists an absolutely continuous invariant probability measure µ for f .
Corollary 4.2. If the density dµ/dm belongs to L q
Proof. This is an immediate application of Hölder inequality. Actually, since
and we have dµ/dm in L q (m) for some q > 1 and log dist(x, S) in L p (m) for every p, then taking p equal to the conjugate of q, that is p −1 + q −1 = 1, then Hölder inequality gives that the integral above is finite.
We are also interested in obtaining the same conclusion of the previous corollary under the hypothesis that h ∈ L p (m) for some p > 4. Observe that the absolutely continuous f -invariant measure µ may be obtained as a weak* accumulation point of the sequence (µ n ) n of averages of push-forwards of Lebesgue measure. As shown in Section 3, we may write
where ν j and η j are given by (5) and (6).
Lemma 4.3. If the first (σ, δ)-hyperbolic time map h
Proof. We take any ε > 0 and use Proposition 3.2 to ensure the existence of two non-negative measures ω and ρ bounding η n , where ω has density bounded by some constant and ρ has total mass bounded by ε. Recall that ρ was defined in (8) by
where is some large integer.
Let
for all i ≥ 1. Now by Proposition 3.1 and Proposition 3.2 we know that
where ν is a measure with uniformly bounded density. Hence any weak * accumulation point µ of the sequence (µ n ) n is bounded by ν + ρ. Since we are assuming that S is a submanifold of M, then log dist(x, S) is integrable with respect to ν by Proposition 4.1. On the other hand,
We have h ∈ L p (m) by assumption, which is equivalent to ∑ k≥1 k p m(H * k ) < ∞. This implies that there is some constant
and so
This last quantity is finite whenever p > 4. Hence log dist(x, S) is integrable with respect to µ for all p > 4.
As a consequence of the last results and the assumption that f behaves like a power of the distance near the exceptional set S, we obtain the result below. Proof. It is an easy consequence of condition (s 1 ) in the definition of non-degenerate exceptional set that for some ζ > β we have
and since log D f (x) −1 is bounded on the compact set M \ V , this function is necessarily integrable with respect to µ on M. Observe that by definition of (σ, δ)-hyperbolic time, if n is a (σ, δ)-hyperbolic time for x and if k is a (σ, δ)-hyperbolic time for f n (x), then n + k is a (σ, δ)-hyperbolic time for x. Moreover, since h is well defined Lebesgue almost everywhere and f preserves sets of Lebesgue measure zero, then Lebesgue almost all points must have infinitely many hyperbolic times. Thus we have lim inf
for Lebesgue almost every x ∈ M, and hence for µ almost every x ∈ M. The µ-integrability of log D f (x) −1 and Birkhoff's ergodic theorem then ensure that the limit in (9) exists µ almost everywhere. Thus there must be a subset G ⊂ M with µ(G) > 0 such that for every
Remark 4.5. If S is equal to empty set, then log D f (x) −1 is immediately integrable with respect to µ because it is bounded. Hence (10) is enough for obtaining Corollary D by applying Theorem E. Proof. Since µ is absolutely continuous with respect to m, it is enough to show that there is H ⊂ M with µ(H) > 0 for which (2) and (3) hold in H. As we have seen in (10), under our hypotheses there is a subset G ⊂ M with µ(G) > 0 such that
for every x ∈ G. It remains to see that points in G have slow recurrence to S.
The integrability of log dist(x, S) with respect to µ and the definition of the δ k -truncated distance dist δ k ensure that for each k ∈ N we may find δ k > 0 for which
We define
This ϕ k is well-defined µ almost everywhere in M by Birkhoff's ergodic theorem. Moreover
This shows that points in H satisfy the slow approximation to S condition. Now we can apply Theorem E to obtain the statement of Theorem C.
AN EXAMPLE WITH NON-INTEGRABLE FIRST HYPERBOLIC TIME MAP
In this section we exhibit a map of the circle, differentiable everywhere except at a single point, having a positive frequency of hyperbolic times at Lebesgue almost every point, but whose first hyperbolic time map is not integrable with respect to the Lebesgue measure. This example is an adaptation of the "intermittent" Manneville map into a local homeomorphism of the circle; see [14] . Consider I = [−1, 1] and the mapf : I → I (see figure 1) given by
This map induces a continuous local homeomorphism f : S 1 → S 1 through the identification S 1 = I/ ∼, where −1 ∼ 1, not differentiable at the point 0.
y=x conjugates f to the map g :
The map g is just a linear rescaling of the doubling map x → 2x mod 1. So Lebesgue measure is the only absolutely continuous g-invariant probability measure, which is also ergodic.
To prove that f is ergodic with respect to Lebesgue measure, let us take E ⊂ S 1 an f -invariant measurable set. Then F = h −1 (E) is a g-invariant measurable subset of S 1 . By the ergodicity of g, either m(F) = 0 or m(S 1 \ F) = 0. Denote by χ A the the characteristic function of a subset A of S 1 . Using the fact that
is Lebesgue integrable, by a change of variables we obtain
which shows that m(E) = 0 and likewise for S 1 \ E. This proves the ergodicity of the Lebesgue measure with respect to f .
Positive frequency of hyperbolic times. Now we prove that for some choice of δ > 0 and 0 < σ < 1 the frequency of (σ, δ)-hyperbolic times is positive. We start by noting that log |( f (x)) −1 | = log |x| is Lebesgue integrable on S 1 and for Lebesgue almost every x ∈ S 1 . This shows that Lebesgue almost all points in S 1 have slow recurrence to S. Thus, by Theorem E, there is a positive frequency of (σ, δ)-hyperbolic times for almost all points in S 1 .
Non-integrability of the first hyperbolic time map. We now show that given 0 < σ < 1 and δ > 0 the map h : S 1 → Z + assigning to each x ∈ S 1 the first (σ, δ)-hyperbolic time of x cannot be Lebesgue integrable in S 1 . We observe that for n being a (σ, δ)-hyperbolic time for x it must satisfy | f ( f n−1 (x))| ≥ σ −1 > 1.
Hence the first (σ, δ)-hyperbolic time for a given x ∈ S 1 \ S is at least the number of iterates needed for x to be sent into a neighborhood of 0. If we consider the inverse branch g 1 of f and iterate a point x 1 ∈ (0, 1/2) under g 1 , we obtain a sequence (x n ) n≥1 in (0, 1) satisfying
According to the observation above, we must have
n(x n+1 − x n ).
The non-integrability of h is then a consequence of the following result.
Lemma 5.1. ∑ n≥1 n(x n+1 − x n ) = +∞.
Proof. We first prove (by induction) that 0 ≤ x n ≤ 1 − 1 2n for every n ≥ 1.
This obviously holds for n = 1 since we have chosen x 1 ∈ (0, 1/2). Assuming that (12) holds for n ≥ 1 we then have 0 ≤ x n+1 = (1 + x n ) 2 4 ≤ (2 − 1/(2n)) 2 4
It is enough to observe that n + 1 n − n + 1 8n 2 = 8n 2 + 7n − 1 8n 2 > 1, for all n ≥ 1.
Using the recurrence relation (11) , a simple calculation now shows that
which together with (12) leads to x n+1 − x n ≥ 1 16n 2 . This is enough for concluding the proof of the result.
