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 .Of concern are parabolic problems of the form ­ ur­ t s = ? c x, =u for
 . w x n  .  .  . w xx, t g V = 0, T with V ; R , yc x, =u ? n s b x, u for x, t g ­ V = 0, T ,
 .  . 1 .u x, 0 s f x for x g V. Under suitable conditions it is shown that for f g L V
 . ` . 5  .5  . 5 5 n r2and t ) 0, one has u ?, t g L V and u ?, t F C T f rt and` 1
5  .5  . 5 5  xu ?, t F C T f rtnr4 q 1 for t g 0, T and n G 3. Analogous estimates2 1t
are obtained with other powers of t in dimensions n s 1, 2. Q 1997 Academic Press
1. INTRODUCTION
In the theory of linear parabolic partial differential equations it is a well
understood and distinctive characteristic that these equations exhibit cer-
tain smoothing effects. For the heat equation u s Du on a boundedt
domain V ; R n with certain nonlinear boundary conditions, H. Brezis
w x  . 2 . 2 .3, 4 proved that u ?, t is in L V if the initial data are merely in L V .t
w xL. C. Evans 8 established that this problem improved regularity to a
 .  . ` .greater degree; he proved that u ?, t and u ?, t are in L V for allt
 .positive time and that u x, t had bounded t and x derivatives of all orders
 .on any domain compactly contained in V = 0, T , even if the initial data
was merely integrable on V.
The case of nonlinear parabolic equations is more subtle. In this paper
 .we wish to consider such nonlinear equations in divergence form with
nonlinear boundary conditions. Such equations model nonlinear fluid
diffusion through a semipermeable membrane or nonlinear heat flow with
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 x.radiation on the boundary causing nonlinear cooling cf. 7, 9 . Our goal is
w xto extend some of the results of Evans 8 to this nonlinear situation. In
our first main theorem we allow the ellipticity to degenerate at the spatial
 . 2boundary. We prove that u ?, t ª 0 as t ª ` in the L -norm. In our nextt
 .two theorems we assume uniform ellipticity, and we prove that u ?, t is
bounded for all positive time even if the initial data is merely integrable.
 .However, the supremum norm estimates of Evans on u ?, t rely heavilyt
on linearity; we have been unable to obtain them in the nonlinear case.
2. BACKGROUND AND MAIN RESULTS
Let V be a smooth bounded domain in R n, and let b : ­ V = R ª R
 .with b x, ? a monotone increasing function. We consider the following
initial boundary value problem:
n­ u ­
qs c x , =u for x , t g V = R , 2.1 .  .  . . i­ t ­ xiis1
yc x , =u ? n s b x , u for x , t g ­ V = Rq, 2.2 .  .  .  .
u x , 0 s f x for x g V . 2.3 .  .  .
 .Here n is the outward unit normal to ­ V, at x, and c x, j s
  .  ..  .c x, j , . . . , c x, j . The boundary condition 2.2 may also be written1 n
in the form
n
y c x , =u n s b x , u 2.4 .  .  . i i
is1
 . qfor x, t g ­ V = R . If n s 1, we use the parabolicity of the equation to
rewrite the boundary conditions and allow for multivalued functions b fori
i s 0, 1. In one dimension the problem reduces to
­ u ­ ­ u
qs c x , for x , t g 0, 1 = R , .  . / /­ t ­ x ­ x
2.5 .­ uj q 4y1 g b u for x s j g 0, 1 , t g R , .  .j­ x
u x , 0 s f x for x g 0, 1 . .  .  .
We make the following assumptions on c . The precise hypotheses will
 .be different for the cases n s 1 and n G 2. In the assumption HYP , then
n will refer to the space dimension.
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 .  . w x . 1 . .  .HYP . i Assume c g C 0, 1 = R l C 0, 1 = R , c x, 0 ' 0,1
­
< <c x , j F C 1 q j .  .
­ x
2.6 .
­
c x , j ) 0 for x g 0, 1 , .  .
­j
 .  .  .  .  . w xand ­r­j c x, j G w x for all x, j g 0, 1 g R where w g C 0, 1 ,0 0
w x 1w xw is nonnegati¨ e on 0, 1 , and 1rw g L 0, 1 .0 0
 .  4ii Assume b is a maximal monotone graph on R = R for j g 0, 1j
 .   .with 0 g b 0 and b is strictly increasing that is, if x - x and b x 2 y ,j j 1 2 j j j
.then y - y .1 2
Now let n G 2.
2q« n « n .  .  .  .HYP . i Assume c g C V = R l C V = R for some « )n
 .  .  .0, c x, 0 ' 0, ­r­j c x, j ) 0 for x g V, and there exist t ) y1,i i
y1 q .  .q ) n, and a nonnegati¨ e function w g C V with w g L V such that0 0
n ­c ti 2 2< < < <x , j h h G w x h 1 q j 2.7 .  .  . . i j 0­j ii , js1
n n .for all x, j , h g V = R = R . Further, we assume
­c ­ci i tq22< < < < < <1 q j q c q 1 q j F C 1 q j 2.8 . .  . . i /­j ­ xj j
and
­ci
< <F C 1 q j 2.9 . .
­ x j
 . nfor some positi¨ e constant C, 1 F i, j F n, and all x, j g V = R .
 .  .  .ii Assume b : ­ V = R ª R, and b x, j is a strictly monotone
increasing continuous function of j and a continuous function of x, and
 .b x, 0 s 0.
Ä Ä n  .  ..Define the operator A by Au s  ­r­ x c x, =u . If n ) 1, weis1 i i
2 1 Ä .   .  .  .define the domain of A by D A s u g C V l C V : Au g C V
n  .  . 4and y c x, =u n s b x, u on ­ V . If n s 1, we define the domainis1 i i
2 1 Ä j .   . w x w x  .  .by D A s u g C 0, 1 l C 0, 1 : Au g C 0, 1 and y1 u9 j g
Ä  .. 4  .b u j for j s 0, 1 . In each case, Au s Au for u g D A .j
p .  . 5 5Let X s L V for 1 F p - `, let X s C V , and let ? denote thepp `
L p-norm on X . The closure of A on X is denoted by A . Note that A isp p p
 .itself closed on C V .
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 .THEOREM 1. Assume HYP , where n is the dimension of V. Then then
operator A on X is m-dissipati¨ e; thus, A generates a strongly continuousp p p
  . 4contraction semigroup T t : t G 0 on X for 1 F p - ` or on D A if .p
p s `. Hence, if f g X for 1 F p - ` or if f g D A if p s `, there exists .p
w . .a unique mild solution u g C 0, ` ; X ofp
u9 t s Au t t G 0 , .  .  .
u 0 s f . .
 .  .Moreo¨er, if 1 - p - `, u t is a strong solution on 0, ` . If , in addition,
 .  . w .f g D A , then u t is a strong solution on 0, ` .
 .  .  .  .Here one might write T t rather than T t but since T t s T t onp p q
 .X l X for all t G 0, the use of the notation T t is unambiguous.p q
Theorem 1 was proved more severe restrictions by J. Goldstein and
w xC.-Y. Lin 13 . The above version may be obtained by combining tech-
w x w xniques developed by G. Goldstein 10 with those in 13 . We omit the
details. For background on dissipative operators and nonlinear semigroups
w xsee, for example, 1, 2, 5, 6, 12 .
Remark 1. All the theorems in this paper remain valid if the nonlinear
boundary conditions are replaced by homogeneous Dirichlet boundary
conditions. In fact if we let ­ V s G j G with G , G being sets having1 2 1 2
 . smooth boundaries and G l G s B, and if we let D A s u g1 2
2 1 .  . w x  .  .C V l C V : Au g C 0, 1 , u s 0 on G , and yc x, =u ? n s b x, u1
4on G then our theorems are still valid.2
Remark 2. In many cases yA is the subdifferential of a convex2
functional J on X . Indeed, define2
J u [ C x , =u x dx q j x , u x ds. 2.10 .  .  .  . .  .H H
V ­ V
 .Here we assume j x, j is continuous on ­ V = R, convex in j for each
 .  .  .x g ­ V, and ­ j x, ? s b x, ? ; we assume C x, j is continuous on2
nV = R , convex in j for each x g V, and
= C s c , . . . , c . 2.11 .  .2 1 n
It follows that A s y­ J.2
In the special case
1 2< <C x , =u s F x =u .  .2
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 .the operator A defined by A s yJ9 u is
Au x s F x Du x q =F x ? =u x .  .  .  .  .
and the boundary condition is
yF x =u ? n s b x , u on ­ V . .  .
 .This reduces to y­ ur­n s b u when F ' 1, Au s Du, and b is inde-
w xpendent of x. This is the case studied by Evans 8 .
We now state the two main theorems.
 .  . 2 .THEOREM 2. Assume HYP for n G 1 and 2.11 . For f g L V , letn
w . 2 ..  .  .  .u g C 0, ` ; L V be the unique mild solution of u9 t s Au t , u 0 s f
 .  .  .gi¨ en by Theorem 1. Then u satisfies 2.1 ] 2.3 a.e., u t is locally Lipschitz
2 .continuous for t ) 0, differentiable a.e. in L V , and for all t ) 0,
2
5 5u ?, t F f . 2.12 .  .2t 2 t
 .  . 1 .THEOREM 3. Assume HYP for n G 1, 2.11 , and let f g L V .n
Suppose that A is uniformly elliptic, that is,
n
2< <c x , j j G « j 2.13 .  . i i 0
is1
nholds for all j g R , x g V, and for some « ) 0. Let T ) 0 be gi¨ en. Then0
 .  . w xthe mild solution u of 2.1 ] 2.3 on V = 0, T exists and is unique. In
addition, we ha¨e the following estimates.
 .  . ` .  . 2 .i Let n s 1. Then for 0 - t F T , u t g L V , u t g L V ,t
C1
5 5u t F 4 q f 2.14 .  .1`  /t
C T q C2 3
5 5u t F f , 2.15 .  .1t 2 3r2t
and
2kq2 kt k q 1 t .t 2 2kq1 5 5t u t dt F q f . 2.16 .  .H 1x 2 2k q 2 2« k0 0
Here C , C , and C are independent of t and T.1 2 3
 .  . 2 .ii Let n G 2. Then u t, ? g L V for each 0 - t F T , andt
 .nq2 r4C 2 q T .4
5 5u t F f 2.17 .  .1t 2 n r4.q1t
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for n G 3, while for n s 2,
 .  .ry1 r ry2C 2 q T .5
5 5u t F f 2.18 .  .1t 2 w rr2 ry4.xq1t
 .for any r g 2, ` . Finally, we ha¨e
 .nr2 q1C k q 1 2 q T .  .t 62 2kq1 kyn r2.q1 5 5t =u t dt F t f .H 12
«0 0
2.19 .
in the case n G 3, and in the case n s 2,
w  .xrr ry2 q1C k q 1 2 q T .  .t 72 2kq1 kyw rr ry2.xq1 5 5t =u t dt F t f .H 12
«0 0
2.20 .
 .for any r g 2, ` .
`  .An L estimate on u x, t in the case n G 2 will be obtained in Theorem
 .  .  .4. In case c x, =u s c x, ­ ur­ x only depends on ­ ur­ x and x ,i i i i
 .  . 2then 2.13 holds if c x, j j G « j holds for some « ) 0 and all reali i i 0 i 0
j , 1 F i F n. This special case is of primary interest.i
For the special case of
1 2< <C x , j s F x j .  .2
mentioned earlier, we have
c x , j s F x j .  .i i
and the uniform ellipticity means that F is bounded below by a positive
 .number. Condition 2.13 holds in this case.
THEOREM 4. Let the hypotheses of Theorem 3 hold, and suppose n G 3.
 .  . 1 .Let u be the mild solution of 2.1 ] 2.3 , with f g L V . Let 0 - T - ` be
gi¨ en. Then there are constants C , depending only on T , n, and V, such thati
for 0 - t F T ,
yn r4u ?, t F C t u ?, tr2 , .  .` 21
yny2.r4 5 5u ?, t F C t f , .  .2 nr ny2 12
yn r4 5 5u ?, t F C t f , . 12 3
yn r2 5 5u ?, t F C t f . . 1` 4
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We prove Theorem 2 in Section 3 and Theorem 3 in Section 4. Section 5
contains the proof of Theorem 4 and some miscellaneous remarks.
3. PROOF OF THEOREM 2
w xFor information about convex analysis see Brezis 5 . All ideas in this
w xproof are due to Brezis 3, 4 .
 .  .Let J be as in 2.10 and suppose f g D A . Then A s y­ J, A 0 2 0,2 2
 .and u ? satisfies
u9 t g y­ J u , .  .
u 0 s f . .
Moreover, u is a strong solution of
u9 t s y ­ J 8 u a.e. .  .  .
3.1 .
u 0 s f , .
 .  .  . 2where ­ J 8 u is the unique minimal section of ­ J u . Taking the L
 .  .  .  ..inner product of 3.1 with u9 t and noting H ­ J 8 u u9 dx sV
 .  ..drdt J u we see that
d2
u9 t q J u s 0. 3.2 .  .  . .2 dt
 .  .Multiply 3.2 by t, integrate over 0, a , and integrate by parts to obtain
a a2
t u9 t dt y J u t dt s yaJ u a . 3.3 .  .  .  . .  .H H2
0 0
 .  .We set ¨ s u a and rewrite 3.3 as
a a2
t u9 t dt s J u t y J ¨ dt. 3.4 .  .  .  . .H H2
0 0
By the definition of the subdifferential,
 :J ¨ y J u t G ­ J 8 u t , ¨ y u t .  .  .  .  . .  .
1 d 2 :s yu9 t , ¨ y u t s ¨ y u t ; 3.5 .  .  .  .22 dt
NONLINEAR PARABOLIC EQUATIONS 429
 .  .hence using 3.5 in 3.4 we see that
a 2 21t u9 t dt F u a y u 0 . 3.6 .  .  .  .H 2 22
0
  .4    .4.Let T t or T t be the contraction semigroup on X generated byp p
 . 5  .5A . Since T t 0 s 0, it follows that u t is a nonincreasing function of tpp
 .for 1 F p F `. If 1 - p - ` and f g D A , thenp
u s q t y u r q t F u s y u r .  .  .  .p p
for 0 F r - s and t ) 0. Dividing by s y r and letting s y r ª 0, we see
5  .5  .that u9 t is nonincreasing as a function of t. Consequently, by 3.6 wep
have
a2 2 21u9 a F u a y u 0 . .  .  .2 222
Replacing a by t we have
1
u9 t F u t y u 0 .  .  .2 2t
2
5 5F f . 3.7 .2t
2 .Now assume f g L V , and consider a sequence of initial conditions
 . 2 .f g D A which converge to f in L V . The limiting case of the aboven
estimates is the estimate as stated.
4. PROOF OF THEOREM 3
Suppose k ) 0, and suppress arguments of functions to simplify the
notation. Define
y1 ­t 2kq1I [ t u x , t dx dt . .H H1 2 ­t0 V
t kq1s y t uu9 dx dtH H
0 V
t kq1s y t u = ? c x , =u dx dt . .H H
0 V
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t kq1s t =u ? c x , =u dx dt .H H
0 V
t kq1y t uc x , =u ? n dS x dt . 4.1 .  .  .H H
0 ­ V
 .  .But the boundary condition gives uc x, =u ? n s yb x, u u F 0; whence
t kq1I G t =u ? c x , =u dx dt . 4.2 .  .H H1
0 V
 .By hypothesis 2.13 it follows that
t 2kq1I G « t =u x , t dx dt . 4.3 .  .H H1 0
0 V
On the other hand, integrating by parts in t gives
k q 1 1t tk 2 kq1 2I s t u x , t dx dt y t u x , t dx .  .H H H1 02 20 V V
k q 1 t 2kF t u t dt . 4.4 .  .H 22 0
When n s 1, we use Holder's inequality to obtainÈ
5 5 2 < < 5 5 5 5g s g ? g dx F g g2 H 1 `
V
12 25 5 5 5F «t g q g , 4.5 .` 14«t
 .  .which together with 4.3 and 4.4 yields
k q 1t t 22kq1 k< <« t =u dx dt F t u t dt .H H H 20 20 V 0
k q 1 t 2kq1F «t u t dt .H `2 0
t ky1t 2q k q 1 u t dt . 4.6 .  .  .H 18«0
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1 .But for u g H 0, 1 , 0 F a F 1,
x
u x y u a s u9 y dy F u9 , .  .  .H 2
a
<  . < <  . < 5 5so u x F u a q durdx . Integrating over the ``a'' variable, we get2
5 5 5 5u F u q u9 . 4.7 .` 1 2
 .  .Now we take « s « r2 k q 1 ; we have writing =u s u in this case0 x
t t 22kq1 kq1t u dx dt F t u t dt .H H H 1x
0 V 0
2k q 1 . t 2ky1q t u t dt .H 122« 00
 .by 4.6 . Consequently,
2k q 1 .t t2 2kq1 kq1 ky1t u t dt F t q t u t dt . 4.8 .  .  .H H 1x 2 2 /2«0 0 0
 .Again, using 4.7 we see that
t t2 2 2kq1 kq1t u t dt F 2 t u t q u t dt .  .  .H H  /` 1 x 2
0 0
t 2kq1F 4 t u t dt .H 1
0
2k q 1 .t 2ky1q t u t dt .H 12«0 0
2kq2 k4 t k q 1 t . 25 5F q f 4.9 .12 /k q 2 k«0
5  .5 psince u t is nonincreasing as a function of t in every L , 1 F p F `.p
The above estimate gives
t kq2 t2 2kq1u t F t u t dt . .  .H` `k q 2 0
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 .Hence, combining 4.9 and the preceding line, we obtain the estimate
C
5 5u t F 4 q f , . 1`  /t
 . w .2 .x 241r2where C s C T s k q 1 k q 2 r2k« is independent of t, which0
 .is 2.14 .
2 . 1 .Clearly, all of this works if f g L V . Let now f g L V . Choose a
 4 1 . 1 .Cauchy sequence f in L V converging to f g L V and such thatn
2 .  .  .f g L V for all n . Then for the corresponding solution u t s T t fn n 1 n
1 .on L V , we have
C
u t F 4 q f . .n n` 1 /t
 .  . 1 . Letting n ª ` we deduce that u t ª u t in L V and a.e. for an
.  . ` .suitable subsequence , u t g L V and
C
5 5u t F 4 q f . 1`  /t
 . 1 . ` . 1 .holds. Thus, T t maps L V into L V ; L V for t ) 0.1
5  .5  .In addition, using the monotonicity in t of u t in 4.8 , we obtain1
2kq2 kt k q 1 t .t 2 2kq1 5 5t u t dt F q f .H 1x 2 2k q 2 2« k0 0
 .which is 2.16 .
Let
t k 2I [ t u x , t dx dt . .H H2
0 V
First we consider the case n s 1. Then using the Schwarz inequality
t kI F t u t u t dt .  .H 1 `2
0
1t t2 2kq1 ky1F t u t dt q t u t dt . .  .H H` 140 0
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 . 5  .5Using 4.9 and the monotonicity of u t in t, we see that1
2kq2 k k4 t k q 1 t t . 2 25 5 5 5I F q f q f . 4.10 .1 12 2 /k q 2 4kk«0
 .  .Combining 4.10 and Lemma 6.1 see the Appendix gives the estimate
C C C T q C2 3 2 3
5 5 5 5u ?, t F q f F f 4.11 .  .1 1t 2 3r23 /’ ’ tt t
 .which is 2.15 .
Now we consider Theorem 3 in the case n G 2. If n s 2, a standard
 .Sobolev inequality gives for each r g 1, ` ,
5 5 5 5 1g F C g , 4.12 .r H
 .where C s C r, V . In the case n G 3 the corresponding Sobolev inequal-
ity is
5 5 5 5 1g F C g , 4.13 .2 n rny2. H
 .where C s C n, V .
Let
t k 2I [ t u x , t dx dt . .H H2
0 V
For the case n s 2, let r ) 2 be given. Then
t  .  .  .rr ry1 ry2 r ry1kI F t u t u t dt 4.14 .  .  .H r 12
0
by Holder's inequality, while if n G 3 we haveÈ
t  .  .2 nr nq2 4r nq2kI F t u t u t dt . 4.15 .  .  . .2 nr ny2H 12
0
Recall Young's inequality,
a p bq
ab F q
p q
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for a, b G 0 and 1rp q 1rq s 1. In our two cases we get, for n s 2 and
r ) 2,
p q
a b rr ry1. kya yb  ry2.r ry1.t « a t « b .  .1 1k rr ry1.  ry2.r ry1.t a b F q
p q
t kq1« a2 t g« 1yqb21 1s q
p q
 .  .  .  .for a s r k q 1 r2 r y 1 , b s rr 2 r y 2 , g s k y rr r y 2 , p s
 .  .  .2 r y 1 rr, q s 2 r y 1 r r y 2 , and « ) 0. On the other hand, if1
n G 3, Young's inequality gives
p q
a b 2 n rnq2. kya yb 4rnq2.t « a t « b .  .1 1k 2 n rnq2. 4rnq2.t a b F q
p q
t kq1« a2 t g« 1yqb21 1s q
p q
 .  .  .  .for a s n k q 1 r n q 2 , b s nr n q 2 , g s k y nr2, p s n q 2 rn,
 .q s n q 2 r2, and « ) 0.1
 .Thus, given « ) 0 there exists a real number K s K « , k, n, V such
that
t t2 2kq1 yq* g *I F « t u t dt q « K t u t dt . 4.16 .  .  .H Hn* 12
0 0
Here r ) 2 is given, « ) 0 is suitably chosen, and
2n¡
if n G 3~n* s n y 2¢
r if n s 2,
n¡ if n G 3
2~q* s r
if n s 2,¢r y 2
and
n¡k y if n G 3
2~g* s r
k y if n s 2.¢ r y 2
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 . 5  .5Hence, by 4.16 and the fact that u t is nonincreasing in t,1
t 2 2kq1 yq* g *q1Ä 5 5I F « t u t dt q « Kt f . 4.17 .  .H 1n*2
0
  .  ..By the Sobolev inequality either 4.12 or 4.13 , there exists C ) 0 such1
that
t t2 2kq1 kq1
1t u t dt F C t u t dt .  .H Hn* H1
0 0
t 2kq1F C t =u x , t dx dt .H H1
0 V
t 2kq C tt u x , t dx dt .H H1
0 V
k q 1
y1F « C I q C tI0 1 2 1 22
t 2kq1F C 1 q t « t u t dt .  .H n*2
0
2yq* g *q1Ä 5 5q« Kt f 4.18 .1
 .  .  .   ..y1by 4.3 , 4.4 , and 4.17 . Setting « s 2C 1 q t we see that2
t 2 q*q1 2kq1 g *q1 5 5t u t dt F C t 1 q t f .  .H 1n* 3
0
 .whence, using 4.17 and the choice of « ,
q*q1 2g *q1 yq* g *q1Ä 5 5I F « C t 1 q t q « Kt f . 12 3
q* 2g *q1 5 5F C t 1 q t 2 q t f .  . 14
q*q1 2g *q1 5 5F C t 2 q T f . 4.19 .  .14
 .Using 4.19 , Lemma 6.1, and the definition of I yields the estimate2
 .q*q1 r2g *yky2.r2 5 5u ?, t F C t 2 q T f ; 4.20 .  .  .1t 62
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that is,
 .nq2 r4C 2 q T .6
5 5u ?, t F f 4.21 .  .1t 2 n r4.q1t
if n G 3 and if n s 2,
 .  .ry1 r ry2C 2 q T .6
5 5u ?, t F f . 4.22 .  .1t 2 w rr2 ry4.xq1t
 .  .To prove the last estimate in the theorem, notice that 4.3 and 4.4
imply
t 2kq1 y1t =u x , t dx dt F « I .H H 0 1
0 V
k q 1 t 2kF t u t dt .H 22« 00
k q 1
s I ; 4.23 .22«0
 .  .  .  .whence 2.19 and 2.20 follow by using 4.19 in 4.23 . This completes the
proof of Theorem 3.
5. PROOF OF THEOREM 4
In this section we prove the estimate which complements the estimate
 .2.14 if n G 3. The technique we use is DeGiorgi]Nash]Moser iteration.
First we prove the estimate
C t
u ?, t F u ?, . 5.1 .  .` n r4  /2t 2
Fix p G 2, and let 0 F r F s F T. Then
s sd p py1< <u x , t dx dt s p u sgn u u dx dt .  .H H H H tdtr V r V
s
py1< <s p u sgn u = ? c x , =u dx dt .  .H H
r V
s
py1< <s p u sgn u c x , =u ? n dS dt .  .H H
r ­ V
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s
py2< <y p p y 1 u =u ? c x , =u dx dt .  .H H
r V
s
py1< <s yp u b x , u sgn udS dt .H H
r ­ V
s
py2< <y p p y 1 u =u ? c x , =u dx dt. .  .H H
r V
 .Since b is a maximal monotone graph and b x, 0 2 0, we have that
s sd p py2< <u x , t dx dt F yp p y 1 u =u ? c x , =u dx dt. .  .  .H H H Hdtr V r V
Next,
s4 2pr2< <p p y 1 = u dx dt . H H2p r V
s
py2 2< < < <s p p y 1 u =u .H H
r V
sp p y 1 . py2< <F u =u ? c x , =u dx dt by 2.13 .  .H H
« r V0
1 p pF u x , r dx y u x , s dx .  .H H
« V V0
1 pF u x , r dx. 5.2 .  .H
« V0
 .Using the Sobolev inequality 4.13 we see that
s s2 2pr2 pr2
1< < < < .u dt F C u dt2 nr ny2 HH H
r r
s s 2p pr2< < < <s C u dx dt q C = u dx dt ,H H H H
r V r V
5.3 .
 .  . 5  .5where C s C p, n, V . Using 5.2 and the fact that u ?, t is non-q
increasing as a function of t, we see that
s p2 ppr2< <  .u dt F C q s y r u ?, r 5.42 nr ny2  .  .  .pH  /4 p y 1 « .r 0
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and
sp p
s y r u ?, s F u ?, t dt .  .  . .  .pnr ny2 pnr ny2H
r
s 2pr2< <  .s u dt. 5.52 nr ny2  .H
r
 .  .Hence, from 5.4 , 5.5 , and p G 2 we have
1rp 1rpC 1
u ?, s F 1 q u ?, r . 5.6 .  .  . .pnr ny2 p / /« s y r0
 .  x  . kq1Next we iterate 5.6 with t g 0, T fixed, « s 2r n y 2 , t [ t y tr2 ,k
 .k  .r s t , s s t , and p s 2 1 q « . Note that n s 2 1 q « r« ,k kq1
 .  .kq1 kq2npr n y 2 s 2 1 q « , s y r s t y t s t y tr2 y t q trkq1 k
kq1 kq2  .2 s tr2 , so that 5.6 becomes
k  .k1r2 1q« .1r2 1q« kq2C 2
kq 1 ku ?, t F 1 q u ?, t . .  . .  .2 1q« 2 1q«kq1 k / /« t0
Ä Ä Ä ÄLet C , C be defined by C s Cr« and C s T q 2. Then1 2 1 0 2
k k k1r21q« . kq2.r21q« . y1r21q« .Ä Äkq 1 ku ?, t F C C t u ?, t . .  . .  .2 1q« 2 1q«kq1 1 2 k
5.7 .
 .Now we iterate 5.7 from k s 0 to k s K,
t
a b ydK K KÄ ÄKq 1u ?, t F C C t u ?, , 5.8 .  . .2 1q«Kq1 1 2  /2 2
K   .k . K  .  .k .where d s  1r2 1 q « and b s  k q 2 r2 1 q « .K ks0 K ks0
 .Note that by geometrical series considerations d , b are partial sumsk k
of convergent series with sums
lim d s « q 1 r2« s nr4 .K
Kª`
and lim b s 1 q « 1 q 2« r2« 2 s n n q 2 r8. .  .  .K
Kª`
NONLINEAR PARABOLIC EQUATIONS 439
 .  xAs a function of x, t , u is continuous on V = 0, T , so we have
Kq 1`u ?, t s lim u ?, t 21 q« . .  . .L V Kq1 L
Kª`
t
d b ydK K KÄ ÄF lim C C t u ?,1 2  /2Kª` 2
t
yn r4ÄF C t u ?, , 5.9 .3  /2 2
Äwhere C depends only on n, V, « , and T. This was our first goal.3 0
 .  . 5  .5Next we use 4.18 with tr2 instead of t and the fact that u ?, t isp
nonincreasing to deduce that
2kq2t t
u ?,kq2  /22 k q 2 .  .2 nr ny2
yq *y1 g *q1t t t 2Ä 5 5F 2C C 1 q K 1 q f ,12 2  /  /  / /2 2 2
where q* s nr2 and g* s k y nr2. Then
2  .kq2 nq2 r2t t t 2kyn r2.q1Ä 5 5u ?, F k q 2 1 q C Kt f , . 13 /  /  /2 2 2 .2 nr ny2
2t  .nq2 r2 2yn r2.y1 5 5u ?, F k q 2 C 2 q T t f . .  . 14 /2  .2 nr ny2
Consequently,
 .nq2 r4t C 2 q T .5
5 5u ?, F f . 5.10 .1nq2.r4 /2 t .2 nr ny2
 .  .Combining 5.10 and Holder's inequality as used to obtain 4.15 givesÈ
2t t
u ?, s u ?, dxH /  /2 2V2
 .  .nr nq2 2r nq2t t
F u ?, u ?, /  /2 2 .2 nr ny2 1
 .nr nq2 .nq2 r4 n rnq2. 2rnq2.ynq2.r4 5 5 5 5F C 2 q T t f f . 1 1 /5
nr4 yn r4 5 5F C 2 q T t f . 5.11 .  .16
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 .  .Thus, 5.11 and 5.1 yield
b yn r2 5 5u ?, t F C 2 q T t f , 5.12 .  .  .1` 6
 .where b s nr4 q n n q 2 r8.
 .  .  .  .Theorem 4 follows from 5.1 , 5.9 , 5.11 , 5.12 . The proof is complete.
A variant of Theorem 4 holds for n s 2, but we omit the details. We
end this section with a corollary which contains some remarks about the
behavior of the solutions as t ª `.
COROLLARY. Assume the hypotheses of Theorem 3. Then for « ) 0,
sup u x , t - ` 5.13 .  .
 .tg « , `
xgV
and for each x g V,
u x , t ª 0 as t ª `. 5.14 .  .t 2
Consequently, it follows that for each x g V,
= u x , t ª 0 5.15 .  .x 2
as t ª `.
5  .5Proof. From the facts that u t is nonincreasing, u s 0 is a solution`
 .  .of our problem, and 2.14 if n s 1 or Theorem 4 if n G 2, we have, for
t G « ,
5 5u t F u « F C f .  . 1` `
 .for each x g V and for some C independent of t. This gives 5.13 .
 .  .  . A direct application of either 2.15 , 2.17 , or 2.18 depending on
.  .whether n s 1, n G 3, or n s 2, respectively gives 5.14 . Clearly, the
convergence is like ty1r2.
 .  .Finally, letting Au x s = ? c x, =u , we see that
n ­
 :yAu, u s y c x , =u u dx . . H i­ xV iis1
n ­ u
s c x , =u dx y c x , u ? n u dS .  . . H Hi ­ xV ­ Viis1
by the Divergence Theorem. Using the boundary conditions on A,
  . .  .  .c x, u ? n u s yb x, u u F 0 since b x, j is monotone increasing as a
 .  .function of j and b x, 0 s 0. Next, by 2.13 we have that
22 : < <yAu, u G « =u dx s « = u . 5.16 .H0 0 x 2
V
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On the other hand, for some C ) 0 independent of t,
C 2 :  : 5 5 5 5yAu, u s yu , u F u u F f 5.17 .2 1t t 2 1r2t
as t ª ` by our estimates on u and u in Theorems 2, 3, and 4. Combiningt
 .  .  .5.16 and 5.17 gives 5.15 .
6. APPENDIX
For completeness we include a sketch of the proof of the following
result which is a necessary tool in the proof of Theorem 4. For full details
w xsee 11 .
 . w . 2 ..LEMMA 6.1. Assume HYP for n G 1, and let u g C 0, ` ; L V ben
 .  .  . 2 .the unique mild solution of u9 t s Au t , u 0 s f g L V . Then
t2kq3 k 2t u ?, t F C t u x , t dx dt 6.1 .  .  .H Ht 12
0 V
holds for k ) 0, 0 - t F T , and some C ) 0; C is independent of t and T.1 1
Proof. Let B be the Yosida approximation of A , that is, A s y­ Jl 2 2
 .and B s y­ J where J is as in 2.11 andl l
5 5 2u y ¨ 2
J u s inf q J ¨ . .  .l  52 2l¨gL
2 .Then J is defined on all of L V , is lower semicontinuous and convex onl
2 .L V , and is Lipschitz continuous. Moreover, for the solution of
dul Xs yJ u , u 0 s f , 6.2 .  .  .l l ldt
 . qwe have u t converges as l ª 0 uniformly for t in compacta to thel
 .solution of 3.1 .
2 .  . For f g L V , let u be the solution of 6.2 , and let k ) y1. Wel
.suppress the x dependence. Define
dt 2kq2I [ t u t dx dt . . .H H3 l /dt0 V
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Then
t X Xkq2I s t u t yJ u t dx dt .  . . .H H3 l l l
0 V
t
t kq1 kq2s k q 2 t J u dt y t J u .  .  .H l l l l
0 0
t Xkq1F k q 2 t J u u dx dt . .  .H H l l l
0 V
Here we have integrated by parts and used the facts that
X  X ..  .  .  .  X . :H u J u dx s drdt J u , J G 0, and J u F J u , u sV l l l l l l l l l l l
 .H J9 u u dx. ThenV l l
1t Xkq2.r2 k r2 ’I F k q 2 t yu t t u t k q 2 dx dt .  .  . .H H3 l l’k q 20 V
21 k q 2 .t t2 2Xkq2 kF t u t dx dt q t u t dx dt .  .H H H Hl l2 20 V 0 V
by the Schwarz inequality. Hence,
t2 2kI F k q 2 t u t dx dt . 6.3 .  .  .H H3 l
0 V
w x  .  .  .Using the results of Brezis 3 , u t g D A is a strong solution of 3.2 ,2
5  .5 5  .5 2 q  .u t and u9 t are nonincreasing, and letting l ª 0 in 6.3 , we see2 2
that
t2 2 2kq3 ku9 t t F k q 3 I F k q 3 k q 2 t u t dx dt .  .  .  .  .H H2 3
0 V
which proves the lemma.
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