The purpose of this empirical study is to examine the potential effects of the BRICS on other economies' economic growth over the period . This investigation deploys the Saikkonen and L tkepohl cointegration methodology to validate long run relations between u Brazil and China's economic growth and other nation's output growth. The study further uses the Toda and Yamamoto approach to Granger causality to examine long run causal links between the BRICS economic growth. The results show that all countries exhibit long run relations with China and Brazil's economic growth. In addition, the results prove that Brazil's economic growth is induced by South Africa, China and India's economic growth.
Introduction
The acronym BRICS refers to a set of fast developing nations namely: Brazil, Russia, India, China and South Africa. Economic growth exhibited by these economics has been quite impressive in the last decades particularly for China and India. China's economic growth has been exponential over the years. Today China is the second largest economy in the world. Additionally China's influence has been robust in matters such as exports variety, carbon dioxide emissions, global sustainable development and skills transfer in many economies. Exponential economic growth is desirable but it has shortcomings. For instance the BRICS are currently concerned with reducing emissions without hampering economic prosperity. China is currently the largest emitter of carbon dioxide globally. India also registered the highest emissions growth recently. Nonetheless, the BRICS are leading world economic growth.
The common aspect among the BRICS is that they are industrialised exporters. Economists postulated that countries such as China and India are a clear example of the export-led growth hypothesis. Export-led growth economies rely heavily on exports to drive sectors of the economy. Mineral exporting economies such as South Africa have to consider the prudent use of their resources and economic development. Over the years many economies have relied on the BRICS for their imports. Numerous studies have been examined to investigate the influence of the BRICS in matters such as inflation spillovers and market returns. Sustainable development is desirable however countries need to cooperate for this endeavour to be realised. An economy cannot be self-sufficient in all sectors.
The question is how does economic growth of the BRICS affect a given economy? How do the BRICS interact in their attempts to reach sustainable development? This paper aims to answer all these questions. This study focuses on Brazil and China to determine the long run effects of these economies' growth on other nations. The reason for focusing on China and Brazil are follows. China is currently the second largest economy and her global influence has multiplied. Brazil is also highly influential in South America. The other reason is geographical location. Brazil is located far west while China is in Asia. This is important to determine global influence of these economies without being biased to Asian economies only such as Russia, India and China. The second aim is to investigate the causal relations between members of the BRICS's economic growth patterns. The reason for this aim is that the BRICS need to depend on each other in various sectors for their own sustainable development. In this way their global influence will be prodigious (synergy).
In this paper the cointegration method proposed by Saikkonen and L tkepohl (2000) as well u as the Toda and Yamamoto (1995) causality procedure are applied. This investigation is structured as follows. Next is literature review which provides a detailed analysis of previous studies. This will be followed by data description, methodology and empirical results. Lastly a discussion and conclusion of the study follows with practical implications. An overview of the development of the BRICS shows that China grew rapidly and was followed by Brazil, India and South Africa subsequently over the period 1960-2013 (see figure 1) . Note that Russia has not been included in this study due to data availability challenges. Note: The data has been converted to natural logarithms so that it is easy to monitor the volatility of the variables over the material period. Due to data unavailability Russia was not included in this analysis. Source: JMulti (4) statistical package.
Literature Review
Studies pertaining to economic growth have been numerous. examined the effects of exports and globalization on economic growth using the corrected least square variable model for five South Caucasus countries (Azerbaijan, Armenia, Georgia, Russia and Turkey). The results of the study revealed that exports with higher energy content and globalization induce economic growth. Amador (2012) highlighted that the BRICS members Brazil, India and China possess high energy content in manufacturing exports. The authors noted that economic growth is dependent on other factors such as political and social integration. The results of this study are conceivable because political turmoil tends to disrupt economic growth in many economics especially in Africa. The problem with high energy content exports is the production of emissions in the manufacturing process. Carbon dioxide is not the only gas we should be concerned about. Sulphur dioxide is also a challenge and has detrimental effects on the environment and people. argued that energy exports and globalisation are important determinants of economic prosperity in the South Caucasus region. Sharma (2003) contributed by investigating the determinants of India's export performance in a simultaneous equation framework. The study examined data over the period 1970-1998 and the results revealed that the real appreciation of the Rupee adversely affects India's exports performance. Under this circumstance, economic growth is also affected because output depends on the positivity of net exports. As the Rupee appreciates, Indian exports become more expensive to importing economies thus registering a decline in demand. Tekin (2012) examined causation between real GDP, real exports and Foreign Domestic Investment (FDI) in least developed countries over the period 1970 to 2009.The results demonstrated that exports induce economic growth in Haiti, Rwanda and Sierra Leone. Such countries can be termed as exportled growth economies. Export led growth economies have to consider how they can reduce emissions without hampering economic growth. Economic growth was found to accelerate exports growth of the following economies: Angola, Chad and Zambia. FDI was found to Granger cause GDP in Benin and Togo.
A summary of the reviewed literature shows that economic growth is affected by several factors such as exchange rates, political and social integration. The BRICS are associated with high energy exports following (Amador, 2012) . This study intends to determine the influence of the BRICS on other economies' economic growth over the period 1960 to 2013. The investigation applies the recent cointegration method proposed by Saikkonen and L tkepohl (2000) . The u examination further uses the Toda and Yamamoto (1995) approach to determine the direction of causation between economic growths among the BRICS.
Materials and Methods
This study examines the relations between GDP for sixty different economies with the BRICS over the period 1960 to 2013. The data was obtained from a web source named The Global Economy (http://www.theglobaleconomy.com/). Russia was not included in this analysis due to absence of material data. Actual GDP was in billion dollars (U$). The actual data was converted to natural logarithms before proceeding with empirical analysis. The reason is technically, it is easier to monitor the volatility of logarithmic values over the material period as compared to using raw data. It is imperative that the data set is examined for unit roots. The Augmented Dickey Fuller test (see Dickey and Fuller, 1979) was selected to test for stationarity of the variables. The testing procedure of the ADF is derived from the following generalized model:
The model applied in this study is:
The definition of terms is as follows. The regression constant is and is the coefficient of the time trend. Following Asemota and Bala (2011) was defined as the white noise error term. Eviews 7 was used to test the stationarity of the series. 
used to compute the ADF unit root test. The null hypothesis for the test is "series x, has a unit root".
Saikkonen and L tkepohl (2000) Cointegration Model
In this study, it is important to examine the long run relations between the series. This paper applies the recent cointegration method proposed by Saikkonen and L tkepohl (2000) .
u Cointegrated variables will be attracted to each other therefore resulting in long run affiliations. Even though the Johansen cointegration test and the Saikkonen and L tkepohl test are almost u similar, there are technical differences. Firstly, the Saikkonen and L tkepohl test is different u technically because it estimates the deterministic term first and then subtracts it from the time series observations unlike the Johansen method. Saikkonen and L tkepohl (2000) commenced u their model by considering a process of the form:
Following Saikkonen and L tkepohl (2000) allow to be coefficient matrices while u × is an is a stochastic error term assumed to be a martingale difference sequence with × 1
. The non-stochastic positive definite conditional covariance matrix was ( │ , < ) = 0 defined as . The resulting final error correction model formed by ( │ , < ) = Ω subtracting on both sides of the above is
The definition of terms is while
. The test validates if .
The Toda and Yamamoto (1995) 
Approach to Granger Causality
The aim of this paper is to investigate the long run causation between income series. However, in this study the other challenge is determining the direction of causal affiliations between income series of the BRICS. The Toda and Yamamoto (1995) approach is the most suitable because it does not require pre-tests for cointegration. The Granger causality test (see Granger, 1969) was not selected because not all data in this study is non-stationary (Bangladesh income series was stationary). The Toda and Yamamoto (1995) technique can apply even if the series does not have unit roots. Granger causality also has several limitations. Originally, if the variables under consideration are driven by a common third process with different lags, there is a possibility of failing to reject the alternative hypothesis of Granger causality. In addition, Granger causality is often based on the assumption that causal relations are a result of cointegration. The advantage of the Toda and Yamamoto (1995) approach is that the VAR's formulated in the levels can be estimated even if the processes may be integrated or cointegrated of an arbitrary order. Wolde-Rufael (2005) observed that the Toda and Yamamoto (1995) approach fits a standard vector autoregressive model in the levels of the variables. In consequence, this minimizes risks associated with the likelihood of wrongly identifying the order of integration of the series (Mavrotas and Kelly, 2001 ).
The literature has developed a number of cointegration methods following the contributions of Saikkonen and L tkepohl (2000) ; Johansen and Juselius (1990); Johansen (1988b Johansen ( , 1991a ; u Granger (1981); Granger and Weiss (1983) ; Engle and Granger (1987) ; Granger and Engle (1985) ; Stock (1987) ; Phillips and Durlauf (1986) ; Phillips and Park (1986) ; Phillips and Ouilaris (1986) ; Stock and Watson (1987) ; Park (1992a Park ( , 1990b ; Phillips and Hansen (1990) ; Hovarth and Watson (1995) ; Saikkonen (1992) and Elliot (1998). Toda and Yamamoto (1995) noted that if economic variables are not cointegrated then the VAR should be estimated in firstorder differences of the variables to validate the conventional asymptotic theory. In consequence, the Toda and Yamamoto (1995) approach is applicable even if the VAR may be stationary, integrated of an arbitrary order or cointegrated of an arbitrary order.
This study applies the Toda and Yamamoto (1995) approach as discussed by Wolde-Rufael (2005) . The testing procedure starts by augmenting the correct VAR order by the maximal order of integration (Wolde-Rufael, 2005) . Following this, a th order of the ( + ) VAR is estimated and the coefficients of the last lagged vector are ignored (Caporale and Pittis, 1999; Rambaldi and Doran, 1996; Rambaldi, 1997; Zapata and Rambaldi, 1997) . Denote two income series as and . The VAR system of the variables can now be shown LX LY as:
Empirical Results
The Saikkonen and L tkepohl test was carried out at 90%, 95% and 99% critical levels using u JMulti (4) statistical package. The results show that there is a long run relationship between all the countries' economic growth and the two countries income (Brazil and China). Tables 2 and  3 represent the results of the cointegration test. Note that -values less than the critical levels ρ of 90%, 95% and 99% represent cointegration. Note: 1 shows statistical significance at 90% critical level; 2 shows statistical significance at 95% critical level; 3 shows statistical significance at 99% critical level. Note that -values less than critical levels of 90%, 95% and 99% represent cointegration. ρ The test was carried out using JMulti 4 statistical package. The deterministic term of the VECM was defined as . = + 1 Superscripts 1, 2, 3 show statistical significance at 90%, 95%, and 99% critical levels. LR = Likelihood Ratio.
Eviews 7 was used to carry out the Toda and Yamamoto (1995) approach to causality. The results show that Brazil's income is induced by China, South Africa and India's economic growth. The countries registered -values less than the 5% critical level suggesting that we ρ have to reject the null hypothesis of non-causality. Table 4 is a presentation of the VAR estimates before the causality test. 
Note:
The arrows signify the direction of causation. implies causality in a given direction; implies that there ⇒ ⇎ is no causality between the variables. The test was carried out at 5% significant level. The null hypothesis is (H 0 ) that a given variable does not Granger cause the other (non-causality). Note that -values less than the 5% critical ρ level ( represent causality in a given direction. The null hypothesis is therefore rejected for -values less ρ < 0.05) ρ than the significant level. Asterisks (*) represent a causal relationship at the 5% significant level. Eviews (7) was used to carry out the Toda-Yamamoto approach to Granger causality.
Discussion and Conclusion
This study aimed to determine the influence the BRICS have on other economies economic growth. The other objective of this empirical investigation was to determine the causal relations between the BRICS's economic growth. Economic growth exhibited by the BRICS has been impressive in the last decade. China is currently the largest economy after the US but her economic growth has been attached with shortcomings. Economic growth is every country's major goal however there are environmental costs. The BRICS's economic growth has been attributed to exports variety and industrialisation. This paper aimed to find out if such rapid growth could potentially affect economic growth of other nations. In this investigation the Saikkonen and L tkepohl (2000) cointegration model has been applied to validate long term u relationships between economic growth series. The Toda and Yamamoto (1995) approach to Granger causality was applied to investigate the influence the BRICS have on each other's economic growth over the period 1980 to 2013. The results of the empirical analysis show that all countries' depict long term relationships between China and Brazil's economic growth pattern. In addition, the causality test shows that South Africa, India and China induce Brazil's economic growth.
The results of this study carry implications for future world economic growth. All economies under investigation revealed long term relations with China and Brazil's economic growth. To a reasonable extent, this shows a state of dependency between the BRICS and such nations. China and Brazil need to export their goods and services to developing nations. Developing economies also require such goods and services for their own economic development and industrialisation attempts. Brazil's economic growth is induced by other BRICS members namely South Africa, China and India. This suggests that economic and financial integration is required among the BRICS. If these economies heighten economic and financial cooperation, other developing economies will also benefit from this collaboration. Even though the BRICS are competing in terms of exports sales, economic and financial is still a necessity for high economic growth. In conclusion of this study, the BRICS are influential in world economic growth. However, their economic prosperity is also dependent on integration.
