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Abstract
This paper addresses the question: Why
do neural dialog systems generate short and
meaningless replies? We conjecture that, in
a dialog system, an utterance may have mul-
tiple equally plausible replies, causing the
deficiency of neural networks in the dialog
application. We propose a systematic way
to mimic the dialog scenario in a machine
translation system, and manage to reproduce
the phenomenon of generating short and less
meaningful sentences in the translation setting,
showing evidence of our conjecture.
1 Introduction
Open-domain human-computer dialog systems are
attracting increasing attention in the NLP com-
munity. With the development of deep learning,
sequence-to-sequence (Seq2Seq) neural networks,
or more generally encoder-decoder frameworks,
are among the most popular models for utterance
generation in dialog systems (Shang et al., 2015;
Li et al., 2016; Mou et al., 2016; Serban et al.,
2017).
Historically, Seq2Seq-like models are first de-
signed for machine translation (Sutskever et al.,
2014; Bahdanau et al., 2015) and later widely ap-
plied to image captioning (Vinyals et al., 2015),
text summarization (Rush et al., 2015), etc. When
adapted to open-domain dialog systems, however,
Seq2Seq models are less satisfactory. A severe
problem is that the Seq2Seq model tends to gen-
erate short and meaningless replies, e.g., “I don’t
know” (Li et al., 2016) and “Me too” (Mou et al.,
2016). They are universally relevant to most ut-
terances, called universal replies in Mou et al.
(2016), and hence less desired in real-world con-
versation systems.
∗Equal contribution.
In previous studies, researchers have proposed
a variety of approaches to address the problem of
universal replies, ranging from heuristically modi-
fied training objectives (Li et al., 2016), diversified
decoding algorithms (Vijayakumar et al., 2016), to
content-introducing approaches (Mou et al., 2016;
Xing et al., 2016).
Although universal replies have been alleviated
to some extent, there lacks an empirical explana-
tion to the curious question: Why does the same
Seq2Seq model tend to generate shorter and less
meaningful sentences in a dialog system than in a
machine translation system?
Considering the difference between dialog and
translation data, our intuition is that the dialog
system encounters a severe unaligned problem:
an utterance may have multiple equally plausible
replies, which may have different meanings. On
the contrary, the translation datasets typically have
a precise semantic matching between the source
and target sides. This conjecture is casually ex-
pressed in our previous work (Mou et al., 2016),
but is not supported by experiments.
In this paper, we propose a method to verify the
conjecture by mimicking the unaligned scenario
in machine translation datasets. We propose to
shuffle the source and target sides of the transla-
tion pairs to artificially build a conditional distri-
bution of target sentences with multiple plausible
data points. By doing so, we manage to shorten
the length and lower the “information” of gener-
ated sentences in a Seq2Seq machine translation
system. This shows evidence that the unaligned
problem could be one reason that causes short and
meaningless replies in neural dialog systems.
To summarize, this paper systematically com-
pares Seq2Seq dialog and translation systems, and
provides an explanation to the question: Why do
neural dialog systems tend to generate short and
meaningless replies? Our study also sheds light on
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the future development of neural dialog systems as
well as the application scenarios where Seq2Seq
models are appropriate.
In the rest of this paper, we first describe our
conjecture in Section 2. Then we design the exper-
imental protocol in Section 3 and present results in
Section 4. Finally, we conclude with discussion in
Section 5.
2 Conjecture
We hypothesize that given a source sequence,
the conditional distribution of the target sequence
having multiple plausible points is one cause of
the deficiency of Seq2Seq models in dialog sys-
tems.
Let us denote the source sequence by s =
s1, s2, · · · , s|s| and the target sequence by t =
t1, t2, · · · , t|t|. Both (orthodox) training and pre-
diction objectives are to maximize pθ(t|s), where
the conditional probability pθ(·|·) is modeled by a
Seq2Seq neural network with parameters θ.
In a machine translation system, the source and
target information generally aligns well, although
some meanings could have different expressions.
Figure 1a shows a continuous analog of p(t|s).
In an open-domain dialog system, however, an
utterance can have a variety of replies that are
(nearly) equally plausible. For example, given a
user-issued utterance “What are you going to do?”
there could be multiple replies like “having lunch,”
“watching movies,” and “sleeping,” shown in Fig-
ure 1b with an analog of continuous random vari-
ables. There is no particular reason why one re-
ply should be favored over another without further
context. Even with context, this problem could not
be fully solved because of the true randomness of
dialog.
The above is, perhaps, the most salient dif-
ference between dialog and translation datasets.
While it is tempting to think of Seq2Seq’s perfor-
mance in this way (Mou et al., 2016), there does
not exist a practical approach to verify the conjec-
ture.
3 Experimental Protocol
3.1 Mimicking a “Dialog Scenario” in the
Machine Translation
We propose to mimic the “unaligned” property in
a translation dataset by shuffling the source and
target pairs. This ensures the resulting conditional
distribution p(t|s) to have multiple plausible data
(a) Machine translation
(b) Dialog systems
Having lunch     Sleeping    Watching movie
Figure 1: The conditional distribution p(t|s) in (a)
machine translation and (b) dialog systems, where we
consider an analog of continuous random variables.
More rigorously speaking, p(t|s) is peaked at one or a
few similar sentence(s) in machine translation because
source and target information generally aligns, whereas
an utterance can have multiple plausible replies in dia-
log systems.
points, whereas other settings of translation re-
main unchanged, making a rigorous controlled ex-
periment.
Formally speaking, let {(s(n), t(n))}Nn=1 be the
training dataset in a translation setting, where
(s(n), t(n)) is a particular data point containing a
source and target sentence pair; in total we haveN
data points.
The shuffled dataset is {(s(n), t˜(n))}Nn=1, where
t˜(n) = t(τ(n)) and τ(1), · · · , τ(N) is a random
permutation of 1, 2, · · · , N . In this way, we arti-
ficially construct a conditional target distribution
p(t˜(n)|s(n)) that allows multiple plausible sen-
tences conditioned on a particular source sentence.
Notice that, for the sake of constructing a distri-
bution where the target sentences can have multi-
ple plausible data points, there is no need to gener-
ate multiple random target sentences for a particu-
lar source sentence. In fact, it is preferred NOT, so
that the experiment is more controlled. In the case
where we generate a single target sentence t˜(n) =
t(τ(n)) for a source sentence s(n), {t˜(n)|s(n)}Nn=1
can still be viewed as samples from the marginal
(unconditioned) distribution p(t), and thus the de-
sired “unaligned” property is in place.
It is straightforward to shuffle a subset of the
translation dataset. Details are not repeated here.
This helps to analyze how Seq2Seq models behave
when the “unaligned” problem becomes more se-
vere.
It should also be mentioned that the shuf-
fling trick is previously used in Koehn (2017)
to compare the robustness of Seq2Seq models
and phrase-based statistical machine translation
Setting BLEU BLEU-1 BLEU-2 BLEU-3 BLEU-4
Dialog Seq2Seq 1.84 15.1 2.40 1.02 0.66
Translation
Seq2Seq 27.2 60.2 33.4 20.9 13.6
+shuffle 25% 24.4 56.2 30.3 18.8 12.0
+shuffle 50% 21.1 52.8 26.8 16.0 10.0
+shuffle 75% 17.2 48.2 23.2 13.4 8.10
+shuffle 100% .024 12.5 .189 0.00 0.00
Table 1: BLEU scores of dialog and translation systems.
in terms of BLEU scores. Our paper contains a
novel insight that shuffling datasets mimics the un-
aligned property in dialog datasets, which facili-
tates the comparison between Seq2Seq dialog and
translation systems.
3.2 The Seq2Seq Model and Datasets
We adopted a modern Seq2Seq model (with an at-
tention mechanism) as the neural network for both
dialog and translation systems. The encoder is a
bidirectional recurrent neural network with gated
recurrent units (GRUs), whereas the decoder com-
prises two GRU state transition blocks and an at-
tention mechanism in between (Sennrich et al.,
2017).1
For the dialog system, we used the Cornell
Movie-Dialogs Corpus dataset,2 containing 221k
samples. For machine translation, we used the
WMT-2017 dataset3 and focus on English-to-
Germany translation; it contains 5.8M samples.
We first tried a normal machine translation set-
ting and achieved comparable results to a baseline
in Miceli Barone et al. (2017); thus our replica-
tion of the machine translation system is fair. In
all settings, we used the same model and hyperpa-
rameters so that our comparison is also fair.
Appendix A provides detailed model descrip-
tion and experimental setup.
4 Results
Overall Performance. Table 1 presents the
BLEU scores of dialog machine translation sys-
tems. In open-domain dialog, BLEU-2 exhibits
some (not large) correlation with human satisfac-
tion, although BLEU scores are generally low. For
machine translation, we achieved 27.2 BLEU for
the normal setting, which is comparable to 28.4
achieved by a baseline method in Miceli Barone
1Code downloaded from https://github.com/
EdinburghNLP/nematus
2Available at https://www.cs.cornell.edu/
˜cristian/Cornell_Movie-Dialogs_Corpus.
html
3Available at http://data.statmt.org/wmt17/
translation-task/preprocessed/de-en/
et al. (2017).
If we begin to shuffle the translation dataset, we
see that BLEU drops gradually and finally reaches
near zero if the training set is completely random
(100% shuffled). The results are not surprising and
also reported in Koehn (2017). This provides a
quick understanding on how the Seq2Seq is influ-
enced by shuffled data.
Length, Negative Log-Probability, and En-
tropy. We now compare the length, probability,
and entropy of dialog and translation systems, as
well as the shuffling setting (Table 2). The length
metric counts the number of words in a gener-
ated reply.4 The negative log-probability is com-
puted as − 1|R|
∑
w∈R log ptrain(w), where R de-
notes all replies and ptrain(·) is the unigram dis-
tribution of words in the training set. Entropy
is defined as −∑w∈R pgen(w) log pgen(w), where
pgen(·) is the unigram distribution in generated
replies. Intuitively, both negative log-probability
and entropy evaluate how much “content” is con-
tained in the replies. These metrics are used in
previous work (Serban et al., 2017; Mou et al.,
2016),5 and obviously most relevant to our re-
search question.
We first compare the dialog system with ma-
chine translation, both in a normal setting (no
shuffling). We observe that, the dialog system
does generate short and meaningless replies with
lower length, negative log-probability, and entropy
metrics than references, as opposed to machine
translation where Seq2Seq’s generated sentences
are comparable to references in terms of these
statistics. Quantitatively, the length is 20% shorter
than references. The negative log-probability and
entropy decrease by 0.71 and 0.99, respectively; a
decrease of 1 in negative log-probability and en-
tropy metrics is large because they are logarith-
mic metrics. Although with a well-engineered
4In some cases, an RNN fails to terminate by repeating a
same word. Here, we assume a same word can be repeated at
most four times.
5In our previous work (Mou et al., 2016), the negative
log-probability is mis-interpreted as entropy after email cor-
respondence with some other peer researcher.
Setting Length Neg. log-prob. Entropy# words % of Ref
Dialog References 14.40 100 8.79 8.91Seq2Seq 11.70 81.3 8.08 7.92
Translation
References 21.47 100 11.4 10.2
Seq2Seq 21.24 98.9 11.1 9.98
shuffle 25% 21.02 97.9 10.9 9.81
shuffle 50% 20.73 96.6 10.8 9.66
shuffle 75% 19.89 92.6 10.6 9.39
shuffle 100% 15.88 74.0 9.34 4.46
Table 2: Average length (along with the percentage of references), negative log-probability, and entropy of dialog
and translation systems.
Setting
R2 Correlation
Encoder Decoder
Dialog Seq2Seq .5095 .1706
Translation
Seq2Seq .9673 .8734
+shuffle 25% .9257 .7241
+shuffle 50% .9374 .6221
+shuffle 75% .8622 .6574
+shuffle 100% .9928 .8521
Table 3: R2 correlation obtained by fitting a linear
regression of the encoding/decoding step with hidden
states.
Seq2Seq model (with attention, beam search, etc.),
the phenomenon is less severe than a vanilla
Seq2Seq in Mou et al. (2016), it is still perceiv-
able and worth investigating.
We then applied the shuffling setting to the
translation system. With the increase of shuffling
rate, the Seq2Seq translation model precisely ex-
hibits the phenomenon as a dialog system: the
length decreases, the negative log-probability de-
creases, and the entropy decreases. In particu-
lar, the decreasing negative log probability implies
that the generated words are more frequently ap-
pearing in the training set, whereas the decreasing
entropy implies that the distribution of generated
sentences spread less across the vocabulary. In
other words, artificially constructing an unaligned
property in translation datasets—with all other set-
tings remain unchanged—enables to reproduce the
phenomenon in a dialog system. This shows ev-
idence that the unaligned property could be one
reason that causes the problem of short and mean-
ingless replies in a dialog system.
Correlation between Time Step and Hidden
States. Shi et al. (2016) conduct an empirical
study analyzing “Why Neural Translations are the
Right Length?” They observe that, even the se-
mantic of translation is not good, the length of
generated reply is likely to be correct. They fur-
ther find that some dimensions in RNN states are
responsible for memorizing the current length in
the process of sequence generation; the result is
also reported in Karpathy et al. (2015) previously.
Shi et al. (2016) apply linear regression to predict
the time step during sequence modeling based on
hidden states, and compute the R2 correlation as a
quantitative measure.
Since a dialog system usually generates short
replies (and thus not right length), we are curious
what the R2 correlation would be in a dialog sys-
tem as well as shuffled translation settings. The
results are shown in in Table 3. We find that the
dialog system exhibits low correlation, and that
the correlation also decreases in machine transla-
tion if data are shuffled (but not as worse as dialog
systems). One inconsistent result, however, is that
for the 100% shuffled dataset, the correlation in
the encoder side becomes 99%, while the decoder
correlation also increases to 85%. We currently do
not have good explanation to this.
5 Conclusion and Discussion
In this paper, we addressed the question why
dialog systems generate short and meaningless
replies. We managed to reproduce this phe-
nomenon in a well-behaving translation system by
shuffling training data, artificially mimicking the
scenario that a source sentence can have multiple
equally plausible target sentences.
Admittedly, it is impossible to construct exactly
the same scenario as dialog by using translation
datasets (otherwise the translation just becomes
dialog). However, the unaligned property is a
salient difference, and by controlling this, we ob-
serve the desired phenomenon. Therefore it could
be one cause of short and meaningless replies in
dialog systems.
Our findings also explain why referring to
additional information—including dialog con-
text (Tian et al., 2017), keywords (Mou et al.,
2016) and knowledge bases (Vougiouklis et al.,
2016)—helps dialog systems: the number of plau-
sible target sentences decreases if the generation is
conditioned on more information; this intuition is
helpful for future development of Seq2Seq dialog
systems. Moreover, our experiments suggest that
Seq2Seq models are more suitable to applications
where the source and target information is aligned.
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A Experimental Setup
A.1 Neural Network
We use the neural network in Sennrich et al.
(2017) as our model. The encoder is a bidirec-
tional recurrent neural network with gated recur-
rent units (GRUs). Let us consider one direction
ht = GRU(ht−1,xt), where xt is the input em-
bedding at the time step t and ht is the hidden
state. The computation of one step is given by
zt = σ(Wzxt + Uzht−1)
rt = σ(Wrxt + Urht−1)
h˜t = tanh(rt ◦ Uht +Wxt)
ht = (1− zt) ◦ h˜t + zt ◦ ht−1
where W ’s and U ’s are weights; σ is the sigmoid
function and ◦ is element-wise product.
Applying GRU-RNN to both directions and
concatenating the resulting hidden states, we ob-
tain the representation of the ith word in the source
as h(src)i = [h
(−→src)
i ;h
(←−src)
i ]
The decoder is an RNN with two blocks of
GRUs and an attention mechanism sandwiched
in between. The first block of GRU computes
an intermediate representation for the jth word in
the target as h′j
(tar) = GRU1(yj−1,h(tar)j ), where
yj−1 is the embedding of the last word yj−1.
h′j
(tar) is used to compute attention vector as
α˜ji = v
>
a tanh(Uah
′
j
(tar) +Wah
(src)
i )
αji =
exp{α˜ji}∑
k exp{α˜ki}
A context vector is computed as
cj =
∑
i
αjih
(src)
i
Then cj is fed to the second block of GRU as
h(tar)j = GRU2(h
′
j
(tar), cj)
Finally, hj , yj−1, and cj are fed to a fully con-
nected layer and a softmax layer for prediction of
the word yj at the time step j in the decoder.
A.2 Hyperparameter Settings
In our all experiments, word embeddings were
512d. We used Adam to optimize all parameters,
with initial learning rate 0.0001. The dropout rate
was set to 0.2. We set the mini-batch size to 60
to fit to GPU memory. In machine translation,
RNN was 1024d and the vocabulary size was 30k
in each language, whereas in the dialog model, the
RNN was 1000d and the vocabulary size was 50k.
For prediction beam search (beam size 12) was
adopted to generate a translation or a reply.
