The supervisory control of probabilistic discrete event systems (PDESs) is investigated under the assumptions that the supervisory controller (supervisor) is probabilistic and has a partial observation. The notions of probabilistic controllability and observability are proposed and demonstrated to be necessary and sufficient conditions for the existence of the probabilistic P-supervisors. Moreover, the polynomial verification algorithms for probabilistic controllability and observability are put forward, respectively. In addition, the infimal probabilistic controllable and observable superlanguage for an unachievable specification is calculated as the solution of the optimal control problem of PDESs. Several examples are presented to illustrate the results obtained.
I. INTRODUCTION
D ISCRETE event systems (DESs) are event-driven systems with discrete states [1] . Ramadge and Wonham [2] initially proposed the supervisory control theory of DESs, called as the Ramadge-Wonham Framework. In the Ramadge-Wonham framework, the system is modeled as an automaton, and the specification is given by a sublanguage. The supervisor limits the system behaviors by disabling the occurrences of events to ensure the language-equivalence between the controlled system and the specification. Since then, this problem has gained extensive attention in community (see, e.g., [3] - [12] ). Supervisory control for partial-observed DESs was first considered by Lin and Wonham [3] , and Cieslak et al. [4] , respectively. A necessary and sufficient condition for an achievable specification was presented in [3] . When the conditions are not met, that is, the given specification is unachievable, the issue of finding an achievable approximation comes forward. The infimal controllable and observable superlanguage was considered in [6] , [7] , and [12] . Moreover, the calculating algorithm for the supremal controllable normal sublanguage was provided in [5] , and a larger controllable and observable sublanguage was obtained in [8] . Recently, the synthesis issue of the maximally permissive supervisors for partial-observed DESs was also well investigated in [10] and [11] . However, the (conventional) DESs model cannot characterize the probabilistic properties of probabilistic systems, which exist commonly in engineering field. In order to characterize these probabilistic systems accurately, the probabilistic discrete event systems (PDESs) model (or called as the stochastic discrete event systems model in some literature), as an extension of the DESs model, was put forward (see, e.g., [13] - [23] ). Besides the components in the DESs model, the PDESs model additionally defines another component concerning the transition probabilities between states. The probability component offers the PDESs model the ability to characterize the uncertainties in probabilistic systems.
In recent years, the PDESs model has received considerable attention in the community, especially on the issues of supervisory control (see, e.g., [13] - [23] ), fault diagnosis (see, e.g., [24] - [26] ), fault prediction (see, e.g., [27] - [29] ), and state detection [30] , [31] . Moreover, the PDESs model also has been applied to many practical problems in various areas [32] , such as robot control [33] - [35] , tobacco control [36] , multirisk systems [37] , and so on.
In this paper, we would devote to researching the control issue of PDESs, which was first considered by Lin et al. [13] and Kumar et al. [15] , as well as Lawford et al. [16] , respectively. In general, the specifications could be deterministic or probabilistic in the supervisory control of PDESs. However, the control approaches for deterministic specifications, such as safety and nonblockingness, have been well investigated for (conven-tional) DESs in the literature, and these approaches also can be applied to handle the deterministic specifications for PDESs by only considering their logic parts. Hence, in this paper, only the probabilistic specifications are considered.
Lin et al. [13] , [14] investigated the issue of the fault-tolerant control of PDESs with "soft" specifications, which can be violated within a tolerable scope. Lin [13] first considered using probability to specify what is tolerable in the fault-tolerant control. Li et al. [14] further developed the work presented in [13] , in which the authors discussed the standard and reset supervisor synthesis problems.
Kumar et al. [15] investigated the "range" control problem of PDESs with the assumption that the supervisor has a full observation. The specification of the "range" control is given by a prespecified range. Similar to [13] and [14] , [15] also defined a deterministic supervisor that always issues determinate control actions.
Lawford et al. [16] demonstrated that the probabilistic supervisor generates a much larger class of probabilistic languages than the deterministic supervisor does. Hence, they pointed out that the probabilistic control mechanism is much more powerful than the deterministic one. As a result, Lawford et al. [16] , [17] , defined a probabilistic supervisor, which is also supposed to have a full observation.
Recently, Pantelic et al. [20] investigated the optimal control problem of PDESs. The optimal control aims to synthesize a supervisor that minimizes the pseudometric between the uncontrollable specification and its controllable approximation, where the pseudometric and its calculating algorithms were proposed in [19] .
It should be pointed out that the supervisory control problems of PDESs discussed in [15] - [20] are all based on the well-known Ramadge-Wonham Framework, in which the specifications are usually given by sublanguages, and investigating the existence of supervisors for the given specifications is one of the most important tasks.
Ray et al. [21] - [23] considered the control issues of PDESs under the Language-measure framework, which is quite different from the Ramadge-Wonham Framework. In the languagemeasure framework, the specification is given by the characteristic weights on the states of the plant automaton, and these weights are normalized in the interval [−1, 1] with positive weights assigned to "good states" and negative weights to "bad states" [21] , [22] . Furthermore, in the language-measure framework, the supervisor always exists, and thus the existence problem of supervisors disappears [23] .
In [21] and [22] , a signed real measure of regular languages is defined. Based on the language measurement, Chattopadhyay et al. [23] also formulated a theory for the optimal control of PDESs, in which the optimal objective is maximizing the renormalized language measure vector.
Similar to [15] - [20] , we also consider the supervisory control issue of PDESs under the Ramadge-Wonham Framework. Note that the supervisors defined in [15] - [20] are all supposed to have a full observation to the set of events, which are not always satisfied in practical engineering systems. Therefore, we would investigate the supervisory control problem of PDESs with the assumptions that the supervisor is probabilistic and has a partial observation to the events in this paper.
Different from the supervisors defined in [13] - [23] , we define a probabilistic partial-observation supervisor, called as the probabilistic P-supervisor. We present the notions of probabilistic controllability and observability, and their verification algorithms. We also demonstrate that the probabilistic controllability and observability are the necessary and sufficient conditions for the existence of the probabilistic P-supervisors.
Moreover, we consider the optimal control issue of PDESs. Different from [20] and [23] , the optimal objective in this paper is calculating the infimal probabilistic controllable and observable superlanguage for an unachievable sublanguage.
The rest of the paper is organized as follows. The related notations and preliminaries are presented in Section II. Then the probabilistic P-supervisor is defined, and the problems to be solved in this paper are formulated in Section III. After that, in Section IV the probabilistic supervisory control theory of PDESs under the partial observations are established. Finally, we investigate the optimal control problem of PDESs in Section V, and summarize the main results and mention several future research directions in Section VI.
II. PRELIMINARIES
In this section, we would introduce the automata model and languages model for PDESs.
A PDES is usually characterized by a probabilistic automaton. Formally, we present the following definition.
Definition 1 (see [16] , [17] ): A PDES could be modeled as the following probabilistic automaton:
1) X is the nonempty finite set of states.
2) x 0 ∈ X is the initial state.
3) Σ is the nonempty finite set of events. Σ = Σ c ∪ Σ uc , where Σ c and Σ uc are the disjoint controllable and uncontrollable event sets, respectively. Moreover, Σ = Σ o ∪ Σ uo , where Σ o and Σ uo are the disjoint observable and unobservable event sets, respectively. 4) δ : X × Σ → X is the (partial) transition function. The function δ can be extended to X × Σ * by the natural manner. 5) ρ : X × Σ → [0, 1] is the transition-probability function.
ρ(x, σ) is the occurrence-probability of event σ at state x, that is, the probability of transition δ(x, σ).
In particular, if σ ∈Σ ρ(x, σ) = 1, ∀x ∈ X, then the system G is called as a nonterminating PDES. In general, the states that are not reachable from the initial state are meaningless [1] . Hence, these states and all the transitions attached to them can be removed directly. This operation is denoted by Ac(·). In this paper, we assume that any automaton G is accessible, that is, G = Ac(G).
The logic part of the PDES G, denoted by logic(G), is obtained by removing the probabilistic module from G. That is, logic(G) = {X, x 0 , Σ, δ}, which is a (conventional) DES.
The combination of two PDESs could be characterized by the product operation, which is defined as follows.
Definition 2: Given a pair of PDESs
where Q H ⊆ Q 1 × Q 2 , and ρ H and δ H are, respectively, defined as follows:
According to the definitions of the product of PDESs defined here, and the product of (conventional) DESs defined in [1] , it is easy to obtain that logic(
The behaviors of a PDES are characterized by its generated language, which is defined as follows.
Definition 3 (see [16] , [17] ): The probabilistic language generated by the PDES G is defined as the following mapping
where is the empty character, and ∀s ∈ Σ * and ∀σ ∈ Σ
Intuitively, L G (s) could be viewed as the probability that the string s can be executed in plant G. L G ( ) = 1 means that a system can always execute the empty character [15] .
Since σ ∈Σ ρ(x, σ) 1, it is easy to obtain σ ∈Σ
Equations (5) and (7) are exactly the conditions P1) and P2), respectively, in [15] . Therefore, the generated language of a PDES is the probabilistic language defined in [15] .
The support language of a probabilistic language L is defined as supp(L) = {s ∈ Σ * |L(s) > 0}. According to the definition, the support language of a probabilistic language is always prefixclosed [15] .
A probabilistic language L is regular if there exists a finitestate probabilistic automaton generating L. Only regular probabilistic languages are considered in this paper for convenience.
Definition 4: Given a pair of PDESs H 1 and H 2 , H 1 and H 2 are said to be language-equivalent if they generate the same probabilistic language, that is, L H 1 (s) = L H 2 (s), for any s ∈ Σ * .
Intuitively, two language-equivalent PDESs have the same behaviors. The common behaviors of two systems could be characterized by the intersection operation defined as follows.
Definition 5: Given two probabilistic languages L 1 and L 2 over event set Σ, the intersection of L 1 and L 2 , denoted by L 1 ∩ L 2 , is defined as follows:
(L 1 ∩ L 2 )( ) = 1 (8) and ∀s ∈ Σ * and ∀σ ∈ Σ
According to the definitions of product ("×") and intersection ("∩"), it is obvious that L H 1 ×H 2 = L H 1 ∩ L H 2 . Intuitively, the behaviors of the product of two PDESs are exactly the intersection of the behaviors of the two PDESs.
Definition 6: Given two probabilistic languages L 1 and L 2 over event set Σ, supp(L 1 ) ⊆ supp(L 2 ), L 1 is said to be a probabilistic sublanguage of L 2 , denoted as L 1 ⊆ L 2 , if ∀s ∈ supp(L 1 ) and ∀σ ∈ Σ
Since L 1 ( ) = L 2 ( ) = 1, by induction on the length of event sequence, it is easy to prove that L 1 
In the rest of this paper, the probabilistic sublanguage is abbreviated to sublanguage.
By means of the definitions of intersection ("∩") and sublanguage ("⊆"), the following proposition could be obtained immediately.
Proposition 1: Given two probabilistic languages L 1 and L 2 over event set Σ,
Definition 7: Given a pair of PDESs
and
Intuitively, the notion of probabilistic subautomaton particularly requires that the state transition diagram of H 1 must be a subgraph of that of H 2 , and the probabilities of the corresponding transitions in H 1 must be not larger than that in H 2 . In the rest of the paper, the probabilistic subautomaton is abbreviated to subautomaton.
According to the definitions of sublanguage ("⊆") and subautomaton (" "), we have the following proposition.
III. PROBABILISTIC PARTIAL-OBSERVATION SUPERVISOR AND PROBLEMS FORMULATION
In this section, we define a probabilistic partial-observation supervisor, called as the probabilistic P-supervisor, and then formulate the problems to be solved in this paper.
A. Probabilistic Partial-Observation Supervisor
The full-observation supervisors for probabilistic systems were considered in [15] - [20] . However, due to the limitations of the sensors attached to supervisors, the systems behaviors might be only partially observed by supervisors [1] . Therefore, in this paper, the behaviors of PDESs are assumed to be partially observed by supervisors.
Let Σ o ⊆ Σ be the set of observable events. Similar to the nonprobabilistic situation, the partial observation could be characterized by the projection function P : Σ → Σ o , which is defined as follows:
where is the empty character. It can be extended to Σ * by P ( ) = , and P (sσ) = P (s)P (σ) for s ∈ Σ * and σ ∈ Σ.
Intuitively, for any a system behavior s, supervisors only can "see" the string P (s), which is usually called as an observation of supervisors.
The probabilistic partial-observation supervisor, called as probabilistic P-supervisor, is defined as follows.
Definition 8: Given a PDES G = {X, x 0 , Σ, δ, ρ} with the set of controllable events Σ c , and the set of observable events Σ o , the probabilistic P-supervisor S p p is defined as follows:
in which ∀s ∈ supp(L G ), P (s) = t, S p p (t)(σ) = 1 holds, if σ ∈ Σ uc ; otherwise, 0 S p p (t)(σ) 1. Intuitively, S p p (t)(σ) could be viewed as the probability of σ being enabled after observing t. S p p (t)(σ) = 1 for σ ∈ Σ uc means that the uncontrollable events should be always enabled to occur.
Remark 1: The probabilistic P-supervisor defined here specifies an enabled probability to each event according to its observation. In addition, we have proved that the probabilistic Psupervisor defined here is equivalent to the supervisor defined in our manuscript, 1 in which the supervisor specifies a probability distribution on control patterns for each observation.
Intuitively, the probabilistic P-supervisor dynamically limits the system behaviors by disabling the occurrences of controllable events with the prespecified probabilities. Formally, the following notion characterizes the behaviors of the controlled system by the probabilistic P-supervisor S p p . Definition 9: Given a PDES G = {X, x 0 , Σ, δ, ρ} with the set of controllable events Σ c , and the set of observable events Σ o , and a probabilistic P-supervisor S p p , the controlled probabilistic language by S p p , denoted as L S p p /G , is defined by the following recursive manner:
and ∀s ∈ Σ * , P (s) = t, and ∀σ ∈ Σ,
By the definition, it is obvious that L S p p /G ⊆ L G . It meets our intuition for the supervisory control theory. That is, the supervisory control always limits the behaviors of the plant.
For any s ∈ supp(L G ), δ(x 0 , s) = x, P (s) = t, under the supervisory control, the plant G will terminated at state x with the probability
Hereafter, this probability is called as the terminating-probability at state x.
B. Problems Formulation
In the rest of this paper, we would like to investigate the following two problems.
1) Probabilistic Supervisory Control and Observation
Problem: (PSCOP) .
Let the PDES G = {X, x 0 , Σ, δ, ρ} be the plant to be controlled. Let the probabilistic language L, L ⊆ L G , be the specification (such L is called as the terminating specification hereafter). Then our goal is to design, if possible, a probabilistic P-supervisor S p p , such that L S p p /G = L. This includes finding the necessary and sufficient conditions for the existence of S p p , and designing the S p p if these conditions are met. The PSCOP will be addressed in Section IV.
Note that if G has the nonterminating mechanism, 2 then the achievable specification L might be L ⊆ L G (such L is called as the nonterminating specification hereafter).
The nonterminating mechanism demands that the supervisor S p p should satisfy the following nonterminating condition:
A supervisor violating this condition might generate a control pattern that disables all the active events. Such a control pattern prevents the terminated plant (caused by the supervisor) from getting back into work mode. In order to handle the nonterminating specification L, we present a simple method to transform the nonterminating specification L to its corresponding terminating specification L t with respect to G as follows.
1) Construct two probabilistic automata G and H , such that L G = L G , L H = L, and logic(H ) logic(G ) (by using the method in page 87 of [1] and then tagging the probabilities). 2) Consider every state x h in H in turns as follows.
(Assume x g is the corresponding state in G , and the transition-probabilities of events σ 1 , ..., σ n at the states x h and x g are denoted as h = [h 1 , ..., h n ] and g = [g 1 , ..., g n ], respectively.) a) Find the real number r, 0 r 1, such that h i = h i * r, and h i g i , i ∈ {1, ..., n}, where the equality holds for at least one i. Intuitively, h is obtained by scaling down h until it is "just" less than or equal to g.
. Therefore, the control action leading to [h 1 , ..., h n ] in a plant without the nonterminating mechanism will exactly lead to [h 1 , ..., h n ] in a plant with the mechanism, because the nonterminating mechanism will "reallocate" the terminatingprobability to the event transition-probabilities proportionately.
According to the afore-mentioned method, we could transform a nonterminating specification to its corresponding terminating specification. Hence, in this paper, we only consider the terminating specifications.
In the following, we would like to point out the differences between the PSCOP investigated in this paper, and those relevant works in the literature.
References [3] - [12] investigated the control problems of the nonprobabilistic partial-observed DESs. References [13] - [15] discussed the control issues of probabilistic systems. However, the control mechanisms adopted in [13] - [15] were all deterministic. Moreover, references [16] - [18] dealt with the control problems for probabilistic DESs by using probabilistic control mechanisms, but the supervisors defined in [16] - [18] were all assumed to have full-observation to systems behaviors.
2) Optimal Control Problem for Unachievable Sublanguages: (OCPUS)
Suppose the PSCOP introduced above has no solution. Then the specification L cannot be achieved, that is, the sublanguage L is not probabilistic controllable or probabilistic observable (see Section IV for details). In this situation, our goal is to calculate the infimal probabilistic controllable and observable superlanguage for the sublanguage L, as it could be viewed as the "best" achievable approximation of L. The OCPUS will be addressed in Section V.
The optimal control problems of probabilistic DESs were also considered in [20] and [23] from different perspectives. The optimization targets pursuing in [20] and [23] , and this paper are very different from one another, as mentioned in Introduction Section.
IV. PROBABILISTIC SUPERVISORY CONTROL THEORY OF PDESS
In this section, we first introduce the notions of the probabilistic controllability and observability, and then show that these notions serve as the necessary and sufficient conditions for the existence of the probabilistic P-supervisors. In addition, we would present an illustrative example to show how to use the probabilistic P-supervisor to achieve the desired prob-abilistic specification. Moreover, we would propose two polynomial algorithms to verify the probabilistic controllability and observability.
A. Probabilistic Controllability and Observability Theorem
Definition 10: Given a plant G = {X, x 0 , Σ, δ, ρ} with the set of controllable events Σ c , and a probabilistic specification L, such that L ⊆ L G , suppose L is generated by the probabilistic automaton H = {Q, q 0 , Σ, δ H , ρ H }, that is, L = L H . The specification L and its generator H are said to be probabilis-
The notion of probabilistic controllability characterizes an important principle of the supervisory control theory that the supervisory control cannot limit the uncontrollable behaviors of the plant.
Definition 11: Given a plant G = {X, x 0 , Σ, δ, ρ} with the set of controllable events Σ c , the set of observable events Σ o , and a probabilistic specification L, such that L ⊆ L G , suppose L is generated by the probabilistic automaton
If ρ(x 1 , σ) = 0 and ρ(x 2 , σ) = 0, (19) could be rewritten
, which characterizes another principle of the supervisory control theory that if the supervisor cannot differentiate between two states, then these states should require the same control action.
Remark 2: In order to reflect the intuitive meanings of probabilistic controllability and probabilistic observability more clearly, their definitions are presented by the automata form. According to the definitions, if the automaton H is probabilistic controllable (observable, respectively), then any its languageequivalent automaton H is also probabilistic controllable (observable, respectively).
It should be pointed out that the notions of the probabilistic controllability and probabilistic observability introduced here are the extensions of the notions of the controllability [2] and observability [3] , [4] , respectively. Obviously, if the specification L H is probabilistic controllable (observable, respectively), then its support language supp(L H ) is controllable (observable, respectively).
The following theorem demonstrates that the probabilistic controllability and observability are the necessary and sufficient conditions for the existence of the probabilistic P-supervisors. Proof: Suppose L is generated by the probabilistic automa-
For necessity, if there exists a probabilistic P-supervisor S p p , such that L S p p /G = L H , then we need to prove that the specification L H is probabilistic controllable and observable.
First of all, we show that L H is probabilistic controllable. For any s ∈ supp(L H ), suppose δ(x 0 , s) = x and δ H (q 0 , s) = q, and P (s) = t. Then
Second, we show that L H is probabilistic observable. For ∀s 1 , s 2 ∈ supp(L H ) and ∀σ ∈ Σ c , suppose δ(x 0 , s j ) = x j and δ H (q 0 , s j ) = q j and P (s j ) = t, j ∈ {1, 2}. Then similar to (20) , we obtain
We have
Hence, ∀s 1 , s 2 ∈ supp(L H ), P (s 1 ) = P (s 2 ), and ∀σ ∈ Σ c , we have
Therefore, L H is probabilistic observable. This completes the proof of the necessity. For sufficiency, we need to show if L H is probabilistic controllable and observable, then there exists a probabilistic Psupervisor S p p such that L S p p /G = L H . For any t ∈ P (supp(L G )) and ∀σ ∈ Σ, define the probabilistic P-supervisor S p p (t) as follows:
First of all, we need to show the probabilistic P-supervisor S p p defined in (24) is well-defined. It is sufficient to show
By the probabilistic observability of L H , we immediately obtain (25) . Second, we would show that with the probabilistic Psupervisor S p p defined in (24) , when δ(x 0 , sσ)! and δ H (q 0 , s)!. We prove it by dividing into the following two cases:
1) If σ ∈ Σ uc , we have
This completes the proof of the sufficiency. Remark 3: Theorem 1 not only demonstrates that the probabilistic controllability and observability are the necessary and sufficient conditions for the existence of the probabilistic Psupervisors, but also provides the design method of the probabilistic P-supervisor S p p by using (24) .
B. Illustrative Example
In this section, we present a simple example to illustrate how to use the probabilistic P-supervisor to achieve the desired probabilistic specification.
Example 1: The example is obtained by altering the example in [35] . Consider a mobile robot equipped with sensors that can detect obstacles. Assume the robot starts moving upward in the left zone, as shown in Fig. 1 . We model the robot as the PDES G = {X, x 0 , Σ, δ, ρ}, Σ = {σ 1 , . . . , σ 5 }, as shown in Fig. 2(a) .
The uncontrollable events σ 3 , σ 4 , and σ 5 denote the sensing of an obstacle "in front","in front and on the right," and "in front and on the left," respectively. The controllable events σ 1 and σ 2 represent that the robot generates and executes the actions of "turning right" and "turning left," respectively. The initial state x 0 means the robot moves keeping the original direction. The state x 1 means the robot might be at the positions "P1" or "P5," in which the alternative actions of "turning right" (denoted by event "σ 1 ") and "turning left" (denoted by event "σ 2 ") are randomly generated. In addition, the state x 2 means the robot might be at the positions "P2," "P3" or "P4," in which the only action to be generated is "turning left." Moreover, the state x 3 means the robot might be at the positions "P6," "P7" or "P8," in which the only action to be generated is "turning right."
The robot explores the left zone and right zone with the same probability based on its own built-in mechanism. That is, ρ(x 1 , σ 1 ) = ρ(x 1 , σ 2 ) = 0.5. Suppose the desired ratio of the probabilities of searching the left zone and right zone, presented by an independent decision support system according to the actual situation, is 5 4 . Obviously, such a specification is probabilistic. It cannot be characterized by the (nonprobabilistic) language and automaton models.
The probabilistic specification could be characterized by H = {Q, q 0 , Σ, δ H , ρ H }, as shown in Fig. 2(b) , in which the only difference with the plant G is that the corresponding transition-probabilities ρ(x 1 , σ 2 ) = ρ(x 1 , σ 1 ) = 0.5 are revised to ρ H (q 1 , σ 2 ) = 0.5 and ρ H (q 1 , σ 1 ) = 0.4. This means the robot will execute "turning left" (event σ 2 ), "turning right" (event σ 1 ) and "stoping searching" (no event) with the probabilities 0.5, 0.4, and 0.1, respectively, at the positions "P1" and "P5."
Obviously, all the possible deterministic control patterns at state x 1 cannot realize such a probabilistic specification. However, the probabilistic P-supervisors could be competent this control task.
We discuss the probabilistic controllability and observability of the specification H. First, the probabilistic controllability of H obviously holds, as the probabilities of the corresponding transitions with uncontrollable events in G and H are all equal to each other. We continue to investigate the probabilistic observability of H. Note that there exist two event sequences s 1 = σ 3 and s 2 = σ 5 , such that P (s 1 ) = P (s 2 ), reaching the states q 1 and q 3 , respectively, and 0.4 = ρ H (q 1 , σ 1 ) * ρ(x 3 , σ 1 ) = ρ H (q 3 , σ 1 ) * ρ(x 1 , σ 1 ) = 0.5. Thus, H is not probabilistic observable.
Suppose the observable event set is revised to Σ o = {σ 1 , σ 2 , σ 3 }. Then, it can be verified that H is probabilistic observable by the definition. We could construct a probabilistic Psupervisor S p p , such that L S p p /G = L H . By (24) , the probabilistic P-supervisor S p p could be computed as: for ∀t 1 ∈ (σ 1 |σ 2 ) * σ 3 S p p (t 1 ) = (0.8 1 1 1 1) T
In particular, if G has the nonterminating mechanism, then once the generated action ("turning left" or "turning right") of the plant is disabled by the supervisor, the plant will randomly generate an action again, until the action is enabled by the supervisor.
The nonterminating mechanism of the plant will lead to the fact that under the control of S p p specified by (26) and (27), the robot will execute the action "turning left" (event "σ 2 ") and "turning right" (event "σ 1 ") with the probabilities 5 9 and 4 9 , respectively, at the positions "P1" and "P5."
C. Verification Algorithms of Probabilistic Controllability and Observability
In Example 1, we have illustrated how to verify the probabilistic controllability and observability by definitions. However, it is difficult to do so in a large-scale system. Hence, we would present two polynomial algorithms to verify the probabilistic controllability and observability in this section.
First, we present a verification algorithm for the probabilistic controllability as follows.
Algorithm 1: Given a plant G = {X, x 0 , Σ, δ, ρ} with the set of controllable events Σ c , and a probabilistic specification L, such that L ⊆ L G , suppose L is generated by the probabilistic automaton H = {Q, q 0 , Σ, δ H , ρ H }, that is, L = L H . 1) Construct the testing automaton G tc for the probabilistic controllability as follows:
where X tc ⊆ (X × Q). X tc ∪ {d} is the set of states. The (partial) transition function δ tc : X tc × Σ → X tc ∪ {d} is defined as follows:
Here, the c 1 denotes the condition:
and c 2 denotes the condition: [σ ∈ Σ uc ∧ ρ(x, σ) = ρ H (q, σ)]. 2) Check whether or not the state "d" is reachable from the initial state (x 0 , q 0 ). If the answer is yes, then L H is not probabilistic controllable; otherwise, L H is probabilistic controllable. The basic idea of Algorithm 1 is capturing all the violations of probabilistic controllability by reaching the state "d" of G tc . Note that |G tc | = ((|X| * |Q| + 1) * |Σ|). As a result, the complexity of Algorithm 1 is O(|X| * |Q| * |Σ|). Fig. 3(a) and (b), respectively. According to Algorithm 1, we could construct the testing automaton G tc . A part of G tc is shown in Fig. 3(c) . Note that the state "d" is reachable from (x 0 , q 0 ). Hence, the specification L H is not probabilistic controllable. The reachability of the state "d" in Fig. 3 -(c) explains the fact that there exists an s = σ 1 such that δ(x 0 , s) = x 1 and δ H (q 0 , s) = q 1 , and for σ 3 ∈ Σ uc , 0.5 = ρ(x 1 , σ 3 ) = ρ H (q 1 , σ 3 ) = 0.25, which violates the definition of probabilistic controllability.
The following theorem demonstrates the correctness of Algorithm 1.
Theorem 2: Given a plant G = {X, x 0 , Σ, δ, ρ} with the set of controllable events Σ c , and a probabilistic specification L, such that L ⊆ L G , suppose L is generated by the probabilistic automaton H = {Q, q 0 , Σ, δ H , ρ H }, that is, L = L H . L is not probabilistic controllable if and only if the state "d" of the automaton G tc is reachable from the initial state (x 0 , q 0 ).
Proof: According to the definition of G tc , if the state "d" is reachable from the initial state (x 0 , q 0 ), then there exists an s ∈ supp(L H ), such that δ H (q 0 , s) = q and δ(x 0 , s) = x, and σ ∈ Σ, the following condition holds:
Therefore, by the definition of probabilistic controllability, L H is not probabilistic controllable.
Conversely, if L H is not probabilistic controllable, then by the definition of probabilistic controllability, there exist s ∈ supp(L H ) and σ ∈ Σ uc , such that δ(x 0 , s) = x and δ H (q 0 , s) = q, and ρ H (q, σ) = ρ(x, σ). Hence, if (x, q) can be reachable from (x 0 , q 0 ), by the definition of G tc , the state "d" is reachable from (x, q). As a result, "d" is reachable from (x 0 , q 0 ). If (x, q) cannot be reachable from (x 0 , q 0 ), then by the definition of G tc , there must exist an s ∈ s such that state "d" is reachable by s from (x 0 , q 0 ).
In the following, we present a verification algorithm for the probabilistic observability, and then prove its correctness.
Algorithm 2: Given a plant G = {X, x 0 , Σ, δ, ρ} with the set of controllable events Σ c and the set of observable events Σ o , and a probabilistic specification L, such that L ⊆ L G , suppose L is generated by the probabilistic automaton H = {Q, q 0 , Σ, δ H , ρ H }, that is, L = L H . 1) Construct the testing automaton G to for the probabilistic observability as follows:
where X to ⊆ (X × Q × X × Q). X to ∪ {d} is the set of states. The (partial) transition function δ to :
the additional transitions
are defined as follows:
Here, the c 3 denotes the condition:
; the c 4 denotes the condition:
2) Check whether or not the state "d" is reachable from the initial state (x 0 , q 0 , x 0 , q 0 ). If the answer is yes, then L H is not probabilistic observable; otherwise, L H is probabilistic observable. Similar to Algorithm 1, the basic idea of Algorithm 2 is capturing all the violations of probabilistic observability by reaching the state "d" in automaton G to . Note that |G to | = ((|X| 2 * |Q| 2 + 1) * (|Σ| + 1) 2 . Hence, the complexity of Algorithm 2 is O(|X| 2 * |Q| 2 * |Σ| 2 ).
The following example illustrates how to verify the probabilistic observability according to Algorithm 2.
Example 3: The plant G = {X, x 0 , Σ, δ, ρ}, and specification H = {Q, q 0 , Σ, δ H , ρ H } considered here are the same as those adopted in Example 2.
According to Algorithm 2, we could construct the testing automaton G to . A part of G to is shown in Fig. 3-(d) . Note that the state "d" is reachable from (x 0 , q 0 , x 0 , q 0 ). Hence, the specification is not probabilistic observable. The reachability of the state "d" in Fig. 3(d) explains the fact that there exist s 1 = σ 1 and s 2 = , P (s 1 ) = P (s 2 ), such that δ(x 0 , s 1 ) = x 1 , δ H (q 0 , s 1 ) = q 1 , and δ(x 0 , s 2 ) = x 0 , δ H (q 0 , s 2 ) = q 0 , and for σ 2 ∈ Σ c , 0 = ρ(x 1 , σ 2 ) * ρ H (q 0 , σ 2 ) = ρ(x 0 , σ 2 ) * ρ H (q 1 , σ 2 ) = 0.05, which violates the definition of probabilistic observability.
The following theorem demonstrates the correctness of Algorithm 2.
Theorem 3: Given a plant G = {X, x 0 , Σ, δ, ρ} with the set of controllable events Σ c and the set of observable events Σ o , and a probabilistic specification L, such that L ⊆ L G , suppose L is generated by the probabilistic automaton H = {Q, q 0 , Σ, δ H , ρ H }, that is, L = L H . L H is not probabilistic observable if and only if the state "d" of the automaton G to is reachable from the initial state (x 0 , q 0 , x 0 , q 0 ).
Proof: Suppose (s 1 , s 2 ) is the string tuple that reaches (x 1 , q 1 , x 2 , q 2 ) from the initial state of G to : (x 0 , q 0 , x 0 , q 0 ). Thus, δ(x 0 , s i ) = x i and δ H (q 0 , s i ) = q i , i ∈ {1, 2}. According to the definition of G to , we have s 1 , s 2 ∈ supp(L H ), and P (s 1 ) = P (s 2 ). If state "d" is reachable by (σ, σ) from the reachable state (x 1 , q 1 , x 2 , q 2 ), then we obtain σ ∈ Σ c and ρ(
On the other hand, if L H is not probabilistic observable, then according to the definition of probabilistic observability, there exist s 1 , s 2 ∈ supp(L H ), such that P (s 1 ) = P (s 2 ), and δ(x 0 , s i ) = x i and δ H (q 0 ,
can be reachable from (x 0 , q 0 , x 0 , q 0 ), by the definition of G to , the state "d" is reachable from (x 1 , q 1 , x 2 , q 2 ) by (σ, σ). Thus, the state "d" can be reachable from (x 0 , q 0 , x 0 , q 0 ). If (x 1 , q 1 , x 2 , q 2 ) cannot reached from (x 0 , q 0 , x 0 , q 0 ), by the definition of G to , there must exist s 1 ∈ s 1 , s 2 ∈ s 2 such that P (s 1 ) = P (s 2 ), the state "d" is reachable from (x 0 , q 0 , x 0 , q 0 ) by (s 1 , s 2 ).
V. INFIMAL PROBABILISTIC CONTROLLABLE AND OBSERVABLE SUPERLANGUAGE
When the given specification is unachievable (not probabilistic controllable or observable), it is natural to pursue the "best" achievable approximation. In this section, we present a general procedure to compute the infimal probabilistic controllable and observable superlanguage for an unachievable sublanguage.
In the last section, we have presented the definitions of probabilistic controllability and observability in the context of automata form. For the convenience of the discussion in this section, the equivalent notions in the context of languages form are defined as follows. 
According to the definitions, the following propositions could be obtained immediately. We present the definition of the class of probabilistic controllable and observable superlanguages as follows:
controllable and observable w.r.t. M, Σ c and Σ o }.
It is obvious that this class is not empty, as M ∈ PCO(L). In general, we are more interested in the infimal element of the class PCO(L), as it could be viewed as the "best" achievable approximation of the unachievable sublanguage L.
Formally, the infimal probabilistic controllable and observable superlanguage of L, denoted as inf{PCO(L)}, could be defined as follows:
First, it is necessary to investigate the existence of the element inf{PCO(L)}.
The following two propositions show that the probabilistic controllability and observability are both closed under the intersection operation ("∩") of probabilistic languages.
Proposition 5: Given three probabilistic languages L 1 , L 2 , and M over event set Σ, if L 1 and L 2 are both probabilistic controllable w.r.t. M and Σ c , then so is L 1 ∩ L 2 .
Proof: By the definition of L 1 ∩ L 2 , we have, ∀s ∈ supp(L 1 ∩ L 2 )
By means of the probabilistic controllabilities of L 1 and L 2 , we obtain, ∀σ ∈ Σ uc
Hence, L 1 ∩ L 2 is probabilistic controllable. Proposition 6: Given three probabilistic languages L 1 , L 2 , and M over event set Σ, if L 1 and L 2 are both probabilistic observable w.r.t. M , Σ c , and Σ o , then so is L 1 ∩ L 2 .
Proof: For s 1 , s 2 ∈ supp(L 1 ∩ L 2 ), P (s 1 ) = P (s 2 ), and σ ∈ Σ c , we have 
Therefore, L 1 ∩ L 2 is probabilistic observable. Since the class PCO(L) is not empty, as mentioned before, Propositions 1, 5, and 6 can guarantee the existence of inf{PCO(L)}.
In the rest of this section, we would focus on the computation of inf{PCO(L)}. The whole calculating procedure includes the following three steps:
1) Obtain the nonprobabilistic infimal solution for supp(L) and supp(M ). 2) Refine the generators of L and M , and obtain two normal probabilistic automata H n and G n . 3) Calculate a generator for inf{PCO(L)} based on H n and G n . First, we would consider how to define and obtain the nonprobabilistic infimal solution for supp(L) and supp(M ).
Since the support language of a probabilistic language is always prefix-closed, the nonprobabilistic version of PCO(L) could be defined as follows:
By means of the definition of sublanguage and Proposition 4, we have the following proposition immediately.
Proposition 7: The support language of the element in PCO(L) must be in CO(supp(L)), that is,
Actually, the set CO(·) defined above is called as the prefixclosed controllable and observable superlanguages in the literature. It has been well investigated in [6] , [7] , and [12] ). Hence, we could compute inf{PCO(L)} by means of some known results in the nonprobabilistic situation.
By means of the approach introduced by Masopust [12] , we can obtain a nonprobabilistic automaton H s that generates the nonprobabilistic infimal element CO(supp(L)). In order to differentiate the generated languages by probabilistic automata and nonprobabilistic automata, we denote the generated language by the nonprobabilistic automaton H s as L H s . That is,
Suppose the probabilistic languages M and L are generated by the probabilistic automata G and H, respectively. That is, L G = M and L H = L.
In order to simplify the computation of inf{PCO(L)}, it is necessary to refine the nonprobabilistic automaton H s , and the probabilistic automata G and H. Our final goal is to obtain two normal probabilistic automata G n and H n , H n G n , such that L G n = M , and L H n (s) = L(s) for s ∈ supp(L) and supp(L H n ) = inf{CO(supp(L))}.
We have the following explanations for the aforementioned refinements:
1) The notion of normal automaton and the normalization procedure were first proposed by Cho and Marcus [5] . Normal probabilistic automata mentioned here are probabilistic automata whose logic parts are normal automata. 2) Takai and Ushio [8] pointed out an excellent property of normal automata: the state space of the observer of a normal automaton is exactly a partition of the state space of the normal automaton. 3) L H n (s) = L(s) for s ∈ supp(L), and supp(L H n ) = inf{CO(supp(L))} mean that H n includes not only the quantitative information of L, but also the logic information of inf{CO(supp(L))}. 4) The refinement operation for the subautomaton relation (H n G n ) can be realized efficiently. It could help us to simplify the subsequent computation for the automaton representation of inf{PCO(L)}. The refinement algorithm that constructs G n and H n , and the correctness proof of the algorithm are presented in Appendix A.
In the following, we would present an algorithm to compute an automaton representation for inf{PCO(L)} based on the normal probabilistic automata H n and G n .
Algorithm 3: Given the normal probabilistic automata H n = {X H n , x 0,H n , Σ, δ H n , ρ H n }, and G n = {X G n , x 0,G n , Σ, δ G n , ρ G n }, H n G n , such that L G n = M , and L H n (s) = L(s) for s ∈ supp(L) and supp(L H n ) = inf{CO(supp(L))}. 
j ∈ {1, . . . , q} and i ∈ {1, . . . , m}. What the step 2) of Algorithm 3 do is searching each uncontrollable transition in G n and H n . Since H n G n , the complexity of step 2) is O(|X H n | * |Σ uc |). The step 3) of Algorithm 3 is based on observer automaton that has an exponential states space generally. However, the normal automaton logic(H n ) has the following excellent property: the state space of the observer of logic(H n ) is exactly a partition of the state space of logic(H n ) [8] . Hence, the complexity of step 3) is O(|X H n | * |Σ c |). Therefore, the complexity of Algorithm 3 is O(|X H n | * |Σ|).
Example 4: The normal probabilistic automaton G n that generates the behaviors of the plant is shown in Fig. 4 (a) . The normal probabilistic automaton H n that includes the quantitative information of L, and the logic information of inf{CO(supp(L))} is shown in Fig. 4(b) . The probabilistic automaton H, as the generator of the original specification L, is shown in Fig. 4(c) .
According to Algorithm 3, we could obtain H, as shown in Fig. 4(d) .
At the end of this section, we would prove that H is the generator of inf{PCO(L)}, that is, L H = inf{PCO(L)}.
We present several necessary Lemmas as follows. L (s 1 ) < L G n (s 1 σ 1 ) L G n (s 1 ) , which implies that L is not probabilistic controllable. This contradicts L ∈ PCO(L).
Suppose δ H (x 0, H , s 1 ) = δ G n (x 0,G n , s 1 ) = x 1 .
implies that L H (s 1 σ 1 ) > 0. According to Algorithm 3, we have k 1 = max q j = 1 {k 1 j } > 0. If k 1 = k 1 1 , then without loss of generality, suppose
. It means that ρ H (x 2 , σ 1 ) = ρ H n (x 2 , σ 1 ), and there exists an X 1 ∈ X obs , such that x 1 , x 2 ∈ X 1 . Suppose δ H (x 0, H , s 2 ) = δ G n (x 0,G n , s 2 ) = x 2 . Then, we have P (s 1 ) = P (s 2 ),
L H n (s 2 ) . According to Lemma 3, we also have s 1 σ 1 , s 2 σ 1 ∈ supp(L ). By means of the probabilistic observability of L H and L , we obtain
, as mentioned before, we obtain 
Hence, (40) and (41) are impossible.
VI. CONCLUSION
In this paper, we have formulated a comprehensive theory for the supervisory control problem of PDESs with the assumptions that the supervisor is probabilistic and has a partial observation. The main contributions of this paper are as follows.
1) The partial-observation probabilistic supervisor, called as the probabilistic P-supervisor, has been defined. The notions of probabilistic controllability and observability, and their polynomial verification algorithms have been proposed. The probabilistic controllability and observability theorem has been put forward, in which the probabilistic controllability and observability have been demonstrated to be the necessary and sufficient conditions for the existence of the probabilistic P-supervisors. Moreover, the probabilistic P-supervisors synthesizing approach also has been presented. 2) The optimal control problem of PDESs has been considered. The infimal probabilistic controllable and observable superlanguage, as the solution of optimal control problem of PDESs, has been introduced and computed. The centralized control of PDESs has been considered in this paper. A further issue to be considered is the decentralized control of PDESs. Moreover, Lin [38] investigated the control problem of networked DES that deals with the communication losses and delays. However, [38] does not consider the probabilities of the communication losses and delays, which might exist and could be obtained in probabilistic systems. The control of networked PDESs that deals with the probabilistic communication losses and delays could be another challenge. These two aforementioned problems should be worthy of consideration in subsequent work.
APPENDIX A CONSTRUCTION ALGORITHM FOR G n AND H n
Algorithm 4: For the sets PCO(L) and CO(supp(L)) defined before, given a nonprobabilistic automaton H s = {Q 2 , q 0,2 , Σ, δ 2 } such that L H s = inf{CO(supp(L))}, and two probabilistic automata G = {Q 1 , q 0,1 , Σ, δ 1 , ρ 1 } and H = {Q 3 , q 0,3 , Σ, δ 3 , ρ 3 ((q 1 , q 2 , q 3 ) , σ) = ρ 1 (q 1 , σ) . Thus, obtain the probabilistic automaton G . 2) In this step, we plan to construct the observer automata for logic(G ) and logic(H s ), namely, Obs(logic(G )) and Obs(logic(H s )), such that Obs(logic(H s )) Obs(logic(G )). Specifically, do the following. a) Obtain the "standard" observers for logic(G ) and logic(H s ), denoted by Obs G and Obs H , respectively (according to the method in page 103 of [1] ). b) Examine each state q obs of Obs H and add a selfloop for each event that is not defined at q obs , and call the result Obs sl H . c) Let Obs(logic(H s )) = Obs G × Obs H , and let Obs(logic(G )) = Obs G × Obs sl H . 3) In this step, we plan to construct the normal probabilistic automaton G n , such that L G n = L G . Specifically, suppose Obs(logic(G )) = {X obs , x 0,obs , Σ o , δ obs }, and let G n = {X G n , x 0,G n , Σ, δ G n , ρ G n }, where X G n ⊆ X G × X obs and x 0,G n = (x 0,G , x 0,obs ). The transition function δ G n is defined as follows: 
The transition probability function ρ G n is defined as follows:
4) Similarly, construct the normal probabilistic automaton H n , such that L H n = L H s . The main idea of the step 1) of Algorithm 4 that constructs three probabilistic automata subject to subautomaton relation is from [1] (page 87), in which a general procedure to build two nonprobabilistic automata subject to subautomaton relation was presented. The method of the step 2) of Algorithm 4 is directly from [1] (page 87). The main idea of the step 3) of Algorithm 4 that makes a normalization for G is from [5] and [8] . Since H s G and Obs(logic(H s )) Obs(logic(G )), the step 3) and 4) of Algorithm 4 preserve the subautomaton relation. Hence, H n G n .
In the following, we would like to prove the correctness of Algorithm 4. Since the step 2) is similar to the step 1), and the step 4) is similar to step 3), we only present the proofs for the step 1) and step 3). Furthermore, logic(H ) = logic(G) × H s × logic(H) also implies that if there exists an s ∈ Σ * such that δ 3 (q 0,3 , s) = q 3 , then there must exist a (q 1 , q 2 , q 3 ) ∈ X H , such that δ H ((q 0,1 , q 0,2 , q 0,3 ), s) = (q 1 , q 2 , q 3 ). In addition, we have ρ H ((q 1 , q 2 , q 3 ), σ) = ρ 3 (q 3 , σ). By induction on the length of the event sequence s, it is easy to prove that L H = L H .
We Similarly, we could prove that after executing the step 1) of Algorithm 4, L G = L G .
The remainder is to prove that after executing the and X H ⊆ X H s , and for any (q 1 , q 2 , q 3 ) ∈ X H and σ ∈ Σ, if δ H ((q 1 , q 2 , q 3 ), σ)! δ H s ((q 1 , q 2 , q 3 ), σ) = δ H ((q 1 , q 2 , q 3 ), σ).
Since ρ H s ((q 1 , q 2 , q 3 ), σ) = ρ 3 (q 3 , σ), if δ 3 (q 3 , σ)!, and ρ H ((q 1 , q 2 , q 3 ), σ) = ρ 3 (q 3 , σ), we could obtain ρ H ((q 1 , q 2 , q 3 ), σ) ρ H s ((q 1 , q 2 , q 3 ), σ) for any (q 1 , q 2 , q 3 ) ∈ X H and σ ∈ Σ. Therefore, by the definition of subautomaton, H H s . Proposition 9: After executing the step 3) of Algorithm 4, logic(G n ) is a normal automaton, and L G n = L G .
Proof: The facts that logic(G n ) is normal and supp(L G ) = supp(L G n ) have been proved in [5] and [8] . The rest is to prove L G n (s) = L G (s), ∀s ∈ Σ * . By the definitions of G n and observer automata, if there exists an s ∈ Σ * , such that δ G (x 0,G , s) = x , then there must exist an (x , x obs ) ∈ X G n , such that δ G n ((x 0,G , x 0,obs ), s) = (x , x obs ). Moreover, we have ρ G n ((x , x obs ), σ) = ρ G (x , σ). By induction on the length of the event sequence s, it is easy to prove L G (s) = L G n (s), for ∀s ∈ Σ * .
