INTRODUCTION
Model-based dose calculation algorithms (MBDCAs) for brachytherapy dosimetry have recently been incorporated in two commercial treatment planning systems (TPSs). These algorithms rely on CT imaging of patient anatomy to account for (1) scatter conditions different from that in the reference geometry for source dosimetric characterization following the dose calculation formalism of the American Association of Physicists in Medicine (AAPM) Task Group No. 43 report (TG-43), 1 (2) patient heterogeneities as opposed to a homogeneous water medium, and (3) applicators. Monte Carlo (MC) codes that are capable of calculating dose in imagebased patient geometries are available. [2] [3] [4] [5] [6] [7] However, collapsedcone (CC) superposition-convolution algorithms [8] [9] [10] [11] and gridbased Boltzmann solvers (GBBSs) [12] [13] [14] [15] [16] [17] of the differential linear Boltzmann transport equation have been proposed as realistic alternatives to the TG-43 formalism, having sufficient accuracy and efficiency for clinical practice. 18 This paradigm shift from the TG-43 formalism to MBDCAs poses a challenge to the medical physics community due to the potential loss of global uniformity of clinical practice as well as the complexity of the latter. This complexity leads to inherent difficulty in commissioning TPSs utilizing these algorithms, especially in view of the absence of relevant recommendations and tools. While the methods implemented in currently available MBDCAs are not new (see Refs. [19] [20] [21] and references therein) and benchmarking tests have been presented in the literature for MBDCAs, [12] [13] [14] 17, 22, 23 these tests are system specific and do not cover every clinical scenario. Potential limitations need to be studied and evaluated clinically for every new MBDCA.
The AAPM TG-186 report provides guidance for early adopters of MBDCAs. 24 It also identifies the necessity to establish infrastructure by making tools and reference data available to the medical physics community for commissioning MBDCAs according to recommended QA programs. Based on these considerations, a working group was created by the AAPM, the European Society for Radiotherapy and Oncology (ESTRO), and the Australasian Brachytherapy Group (ABG) to examine MBDCAs in brachytherapy. The working group has the following charge:
• develop a limited number (∼5) of well-defined test case plans and perform MBDCA dose calculations and comparisons;
• identify the best venue for housing reference plans/data and put in place a collaboration with identified partners of the Registry; • propose to the community well-defined prerequisites for test case plans to be submitted to the Registry; • develop a review process for evaluation as new reference data meeting the prerequisites become available; • engage the vendors to promote uniformity of clinical practice.
In the above list, the Registry is the Brachytherapy Source Registry, 25 as managed jointly by the AAPM and the Imaging and Radiation Oncology Core Houston (IROC Houston) Quality Assurance Center. The TG-186 report also recommends that in order to facilitate an orderly and smooth transition from TG-43 formalism-based dose calculations to those using MBDCAs, it is imperative for the time being to support both approaches. Doing so allows physicists and physicians to familiarize themselves with the new algorithms in a controlled and safe manner.
Currently, two TPSs incorporating a MBDCA are commercially available: Ir brachytherapy only. 21 In support of the working group charge, the current study proposes a generic HDR 192 Ir brachytherapy source that can be easily implemented in any TPS that uses a MBDCA. The purpose of this generic HDR
192
Ir source is twofold. On the one hand, a generic vendor-independent source is an important step toward construction of a DICOM-based test case library for the purpose of verifying the implementation of the MBDCA in any TPS. On the other hand, it will also allow TPS users to perform a direct and straightforward check between these new algorithms and the clinically well-established TG-43 dose calculation formalism. While geometrically simple, it is well known that the single-source brachytherapy dose distribution is a challenging test case for both dosimetric characterization and TPS commissioning. This is due to the requirement to keep MC statistical uncertainties low at large distances and the need for dense angular discretization in the implementation of grid-based MBDCA algorithms to reduce the corresponding systematic errors of such methods.
11, [26] [27] [28] Even though these uncertainties may be abated in HDR 192 Ir applications involving multiple source dwell positions, investigating MBDCA performance in the single-source geometry is the most appropriate.
In the current study, a generic HDR
Ir source is defined and its TG-43 dosimetry parameters and primary and scatter separated (PSS) data required for the implementation of CC (Refs. 8, 9, and 27, and 30) are calculated using MC simulations. This source has been integrated by the manufacturers into the TPSs. For MBDCA evaluation purposes, a virtual phantom composed of water is also defined. This phantom can be imported into any imaged-based TPS as a DICOM image file series. Indicative comparisons of reference dose distributions and MBDCA-generated dose distributions are also presented for the generic source situated centrally as well as displaced in the phantom geometry.
The current study represents an independent investigation by a collection of medical physicists and is not a societal recommendation of the joint AAPM/ESTRO/ABG working group on model-based dose calculation algorithms in brachytherapy. Ir source was created and is shown in Fig. 1 with composition and mass densities given in Table II . The dimensions of this generic source are not the averages of the dimensions in Table I ; they were selected as representative of the majority of the sources.
METHODS AND MATERIALS

2.A. Source and DICOM phantom specifications
2.A.1. Source geometry definition
2.A.2. DICOM water cube phantom
The test cases considered in the current study are composed of a water cube surrounded by air. A voxelized computational model of a homogeneous water cube (20.1 cm side) surrounded by an air cube (51.1 cm side) in a CT DICOM image series was created. Both cubes have a common center and their sides are parallel. The dimensions, in-plane resolution, and number of images were chosen so that (511) 
2.B. Model-based brachytherapy dose calculation algorithms
2.B.1. Monte Carlo codes
Different MC codes implement and use geometric modeling, physics models, interaction cross sections, and tracking methods for photon transport differently. In order to validate reference data for the generic source introduced in the current study, the following MC codes were used:  (version 1.00), 2 BrachyDose, 3 4 (version 9.3), 5 5 (version 1.60), 7 6 (version 1.0), 32 and 2008. 6 These codes (except 6) have all previously been used successfully for dosimetric studies in the field of brachytherapy. 2, 12, [33] [34] [35] [36] [37] [38] [39] [40] As compared to 5, 6 has extended the minimum energy cutoff for photon transport down to 1 eV (although such a low cutoff is not used in the current study). The photoelectric cross sections from ENDF/B VI release 8 (Refs. 41 and 42) are included in this distribution together with a complete treatment of relaxation processes including the emission of fluorescent photons and Auger and Coster-Kronig electrons. All these MC codes use updated cross section databases.
2.B.2. Grid-based Boltzmann equation solver
BrachyVision  version 13.0.23 was used for calculations in the current study, which included a virtual source model configured by the vendors based on geometry and material information for the generic HDR
192
Ir source described herein. Details on  GBBS dose calculation can be found in the literature, [12] [13] [14] 16, 17 as well as the algorithm reference guide accompanying the system ( BV Algorithm Reference Guide).
2.B.3. Collapsed-cone superposition/convolution method
CC is a point kernel superposition method 43 and, as such, derives the energy released by primary photons and utilizes precalculated point dose kernels to map the spatial distribution of secondary particles. Ray-tracing operations are used to scale both the primary dose (in 1D) and the scatter separated kernels (in 3D) for calculating dose in heterogeneities. The PSS formalism 10 provides backward compatibility with TG-43 tabulations, and a form of the CC algorithm suitable for brachytherapy has been integrated into the Oncentra Brachy TPS version 4.5 as . For a detailed description of the CC approximation and how it has been adapted for brachytherapy, see Carlsson and Ahnesjö 11, 27 and a white paper on  implementation. 29 
2.C. Calculation methodology
2.C.1. TG-43 parameters for HDR 192 Ir generic source
To provide data for TG43-based dose calculations in TPSs to facilitate end user oriented commissioning procedures, the Ir source were determined using MC methods. The MC methodology in this study conforms to the recommendations of Sec. V.D.2 of the TG-43U1 report 1 and Sec. V.E of the TG-229 report. 31 Following these guidelines, the photon spectrum in all MC simulations was taken from the National Nuclear Data Center. 44 The number of photons generated in each simulation was 5×10 9 (), >4×10 The electron spectrum [including β decay, internal conversion (IC) electrons, and Auger and Coster-Kronig electrons] was not considered in the simulations since its contribution to the total dose is <0.1% at radial distances r > 0.15 cm from the source center. 36 The low-energy limit for the initial 192 Ir photon spectrum was 60 keV. 45 Based on typical source encapsulations, a lower energy threshold does not produce more accurate results and prolongs the calculation time required to achieve low statistical uncertainties. 45 For each disintegration, an average of 2.299 22 photons/(Bq s) was generated.
The source was located at the geometric center of a spherical liquid water phantom with 40 cm radius to estimate dose to water and simulate unbounded phantom conditions for r ≤ 20 cm, 46, 47 where r is defined as the distance from the center of the active part of the source. The water phantom composition and mass density were those recommended by the AAPM (mass density of 0.998 g/cm 3 at 22
• C). Dose was approximated by collisional kerma, even at small distances from the source capsule. 36 In order to provide adequate spatial resolution, cells were (0.1 mm) voxels for 10 < r ≤ 20 cm. Collisional kerma was obtained simultaneously in cylindrical ( y,z) and spherical (r,θ) coordinates. Angular sampling resolution was 1
• . The coordinate system origin was at the center of the active 192 Ir cylinder and the distal capsule end was along the positive z-axis toward θ = 0
• . To estimate collisional kerma, a track-length estimator 48 was used with all MC codes (with inhouse routines developed for , BrachyDose, 4, and 2008).
Additional simulations were performed to obtain the airkerma strength S K with the source surrounded by vacuum except for a cylindrical air cell of size 0.1×0.1 cm 2 at r = 10 cm for all codes except BrachyDose, 1 where S K was estimated in vacuum by using a 10 × 10 × 0.05 cm 3 voxel located 100 cm from the source along the transverse axis. 
2.C.2. PSS data for HDR 192 Ir generic source
The PSS data and the photon spectrum (averaged over all polar angles) around the source required for  (Ref. 29) were obtained with the codes BrachyDose, 4, and -2008 in the same MC simulation conditions described in Sec. 2.C.1 to obtain the TG-43 dosimetry parameters. The criteria followed in this study to derive PSS data were taken from Russell et al., 10 where photons are considered as primary until they interact for the first time in the phantom outside of the source and any photons escaping the source encapsulation and 2 mm cable are considered as primaries. 49 
2.C.3. DICOM water cube phantom tests
The DICOM dataset for the virtual phantom was imported into the MC codes and TPSs. The ability to import and export the RT dose data in the DICOM image coordinate system was verified. Using this computational model, two different scenarios were studied: (a) the source located with the center of the active part at the origin of coordinates at (x, y,z) = (0,0,0) and (b) the source displaced from the origin at (x, y,z) = (7 cm,0,0), with the source tip pointing toward positive z in both cases. These two scenarios are denoted "source centered" and "source displaced" in the rest of the text, respectively. The reason for studying these two cases was twofold: (a) benchmarking the reference dataset for the HDR 192 Ir virtual source and determining MBDCA single-source dosimetry accuracy is a prerequisite for continuing to develop future test cases and (b) issues resolved in the process facilitate the study of future test cases.
Trying to replicate the source position in a reference dataset during planning can introduce bias into dosimetry comparisons. Therefore, the inverse procedure needs to be followed, i.e., a plan is generated for each TPS and exported in DICOM-RT format. The data so obtained are then cross-checked and a reference dose distribution is validated for each TPS. To eliminate errors in the data analysis due to systematic displacements of the sources in the different calculation models, all plans were exported and source position within the common 3D space was confirmed prior to the assessment of dose differences.
2.C.3.a. Monte Carlo calculations. Datasets for the centered and displaced-source geometries were independently produced by different investigators using the aforementioned state-of-the-art MC codes with the following number of photons generated in each simulation: 4 × 10 voxels in each case. In the source displaced case, the plane x = 7 cm was scored. From these simulations, the reference datasets for the source centered and source displaced were derived.
2.C.3.b. BrachyVision . The computational model of the current study was imported into the TPS in the form of a DICOM CT image series and two different plans were created to replicate the two MC simulation geometries described in Sec. 2.C.3 (source centered and displaced) using TPS embedded tools. The appropriate phantom for each case was imported into the BrachyVision TPS v.13.0.23. A New Course followed by a New Plan was created. Automatic segmentation of the computational model was performed. Since water is not included in the lookup table used for assigning material type according to individual voxel density derived from CT, water in the computational model was assigned to skeletal muscle with water density. For the source centered case, a New Applicator was inserted. From Applicator Properties, the TG186-TG186 afterloader was selected, the first source position was set to zero, and the last source position was set to 0.35 cm. From the Geometry tab, two points were added to define the applicator length, (x, y,z) = (0,0,0.35 cm) and (x,y,z) = (0,0,0−0.25 cm), so that the center of the active part of the generic HDR 192 Ir source coincided with the phantom origin at (x, y,z) = (0,0,0). For the displaced source, the two points added to define the length of the applicator were set to (x,y,z) = (7 cm,0,0.35 cm) and (x, y,z) = (7 cm,0,−0.25 cm). From the Dwell Control window, the source time was set to 300 s. Calculations were performed using the  MBDCA option of the TPS and an air-kerma strength of 36.262 kU (nominal apparent activity of 10 Ci). The dose output grid and resolution were set via the Dose Matrix properties as matrix center to position (x, y,z) = (0,0,0) and matrix size 201 voxels (width and height) with a resolution of 0.1 cm in all three dimensions (i.e., Dose planes: plane separation 0.1 cm, number of planes 201, resolution width and height 0.1 cm). All other  calculation settings are preset and cannot be edited. These include the discretization settings which, for the version used in this work, comprise the multigroup method for energy with a 37 group cross section set for primary radiation that is collapsed for scatter (scattering order is 3 and 2 for within-and out of group-scattering, respectively), the discrete ordinates method with an adaptive quadrature set order (4-36) that varies with energy, and a linear discontinuous Galerkin finite-element method for spatial discretization (BrachyVision Reference Guide. Document ID B504825R01, Revision A 2013, http://www.varian.com). Calculation time was 117 s. Results were exported in DICOM-RT format to facilitate comparisons. The dose distribution in Gy was converted to cGy h
using the dwell time and s K of the source and then written into the EGSnrc 3d dose format 39 using a custom made routine for the purpose of the current investigation.
2.C.3.c. Oncentra Brachy with . The virtual source was preloaded into the Oncentra Brachy version 4.5 software by the vendor. Following importation of the DICOM cube, the source was first centered in the cube at (x, y,z) = (0,0,0 cm) with its long axis parallel to the z-axis for comparison with the MC calculations. A normalization point was assigned at (x,y,z) = (−1,0,0) cm with a dose prescription of 100.0 cGy, and the source was assigned an air-kerma strength value of 36.262 kU (nominal apparent activity of 10 Ci). Standard TG-43 calculations were then performed. To calculate using the CC algorithm, each of the structures contained in the DICOM cube was assigned a material, density, and priority. In this case, the inner 20.1 cm 3 cube was assigned water with a mass density of 1.00 g cm −3 and priority of 1. The volume surrounding the water cube was assigned air, with a mass density of 0.001 g cm −3 and priority of 2. The homogeneous air cube had a volume of 51.1 cm 3 . The calculations were carried out with the Accuracy Level set to high which for a single-source dwell position defines the extent and grid resolution of four bounding boxes within which the calculations are performed (Oncentra Brachy Physics and Algorithms manual, Ref. 77700300MAN-01) and creates 1620 transport directions for the first scatter and 320 directions for the residual scatter when a single dwell position is used. The calculations were repeated with the displaced source, placing the source center at (x,y,z) = (7,0,0) cm, i.e., 3 cm from the water-air interface.
2.C.3.d. Comparison methods. As will be shown later, the 6 results were taken as the reference dataset against which other results were compared. Results were generally presented as dose differences in histogram format according to 1 − (D i /D 6 ) in a given plane where D i is a dataset other than from 6. Datasets were also presented in a graphical manner according to
) where the coordinates were r ref = (−1 cm, 0, 0) and r s = (0,0,0) for the case of the source centered geometry and r ref = (6 cm, 0, 0) and r s = (7 cm, 0, 0) for the case of the displaced-source geometry.
To determine if the datasets differed, the method of Kawrakow and Fippel 54 was followed where 6 results were again taken as the reference dataset and the first four moments for the dose difference,
, were used to evaluate if the datasets were significantly different. Once this was done, the existence of Type B errors beyond the expected statistical ones was probed by assuming the existence of, at most, two uncorrelated sources for Type B uncertainties.
RESULTS
3.A. TG-43 datasets
The average air-kerma strength of the generic HDR TPS QA purposes, an along-away dose-rate table was also obtained. Figure 4 shows the photon spectrum exiting the source averaged over all polar angles, obtained using BrachyDose. Figure 5 presents PSS data along the transverse source axis. Compatible results according to uncertainties were also obtained with the 4 and 2008 MC codes.
3.B. Primary and scatter separated data
3.C. Uncertainty analysis
The TG-43U1, TG-138, 50 and TG-229 reports recommend that a dosimetric uncertainty analysis be performed when evaluating brachytherapy dosimetry parameters. Consequently, a dosimetric uncertainty analysis was prepared for MC simulations of the generic HDR 192 Ir source. When appropriate, consensus data are averages of the MC results. Due to the hypothetical nature of the generic source model, these uncertainties reduce to the following components: (a) The same photon spectrum taken from the NuDat database 44 was used in all simulations. Uncertainties in dose rate and air-kerma rate calculations originate from uncertainties of the energies and intensities. These near the source longitudinal axis, the statistical uncertainties generally increase by 1 order of magnitude. Table IV summarizes these results and presents the sum in quadrature of the components.
3.D. DICOM water cube phantom tests
3.D.1. Monte Carlo simulations
Dose-rate distributions obtained with the MC codes were compared and cross-checked against each other. These results were found to be in agreement within uncertainties. The 
is plotted to show details of isodoses hidden due to the large gradient in the vicinity of the source. Here, r s is the source position in each case, (0,0,0) and (7 cm,0,0), respectively.
For the sake of brevity, only some examples of the comparisons performed between the different MC codes are included in this paper. In the right-hand panels of Fig. 6 , the histogram corresponding to the difference (%) of , BrachyDose, and 4 with respect to 6, defined as 1 − (D i /D 6 ), is presented. In the right-hand panels of Fig. , the same difference histogram for 5 and  is shown. All the other histograms, dose distributions, and dose differences comparing each code against 6 can be found in Ref. 52 .
The results obtained for the MC distributions applying the Kawrakow and Fippel approach outlined in Sec. 2.C.3.d gave widespread (100% of the voxels) Type B uncertainties between 0.09% (, source centered case) and 0.55% (4, source displaced case). These results were in complete agreement with those obtained using the procedures recommended by the TG-43U1, TG-138, and TG-229 reports developed in Sec. 3.C and summarized in Table IV . Figure 8 displays histograms of the dose differences between  (left panels) and  (right panels) with respect to 6 for the source centered case. Figure 9 displays the corresponding differences for the source displaced case. Note that the dose differences of Figs. 8 and 9 are derived as the local difference between MC and / in extended volumes consisting of 0.1 cm thick planes of dimensions 10 × 10 cm 2 (blue dotted-line) and 5 × 5 cm 2 (red full-line) centered at the source. Comparing the local dose difference means that the same weight is given to dose differences at both high and low values of absorbed dose. The origin of the comparatively higher dose differences seen for  relative to , and information on their spatial location, is explored in Sec. 4.C.3.
3.D.2. BrachyVision acuros and Oncentra Brachy with ace
Applying the Kawrakow and Fippel approach to quantify the comparison between MC and MBDCA calculated dose distributions ( or ) proved to be unsuccessful. This led us to conclude that the assumption made in Ref. 54 , i.e., the existence of, at most, two uncorrelated sources for Type B uncertainties, does not apply to the MBDCAs studied in this work. Figure 2 shows differences in the radial dose functions obtained. The consistency amongst the codes was within 0.25% (the largest difference) for r < 20 cm. Similar agreement is observed in Fig. 3 for the 2D anisotropy function, the data being indistinguishable for all r values. Agreement between the MC codes is excellent; even at large distances, the (maximum, minimum) dose differences of the QA tabular data compared to 6 are BrachyDose (−0.1%, −1.1%), 4 (+1.6%, −1.4%), and 2008 (+0.1%, −1.2%).
DISCUSSION
4.A. Generic 192 Ir source TG-43 dataset
4.B. Generic 192 Ir source PSS data
Agreement among PSS results from the three MC codes was excellent, maximum differences being <1% except at r > 15 cm and r < 0.5 cm, where differences increase up to 2% and 4%, respectively. T IV. Uncertainty analysis for the generic HDR 192 Ir source based on Monte Carlo calculations. The standard uncertainty (k = 1) in the dose-rate constant is 0.23%. 
4.C. DICOM water cube phantom tests
4.C.1. Monte Carlo results
All six MC codes were used to evaluate three different dose planes in the source centered and source displaced test cases. The differences between each of them and 6 were also evaluated as described in Sec. 3.D.1. Therefore, 36 dose distributions and 30 relative difference histograms were obtained. Comparisons of a similar quality as the ones presented in Figs. 6 and 7 for all other circumstances can be found as supplementary material. 52 From Sec. 3.C, the uncertainty expected from a MC simulation is of the order of 0.25%; hence, the dose difference uncertainty is 0.4%. As can be seen in Figs. 6 and 7, the root mean square (RMS) dose difference in all cases is of the same order or smaller. The maximum RMS value for the source F. 7. Normalized dose distributions for source displaced geometry. Left panels: centered case is 0.34% and is 0.46% for the displaced source. For identical distributions, a difference of 0% is expected. In the simulations performed, all differences were consistent with an expectation value of 0% within statistical uncertainties, ranging from −0.17% to +0.14%. Therefore, all MC simulations are compatible within their uncertainties.
4.C.2. BrachyVision acuros
Comparisons of 2D dose distributions for  against MC show good agreement, supporting the effectiveness of the discretization scheme employed in the former. The source centered and source displaced cases present a similar pattern, F. 8. BrachyVision  (left panels) and Oncentra Brachy  (right panels) relative local dose difference histograms corresponding to dose differences for the source centered case with respect to 6 (left panel in Fig. 6 Fig. 10 , the ratios are averaged for each radial distance. Adding spatial information to the dose comparison clearly reveals that the dose difference is small at distances close to the source where dose levels are high and increases further away from the source where dose levels are substantially lower. That point kernel superposition algorithms are approximate in treating residual scatter is a wellknown fact; see, e.g., Fig. 7 on page 2750 in Russell et al.
10
The error becomes substantial only at distances large enough for residual scatter to give a significant contribution to the total dose and when there are large differences in size between the patient/calculation phantom and the phantom used for the initial residual-scatter point kernel generation. The effect of varying phantom size for residual-scatter point kernel size in relation to phantom generation was studied by Carlsson and Ahnesjö (see Fig. 12 in Ref. 27).
11,27
The same effect was studied more recently using a research version of  in which the point kernel for residual scatter could be chosen according to the calculation phantom size by the user, 53, 55 including also clinical cases. This study shows that the inherent approximation is of low to no clinical importance with the worst case representing an overestimation of skin dose for some breast brachytherapy cases (with  sometimes overestimating skin dose by up to 5%), and exhibits most of the dose reduction effect due to reduced scatter that TG-43 based methods cannot address.
4.C.3.b. Choice of parameter "accuracy level" for . The parameter Accuracy level available for user selection with the  algorithm is there to control the density of the calculation grid used for the two subsequent steps of CC calculations (first scatter and residual scatter dose calculation). The concept of the CC approximation is illustrated in Fig.  4 , page 2325 of Carlsson and Ahnesjö. 11 In this approximation, energy released into a cone of a certain spatial solid angle is assumed to be transported along the axis of that cone which, in combination with specially designed grids/lattices of lines and fitting of point kernels to exponential functions for recursive energy transport over the calculation volume, yields calculation speed enhancement. As can be seen from the aforementioned figure of Carlsson and Ahnesjö, 11 the CC approximation exhibits no discretization artifact as long as the cone opening angle is smaller than the Cartesian voxel size; however, at a distance where the opening angle becomes wider than the voxel size, discretization artifacts result in too much energy being deposited in voxels along the cone axis and too little off axis. These discretization artifacts are similar in nature to the so-called ray effects in discrete ordinates methods (e.g., Refs. 26 and 28). The discretization artifacts of the CC algorithm always occur; however, they are abated in geometries with mild fluence variations and multiple source positions. A brachytherapy single-source geometry is characterized by very steep fluence gradients and consequently is among the most difficult for the CC approximation. From the aforementioned figure of Carlsson and Ahnesjö, 11 it is easy to understand that the artifacts decrease with denser grids and larger voxels and do not appear inside a particular distance from the point of energy release. Hence, it is suggested to set the Accuracy level to high for single-source geometry. When there are multiple sources or dwell positions in a test geometry, it is suggested that Accuracy level be set to low for faster calculation. This choice for setting Accuracy level should be carefully examined by the user.
CONCLUSIONS
For MBDCA evaluation purposes, a hypothetical, generic HDR
192
Ir source and a virtual, DICOM-RT compatible, cubic water phantom have been developed. The dose distribution of the generic source when placed at the center of the phantom and under reduced scatter conditions nearer the phantom boundary has been evaluated using various MBDCAs and compared against state-of-the-art MC codes. Differences depending on the MC code used were shown to be negligible.
 differences with respect to MC for both single-source cases investigated are in the range (−1%, +1%). Corresponding  differences with respect to MC are in the range (−2%, +3%).
The current study demonstrates a method that is suitable for TPS commissioning of brachytherapy MBDCAs through comparisons of reference data. Dosimetric data for a generic 192 Ir source are provided. These data, together with the generic source model, can be imported into all clinical brachytherapy TPSs to support the use of test plans to be developed by the joint AAPM/ESTRO/ABG working group for brachytherapy TPS commissioning and QA testing.
