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Abstract
To enable realistic studies of massive multiple-input multiple-output systems, the COST 2100
channel model is extended based on measurements. First, the concept of a base station-side visibility
region (BS-VR) is proposed to model the appearance and disappearance of clusters when using a
physically-large array. We find that BS-VR lifetimes are exponentially distributed, and that the number
of BS-VRs is Poisson distributed with intensity proportional to the sum of the array length and the
mean lifetime. Simulations suggest that under certain conditions longer lifetimes can help decorrelating
closely-located users. Second, the concept of a multipath component visibility region (MPC-VR) is
proposed to model birth-death processes of individual MPCs at the mobile station side. We find that
both MPC lifetimes and MPC-VR radii are lognormally distributed. Simulations suggest that unless
MPC-VRs are applied the channel condition number is overestimated. Key statistical properties of the
proposed extensions, e.g., autocorrelation functions, maximum likelihood estimators, and Cramer-Rao
bounds, are derived and analyzed.
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2I. INTRODUCTION
Massive multiple-input multiple-output (MIMO), MaMi for short, has since its inception [3]
attracted considerable attention in the wireless communication community [4]–[6]. Within the
last few years, an abundant body of theoretical [5], [6] and experimental [7], [8] research has
shown that MaMi systems can improve the energy and spectral efficiencies of today’s wireless
communication systems by one to two orders of magnitude. For this reason, MaMi is considered
a crucial component of the new radio (NR) air interface of the fifth generation (5G) wireless
communication standard [9].
As is well known, the radio propagation channel ultimately dictates the performance of any
wireless communication system. The availability of sufficiently accurate propagation channel
models is therefore of critical importance to the design and evaluation of new wireless systems.
The 3GPP SCM-3D [10], the WINNER II/WINNER+ [11], [12], and the COST 2100 [13],
[14] are examples of channel models customarily used in the development and validation of 5G
networks. Among them, the Quasi Deterministic Radio Channel Generator (QuaDRiGa) [15],
[16], an extension of the 3GPP-3D and WINNER II/WINNER+ channel models, is especially
popular because of its enhanced spatiotemporal consistency. Moreover, it possesses certain
features that enable MaMi simulations, namely support for spherical wavefronts, dispersion of
clusters in elevation, and independence of arrival/departure angles [16].
Experiment shows [17]–[19] that at least two additional aspects of the MaMi propagation
channel need to be considered. The first of them [17], [18] is the presence at the base station (BS)
of non-stationarities caused by the appearance and disappearance of clusters along physically-
large arrays (PLAs). Such BS-side non-stationarities have been addressed in theoretical MaMi
channel models [20], [21] in which the appearances and disappearances of clusters are typi-
cally modeled as Markov birth-death processes obeying certain survival probabilities. However,
multiuser consistency becomes problematic in such models, because the Markov birth-death
processes are not linked to the geometry of the environment. Whereas the original QuaDRiGa
model neither considers BS-side non-stationarities, nor ensures multiuser consistency, some
progress has been made by Oliveras et al. [22] to remedy these difficulties. However, the novel
ideas presented in [22] are yet to be validated by experiments, and integrated in the mainstream
QuaDRiGa model.
Secondly, it appears [23]–[31] that, just as clusters, individual multipath components (MPCs)
3undergo birth-death processes. The MPC lifetimes when tracked along a straight-line segment at
the mobile station (MS) side have been found to obey certain probability distributions, e.g.,
the exponential distribution [23], [28], [31], the lognormal distribution [26], [29]–[31], and
the Birnbaum-Sanders distribution [30], [31]. More important, closely-located users only a few
wavelengths apart can encounter different MPCs [19]. Channel models that incorporate birth-
death processes at the level of individual MPCs are of interest to emerging applications such as
MaMi communications [32], [33], vehicle-to-vehicle communications [28], [30], or multipath-
assisted localization [26], [27], [31], [34], which can use this information to improve their
performance. To the best of our knowledge, none of the earlier referred 5G channel models
currently considers birth-death processes for individual MPCs.
In this paper, MaMi extensions of the COST 2100 channel model are presented that describe
BS-side non-stationarities of the clusters and MS-side birth-death processes of individual MPCs,
introduced above. The main contributions of the paper are the following:
• The notion of BS-side visibility region (BS-VR) is proposed to model BS-side non-sta-
tionarities. Measured outdoor MaMi channels show that the number of BS-VRs is Poisson
distributed and their lifetimes obey an exponential law.
• The maximum likelihood estimator and the Cramer-Rao bound of the parameters of the
BS-VRs are rigorously derived. A closed-form expression of the autocorrelation function
(ACF) of the number of the number of observed BS-VRs is provided.
• The influence of the choice of BS-VR parameters on the MaMi propagation channel is
investigated through simulations. We find that under certain conditions longer BS-VRs can
help decorrelating closely-located users.
• The notions of MPC-VR and MPC gain function are proposed to model birth-death processes
of individual MPCs at the MS side. Measured indoor MaMi channels reveal that MPC
lifetimes and MPC-VR radii are lognormally distributed.
• The small-scale fading ACF with the MPC gain function is always smaller than without
it. When the gain function is applied to a group of closely-located users their condition
number decreases by a few dB and comes to agree with measurements.
The present work extends our preliminary studies in [1] with further analyses, revised insights,
and new measurements to characterize the MPC gain function. A MATLAB implementation of
the COST 2100 model with the proposed extensions is freely available at [35].
4II. NOTATION
Throughout the paper, boldface lowercase letters represent column vectors, boldface uppercase
letters matrices, and calligraphic letters sets. Thus, I denotes the identity matrix, AT the trans-
pose, A† the Hermitian transpose, i the imaginary unit, R+ the set [0,∞), Pr(A) the probability
of event A, 1A(·) the indicator function of A, E(·) the expectation operator, and Φ(x) the CDF
of N (0, 1).
III. THE COST 2100 MIMO CHANNEL MODEL
We briefly review some concepts and terminology of the COST 2100 model. For further details,
the reader is referred to [13], [14]. The COST 2100 model falls into the category of geometry-
based stochastic channel models (GSCM) [36], which are built around the notion of a cluster, i.e.,
a group of MPCs with similar delay and angular parameters [37]. Clusters model interactions of
the transmit signal with scattering objects in the environment such as building facades, trees and
street furniture, in outdoor environments, or inner walls, pillars and office equipment, in indoor
settings. Interactions happen at so-called scattering points. In GSCMs, the locations of clusters
and scattering points are drawn randomly from prescribed multivariate distributions depending
on the simulated environment. MPCs are then obtained by mere geometric ray tracing of the
transmit signal through the scattering points [13].
The distinguishing feature of the COST 2100 model is perhaps the use of so-called visibility
regions (VRs) to model non-stationarities in a spatiotemporally consistent way. When a MS
moves inside a VR, the associated cluster is active and its MPCs contribute to the MS-BS
double-directional impulse response. Similarly, when the MS moves out of a VR, the associated
cluster is no longer visible and it does not contribute. The situation is depicted in Fig. 1a. The two
MaMi channel aspects alluded to in the introduction are also shown. The first aspect, illustrated
in Fig. 1b, has to do with the presence of non-stationarities at the BS side in MaMi settings with
PLAs [17], [18]; the second one, illustrated in Fig. 1c, concerns the realization that individual
MPCs undergo birth-death processes at the MS side [23]–[31]. To model these phenomena, the
COST 2100 channel model is extended with the concepts of BS-VRs, in Sec. IV, and MPC-VRs
and MPC gain functions, in Sec. V.
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Fig. 1. A MS moves in and out of various VRs, labeled A, B, C, and D. (a) When the MS enters a VR, the associated cluster
becomes active (VR B). (b) When a PLA is used, different parts can observe different sets of clusters (VR B, or VR D, or VRs
B and D), as determined by BS-VRs. (c) The relative gain of individual MPCs is controlled by MPC-VRs, one for each MPC.
IV. EXTENSION FOR PHYSICALLY-LARGE ARRAYS
A. Measurements and Data Processing
Channels used in this section were measured at the parking lot outside the E-building of the
Faculty of Engineering of Lund University, Lund, Sweden. At the BS side, a 7.5 m-long, 128-
element virtual uniform linear array (ULA) was mounted on a rooftop, three floors above the
ground level. Eight MS sites, four in line-of-sight (LOS) propagation conditions to the BS and
four in non-LOS (NLOS), were considered. At each site, the radio channel between the ULA
and a single-antenna MS was measured at five locations interspaced by 0.5 m. Measurements
were acquired at a carrier frequency of 2.6 GHz, and over a bandwidth of 50 MHz. All antennas
were vertically-polarized and omnidirectional on the horizontal plane.
To extract clusters of MPCs, the measured channels were subsequently processed in the follow-
ing way. First, the ULA was partitioned into sets of neighboring antennas by using a 10 element-
long sliding window. Then, MPC parameters (i.e., delay, azimuth angle-of-arrival, and complex
amplitudes) were estimated by applying the SAGE [38] super-resolution channel estimation
algorithm to each window. Finally, clusters were identified using the KPowerMeans [37] joint
clustering and tracking algorithm. Clusters containing less than 2.5% of the total power in any
window, or surviving less than 5 windows, were discarded. See [7] for further details.
6B. System Model and Assumptions
Because of the nature of the measurements available, the scope of this section is limited to
ULAs. However, the results obtained below can be extended to the case of two-dimensional
arrays by applying, e.g., the techniques demonstrated in Sec. V-B. Such an extension is best
addressed with complementary measurements and therefore we leave it for future work.
Let the ULA be located at 0 ≤ x1 ≤ x ≤ x2, and assume that BS-VRs can be modeled as
arising from a birth-death process having the following properties:
A1. Birth events (i) are independent from each other; (ii) for positive increments h, Pr(exactly
one birth event during (x, x+ h]) = λh + o(h) as h→ 0 for some λ > 0 called the birth
rate; and (iii) Pr(at least two birth events during (x, x + h]) = o(h) as h → 0. By [39,
Chapter 8, Definition II], this is equivalent to the assertion that the birth count process
{Nbirth(x), x ≥ 0}, where
Nbirth(x) = # births events in (0, x], (1)
is a Poisson process with intensity λ > 0.
A2. The true lifetimes of BS-VRs are (i) independent copies of some nonnegative random
variable Y with probability density function (PDF) fY : R
+ → R+ with finite first moment;
(ii) independent of birth events.
A3. In experiments one can only observe (perhaps partially) BS-VRs that overlap with [x1, x2].
Hence, the outcome of any experiment is a sequence of intervals [a1, b1], . . . , [an, bn] ⊆
[x1, x2], where a1 ≤ . . . ≤ an are the observed birth positions, υ1 = b1 − a1, . . . , υn =
bn − an the observed lifetimes, and n the number of observed BS-VRs.
C. Distribution of the Number of BS-VRs
Let the random variable N(x1, x2) denote the number of BS-VRs observed in the interval
[x1, x2]. Then, some natural questions to ask are: What is the expected number of observed
BS-VRs, E(N(x1, x2))? And, how does this number depend on the interval length x2−x1 ≥ 0?
To answer these questions, in this section we derive the distribution function of N(x1, x2). We
start by noting that the total number of observed BS-VRs can be written as the sum of two
independent contributions:
7• The number, Nnew(x1, x2), of BS-VRs “born” in the interval (x1, x2]. Clearly, this quantity
can be obtained by the difference
Nnew(x1, x2) = Nbirth(x2)−Nbirth(x1).
Since Nbirth(x) is, by hypothesis, a Poisson process, it follows that
Nnew(x1, x2) ∈ Po(λ · (x2 − x1)), (2)
where Po(m) denotes the Poisson distribution with parameter m ≥ 0 and probability mass
function (PMF)
p(n) = e−m
mn
n!
, n = 0, 1, 2, . . . , (3)
where one should assign the value 1 to 00.
• The number, Nalive(x1), of BS-VRs born before, and still alive at, x = x1. The distribution of
Nalive(x) for x1 sufficiently far away from x = 0 is given as part of the proof of Theorem 1.
The following result is a key ingredient of our proposed channel model extension for PLAs.
Theorem 1 (Number of observed BS-VRs for PLAs). Let the assumptions in Sec. IV-B hold.
Then, the number of observed BS-VRs in the interval [x1, x2] has the distribution
N(x1, x2) ∈ Po(λ · (x2 − x1) + λ · E(Y )). (4)
Proof. By (A2) and the fact that the sum of two independent Poisson-distributed random variables
is also Poisson-distributed, it suffices to show that Nalive(x1) ∈ Po(λ · E(Y )).
Clearly, only birth events Nbirth(x1) that lead to BS-VRs extending past x = x1 contribute to
Nalive(x1). Let 0 ≤ u < x1. Then, BS-VRs emanating from a neighborhood (u, u+ h] of u are
observed at x = x1 with probability
P (Y ≥ x1 − u) = 1− FY (x1 − u). (5)
Since {Nbirth(x), x ≥ 0} has independent increments and BS-VR lifetimes are generated inde-
pendently of each other, it follows that the surviving BS-VRs may be interpreted as arising from
a non-homogeneous Poisson process {N ′birth(x), x ≥ 0} with position-dependent intensity λ(x)
given by
λ(x) = λ · P (Y ≥ x1 − x). (6)
From the theory of non-homogeneous Poisson processes [39] we obtain
Nalive(x1) = N
′
birth(x1)−N ′birth(0) = Po(λ ·
∫ x1
0
P (Y ≥ x1 − u) du).
8Finally, assuming that the starting point of the array can be chosen as far from x = 0 as desired
produces
Nalive(x1) = lim
x1→∞
Po(λ ·
∫ x1
0
P (Y ≥ u) du) = Po(λ · E(Y )), (7)
which completes the proof.
Remark 1. Note that Theorem 1 gives us the answers we seek, namely that for PLAs, the
expected number of observed BS-VRs, E(N(x1, x2)), depends on the environment through (i)
the intensity λ > 0 of the underlying Poisson process, and (ii) the mean E(Y ) of the true BS-VR
lifetimes; and on the system through (iii) the length L = x2−x1 of the PLA. In particular, note
that the specific shape of the distribution fY : R
+ → R+ does not matter.
Remark 2. In this paper we are interested mainly in extensions of the COST 2100 model
supporting MaMi, but it is also instructive to compare these with the “conventional” COST
2100 model, which only considers physically-compact arrays (PCAs). Observe that
N(x1, x2)→ Nalive(x) as x1, x2 → x, (8)
so that the number of VRs observed by a PCA placed anywhere along the line of the PLA is
N(x) ∈ Po(λ · E(Y )). (9)
As a matter of fact, the conventional COST 2100 models the number of visible far clusters (and
thus of VRs) as being Poisson-distributed with a certain prescribed intensity which depends on
the simulated environment; see [13, Chapter 3]. Thus, our proposed channel model extension
for PLAs naturally contains and generalizes the conventional COST 2100 model.
Fig. 2 verifies Theorem 1 empirically. In particular, the empirical cumulative density functions
(ECDFs) of Nalive(x1), Nnew(x1, x2), and N(x1, x2) for the measured LOS sites described in
Sec. IV-A are presented, along with Poisson fits. Empirical curves are based on 20 samples,
five from each measured LOS site. A quick inspection reveals that these quantities are well
approximated by Poisson-distributed random variables; the Chi-square goodness-of-fit test at
significance level α = 0.05 statistically confirms this visual impression. Empirical evidence
from measured NLOS sites (not shown due to lack of space) also supports the hypothesis that
the number of observed BS-VRs is well modeled by (2), (4), and (7).
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Fig. 2. ECDFs of Nalive(x1), Nnew(x1, x2), and N(x1, x2) for measured LOS sites, and Poisson fits, with x2 − x1 ≈ 7.5 m,
∆0 ≈ 0.23 m.
D. Maximum-Likelihood Estimation of BS-VR Lifetimes
Let I = {1, . . . , n}, and define
N00 = {i ∈ I : x1 < ai, bi < x2} , N01 = {i ∈ I : x1 < ai, bi = x2} ,
N10 = {i ∈ I : x1 = ai, bi < x2} , N11 = {i ∈ I : x1 = ai, bi = x2} , (10)
to be the subsets of indices whose BS-VRs are either observed completely, extend into x > x2,
into x < x1, or into both x < x1, x > x2, respectively. Further, let n00, n01, n10, n11 denote the
number of elements in N00, N01, N10, N11 so that
n = n00 + n01 + n10 + n11 (11)
holds. It is shown in [40] that, under the assumptions Sec. IV-B, the likelihood function that
makes use of all the available information has the form
L(θ;x) = λ
n
n!
e
−λ(L+E(Y>∆0 )−2∆0)
∫∞
∆0
fY (t;θY ) dt
×
∏
i∈N00
fY (υi; θY )×
∏
j∈N01∪N10
∫ ∞
υj
fY (t; θY ) dt
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Fig. 3. ECDF of the observed lifetimes υ1 . . . , υn of the BS-VRs for the measured LOS sites, and corresponding exponential
fit based on (16).
×
(∫ ∞
L
(t− L)fY (t; θY ) dt
)n11
, (12)
where θ = [λ, θTY ]
T is the (p+1)-dimensional vector of unknown deterministic parameters to be
estimated, θY is the p-dimensional vector parametrizing the PDF fY (y; θY ), x = [a1, b1, . . . , bn]
T
is a 2n-dimensional vector of data, ∆0 ≥ 0 is the minimum feature size, and Y>∆0 is the
restriction of Y to {ω : Y (ω) > ∆0}. The maximum likelihood estimator (MLE) θˆ of θ given x
is
(λˆ, θˆY ) = argmax
θ
L(θ;x). (13)
For arbitrary PDFs fY (y; θY ) : R
+ → R+, closed-form solutions to (13) are in general not
available and, as a result, one has to resort to numerical methods. It turns out, however, that
the true BS-VR lifetimes y1, y2, . . . in our channel measurements can be well approximated by
an exponential law Exp(LBS), as indicated by Fig. 3.
1 That is, the random variable Y has the
1Incidentally, an exponential law is assumed in [20], [21] to model the appearance and disappearance of clusters on both the
array and time axes, but no empirical evidence is given to support this assumption.
11
distribution
fY (y) =


1
LBS
e
− y
LBS , for y ≥ 0;
0, otherwise,
(14)
where LBS is the mean BS-VR lifetime. In this case, the MLE takes on a relatively simple form.
Theorem 2 (MLE for PLAs). Consider a birth-death process with intensity λ > 0 obeying the
assumptions in Sec.IV-B. Let Y ∈ Exp(LBS) be the distribution of the true BS-VR lifetimes. Then
(i) the quantities n, ν = n11 − n00, and Λ0 =
∑n
i=1(υi −∆0) are sufficient statistics;
(ii) the MLEs of the unknown parameters λ, LBS are given by
λˆ =
n
L0 + LˆBS
e
∆0
LBS , (15)
LˆBS =
L0ν + Λ0
2(n− ν)
(
1 +
√
1 +
4(n− ν)L0Λ0
(L0ν + Λ0)2
)
, (16)
where L0 = L−∆0 is the array length shortened by the minimum feature size, ∆0.
We will need the following result.
Lemma 1. Let the assumptions in Theorem 2 hold, let ∆0 ≥ 0, and define λ0 = λe−
∆0
LBS . Then,
two PLAs given by the 4-tuples (L, LBS, λ,∆0) and (L0, LBS, λ0, 0) have the same likelihood
function, provided that observations υ1, . . . , υn in the former one are shortened by ∆0.
Proof. Assume (L, LBS, λ,∆0), apply (14) to (12) to obtain
L(θ;x) ∝ λne−λ(L−∆0+LBS)e
− ∆0
LBS LνBSe
−∑ni=1
υi
LBS , (17)
which is unchanged under the mapping L 7→ L0, λ 7→ λ0, ∆0 7→ 0 υi 7→ υi −∆0.
We are now ready to prove Theorem 2.
Proof. By Lemma 1 we can assume without loss of generality that ∆0 = 0. Claim (i) follows
directly from an application of the Neyman-Fisher factorization theorem. We now prove (ii).
Taking the partial derivatives of the logarithm of the likelihood function (17), we have
∂ logL(θ;x)
∂λ
=
n
λ
− (L+ LBS),
∂ logL(θ;x)
∂LBS
= −λ +
∑n
i=1 υi
L2BS
+
ν
LBS
,
12
and setting them equal to zero produces
0 =
n
λ
− (L+ LBS), (18a)
0 = −λ+ ν
LBS
+
∑n
i=1 υi
L2BS
. (18b)
Solving (18a) for λ and inserting into (18b) produces
− n
L+ LBS
+
ν
LBS
+
∑n
i=1 υi
L2BS
= 0,
which, by grouping terms of the same degree, can be rewritten as
aL2BS + bLBS + c = 0
with a = ν−n, b = Lν+∑ni=1 υi, and c = L(∑ni=1 υi). Solving for LBS yields the two solutions
LˆBS =
−b±√b2 − 4ac
2a
.
Clearly, we have c ≥ 0 and, by (11), we see that a ≤ 0. It follows that b2 − 4ac ≥ b2, and so
only the solution
LˆBS =
−b+√b2 − 4ac
2a
pertains to the permissible range LˆBS ≥ 0 of the parameter LBS. Since a ≤ 0, it is clear that
LˆBS indeed maximizes the log-likelihood function. Finally, we see from (18a) that the MLE of
the parameter λ must be (15).
Remark 3. Note in Theorem 2 that if n00 = n11 +
Λ0
L0
holds (and so n11,
Λ0
L0
∈ N+), then (16)
reduces to LˆBS = (
L0Λ0
n−ν )
1
2 . On the other hand, if n00 = n01 = n10 = 0, then LˆBS =∞.
It is a well-known result [41, Chapter 7] that under certain regularity assumptions on the
likelihood function, the MLE is asymptotically unbiased (and thus E(θˆ) → θ as n → ∞) and
efficient (and thus Var(θˆ) → CRLB as n → ∞ as well, where CRLB means the Cramer-Rao
lower bound of the PDF fυ(υ; θ).) It is therefore of interest to obtain the CRLB for the estimates
of the intensity λ and lifetimes LBS.
Theorem 3 (Cramer-Rao lower bound). Consider a birth-death process with intensity λ > 0
satisfying the assumptions in Sec.IV-B, and let Y ∈ Exp(LBS) be the distribution of the true
lifetimes. Then, the Fisher information matrix (FIM) is
I(θ) = λ0
[
(LBS + L0)/λ
2 1
1 (LBS + L0)/L
2
BS
]
. (19)
13
The CRLB is found as
CRLBλ = [I(θ)
−1]11, CRLBLBS = [I(θ)
−1]22. (20)
The proof is a routine exercise in view of the equalities E(n) = λ0(LBS+L0), E(n11−n00) =
λ0(LBS − L0), E(Λ0) = λ0LBSL0, and is thus omitted.2 Numerous examples can be found
in, e.g., [41]. Note that the expectation is with respect to fx(x; θ).
The well-known information inequality [41] asserts that E((θˆ− θ)(θˆ− θ)T)  I(θ)−1 for θˆ
unbiased, from which it follows that
Var
(
λˆ
λ
)
≥ CRLBλ
λ2
=
(
1
λ0L0
)
1 + LBS/L0
1 + 2LBS/L0
, (21)
and
Var
(
LˆBS
LBS
)
≥ CRLBLBS
L2BS
=
(
1
λ0L0
)
1 + LBS/L0
1 + 2LBS/L0
. (22)
For fixed birth rate λ > 0, the normalized Cramer-Rao bounds satisfy
0.5
λ0L0
≤ CRLBλ
λ2
=
CRLBLBS
L2BS
≤ 1
λ0L0
, (23)
and so the influence of the parameter LBS is limited. In fact, (23) reveals that the normalized
CRLBs are dominated by the inverse of the intensity-aperture product λ0L0. Increasing the
length L of the array can therefore reduce the variance of θˆ significantly. Likewise, better
performance of θˆ should be expected in environments with many scatterers (clusters) such that λ
is large. We also note from (23) that the effect of the minimum feature size ∆0 on the CRLBs
can be mostly neglected so long as ∆0
LBS
≪ 1, ∆0
L
≪ 1 hold.
To evaluate the extent to which the estimators λˆ, LˆBS given by (15), (16) approach the
CRLBs (21), (22) we run Monte Carlo simulations. Fig. 4 shows the root-mean-square error
(RMSE) relative to the magnitude of the estimated parameter. As baseline for comparison we
use the method-of-moments estimator (MoME)
LˆBS =
T
1− T/L0 , λˆ =
n
L0 + LˆBS
, T =
Λ0
n
. (24)
2Even more is true. The equalities E(n) = λ(LBS + L), E(n11 − n00) = λ(LBS − L), E(Λ) = λLBSL hold for arbitrary
fY : R
+ → R+, and ∆0 = 0.
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generated. (Left) The MLE, MoME, and CRLB of λ. (Middle) Idem for LBS. (Right) Radii of the average of n00, n01, n10,
and n11, to the average of n. (Note that the plots of n01 and n10 overlap.)
The second equation in (24) follows from the identity E(υ) = LBSL0
LBS+L0
, and by approximating E(υ)
by T = Λ0
n
. MoM-based estimators are sometimes used in the literature [42].3 According to the
simulations, the MLE performs better than the MoME. As the intensity-aperture product λ0L0
increases, the MoME lags behind the MLE, which steadily approaches the CRLB and becomes
efficient.4 As can be seen, estimating λ is easier than estimating LBS, where “easier” means here
that the RMSE approaches
√
CRLB more rapidly. For instance, the MLE of λ can be considered
efficient as early as λ0L0 = 5, while that of LBS requires λ0L0 = 15 or larger to be considered
within range of the CLRB. A somewhat surprising observation is that the performance of the
MLE improves as the ratio LBS
L0
increases. (By contrast, the performance of the MoME appears
to be rather insensitive to the value of LBS.) This can be explained by the fact that as LBS grows
larger for fixed λ0L0, more BS-VR lifetimes are (partially) observed by the PLA, contributing
to improve estimation accuracy. Another interesting remark is that the amount of fully observed
BS-VR lifetimes is only a fraction of the total; thus, developing estimators that can reliably cope
with truncated observations appears to be of great importance.
3The derivation of (24) uses (i) Y ∈ Exp(LBS), and (ii) E(υ) =
LBSL0
LBS+L0
, none of which is obvious. Less sophisticated
estimators are possible. One can, for instance, assume Y constant (and thus knowledge of type (i) is not needed), or ignore the
fact that observed BS-VR lifetimes may be truncated (and thus knowledge of type (ii) is not needed). Such simpler estimators
abound in the literature, but their performance is generally poor (neglecting (i) leads to data-model mismatch, and (ii), to biased
estimators). In this work we ignore these simpler estimators and focus on the MoME and, especially, the MLE.
4We have numerically verified that both the MLE and the MoME are asymptotically unbiased as λ0L0 →∞.
15
Applying Theorems 2 and 3 to the data from the LOS sites, we obtain the estimates
λˆ = 2.6± 12%, LˆBS = 2.9± 13%. (25)
Compared to Fig. 4, the relative RMSEs have been divided by
√
4. This is because each of the
four measurement sites is assumed to produce uncorrelated observations. In view of the above,
when designing measurement campaigns with PLAs one should perhaps ensure
λ0L0 > 15, and λ0L0N0 > 100 (26)
or so, where N0 is here the number of uncorrelated experiments. In the next section we discuss
when two experiments can be considered uncorrelated.
E. Autocorrelation Function of Observed BS-VRs
Of considerable importance to characterize an stochastic process is the autocorrelation function
(ACF) of the process.
Theorem 4 (Autocorrelation function). Let N(x, r), with (x, r) ∈ R+×R2, denote the number
of far clusters visible from BS array location x and MS location r, and define the covariance
function
C(∆x,∆r) = E {(N(x+∆x, r +∆r)−m)(N(x, r)−m)} ,
where m = E(N(x, r)) is assumed constant. Then, the ACF RN (∆x,∆r) = C(∆x,∆r)/C(0)
of the number of far clusters in the COST 2100 model is given by
RN (∆x,∆r) = RN (∆x) · RN (∆r), (27)
where RN(∆x) = e
− |∆x|
LBS is the BS-side ACF, and
RN(∆r) =


1
π
(2χ− sin(2χ)), for 0 ≤ |∆r| ≤ 2RC;
0, otherwise
is the MS-side ACF, where χ = cos−1( |∆r|/2
RC
), and RC ≥ 0 is the radius of the MS-VRs.
Proof. The factorization of the ACF into BS- and MS-side ACFs comes from a separability
assumption. Let us first consider the BS-side ACF
RN (∆x) =
E[(N(x+∆x)−m)(N(x) −m)]
E[(N(x)−m)2] . (28)
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Since RN (−∆x) = RN (∆x), we need only to consider the case ∆x > 0. Using the notation
introduced in Sec. IV-D with x1 = x, and x2 = x+∆x, we can write
N(x) = N10 +N11, N(x+∆x) = N01 +N11.
A moment’s reflection will convince the reader that RN (∆x) can only depend upon the num-
ber N11 of BS-VRs visible from both x and x+∆x, that is
RN (∆x) =
Var(N11)
Var(N(0))
. (29)
Using that N(0) ∈ Po(λ · E(Y )), and N11 ∈ Po(λ ·
∫∞
∆x
(t − ∆x)fY (t) dt), and after some
manipulations, we obtain RN (∆x) = 1 −
∫∞
0
min(t,∆x)fY (t) dt
E(Y )
, which for Y ∈ Exp(LBS) be-
comes RN (∆x) = e
− ∆x
LBS . The computation of the MS-side factor RN (∆r) proceeds along the
same lines and is omitted.
If we consider two measurements at locations (x, r), (x+∆x,∆r) to be uncorrelated whenever
RN(∆x,∆r) ≤ 1/e, then experiments become uncorrelated if conducted at |∆x| > LBS apart, or
|∆r| > (1−1/e)2RC apart, or a combination of both. We should also note the important fact that
the ACF of the large-scale fading (LSF), RF(∆x,∆r) is also given by Theorem 4. The reason
is, intuitively, that if the clusters’ powers are assumed independent and identically distributed
(which is a reasonable assumption for |∆x|, |∆r| in the order of a few tens of wavelengths)
and independent of the VRs, then only the proportion of common clusters affects the ACF.
F. Results and Validation
To gain more insight into the behavior of the proposed BS-VR extension of the model and
the influence of the mean lifetime and intensity, simulation results of a PLA and K = 9 single-
antenna users in NLOS propagation conditions are presented in Fig. 5. Users are located in an
outdoor environment at distance R from the BS; the angular separation between adjacent MSs
is one degree. At the BS side, a ULA with M = 128 λ/2-spaced antennas spanning L = 7.5
meters is used. All antennas are vertically-polarized and omnidirectional in the azimuth plane.
Simulation results have been obtained from 100 runs using the parameters in Table II. The carrier
frequency is 2.6 GHz and the bandwidth, sampled at 257 equispaced points, 50 MHz.
We study the condition number, κ(H) = σ1(H)
σK(H)
, of the K×M MU-MIMO channel matrixH .
In particular, CDFs of
κdB(H(t, f)) = 20 log10(κ(H(t, f))) (30)
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Fig. 5. Comparison of the channel condition number, κdB, of K = 9 single-antenna users in an outdoor environment with
NLOS propagation conditions to a PLA with M = 128 antennas. (Left) Varying LBS for fixed R, λ; (middle) Varying λ for
fixed R,LBS; (right) Varying R for fixed LBS, λ.
are shown, of which several interesting remarks can be made. Firstly, κdB can decrease as the
mean BS-VR lifetime, LBS, increases (for fixed λ), which is in contrast to common wisdom
stipulating that spatial separability improves as more array sections are exposed to different
environments. Secondly, κdB decreases as the BS-VR process birth-rate, λ, increases for fixed
LBS > 0. In this case, the reason is that larger values of λ entail richer environments with more
scatterers (clusters), which facilitates spatial separability. Thirdly, κdB decreases as the BS-MS
distance, R, increases for fixed MS angular separation. By the discussion in the preceding section,
the MS-side LSF ACF, RN(∆r), is low for
R
RC
>> 1, thereby driving toward zero the condition
number, κdB. Conversely, RN (∆r) goes to one as
R
RC
→ 0, the overall effect being a noticeable
increase of κdB. (This is despite the fact that spherical effects become more noticeable at close
range, pulling the BS-side small-scale fading (SSF) ACF, RN(x1, x2), toward zero.)
V. EXTENSION FOR CLOSELY-LOCATED USERS
Using indoor measured channels, we next characterize, analyze, and validate an extension of
the COST 2100 model that describes individual MPCs at the MS side in terms of birth-death
processes, and which is of particular relevance for MaMi systems with closely-located users.
A. Distribution and Intensity of MPC Lifetimes
The results of this section are based on channel measurements in a large sports hall (20 m
×36 m×7.5 m) in the 2.6 GHz band. The radio channel between a conical monopole omnidi-
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rectional antenna moving on a 15-m-long straight-line track and a fixed cylindrical array with
128 antennas was sampled at an average rate of 400 snapshots/m. The snapshots obtained in
this way were then processed using a phase-based extended Kalman filter (EKF) that was able
to track the MPC parameters MPC of the propagation channel along a 15 m route. The reader
is referred to [31] for further discussion of the measurements and their processing.
To analyze the lifetimes of MPCs, we adopt the modeling framework introduced in Sec. IV-B.
Let I = {1, . . . , n}, where n is the number of detected MPCs. The output of the EKF consists
then of a sequence a1 ≤ . . . ≤ an of observed MPC birth locations such that x1 ≤ ai ≤ x2 for
all i ∈ I, and a sequence υ1, . . . , υn of observed MPC lifetimes5 such that ∆0 ≤ υi ≤ L for all
i ∈ I and for some minimum feature size ∆0 > 0. For the particular track that we will study
we have L = 15 m, ∆0 = 7.5 cm, and n = 752.
As before, let θ = [λ, θTY ]
T be a (p + 1)-dimensional vector of parameters to be estimated,
and let x = [a1, b1, a2, . . . , bn] be a 2n-dimensional vector of data. To model the MPC lifetimes
we restrict attention to the following three cases:
1) Y ∈ Exp(LMPC). Thus, fY (y; θY ) takes the form (14) with θY = [LMPC] for some LMPC ∈
R
+, and the likelihood function L(θ;x) is given by (17). As this and the BS-VR problem
addressed in Sec. IV-D are formally identical, it follows that the vector θˆ = [λˆ, LˆMPC]
T
of MLEs is available in closed-form from (15) and (16) in Theorem 2.
2) Y ∈ LN10(µMPC, σ2MPC) is lognormally distributed. Thus, fY (y; θY ) takes the form
fY (y; θY ) =


0, for y < 0;
1
y
√
ψ2π
exp(− (log(y)−m)2
2ψ
), for y ≥ 0,
(31)
with θY = [µMPC, σ
2
MPC]
T for some µMPC ∈ R, σ2MPC ∈ R+ such that
m = µMPC(
log(10)
10
), ψ = σ2MPC(
log(10)
10
)2,
and L(θ;x) is given by (12). As no closed-form solution is available in this case, the
vector θˆ = [λˆ, µˆMPC, σˆ
2
MPC]
T of MLEs has been obtained by solving (13) numerically.6
5Technically, the observed MPC lifetimes υ1, . . . , υn are outcomes of the random variables Υ1, . . . ,Υn. These are assumed
identically distributed, and are denoted generically by Υ.
6To facilitate the numerical evaluations in (13), closed-form expressions, as a function of Φ(x), of some of the terms involved
are given in [40].
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3) Υ ∈ TLN10(µMPC, σ2MPC,∆0, L), the observed MPC lifetimes, follows a truncated lognor-
mal distribution. In this case fΥ(υ; θΥ) is given by
fΥ(υ; θΥ,∆0, L) ∝ fY (υ; θΥ)1[∆0,L](υ) (32)
with θΥ=[µMPC,σ
2
MPC]
T, and µMPC, σ
2
MPC, fY as in case 2. The vector θˆΥ=[µˆMPC,σˆ
2
MPC]
T
has been selected to minimize the vertical distance between the empirical CDF, obtained
from channel measurements, and FΥ(υ; θΥ), the reference CDF, with θΥ in some range of
interest; λˆ has simply been set to λˆ = n/L. We note that this case seems to be the most
common approach in the literature [30], [31].
Fig. 6 shows a comparison of the ECDF obtained from measurements, and the CDFs corre-
sponding to cases 1), 2), and 3). According to the figure, the best fit is the lognormal one (case
2). An exponential fit (case 1) matches measurements poorly, underestimating the cumulative
density function for short- and medium-lived MPCs (υ ≤ 2 m) and overestimating it for long-
lived ones (υ > 2 m). The lognormal fit of case 2, on the other hand, shows an excellent
agreement over the entire range of the observations. Even the proportion of lifetimes exceeding L,
namely Pr(Y > L), is best explained by the lognormal distribution, as shown in the inset. Turning
to the truncated lognormal case, the figure shows that when observed (Υ) rather than true (Y )
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MPC lifetimes are modeled, the resulting fit may not be satisfactory even when the “correct”
(lognormal) distribution is being used (see also [30], [31]). The problem is that the observation
model of case 3) takes observations υ1, . . . , υn at face value, and neglects the fact that MPCs
may extend beyond the measurement track, at one or both ends. The data shown in Table I
further emphasizes this point.
B. Distribution of MPC-VR Radii
In order to model the lifetime of individual MPCs within a cluster we introduce the concept
of MPC visibility region (MPC-VR), which is schematically illustrated in Fig. 1c in Sec. III.
In the figure, MPC-VRs are represented by discs contained within a certain MS-VR. There is
a one-to-one correspondence between the MPC-VRs of a certain MS-VR, and the scattering
points of the associated cluster. When the MS enters a MPC-VR, the corresponding scattering
point becomes active and contributes to the propagation channel. To give an example, active
MPC-VRs in Fig. 1c have been marked gray. It is a simple but crucial observation that different
MSs do not necessarily “see” the same set of active MPCs, even when they do have the same set
of active MS-VRs; we will apply this later to establish that the SSF ACF decays more rapidly
than when the concept of MPC-VR is not applied.
Let a MS move along the X-axis, and let MPC-VRs be distributed uniformly on the XY -
plane. Then, the distribution of the MPC lifetimes encountered during the movement (i.e., the
length of the intersecting chords) is
F˘Y (y;RMPC) =


0, for −∞ ≤ y < 0;
1−
√
1− ( y
2RMPC
)2, for 0 ≤ y < 2RMPC;
1, for 2RMPC ≤ y ≤ ∞,
(33)
TABLE I
ESTIMATED PARAMETERS AND MEANS OF CASES 1, 2, AND 3.
Case λˆ θˆY E(Y ; θˆY )
1 52.30 LˆMPC = 0.81 0.81
2 171.60 µˆMPC = −16.92, σˆ2MPC = 94.60 0.25
3 52.13 µˆMPC = −11.09, σˆ2MPC = 89.91 0.84
21
where RMPC ∈ R+ is the radius of the MPC-VRs. (For simplicity, we have assumed that the
same set of MS-VRs is always visible during the movement. This assumption is often made in
indoor environments [14], [43].) The CDF (33) has been plotted in Fig. 7, top, for several values
of RMPC.
To reconcile (33) with our previous findings, namely that true MPC lifetimes appear to be
lognormally distributed, we need to find RMPC ∈ R+ such that F˘Y (y;RMPC) approaches
FY (y; θˆY ) = Φ(
log(y)−m
ψ1/2
) (34)
with θˆY given by case 2 in Table I, and m,ψ as before. However, a quick examination of Fig. 7,
top, shows that no such number exists: The desired lognormal curve (34) is concave for y ≥ 0,
but for every fixed RMPC ∈ R+, (33) turns out to be convex in the interval 0 ≤ y ≤ 2RMPC.
The solution to this difficulty is to use discs of various sizes, an idea which is supported by
the measurements. Let RMPC be a random variable with PDF fRMPC : R
+ → R+. Then by (the
continuous version of) the law of total probability [39] we have
F˘Y (y) =
1
E(RMPC)
∫ ∞
−∞
r F˘Y (y; r) fRMPC(r) dr. (35)
Thus, F˘Y (y) can be thought of as a “weighted sum” of MPC-VR functions (33), and our task
is to find nonnegative weights fRMPC(r) for all r ∈ R+ such that F˘Y (y) is close to lognormal
according to some prescribed criterion of closeness. Our approach here is to adopt the least-
squares criterion. As we have no a priori reason to expect fRMPC(r) to be easily obtainable by
analytical methods, we solve a discretized version of problem (35), namely
minimize
w
(Aw − b)†(Aw − b)
subject to w1, . . . , wq ≥ 0,
q∑
i=1
wi = 1, (36)
where A is a p × q matrix with [A]ij = F˘Y (yi; rj) as the ij-th entry, w is a q × 1 vector
of nonnegative weights w1, . . . , wq, and b is a p × 1 vector with FY (yi; θ) as the i-th entry.
Further, we have defined the sets Y = {y1, . . . , yp} of sampling lifetimes, and R = {r1, . . . , rq}
of sampling radii. Note that the condition
∑q
i=1wi = 1 is needed to ensure that the mapping
pRMPC(ri) = Pr(RMPC = ri) = wi, ri ∈ R, (37)
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is a proper PMF. Crucially, the optimization problem (36) is a quadratic program [44], and can
be readily solved by using a number of available numerical packages, such as MATLAB or
CVX [45].7
Fig. 7, bottom left, shows a comparison of the lognormal CDF (34) and its approximation
F˜Y (yi) obtained by solving (36) with Y = {.0025, .0525, . . . , 14.9525} and R = {.000, .025, . . . ,
23.000}, so that A is of size 300×921. The approximation is excellent, with a root-mean-square
error
RMSE =
√√√√∑yi∈Y(F˜Y (yi)− FY (yi; θ))2∑
yi∈Y 1
(38)
about 1.1 × 10−14 in the range 0 ≤ y ≤ L. The goodness of the fit suggests that the proposed
method, namely to model MPC birth-death processes using MPC-VRs with radii RMPC drawn
from a certain distribution fRMPC : R
+ → R+, is rather flexible and, as such, applicable to
a greater range of environments having different propagation characteristics. For each such
7A different version of (36) sets [A]ij = ri F˘Y (yi; rj), 1 ≤ i ≤ p, 1 ≤ j ≤ q, and uses the mapping pRMPC(ri) =
(wi
ri
)/(
p∑
k=1
wk
rk
) instead of (37). While closer to the original, continuous formulation, this alternative way of discretizing (35) is
prone to numerical issues and instability for small values of ri. Because of this, in this work we restrict attention to (36), (37).
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environment, the appropriate distribution of RMPC can be found by solving an optimization
problem like (36).
In our case, however, a further generalization is possible: Fig. 7, bottom right, shows the
cumulative sum of the weights w1, . . . , w921, and a lognormal approximating curve which has
the form (34) with parameters
µRMPC = −19.8, σ2RMPC = 101.3. (39)
The radii RMPC are now drawn from a two-parameter continuous distribution which conveniently
summarizes all q = 921 weights. Again, the agreement between the two curves is excellent,
with a RMSE ≈ 2.2 × 10−4 whenever RMPC > .025. Motivated by this, we introduce in
the COST 2100 model circular MPC-VRs with lognormally distributed radii according to the
parameters µRMPC , σ
2
RMPC
, given in Table II.
C. Distribution of MPC-VR Amplitudes
We model the relative contribution of each MPC to the total channel gain by means of the
so-called gain function [1], [7]. More precisely, a Gaussian profile
gMPC,ℓ(rMS) = exp(−d(rMS − rg,ℓ)
2
2σ2g,ℓ
) (40)
multiplies the complex amplitude of each MPC, where the weight gMPC,ℓ(rMS) depends on the
Euclidean distance between the user position rMS = [rMS,x, rMS,y, rMS,z]
T and the center rg,ℓ =
[rg,ℓ,x, rg,ℓ,y]
T of the ℓ-th MPC-VR measured on the XY -plane:
d(rMS − rg,ℓ) =
√
(rMS,x − rg,ℓ,x)2 + (rMS,y − rg,ℓ,y)2.
Thus, at distance, e..g., σg,ℓ from its center, the MPC gain function has decayed by 4.3 dB. The
centers rg,ℓ are generated uniformly inside the corresponding MS-VRs, which are assumed to
have radius RC ∈ R+. The profile widths σg,ℓ are identified with the radii RMPC, and follow
a lognormal distribution with parameters see (39). Thanks to the MPC gain function feature,
variations observed [26], [31], [46] in the gain of individually tracked MPCs can be adequately
modeled, helping to smoothly ramp up (fade out) the contributions of new-born (dead) MPCs,
as users navigate in an out of the MPC-VRs.
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Let N effMPC denote the average effective number of MPCs per cluster, defined as the average
number of MPCs whos amplitude at any given point within the MPC-VR exceeds a certain
value. Then, the required number of MPCs per cluster is
NMPC = N
eff
MPC
R2C
E(R2MPC)
= N effMPC
(
RC
exp(m′ + ψ′)
)2
, (41)
where
m′ = µRMPC(
log(10)
10
), ψ′ = σ2RMPC = (
log(10)
10
)2, (42)
and log denotes the natural logarithm. We remark that if backwards compatibility is desired, one
can simply set NMPC = N
eff
MPC, µRMPC =∞, σRMPC = 0, and the MPC-VRs concentric with the
MS-VRs.
D. Results and Validation
To validate the proposed extension, we here study the autocorrelation function and the channel
condition number.
1) Autocorrelation Function: One important result in this paper is the following:
Theorem 5 (ACF of SSF). The space-frequency ACF of the SSF is asymptotically given by
R(∆r,∆f)→ RH(∆r,∆f)RY(∆r) as E(n)→∞, (43)
where RH(∆r,∆f) is the ACF of the SSF without the gain function, and
RY(∆r) =
E(n11(∆r))
E(n)
. (44)
In particular, R(∆r,∆f) obeys the bound
|R(∆r,∆f)| ≤ |RY (∆r)|. (45)
Proof. We start by writing the propagation channel of the COST2100 model as
H(r, f) =
∑
ℓ∈N (r)
aℓe
−i(kℓ·r+2πτℓf), (46)
where kℓ =
2π
λ0
kˆℓ is the (vector) wavenumber, kˆℓ is a unit vector pointing in the direction of
propagation of the ℓ-th MPC, and we assume that the complex amplitudes aℓ (and thus H(r, f))
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have zero mean. Note that the subindices ℓ can possibly extend over several MPC-VRs. For any
r ∈ R3, f ∈ R, the covariance function of the SSF is given by
C(∆r,∆f)
= E {H(r, f)∗H(r +∆r,∆f)}
= EN (·),aℓ



 ∑
ℓ∈N (r)
aℓe
−i(kℓ·r+2πτℓf)


∗
 ∑
ℓ′∈N (r+∆r)
aℓ′e
−i(kℓ′·(r+∆r)+2πτℓ′f)



. (47)
Now, by defining N11 := N (r)∩N (r+∆r), and assuming uncorrelated scattering, (47) reduces
to
C(∆r,∆f) = EN11{
∑
ℓ∈N11
E(|aℓ|2)e−i(kℓ·∆r+2πτℓ∆f)}
≈ RY (∆r) EN (r){
∑
ℓ∈N (r)
E(|aℓ|2)e−i(kℓ·∆r+2πτℓ∆f)}
→ RY (∆r)CH(r, f) as E(n)→∞,
where CH(r, f) is the covariance function of the SSF without the gain function. Finally, nor-
malize C(∆r,∆f) by dividing by C(0, 0) = CH(0, 0) and the claim follows.
Example 1. Let RMPC have distribution FRMPC(r) = δR0(r) for some R0 ≥ 0, where δx0(x) is
the Dirac delta function. Then the ACF of the number of MPCs has the form
RY(d) =


1
π
(2χ− sin(2χ)), for 0 ≤ d ≤ 2R0;
0, otherwise,
(48)
where χ = cos−1(d/2
R0
) (and so 0 ≤ χ ≤ π
2
), and d = |∆r| (cf. BS-side ACF of Theorem 4).
The autocorrelation function (48) is sometimes called the circular correlation function [47], [48].
Note that (48) vanishes beyond d = R0, and so the SSF becomes uncorrelated.
Example 2. Let RMPC have arbitrary PDF fRMPC : R
+ → R+ with finite second-order moment.
Then the ACF of the number of MPCs takes the form
RY(d) =
1
π
∫∞
d/2
r2(2χ(r)− sin(2χ(r))fRMPC(r) dr∫∞
0
r2fRMPC(r) dr
, (49)
with χ(r) = cos−1(d/2
r
) and, consequently, sin(2χ(r)) = 2(d/2
r
)
√
1− (d/2
r
)2.
The examples above show that the MPC gain function can play an important role at reducing
multiuser correlation, especially when the channel as seen by the users exhibits small angular
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Fig. 8. Comparison of simulated MU-MIMO channels of nine closely-located users in a LOS, indoor environment with (“ON”)
and without (“OFF”) the proposed MPC gain function extension. Both directive and omnidirectional antenna patterns are
considered. At the BS side, a compact array with M = 32, 128 antennas is used. For comparison, plots of channels measured
in the same environment and also shown (black, dotted line).
spreads, or when the MPC lifetimes are particularly short (see Example 1). For typical angular
spreads in outdoor and (especially) indoor environments, however, RH(∆r,∆f) often decays
rapidly with |∆r|, in effect rendering the contribution of RY (∆r) less apparent. In fact, a careful
comparison8 of user correlation levels in (i) channels measured in an indoor environment, (ii)
synthetic channels emulating the said environment and including the proposed gain function ex-
tension, and (iii) synthetic channels without the gain function extension, revealed no statistically
significant differences between the three cases (|∆r| being in the range between 0.5 and 3.5 m).
Notwithstanding the above, the importance of modeling the MPC gain function becomes clear
when higher-order statistics, involving more than two users, are considered, as we show next.
2) Channel Condition Number: It turns out that the MPC gain function has quite a noticeable
effect on the condition number κ(H(t, f)), whereH(t, f) is the K×M channel matrix at time t
and frequency f of an MU-MIMO system with K single-antenna users and M BS antennas. In
8Due to lack of space, the detailed results of this comparison are omitted, and only a short summary is given. See towards
the end of the next section for related comments.
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Fig. 8, a comparison of simulated MU-MIMO channels with and without the MPC gain function
is presented. In particular, CDFs of the logarithmic channel condition number
κdB(H(t, f)) = 20 log10(κ(H(t, f))) (50)
of K = 9 closely-located, single-antenna users in a LOS, public auditorium [19, indoor site
MS 1] are shown. We consider both directive and omnidirectional antenna patterns. Directive
antenna patterns have been measured with an upper body phantom [49] and in our simulations are
oriented towards the auditorium stage. At the BS side, a compact cylindrical array with measured
antenna patterns have been used. We consider M = 32 and 128 BS antennas. The positions and
spreads of clusters are set as in the actual measured environment, while the rest of the COST
2100 model parameters have been extracted from measured indoor channels [50] and are reported
in Table II. Simulation results are based on data from 10 runs. For each run, B = 257 frequency
points over 50 MHz of bandwidth, and T = 10 positions (i.e., snapshots) over 0.25 m of a
straight line, one for each user, have been simulated. For comparison, the CDFs obtained from
measured channels are also included (black, dotted line). Prior to computing κdB, the complex
gains of both simulated and measured channels have been normalized by the expression
hkm(t, f) = h
meas
km (t, f)
(
Ek
MTB
)−1/2
, (51)
Ek =
M∑
m=1
T∑
t=1
B∑
f=1
|hmeaskm (t, f)|2, (52)
where hmeaskm (t, f) are the unnormalized channels, so that the total channel gain for each user
is MTB.
As can be seen, when the MPC gain function is included in the simulations (“ON” label),
a good agreement is observed between simulated and measured channels for both 32 and 128
BS antennas. On the other hand, not including it (“OFF” label) results in too large values
of κdB by about 10 dB. This gap between the “ON” and “OFF” cases is reduced by 2 dB or
so when measured rather than omnidirectional antenna patterns are applied.9 This improvement
alone, however, is not sufficient to explain the observed low values of κdB measured, and the
introduction of a MPC gain function seems to be required for realistic channel simulations.
9This can be explained as follows. When the MPC gain function is turned “OFF” directive antennas can, by selecting different
MPCs, help decorrelating the users’ radio channels. When the gain function is turned “ON” users already “see” different MPCs
and directive antenna patterns, by filtering away some of the MPCs, may have an adverse effect.
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To gain further insights into the behavior of the MPC gain function in multiuser systems,
we next study the dependence of κdB on the angular spreads of the environment. For this we
adopt a simple propagation model consisting of only one cluster whose MS- and BS-side angular
spreads, denoted respectively by ΩMS and ΩBS, can be controlled independently. (This is called
a “twin” cluster in the terminology of the COST 2100 model [13]). Fig. 9 shows the average
κ¯dB =
1
TB
T∑
t=1
B∑
f=1
κdB(H(t, f)) (53)
of κdB for various MS- (left) and BS-side (right) angular spread values. Here, T = 300, and for
each 1 ≤ t ≤ T the locations of the users have been randomly assigned inside a 2 m radius
circle. Furthermore, we have set the MPC-VR radius RMPC = 0.5, the effective number of
MPCs N effMPC = 100, the number of users K = 9, and the number of BS antennas M = 128.
In general, the channel condition number, κ¯dB, decreases as the angular spreads increase. When
the MPC gain function is turned “ON”, κ¯dB always attains a lower value. Moreover, this value
mainly depends on the BS angular spread ΩBS, and not so much on the MS angular spread ΩMS.
When, on the other hand, the MPC gain function is turned “OFF”, we see that κ¯dB depends
on both ΩBS and ΩMS. This has interesting implications for the design and validation of MaMi
systems. Most notably, the plots in Fig. 9 suggest that users having angular spreads as small
as ΩMS = 5
◦ can still be served concurrently provided that ΩBS and M are sufficiently large.
Conversely, if the decorrelating effects of the MPC gain function are not properly accounted for,
results involving closely-located users may be overly pessimistic, even for large ΩBS and M .
The significance of the MPC gain function will depend on the spatial density of concurrently
served users, that is, the number of users communicating over the same time-frequency resource
in a certain limited region. In the bottom pane of Fig 9, plots of the gap
δκ¯dB = κ¯dB,OFF − κ¯dB,ON (54)
between the “ON” and “OFF” states are presented for ΩBS = 60
◦, ΩMS = 15◦, 30◦, 60◦, and K =
2, . . . , 18. As can be seen, the gain function has a negligible effect for low values of K, but its
impact becomes noticeable as K increases, in good agreement with our comments in Sec. V-D1.
VI. SUMMARY AND CONCLUSIONS
Certain important aspects of the MaMi propagation channel are not captured by prevalent
channel models. In this paper, we extend the conventional COST 2100 model with the concepts of
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Fig. 9. Average κ¯dB of the channel condition number ofK = 9 single-antenna MSs and aM = 128-antennas BS connected by a
single “twin” cluster. The MS-side (left) and the BS-side (right) cluster angular spreads, ΩMS and ΩBS, are swept independently
for the cases of “ON”/“OFF” MPC gain function, and directive / omnidirectional user antennas (NeffMPC = 100).
(1) BS-VRs, to model the appearance and disapperance of clusters along the axis of a physically-
large array; and (2) MPC-VRs and MPC gain function, to model, at the MS side, birth-death
processes of individual MPCs. Based on measurements of MaMi channels, the parameters of the
proposed extensions have been statistically characterized, and their impact on the properties of
MaMi propagation channels investigated theoretically and by simulations. In addition, it has been
shown that simulation results are consistent with measurements of closely-located users, which
demonstrates that the proposed extensions are able to capture the intended MaMi characteristics.
A MATLAB implementation of the COST 2100 model with the proposed extensions (as well
as full support of other essential, but not discussed in this paper, MaMi characteristics such
as spherical wavefronts and cluster dispersion in elevation) is freely available at [35]. Most
importantly, this implementation provides a complete simulation framework for studies of MaMi
channels for 5G and beyond.
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TABLE II
PARAMETRIZATION OF THE COST 2100 MODEL EXTENSION FOR CLOSELY-LOCATED USERS WITH PLA AND CLA
AT 2.6 GHZ.
Parameter Outdoor VLA (NLOS)1 Indoor CLA (LOS)
Length of BS-VRs
LBS [m] 3.2 -
Slope of BS-VR gain
µBS [dB/m] 0 -
σBS [dB/m] 0.9 -
MPC gain function
µRMPC [dB] - -19.8
σRMPC [dB] - 10.1
Average number of visible far clusters
NC 2.9×(LBS + L) 15
Radius of the cluster visibility region
RC [m] 10 5
Radius of cluster transition region
TC [m] 2 0.5
Number of MPCs per cluster
NMPC 31 1000
2
Cluster power decay factor
kτ [dB/µs] 43 31
Cluster cut-off delay
τB [µs] 0.91 0.25
Cluster shadowing
σS [dB] 7.6 2.7
Cluster delay spread
mτ [µs] 0.14 0.005
Sτ [dB] 2.85 1.5
Cluster angular spread in azimuth (at BS)
mψBS [deg] 7.0 4.6
SψBS [dB] 2.4 2.1
Cluster angular spread in elevation (at BS)
mθBS [deg] 0 3.7
SθBS [dB] 0 2.6
Cluster angular spread in azimuth (at MS)
mψMS [deg] 19 3.6
3
SψMS [dB] 2.0 2.1
3
Cluster angular spread in elevation (at MS)
mθMS [deg] 0 0.7
3
SθMS [dB] 0 3.6
3
Cluster spread cross-correlation
ρσSτ -0.09 -0.45
ρσSψBS 0.04 -0.56
ρσSθBS 0 -0.50
ρτψBS 0.42 0.70
ρτθBS 0 0.34
ρψBSθBS 0 0.50
Radius of LOS visibility region
RL [m] - 30
3
Radius of LOS transition region
TL [m] - 0
3
LOS power factor
µKLOS [dB] - -5.2
σKLOS [dB] - 2.9
XPR
µXPR [dB] 0 9
4
σXPR [dB] 0 3
4
1 Reused from [1], except LBS, NC.
2 Neff
MPC
= 10.
3 Adopted from COST 2100 channel model, 5 GHz indoor hall scenario [51], [52].
4 Adopted from WINNER II channel models [11].
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