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ARITHMETIC PROPERTIES OF PICARD-FUCHS EQUATIONS AND
HOLONOMIC RECURRENCES
ZANE KUN LI AND ALEXANDER W. WALKER
Abstract. The coefficient series of the holomorphic Picard-Fuchs differential equation associated
with the periods of elliptic curves often have surprising number-theoretic properties. These have
been widely studied in the case of the torsion-free, genus zero congruence subgroups of index 6 and 12
(e.g. the Beauville families). Here, we consider arithmetic properties of the Picard-Fuchs solutions
associated to general elliptic families, with a particular focus on the index 24 congruence subgroups.
We prove that elliptic families with rational parameters admit linear reparametrizations such that
their associated Picard-Fuchs solutions lie in Z[[t]]. A sufficient condition is given such that the same
holds for holomorphic solutions at infinity. An Atkin-Swinnerton-Dyer congruence is proven for the
coefficient series attached to Γ1(7). We conclude with a consideration of asymptotics, wherein it is
proved that many coefficient series satisfy asymptotic expressions of the form un ∼ ℓλ
n/n. Certain
arithmetic results extend to the study of general holonomic recurrences.
1. Introduction and Summary of Results
Let f(t) be holomorphic on a region Ω. Then f(t) is holonomic if it satisfies a differential equation
L with coefficients in C[t]. The set of holonomic functions is a commutative C-algebra under
addition and pointwise (Cauchy) multiplication. Similarly, a sequence {an} is said to holonomic
if it satisfies a linear recurrence with polynomial coefficients. These two concepts are related: if
f(t) =
∑
ant
n is holonomic, then {an} is holonomic. The converse holds, but only in the formal
sense. For example, {n!} is clearly holonomic. For more general theory (especially in the theory of
computing with holonomic sequences and functions) see [11].
If the coefficients of L are polynomials in Z[t], then we say that f is holonomic over Z (and
similarly for R, C, etc.). If f(x) is holonomic over Z[t] (or other rings), f may or may not lie in
Z[[t]] (consider the functions x and ex).
The linear differential equations that will be of interest in this paper are the so-called Picard-
Fuchs equations. A proper introduction can be found in [13]. Briefly, let Et be a smooth family
of elliptic curves, parametrized over C. Fix a point t0, and a cycle γ. Locally, we may identify γ
with cycles in an open neighborhood of fibers. Now fix a holomorphic 1-form ω(t) defined over all
smooth fibers, and define the period of ω as
π(t) :=
∫
γ
ω(t).
It can be shown that π(t) satisfies a second order differential equation with polynomial coefficients,
called the Picard-Fuchs equation of Et. This differential equation can be computed in full generality
by the Griffiths-Dwork algorithm and by classical means in the case of elliptic curves.
Consider the family of elliptic curves characterized by the Weierstrass equation
Et : y
2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6(1)
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in affine form, where ai = ai(t) ∈ Z[t]. We shall frequently write ai for both ai(t) and ai(0), the
reduction of ai mod t. To reduce ambiguity, care will be made to differentiate between ‘=’ and ‘≡’.
In terms of these coefficient functions, the modular invariants g2 and g3 can be expressed as
12g2(t) =
(
(a21 + 4a2)
2 − 24(a1a3 + 2a4)
)
,
−216g3(t) =
(
(a21 + 4a2)
3 + 36(a21 + 4a2)(a1a3 + 2a4)− 216(a23 + 4a6)
)
.
For convenience, we shall assume that the elliptic discriminant ∆(t) = g32 − 27g23 is zero at the
origin (in any case, this can be accomplished by a simple reparametrization of t). The j-invariant
is written as j(t) = g2(t)
3/∆(t).
It is well known that in the case of elliptic curves, the Picard-Fuchs equation is given by the
following system of differential equations (see [14, Equation (3.3)])
d
dt
(
f1
f2
)
=
1
24∆(t)
( −2∆′(t) 36γ(t)
−3g2(t)γ(t) 2∆′(t)
)(
f1
f2
)
(2)
where γ(t) = 3g3(t)g
′
2(t) − 2g2(t)g′3(t). From [13], two independent solutions to the Picard-Fuchs
equation at t = 0 are
F(t) =
(
12g2(t)
12g2(0)
)−1/4
2F1
(
5
12
,
1
12
; 1;
1
j(t)
)
and F(t) log(1/j(t)) + G(t), where G(t) is holomorphic about t = 0.1 Let f(t) =∑n≥0 untn denote
the unique holomorphic solution at t = 0 with u0 = 1. Since f(t) is a solution to a differential
equation, the {un} correspond to a holonomic recurrence. We have the following theorem which
bounds the denominator of un.
Theorem 1.1. Let f =
∑
n≥0 unt
n be the unique holomorphic solution to the Picard-Fuchs equation
associated to the family Et given in (1) and satisfying u0 = 1. With dn denoting the denominator
of un in reduced form, dn divides the integer
(
8(12g2(0))
4
)n
.
We remark that this theorem generalizes Theorem 1.5 of [13] in that Stienstra and Beukers
specifically consider the case when a1 ≡ 1 (mod t) and a2 ≡ · · · ≡ a6 ≡ 0 (mod t). A refinement
of this theorem allows us to show that there exists a k ∈ Z such that f(kt) ∈ Z[[t]] and under
certain additional conditions allows us to show that f(t) ∈ Z[[t]]; that is, that the {un} are integral,
a result that would have been very hard to show from our recursive definition alone. To further
strengthen this, we prove the following ‘reduction’ theorem, which is ultimately dependent on the
upper bound established in Theorem 1.1.
Theorem 1.2. Fix a prime p, and let q0, . . . , qℓ ∈ Z[n]. Suppose that the integers {un} satisfy the
holonomic recurrence
(n+ 1)2un+1 = p
k0q0(n)un + p
k1q1(n)un−1 + . . . + p
kℓqℓ(n)un−ℓ,(3)
with u0 = 1 (and we interpret u−1 = . . . = u−ℓ = 0) such that ki ≥ (1 + i)k0 for 1 ≤ i ≤ ℓ. Then
p⌈n(k0−2/(p−1))⌉ divides un.
So far, our integrality results have relied upon explicit Weierstrass equations of the form (1), in
which the coordinate functions ai(t) lie in Z[t]. While this is sufficient for many applications, it
will often be necessary to generalize this criterion to admit ai(t) ∈ Z(t). This is particular useful in
conjunction with Top and Yui’s work [16], in which explicit equations for higher index subgroups
are obtained by rational maps of the parameter t. For example, the equations given for Γ0(8) read
1Moreover, these represent a basis for solutions in any neighborhood of j(t) =∞.
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as Et : y
2 = x3 + (2− t2)x2 + x. Following the inclusion Γ1(8) ⊂ Γ0(8), the authors construct an
explicit equation for Γ1(8) by
E′t : y
2 = x3 + (2− s2)x2 + x, s = t
2
t2 + 1
.
The associated Picard-Fuchs solution, when reparametrized t 7→ 4t, appears to have a power series
with integral coefficients, where
{un}∞n=0 = {1, 0, 0, 0, 16, 0,−512, 0, 12864, 0,−299008, 0, 6743040 . . .}
yet our current extension of the Stienstra-Beukers method, Theorem 1.1, does not permit rational
parameters.
Let the rational function r(t) = p(t)/q(t) ∈ Z(t) be given in lowest terms. We define ν(r) = p(0)
and δ(r) = q(0). In general, if q(0) 6= 0, we have r(t) ∈ Z[[t/δ(r)]]/δ(r), where the outermost δ(r)
can be dropped if r(0) ∈ Z. With this new notation, we present the following generalization to
Theorem 1.1:
Theorem 1.3. Suppose that the hypotheses of Theorem 1.1 are met, with the relaxed assumption
that the coordinates ai(t) lie in Z(t). With f(t) =
∑
n≥0 unt
n and dn denoting the denominator of
un, it follows that dn divides the integer (8 δ(∆)ν(12g2)
4)n.
We now consider Picard-Fuchs solutions at t =∞. Using ideas from the proof of Theorem 1.1, we
give conditions under which the denominators of the coefficients of the Laurent series solution, in t,
are bounded. Again under certain conditions, we can show that the coefficients of the Picard-Fuchs
solution are integral.
As a motivating example for our analysis of holonomic recurrences and solutions to Picard-Fuchs
equations, we consider the solution and recurrences associated to Γ1(7). This subgroup is a genus
zero, torsion-free index 24 subgroup of PSL2(Z), and is associated with the following family of
curves:
Et : y
2 + (1− t− t2)xy + (t2 + t3)y = x3 + (t2 + t3)x2,(4)
with Picard-Fuchs equation
t(t+ 1)(t3 + 8t2 + 5t− 1)F ′′ + (5t4 + 36t3 + 39t2 + 8t− 1)F ′ + (4t3 + 21t2 + 15t+ 1)F = 0.(5)
Let
∑
n≥0 unt
n denote the unique holomorphic solution around t = 0. Then
(6)
(n+ 1)2un+1 = (2n + 1)
2un + (13n
2 + 2)un−1 + (9n
2 − 9n+ 3)un−2 + (n− 1)2un−3
u0 = 1, u1 = 1, u2 = 6, u3 = 25, u4 = 125, u5 = 642.
It follows easily from Theorem 1.1 that these {un} are integral. The family Et also admits a
holomorphic solution about t =∞, which can be written as ∑n≥0 vnt−n−2 with
(7)
(n+ 1)2vn+1 = −(9n2 + 9n+ 3)vn − (13n2 + 2)vn−1 − (2n − 1)2vn−2 + (n− 1)2vn−3
v0 = 1, v1 = −3, v2 = 12, v3 = −59, v4 = 325, v5 = −1908.
Again, we can show that these {vn} are integral. We can then prove that the sequence {|vn|}
satisfies a certain congruence relation. Using the theory of modular forms and a theorem of Verrill
in [17], we obtain the following theorem.
Theorem 1.4. Let {vn} be defined such that
(n− 1)2vn = (9n2 − 27n + 21)vn−1 − (13n2 − 52n+ 54)vn−2 + (2n− 5)2vn−3 + (n− 3)2vn−4
with v0 = 0, v1 = 1, v2 = 3, v3 = 12, and v4 = 59. Then for all primes p 6= 7 and any integers m
and r, we have
vmpr − γpvmpr−1 +
(p
7
)
p2vmpr−2 ≡ 0 (mod pr)
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where γp is the pth coefficient in the q-expansion of η(z)
3η(7z)3 and
(p
7
)
is a Legendre symbol.
To further study the arithmetic properties of holonomic recurrences in general, we investigate
asymptotics of these holonomic recurrences. Consider the constant holonomic recurrence U , given
by
U : un+1 =
N∑
j=0
kjun−j , kj ∈ C.(8)
We define χ(x) = xN+1 − k0xN − · · · − kN , typically called the characteristic polynomial of U . Let
λ1, . . . , λn denote the distinct roots of χ. It is well known that there exist polynomials pλi ∈ C[n] of
degree strictly less than the multiplicity of λi such that un =
∑
λ λ
n
i pλi(n). Thus, the asymptotics of
U are readily obtained, and may be simplified even further by summing over only those eigenvalues
which have maximum absolute value. In the case of a single dominating eigenvalue λ of multiplicity
one, we obtain the particularly simple asymptotic un ∼ pλλn.
Far less is known about the asymptotics of general holonomic recursions (i.e., when ki ∈ C(t) in
(8)). An important subclass of such recursions are those of Poincare´ type, in which limn→∞ ki(n)
is finite for all i; in that case we have the following theorems of Poincare´ and Perron ([6, Theorems
8.9-8.11]):
Theorem. Suppose that ki(n) 6= 0 for all n ∈ Z+. Then U has a fundamental set of solutions
{u1, . . . , uN+1} such that lim supn→∞ n
√
|uin| = |λi|. If the eigenvalues λi have distinct norms, then
limn→∞ u
i
n+1/u
i
n = λi.
This theorem is of immediate interest due to the following proposition.
Proposition 1.5. Let f(t) =
∑
n≥0 unt
n represent the power series of the solution to a Picard-
Fuchs differential system of a family of elliptic curves. Then the holonomic recurrence of the
coefficients of f is of Poincare´ type.
Proposition 1.5 implies that the asymptotic growth of the coefficients un in the Picard-Fuchs
solution f(t) =
∑
unt
n is approximately |un| ∼ λn, in that for all ε > 0 we have (|λ| − ε)n ≪
|un| ≪ (|λ| + ε)n (where ‘≪’ denotes the asymptotic less than). In one special case, we may say
more:
Theorem 1.6. Let pk(n) = akn
2 + bkn+ ck ∈ Z[n] with ak ≥ 0, and consider the sequence {un},
defined recursively by
(n+ 1)2un+1 =
N∑
k=0
pk(n)un−k.(9)
Then the characteristic polynomial χ has a unique positive real root λ with multiplicity 1. If ak(k−
1) + bk ≤ 0 for all k, then there exists an ℓ > 0 such that un < ℓλn/n for n≫ 0.
Example 1.7. We illustrate the preceding with the family of elliptic curves associated to Γ1(7), first
presented in (4). Given the recurrence
(n+ 1)2un+1 = (2n+ 1)
2un + (13n
2 + 2)un−1 + (9n
2 − 9n+ 3)un−2 + (n− 1)2un−3
u0 = 1, u1 = 1, u2 = 6, u3 = 25, u4 = 125, u5 = 642,
we note that the condition ak(k − 1) + bk ≤ 0 is met for all k (in this case, equality holds for
all k, which will become significant in Theorem 1.8). Our unique positive root is λ ≈ 6.295897,
a root of x3 − 5x2 − 8x − 1. With the notation of the proof of Theorem 1.6, let R = 21 and
γ = λ, and choose n = 106. This permits β = 507/19, whereby we may also take ℓ = 0.3556365, so
un ≤ 0.3556365λn/n for n ≫ 0. We will typically be interested in the infimum over all possible ℓ
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in Theorem 1.6, which can be approximated non-rigorously through an increasing sequence on n.
This example can be strengthened with the following theorem:
Theorem 1.8. Suppose that the conditions of Theorem 1.6 hold, with ak(k − 1) + bk = 0 for all k
and ck + kak ≥ 0 for all k. Suppose further that λ is unique in absolute value, and that un ≫ 0 for
large n. Then un ∼ ℓ0λn/n, for some ℓ0 ∈ R+.
Example 1.9. Although the hypotheses of Theorem 1.8 may seem hopelessly restrictive, we note
that these conditions are met by the recursive sequence {un} associated with Γ1(7) (see Example
1.7). Indeed, with notation as in the proof of Theorem 1.8, we have r0 = 1, r1 = 15, r2 = 21, and
r3 = 4. It follows that un ∼ ℓ0λn/n, where λ is as in Example 1.7 and 0.35561 < ℓ0 < 0.35564.
These bounds are obtained from Example 1.7 and the equation vn > wn, coupled with the closed
form for wn (taking M = 1000) where vn, wn, and M are defined as in the proof of Theorem 1.8.
We note that these bounds can be taken to arbitrary precision with our current methods.
Theorem 1.8 is useful for general holonomic recurrences, however, it does not allow us to explicit
determine the value of ℓ0. If we restrict to studying recurrences that arise from Picard-Fuchs
equations and hence from modular forms, one can actually deduce the asymptotic formula for un
with the value of ℓ0 differently. To this end, we offer the following theorem.
Theorem 1.10. Let f(t) =
∑
n≥0 unt
n denote the solutions to the Picard-Fuchs equation and
suppose the hypotheses of Theorem 1.6 are satisfied. If the sequence {unλ−n} is eventually positive
and monotonically decreasing and for some constants a and b we have f(t) + a log(1 − λt)→ b as
t→ (λ−1)−, then un ∼ aλn/n.
Typically to find such constants a and b, one resorts to the theory of modular forms. As an
application of this theorem, for the recurrence given in (6), we have un ∼ aλn/n where λ is as in
Examples 1.7 and 1.9 and
a =
7 sin(4π/7)
256π sin3(6π/7) sin5(2π/7)
≈ 0.3556270700876065.(10)
Analogous constants in the asymptotics associated to other congruence subgroups are given, the
method of proving these constants is similar to that of the Γ1(7) case. It seems likely that these
constants are related to periods of certain elliptic curves.
Similar work has been done with the index 12 subgroups (groups associated to the Beauville
families), which offer the advantage of closed forms for the coefficients {un}. Our analysis attempts
to do as much as possible without the crutch of a closed form solution to the recurrence.
Our paper is organized as follows. In Section 2.1, we prove Theorem 1.1 and introduce the
concept of “integral level.” Sufficient conditions for integrality of certain holonomic recurrences are
given. Theorem 1.2 is shown in Section 2.2. This is followed by Section 2.3 where we consider
the integral levels of Γ1(7) and Γ0(12). In Section 2.4, we extend Theorem 1.1 to the case when
ai(t) ∈ Z(t) and prove Theorem 1.3. We then consider the solution to the Picard-Fuchs equation at
t =∞ in Section 3. The congruence in Theorem 1.4 associated to the solution of the Picard-Fuchs
solution at infinity is proven in Section 3.1. Finally, in Section 4 we study the asymptotics of
holonomic recurrences, wherein Proposition 1.5, Theorem 1.6, Theorem 1.8, and Theorem 1.10 are
proven.
The computations for finding Picard-Fuchs differential equations (based off (2)) and the corre-
sponding {un} were done using a program the authors built in Mathematica. This program is
available at [10].
2. Near-Integrality
Let Et be a family of elliptic curves such that ∆(0) = 0 (where ∆ is the elliptic discriminant).
From [13] (and earlier), if Et is parametrized with coefficients in Z[t], then there exists a unique
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holomorphic solution f(t) =
∑
n≥0 unt
n to the Picard-Fuchs equation about t = 0 with u0 = 1.
Furthermore, f(t) is a G-function; that is, there exists a constant A such that the denominator dn
of un satisfies |dn| ≤ An (see [5]). In what follows, we extend a result of Stienstra and Beukers [13]
to prove an effective bound on A.
2.1. Preliminary Bounds. We first develop some preliminary bounds on A. To do this, we will
need the following lemma.
Lemma 2.1. For integral k ≥ 0, we have
123k
(−5/12
k
)(−1/12
k
)
∈ Z .
Proof. Up to units, we expand the product as 12k/(k!)2
∏k−1
j=0(5 + 12j)(1 + 12j) . For prime p, let
np and dp denote the exponent of p in the numerator and denominator, respectively, in the above.
Then n2 = 2k, while Legendre’s formula implies that
d2 = 2 (⌊k/2⌋ + ⌊k/4⌋ + ⌊k/8⌋ + . . .) ≤
∞∑
i=0
k/2i = 2k .
Similarly, one may show that n3 = k ≥ d3. Now let p > 3 be prime. We have p | (5 + 12j) if and
only if j ≡ −5(12−1) (mod p), and a similar formula holds for (1 + 12j). Running through j up
to k − 1, we have np ≥ 2(⌊(k − 1)/p⌋ + ⌊(k − 1)/p2⌋ + · · · ). Furthermore, if k ≡ 0 (mod p), then
np(k) = np(k + 1) as functions of k, as neither (5 + 12k) nor (1 + 12k) will be divisible by p. It
follows that np ≥ 2(⌊k/p⌋ + ⌊k/p2⌋+ · · · ). As the right hand sum is dp, we conclude that np ≥ dp
for all primes p, whence our product is integral. 
Proof of Theorem 1.1. Throughout, let F (a, b, c; z) denote the hypergeometric function 2F1. From
[13], the function
f(t) =
(
12g2(t)
12g2(0)
)−1/4
F
(
5
12
,
1
12
; 1;
1
j(t)
)
=
(
12g2(t)
12g2(0)
)−1/4 ∞∑
k=0
(−5/12
k
)(−1/12
k
)(
1
j(t)
)k
(11)
gives a solution to the Picard-Fuchs differential equation for Et in a neighborhood of j(t) = ∞,
which holds at t = 0 since g2(0) 6= 0 and ∆(0) = 0. By the preceding remarks, 12g2(t) ∈ Z[t], so
we have 12g2(t)/(12g2(0)) ∈ Z[t/(12g2(0))], using the fact that our constant term is 1. We recall
that (1 + 8z)−1/4 ∈ Z[[z]], hence (12g2(t)/12g2(0))−1/4 ∈ Z[t/(96g2(0))] under composition.2 (Note
that all convergence properties are satisfied).
Next, note that 1/j(t) = 123∆(t)/(12g2(t))
3 lies in 123Z[[t/(12g2(0))
4]]. To see this, we observe
that (12g2(t))
−1 ∈ Z[[t/(12g2(0))]]/(12g2(0)), hence (12g2(t))−3 ∈ Z[[t/(12g2(0))]]/(12g2(0))3. One
may show that ∆(t) ∈ Z[t], whereby ∆(t)(12g2(t))−3 ∈ Z[[t/(12g2(0))]]/(12g2(0))3 as well. Since
∆(0) = 0, our constant term is 0 and we have 1/j(t) = 123∆(t)/(12g2(t))
3 ∈ 123Z[[t/(12g2(0))4]].
By Lemma 2.1, it then follows by composition that F ( 512 ,
1
12 , 1; 1/j(t)) ∈ Z[[t/(12g2(0))4]]. Multi-
plication then gives f(t) ∈ Z[[t/(8 · (12g2(0))4)]], as claimed. This completes the proof of Theorem
1.1. 
Remark 2.2. As 12g2(t) lies in Z[t], Theorem 1.1 will never suffice to prove integrality; we may
prove, at most, that f(8t) ∈ Z[[t]], under the assumption 12g2(0) = ±1. In [13] on the other hand,
Stienstra and Beukers treat a less general case, in which a1 ≡ 1 and a2 ≡ . . . ≡ a6 ≡ 0. With these
assumptions integrality can be shown directly, upon careful examination of the expansion
12g2(t) =
(
a−11 · (1 + 4a2a−21 )−1/2 · (1− 24(a1a3 + 2a4)(a21 + 4a2)−2)−1/4
)4
.(12)
2The function (1− 8z)−1/4 is the generating function for the sequence {an} given by an := (2
n/n!)
∏n−1
k=0 (4k+1).
Integrality of this sequence follows in the manner of Lemma 2.1.
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Herein, we have simply traded strength for generality. In any case, we have the following:
Corollary 2.3. Let f =
∑
n≥0 unt
n as before. Then a finite number of primes divide elements of
the denominator set {dn}. Moreover, there exists a k ∈ Z such that f(kt) ∈ Z[[t]].
Corollary 2.4. With the notation of Theorem 1.1, suppose that g2(t)/g2(0) is a fourth power in
Z[[t]] and that 12g2(0) = ±1. Then the Picard-Fuchs solution f(t) lies in Z[[t]].
Proof. Our additional assumption implies that α(t) = (g2(t)/g2(0))
−1/4 ∈ Z[[t]], using the fact that
α(0) = 1. For the hypergeometric term in equation (11), note that 1/j(t) = 123∆(t)/(12g2(t))
3 lies
in 123Z[[t]], whereby Lemma 2.1 implies F ( 512 ,
1
12 , 1; 1/j(t)) ∈ Z[[t]] as well. 
Remark 2.5. This last corollary is the essence of Stienstra and Beukers integrality result in Theorem
1.5 of [13], wherein the decomposition of (12) is used to show that our ‘fourth power’ hypothesis is
met.
Example 2.6. Consider the family of elliptic curves parametrized by
Et : y
2 + 5xy + (t2 + 1)y = x3 + (t− 3)x2 + x+ t3 + 1 .
We compute 12g2(t) = 1 + 104t − 104t2 and ∆(0) = 0. With α(t) = 13t − 13, we may write
(12g2(t))
−1/4 = (1 − 8tα(t))−1/4. As in the footnote of the proof of Theorem 1.1, this implies that
12g2(t) has a fourth root in Z[[t]]. By Corollary 2.4, it then follows that the Picard-Fuchs solution
f(t) =
∑
n≥0 unt
n lies in Z[[t]]. The (integral) coefficient series {un} satisfies a 12-term holonomic
recurrence and begins with
1, −86, 26856, −10713740, 4757138560, −2243385809196, 1099636896720096 . . .
This example is taken only to illustrate that the requirements a1 ≡ 1 and a2 ≡ . . . ≡ a6 ≡ 0 from
[13] are not strictly needed in elementary proofs of integrality. In Example 2.8, a more general
example is introduced.
A parametrization of the family Et is said to be reduced if ai(t) ∈ Z[nt] for all i implies that
n = ±1. Clearly, every family is equivalent to a reduced family with ∆(0) = 0, under linear
transformation. By Corollary 2.3, every reduced family admits a reparametrization t 7→ kt, k ∈ Z,
such that f(kt) ∈ Z[[t]].
Definition 2.7. If E has a reduced parametrization and k is minimal (in absolute value) such that
f(kt) ∈ Z[[t]], then we say that |k| is the integral level of E.
One may extend this with the additional notion of fractional integral level, corresponding to the
cases in which un/k
n ∈ Z for all n. In any case, these will be well-defined by our previous work,
and should be viewed relative to the reduced representative of an elliptic curve equation. Similar
adjectives will be used to describe the associated recurrences in the coefficients un of f .
Example 2.8. Consider the (reduced) family of curves parametrized by
Et : y
2 + 2xy = x3 + x2 + tx+ t
We calculate ∆(t) = −16t(4t2−13t+32) and g2(t) = 16/3−4t. By Theorem 1.1, we have dn | 227n,
or equivalently, f(227t) ∈ Z[[t]]. The coefficient recurrence associated to f(227t) is given by
(n+ 1)2un+1 = 2
20(36n2 + 68n + 9)un − 244(76n2 + 104n − 123)un−1 − 271(16n2 − 48n + 35)un−2,
u0 = 1, u1 = 2
2032, u2 = 2
38105
hence {un} is an integer sequence, despite division by (n+ 1)2 at every iteration. To contrast this
with the ‘average’ behavior of similar holonomic sequences, see Zagier’s work [20]. We stress that
this example does not imply that the integral level of E is 227; however, given our previous work, it
does show that the level of E divides 227. On the other hand, one may check (by inspection) that
the level of E is at least 29.
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Remark 2.9. The Weierstrass form of an elliptic curve is not unique up to isomorphism, but one
may show that the j-invariant is, and that the modular invariant g2 is unique up to multiplication
by a fourth power [12]. Expanding this to families of elliptic curves, the formula in equation
(11) implies that the solution to the Picard-Fuchs equation is unique up to linear transformation
and multiplication by a polynomial in Z[t]. To avoid this technical matter in what follows, explicit
equations will be given for our parametrized families of curves. Note, in particular, that any scaling
of the argument of f (e.g. during the integral level analysis), corresponds to a trivial action on the
isomorphism classes of families of elliptic curves.
2.2. Further Bounds. In this section we give further bounds on the integral level of Et. We first
give the proof of Theorem 1.2.
Proof of Theorem 1.2. For integer n, let ρ(n) denote the maximal power of p dividing n. By (3),
we have
2ρ(n+ 1) + ρ(un+1) ≥ min
(
ρ(un) + k0, ρ(un−1) + k1, . . . , ρ(un−ℓ) + kℓ
)
≥ k0 +min
(
ρ(un), ρ(un−1) + k1 − k0, . . . , ρ(un−ℓ) + kℓ − k0
)
(13)
As a special case, suppose that the minimum in (13) is always obtained by the first term, ρ(un).
Then
ρ(un+1) ≥ k0 − 2ρ(n + 1) + ρ(un) ≥ 2k0 − 2ρ(n + 1)− ρ(n) + ρ(un−1) ≥ . . .
≥ k0(n+ 1)− 2
n∑
i=0
ρ(n+ 1− i) + ρ(u0) ≥ k0(n+ 1)− 2ρ
(
(n+ 1)!
)
wherein we have used the ‘logarithmic’ property of ρ and the fact that ρ(u0) = 0. By Legendre’s
formula, we have ρ((n+1)!) ≤ (n+1)/(p− 1), hence ρ(un+1) ≥ (n+1)(k0− 2/(p− 1)). Integrality
of ρ then implies that ρ(un+1) ≥ ⌈(n+ 1)(k0 − 2/(p − 1))⌉. This concludes the special case. Next,
suppose that the minimum in the first iteration of (13) is the term ρ(un−i) + ki − k0, instead of
ρ(un). Then
ρ(un+1) ≥ k0 − 2ρ(n+ 1) + (ρ(un−i) + ki − k0) ≥ (i+ 1)k0 − 2ρ(n + 1) + ρ(un−i)
≥ (i+ 1)k0 − 2
(
ρ(n+ 1) + . . .+ ρ(n+ 1− i))+ ρ(un−i)
Note that this is precisely the inequality we would have derived after (i+1) iterations of the above
induction. In general, this deviation from the special case has the same effect (none) regardless of
when it is implemented in the algorithm. As the index of ui falls below ℓ, note that the recursive
definition in (3) will begin to omit summands, beginning with pkℓqℓ(n)un−ℓ, hence the algorithm
will be forced to conclude along the lines of the special case (instead of jumping over u0 to negative
indices). This completes the proof of Theorem 1.2. 
While the previous section gives a theoretical upper bound for the integral level of a family of
elliptic curves, Example 2.8 suggests that our current bounds are far from optimal.
Corollary 2.10. With {un} as in (3), let s = ⌈(k0− 2/(p− 1))⌉. Then vn := p−nsun ∈ Z, and the
sequence {vn} satisfies the recurrence relation
(n+ 1)2vn+1 = p
k0−sq0(n)vn + p
k1−2sq1(n)vn−1 + . . .+ p
kℓ−(ℓ+1)sqℓ(n)vn−ℓ .(14)
In particular, f(p−st) ∈ Z[[t]].
Example 2.11. We continue Example 2.8. Taking s = 18, we find that f(227−18t) = f(29t) ∈ Z[[t]],
with coefficients {un} satisfying the integral holonomic recurrence
(n+ 1)2un+1 = 2
2(36n2 + 68n + 9)un − 28(76n2 + 104n − 123)un−1 − 217(16n2 − 48n + 35)un−2 ,
u0 = 1, u1 = 36, u2 = 420.
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It follows that E has integral level exactly 29, where the lower bound stems from Example 2.8.
While our algorithm here gives definite results, note that this does reflect the general case.
2.3. Some Applications. In this section, we apply our analysis to several curves associated to cer-
tain genus zero congruence subgroups of SL2(Z). By Remarks 2.2 and 2.5 the following proposition
is immediate:
Proposition 2.12 (cf. (1.5) in [13]). Let Et be a family of elliptic curves, parametrized as in (1).
Assume ∆(0) = 0 and let f(t) =
∑
n≥0 unt
n be the unique holomorphic solution to the Picard-Fuchs
equation with u0 = 1. Suppose (1) reduces modulo t to y
2 ± xy ≡ x3. Then un ∈ Z for all n ≥ 0.
We now apply the above proposition to prove the integrality of two sequences related to the
congruence subgroups Γ1(7) and Γ0(12), respectively. In the following, we shall always take f(t) =∑
n≥0 unt
n, with u0 = 1.
Example 2.13. Consider the family of elliptic curves associated to the congruence subgroup Γ1(7)
given in (4) with the associated recurrence in (6). Observe that (4) satisfies all the conditions of
Proposition 2.12. Then un ∈ Z for all n ≥ 0 and Et has integral level 1.
Example 2.14. Next, we consider the family of elliptic curves associated to Γ0(12). Again from [16],
the parametrized Weierstrass equations for this family of elliptic curves is given by
Et : y
2 + (t2 + 1)xy − t2(t2 − 1)y = x3 − t2(t2 − 1)x2.(15)
Accordingly, the Picard-Fuchs equation is
t(9t4 − 10t2 + 1)F ′′ + (45t4 − 30t2 + 1)F ′ + 12t(3t2 − 1)F = 0.
The recurrence for this example is
(16)
(n+ 1)2un+1 = (10n
2 + 2)un−1 − 9(n − 1)2un−3
u0 = 1, u1 = 0, u2 = 3, u3 = 0, u4 = 15.
Once again, the hypotheses of Proposition 2.12 are met, hence un ∈ Z for all n ≥ 0.
Remark 2.15. Another way to prove un ∈ Z is to observe that u2n+1 = 0 for all n and u2n =∑n
k=0
(n
k
)2(2k
k
)
; unfortunately, closed forms of this type (sums of products of binomial coefficients)
have not been found for other recurrences derived from congruence subgroups of level greater than
12.3
2.4. Integral Analysis with Rational Functions. In the previous sections, we assumed the
ai(t) ∈ Z[t]. Now we generalize the work in Section 2.1 to when ai(t) ∈ Z(t).
Proof of Theorem 1.3. We proceed along the lines of the proof of Theorem 1.1. From the notational
remarks preceding the statement of Theorem 1.3, it follows that
12g2(t)/(12g2(0)) ∈ Z[[t/δ(12g2/(12g2(0)))]] ⊂ Z[[t/(12g2(0)δ(12g2))]] = Z[[t/ν(12g2)]].
As before, we obtain (12g2(t)/(12g2(0)))
−1/4 ∈ Z[[t/(8ν(12g2))]].
Next, note that (12g2(t))
−3 ∈ Z[[t/ν(12g2)]]/ν(12g2(0))3, hence
1
j(t)
= 123∆(t)(12g2(t))
−3 ∈ 123 · Z[[t/(δ(∆)ν(12g2))]]
ν(12g2)3
.(17)
As ∆(0) = 0, the external denominator in (17) can be absorbed into the brackets, and we
have (by Lemma 2.1) that the hypergeometric term of the Picard-Fuchs solution f(t) lies in
Z[[t/(δ(∆)ν(12g2)
4)]]. Upon multiplication we derive f(t) ∈ Z[[t/k]], where k = 8δ(∆)ν(12g2)4.
This completes the proof of of Theorem 1.3. 
3This technique appears to work in the case of Γ0(12) for reasons described in [16] – that Γ0(12) may be obtained
as a double cover of the congruence subgroup Γ0(6) (which is of level 12).
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The bound given in the statement of Theorem 1.3 may be at times quite large. In any case,
Theorem 1.3 does provide us with an existence result, along the lines of Corollary 2.3. Moreover,
we remind the reader that the results of Section 2.2 apply equally well in our new situation, which
will immediately reduce our bound on the integral level to a manageable, if not optimal, magnitude.
Additionally, we note that Theorem 1.3 implies Theorem 1.1. Indeed, when the coordinates ai(t)
are relegated to Z[t], we have ν(12g2) = 12g2(0) and δ(∆) = 1, and we may recover our earlier
bound. Our work in Theorem 1.3 also applies to Corollary 2.4, which we now formalize as
Corollary 2.16. With the notation of Theorem 1.3, suppose that g2(t)/g2(0) ∈ Z(t) is a fourth
power in Z[[t]]. Then the Picard-Fuchs solution f(t) lies in Z[[t/(δ(∆)ν(12g2)
4)]].
Along the lines of Remark 2.5, we now offer a sharper version of the Stienstra-Beukers bound
given in [13]. While technically weaker than Corollary 2.16, its hypotheses are verifiable by inspec-
tion alone.
Corollary 2.17. Suppose that the family of elliptic curves Et meets the hypotheses of Theorem
1.3, with the additional assumptions that
(i) Et reduces mod t to y
2 + xy ≡ x3
(ii) δ(ai) = ±1 for i = 1, . . . , 6.
Then the integral level of E is 1.
Proof. One may compute that δ(∆) divides δ(a1)
6δ(a2)
3δ(a3)
4δ(a4)
3δ(a6)
2 in general, hence (ii)
implies that δ(∆) = 1. By condition (i), we find ν(12g2) divides a1(0)
4δ(a2)
2δ(a3)δ(a4), which
again is 1 by hypothesis. Moreover, (i) implies that Corollary 2.16 applies, which now gives our
desired result. 
Example 2.18. In the introduction, we mentioned a family of elliptic curves E′t, associated to the
congruence subgroup Γ1(8). Explicitly, we have
E′t : y
2 = x3 + (2− s2)x2 + x , s = t
2
t2 + 1
.
We compute δ(∆) = 1 and ν(12g2) = 16, hence Theorem 1.3 implies that f(2
19t) ∈ Z[[t]]. The
coefficients un of f(2
19t) satisfy
(n+ 1)2un+1 = −239(2n2 − 3n+ 1)un−1 − 274(23n2 − 118n + 143)un−3
− 2113(7n2 − 61n + 130)un−5 − 2150 · 3(n2 − 12n+ 35)un−7,
and so an appeal to Corollary 2.10 with k0 = 18 (whence s = 16) implies that f(8t) ∈ Z[[t]]. On the
other hand, u8 = 201/1024, which implies that a scaling t 7→ 4t is necessary to ensure integrality.
Thus, the integral level of E′t is either 4 or 8.
A bit more can be said for this example. Based on the recurrence relation on {un}, we deduce
that f is an even function. Setting vn = u2n, we derive the following integral recurrence for
82nu2n = 64
nvn:
(n+ 1)2vn+1 = 2
6(4n2 + n)vn−210(23n2 − 36n + 12)vn−1
+ 216(14n2 − 47n+ 38)vn−2 − 222(3n2 − 15n+ 18)vn−3 .
This sequence admits a reduction (take k0 = 5 in Corollary 2.10), whence we deduce that 8
nvn ∈ Z.
This implies that 4nun ∈ Z for all n, whereby f(4t) ∈ Z[[t]] and we have shown that the integral
level of E′t is precisely 4. Indeed, we have the stronger result that f(2
√
2t) ∈ Z[[t]], which – while
not an integer scaling – remains significant for number theoretic reasons.
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3. Picard-Fuchs Solutions at Infinity
Let Et denote a family of parametrized elliptic curves, with j-invariant j(t) = g2(t)
3/∆(t). Thus
far we have considered only the holomorphic solution to the Picard-Fuchs equations at t = 0.
This naturally extends to power series solutions centered at t ∈ Z (where ∆(t) = 0) by affine
transformation, which will preserve integrality in our power series coefficients (as a composition of
functions in Z[[t]]). To extend these results to the case t =∞, we recall that the function
f(t) = (12g2(t))
−1/4F
(
5
12
,
1
12
, 1;
1
j(t)
)
(18)
of Theorem 1.1 gives a solution to the Picard-Fuchs equation for Et in any neighborhood of j =∞
(although, in general, this will not give u0 = 1 as we have scaled differentially here compared to
(11)). This, of course, does not require ∆(t) = 0; instead, we take t = ∞ and make throughout
this section the assumption that j(∞) =∞.
Theorem 3.1. Consider the parametrized family of elliptic curves given by
Et : y
2 + a1(t)xy + a3(t)y = x
3 + a2(t)x
2 + a4(t)x+ a6(t) ,
where ai ∈ Z[t]. Let αN denote the leading coefficient of 12g2(t), and suppose that j(∞) = ∞. If
4 | deg g2, then the Picard-Fuchs differential equation for Et admits a holomorphic solution of the
form
f(t) =
∑
n≥0
unt
−n−(deg g2)/4
in a neighborhood of t =∞, in which we may take u0 = 1. Let dn denote the denominator of un in
reduced form. Then dn divides (8α
4
N )
n. If 12g2(1/t)t
deg g2/αN is a fourth power in Z[[t]], then we
have the stronger result dn | α4nN .
Proof. Let s = 1/t. Then (12g2(1/s)s
deg g2)−1 ∈ Z[[s/αN ]]/αN , and hence (12g2(1/s)/αN )−1 ∈
sdeg g2Z[[s/αN ]] by the remarks preceding the statement of Theorem 1.3. Since 4 | deg g2, it
follows that (12g2(1/s)/αN )
−1/4 ∈ s(deg g2)/4Z[[s/(8αN )]] as in Theorems 1.1 and 1.3. Moreover,
if (12g2(1/s)s
deg g2/αN ) is a fourth power in Z[[s]], then the stronger result (12g2(1/s)/αN )
−1/4 ∈
s(deg g2)/4Z[[s/αN ]] also holds.
Next, we consider 1/j(1/s) = 123∆(1/s)(12g2(1/s))
−3. Within this factorization, we have
(12g2(1/s))
−3 ∈ s3 deg g2Z[[s/αN ]]/αN and ∆(1/s) ∈ s−deg∆Z[[s]]. As j(∞) = ∞, we have that
1/j(1/s) → 0 as s → 0. Thus, in the product ∆(1/s)(12g2(1/s)−3), we have 3 deg g2 − deg∆ > 0.
Using this, we conclude that
1
j(1/s)
∈ 123s3deg g2−deg∆Z[[s/α4N ]].
In other words, the external denominators arising from (12g2(1/s))
−1 may be brought within the
brackets. Upon multiplication we derive F ( 512 ,
1
12 , 1;
1
j(1/s)) ∈ Z[[s/α4N ]], hence the Picard-Fuchs
solution f(t) given by
f(t) :=
(
12g2(t)
αN
)−1/4
F
(
5
12
,
1
12
, 1;
1
j(t)
)
lies in s(deg g2)/4Z[[s/(8α4N )]]. Furthermore, f(t) ∈ s(deg g2)/4Z[[s/α4N ]] when αN/(12g2(t)) is a fourth
power in Z[[s]]. In either case, we may write f(t) =
∑
n≥0 unt
−n−(deg g2)/4, in which we now
claim that u0 = 1. Our assumption j(∞) = ∞ implies that lims→0 F ( 512 , 112 , 1; 1j(1/s)) = 1, hence
u0 = lims→0 s
(deg g2)/4(12g2(1/s)/αN )
−1/4. As such, we may take u0 = 1 in the expansion of
f(t) and need not worry about the effects of rescaling on integrality. This completes the proof of
Theorem 3.1. 
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Several of our previous results have relied on the hypotheses that (g2(t)/g2(0)) or 12g2(t)/αN
admit fourth roots in Z[[t]] (see Corollaries 2.4 and 2.16; Theorem 3.1). Unfortunately, the authors
are unaware of any property or condition that is necessary and sufficient to show this result. As
such we have only addressed two special cases thus far:
(i) that which follows from a1 ≡ 1 and a2 ≡ . . . ≡ a6 ≡ 0, or
(ii) that which follows from (1 + 8t)−1/4 ∈ Z[[t]].
The following proposition, taken from a recent paper of Heninger, Rains, and Sloane [8], can be
used to extend these techniques:
Proposition 3.2 (cf. Theorem 1 in [8]). Fix an integer n, and define µn = n
∏
p|n p, where the
product ranges over the primes dividing n. Let c(t) =
∑
ckt
k ∈ Z[[t]], with c0 = 1. Then c and c
(mod µn) admit nth roots in Z[[t]] simultaneously.
From this we derive the following trivial corollary.
Corollary 3.3. Let p(t) ∈ Z[t] with p(0) = 1, and suppose that the coefficients of p reduce modulo
8 to the fourth power of a polynomial in Z[t]. Then p(t) admits a fourth root in Z[[t]].
Example 3.4. We recall from Example 2.13 that the family of elliptic curves
Et : y
2 + (1− t− t2)xy + (t2 + t3)y = x3 + (t2 + t3)x2
corresponding to Γ1(7) has integral level 1. Based on the calculation
j(t) = −
(
t8 + 12t7 + 42t6 + 56t5 + 35t4 − 14t2 − 4t+ 1)3
123t7(t+ 1)7 (t3 + 8t2 + 5t− 1)
and the fact that deg g2 = 8, it follows that Et admits a holomorphic expansion about t = ∞,
which fits the form f(t) =
∑
n≥0 unt
−n−2 by Theorem 3.1. In the notation of Theorem 3.1 we
have αN = 1, hence the integral level of Et at infinity divides 8. To strengthen this, we appeal to
Corollary 3.3; we have
12t8g2(1/t)/αN = t
8 − 4t7 − 14t6 + 35t4 + 56t3 + 42t2 + 12t+ 1 ≡ (t2 + t+ 1)4 (mod 8),
whence Corollary 3.3 implies that 12t8g2(1/t)/αN is a fourth power in Z[[t]]. By this, Theorem 3.1
now shows that f(t) ∈ Z[[t]], so Et has integral level 1 at infinity. The associated recurrence of the
holonomic recurrence {un} is given by
(19)
(n+ 1)2un+1 = −(9n2 + 9n+ 3)un − (13n2 + 2)un−1 − (2n − 1)2un−2 + (n− 1)2un−3
u0 = 1, u1 = −3, u2 = 12, u3 = −59.
This sequence (up to sign) will be studied in the next section. One should note the large similarity
between the {un} recursion and the recursion given in equation (6). This is no accident; whenever
the Picard-Fuchs equation for a family Et admits singular expansions f0(t) =
∑
unt
n and f∞(t) =∑
vnt
−n−(deg g2)/4 about t = 0 and t = ∞, respectively, the holonomic recursions {un} and {vn}
are related by the following proposition:
Proposition 3.5. Let {un} and {vn} be as above. If {un} satisfies the finite holonomic recursive re-
lation
∑
k wk(n)un−k = 0 for some wk ∈ Z[n], then {vn} satisfies the recursion
∑
k wk(−n)vn+k+δ =
0, where δ ≥ 0 is the minimal integer such that vδ 6= 0. Under these recursions, the sequences {un}
and {vn} are uniquely defined by the conditions u0 = vδ = 1, and un = vm = 0 for n < 0 and
m < δ.
Proof. Let p(t)f(t) + q(t)f ′(t) + r(t)f ′′(t) = 0 denote the associated Picard-Fuchs equation, where
p(t) =
∑
pit
i, q(t) =
∑
qit
i, and r(t) =
∑
rit
i are polynomials in Z[t]. From the solution f0 we
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derive ∑
k
(
pk − kqk+1 + rk+2(k + 1)k + n(qk+1 − rk+2(2k + 1)) + n2rk+2
)
un−k = 0 ,
seen by equating the tn coefficient to 0 and regrouping. Similarly, the solution f∞ implies∑
k
(
pk − kqk+1 + rk+2(k + 1)k + n((2k + 1)rk+2 − qk+1) + n2rk+2
)
vn+δ+k = 0 ,
upon consideration of the t−n−δ term. (For simplicity of notation, one should take these sums as
infinite with finite support.) Our first result follows by taking wk(n) = pk− kqk+1+ rk+2(k+1)k+
n((2k+1)rk+2−qk+1)+n2rk+2. The initial conditions are trivial; merely stated for completeness. 
3.1. ACongruence Associated to Γ1(7). We prove Theorem 1.4 which gives an Atkin-Swinnerton-
Dyer congruence for the sequence (up to sign) given in (19). In this section, we let q = e2πiτ where
Im(τ) > 0. Note that
f(τ) = q − q3 + 2q4 + 2q5 − 3q6 + q7 + 3q8 + · · · = q
∞∏
n=1
(1− qn)cn
where cn = 2, 0, 1,−2 if n ≡ 0,±1,±2,±3 (mod 7), respectively, is a weight 1 modular form for
Γ1(7). The function
t(τ) = q − 3q2 + 5q3 − 6q4 + 7q5 − 7q6 + 3q7 + 4q8 + · · · = q
∞∏
n=1
(1− qn)dn
where dn = 0, 3,−2,−1 if n ≡ 0,±1,±2,±3 (mod 7), respectively, is a Hauptmodul for Γ1(7) (cf.
(4.23) in [7])4 and hence is weight 0 modular function. In the following we shall sometimes abuse
notation and write f(q) and t(q) instead of f(τ) and t(τ).
Define {vn} such that f(τ) =
∑
n≥0 vnt(τ)
n. Computation yields that the inverse series q(t) of
t(q) is q(t) = t+ 3t2 + 13t3 + 66t4 + 365t5 + 2128t6 + 12859t7 + 79745t8 + · · · and hence from how
f(q) is defined above, we have
f(t) = t+ 3t2 + 12t3 + 59t4 + 325t5 + 1908t6 + 11655t7 + 73155t8 + · · · .
The following proposition shows that these coefficients agree (up to sign) with the sequence from
(19).
Proposition 3.6. The {vn} are such that
(n− 1)2vn = (9n2 − 27n + 21)vn−1 − (13n2 − 52n+ 54)vn−2 + (2n− 5)2vn−3 + (n− 3)2vn−4
with v0 = 0, v1 = 1, v2 = 3, v3 = 12, and v4 = 59.
Proof. Define the two differential operators Dt = t
d
dt and Dq = q
d
dq . Let G1 = (Dqt)/t, G2 =
(Dqf)/f ,
p1(t) =
DqG1 − 2G1G2
G21
, and p2(t) = −DqG2 −G
2
2
G21
.
Then by Theorem 1 of [18], D2t f + p1Dtf + p2f = t
2f ′′ + t(p1 + 1)f
′ + p2f = 0. Since t is a
Hauptmodul, p1 and p2 are both rational functions of t. Observe that
p1(t) =
2t4 + 4t3 − 9t+ 2
(t− 1)(t3 + 5t2 − 8t+ 1) and p2(t) =
(t2 − t+ 1)(t2 + 2t− 1)
(t− 1)(t3 + 5t2 − 8t+ 1) .
4The Hauptmodul that Elkies takes is (in his notation) y2z/x3 where x, y, and z are defined as in (4.4) of his
paper. Since the Hauptmodul is the generator of the function field of X1(7), we have taken our Hauptmodul to be
−x3/(y2z).
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It follows that
t2(t− 1)(t3 + 5t2 − 8t+ 1)f ′′ + t(3t4 + 8t3 − 13t2 + 1)f ′ + (t2 − t+ 1)(t2 + 2t− 1)f = 0
and hence we have the desired recurrence. This completes the proof of Proposition 3.6. 
Remark 3.7. One can also prove the above proposition by methods similar to the discussion on
Pages 58–60 of [2] and the values of t(τ) at the inequivalent cusps of Γ1(7) from [9, Table 6].
To prove Theorem 1.4, we use the following theorem of Verrill:
Theorem 3.8 (cf. Theorem 1.1 in [17]). Let Γ be a level N congruence subgroup for SL2(Z). Let
t(τ) be a weight 0 modular function for Γ. Let f(τ) be a weight k modular form for Γ, and let g(τ)
be a weight k + 2 modular form for Γ which has an Euler product expansion. Suppose that we can
write
f(τ) =
∑
n≥0
bnt(τ)
n and g(τ) =
∑
n≥0
γnq
n
where q = e2πiτ . Suppose that for some integers M and ad, d |M , we have
f(τ)
q
t
dt
dq
=
∑
d|M
adg(dτ),
then for a prime p ∤ NM and integers m, r, we have
bmpr − γpbmpr−1 + εppk+1bmpr−2 ≡ 0 (mod pr)
where εp is the character of g. In particular if b1 = 1, then bp ≡ γp (mod p).
Proof of Theorem 1.4. In the notation of Theorem 3.8, take g(τ) = η(τ)3η(7τ)3 where η(τ) is the
Dedekind eta function. Since the weight 3 cusps forms for Γ1(7) (of which g(τ) is a member)
has dimension 1, any modular form in it is a Hecke eigenform and hence has an Euler product
expansion. Also note that in this case, the character of g(τ) is the real nontrivial character mod 7
and hence εp =
(p
7
)
. A finite computation yields that
f(τ) · q
t
dt
dq
= g(τ)
and hence we have
vmpr − γpvmpr−1 +
(p
7
)
p2vmpr−2 ≡ 0 (mod pr)
for all integers m and r and p 6= 7 with γp the pth coefficient in the q-expansion of η(τ)3η(7τ)3.
This completes the proof of Theorem 1.4. 
4. Asymptotic Behavior
We now investigate asymptotics of {un} associated to Picard-Fuchs equations and holonomic
recurrences in general. To do this, we first give the proof of Proposition 1.5.
Proof of Proposition 1.5. Let p =
∑
pit
i, q =
∑
qit
i, and r =
∑
rit
i ∈ C[t] denote the coefficients
in the Picard-Fuchs differential equation p(t)f(t) + q(t)f ′(t) + r(t)f ′′(t) = 0. Equating coefficients
for tn gives
deg(p)∑
i=0
piun−i +
deg(q)∑
i=0
qi(n+ 1− i)un+1−i +
deg(r)∑
i=0
ri(n + 1− i)(n + 2− i)un+2−i = 0(20)
One may show that each zero of ∆(t) is a zero of r(t), hence r0 = 0 and the un+2 term in (20)
is thus not present in the holonomic recursion for {un}. We note that no un−i coefficient in (20)
has degree (in n) exceeding 2. It now suffices to show r1 6= 0; it would then follow that the degree
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of the coefficient of un+1 (the leading term) will not be strictly exceeded, hence {un} will be of
Poincare´ type.
Suppose r1 = 0, so r has a root of order 2 at t = 0. As the Picard-Fuchs equation is an ordinary
differential equation of Fuchsian type, we must have q0 = 0 (else the differential equation would
admit a non-regular singular point at t = 0). Taking p, q, and r coprime without loss of generality,
we then have p0 6= 0. Equating the constant term in (20) gives p0u0 + q0u1 + r0u2 = 0. Thus
p0u0 = 0, and it follows that u0 = 0. This contradicts the assumption that u0 = 1 in the canonical
holomorphic solution to the Picard-Fuchs equations. Thus r1 6= 0, and we have shown that {un} is
of Poincare´ type. This completes the proof of Proposition 1.5. 
Proof of Theorem 1.6. We have χ(x) = xN+1 − a0xN − . . . − aN−1x− aN . As not all ai are 0, we
may factor χ as χ(x) = xmp(x), in which p(0) is strictly negative. Thus, for some ε > 0, we have
p(ε) < 0, hence χ(ε) < 0. As χ is asymptotically positive, let λ denote the minimal positive root
of χ. For r = 0, . . . , N we have
χ(r)(λ) =
(N + 1)!
(N + 1− r)!λ
N+1−r −
N∑
k=0
ak
(N − k)!
(N − k − r)!λ
k−r
=
(N + 1)!
λr(N + 1− r)!
(
λN+1 −
N∑
k=0
ak
(N − k)!
(N + 1)!
· (N + 1− r)!
(N − k − r)!λ
k
)
>
(N + 1)!
λr(N + 1− r)! · χ(λ) = 0 .
As all derivatives of χ are non-negative on [λ,∞), it follows that χ is strictly increasing on that
interval and that λ is the unique positive root of χ (with multiplicity 1). Next, define vn := nun/λ
n,
and let pk(n) = ak · (n+1)(n− k)+ rk(n), so that deg(rk) < 2. Then (9) implies that the sequence
{vn} satisfies
vn+1 =
N∑
k=0
pk(n)vn−k
λk+1(n− k)(n+ 1) =
N∑
k=0
akvn−k
λk+1
+
N∑
k=0
rk(n)vn−k
λk(n− k)(n + 1) .
We note that the hypothesis ak(k − 1) + bk ≤ 0 for all k implies that the polynomials rk(n) have a
non-positive linear term. Thus, take R > 0 such that R ≥ rk(n) for all n ≥ 0. We have
vn+1 ≤
N∑
k=0
ak
λk+1
max(vn, . . . , vn−N ) +
N∑
k=0
Rmax(vn, . . . , vn−N )
λk+1(n− k)(n + 1) ≤ mn +
R(N + 1)mn
γ(n−N)(n+ 1) ,
where mn = max(vn, . . . , vn−N ) and γ = min(λ, . . . , λ
N+1). Note that the reduction of the first
sum to mn follows from the (algebraic) definition of λ. Take β > 0 such that vn+1 ≤ mn+βmn/n2,
and choose ℓ > 0 such that vn, . . . , vn−N satisfy vj < ℓe
−2β/n for some n ≥ max(3, β/2) (allowed to
be arbitrarily large). We claim that vn+1 < ℓe
−2β/(n+1). To see this, it suffices to show ℓe−2β/n +
ℓβe−2β/n/n2 < ℓe−2β/(n+1), or equivalently,
e−2β/(n+1) − e−2β/n > βe−2β/n/n2.(21)
As the function e−2β/x is concave down on x > β/2, it follows that the left side of (21) is greater
than 2βe−β/(n+1)/(n + 1)2, the derivative of e−2β/t at t = n + 1, and it now suffices to show
2e2β/ne2β/(n+1) > (n + 1)2/n2. For this, simply note that the left side is always greater than 2,
while (n + 1)2/n2 is less than 2 for n ≥ 3. This gives the claim, hence vn < ℓe−2β/n for large n.
In particular, we obtain vn ≪ ℓ, hence un < ℓλn/n for all n large. This completes the proof of
Theorem 1.6. 
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Proof of Theorem 1.8. We take all notation from Theorem 1.6. Note that our additional assump-
tions imply that rk(n) = rk is a positive integer for all k. We then have
vn+1 =
N∑
k=0
akvn−k
λk+1
+
N∑
k=0
rkvn−k
λk+1(n− k)(n + 1) .(22)
It follows that vn+1 ≥ min(vn, . . . , vn−N ) > 0 for large n, by simply ignoring the righthand sum in
(22), henceforth denoted Rn+1. With Theorem 1.6 and the lower bound vn+1 > min(vn, . . . , vn−N ),
this now implies that there exists an N1 such that 0 < α ≤ vn < ℓ for n > N1. By this, we
have |Rn| ≤ A/n2 for some A > 0 and n > N1. Fix an ε > 0, and choose N2 > N1 such that
|Rn| < ε/n3/2 for n > N2. Now let M > N2+N (M will be further specified later), and define the
sequence {wn}n≥M−N as follows:
wn+1 =
N∑
k=0
akvn−k
λk+1
, wj = vj for j = M, . . . ,M −N .
In other words, {wn} represents a linear approximation to {vn} (but with initial conditions that
reflect the non-linear nature of the recursion for {vn} for small n). Next, we define δn := |wn− vn|,
which satisfies the recursive inequality:
δn+1 = |wn+1 − vn+1| ≤
N∑
k=0
ak
λk+1
δn−k + |Rn+1| ≤ max(δn, . . . δn−N ) + ε
(n+ 1)3/2
(23)
≤ max(δM , . . . , δM−N ) +
n−M∑
k=−N
ε
(M + k)3/2
≤ ζ(3/2)ε ,(24)
by the fact that δM−j = 0 for j = 0, . . . , N . The manipulation of the maximum between (23)
and (24) is simply given by induction, using (23). As the sequence {wn} satisfies a truly linear
recurrence, we may express wn =
∑
ρi(n)ω
n
i , wherein ρi is a polynomial in n and ωi = λi/λ,
corresponding to a scaling of the eigenvalues of χ. We have
|wx − wy| ≤
∑
ωi
(|ρi(x)|+ |ρi(y)|) · |ωxi − ωyi | ≤
∑
ωi 6=1
(|ρi(x)|+ |ρi(y)|) · (|ωxi |+ |ωyi |) .
By assumption, all ωi 6= 1 have magnitude not equal to 1, and an application of Rouche´’s Theorem
then implies that |ωi| < 1 for ωi 6= 1. Thus there exists an N3 > 0 such that x, y > N3 implies
|wx − wy| ≤ ε. Take M > N3. It then follows that
|vn − vm| ≤ |wn − vn|+ |vn − vm|+ |wm − vm| ≤ (2ζ(3/2) + 1)ε ,
where we choose n,m > M . Thus {vn} represents a Cauchy sequence, and converges. Moreover,
Theorem 1.6 now gives limn→∞ vn = ℓ0 = inf ℓ, where the infimum is taken over all possible choices
of ℓ in Theorem 1.6. Returning to the definition of un, we now have un ∼ ℓ0λn/n, as desired. This
completes the proof of Theorem 1.8. 
Suppose that the recursion in Theorems 1.6 and 1.8 arises as the coefficient recursion to a Picard-
Fuchs differential system. Then the condition ak(k − 1) + bk = 0 is equivalent to the assumption
that the Picard-Fuchs equation is of the form
A(t)F (t) +B′(t)F ′(t) +B(t)F ′′(t) = A(t)F (t) + (B(t)F ′(t))′ = 0 ,(25)
with A(t), B(t) ∈ Z[t] (with B(0) = 0). We note that the elliptic families associated to the
congruence subgroups Γ1(7), Γ(8; 4, 1, 2), and Γ1(10) correspond to differential systems of the form
(25). For Γ1(7) and Γ1(10), Theorem 1.8 applies directly. For Γ(8; 4, 1, 2), a similar result will hold
under the condition that the associated sequence {vn} can be bounded away from 0 (since Theorem
1.6 does not apply).
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Proof of Theorem 1.10. Let v0 = 0 and vn = un − aλn/n. Since f(t) + a log(1 − λt) → b as
t → (λ−1)−, we obtain ∑ vntn → b for t → (λ−1)−. Our result in Theorem 1.6 implies that
vn = O(λ
n/n). Thus, Littlewood’s extension of Tauber’s Theorem [15, p.233–235] (and a change
of variables) gives
∑
vnλ
−n = b, whence∑
n≤x
unλ
−n = a log x+ b+ γ + o(1).(26)
Let c(x) = u⌊x⌋λ
−⌊x⌋ and define C(x) =
∫ x
0 c(t) dt. Since {unλ−n} is eventually positive and
monotonically decreasing, we have
(s− r)xc(sx) ≤ C(sx)− C(rx) ≤ (s− r)xc(rx)
for sufficiently large x and arbitrary real numbers r and s with 0 < r < s. Since (26) implies that
C(sx)− C(rx) = a(log s− log r) + o(1) as x→∞, it follows that
lim sup
x→∞
xc(sx) ≤ a · log s− log r
s− r
for any positive r < s. For s = 1 and r → 1−, we obtain lim supx→∞ xc(x) = a. Likewise,
lim inf
x→∞
xc(rx) ≥ a · log s− log r
s− r
for any positive r < s. With r = 1 and s→ 1+, we obtain lim infx→∞ xc(x) = a. Thus limx→∞ xc(x)
exists and is equal to a, hence un ∼ aλn/n. This completes the proof of Theorem 1.10. 
Theorem 1.8 do not allow us to determine ℓ0 exactly. If we are just working with a general
holonomic recurrence, then the only option remaining might be to compute ℓ0 to a very high
accuracy. However, if we are working with a holonomic recurrence which arises from a Picard-
Fuchs differential equation, we can use Theorem 1.10 and explicitly find ℓ0 through modular forms.
The referee kindly offered us the proof of Example 4.1 which applies Theorem 1.10 to show the
asymptotic for the un associated to Γ1(7). The method to prove Examples 4.2 and 4.3 should be
similar.
Example 4.1. Consider the elliptic family associated to Γ1(7). The equations parametrizing this
family, the associated Picard-Fuchs equation, and associated recurrence were stated in (4)–(6).
With f(t) =
∑
n≥0 unt
n denoting the holomorphic solution of the Picard-Fuchs equation at t = 0
and λ ≈ 6.295897 (the dominant root of x3 − 5x2 − 8x− 1), we show that f(t) + a log(1− λt)→ b
as t→ (λ−1)− for some constants a and b which we give explicitly.
We first identify the modular function t(τ) and the modular form f(τ) associated to the differ-
ential equation (5). This can be done using the idea described on Page 1298 of [4]. We find
t(τ) =
E1(τ)
2E2(τ)
E3(τ)3
, f(τ) =
E3(τ)η(τ)
2
E1(τ)3E2(τ)5
in which
Eg(τ) = q
7B(g/7)/2
∞∏
n=1
(1− q7(n−1)+g)(1− q7n−g)
denotes the generalized Dedekind eta function and B(x) = x2 − x+ 1/6.
To continue, we determine the analytic behaviors of t and f at various cusps of Γ1(7), taken here
as ∞, 2/7, 3/7, 0, 1/2, and 1/3 (we need not consider the cusp class of 1/7). For this, we consider
the actions of the matrices ( 1 00 1 ),
(
2 −1
7 −3
)
,
(
3 −1
7 −2
)
,
(
0 −1
7 0
)
, ( 7 314 7 ), and (
7 2
21 7 ) on t and f . By the
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transformation formulas for Eg(τ) given in [19, Corollary 2], we have
t(τ)
∣∣∣∣
(
2 −1
7 −3
)
= −E2(τ)
2E4(τ)
E6(τ)3
= −q−1 + · · ·(27)
t(τ)
∣∣∣∣
(
3 −1
7 −2
)
=
E3(τ)
2E6(τ)
E9(τ)3
= −E3(τ)
2E1(τ)
E2(τ)3
= −1 + · · · .(28)
For the last three matrices, we note that Eg(τ) = Eg,0(7τ), where Eg,0 is defined in [19, Page 673].
Now, let ζ = e2πi/7. The transformation formulas given in [19, Theorem 1] imply
Eg(τ)
∣∣∣∣
(
0 −1
7 0
)
= Eg,0
(−1
τ
)
= eπi(−1/2+g/7)E0,−g(τ),
Eg(τ)
∣∣∣∣
(
7 3
14 7
)
= Eg,0
(
7τ + 3
2τ + 1
)
= −ieπi(2/3+3g2/7−3g/7)E7g,3g(τ)
= −ieπi(2/3+3g2/7−3g/7)(−1)gζ−3g2E0,3g(τ),
Eg(τ)
∣∣∣∣
(
7 2
21 7
)
= Eg,0
(
7τ + 2
3τ + 1
)
= eπi(−1/6+2g
2/7−2g/7)E7g,2g(τ)
= eπi(−1/6+2g
2/7−2g/7)(−1)gζ−2g2E0,2g(τ).
Then
t(τ)
∣∣∣∣
(
0 −1
7 0
)
= −e2πi/7E0,−1(τ)
2E0,−2(τ)
E0,−3(τ)3
= −ζ (1− ζ
−1)2(1− ζ−2)
(1− ζ−3)3 + · · ·
=
sin2(6π/7) sin(2π/7)
sin3(4π/7)
+ · · · = 0.15883360 . . . + · · · ,(29)
t(τ)
∣∣∣∣
(
7 3
14 7
)
= −e−6πi/7E0,3(τ)
2E0,6(τ)
E0,9(τ)3
= −sin
2(4π/7) sin(6π/7)
sin3(2π/7)
+ · · · = −0.86293666 . . . + · · · ,(30)
t(τ)
∣∣∣∣
(
7 2
21 7
)
= −e−4πi/7E0,2(τ)
2E0,4(τ)
E0,6(τ)3
= −sin
2(2π/7) sin(4π/7)
sin3(6π/7)
+ · · · = −7.29589694 . . . + · · · .(31)
In particular, we see that the singularity of the Picard-Fuchs equation at t ≈ 0.15883360 corresponds
to the cusp 0, i.e. λ = 1/t(0), in which λ is the dominant root of x3 − 5x3 − 8x− 1. Now
η
(−1
7τ
)
=
√
7τ
i
η(7τ),
whereby
f
(−1
7τ
)
= −7ζ
2τE0,−3(τ)η(7τ)
2
E0,−1(τ)3E0,−2(τ)5
= −Ciτ(1 + · · · ),
in which
C =
7 sin(4π/7)
128 sin3(6π/7) sin5(2π/7)
.
In addition, we have
f
(−1
7τ
)
=
∞∑
n=0
unt
(−1
7τ
)n
,
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which is valid for τ is a neighborhood containing the upper imaginary axis. For convenience, let
s(τ) = t(−1/7τ). Since ( 0 −17 0 ) normalizes Γ1(7), it follows that s(τ) is a modular function on Γ1(7)
and thus a rational function of t(τ) of degree 1. Likewise, t is a rational function of s(τ) of degree
1. To be specific,
t(τ) = −s(2/7) − s(3/7)
s(∞)− s(3/7) ·
s(∞)− s(τ)
s(2/7) − s(τ) ,
because t(∞) = 0, t(2/7) =∞, and t(3/7) = −1 (from our computation in (27)–(28)). For τ = ix,
x > 0, our two expressions for f(−1/7τ) give ∑∞n=0 uns(ix)n = Cx(1+ · · · ). Furthermore, we have
t(ix) =
E1(ix)
2E2(ix)
E3(ix)3
= e−2πx
∞∏
n=1
(1− e−2πnx)dn ,
where dn = 0, 2, 1,−3 for n ≡ 0,±1,±2,±3 (mod 7), respectively. Then x = −(log t(ix))/(2π) +
o(1) as x→∞, and it follows that
∞∑
n=0
uns(ix)
n = − C
2π
log t(ix) + o(1) = − C
2π
log
(
1− s(ix)
s(∞)
)
− C
2π
log
(
s(∞)(s(2/7) − s(3/7))
(s(∞)− s(3/7))(s(ix) − s(2/7))
)
+ o(1)
as x→∞. Therefore f(t) + a log(1− t/t(0))→ b as t→ t(0)−, with
a =
C
2π
=
7 sin(4π/7)
256π sin3(6π/7) sin5(2π/7)
≈ 0.3556270700876065
b = − C
2π
log
(
s(∞)(s(2/7) − s(3/7))
(s(∞)− s(3/7))(s(∞) − s(2/7))
)
≈ 0.7144010142820709,
wherein we have used the identities t(τ)| (−1 00 1 ) = t(τ), s(2/7) = t(−1/2) = t(1/2), and s(3/7) =
t(−1/3) = t(1/3) as well as the numerical computations in (29)–(31). At this point, an application of
Theorem 1.10 yields that un ∼ aλn/n, in which λ ≈ 6.295897, the dominant root of x3−5x2−8x−1.
Example 4.2. Next, consider the elliptic family associated to Γ(8; 4, 1, 2). From [16] we know that
the defining equation is
y2 = x3 − 2(8t4 − 16t3 + 16t2 − 8t+ 1)x2 + (2t− 1)4(8t2 − 8t+ 1)x.
This gives a Picard-Fuchs equation of the form P2(t)f
′′+P1(t)f
′+P0f = 0 where P2 = t(t−1)(2t−
1)(8t2 − 8t+1), P1 = 80t4 − 160t3 +102t2 − 22t+1, and P0 = 4(2t− 1)(8t2 − 8t+1). Considering
the associated recurrence for un yields that
un ∼ 2
π
· (4 + 2
√
2)n
n
.
Example 4.3. Finally, we consider the elliptic family associated to Γ1(10) (an index 36 subgroup).
Again from [16] we know that the defining equation is
y2 = x(x2 + ax+ b)
with a = −(2t2−2t+1)(4t4−12t3+6t2+2t−1) and b = 16t5(t−1)5(t2−3t+1). This gives a Picard-
Fuchs equation of the form P2(t)f
′′+P1(t)f
′+P0f = 0 where P2 = t(t+1)(2t+1)(t
2+3t+1)(4t2+
2t−1), P1 = 56t6+240t5+320t4+156t3+12t2−8t−1, and P0 = 2(36t5+128t4+136t3+49t2+2t−1).
Considering the asymptotics of the associated un gives that
un ∼ 2
π
√
5 + 2
√
5
· (1 +
√
5)n
n
.
20 ZANE KUN LI AND ALEXANDER W. WALKER
The constants which appear in front of the asymptotics for the recurrences associated to the
congruence subgroups of index 24 and 36 are likely related to periods of the elliptic curves associated
to the recurrence. Moreover, we conjecture that all the constants associated to such asymptotics
will be an algebraic number divided by some half-integer power of π.
5. Final Remarks and Future Work
Systems of the form described in (25) have been studied by Beukers [3] and Zagier [20] due
to their connection with Ape´ry’s proof of the irrationality of ζ(3) in [1]; as such, their attention
is restricted to the special case degA = 1 and degB = 3. We briefly describe an extension of
this system which arises in the case of certain index 24 congruence subgroups. Consider (25) with
instead degA = 3 and degB = 5. Thus we have(
b3t
3 + b2t
2 + b1t+ b0
)
F (t) +
(
(c5t
5 + c4t
4 + c3t
3 + c2t
2 − t)F ′(t))′ = 0 .(32)
If b3 = c5 = 0, then the associated holonomic recurrence will have order 3. These we choose to
ignore, as none of the recursions in the index 24 subgroups are of order less than 4. Under the
parameter change t 7→ −t, our coefficient series undergoes un 7→ (−1)nun, hence we may suppose
c2 ≥ 0 without loss of generality, and concentrate a brute force search on the domain of about 28.8
billion 8-tuples given by
|b3| ≤ 10, |b2| ≤ 25, |b1| ≤ 15, |b0| ≤ 5, |c5| ≤ 5, |c4| ≤ 10, |c3| ≤ 15, and 0 ≤ c2 ≤ 10.
Searching through seems to give evidence to a variant of one of Zagier’s conjectures in [20]; that is,
Conjecture. Any integral solution to the differential equation in (32) corresponds to the solution
of a Picard-Fuchs equation about a singular fiber.
While in this paper we concentrated on index 24 subgroups, specifically Γ1(7), the authors expect
that the same analysis can be applied to Γ1(10) and other subgroups of index 36, 48, and 60 though
such analysis might be more technical.
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