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Summary
Recurrent event data are frequently encountered in many clinical trial studies and medical re-
search, where each subject encounters more than one sequential event. A much-discussed aspect
of the recurrent event is the presence or absence of the time trend, where trend refers to system-
atic variation among the length of the sequential gap times, which can be used as a measure of
disease progression. Under the accelerate failure time (AFT) model, Wang and Chen [Biometrics,
56, 789-794 (2000)] proposed a comparability concept to estimate the trend among sequential gap
times (slope parameter), each gap time has the same distribution if subject to the comparability
constraint and thus estimation can be easily conducted based on rank regression. However, their
comparability constraint is strong because the comparable pairs will not only have the same
distribution but also independent from each other, while in the estimation procedure same con-
ditional distribution is enough to compare gap time pairs, this means their estimation will be
subjected to much information loss. In this paper, we propose a weak comparability constraint
under the same assumption as Wang and Chen (2000) for AFT model, while the comparable pairs
still have the same conditional distribution and they are not independent from each other. The
weak comparability will consistently equal to or better than strong comparability and scarifies
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2 Semiparametric Trend Analysis under Weak Comparability
nothing. We show that our estimator will utilize more data due to weaker constraint and lead
to a more efficient estimate for the slope parameter in the AFT model. Monte Carlo simulation
is performed to validate the effectiveness of the new method, the proposed method is applied to
the HIV Prevention Trial Network (HPTN) 052 study.
Key words: Comparability; Rank regression; Recurrent event data.
1. Introduction
1.1 Motivation
Recurrent event data arise when a particular event of interest occurs repeatedly for a subject
in a longitudinal study. Examples include recurrence of tumors, women’s menstrual cycles, and
breakdown of machines. Assume n subjects are recruited into a study after experiencing an initial
event (e.g. tumor occur). Let Ci be the time between the initial event and the end of follow-up,
denote Tij as the gap time between (j − 1)th and jth events, where 0th event means the initial






Tij > Ci, (1.1)
where mi is the number of observed gaps for subject i, with first mi − 1 gap times complete
and the last one censored at T+i,mi = Ci −
∑mi−1
j=1 Tij , where
∑0
j=1 · is defined as 0. Thus the
observed recurrent event data is {Ti1, Ti2, · · · , Ti,mi−1, T+i,mi , i = 1, 2, · · · , n}. As is shown by
Wang and Chang (1999), following challenges exist for statistical analysis due to the intrinsic
sequentially structure of the recurrent event gap time: First, the naturally chronological order
of distinct gap time for a subject will cause the second and later observed gap times subject to
induced dependent censoring, to be specific, Tij (j > 2) is subject to dependent censoring by
Ci−Ti1− . . .−Ti,j−1. Second, the last episode is often biased due to intercept sampling problem.
Last but not least, the number of recurrent events, mi, is typically correlated with gap times for
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each subject i. To facilitate further discussions, we employ two assumptions:
(A1) The failure times Ti1, Ti2, · · · are independently distributed, with distribution functions
F1, F2, · · · .
(A2) For each subject i, the censoring time Ci is independent of Ni(·), where Ni(u) is the number
of events occurring at or prior to time u, here u is the time since the onset of study.
Both assumptions came from Wang and Chen (2000). Assumption (A1) can be seen as a
frailty condition, where conditional independence is being held within each cluster, assumption
(A2) means that the censoring is uninformative of the statistical structure of the recurrent event
process. Both assumptions address the within-cluster association. To avoid ambiguous, all the
theoretical results in this paper will be assumed to be obtained under assumptions (A1) and (A2)
without further mention.
Time trend is of particular research interest when studying recurrent event gap times, under
assumptions (A1) and (A2), no trend means F1 = F2 = . . ., otherwise, there is a time trend in
the gap times. The trend concept is of scientific importance due to its simple interpretation and
intuitive natural meaning. For example, researchers are often interested in whether the treatment
will prolong the time for readmission of hospitalization on a psychiatric patient, due to the reason
that not only frequently readmission means the failure of a treatment, but also readmission
will let patients and doctors feel depressed about the treatment (Gaynes and others, 2015). If,
hypothetically, recurrent event data is not being censored and the observed episodes for subject
i are Ti1, · · · , TiK (i = 1, · · · , n, K is a fixed number), then we can directly apply standard
K-sample trend test to the stratified recurrent gap times, where each building block of standard
K-sample trend test is the pair (Tik, Til), where 1 6 k, l 6 K. Here we define (Tik, Til) as a
comparable pair because Tik and Til have the same distribution, thus the number of comparable





. However, when observations are subject to censoring, not every Tik
and Til will still have the same distribution conditional on Ci, therefore, we cannot utilize the
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4 Semiparametric Trend Analysis under Weak Comparability
K-sample trend test for all pairs. One straightforward way is to pick up those (Tik, Til) such that
Tik and Til have the same conditional distribution and thus comparable. Where comparability
means we only select those pairs that are comparable by defining their comparability indicator as
1, and for the rest of the pairs that are not comparable by defining their comparability indicator
as 0 (Bhattacharya and others, 1983; Lai and Ying, 1992; Efron and Petrosian, 1999). When
recurrent event gap time data is subject to censoring under Assumption (A2), Wang and Chen
(2000) proposed a way to select the comparable pairs and studied the time trend, then a similar
form of standard K-sample trend test was constructed by utilizing the comparable pairs only.
However, the comparable pairs selected by Wang and Chen (2000)’s method not only have
the same conditional distribution, but also they are conditional independent. It is easily to see





combinations, thus lead to much information loss. In fact, as being observed from the standard
K-sample trend test when no censoring is occurred, what we need is that the pairs have identical
conditional distribution. In this paper, we improve the efficiency of Wang and Chen (2000)’s
method by proposing and utilizing a new version of comparability, the comparable pairs under
our comparability constraint have the same conditional distribution. However, the comparable
pairs under Wang and Chen (2000)’s comparability constraint not only have the same condi-
tional distribution, but also conditional independent from each other. Thus we name Wang and
Chen (2000)’s method as strong comparability, which means that their method subject to strong
comparability constraint, while our method is named as weak comparability, which means that
it will subject to weak comparability constraint. Our method can recruit more comparable pairs
than Wang and Chen (2000)’s method, thus the estimation efficiency is improved. We also want
to emphasize that the assumption we have made is the same as Wang and Chen (2000), thus our
method sacrifices nothing compared with Wang and Chen (2000)’s method.
This paper is organized as follows: In Section 2, we introduce the concept of weak compara-
Page 4 of 20
http://biostatistics.oupjournals.com/
Manuscript Submitted to Biostatistics
For Peer Review
5
bility and compare it to strong comparability, and the asymptotic results are established. Section
3 illustrates the simulation results. Then we apply the proposed method to the HIV Prevention
Trial Network 052 data in Section 4. The paper is finalized by discussion in Section 5.
2. Main Results
2.1 Comparability under Accelerated Failure Time (AFT) model
Consider the following Accelerated Failure Time (AFT) model:
log Tij = αi + Z
>
ijβ + eij , (2.2)
where αi is an intercept, β is a p×1 vector, Zij is a p×1 vector of covariates whose values vary with
respect to each episode for subject i, conditioning on αi and Zij , eij(j = 1, 2, · · · ) are independent
from each other and have a common distribution Gi with mean zero. If p = 1 and Zij = j is
chosen as the trend measure (Abelson and Tukey, 1963), then model (2.2) provides a direct
interpretation of time trend for recurrent gap times where β serves as the trend parameter, i.e.,
β = 0 means that the recurrent gap times do not have trend, while β > 0 and β < 0 means that
the recurrent gap times tend to be longer and shorter in chronological order. In the readmission
of hospitalization example, β = 0 means the treatment does not make a difference. β > 0 and
β < 0 means the treatment will prolong and shorten the time for readmission of hospitalization.
In Wang and Chen (2000), when in the absence of model (2.2), for j < k,
∑k
l=1 Til 6 Ci, Tij
and Tik forms a comparable pair if Tij can be fitted into Tik’s observation interval and vice
versa, where the observation intervals are Ci − Si,jk − Tij and Ci − Si,jk − Tik, respectively
(Si,jk =
∑k
l=1 Til − (Tij + Tik)), here Ci − Si,jk means the length of episodes left for Tij and Tik
not being censored while excluding other gap times for subject i. Thus the strong comparability
constraint can be written as:
Tij 6 Ci − Si,jk − Tij ,
Tik 6 Ci − Si,jk − Tik.
(2.3)
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Under model (2.2), let eij(β) = log Tij − αi − Z>ijβ denote the residual time of jth recurrent
gap time for individual i, then (2.3) can be written as:
eij(β) 6 log(Ci − Si,jk − Tij)− (αi + Z>ikβ),
eik(β) 6 log(Ci − Si,jk − Tik)− (αi + Z>ijβ).
(2.4)
According to Wang and Chen (2000), eij(β) and eik(β) (j < k) constitute a comparable pair for
subject i if (2.4) is satisfied. To eliminate the nuisance parameter αi, notice that (2.4) can also
be expressed as:
Tij + Tij exp((Zik − Zij)>β) 6 Ci − Si,jk,
Tik + Tik exp((Zij − Zik)>β) 6 Ci − Si,jk.
(2.5)
2.2 Weak comparability under AFT model
Here we propose the weak comparability constraint by modifying (2.5) as follows:
Tij + Tik 6 Ci − Si,jk,
Tij exp((Zik − Zij)>β) + Tik exp((Zij − Zik)>β) 6 Ci − Si,jk.
(2.6)
Essentially inequalities in (2.6) are obtained by only tweaking Tij and Tik exp((Zij −Zik)>β) on
the left hand side of corresponding inequalities in (2.5). In the following lemma, we proved that
the residual eij(β) and eik(β) will also have the same conditional distribution under the weak
comparability constraint, as a result, constraint (2.6) will be suffice to find the comparable pairs.
Lemma 2.1 Given a fixed real value e, for strong and weak comparability constraint, we have
Pr{eij(β) 6 e|equation (2.5)} = Pr{eik(β) 6 e|equation (2.5)}, (2.7)
Pr{eij(β) 6 e|equation (2.6)} = Pr{eik(β) 6 e|equation (2.6)}, (2.8)
respectively.
Assume the joint probability density function for eij(β) and eik(β) conditional on strong/weak
comparability as fSi,jk/f
W
i,jk, and marginal probability density function for eij(β) and eik(β)
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ik , then it is easy to see that
fSi,jk = f
S
ij × fSik, which means eij(β) and eik(β) are independent from each other under strong
comparability, however, similar equation does not hold under weak comparability. As a result,
the pairs under strong comparability will be not only have the same conditional distribution, but
also conditional independent from each other, while the pair under weak comparability will only
have the same conditional distribution, which is suffice to make pairwise comparison. Denote
δSi,jk(β) and δ
W
i,jk(β) as the strong comparability indicator and weak comparability indicator for
gap time pairs Tij and Tik in subject i (j < k), let δ
S
i,jk(β) = 1 if (2.5) holds and δ
S
i,jk(β) = 0
otherwise. Similarly, let δWi,jk(β) = 1 if (2.6) holds and δ
W
i,jk(β) = 0 otherwise. Under weak and














In the following, we will illustrate via a figure that δWi,jk(β) will always be larger than δ
S
i,jk(β),
as a result, (2.10) will produce a more efficient estimator than (2.9). To see this, let d = exp((Zik−
Zij)
>β), x = Tij , y = Tik, c = Ci − Si,jk, then the strong comparability constraint (2.5) is
x(1 + d) 6 c,
y(1 + 1/d) 6 c,
(2.11)
Meanwhile, weak comparability constraint (2.6) becomes
x+ y 6 c,
dx+ y/d 6 c,
(2.12)
The areas of two comparability are shown in Figure 1, from this figure, we can see that the
strong comparability constraint (2.11) shows that the comparable pairs will be selected from
the squared grey shadow area, while the weak comparability constraint (2.12) shows that the
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Fig. 1. Comparison of weak and strong comparability, the area covered by parallel lines represents weak
comparability and the grey shadowed area represents strong comparability. The parallel lines area cover
the grey shadowed area, which means δWi,jk(β) > δ
S
i,jk(β)
comparable pairs will be selected from the area covered with parallel lines, and the parallel lines
area is bigger than squared grey shadow area, which means δWi,jk(β) > δ
S
i,jk(β).
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Denote the estimators of (2.9) and (2.10) as β̂Sn and β̂
W
n , since (2.9) and (2.10) have a similar
form and the estimators’ asymptotic results can be obtained in the same way, in the following
we will only present the asymptotic results for β̂Wn .
Equation (2.10) is a weighted rank regression which has been studied by several authors before,
for example Naranjo and Hettmansperger (1994), Chang and others (1999), Jin and others (2003)
and Jin and others (2006), among others. Denote β0 as the true value of β, then we have:
Theorem 2.2 We have
√
n(β̂Wn −β0) converges in distribution toN(0, {µ′(β0)T }−1Σ(β0){µ′(β0)}−1),




i,jk(β0)sgn((Zik − Zij)(eik(β0)− eij(β0))), µ′(β)




δWi,jk(β)sgn((Zik − Zij)(eik(β)− eij(β)))
 .
3. Simulation Study
In this section, we perform simulation studies to investigate the finite sample behaviour of the
proposed estimator. We use the resampling approach proposed by Jin and others (2006) to
estimate the variance, first generate wi independently from the binomial distribution Bi(n, 1/n),








and repeat the procedure B = 200 times.
We use model (2.2) to generate the recurrent gap times, let p = 1, Zij = j, αi = 1, eij
is assumed to follow normal distribution with mean 0 and variance 1/4. First we generate 10
successive times for each subject, then for subject i use a constant Ci as the censoring time to
select the first mi gap time which satisfies
∑mi−1
j=1 Tij 6 Ci and
∑mi
j=1 Tij > Ci. In simulation,
we choose Ci = 9 or 8. The estimation procedure is repeated by 500 times.
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We conduct simulation on both weak and strong comparability when β0 = 0 and β0 =
0.2 respectively, the results are shown in Table 1 and 2. For lth simulated observation (l =
1, · · · , 500), denote the generated recurrent event gap times as {Ti1, · · · , T+imi,l , i = 1, 2, · · · , n},
and denote weak and strong comparability indicator for episodes j and k (j < k) in subject i
as δl,Wi,jk (β) and δ
l,S
i,jk(β), respectively. For the sake of compare the efficiency between weak and
strong comparability, following quantities are computed:












This quantity calculates the total number of pairs given the condition that all of δl,Wi,jk (β0)
and δl,Si,jk(β0) equals 1, averaged across NS simulation data, it measures the number of pairs
that can potentially being used in estimation.




















The MCP measures how much information weak and strong comparability will utilize,
averaged across NS simulation data. Obviously MCP 6 MTP. If MCP equals to MTP,
then it means that every pair of gap times will be a comparable pair.
From Table 1, we can see that the weak comparability will lead to more efficient estimator
than strong comparability. As can be seen from the table, the MCP for the former is larger than
MCP for the latter, and weak comparability almost employ all the pairs during estimation. When
the censoring time is smaller (Ci = 8), the ratio of MCP for weak and strong comparability will
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Table 1. Simulation Results for β0 = 0, Zij = j, Bias=estimate-β0, SE stands for Standard error, SD
stands for Standard Deviation, MCP means Mean Comparable Pairs, MTP means Mean Total Pairs
n Ci Bias SE SD cov(%) MCP MTP
W 30 9 0.002 0.035 0.036 93.6 75.94 75.96
S 30 9 0.001 0.048 0.051 93.8 66.81 75.96
W 30 8 -0.003 0.051 0.056 96.0 53.44 53.58
S 30 8 -0.003 0.103 0.097 94.0 33.64 53.58
W 60 9 0.002 0.029 0.029 93.0 152.41 152.44
S 60 9 0.002 0.038 0.041 94.4 136.05 152.44
W 60 8 -0.002 0.036 0.038 92.8 106.90 107.00
S 60 8 -0.000 0.072 0.076 94.6 62.12 107.00
W 100 9 -0.000 0.023 0.022 93.0 254.65 254.68
S 100 9 -0.000 0.029 0.030 93.8 230.54 254.68
W 100 8 -0.000 0.028 0.029 94.6 178.35 178.46
S 100 8 -0.002 0.054 0.059 95.4 89.27 178.46
Table 2. Simulation Results for β0 = 0.2, Zij = j, Bias=estimate-β0, SE stands for Standard error, SD
stands for Standard Deviation, MCP means Mean Comparable Pairs, MTP means Mean Total Pairs
n Ci Bias SE SD cov(%) MCP MTP
W 100 10 0.002 0.055 0.061 94.5 99.65 106.58
S 100 10 0.060 0.177 0.144 88.4 37.09 106.58
W 100 12 -0.016 0.028 0.032 93.8 174.65 174.76
S 100 12 0.002 0.061 0.070 95.2 83.99 174.76
W 100 15 -0.010 0.020 0.025 96.8 288.24 288.25
S 100 15 -0.008 0.222 0.029 97.2 248.93 288.25
W 100 20 -0.009 0.013 0.019 97.4 508.32 508.32
S 100 20 -0.009 0.013 0.019 97.4 506.88 508.32
also become larger. Table 2 show similar results when β0 = 0.2. In all, these results indicate that
weak comparability can utilize more data, thus provide a more efficient estimate than strong
comparability.
4. Real Data
In this section, we apply the proposed method to HIV Prevention Trial Network (HPTN) 052
data (Cohen and others, 2011; Chen and others, 2012). HPTN 052 study is a phase II, two-arm,
controlled, open-labelled, multi-country randomized clinical trial in serodiscordant couples, the
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Table 3. Simulation Results for β0 = 0, Zij =
√
j, Bias=estimate-β0, SE stands for Standard error, SD
stands for Standard Deviation, MCP means Mean Comparable Pairs, MTP means Mean Total Pairs
n Ci Bias SE SD cov(%) MCP MTP
W 30 9 -0.007 0.109 0.111 92.1 76.35 76.36
S 30 9 -0.007 0.113 0.110 91.2 74.28 76.36
W 30 8 -0.002 0.133 0.138 92.4 53.21 53.31
S 30 8 -0.006 0.146 0.134 89.6 48.99 53.31
W 60 9 -0.003 0.077 0.077 93.0 151.78 151.80
S 60 9 -0.003 0.078 0.077 91.8 148.53 151.80
W 60 8 0.002 0.094 0.097 94.4 107.03 107.15
S 60 8 -0.000 0.102 0.095 90.6 99.86 107.15
W 100 9 0.001 0.063 0.060 92.1 254.06 254.08
S 100 9 0.001 0.065 0.060 92.1 248.97 254.08
W 100 8 0.003 0.073 0.075 93.2 178.11 178.23
S 100 8 0.003 0.079 0.073 91.8 166.39 178.23
Table 4. Simulation Results for β0 = 0.2, Zij =
√
j, Bias=estimate-β0, SE stands for Standard error, SD
stands for Standard Deviation, MCP means Mean Comparable Pairs, MTP means Mean Total Pairs
n Ci Bias SE SD cov(%) MCP MTP
W 100 10 -0.016 0.075 0.083 94.2 148.88 149.18
S 100 10 -0.016 0.084 0.081 91.8 135.62 149.18
W 100 12 -0.013 0.060 0.062 93.6 254.46 254.48
S 100 12 -0.013 0.061 0.061 93.0 250.59 254.48
W 100 15 -0.009 0.046 0.044 93.2 440.19 440.19
S 100 15 -0.009 0.046 0.044 93.2 439.57 440.19
W 100 20 -0.007 0.031 0.031 92.6 845.22 845.22
S 100 20 -0.007 0.031 0.031 92.6 845.21 845.22
purpose of the study is to compare ‘immediate’ versus ‘delayed’ treatment of ART for HIV-
infected participants on short- and long-term risk of HIV transmissions to their HIV-negative
partner. 1763 HIV-1-serodiscordant couples were enrolled into the study since April 2005 (pilot
phase), among the 1763 couples, 886 couples were randomly assigned to early ART treatment
group, while the rest 877 to delayed ART treatment group, and all the couples were followed
up until 2015. On May 11, 2011, all the patients in both cohorts have been provided early ART
treatment due to an independent data and safety monitoring board (DSMB) of the NIH/NIAID’s
recommendation, while they showed a dramatically 96% risk reduction for the early ART treat-
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ment arm in HIV-1 transmissions.
However, high levels of patient adherence is an essential fact to achieve effective ART treat-
ment, where patient adherence means patients’ ability to follow a treatment plan and take medi-
cations as prescribed. It is recognized that at least of 95% of adherence is required (Paterson and
others, 2000). In this study, adherence was measured by both pill counts and self count as well
as the measurement of viral load (Chen and others, 2012). Doctor’s counselling is one of the key
aspect that could affect adherence (Iacob and others, 2017). In regards to this situation, both
groups had received adherence counselling during each visit (Cohen and others, 2011).
For this data, we calculate the ratio of total pills a patient has eaten versus total pills has
been dispensed during the time interval between two consecutive visits and use this ratio as the
measure of adherence, obviously the adherence will change across different time intervals. For each
patient’s visit history, we construct recurrent event data as follows: 1). If the patient’s first visit
interval is more than 95% adherence, then count the total consecutive visit days until the last visit
interval that is more than than 95% adherence. 2). If the patient’s first visit interval is less than
95% adherence, then count the total consecutive visit days until the last visit interval that is less
than 95% adherence, then following 1) to construct the remaining episodes of recurrent gap times.
3). Define an indicator function for each recurrent gap time, it equals 1 if this episode’s adherence
is more than 95%, and equals 0 vice versa. For instance, if a patient’s data is as in Table 5, then
the recurrent gap time for this patient is: 14, 86(=28+58), 150(=60+90), 70, 320(=80+180+60),
60, with indicators 0, 1, 0, 1, 0, 1. Generally, longer recurrent gap time for high adherence means
the time remains high adherence will be longer - which is desirable because it will lead to effective
ART treatment, and longer recurrence gap time for low adherence means this patient is taken
medicine less than required - which is undesirable because it will not lead to effective treatment.
Trend analysis method can be used here to assess the pattern of the adherence alternation. The
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model we consider is
log Tij = αi + Z
(1)
ij β1 + Z
(2)




ij β3 + eij (4.14)
where for jth recurrent time in ith individual, we choose Z
(1)
ij = j. Let Z
(2)
ij be an indicator
function, it equals 1 if corresponds to high adherence and equals 0 if it corresponds to low
adherence, β3 is the interaction term for the trend measure and high/low adherence indicator.
We only focus on the 886 patients in the early ART treatment arm and recurrent event gap times
were measured in months. Some patients’ data were deleted due to missing and this result in
829 individuals in the analysis. The data is analyzed under both full follow up time (without
censoring) as well as artificial censoring time on May 11, 2011. The results are shown in Table 6.
In this table, for full data, the MTP equals 14985, while for the censored data MTP only equals
4711, which suggests the number of episodes reduces after censoring, which will lead to bigger
standard deviation for the estimates. Under full follow up data, the MCP for weak and strong
comparability are 14844 and 14554 respectively. Under the censored data, the MCP for weak and
strong comparability are 4684 and 4629 respectively. We also found that the weak comparability
utilizes 646 patients’ data while strong comparability only utilizes 621 under full data, and under
censored data, the numbers are only 513 and 507, respectively. The number are close to each
other for weak and strong comparability is because the number of recurrent gap times is big. As
can be seen from the table, all the estimates are significant. Positive β̂1 indicates that the length
of the higher adherence episodes become longer, and the length of the lower adherence episodes
also becomes longer. Positive β̂2 shows that patients the length of the higher adherence episodes
is still longer than the length of the lower adherence episodes. Negative β̂3 means the length of
the higher adherence episodes and the lower adherence episodes act on the opposite direction —
which means when the length of the higher adherence episodes becomes longer, the length of the
lower adherence episodes will become shorter and vice versa. And the results under full follow up
data and censored data are similar.
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Table 5. A sample patient visit data, 1 stands for adherence larger than 95% and 0 other wise
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th
visit time interval (in days) 14 28 58 60 90 70 80 180 60 60
high/low adherence indicator 0 1 1 0 0 1 0 0 0 1
Table 6. HPTN 052 data results.
Ci β̂1(SD) β̂2(SD) β̂3(SD)
W full 0.116(0.009) 1.214(0.059) -0.045(0.005)
S full 0.118(0.009) 1.032(0.074) -0.032(0.003)
W 2011-05-11 0.168(0.030) 0.905(0.069) -0.053(0.020)
S 2011-05-11 0.168(0.038) 0.981(0.079) -0.068(0.016)
5. Discussion
In this paper, we have proposed a new version of comparability which can identify the time
trend within the recurrent gap times, we also proposed a simple way to estimate the regression
coefficients by utilizing rank regression. Our estimator improves the efficiency compared with
Wang and Chen (2000). We name our version as weak comparability and Wang and Chen (2000)’s
as strong comparability because our method will subject to weaker constraint during estimation
and thus utilize more pairs of recurrent event gap times for a subject, while we need to mention
that the assumption we have made is just the same as Wang and Chen (2000) and nothing is
being sacrificed. As being shown in the simulation, under extreme settings (number of observed
gap time is small), our method can almost fully utilize all the data while the strong comparability
can only utilize half of the data and thus the efficiency is being improved. Thus the proposed
method shows higher advantage compared with Wang and Chen (2000).
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6.
6.1 Proof of Lemma 2.1
Here we only consider the proof of (2.8) since proof of (2.7) is already being finished in Wang and
Chen (2000). Notice that Tij = exp(αi + Z
>
ijβ + e), Tik = exp(αi + Z
>
ikβ + e). First we consider
the left part of (2.8):
For the first equation of (2.6), notice that Tij + Tik 6 Ci − Si,jk is equivalent to Tij 6
Ci − Tik − Si,jk, substitute Tij with exp(αi + Z>ijβ + e):
exp(eij) 6 (Ci − Si,jk − Tik) exp(−αi − Z>ijβ) = (Ci − Si,jk − exp(αi + Z>ikβ + e)) exp(−αi − Z>ijβ).
The second equation of (2.6) is equivalent to:
Tij exp(−α− Z>ijβ) 6 (Ci − Si,jk) exp(−αi − Z>ikβ)− Tik exp(−αi + Z>ijβ − 2Z>ikβ).
Substitute Tik with exp(αi + Z
>
ikβ + e), we have
exp(eij) 6 (Ci − Si,jk − Tij) exp(−αi − Z>ikβ) = (Ci − Si,jk − exp(αi + Z>ijβ + e)) exp(−αi − Z>ikβ).
Thus
Pr{eij(β) 6 e|equation (2.6)}
= min
{
log(Ci − Si,jk − exp(αi + Z>ikβ + e))− αi − Z>ijβ,




Then we consider the right part of equation (2.8). Notice Tij + Tik 6 Ci − Si,jk is equivalent
to Tik 6 Ci − Tij − Si,jk, thus:
exp(eik) 6 (Ci − Si,jk − Tij) exp(−αi − Z>ikβ) = (Ci − Si,jk − exp(αi + Z>ijβ + e)) exp(−αi − Z>ikβ).
And Tij exp((Zik − Zij)>β) + Tik exp((Zij − Zik)>β) 6 Ci − Si,jk is equivalent to
Tik exp(−αi − Z>ikβ) 6 (Ci − Si,jk) exp(−αi − Z>ijβ)− Tij exp(−αi + Z>ikβ − 2Z>ijβ).
Substitute Tij with exp(αi + Z
>
ijβ + e), we have
exp(eik) 6 (Ci − Si,jk − Tik) exp(−αi − Z>ijβ) = (Ci − Si,jk − exp(αi + Z>ikβ + e)) exp(−αi − Z>ijβ).
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Pr{eik(β) 6 e|equation (2.6)}
= min
{
log(Ci − Si,jk − exp(αi + Z>ijβ + e))− αi − Z>ikβ,




Compare equation (6.15) and (6.16), we conclude that
Pr{eij(β) 6 e|equation (2.6)} = Pr{eik(β) 6 e|equation (2.6)}.
Thus (2.8) is proved.
6.2 Proof sketch of Theorem 2.2
To prove the asymptotic normality of the estimate β̂Wn , notice that δ
W
i,jk(β) in (2.10) is only a
constraint aimed to select comparable pairs, then the derivative of (2.10) is:





δWi,jk(β)sgn((Zik − Zij)>(eik(β)− eij(β))). (6.17)
Thus minimization of (2.10) is equivalent to solve M ′W (β) = 0. For simplicity, we also denote
M ′i,W (β) =
∑
j<k
δWi,jk(β)sgn((Zik − Zij)>(eik(β)− eij(β))).




i,W (β0) is the sum of i.i.d. random vectors and EM
′
W (β0) = 0. Thus
under regularity conditions, n−1/2M ′W (β0) converges to a normal distribution. However, when
consider covariance matrix, delta method cannot being directly used because M ′W (β) is not
differentiable with respect to unknown parameter β. To overcome this difficulty, we first use a
smooth approximation of M ′W (β), which is φ(β) = M
′
W (β0) + nµ(β), where µ(β) = E[M
′
i,W (β)],
we here assume that µ(β) is positive definite. As β → β0, φ(β) is a local approximation of M ′W (β).
Denote D(β) = φ(β)−M ′W (β), then M ′W (β) = φ(β)−D(β). By using techniques of Lemma 5 and
6 of Bhattacharya et al. (1983), we can prove thatD(β) holds a stochastic equicontinuity condition
which is D(β)−D(β0) = {φ(β)−M ′W (β)}−{φ(β0)−M ′W (β0)} = op(
√
n) for β−β0 = Op(n−1/2).
Then we have
n−1/2[M ′W (β)−M ′W (β0)] = n−1/2 [{nµ(β)− nµ(β0)}+ {D(β)−D(β0)}] =
√
n(β − β0)µ′(β0) + op(1).
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This completes the proof by using the functional delta method and central limit theorem.
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