Abstract. Frobenius observed that the number of times an element of a finite group is obtained as a commutator is given by a specific combination of the irreducible characters of the group. More generally, for any word w the number of times an element is obtained by substitution in w is a class function. Thus, it has a presentation as a combination of irreducible characters, called its Fourier expansion. In this paper we present formulas regarding the Fourier expansion of words in which some letters appear twice. These formulas give simple proofs for classical results, as well as new ones.
Introduction
Let w be a word in , and the Fourier expansions of other words were studied as well (see [Isa94, chapter 4] , and more recent results in [Tam00, AV11] ).
If w and w ′ are equivalent under Aut (F d ), then N w ≡ N w ′ for any G, so that one can always replace w ∈ F d by ϕ (w) for any ϕ ∈ Aut (F d ). If some letter x appears only once in w (either as x or as x −1 , but not both), then w is equivalent under Aut (F d ) to the single letter x, and thus N w is constant. In this paper we consider the next simplest case, in which some letter appears twice in w, either with the same sign or with different signs.
We say that x is a square in w if x appears twice in it, and x −1 does not, or vice versa. We say that x is dismissible in w if both x and x −1 appear in w, each of them only once. In this paper we present formulas regarding the Fourier coefficients of words with at least one square or dismissible letter. The results in [Fro96, Tam00, AV11] are obtained as special cases of these formulas, and further cases and applications are shown in Section 2.
1.1. Statement of the results. It is well known that for any word w ∈ F d and finite group G, the Fourier coefficients of w with respect to G can be obtained by summation over all substitutions of G's elements in w's letters:
where x stands for (x 1 , . . . , x d ) (for the proof see Proposition 1). We will show the following:
Theorem. Let w be a word in F d , G a finite group, and χ ∈ Irr (G).
(1) There is a formula for N χ w which involves summation only over the non-dismissible letters of w.
(2) There is a formula for N χ w which involves the Frobenius-Schur indicator of χ (1.2), and summation only over the non-dismissible and non-square letters of w.
The Frobenius-Schur indicator of χ is
χ is afforded by a real representation −1 χ is real but not afforded by a real representation 0 χ is not real,
and it is a classical fact that F S χ = N (1) Dismissible letters: Let w ∈ F (x 1 , . . . , x d , y 1 , . . . , y n ) be a word in which y 1 , . . . , y n are dismissible letters. Define words w 0 , . . . , w 2n ∈ F (x 1 , . . . , x d ) by writing w as
, where any w j may be the empty word 1. We define words W i ∈ F (x 1 , . . . , x d ) as follows. For W 1 , start reading w from w 0 , and upon reaching a dismissible letter, jump to its inverse, and continue reading from there. When reaching the end of w, stop readingthe word obtained so far is W 1 . Now, find the first w j which has not been read yet, and start reading W 2 from it, again jumping from dismissible letters to their inverse. You finish reading W 2 upon reaching your starting point. Continuing in this manner, one obtains W 1 , . . . , W r (where r = r (w)) -the process stops when all w j have been read. Our formula then states that the Fourier expansion of w is given by
( 1.3)
It may happen that d = 0 (if all letters are dismissible), in which case the summation is over the empty substitution, and .
We obtain
and thus
In the next section we demonstrate some applications of the formulas, including the results referred to earlier. Section 3 presents some preparatory results for the main theorems, which are proved in Section 4.
Remarks.
(1) The ambient free group of w affects N w . For example, for w = xy ∈ F (x, y) we have N w ≡ |G| (for every finite G), but for w = xy ∈ F (x, y, z) we have N w ≡ |G| 2 .
(2) For 1 the empty word on zero letters, we have N 1 (g) = δ g,e and thus N 
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Corollaries and applications
We give now examples of applications and corollaries of the main formulas.
(1) Frobenius' formula: for the commutator
2 w 4 we have d = 0, n = 2, and w 0 , . . . , w 4 = 1. This gives W 1 = w 0 w 3 w 2 w 1 w 4 = 1, so that r = 1, and thus by (1.4)
.
(which can also be deduced from (3.1)). (2) Let w 0 , w 1 be words in F (x 1 , . . . , x d ) (not necessarily disjoint), and observe w = w 0 yw 1 y −1 . In this case W 1 = w 0 and W 2 = w 1 , which gives
In terms of the Fourier expansion of N w , we obtain
which is (roughly) Lemma 4.6 in [AV11] . We shall return to this example in Proposition 2. (4) Similarly, for w 0 = w 1 = w we obtain
and the only question is what is r. In this case one can show that w is equivalent under Aut (F d ) to a word w ′ in which all letters are dismissible (such a word is called admissible). It is a classical observation that admissible words describe a relation defining the fundamental group of an orientable surface. Thus, w ′ is equivalent under Aut (F d ) to a product of g disjoint commutators, where g is the genus of the surface it defines. Finding r amounts to finding this genus, as g = n we obtain a result from [Tam00] : for n odd we have W 1 = w 0 w n+1 w 2 w n+3 w 4 . . . w n−1 w 2n = 1 W 2 = w 1 w n+2 w 3 w n+4 . . . w n−2 w 2n−1 w n = 1 so that r = 2 and N 
where δ χ∈R is one if χ is real and zero otherwise. For w ′ = w 1 ·x·w 2 ·y·w 3 ·x·w 4 ·y·w 5 , however, we obtain
in which x became dismissible, and by (1.3)
Had we taken w ′′ = w 1 ·x·w 2 ·y·w 3 ·x −1 ·w 4 ·y·w 5 , we would get
i.e. x became a square, and now
Notice that had we applied (1.3) to w ′′ , we would have get
which requires summation over more substitutions then (2.4). In general, squares are better taken care of before dismissible letters.
1 If this decomposition is given by χ i · χ j = c i,j,k · χ k , then c i,j,k are the Clebsch-Gordan coefficients of G. For G = Sn they are also referred to as Kronecker coefficients, and for G = GLn as Littlewood-Richardson coefficients. 
which shows that N w ≡ N w ′ iff χ (g) ∈ R ∪ iR for every χ ∈ Irr (G) and g ∈ G. We leave it as an exercise to find, for any k ∈ N, words w, w ′ which induce the same distribution on G iff χ (g) k ∈ R for all χ ∈ Irr (G) and g ∈ G. (11) For a word with dismissible letters for which r (w) = 1, we obtain
Since r = 1, n is even (see Theorem 4), and we obtain by (3.1) 
and define
is not a class function on G r , we can still observe the "Fourier coefficient" of η ∈ Irr (G r ),
With this notation we find that if the dismissible letter formula for a word w produces W 1 , . . . , W r , then for every χ ∈ Irr (G)
where
Preliminaries
The following proposition lists some simple facts about the Fourier expansions of word maps.
Proposition 1. Let G be a finite group, w ∈ F d , and χ ∈ Irr (G).
(1) The coefficient of χ in N w is given by Proof.
(1) It is well known that Irr (G) is an orthonormal base for the space of class functions on G, endowed with inner product
Thus,
(2) This follows from
(3) We recall that the convolution of two class functions is defined by
and that for χ, ψ ∈ Irr (G)
(see e.g. [Fol95, 5.20] ). Using this, we see that
The next proposition already appears in [AV11] (as Lemma 4.6), and it was also shown in (2.1) to follow from the formula for dismissible letters (1.3). Nevertheless, we present here two proofs for it. The first is interesting in its own rights, and the second will be generalized to the proof of the formula (1.3), and serves as a warm-up.
Proposition 2. If y is a letter which does not appear in w, then
First proof. The column orthogonality of characters states that
By (3.2) and linearity, any class function f and χ ∈ Irr (G) satisfy
and for f = N w χ this gives
Second proof. We shall make use of the following classical theorem about compact groups:
Fact (Peter-Weyl). Let {ρ s } be unitary representatives for the isomorphism classes of the irreducible representations of G. 
where ( * ) is by Peter-Weyl.
Proofs of the formulas
We begin by the formula for square letters.
Theorem 3. Let w = w 1 yw 2 yw 3 ∈ F (x 1 , . . . , x d , y) with y a square, i.e. w 1 , w 2 , w 3 ∈ F (x 1 , . . . , x d ). Then
, where F S χ is the Frobenius-Schur indicator (1.2).
Proof. First, a word is always equivalent to its cyclic shifts under Aut (
2 w3w1 . Using (3.1) we have
where we recall that
We move on to the formula for dismissible letters. We take w ∈ F (x 1 , . . . , x d , y 0 , . . . , y n−1 ) to be a word with the y i dismissible, and assume (by applying a cyclic shift if necessary) that w ends in some y Proof. We strongly advise reading the second proof of Proposition 2 before going any further, as it is much more accessible and contains the main ideas of the proof.
First, we observe that (−1) r = (−1) 2n−r = sgn σ = − sgn τ = − (−1) n and thus r ≡ n (mod 2). We shall write i ⊞ j for (i + j) mod 2n. We shall use the fact, already exploited in the second proof of Proposition 2, that for ρ ∈ G and 1 ≤ i, j, k, l ≤ dim ρ, 
