Digital subtractive synthesis is a popular music synthesis method, which requires oscillators that are aliasing-free in a perceptual sense. It is a research challenge to find computationally efficient waveform generation algorithms that produce similar-sounding signals to analog music synthesizers but which are free from audible aliasing. A technique for approximately bandlimited waveform generation is considered that is based on a polynomial correction function, which is defined as the difference of a non-bandlimited step function and a polynomial approximation of the ideal bandlimited step function. It is shown that the ideal bandlimited step function is equivalent to the sine integral, and that integrated polynomial interpolation methods can successfully approximate it. Integrated Lagrange interpolation and B-spline basis functions are considered for polynomial approximation. The polynomial correction function can be added onto samples around each discontinuity in a non-bandlimited waveform to suppress aliasing. Comparison against previously known methods shows that the proposed technique yields the best tradeoff between computational cost and sound quality. The superior method amongst those considered in this study is the integrated thirdorder B-spline correction function, which offers perceptually aliasing-free sawtooth emulation up to the fundamental frequency of 7.8 kHz at the sample rate of 44.1 kHz.
I. INTRODUCTION
Digital subtractive synthesis refers to the emulation of analog music synthesis using a computer and it is one of the popular synthesis methods nowadays. The sound-generation principle in subtractive synthesis is first to synthesize a signal with rich spectral content and then to filter that signal with a time-varying filter. There is a tradition 1, 2 to use geometric periodic signals, such as the sawtooth, the rectangular, or the triangle waveform, as the source. Annoyingly, digital synthesis of these classical waveforms via trivial sampling suffers from aliasing distortion that can be heard as a disturbing hiss, hum, or beating. [3] [4] [5] [6] This is due to the discontinuities in the waveforms, or their derivatives, which require a nearly infinite bandwidth in the frequency domain. The challenge, and the topic of this paper, is to devise an efficient digital signal generation algorithm, which is free from audible aliasing and produces similar-sounding signals to analog music synthesizers.
In principle, the aliasing in the audio band can be reduced by increasing the sample rate. 6, 7 However, since the spectra of periodic waveforms decay gently, for example, at only about 6 dB per octave in the case of the sawtooth signal, a very high oversampling ratio is required for proper aliasing suppression. More advanced approaches that have been suggested are briefly reviewed next.
The earliest approaches in the 1970s reduced a sum of harmonically related sinusoids into a fraction of two trigonometric functions using the properties of the sine and cosine functions. 8, 9 These methods correspond to a condensed implementation of additive synthesis. 10 Another perspective on the additive synthesis of the classical waveforms is specifying their spectral content in the frequency domain and then applying the inverse (fast) Fourier transform to the synthesized spectrum. 11 A common approach to producing a fixed number of harmonically related sinusoids is to utilize wavetable synthesis, 5, 7 where a precomputed table containing one cycle of an oscillation is played back. By reading the lookup table at a different rate, the fundamental frequency of the waveform is changed from its nominal value. 12 Alternatively, the waveforms can be synthesized from a sinusoid by means of distortion synthesis [13] [14] [15] in which the higher harmonics are generated by applying a nonlinear waveshaper 16, 17 or phase distortion 18, 19 to the sinusoid having the desired fundamental frequency. The phase distortion approach using a time-varying first-order allpass filter 14, 19, 20 has been extended to a chain of time-varying allpass filters. 21 Other nonlinear approaches to the approximation of these classical waveforms include the use of a nonlinear waveshaper in the feedback path of a feedback amplitude modulation synthesizer 22 and bitwise logical modulation of two sinusoidal oscillators. 23 However, although one can obtain nearly bandlimited waveforms with these nonlinear approaches, it should be noted that they are generally not bandlimited. a) Author to whom correspondence should be addressed. Electronic mail:
vesa.valimaki@tkk.fi
The bandlimited waveforms can be approximated with the help of a signal that has a spectrum containing the harmonics of the target waveform but with a steeper spectral tilt. A digital filter can then be used to modify the overall spectral shape to obtain close approximations of the classical waveforms. One such approach produces the sawtooth wave by full-wave rectifying a sine wave of half of the target fundamental frequency and by applying a tracking highpass filter and a fixed lowpass filter to the rectified sinusoid. 24 A related recent approach generates the sawtooth waveform by differentiating a piecewise parabolic waveform, i.e., a squared sawtooth wave signal. [25] [26] [27] The other classical waveforms are obtained with modifications to the basic algorithm. 27 It is possible to obtain the rectangular pulse and the skewed triangle waveshapes by FIR comb filtering 6, 28 the sawtooth wave and piecewise parabolic signals, respectively. This differentiated second-order polynomial wave-form approach has recently been extended to higher-order differentiations of higher-order polynomials. 29 The aliasing has been shown to be reduced also by highpass and comb filtering the alias-corrupted signals. 30 Stilson and Smith suggested in 1996 an approach that is based on bandlimiting the derivative of the waveform. 31 By bandlimiting the waveform derivative, i.e., by replacing each lone impulse, the derivative of a waveform discontinuity, with the impulse response of a lowpass filter, and by applying integration to the resulting bandlimited impulse train (BLIT), an approximately bandlimited waveform is obtained. 31, 32 Here the integration and differentiation only vary the spectral tilt of the waveform by increasing and decreasing it, respectively, by about 6 dB per octave, as can be proven by analyzing the Laplace transforms of the derivative and the integral of a signal. Approximations of the bandlimited impulses used in the BLIT approach have been proposed, including modified frequency modulation, 33 feedback delay loops, 34, 35 the impulse responses of low-order fractional delay filters, 35, 36 parametric window functions, 37 and optimized look-up table designs. 37 However, the integration in the BLIT approach may cause numerical problems when it is implemented with finite accuracy. 32, 36 In order to avoid this issue, Brandt proposed the use of a second-order leaky integrator that has zero DC gain. 38 Furthermore, he suggested that the numerical problems could be overcome by performing the integration beforehand by using an accumulated impulse response of the lowpass filter. When every step-like discontinuity of the waveform is replaced with the accumulated impulse response, that Brandt calls a bandlimited step function (BLEP), an approximately bandlimited waveform is obtained. 38 Both the BLIT and the BLEP methods are usually implemented by sampling the impulse response of a continuous-time lowpass filter 39 that is further accumulated in the BLEP approach. The latter approach leads to an approximation of the ideal bandlimited unit step function. In this paper, the ideal bandlimited unit step function is derived in closed form.
The BLIT and the BLEP methods require a table in which the sampled impulse response or the sampled accumulated impulse response is stored. [31] [32] [33] [38] [39] [40] In practice, the impulse response of the lowpass filter must be oversampled in order to achieve improved accuracy in the positioning of the waveform transition between the sampling points. This raises another issue since large tables cannot be used in memory sensitive platforms. In order to achieve good accuracy, the oversampling factor should be large, for example, 32, which makes the table size even larger. This paper proposes a polynomial approximation of the ideal bandlimited unit step function based on integrated Lagrange or B-spline interpolation. These methods lead to a computationally efficient implementation of the BLEP method that does not require a table or oversampling.
At high fundamental frequencies, when K samples around each discontinuity are corrected using the table-based BLEP method, two or more tables may overlap, since the distance between contiguous discontinuities can be less than K samples. The same problem occurs also with the table-based BLIT method. Taking care of overlapping tables increases the computational cost per output sample. If the overlapping is undesirable and must be avoided, the highest possible fundamental frequency for a synthetic sawtooth signal using the table-based BLEP and BLIT approaches is then f s /K, where f s is the sample rate. 13 The methods proposed in this paper use low-order polynomials, which correspond to shorter corrections functions (i.e., a smaller K) than when a table is used.
Section II of this paper shows that the ideal BLEP function is equivalent to the well-known sine integral. The use of the BLEP residual function in the synthesis of the classical waveforms is explained and illustrated. The polynomial approximation of the ideal BLEP function using integrated Lagrange and B-spline interpolation is discussed in Sec. III. The proposed polynomial waveform correction approaches are evaluated in Sec. IV where the audibility of the produced aliasing is investigated using a model of auditory masking and a standard perceptual sound quality measure. In addition, the computational load of the proposed approaches is discussed. A comparison with alternative waveform synthesis methods is presented. Section V concludes the paper.
II. BANDLIMITED STEP FUNCTIONS
The continuous-time classical waveforms can be constructed by integrating the sum of an impulse train and a constant. 31, 32, 34, 36 This is equivalent to summing a sequence of unit step functions and a linear function. 38 These approaches lead to the previously proposed BLIT and BLEP synthesis methods, respectively, when bandlimited versions of the basis functions are used. Using the summing of unit step functions, the rectangular pulse wave with a fundamental frequency f 0 ¼ 1/T 0 and a duty cycle, or the pulse width, P can be expressed as
where u(x) is the Heaviside unit step function given by 
and the triangle wave as
In the ideal BLIT method, the synthesis algorithm first smooths the impulse train with an ideal lowpass filter, i.e., a filter that passes the frequencies below a cut-off frequency as is and blocks the frequencies above it. 31, 32 Every unit impulse is replaced with the impulse response of the ideal lowpass filter given by h id ðtÞ ¼ af s sincðaf s tÞ;
where f s is the sample rate, 0 a 1 is a scaling factor for the filter cut-off frequency, and sinc(x) ¼ sin(px)/(px).
In the BLEP method, each step-like discontinuity in the signal is replaced with a bandlimited unit step function, which is the integral of the bandlimited impulse, i.e., the impulse response of the ideal lowpass filter. Previously accumulating a windowed impulse response has approximated the integration since the sinc function itself is infinitely long. However, the ideal bandlimited unit step function can be expressed in closed form as
sinðpaf s sÞ paf s s ds
Àpaf s t sinðsÞ s ds (6) from which by substituting
SiðxÞ ¼
SiðÀxÞ ¼ ÀSiðxÞ;
where Si(x) is the well-known sine integral, 41 yields
Now, since the sawtooth and the rectangular pulse wave can be synthesized by summing time-shifted unit step functions, the respective bandlimited waveforms can be constructed by replacing every unit step function with the bandlimited unit step h Iid (t) function derived above.
The forming of the correction function used in the BLEP approach for the sawtooth and the rectangular pulse wave is illustrated in Fig. 1 , where the impulse response of the ideal lowpass filter, the ideal bandlimited unit step function, and the BLEP residual are shown for the cut-off frequency-scaling factor a ¼ 1. The correction function, called the BLEP residual, is the difference between the bandlimited unit step function h Iid (t) and the unit step function u(t). Samples taken from the BLEP residual [see Fig. 1(c) ] can be summed onto each discontinuity of a trivially sampled signal, resulting in a computationally efficient implementation of the synthesis algorithm.
In case of the triangle wave, however, the replacement of each unit step function with a bandlimited step function is inadequate. Here, the ramp functions of Eq. (4), i.e., terms of form su(s) need to be replaced with the integral of the bandlimited step function, given by ð h Iid ðtÞdt ¼ th Iid ðtÞ þ cosðpaf s tÞ p 2 af s : Figure 2 illustrates how a trivially sampled rectangular pulse signal can be post-processed using the BLEP method. Figure 2(b) shows the correction functions associated with each discontinuity in the trivial pulse signal of Fig. 2(a) . In this example, the BLEP residual modifies only six samples, three before and three after the transition. The truncated correction functions in Fig. 2(b) have been shifted by the fractional delay of each discontinuity, i.e., the delay between the discontinuity and the sample following it, and have then been sampled at the six regular sampling grid points from the ideal BLEP residual. Note that this method requires detection of the accurate location of each discontinuity in the original signal between the sampling instants.
Additionally, the magnitude and direction (up or down) of each discontinuity must be estimated because the polarity and amplitude of the correction function depend on them. In this example all discontinuities have the same magnitude The corresponding fractional delay of each discontinuity can be computed using the principle of similar right triangles, as depicted in Fig. 3 . Since a unipolar modulo counter can be used to compute the instantaneous phase of the waveform, the fractional delay can be directly computed from the value of the modulo counter after the discontinuity. For simplicity, assume that the values of the modulo counter are limited to be between 0 and 1, since any modulo counter can be normalized to satisfy this assumption. Now, for the waveform phase reset, see Fig. 3 (a), the relation
where p(n) is the modulo counter value after the discontinuity, d corresponds to the fractional delay, T is the sampling interval, and f 0 T is the step size of the counter, is obtained from Fig. 3(c) . Thus, the fractional delay can be solved as
In the case of a rectangular pulse wave, the fractional delay associated with the downward discontinuity is computed from the value of the modulo counter after it exceeds P, the duty cycle [see Fig. 3(b) ]. However, in this case P needs to be subtracted from the modulo counter value, as shown in Fig. 3(d) , in order to obtain the correct fractional delay value. When generating a triangle wave, the fractional delays of the turning points are obtained similarly with P ¼ 0.5.
III. CORRECTION BASED ON POLYNOMIAL INTERPOLATION
Next, a polynomial approximation of the ideal BLEP method, originally proposed by Välimäki and Huovilainen, 39 is discussed. Previously, the basis function of linear interpolation, i.e., a continuous-time triangle pulse, was integrated with respect to time in order to obtain a closed-form, second-order polynomial approximation of the bandlimited step function. 39 In addition, the integrals of a third-order spline and a truncated third-order Lagrange interpolator that modifies only the two samples that precede and follow a discontinuity have been previously used as the approximately bandlimited step function. 13 This section extends this idea to general Nth-order interpolation polynomials, yielding an (N þ 1)th-order polynomial bandlimited step function called PolyBLEP. The order of the PolyBLEP function is denoted by N I .
A. Integrated Lagrange interpolation
Lagrange interpolation is commonly used to interpolate bandlimited signals, such as in sampling-rate conversions or in fractional-delay filtering. [42] [43] [44] [45] [46] The Nth-order Lagrange interpolation coefficients can be expressed in closed form as
for n ¼ 0,1,2,…,N, where D is a real number that corresponds to the delay from the beginning (n ¼ 0) of the impulse response and C(n) are constant scaling coefficients. 45, 47 An FIR filter with the above coefficients h L (n) shifts the input signal by approximately D sampling intervals.
It has been shown previously that the Lagrange interpolation is a maximally flat approximation of sinc interpolation around the zero frequency. 47 Knowing this, integrated Lagrange interpolation, which is an approximation of the sine integral (i.e., the integrated sinc function), is defined. The integral of the Lagrange interpolation formula with respect to D can be written as
where h L (n) is the Lagrange interpolation coefficient given by Eq. (14) and E L (n) is a constant with which the integrated Lagrange interpolation polynomials are set to be continuous. These constants are selected so that the polynomial begins from the zero level and the polynomials for the successive coefficients are continuous at their boundaries. For a chosen polynomial of order N, the coefficient h IL (n) can be computed as described above. The computed polynomial is evaluated for delay D and an approximation of the ideal BLEP function is obtained. To obtain an approximation of the ideal BLEP residual, a unit step function u(n) must be subtracted from Eq. (15) . Tables I, II , and III show the formulae for three loworder Lagrange polynomials. The interpolation polynomials were obtained by evaluating Eq. (14) for orders 1, 2, and 3, respectively. The integrated polynomials were obtained by integrating the interpolation polynomials with respect to D and by setting the polynomials to be continuous, as described above. Integration increases the orders of these polynomials by one. Lastly, the polynomial correction functions associated with integrated first-, second-and third-order Lagrange interpolation polynomials are also presented in Tables I, II , and III, respectively. A unit step function centered at the discontinuity was subtracted from the integrated interpolation polynomial, and a variable change was implemented so that each polynomial segment can be computed using the fractional delay d, i.e., the fractional part of the delay D.
For odd-order interpolation polynomials, the variable change is obtained with d ¼ D -(N -1)/2. When the order of the interpolation polynomial is even, the substitution is more complicated. Now, since the polynomial is applied asymmetrically with respect to the discontinuity depending on its position, two cases are obtained: the discontinuity is either located closer to the sampling instant before or after it. In the first case, the correction function is applied to N/2 þ 1 samples before and N/2 samples after the discontinuity, whereas in the latter case the numbers of samples to be modified before and after the discontinuity are interchanged. When the discontinuity is closer to the sampling instant before it, the fractional delay should lie in the range 0.5 d < 1 (cf. Fig. 3 ). This can be obtained by substi-
In the other case, the fractional delay is in the range 0 d < 0.5, which yields a substitution d ¼ D -N/2. This also means that the correction functions are different for these two cases, as can be seen in Table II. The continuous-time impulse response, the integrated impulse response, and the PolyBLEP residual of first-, second-, and third-order Lagrange interpolators are depicted in Fig. 1(c) ]. Figure 5 shows the waveforms and spectra of bandlimited sawtooth signal approximations using the proposed TABLE I. First-order (N ¼ 1) Lagrange polynomials, their integrated forms, and the corresponding BLEP residual polynomials, which correspond to the shifted integrated Lagrange polynomials from which a unit step function has been subtracted. Span refers to the time interval on which each polynomial is applied. Time 0 refers to the mid-point of the correction function and T is the sampling interval. 
Lagrange polynomials, their integrated forms, and the corresponding BLEP residual polynomials. The crosses in Fig. 5 show the harmonic levels for the ideal sawtooth signal. It is seen that the desired harmonic components at high frequencies are slightly reduced. If the amplitudes of the higher harmonics are to be restored to the desired level, a post-processing equalizing filter can be used. 37 In practice, a low-order filter, which is independent of the fundamental frequency, will suffice to restore the harmonics to be very close to the desired levels. Table IV shows the optimized parameters of a second-order linear-phase FIR filter expressed as
where b 0 and b 1 are the filter coefficients, for the Lagrange polyBLEP algorithms of orders 2, 3, and 4. This filter corrects the amplitudes of all harmonic components below 15 kHz to be within 1.0 dB of their desired levels. The spectral envelope of the Lagrange PolyBLEP residual can be expressed in closed form by exploiting the frequency response of the Nth-order Lagrange interpolation recently derived by Franck and Brandenburg. 48 Since the frequency response of an integrated signal is the frequency response of the underlying signal divided by the (angular) frequency (cf. discussion on the BLIT method in Sec. I), the spectral envelope of the Lagrange PolyBLEP is the spectral envelope of the respective interpolation polynomial divided by the frequency. Further, the spectral envelope of the Lagrange PolyBLEP residual is obtained by subtracting the frequency response of the unit step, 1/(jx), where x is the angular frequency, from the frequency response of the Lagrange PolyBLEP. The spectral envelopes for the second-, third-, and fourth-order Lagrange PolyBLEP functions are listed in Table V It can be seen in Fig. 5 that increasing the PolyBLEP order from an even order to the next odd order does not improve the alias reduction performance much, especially at low frequencies where the aliasing is more easily perceivable. Furthermore, as the computation of the correction function depends on the range of the fractional delay in all oddorder Lagrange PolyBLEPs, the small improvement in alias reduction is obtained with a larger increase in the computational complexity of the algorithm. More generally, the oddorder Lagrange PolyBLEPs are computationally at least as complex as the next even-order Lagrange PolyBLEP due to the additional control logic that is required to select the polynomials to be evaluated. Therefore, the use of even-order Lagrange PolyBLEPs is highly recommended, i.e., an oddorder interpolation polynomial is used as the starting point of the algorithm. In Fig. 6 , a signal-processing structure that implements the integrated first-order Lagrange interpolator is illustrated. This algorithm has minimal memory allocation, as look-up tables are not needed. The structure is optimized so that the number of required operations is as low as possible by combining common terms of both coefficients. This configuration utilizes multiplications by 1/2, which can be efficiently implemented on a signal processor. Additionally, one of the polynomials to be evaluated is sparse in the sense that the coefficients of some terms are zero, see also Table I . Thus, the evaluation of these two second-order polynomials requires less computing than the evaluation of two secondorder polynomials in general. Similarly, the BLEP residual polynomials in the third-and fourth-order cases are sparse, see Tables II and III. The discontinuity detector in Fig. 6 looks for major differences between two neighboring samples in the input signal provided by the trivial signal generator. Every time a discontinuity is found, its fractional delay d and height (i.e., level) A are determined, and the detector then initiates (i.e., triggers) the correction function generation by feeding a unit impulse multiplied by A into the structure. The structure then computes the required two polynomial correction function samples and adds them onto the input signal samples, as shown in Fig. 6 . The location of the discontinuity is accurately accounted for by the fractional delay value d, and the oversampling needed in table-based BLEP approaches is thus avoided.
B. Integrated B-spline interpolation
B-splines are another family of polynomial functions for interpolating discrete signals and are often used in image processing. 49 The B-spline polynomials b N (x) of order N are constructed from (N þ 1)-fold convolutions of a rectangular pulse b 0 (x), i.e., b 0 x ð Þ ¼ 1; x j j 0:5; 0; otherwise; (17) b N ðxÞ ¼ b 0 ðxÞÃb NÀ1 ðxÞ; for N ¼ 1; 2; ::::
As a result, b N (x) is expressed as a piece-wise polynomial similarly to the Lagrange interpolation polynomials. It should be noted that the first-order B-spline polynomial is identical to the first-order Lagrange interpolation polynomial, which is commonly known as linear interpolation. An FIR filter that shifts the input signal by approximately D sampling intervals using the B-spline interpolation can be expressed as h B (n) ¼ b N (D-n). As with the Lagrange interpolation, the integral of the B-spline interpolation formula with respect to D is written as
where E B (n) is a constant with which the successive integrated B-spline interpolation coefficients are set to be continuous at their boundaries. The B-spline PolyBLEP residual function can be obtained by subtracting a unit step function from Eq. (19) . Tables VI and VII show the coefficients of B-spline polynomials h B (n), their integrated forms, and the polynomial correction functions with respect to D and d for orders 2 and 3, respectively. They were evaluated in the same way as the Lagrange interpolation with the difference that the polynomials are given by Eqs. (17) , (18) , and (19) . Again it is seen that some of the resulting polynomials in Tables VI and VII Table I ) is shown. TABLE VI. Second-order (N ¼ 2) B-spline polynomials, their integrated forms, and the corresponding BLEP residuals.
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B-spline polynomial (0.5 D < 1.5) 
Therefore, the spectra of B-spline interpolation polynomials decay faster than those of the same-order Lagrange interpolation polynomial, implying that the bandlimited step function using the B-spline interpolation can suppress aliasing more effectively. Figure 8 shows two sawtooth waveforms and their spectra using the B-spline PolyBLEP method. Compared to the spectra in Fig. 5 , aliasing is reduced more, given by the power of the sinc function. However, the desired harmonic components at high frequencies are reduced more in Fig. 8 than in Fig. 5 . Again, an equalizing filter can be used to boost the level of harmonics at high frequencies. The two coefficients of the second-order FIR filter of Eq. (16) were optimized for the B-spline PolyBLEPs of order 3 and 4, see Table IV . Using the equalizing filter, the harmonic levels do not deviate more than 1 dB from the ideal.
Again, it can be noted that the odd-order B-spline PolyBLEPs are computationally, at least, as complex as the computation of the higher even-order B-spline PolyBLEP correction function. Thus, it is highly recommended to use even-order B-spline PolyBLEPs.
IV. EVALUATION OF THE PROPOSED ALGORITHMS
As shown in Figs. 5 and 8, the proposed PolyBLEP algorithms are not perfectly bandlimited and they still contain some aliasing. However, the aliasing may not be perceived by the human hearing system in certain conditions due to a psychoacoustic phenomenon called frequency masking. 50 An aliased component with sufficiently low amplitude can be masked in the sensory system by a near-enough harmonic peak so that the aliased component is not perceived. In addition, if an aliased component is not masked by the harmonic components but its level is low, it may become masked by the hearing threshold. This phenomenon is common especially at frequencies above 15 kHz, where the hearing threshold increases dramatically. 50 
A. The highest aliasing-free fundamental frequency
In the evaluation of the sound quality of the proposed algorithms, the audibility of aliasing could be investigated by performing a listening test for a group of subjects. However, such subjective tests are dependent on the listening conditions. Therefore, an objective analysis for the proposed algorithms is conducted in this paper. In the objective analysis, the masking phenomena caused by frequency masking and the hearing threshold are incorporated by investigating whether there is any aliasing above the maximum of the masking thresholds of the desired harmonic components and the hearing threshold. Here, computational models of the hearing threshold and the -order (N ¼ 3) B-spline polynomials, their integrated forms, and the corresponding BLEP residual polynomials.
frequency masking approximated from experimental data are exploited. 50 The same perceptual evaluation method has previously been used by Nam et al. 36 and Välimäki et al.
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The hearing threshold is given as the absolute soundpressure level (SPL) by ; (21) where f is the frequency in Hz. 51 Frequency masking is modeled as a spread function for a masker, as given by an asymmetric function 52 SðL
where L M is the SPL of a masker in dB, Dz b is the difference between the frequencies of a masker and a maskee in Bark units, and h(Dz b ) is the step function equal to zero when Dz b < 0 and equal to one when Dz b ! 0. The spreading functions given by Eq. (22) set their peaks equal to the levels of the maskers. To match the experimental data, they are shifted down depending on the type of the masker. For a tonal masker the downshift is greater than for a noise-like masker. As a bandlimited oscillator contains nearly tonal maskers, the downshift level is set to 10 dB. 53 Furthermore, to have consistent analysis results, the spectral power of the oscillators is scaled to a reference SPL. For the reference level the power of a sinusoid alternating between -1 and 1 was chosen, matching to a SPL of 96 dB, which is a common choice in audio coding. Figure 9 shows the spectra of sawtooth waveforms corrected with the second-, third-, and fourth-order Lagrange PolyBLEP approaches with a fundamental frequency of 6 645 Hz using the described objective analysis approach. Equalizing filters are not used here or in any other evaluation in this paper. The maximum of the hearing threshold and the masking threshold of the desired components is plotted with a dashed line in Fig. 9 . As can be seen, all Lagrange approaches have some aliased components above the audibility threshold, as indicated with circles. As the order increases, the level of the aliased components is decreased. The analysis for the third-and fourth-order B-spline Poly-BLEP approaches is shown in Fig. 10 . Now, the third-order B-spline PolyBLEP contains some audible aliasing but the fourth-order case is aliasing-free, see Fig. 10(b) .
By comparing Figs. 9 and 10 it appears that the B-spline PolyBLEP approach is slightly better than the Lagrange approach of the same order. In order to qualify this perception, the highest fundamental frequency up to which the aliasing is below the masking threshold was identified for a sawtooth waveform generated by the proposed PolyBLEP algorithms. The highest aliasing-free fundamental frequencies are listed in Table VIII for the PolyBLEP approaches and for three different lengths of a BLEP approach implemented as a look-up table made of a windowed and oversampled ideal BLEP residual. In the look-up table BLEP approach (LUT-BLEP), the cut-off frequency scaling factor of a ¼ 1, an oversampling factor of 64, and a Blackman window were used.
As can be seen in Table VIII , the second-order Poly-BLEP is free from aliasing up to about 2 kHz above which there is only one octave in a piano keyboard range (from 27.5 Hz to 4.2 kHz). Therefore, the second-order PolyBLEP can be considered aliasing-free in the frequency range of interest in most musical applications. It can also be verified that the highest aliasing-free fundamental frequency increases as the order of the correction polynomial increases and that the B-spline PolyBLEP approach is better than the Lagrange approach of the same order. The third-order Bspline PolyBLEP and both fourth-order PolyBLEPs are free of aliasing in the entire piano range. It should also be noted that the fourth-order B-spline PolyBLEP is aliasing-free up to almost 8 kHz. At that fundamental frequency the signal contains only two harmonic components in the human hearing range.
Furthermore, as the fourth-order PolyBLEPs modify only four samples around the waveform transition, the highest aliasing-free fundamental frequency for a LUT-BLEP approach that also modifies only four samples was sought for comparison. One can see in Table VIII that the result for the corresponding LUT-BLEP is only a fraction of the highest aliasing-free fundamental frequency of the fourth-order Poly-BLEP approaches. Increasing the number of samples to be modified in the LUT-BLEP approach to 32 makes its highest aliasing-free fundamental frequency to be comparable to the second-order polynomial approach. Yet, if the number of samples to be modified in the LUT-BLEP approach is increased to 64, the result becomes somewhat comparable to the thirdorder PolyBLEP approaches. Clearly, the windowed, oversampled BLEP residual cannot compete with the polynomial approximations proposed in this work.
Comparing the results of Table VIII to the highest aliasing-free fundamental frequency of a sawtooth waveform obtainable by a BLIT algorithm utilizing the third-order Bspline interpolator as the bandlimited impulse (4593 Hz), 36 it is noted that the integration before the synthesis phase (as done in the BLEP approach) produces better alias reduction performance with polynomial approximations having the same order. This has been noted to be the case for the lookup table approaches. 39 
B. Computational analysis on the level of aliasing
The level of aliasing as a function of the fundamental frequency can be investigated by computing a perceptual measure that takes into account the audible aliasing at all frequency bands. For such analysis there exist two standard measures, perceptual evaluation of audio quality (PEAQ) 54 and noise-to-mask ratio (NMR), 55, 56 which both compare the alias-corrupted signal to a clean, ideally bandlimited signal. Both of these measures were computed for the proposed approaches.
However, the PEAQ analysis produced results that were inconsistent with the observations made above about the audibility of aliasing. For example, the sawtooth wave with fundamental frequency 41.2 Hz (note E1) produced by the four-point LUT-BLEP approach is supposed to be aliasingfree according to our analysis, but this signal received a PEAQ score about two grades lower than the other sawtooth waves below 77.8 Hz. Similarly ambiguous PEAQ analysis results were obtained for other compared algorithms at different frequency ranges. These observations raise the question of whether PEAQ is meaningful for analyzing the audible disturbance caused by aliasing, and therefore it was dropped from further investigations.
The NMR results were consistent and matched quite well with the analysis presented in Figs. 9 and 10 . The NMR is computed by comparing the alias-corrupted signal to a bandlimited reference signal composed using the additive synthesis approach 10 from estimated amplitudes and phases of the harmonics of the corrupted signal in order to avoid errors. More specifically, the algorithm uses the error signal, i.e., the difference between the corrupted and aliasing-free signals. For both the error and the bandlimited signals a 1024-point magnitude spectrum is computed with FFT using the Hann window. In order to approximate the critical bands of hearing, the spectra are divided into segments for each of which an average energy is computed and converted to the decibel scale. A fraction of the energy from each critical band is copied to the neighboring bands using an interband spreading function to simulate the frequency masking phenomenon. The hearing threshold is taken into account as an additive term. Finally, the resulting energy for each band is computed, energies of all bands are summed, and a single NMR figure is described as the ratio of the error to the mask threshold computed using the operations given above. In the evaluation given in this paper, the sample rate of 44.1 kHz was used. The choice of the sample rate affects the choice of critical bands and spreading functions. In NMR figures, smaller values are considered better, and in NMR evaluations, often performed in audio coding applications, the NMR values below À10 dB are considered to be free from audible artifacts. 56 TABLE VIII. Highest fundamental frequency that is perceptually aliasingfree for a sawtooth signal corrected with a polynomial (Lagrange and Bspline) or a look-up table BLEP (LUT-BLEP) method. In the LUT-BLEP residuals, the cut-off frequency scaling factor of a ¼ 1, an oversampling factor of 64, and a Blackman function were used, and K indicates the number of samples to be corrected. Figure 11 presents the NMR figures as a function of the fundamental frequency for a trivially sampled sawtooth (plus signs), for LUT-BLEP approaches modifying four (dots) and 32 (squares) samples around the transition, for the second-order PolyBLEP approach (diamonds), and for the second-order differentiated polynomial (parabolic) waveform (DPW) 25, 29 approach (dashed line). In LUT-BLEP, the cut-off frequency scaling factor of a ¼ 1, an oversampling factor of 64, and a Blackman window were used. Note again that the second-order PolyBLEP method corresponds to integrated linear interpolation, which is the same as first-order Lagrange and first-order B-spline interpolation. For the analysis, fundamental frequencies from the lowest piano key up to an octave above the highest piano key were considered.
As can be seen in Fig. 11 , the second-order PolyBLEP approach is below the À10 dB threshold up to over 2 kHz, that is clearly higher than the threshold crossing of, for instance, the second-order DPW algorithm approximately at 900 Hz. At 2 kHz, the second-order PolyBLEP produces an improvement of over 30 dB when compared to the secondorder DPW algorithm and about 70 dB when compared to the trivial sampling. At 8 kHz, the improvement is smaller, still being about 20 dB when compared to the second-order DPW and 40 dB when compared to the trivial sampling. Figure 11 also shows that a LUT-BLEP approach modifying four samples provides NMR figures comparable to the second-order DPW algorithm. The number of samples to be modified in the LUT-BLEP approach must be increased to 32 in order to have NMR figures that are comparable to the second-order Poly-BLEP approach.
The NMR figures for third-order Lagrange (triangles), fourth-order Lagrange (crosses), third-order B-spline (circles), and fourth-order B-spline PolyBLEP approaches (stars) are shown in Fig. 12 . As can be seen, the NMR figures of all these PolyBLEP approaches are below the -10 dB threshold up to 4 kHz. Above 4 kHz, the NMR figures decrease as the order of the PolyBLEP approach increases. Furthermore, the B-spline PolyBLEP approaches [ Fig. 12(b) ] have smaller NMR figures than the Lagrange approach [ Fig. 12(a) ] of the same orders. The third-order Lagrange PolyBLEP crosses the -10 dB threshold around 4 kHz whereas the third-order B-spline PolyBLEP stays below the threshold up to 5 kHz. The fourth-order Lagrange PolyBLEP goes above the threshold at around 7.5 kHz while the fourth-order B-spline Poly-BLEP remains below at all evaluated fundamental frequencies.
From Figs. 11 and 12 it can be concluded that a loworder polynomial correction function can be efficiently used in the reduction of aliasing in digital classical waveform synthesis. The second-order PolyBLEP is sufficient, apart from the highest octave of the piano range, and any higher-order PolyBLEP can be considered to be aliasing-free in the entire piano range. If the frequency range of interest is extended one octave above the piano range, the fourth-order B-spline PolyBLEP provides an aliasing-free oscillator.
C. Estimation of the computational load
The number of operations required in addition to the trivial waveform generation in one period of oscillation for the second-and fourth-order PolyBLEP algorithms are listed in Table IX . As can be seen, the number of additional operations is about the same for both fourth-order approaches. The thirdorder polynomial correction functions require different amounts of additional operations depending on the range of the fractional delay (cf . Tables II and VI) and were therefore ignored in the listing. In addition to the operations listed in Table IX , the PolyBLEP approach also requires a multiplication to determine the fractional delay of the transition, see Eq. (13) . However, if the fundamental frequency changes from the previous discontinuity, a division is required. It should be noted that Table IX includes the additions needed in applying the correction function to the trivial waveform.
In the LUT-BLEP approach, where the correction function is read from a table, the computation of a single correction sample requires two reads from the residual table, two multiplications and two additions if linear interpolation is utilized to improve accuracy. Furthermore, when an oversampled table is used, the computation of the correct locations of the table reads requires one additional multiplication. The overall numbers of additional operations are then 2K reads, 2K þ 1 multiplications, and 2K additions for the computation of the correction function of length K. Applying the correction function to the trivial waveform increases the number of additions by K. As with the PolyBLEP approach, the computation of the fractional delay requires a multiplication or a division, depending on whether the fundamental frequency has changed or not. When comparing the alias reduction performance of the PolyBLEP and the LUT-BLEP approaches, the number of required operations is greatly less in the PolyBLEP approach. For instance, the alias reduction performance obtained by the LUT-BLEP approach modifying 32 samples around the transitions can be achieved with the second-order PolyBLEP that requires 8 operations, whereas the LUT-BLEP requires almost 450 operations in total. Furthermore, whereas the number of required unit delays in the correction circuit of the PolyBLEP approach is equal to the order of the underlying interpolation polynomial, the LUT-BLEP approach requires K -1 unit delays. When the overlapping of correction functions is undesirable, the highest obtainable fundamental frequency is clearly higher for the polynomial correction functions than for the LUT-BLEP correction functions having the same alias reduction performance. Therefore, the proposed methods, and especially the fourth-order B-spline PolyBLEP, are well suited for the synthesis of bandlimited digital classical waveforms when both the alias reduction performance and the number of additional operations are taken into account.
V. CONCLUSION
In this paper, an approach that suppresses the perceived aliasing in the digitally synthesized periodic geometric waveforms by applying a correction function to the nonbandlimited waveform as a post-processing step was investigated. The ideal correction function was derived in closed form and polynomial approximations of the ideal correction function were discussed. By using a polynomial correction function, look-up tables that are typically used to store the correction function are not needed. Furthermore, the temporal discretization associated with the tabulated correction functions is avoided and oversampling that improves the accuracy of the correction function positioning does not have to be considered. When using a polynomial correction function, the alias reduction performance can be improved by increasing the polynomial order. The polynomial correction functions are also computationally efficient to evaluate, because the polynomials are sparse and some of their coefficients have common terms.
It was shown that with the proposed polynomial correction functions, integrated Lagrange and B-spline interpolators, the aliasing at low and middle frequencies, where human hearing is most sensitive, is suppressed the most. Using a computational model of the audibility of aliasing it was shown that a sawtooth waveform corrected with a second-order correction function is aliasing-free when the fundamental frequency is less than 2.1 kHz when the sample rate of 44.1 kHz is used. With a fourth-order correction function the sawtooth is free from aliasing in the whole piano range (from 27.5 Hz to 4.2 kHz). In order to reach comparable results with the traditional tabulated correction function approach, the length of the correction table needs to modify over ten times more samples around each discontinuity than the polynomial method.
In addition to the highest aliasing-free fundamental frequency, the overall aliasing level at all frequency bands of the proposed polynomial correction function approaches were evaluated using a standard computational perceptual sound quality measure called the noise-to-mask ratio. The noise-to-mask ratio measures showed similar results as the analysis of the highest aliasing-free fundamental frequency, and it was proven that the integrated B-spline interpolators provide a better alias reduction than the integrated Lagrange interpolators of the same order. According to the noise-tomask ratio measures, the third-order B-spline and the fourthorder Lagrange-based polynomial correction functions are free from audible aliasing in the whole piano range and the fourth-order B-spline-based polynomial correction is aliasing-free up to one octave above the piano range.
