Relational verification of quantum programs has many potential applications in security and other domains. We propose a relational program logic for quantum programs. The interpretation of our logic is based on a quantum analogue of probabilistic couplings. We use our logic to verify nontrivial relational properties of quantum programs, including uniformity for samples generated by the quantum Bernoulli factory, reliability of quantum teleportation against noise (bit and phase flip), and equivalence of quantum random walks. 1) ρ is a coupling for (ρ 1 , ρ 2 ); 2) supp(ρ) ⊆ X .
Introduction
Program verification is traditionally focused on proving properties of a single program execution. In contrast, relational verification aims to prove properties about two program executions. In some cases, such as program refinement and program equivalence, the goal is to relate two executions of different programs on equal or related inputs. However, some properties consider two executions of the same program (with related inputs); examples include information flow policies (non-interference: two runs of a program on states that only differ in their secret have equal visible effects) and robustness (k-Lipschitz continuity: running a program on two initial states at distance d yields two final states at distance at most k · d). In the probabilistic setting, relational verification can also be used for proving that a program outputs a uniform distribution, or that two programs yield "approximately equal" distributions. By taking suitable instantiations of approximate equality, relational verification has found success in cryptography [1] , machine learning [2] and differential privacy [3] , [4] .
This paper develops a relational program logic, called rqPD, for a core quantum programming language. Our logic is based on the interpretation of predicates as physical observables, mathematically modelled as Hermitian operators [5] , and is inspired by the qPD program logic [6] , [7] for quantum programs. Specifically, our judgments have the form:
where P 1 and P 2 are quantum programs, and precondition A and postcondition B are Hermitian operators over the product Hilbert spaces. We define an interpretation of these judgments, develop a rich set of sound proof rules, and show how these rules can be used to verify relational properties for quantum programs.
Technical challenges and solutions. The central challenge for building a useful (relational) logic is to define an interpretation of judgments that captures properties of interest while guaranteeing soundness of a convenient set of proof rules. This challenge is not unique to quantum programs; in fact, it already arises in the probabilistic setting [1] , [8] . The solution taken there is based on probabilistic couplings, a standard tool from probability theory [9] , [10] , [11] . The connection with probabilistic couplings has many advantages: (i) it builds the logic on an abstraction that has proven to be useful for probabilistic reasoning; (ii) it identifies natural extensions of the logic; and (iii) it suggests other applications and properties that can be handled by similar techniques. Unfortunately, the quantum setting raises additional challenges. Notably, we may need to reason about entangled quantum states. In particular, there is no established analogue of probabilistic couplings in the quantum setting (see, however, [12] , [13] for some existing proposals). In prior work [14] , we address this issue by developing a notion of quantum coupling, and we validate the appropriateness of the definition by showing an analogue of Strassen's theorem [15] . 1 In this work, we base our notion of valid judgment on this definition of quantum coupling. Once the interpretation of the logic is fixed, the next challenge is to define a useful set of proof rules. As with any other relational logic, we need structural rules and constructspecific proof rules (more precisely, we need synchronous, left and right proof rules for each construct of the language: the synchronous rules apply when P 1 and P 2 have the same top-level construct and operates on both programs, whereas the left and right versions only operate on one of the two programs). In the quantum setting, the main difficulties are:
• Structural rules: many useful rules are not sound in the quantum setting or require further hypotheses. We generalise the core judgment to track and enforce the hypotheses required to preserve soundness.
• Construct-specific rules: synchronous proof rules for classical control-flow constructs, i.e. conditionals and loops, generally require that the two programs follow the same control flow path, so that they execute in lockstep. In order to retain soundness in our setting, we define a quantum analogues of lockstep execution.
As a contribution of independent interest, we also define a proof system where assertions are modelled as projective predicates-a special case of Hermitian operators. The restriction to projective predicates leads to simpler inference rules and easier program verification, at the cost of expressiveness. We provide a formal comparison between the two systems, and leverage this comparison to relate our work with a recent proposal for a quantum relational Hoare logic with projective predicates [16] .
Mathematical Preliminaries
We assume that the reader is familiar with basics of Hilbert spaces, see e.g. [17] for an introduction.
The state space of a quantum system is a Hilbert space H. In this paper, we only consider finite-dimensional H. A pure state of the quantum system is modelled by a vector in H of length 1; we use the Dirac notation |ϕ , |ψ , ... to denote pure states. For any operator A in H, its trace is defined as
where {|i } is an orthonormal basis of H. A positive operator ρ in H is called a partial density operator if its trace satisfies tr(ρ) ≤ 1; if tr(ρ) = 1, then ρ is called a density operator. A mixed state of the quantum system is represented by a density operator in H. We write D ≤ (H) and D(H) for the set of partial density operators and the set of density operators in H, respectively. For any ρ ∈ D ≤ (H), the support supp(ρ) of ρ is defined as the span of the eigenvectors of ρ with nonzero eigenvalues.
A physical observable is modelled by a Hermitian operator A in H, i.e. A † = A, where † stands for conjugate and transpose. In particular, an operator P is a projection onto a (closed) subspace of H if and only if it is Hermitian (i.e. P † = P ) and idempotent (i.e. P 2 = P ). In general, a quantum measurement can be constructed from an observable A. An eigenvector of A is a non-zero vector |ψ ∈ H such that A|ψ = λ|ψ for some complex number λ (indeed, λ must be real when A is Hermitian). In this case, λ is called an eigenvalue of A. For each eigenvalue λ, the set {|ψ : A|ψ = λ|ψ } of eigenvectors corresponding to λ and zero vector is a (closed) subspace of H. We write P λ for the projection onto this subspace. Then we have the spectral decomposition ( [17] , Theorem 2.1):
where λ ranges over all eigenvalues of A. Moreover, M = {P λ } λ is a (projective) measurement. If we perform M on the quantum system in state ρ, then outcome λ is obtained with probability p λ = tr(P † λ P λ ρ) = tr(P λ ρ). Therefore, the expectation of A in state ρ is
Let H 1 , H 2 be the state Hilbert spaces of two quantum systems considered in isolation. Then the composite system has state space modeled by the tensor product H 1 ⊗H 2 . The notion of partial trace is needed to describe the state of a subsystem. Formally, the partial trace over H 1 is a mapping tr 1 (·) from operators in H 1 ⊗H 2 to operators in H 2 defined by the following equation: tr 1 (|ϕ 1 ψ 1 | ⊗ |ϕ 2 ψ 2 |) = ψ 1 |ϕ 1 · |ϕ 2 ψ 2 | for all |ϕ 1 , |ψ 1 ∈ H 1 and |ϕ 2 , |ψ 2 ∈ H 2 together with linearity. The partial trace tr 2 (·) over H 2 can be defined dually.
We also need an order to compare two operators A and B in a Hilbert space H. We will use the Löwner order between operators, defined as follows: A ⊑ B if and only if B − A is positive. A quantum predicate [5] (or an effect) in a Hilbert space H is an observable (a Hermitian operator) A in H with 0 ⊑ A ⊑ I, where 0 and I are the zero operator and the identity operator in H, respectively.
Quantum Couplings and Liftings
A probabilistic coupling for two discrete distributions µ 1 and µ 2 over sets A 1 and A 2 is a discrete distribution µ over A 1 × A 2 such that the first and second marginals of µ are equal to µ 1 and µ 2 respectively (see Appendix for definitions). A coupling µ is moreover a R-lifting for µ 1 and µ 2 if additionally its support is included in R, i.e. every element outside R has a null probability.
In order to define the quantum analogue of couplings, we exploit the well-known correspondence between the probabilistic and quantum worlds [17] : probability distributions ↔ density operators marginal distributions ↔ partial traces This leads to the following definition of quantum coupling.
Definition 3.1 (Coupling). Let ρ 1 ∈ D ≤ (H 1 ) and ρ 2 ∈ D ≤ (H 2 ). Then ρ ∈ D ≤ (H 1 ⊗ H 2 ) is called a coupling for (ρ 1 , ρ 2 ) if tr 1 (ρ) = ρ 2 and tr 2 (ρ) = ρ 1 .
The following are examples of quantum couplings. They are quantum generalisations of several typical examples of (discrete) probabilistic couplings (see Section 1 of the appendix). From these simple examples, we can see a close and natural correspondence as well as some essential differences between probabilistic coupling and their quantum counterparts. Our first example shows that couplings always exist.
The next two examples indicate that there can be more than one coupling for two operators. For each unitary operator U in H, we write U (B) = {U |i }, which is also an orthonormal basis of H. Then
is a coupling for (Unif H , Unif H ). Indeed, the arbitrariness of U shows that there are infinitely many couplings for (Unif H , Unif H ).
Example 3.3. Let ρ be a partial density operator in H. Then by the spectral decomposition theorem ( [17] , Theorem 2.1), ρ can be written as ρ = i p i |i i| for some orthonormal basis B = {|i } and p i ≥ 0 with i p i ≤ 1. We define:
Then it is to see that ρ id(B) is a coupling for (ρ, ρ). An essential difference between this example and its classical counterpart (see Example A.4 in the appendix) is that ρ can be decomposed with other orthonormal bases, say D = {|j }: ρ = j q j |j j|. In general, ρ id(B) = ρ id(D) , and we can define a different coupling for (ρ, ρ):
Although there can be many couplings for two operators, it is usually not simple to find one suited to our application. As said at the beginning of this section, lifting can help for this purpose. The definition of liftings smoothly generalises to the quantum case. Definition 3.2. Let ρ 1 ∈ D ≤ (H 1 ) and ρ 2 ∈ D ≤ (H 2 ), and let X be (the projection onto) a (closed) subspace of
The initialisation q := |0 sets quantum variable q to a basis state |0 . The statement q := U [q] means that unitary transformation U is applied to register q. The if -statement is a quantum generalisation of a classical case statement. In executing it, measurement M = {M m } is performed on q, and then a subprogram P m is selected to be executed next according to the outcome m of measurement. The while-statement is a quantum generalisation of the classical while loop. The measurement in it has only two possible outcomes 0, 1; if the outcome 0 is observed then the program terminates, otherwise the program executes the subprogram P and continues.
We write var (P ) for the set of quantum variables occurring in a quantum program P . Then H P = q∈var (P ) H q is the state Hilbert space of P . A configuration is a pair C = P, ρ , where P is a program or the termination symbol ↓, and ρ ∈ D ≤ (H P ) is a partial density operator modeling the state of quantum variables. Figure 1 . Figure 1 : Transition Rules. Symbol ↓ stands for termination. In rule (In), ρ q 0 = i |0 q i|ρ|i q 0| for a given orthonormal basis {|i } of H q . In (IF), m ranges over all possible outcomes of measurement M.
Definition 4.2 (Operational Semantics). The operational semantics of quantum programs is defined as a transition relation → by the transition rules in
The transitions in rules (IF), (L0) and (L1) are essentially probabilistic; for example, for each m, the transition in (IF) happens with probability p m = tr (M † M m ρ), and the program state ρ is changed to ρ m = M m ρM † m /p m . We follow a convention suggested by Selinger [18] to combine probability p m and density operator ρ m into a partial density operator M m ρM † m = p m ρ m . This convention is useful for presenting the operational semantics as a non-probabilistic transition system and thus significantly simplifies the presentation. ) . For any quantum program P , its semantic function is the mapping P : D ≤ (H P ) → D ≤ (H P ) defined as follows: for every ρ ∈ D ≤ (H P ),
Definition 4.3 (Denotational Semantics
where → * is the reflexive and transitive closure of →, and {| · |} denotes a multi-set.
The soundness of proof rules sometimes requires programs to terminate. This justifies the following definition. Definition 4.4. A quantum program P is called lossless, written |= P lossless, if its semantics function P is trace-preserving; that is, tr( P (ρ)) = tr(ρ) for all ρ ∈ D ≤ (H P ).
Remark 4.1. The lossless property of quantum loop while M[q] = 1 do P od was previously studied [19] . Let the semantic function of loop body P is given in the Kraus operator-sum form:
It was shown in [19] that the loop is lossless if and only if any eigenvector of Q corresponding to an eigenvalue with modulus 1 is traceless.
Relational program logic
We adopt standard convention and notations for relational program logics. For each quantum variable q ∈ Var , we assume two tagged copies q 1 and q 2 , and their state Hilbert space are the same as that of q: H q 1 = H q 2 = H q . For i = 1, 2, if X ⊆ Var, then we write X i = {q i | q ∈ X}. Furthermore, for every quantum program P with var (P ) ⊆ Var, we write P i for the program obtained by replacing each quantum variable q in P with q i . Also, for each operator A in H X = q∈X H q , we write A i for the corresponding operator of A in H X i = q∈X H q i . For simplicity, we will drop the tags whenever they can be understood from the context; for example, we often simply write tensor product A ⊗ B instead of A 1 ⊗ B 2 .
Judgements and Satisfaction
Judgments are of the form
where P 1 and P 2 are quantum programs, A and B are quantum predicates in H P1 1 ⊗ H P2 2 , and Γ is a set of measurement or separability conditions. We defer the definition of Γ for now, simply assuming a given notion of satisfaction ρ |= Γ where ρ ranges over D ≤ H P1 1 ⊗ H P2 2 .
Definition 5.1. The judgement Γ ⊢ P 1 ∼ P 2 : A ⇒ B is valid, written:
there exists a quantum coupling σ for P 1 (tr 2 (ρ)), P 2 (tr 1 (ρ)) such with
(We shall often use ρ |= P 1 ∼ P 2 : A ⇒ B as a shorthand of the latter).
The above definition differs from validity in probabilistic relational Hoare logic in several ways: the set of measurability and separability conditions (explained below), and lifting does not appear explicitly. However, the existence of a lifting can be established from inequality (3) under mild conditions, as we now explain. First, we note that tr (ρ) − tr (σ) captures the non-termination probability of the programs, as in the (non-relational) quantum program logic qPD. To see a clearer probabilistic-quantum correspondence, let us consider the simple case where both P 1 and P 2 are lossless. Then tr (ρ) − tr(σ) = 0 and inequality (3) is simplified to tr (Aρ) ≤ tr(Bσ). This is a real number-valued analogue of boolean-valued proposition "ρ ∈ A ⇒ σ ∈ B". In particular, if B is (the projection onto) a (closed) subspace of H, then tr(Bσ) = 1 and supp(σ) ⊆ B. Combined with the assumption that σ is a coupling for P 1 (tr 2 (ρ)), P 2 (tr 1 (ρ)) , we see that σ is a witness for lifting P 1 (tr 2 (ρ))B # P 2 (tr 1 (ρ)) .
Measurement Conditions
A crucial issue in developing inference rules for rqPD is how to relate corresponding quantum measurements in two related programs. To address this issue, our proof rules for case analysis, loops, and conditionals will involve measurability conditions. Definition 5.2. Let M 1 = {M 1m } and M 2 = {M 2m } be two measurements with the same set {m} of possible outcomes in H P1 and H P2 , respectively, and let ρ ∈ D ≤ H P1 1 ⊗ H P2 2 . Then we say that ρ satisfies M 1 ≈ M 2 , written:
if M 1 and M 2 produce equal probability distributions when applied to ρ; that is, for all m, we have
The above definition is enough for relating measurements in case statements. But when dealing with loops, we have to consider the measurements in the loop guards together with the loop bodies. To this end, we introduce the above definition: Definition 5.3. Let P 1 and P 2 be two programs, and let M 1 = {M 10 , M 11 }, M 2 = {M 20 , M 21 } be boolean-valued measurements in H P1 , H P2 , respectively. Then for any ρ ∈ D ≤ H P1 1 ⊗ H P2 2 , we say that ρ satisfies (M 1 , P 1 ) ≈ (M 2 , P 2 ), written
if M 1 and M 2 produce equal probability distributions in iterations of P 1 and P 2 , respectively; that is, for all n ≥ 0:
where E ij (·) = M ij (·)M † ij for i = 1, 2 and j = 0, 1. In the above definition, equation (4) is required to hold for all n ≥ 0 (and thus, for infinitely many n). But the next lemma shows that it can be actually checked within a finite number of steps when the state Hilbert spaces are finitedimensional, as in our setting. Therefore, an algorithm for checking the measurement condition (M 1 , P 1 ) ≈ (M 2 , P 2 ) can be designed and incorporated into the tools (e.g. theorem prover) implementing our logic in the future.
Lemma 5.1. Let d i = dim H Pi (i = 1, 2). If (4) holds for any 0 ≤ n ≤ d 2 1 + d 2 2 − 1, then it holds for all n ≥ 0. Note that a branching structure appears after a measurement is performed. To depict it, we introduce the following: 
A one-side variant of this definition will also be useful. 
Similarly, we can define
Separability Conditions
A typical difficulty in reasoning about a quantum system is entanglement between its subsystems. Let ρ be a partial density operator in n i=1 H i . Recall that ρ is said to be separable between H i (i = 1, ..., n) if there exist p m ≥ 0 and density operators ρ mi ∈ D ≤ (H i ) such that
A (mixed) state ρ in H 1 ⊗ H 2 is said to be entangled if it is not separable between H 1 and H 2 . Indeed, the notions of separability and entanglement can be defined for a general operator (rather than density operator). For example, precondition A and postcondition B in judgement (2) can be entangled between var (P 1 1 ) and var (P 2 2 ).
Definition 5.6. Let P 1 , P 2 be two programs and Σ = X 1 , ..., X n a partition of var (P 1 1 ) ∪ var (P 2 2 ). Then we say that
if ρ is separable between H Xi (i = 1, ..., n).
Proof System
The proof system for our logic consists of two-sided rules, one-sided rules, and structural rules given in Figures 2, 3 and 4.
The rules for skip, initialisation and unitary transformation are directly adapted from quantum Hoare logic [6] , [7] . In contrast, the rules for conditionals and loops introduce auxiliary measurement conditions M 1 ≈ M 2 and (M 1 , P 1 ) ≈ (M 2 , P 2 ). As pointed out in the Introduction, synchronous rules in non-probabilistic relational Hoare logic RHL and probabilistic logic pRHL for control-flow constructs (conditionals and loops) require that the two programs under comparison execute in lockstep. The controlflows of quantum programs studied in this paper are determined by the outcome of measurements. The measurement conditions in our rules for conditionals and loops are added to warrant that the two programs execute in lockstep; more precisely, they enter the same branch in their control-flows with equal probabilities.
We now turn to the structural rules. The rule of consequence is similar to its non-relational counterpart and uses the Löwner order between operators in place of boolean implication. The (Frame) rule requires a separability condition between the programs P 1 , P 2 and the new predicate C. Recall that in probabilistic logic pRHL, the frame rule allows an assertion C to be carried from the precondition through to the postcondition. The validity of the frame rule is based on the assumption that the two programs P 1 and P 2 cannot modify the (free) variables in C; or mathematically speaking, var (P 1 , P 2 )∩var (C) = ∅. In the quantum setting, however, the syntactic disjointness between var (P 1 , P 2 ) and var (C) is not enough. Indeed, an entanglement can occur between them even if they are disjoint, and some properties of the subsystem denoted by the variables in C can be changed by certain actions, say measurements of P 1 or P 2 . So, the separability condition Γ = V, var (P 1 , P 2 ) is introduced in the conclusion part of the frame rule to exclude such an entanglement between P 1 , P 2 and C, where V is the set of quantum variables appearing in C.
We can prove that our proof system is sound with respect to validity of judgments. The proof of soundness is given in the appendix.
Theorem 5.1 (Soundness). Derivable judgments are valid:
We leave the completeness of the logic as an open problem. Note that completeness of probabilistic relational Hoare logic is also an open problem and that furthermore, the coupling method itself is incomplete for proving rapid mixing of Markov chains [20] .
Examples
In this section, we give several examples to illustrate the power of logic rqPD developed in the last section. Due to the limited space, we mainly show how their relational properties can be formally specified as rqPD judgments, defer the formal derivation of the judgments to the appendix.
Symmetry between simple programs
We start from a simple example showing symmetry between two quantum programs with similar structures.
be the measurement in the computational basis |0 , |1 and the measurement in basis
Consider the following two programs:
where subprograms Q 1 , Q 2 are given as follows:
X, Z are two Pauli gates, and H is the Hadamard gate:
We can use our logic to prove the following symmetry between programs P 1 and P 2 :
where = B in the precondition is the equality defined by the computational basis B = {|0 , |1 } of a qubit; i.e. = B = span{|00 , |11 } = |00 00| + |11 11| [see Example 3.4 2)], and postcondition = sym is the projector onto the (Init-L) ⊢ q 1 := |0 ∼ skip : Figure 3 : One-sided rqPD rules. We omitted the right-sides rules, which are symmetric to the ones displayed here. In (Conseq), ⊑ stands for the Löwner order between operators. In (Frame), V ∩ var (P 1 , P 2 ) = ∅ and C is a quantum predicate in H V .
. It is particularly interesting to note that two different kinds of "quantum equality" are used in the precondition and postcondition, and coefficient 1 4 occurs in the precondition. Indeed, if we remove this coefficient, then judgement (9) is no longer valid.
Uniformity
An elegant characterisation of uniform probability distribution with coupling was given in [21] . Unfortunately, the characterisation does not directly carry over to the quantum setting. In this subsection, we show how an alternative approach based on quantum coupling can be used to describe uniformity in quantum systems. Let H be a Hilbert space and B = {|i } be an orthonormal basis of H. For each i, we write M i = |i i|. Then the measurement in basis B is defined as
The following proposition gives a characterisation of uniformity of a program's outputs in terms of quantum coupling. Proposition 6.1 (Uniformity by coupling). Let P be a quantum program, B = {|i } be an orthonormal basis of H P and d = dim H P . Then the following three statements are equivalent: 1) for any input density operator ρ in H P , output P (ρ) is uniform in basis B; 2) for any basis state |i in B, |= P ∼ P :
where I is the identity operator in H P ;
3) for any basis state |i in B, var (P 1 ), var (P 2 ) |= P ∼ P := e C ⇒ |i i| ⊗ I (11) where C = {|j } is an arbitrary orthonormal basis of H P , and the equality operator = e C is defined to be |Φ Φ|, where Φ is the maximal entangled state
More precisely, = e C is (the projection onto) the onedimensional subspace spanned by the maximally entangle state |Φ . It is interesting to see that in judgement (11) , a separability condition is enforced on inputs, but entanglement appears in the precondition = e C . This suggests that entanglement cannot be avoid in such a characterisation of uniformity. Now, we consider uniformity for a concrete quantum protocol. The Bernoulli factory (BF) [22] is a protocol for random number generation. It uses a coin with an unknown probability p of heads to simulate a new coin that has probability f (p) of heads for a given function f : [0, 1] → [0, 1]. The Quantum Bernoulli factory (QBF) [23] also generates classical randomness (e.g., a biased coin with probability f (p)), but it uses quantum coins instead of classical coins. Interestingly, QBF can simulate a strictly larger class of functions f than those simulated by BF. As a direct application of the above proposition, we can verify a simplified version of quantum Bernoulli factory in our logic. Example 6.2 (Simplified Quantum Bernoulli Factory). Suppose we have a two-qubit system with state Hilbert space H qx ⊗ H qy and an initial state |0 qx |0 qy . We are allowed to perform projective measurement M = {M 0 , M 1 }:
and apply a given-but unknown-one-qubit unitary transformation U such that 0 < | 0|U |0 | < 1 on system x or y. 2 How can we produce the uniform state 1 2 I qx ? The following quantum program accomplishes this task:
where Tr stands for the partial trace over system q y .
Note that state 1 2 I qx is the only density operators being uniform in any orthonormal basis B. With Proposition 6.1, QBF can be verified by proving that for any |ψ ∈ H qx :
2. In the classical BF, this condition means that the coin must be nontrivial-it cannot always return 0 or always return 1.
Since this judgment is valid for all |ψ , the output is uniform in all basis so the output state must be 1 2 I qx . Indeed, if we do not trace out system q y at the end, then QBF outputs the Bell state 1 √ 2 (|0 qx |1 qy +|0 qy |1 qx ). This fact can also be realized in our logic. Moreover, it implies that our program QBF is not a trivial generalisation of classical Bernoulli factory because it is capable of producing the maximally entangled state.
Quantum Teleportation
Now we consider a more sophisticated example. Quantum teleportation [24] is arguably the most famous quantum communication protocol. With it, quantum information (e.g. the exact state of an atom or a photon) can be transmitted from one location to another, only through classical communication, but with the help of previously shared entanglement between the sender and the receiver. The correctness of quantum teleportation has been formally verified by several different methods in the literature, e.g. using categorical formalism of quantum mechanics [25] . Our logic provides a new way for verifying the correctness of quantum teleportation; more importantly, it can be used to verify the reliability of quantum teleportation against various kinds of quantum noise. To the best of our knowledge, this is the first formal verification of its reliability. Example 6.3. Suppose that Alice possesses two qubits p, q and Bob possesses qubit r, and there is entanglement, i.e. the EPR (Einstein-Podolsky-Rosen) pair: |β 00 = 1 √ 2 (|00 + |11 ) between q and r. Then Alice can send an arbitrary qubit state |ψ = α|0 + β|1 to Bob, i.e. from p to r, by two-bit classical communication (for detailed description, see [17] , Section 1.3.7). If we regard p as the input state and r the output state, then this protocol can be modeled by a quantum program:
where H is the Hadamard gate, X and Z are the Pauli gates, CNOT is the controlled-NOT:
I, 0 are the 2 × 2 unit and zero matrices, respectively, X is the NOT gate (i.e. Pauli gate X defined in equation (7) , and M is the measurement in the computational basis, i.e.
6.3.1. Correctness of Quantum Teleportation. In this subsection, we show how our logic can be used to verify the correctness of quantum teleportation. The correctness of QTEL can be described as the judgment:
where B = {|ψ , |φ } is an arbitrary othornormal basis of the state Hilbert space of a qubit, and = B = |ψ |ψ ψ| ψ| + |φ |φ φ| φ| is the projector onto the subspace span{|ψ |ψ , |φ |φ } [see Example 3.4 (2)]. Indeed, for any input states ρ, there always exists an orthonormal basis B such that ρ = # B ρ, and we assume that a witness for this lifting is σ. From judgment (13), we know that there exists a coupling
Interestingly, the correctness of QTEL can also be described as the following judgment:
using a different equality = sym , that is, the projector onto the symmetric subspace [see Example 3.4 (3)]. A similar argument shows that for any input ρ, we have QTEL (ρ) = skip (ρ) = ρ.
Reliability of Quantum Teleportation.
In this subsection, we further show that our logic can be used to deduce not only correctness but also reliability of quantum teleportation when its actual implementation suffers certain physical noise. Quantum noise are usually modelled by super-operators, a more general class of quantum operations than unitary transformations. Example 6.4 (Noise of Qubits, [17] , Section 8.3).
1) The bit flip noise flips the state of a qubit from |0
to |1 and vice versa with probability 1 − p, and can be modelled by super-operator:
2) The phase flip noise can be modelled by the super-
3) The bit-phase flip noise is modelled by the superoperator E BPF with
where X, Y, Z are Pauli matrices.
We sometimes write the bit flip super-operators as E BF (p) in order to explicitly specify the flip probability p. The same convention is applied to the phase flip E PF and bit-phase flip E BPF .
To reason about quantum programs with noise, we first need to slightly expand our quantum programming language by adding program constructs of the form:
where E is a super-operator in Hilbert space H q . The operational semantics of program q := E[q] is defined by the following transition rule:
Based on this, the denotational semantics of quantum programs containing super-operators can be defined in the same way as Definition 4.3.
Example 6.5. If the bit flip noise occurs after the Hadamard gates on both qubit p and q, then the teleportation programs becomes:
where E BF is the bit flip super-operator. Moreover, we write QTEL PF and QTEL BPF for the phase flip and bit-phase flip occurring at the same positions.
Now the reliability of QTEL with the different noisesbit flip, phase flip, bit-phase flip, amplitude damping and depolarising-is modelled by the judgments:
To understand these judgments better, let us choose pure state |ψ as the input of both QTEL BF and QTEL as an example. The correctness of QTEL has been verified and therefore, QTEL (|ψ ψ|) = |ψ ψ|. We assume that QTEL BF (|ψ ψ|) = ρ. There exists a unique coupling ρ ⊗ |ψ ψ| for the outputs ρ, |ψ ψ| , and according to the judgment (17), we know that: that is, ψ|ρ|ψ ≥ p + (1 − p)| ψ|Z|ψ | 2 . Whenever p is close to 1, then ρ is also close to |ψ ψ|, and this is what reliability actually means.
In order to reason about the relations (17), (18) and (19) between teleportation QTEL and its physical implementations with noises, we introduce three inference rules for trace-preserving super-operators in Figure 5 , generalising rules (UT), (UT-L) and (UT-R), respectively. Figure 5 : Rules for trace-preserving super-operators (quantum operations). We use E * to denote the dual of super- We show how to use judgements (17), (18) and (19) in the Appendix.
Reasoning about Projective Predicates
The logic rqPD was developed for reasoning about equivalence between quantum programs with respect to general preconditions and postconditions represented by Hermitian operators. But in some applications, it is more convenient to use a simplified version of rqPD with preconditions and postconditions being projective predicates (equivalently, subspaces of the state Hilbert spaces). In this section, we present such a simplified version of rqPD and give an example to show its utility. As one may expect, a price for this simplification is a weaker expressive power of the logic. The coefficients 1 4 , 1 d and 1 2 in the preconditions of judgements (9), (11) and (12) are not expressible in rqPD with projective predicates, indicating that the expressive power of rqPD with projective predicates is strictly weaker than that of full rqPD.
Inference Rules
In this subsection, we develop inference rules for judgments with projective preconditions and postconditions. We consider judgments of the form:
where A, B are two projections in (or equivalently, sub-
Definition 7.1. Judgement (20) is projectively valid, written:
there exists a lifting of B relating the output quantum states:
The following proposition clarifies the relationship between projective validity and the notion of validity introduced in Definition 5.1.
Proposition 7.1. For any two program P 1 and P 2 , and projective predicates A and B:
To present rules for proving projectively valid judgments, we need the following modifications of Definitions 5.4 and 5.5. 
there exists a sequence of lifting of B m relating the post-measurement states with the same outcomes: for all m,
Then the assertion
holds if for any
and for all m,
. Now the proof system for judgements with projective preconditions and postconditions consists of rules (Skip), (UT), (SC), (UT-L/R), (Conseq), (Equiv) and (Frame) in Figures 2, 3 and 4 with ⊢, |= being replaced by ⊢ P and |= P , respectively, together with the rules given in Figure 6 .
Let us carefully compare this simplified proof system for projective predicates with the original rqPD for general predicates of Hermitian operators:
• In rules (Init-P), (Init-P-L), (Init-P-R), (SO-P), (SO-P-L) and (SO-P-R), we have to use the operation proj(·) because the operators in its operand there are not necessarily projective.
• Rule (Case) has no counterpart for projective predicates because probabilistic combination i p i A i of a family of projective predicates A i is usually not projective.
•
The main simplification occurs in the rules for control-flow constructs (i.e. conditionals and loops). We only consider rule (IF-P); the same explanation applies to other control-flow rules. First, the measurement condition |= P M 1 ≈ M 2 : A ⇒ {B m } in the premise of (IF-P) is weaker than the measure-
Proposition 7.2. The proof system for judgments with projective preconditions and postconditions are sound.
As will be seen in the next subsection, this simplified proof system, in particular, the simplified rules for control-flow constructs, whenever they are applicable, can significantly ease the verification of relational properties of quantum programs. On the other hand, some relational properties of quantum programs, e.g. judgements judgments (9), (10), (12) and (17) (18) (19) , can be verified by the original rqPD but not by this simplified system. Even for the same quantum programs, the original rqPD usually can prove stronger relational properties in the case where the weakest preconditions or strongest postconditions are not projective.
Example: Quantum Walks
In this subsection, we present an example to show the effectiveness of the inference rules given in the previous subsection. Quantum (random) walks [26] , [27] are quantum analogues of random walks, and have been widely used in the design of quantum algorithms, including quantum search and quantum simulation. There are two key ideas in defining a quantum walk that are fundamentally different from that of a classical random walk: (1) a "quantum coin" is introduced to govern the movement of the walker, which allows the walker to move to two different directions, say left and right, simultaneously; (2) an absorbing boundary is realised by a quantum measurement. Here, we show how our logic can be applied to verify a certain equivalence of two one-dimensional quantum walks with absorbing boundaries: the quantum coins used in these two quantum walks are different, but they terminate at the same position. is 0 or n. If the outcome is "yes", then the walk terminates; otherwise, it continues. The measurement can be described as M = {M yes , M no }, where the measurement operators are:
|i i|, and I p is the identity in position space H p ; 2) Apply a "coin-tossing" operator C is in the coin space H c .
3) Apply a shift operator
in the space H. Intuitively, operator S moves the position one step to the left or to the right according to the direction state.
A major difference between a quantum walk and a classical random walk is that a superposition of movement to the left and a movement to the right can happen in the quantum case. The quantum walk can be written as a quantum program with the initial state in H c ⊗ H p as the input: We use while(H) and while(Y ) to denote program (23) with C = H or Y , respectively. What interests us is: with what kind of initial states do the quantum walks with different "coin-tossing" operators H and Y produce the same output position? To this end, we add a measurement to determine the exact position of the walks after their termination, and discard the coin. So, programs while(H) and while(Y ) are modified to:
Before formulating our result in our logic, let us fix the notations. Whenever comparing programs QW (H) and QW (Y ) and using, say x, to denote a variable in the former, then we shall use x ′ for the same variable in the latter. For simplicity, we use |d, i c,p as an abbreviation of |d c |i p , I c,p is the identity over the whole space H c ⊗ H p , and S c,p;c ′ ,p ′ is the SWAP operator between two systems H c ⊗ H p and H c ′ ⊗ H p ′ . Furthermore, we introduce the following unitary operator U : |d, i c,p → (−1) i+d+3 2 |d, i c,p and projective predicates
In the Appendix, we show how to derive the following judgment in the projective version of rqPD:
This judgment means that if walks QW (H) and QW (Y ) starts from state ρ 1 and ρ 2 = U ρ 1 U † , respectively, then they terminate at exactly the same position.
Related work
The formal verification of quantum programs is an active area of research, and many expressive formalisms have been proposed in the literature [5] , [6] , [7] , [28] , [29] , [30] . However, previous work largely considers single program executions. Other formalisms explicitly target equivalence of quantum programs [31] , [32] , [33] . However, these works are based on bisimulations and symbolic methods, which have a more limited scope and are less powerful than general relational program logics. Finally, some works develop specialized methods for proving concrete properties of quantum programs; for instance, Hung et al [34] reason about quantitative robustness of quantum programs. It would be interesting to cast the latter into our more general framework. This seems possible although may not be straightforward; indeed, in Subsection 6.3.2, we showed that our logic can be used to reason about reliability of quantum teleportation against several kinds of quantum noise.
Our work is most closely related to the quantum relational Hoare logic recently proposed by Unruh [16] . Both works are inspired by probabilistic relational Hoare logic [1] and share the long-term objective of providing a convenient framework for formal verification of quantum cryptography. However, the two works explore different points in the design space of relational logics for quantum programs. One main consideration in [16] is to retain the intuitive flavour of proofs in probabilistic relational Hoare logic and to give an implementation in a general-purpose proof assistant. Thus, Unruh [16] only considers projective predicates as pre-conditions and post-conditions. As already noted, this restriction can simplify the verification of quantum programs, but also limits the expressiveness of the logic. In particular, we believe that our main examples cannot be dealt with by Unruh's logic: (1) The symmetry in Example 6.1, the uniformity in Proposition 6.1, Quantum Bernoulli Factory and the reliability of quantum teleportation cannot be specified in that logic because the preconditions in judgments (9), (10), (12) and (17) (18) (19) are not projective (i.e. the projection onto a (closed) subspace of the state Hilbert space); (2) The equivalence of quantum walks cannot be verified in that logic, although the judgement there can be expressed because its precondition and postcondition are both projective.
Conclusion
We have introduced a relational program logic for a core quantum programming language; our logic is based on a quantum analogue of probabilistic couplings, and is able to verify several non-trivial examples of relational properties for quantum programs. There are several important directions for future work. First, we would like to further develop the theory of quantum couplings, and in particular to define a quantum version of approximate couplings. Second, we would like to explore variants and applications of our logic to other areas, including convergence of quantum Markov chains, quantum cryptography, and translation validation of quantum programs.
Supplementary material and deferred proofs Appendix A. Probabilistic couplings
In this section, we briefly recall the basics of probabilistic couplings so that the reader will see a close and natural correspondence as well as some essential differences between probabilistic coupling and their quantum counterparts.
Let A be a countable set. Then a sub-distribution over A is a mapping µ : A → [0, 1] such that a∈A µ(a) ≤ 1. In paricular, if a∈A µ(a) = 1, then µ is called a distribution over A. We can define: (1) the weight of µ is |µ| = a∈A µ(a);
(2) the support of µ is supp(µ) = {a ∈ A : µ(a) > 0}; (3) the probability of an event S ⊆ A is µ(S) = a∈S µ(a). If µ be a join sub-distribution, i.e. a sub-distribution over Cartesian product A 1 × A 2 , then its marginals over A 1 is defined by π 1 (µ)(a 1 ) = a2∈A2 µ(a 1 , a 2 ) for every a 1 ∈ A 1 . Similarly, we can define its marginals over A 2 .
Example A.1. For any distributions µ 1 , µ 2 over A 1 , A 2 , respectively, the independent or trivial coupling is: µ × (a 1 , a 2 ) = µ 1 (a 1 ) · µ 2 (a 2 ). if a 1 = a 2 , 0 otherwise.
2) Negation coupling: µ ¬ (a 1 , a 2 ) = 
Definition A.2 (Lifting). Let µ 1 , µ 2 be sub-distributions over A 1 , A 2 , respectively, and let A ⊆ A 1 × A 2 be a relation. Then a sub-distribution µ over A 1 × A 2 is called a witness for the R-lifting of (µ 1 , µ 2 ) if:
Whenever a witness exists, we say that µ 1 and µ 2 are related by the R-lifting and write µ 1 R # µ 2 .
Example A.5.
1) Coupling µ f in Example A.3 is a witness for the lifting:
2) Coupling µ id in Example A.4 is a witness for the lifting µ = # µ. Appendix B.
3) Coupling µ × in Example A.1 is a witness for the lifting
µ 1 T # µ 2 , where T = A 1 × A 2 .
Hoare logic for quantum programs
In this section, we review the Hoare-like logic for quantum programs developed in [6] , [7] .
B.1. Partial Correctness and Total Correctness
D'Hondt and Panangaden [5] suggested to use effects as quantum predicates. Then a correctness formula (or a Hoare triple) is a statement of the form {A}P {B}, where P is a quantum program, and both A, B are quantum predicates in H P , called the precondition and postcondition, respectively. The defining inequalities of total and partial correctness can be easily understood by observing that the interpretation of tr(Aρ) in physics is the expectation (i.e. average value) of observable A in state ρ, and tr (ρ) − tr ( P (ρ)) is indeed the probability that with input ρ program P does not terminate.
B.2. Proof System
The proof system qPD for partial correctness consists of the axioms and inference rules presented in Figure 7 . It was A sound and (relatively) complete proof system for total correctness was also developed in [6] , [7] .
Appendix C. Comparison with Unruh [16]
This section expands the comparison with Unruh [16] . Recall that Unruh only considers projective predicates whereas we consider arbitrary operators. In addition, 1) Our definition of valid judgement P 1 ∼ P 2 : A ⇒ B quantifies over all inputs in H P1 1 ⊗ H P2 2 including entanglements between P 1 and P 2 . In contrast, Unruh [16] only allows separable inputs between P 1 and P 2 . 2) Unruh [16] requires that couplings for the outputs of programs P 1 and P 2 must be separable.
Since item 1) was already discussed, here we focus on items 2). First of all, it can be proved that deciding the existence of separable couplings in some subspaces is NP-hard. This prevents the possibility of efficiently automatically checking validity defined in [16] . However, quantum Strassen theorem proved in our previous work [14] implies that it has only a polynomial time complexity to deciding the existence of couplings used in our judgments. Indeed, it was clearly pointed out in [16] that the first try there is to define validity of judgments without the requirement of separable couplings for the outputs of P 1 and P 2 . But it was unable to prove the soundness of rule (SC) for sequential composition for such a notion of validity, and then separability was imposed to the couplings for outputs. Here, we would like to point out how this difficulty can be partially solved without the separability requirement on the couplings for outputs. To this end, let us first introduce the notion of validity with separable inputs (but not necessarily with separable coupling for outputs) for general Hermitian operators (rather than projective ones) as the preconditions and postconditions.
Definition C.1. Judgment (2) is valid with separable inputs, written:
if it is valid under separability condition Γ = var (P 1 1 ), var (P 2 2 ); that is,
The relationship between the general validity |=, projective validity |= P and validity |= S with separable inputs is clarified in the following:
Proposition C.1. For projective predicates A and B:
and for general quantum predicates A and B,
To see the relationship more clearly, for two Hilbert space H 1 and H 2 , we write S(H 1 ⊗ H 2 ) for the set of separable states ρ ∈ D ≤ (H 1 ⊗ H 2 ). It is clear from the definition of separability that S(H 1 ⊗ H 2 ) is a convex set. For any ρ 1 ∈ D ≤ (H 1 ) and ρ 2 ∈ D ≤ (H 2 ) with the same trace, let C(ρ 1 , ρ 2 ) be the set of all couplings for (ρ 1 , ρ 2 ). It is easy to see that C(ρ 1 , ρ 2 ) ∩ S(H 1 ⊗ H 2 ) is non-empty. Furthermore, we have: tr (Aρ).
Using the above fact, it is easy to find a judgement that is valid with separable inputs but not valid for all inputs. It is clear that rule (SC) is not true for validity |= S with separable inputs. But a weaker version of (SC), namely (SC-Sep) shown in Figure 8 , can be obtained by combining |= S with our general validity |=. Furthermore, the inference rules (3⇒1) Suppose that σ is a witness of ρ 1 = # sym ρ 2 . Then = sym σ = σ and σ = sym = σ, which imply Sσ = σ and σS = σ. Therefore σ = SσS, and moreover,
Proof. For any two Hilbert spaces X and Y. We write L(X , Y) for the set of linear operators from X to Y. Then we can introduce an operator-vector correspondence; i.e. the mapping:
for the standard basis elements |a and |b . Intuitively, it represents a change of bases from the standard basis of L(X , Y) to the standard basis of Y ⊗ X (see [35] , Chapter 2). This mapping is a bijection, and indeed an isometry, in the sense that Now, let us write Y 1 = M 10 M † 10 and Y 2 = M 20 M † 20 , and define linear mapsÂ 1 andÂ 2 from the respective linear maps A 1 = P 1 • E 11 and A 2 = P 2 • E 21 . Then the following facts are trivial:
. Moreover, if we define two vectors |α = vec(Y 1 ) ⊕ vec(Y 2 ), |β = vec(ρ 1 ) ⊕ (−vec(ρ 2 )) andÂ =Â 1 ⊕Â 2 , then we obtain:
= α|Â n |β using the fact thatÂ n =Â n 1 ⊕Â n 2 . With Cayley-Hamilton theorem (see Chapter XV, §112 in [36] ), we know that a matrix power of any order k can be written as a matrix polynomial of degree at most N − 1 where N is the dimension of the matrix. So, for any n ≥ 0, there exists coefficients c 0 , c 1 , · · · , c d 2
Thus, if Z n = 0 holds for any 0 ≤ n ≤ d 2 1 + d 2 2 − 1, then for any n ≥ 0,
D.3. Proof of Soundness Theorem
Let us first prove Proposition 6.2 which states the soundness of rules for quantum operations; see Figures 5 for details. Given a quantum operation E with its Kraus representation
Proposition D.1. For any quantum predicate A and trace-preserving quantum operation E, E * (A) is still a quantum predicate. That is, 0 ≤ E * (A) ≤ I is ture for any 0 ≤ A ≤ I.
Moreover, we introduce a mathematical (rather than logical) version of Definition 5.1: for any quantum operations E and F in a Hilbert space H 1 , H 2 , respectively, and for any quantum predicates A and B in H 1 ⊗ H 2 , we write:
Lemma D.1. For any trace-preserving quantum operations E, F , we have:
Proof. (Outline) We only need to prove that for any input ρ ∈ D( Remark D.1.
1) The above lemma can help to simplify the proofs of of the validity of rules (Init) and (UT). Furthermore, we can use it to create/trace-out qubits.
2) Note that the trace-preserving condition in the above lemma is necessary. So, it doesn't help when we deal with a single outcome of a measurement. But when we encounter an equivalence between two if statements of the form if · · · ∼ if · · · , all of the sub-programs are all trace-preserving and have simple Kraus representations, we can regard the whole if statements as a quantum operation, and the above lemma applies.
Proof of Proposition 6.2.
The validity of (SO) is just a corollary of Lemma D.1. Realize that the semantic function of skip is the identity operation, so (SO-L) and (SO-R) are two special cases of (SO). Now we are ready to prove the soundness theorem.
Proof of Theorem 5.1.
It suffices to prove validity of all axioms and inference rules in Figures 2, 3 and 4:
• (Skip) Obvious.
where E and F are two initial quantum operations with Kraus operators {|0 q1 1 i|} and {|0 q2 2 i|}, respectively. As E and F are all trace-preserving, we know that tr (ρ) = tr(σ), and (E ⊗ F )(ρ) is a coupling for E(tr 2 (ρ)), F (tr 1 (ρ)) = i |0 q1 1 i| (tr 2 (ρ)) |i q1 1 0| , j |0 q2 2 j| (tr 1 (ρ)) |j q2 2 0| = q 1 := |0 (tr 2 (ρ)), q 2 := |0 (tr 1 (ρ)) Moreover, we have:
. Of course, tr(ρ) = tr (σ). Due to the unitarity of U 1 and U 2 , we have:
which ensure that σ is a coupling for
Moreover, it holds that
= tr (Aσ).
• (SC) For j = 1, 2, we write H j for the state Hilbert space of program P j ; P ′ j . Then it follows from the first assumption that for any ρ ∈ D ≤ (H 1 ⊗ H 2 ), there exists a coupling σ for P 1 (tr 2 ρ), P 2 (tr 1 ρ) such that tr (Aρ) ≤ tr (Bσ) + tr(ρ) − tr (σ).
Similarly, according to the second assumption, there exists a coupling δ for P ′ 1 (tr 2 σ), P ′ 2 (tr 1 σ) such that tr(Bσ) ≤ tr (Cδ) + tr (σ) − tr (δ).
Consequently, it holds that tr(Aρ) ≤ tr(Cδ) + tr(ρ) − tr (δ).
Therefore, it suffices to show that δ is a coupling for P 1 ; P ′ 1 (tr 2 ρ), P 2 ; P ′ 2 (tr 1 ρ) . This is obvious as tr 2 δ = P ′ 1 (tr 2 σ) = P ′ 1 ( P 1 (tr 2 ρ)) = P 1 ; P ′ 1 (tr 2 ρ), and similarly tr 1 δ = P 2 ; P ′ 2 (tr 1 ρ). • (IF) For any ρ ∈ D ≤ (H P1 ⊗ H P2 ) satisfying the condition M 1 ≈ M 2 , due to the assumption that Moreover, it is straightforward to see
and similarly
• (LP) For simplicity, let us use Q 1 to denote the while-statement:
We also introduce an auxiliary notation: for i = 1, 2, quantum operation E i0 and E i1 are defined by the measurement
and for any n ≥ 0, we must have:
which implies that any coupling for ( P 1 • E 11 ) n (tr 2 ρ), ( P 2 • E 21 ) n (tr 1 ρ) must satisfies the condition M 1 ≈ M 2 . Choose δ 0 = ρ so that δ 0 is a coupling for tr 2 ρ, tr 1 ρ , the following statement holds for n ≥ 0:
such that:
The above statement can be proved by induction. For basis n = 0, of course, ρ satisfies M 1 ≈ M 2 , due to the assumption
we must have two couplings σ 00 and σ 10 for E 10 (tr 2 ρ), E 20 (tr 1 ρ) and E 11 (tr 2 ρ), E 21 (tr 1 ρ) respectively, such that tr (δ 0 ) = tr (ρ) = tr(σ 00 ) + tr (σ 10 ), tr (Aδ 0 ) = tr (Aρ) ≤ tr (B 0 σ 00 ) + tr(B 1 σ 10 ),
as we set δ 0 = ρ.
According to the second assumption ⊢ P 1 ∼ P 2 : B 1 ⇒ A, there exists a coupling δ 1 for P 1 (tr 2 σ 10 ), P 2 (tr 1 σ 10 ) such that tr (B 1 σ 10 ) ≤ tr (Aδ 1 ) + tr (σ 10 ) − tr (δ 1 ).
Note that P 1 (tr 2 σ 00 ) = P 1 (E 11 (tr 2 ρ)) = ( P 1 • E 11 )(tr 2 ρ), so δ 1 is a coupling for
So the induction basis is true.
Suppose the statement holds for n = k − 1 (k ≥ 1) , we will show that the statement also holds for n = k. From the assumption, we know that δ k is a coupling for
and it also satisfies M 1 ≈ M 2 , so due to the assumption
we must have two couplings σ 0k for
and σ 1k for
According to the second assumption
there exists a coupling δ k+1 for
So the statement holds for any n ≥ 0. From the statement, we have the following equations for N ≥ 0:
tr (ρ) = tr(σ 00 ) + tr (σ 10 ) + Moreover, it is straightforward that σ is a coupling for
= Q 1 (tr 2 ρ), Q 2 (tr 1 ρ) .
• (Init-L) For any ρ ∈ D ≤ (H P1 ⊗ H P2 ), set:
where E is the initial quantum operation with Kraus operators {|0 q1 1 i|} and I is the identity operation. As E and I are all trace-preserving, we know that tr(ρ) = tr (σ), and (E ⊗ I)(ρ) is a coupling for E(tr 2 (ρ)), I(tr 1 (ρ)) = i |0 q1 1 i| (tr 2 (ρ)) |i q1 1 0| , tr 1 (ρ) = q 1 := |0 (tr 2 (ρ)), skip (tr 1 (ρ)) Moreover,
• (UT-L) Similar to (UT) if we regard skip as q := I[q] where I is the identity matrix of the Hilbert space of all variables.
• (IF-L) Similar to (IF).
For any ρ ∈ D ≤ (H P1 ⊗ H P2 ), due to the assumption Moreover, it is straightforward to see and Q 2 to denote the right program skip for simplicity, and introduce an auxiliary notation: for i = 1, 2, the quantum operation E 0 and E 1 are defined by the measurement M 1 E 0 (ρ) = M 10 ρM † 10 , E 1 (ρ) = M 11 ρM † 11 .
For any input state ρ ∈ D ≤ (H Q1 ⊗ H Q2 ), choose δ 0 = ρ so that δ 0 is a coupling for tr 2 ρ, tr 1 ρ , and ̺ 1,−1 = tr 1 ρ, then the following statement holds for n ≥ 0:
The above statement can be proved by induction. For basis n = 0, due to the assumption M 1 ≈ I 2 |= A ⇒ {B 0 , B 1 }, there exist ̺ 00 , ̺ 10 and two couplings σ 00 for E 0 (tr 2 ρ), ̺ 00 and σ 10 for E 1 (tr 2 ρ), ̺ 10 , such that ̺ 00 + ̺ 10 = tr 1 ρ = ̺ 1,−1 , tr (δ 0 ) = tr (ρ) = tr(σ 00 ) + tr (σ 10 ), tr (Aδ 0 ) = tr (Aρ) ≤ tr (B 0 σ 00 ) + tr(B 1 σ 10 ),
as we set δ 0 = ρ and ̺ 1,−1 = tr 1 ρ. According to the second assumption ⊢ P 1 ∼ skip : B 1 ⇒ A, there exists a coupling δ 1 for P 1 (tr 2 σ 10 ), tr 1 σ 10 such that tr (B 1 σ 10 ) ≤ tr (Aδ 1 ) + tr (σ 10 ) − tr (δ 1 ).
Note that P 1 (tr 2 σ 10 ) = P 1 (E 1 (tr 2 ρ)) = ( P 1 • E 1 )(tr 2 ρ), so δ 1 is a coupling for ( P 1 • E 1 )(tr 2 ρ), ̺ 10 . So the basis is true. Suppose the statement holds for n = k − 1(k ≥ 1), we will show that the statement also holds for n = k. From the assumption M 1 ∼ I 2 |= A ⇒ {B 0 , B 1 }, there exist ̺ 0k , ̺ 1k and two couplings σ 0k for E 0 (tr 2 δ k ), ̺ 0k = E 0 • ( P 1 • E 1 ) k (tr 2 ρ), ̺ 0k and σ 1k for
According to the second assumption ⊢ P 1 ∼ skip : B 1 ⇒ A, there exists a coupling δ k+1 for
So the statement holds for any n ≥ 0. From the statement, we have the following inequality for N ≥ 0 (similar to the proof of (LP-E)):
We can notice that lim N →∞ N n=0 σ 0n does exist via similar arguments of of (LP). Set σ = lim N →∞ N n=0 σ 0n , and let N → ∞ in the above inequality, we have:
Moreover, we can check the following equation:
The last equality holds because
followed from the assumption |= while M 1 [q] = 1 do P 1 od lossless, therefore, lim N →∞ ̺ 1N = 0. Now, it is straightforward that σ is a coupling for
= while M 1 [q] = 1 do P 1 od (tr 2 ρ), skip (tr 1 ρ) .
• (Conseq) It follows immediately from the fact that A ⊑ B implies tr(Aρ) ≤ tr(Bρ) for all ρ.
• (Equiv) Obvious.
• (Case) For any ρ ∈ D ≤ (H P1 ⊗ H P2 ), followed from the assumption, for each i, there exists a coupling σ i for P 1 (tr 2 (ρ)), P 2 (tr 1 (ρ)) such that tr((A i )ρ) ≤ tr(Bσ i ) + tr(ρ) − tr (σ i ).
We set
and tr 2 (σ) = P 1 (tr 2 (ρ)). Therefore, it holds that |= P 1 ∼ P 2 :
First of all, by separability of ρ, we can write:
and p i ≥ 0. Since V ∩ var(P 1 , P 2 ) = ∅, it holds that
For each i, since ⊢ P 1 ∼ P 2 : A ⇒ B, there exists a coupling ρ ′ i for P 1 (tr HP 2 (ρ i )), P 2 (tr HP 1 (ρ i )) such that tr (Aρ i ) ≤ tr(Bρ ′ i ) + tr(ρ i ) − tr (ρ ′ i ). We set:
Then we can check that
and tr 1 (ρ ′ ) = P 2 (tr HP 1 ⊗HV 1 (ρ)). Therefore, ρ ′ is a coupling for P 1 (tr HP 2 ⊗HV 2 (ρ)), P 2 (tr HP 1 ⊗HV 1 (ρ)) .
Furthermore, we have:
D.4. Verification of Example 6.1
First, an application of axiom (UT-R) yields:
where:
Now we need the following technical lemma:
Then we have:
Proof. For any ρ |= M ≈ M ′ , and for i = 0, 1,
Similarly, we have tr(B 1 ρ) ≤ tr(A 1 σ 1 ). Therefore, tr (Bρ) ≤ tr (A 0 σ 0 ) + tr (A 1 σ 1 ).
Combining (27), (28) and (29), we obtain:
It holds that (Init) ⊢ q := |0 ∼ q := |0 :
because (|0 0| ⊗ |0 0|)C(|0 0| ⊗ |0 0|) + (|1 0| ⊗ |1 0|)C(|0 1| ⊗ |0 1|) = 1 4 (|00 00| + |11 11|).
Then (9) is proved by combining (26) and (30) to (32) and checking that the input states before Q 1 and Q 2 satisfy the condition M ≈ M ′ .
D.5. Proof of Proposition 6.1
Proof. For simplicity, we write
First of all, we notice that for any ρ ∈ D ≤ (H P ⊗ H P ) and any basis state |i in B,
(1) ⇒ (2): If (1) is valid, then i| P (ρ 1 )|i = 1 d , tr( P (ρ 1 )) = i i| P (ρ 1 )|i = 1 = tr(ρ 1 )
for any basis state |i in B and any ρ 1 in H P with tr(ρ 1 ) = 1. Therefore, P is a terminating quantum program which ensures the existence of the coupling for the outputs. On the other hand, for any ρ with unit trace, suppose σ is a coupling for the outputs P (tr 2 (ρ)), P (tr 1 (ρ)) tr(Eρ) = tr (ρ) d = 1 d = i| P (tr 2 (ρ))|i = tr((|i i| ⊗ I)σ).
On the other hand, we have:
Consequently, we obtain:
for every i; that is, P (ρ 1 ) is uniform in B = {|i } for any ρ 1 .
(1) ⇒ (3): Suppose (1) is valid. Similar to the above proof for (1) ⇒ (2), it is sufficient to show that, for any ρ 1 , ρ 2 ∈ H P with unit trace, by linearity we have
(3) ⇒ (1): If equation (11) is true for every i, then for any pure state ρ 1 = |α α| in H P , we set ρ 2 = ρ T 1 . There must exist a coupling σ for P (ρ 1 ), P (ρ 2 ) such that
On the other hand, we have: i i| P (ρ 1 )|i = tr( P (ρ 1 )) ≤ 1, which implies i| P (ρ 1 )|i = 1 d for every i; that is, P (ρ 1 ) is uniform in B = {|i } for any pure state ρ 1 . By linearity, we know that P (ρ) is uniform in B = {|i } for any state ρ.
Remark D.2. Note that the maximally entangled state |Φ and thus = e C are determined by the given orthonormal basis C. From the above proof, we see that if clause (3) in the above proposition is valid for some orthonormal basis C, then it must be valid for any other orthonormal basis C ′ . D.6. Verification of Example 6.2
For simplicity of the presentation, a judgement ⊢ P 1 ∼ P 2 : A ⇒ B using an inference rule R in rqPD is displaced as
A formal proof of judgment (12) using the inference rules of rqPD is presented in Figure 9 together with the following parameters: Figure 9 : Verification of MQBF ∼ MQBF in rqPD. Note that two programs are the same and independent of inputs, so the condition of equal probability of the while loop is trivially holds. Moreover, we are able to check M ≈ M |= A ⇒ {B 0 , B 1 } which is discussed in the context. Therefore, followed from the pre-condition A, we have the post-condition B 0 after the while loop.
Before using the (LP) rules, we need first to check the validity of
To see this, for any ρ satisfies M ≈ M, we choose the coupling σ 0 and σ 1
respectively, and suppose that the matrix form of ρ 1 = tr 2 (ρ) is Then we can calculate the following equations carefully:
The condition of equal probability (M, P ) ≈ (M, P ) (where P ≡ q x := U [q x ]; q y := U [q y ]; is the loop body) is trivially holds as the two programs are the same and independent of inputs. Therefore, we can regard A as the pre-condition B 0 and as the post-condition of the while loop, and together with the (SC) rule we conclude that judgment (12) is valid.
D.7. Verification of Judgment (13)
The verification is presented in Figure 10 . Let us carefully explain the notations and several key steps in the proof. First of all, we need following technical lemma in the steps using rule (IF-L):
Lemma D.3. Let M 1 = {M 1m = ψ m |} be a measurement with {|ψ m } being an orthonormal basis of H M1 . Then
where I 2 stands for the identity operator in H P2 , the input Hilbert space of P 1 is H P1 = H M1 ⊗ H 1 and the output Hilbert space of P 1 is H 1 as the measurement discards the qubits of H M1 , and B m are quantum predicates in H 1 ⊗ H P2 for all m.
Proof. Straightforward.
Secondly, we use s to denote the state space of the second program skip. Therefore we can write:
So, our goal is to prove:
For any vectors |α and |β , we have the following:
So, we can calculate D directly:
Therefore, the judgment is valid.
D.8. Verification of Judgment 14
A formal proof of judgment (14) using the inference rules of rqPD is presented in Figure 11 . Similarly to the proof of judgment (13) above, we use s to denote the state space of the second program skip and introduce a different symbol A:
Using the same definition of E in Eqn. (33) , our goal is to prove:
|i r j| ⊗ |j s i| Figure 11 : Alternative verification of QTEL∼skip in rqPD.
We can calculate D directly from C according to the facts in Eqns. (34) : 
Therefore, the judgment is valid. D.9. Verification of Judgments (17), (18) and (19) Principally, any if statement can also be written as a quantum operation. More precisely, we can use the following two quantum operations E Mq and E Mp with theirs Kraus representation to replace the last two if statement in QTEL respectively.
Now, using the inference rules in Figure 2 , 3 and 5, we present the formal proof in Figure 12 . We can calculate the following equations directly. For simplicity, [·] is a copy of the context between the previous [ and ] .
Our aim is to calculate what is S:
using the following fact (of course, it also holds with superscript primes over each index):
For the bif flip noise, the following fact can be easily realized:
Thus,
Therefore, the precondition S is:
• QTEL PF ∼ QTEL For the phase flip noise, the following fact can be easily realized:
For the phase flip noise, the following fact can be easily realized: Therefore, the precondition S is: S = S 1 ⊗ |ψ p ′ ψ| = E PF (p 2 + (1 − p) 2 )(|ψ p ψ|) ⊗ |ψ p ′ ψ|.
D.10. Proof of Proposition 7.1
Proof. (1) If |= P 1 ∼ P 2 : A ⇒ B, then for any input ρ ∈ A, there exists a coupling σ for P 1 (tr 2 (ρ)), P 2 (tr 2 (ρ)) such that tr(ρ) = tr (Aρ) ≤ tr (Bσ) + tr (ρ) − tr(σ), which implies tr (Bσ) = tr(σ), or equivalently, σ ∈ B. Therefore, |= P P 1 ∼ P 2 : A ⇒ B.
(2) We show a counterexample here. Let us consider a qubit q and two programs P 1 and P 2 P 1 ≡ q = X[q]; P 2 ≡ skip;
and choose projective predicates A = B = |Ψ Ψ| where |Ψ is the maximally entangled state 1 √ 2 (|00 + |11 ). If ρ ∈ A, then ρ = λ|Ψ for some real number 0 ≤ λ ≤ 1. Consequently, tr 1 (ρ) = tr 2 (ρ) = λ 2 I and P 1 (tr 2 (ρ)) = λ 2 I. Therefore, ρ is still a coupling of P 1 (tr 2 (ρ)), P 2 (tr 2 (ρ)) , which shows that
On the other hand, if we choose a separable input ρ = |00 00|, then the output of two programs are P 1 (tr 2 (ρ)) = |1 1| and P 2 (tr 2 (ρ)) = |0 0|. They have a unique coupling σ = |10 10|. However, tr(Aρ) = 1 2 ≥ tr (Bσ) = 0, which rules out that |= P 1 ∼ P 2 : A ⇒ B.
D.11. Proof of Proposition 7.2
Proof. The validity of axioms (Skip-P), (UT-P) and rules (SC-P), (Conseq-P) and (Equiv) are trivial. We only show the validity of rules in Figure 6 together with (Frame-P) here.
• (SO-P) As shown in the proof of Lemma D.1, for any inputs ρ 1 ∈ D ≤ (H P1 1 ) and ρ 2 ∈ D ≤ (H P2 2 ) with a witness ρ of the lifting ρ 1 A # ρ 2 , then (E 1 ⊗ E 2 )(ρ) is a coupling for E 1 (tr H2 (ρ)), E 2 (tr H1 (ρ)) = E 1 (ρ 1 ), E 2 (ρ 1 ) .
Moreover, as supp(ρ) ⊆ A, then trivially supp((E 1 ⊗ E 2 )(ρ)) ⊆ proj((E 1 ⊗ E 2 )(A)) which implies the validity of (SO-P).
• (Init-P), (Init-P-L) and (SO-P-L) Special cases of (SO-P).
• (IF-P) From the first assumptions we know that, for any ρ 1 ∈ D ≤ (H P1 1 ) and ρ 2 ∈ D ≤ (H P2 2 ) such that ρ 1 A # ρ 2 , there exists a sequence of lifting of B m relating the post-measurement states with the same outcomes; that is, for all m,
). Together with the second assumption, we must have: • (IF-P-L) Similar to (IF-P).
• (LP-P) We first introduce an auxiliary notation: for i = 1, 2, quantum operation E i0 and E i1 are defined by the
For any ρ 1 ∈ D ≤ (H P1 1 ) and ρ 2 ∈ D ≤ (H P2 2 ) such that ρ 1 A # ρ 2 , we claim that for all n ≥ 0, the following statement holds: statement : ( P 1 • E 11 ) n (ρ 1 )A # ( P 2 • E 21 ) n (ρ 2 ), [E 10 • ( P 1 • E 11 ) n ](ρ 1 )B # 0 [E 20 • ( P 2 • E 21 ) n ](ρ 2 ). We prove it by induction on n. For n = 0, ρ 1 A # ρ 2 is already assumed. The first assumption of measurement ensures that (M 10 ρ 1 M † 10 )B # 0 (M 20 ρ 2 M † 20 ), or in other words, E 10 (ρ 1 )B # 0 E 20 (ρ 2 ). Suppose the statement holds for n = k. Then for n = k + 1, because
the assumption of measurement implies that [M 11 ( P 1 • E 11 ) k (ρ 1 )M † 11 ]B # 1 [M 21 ( P 2 • E 21 ) k (ρ 2 )M † 21 ], and followed by the second assumption |= P P 1 ∼ P 2 : B 1 ⇒ A, we have
or equivalently
Appling the assumption of measurement on the above formula, it is trivial that
](ρ 2 ), and this complete the proof the statement. Now, suppose that the witness of the lifting [E 10 • ( P 1 • E 11 ) n ](ρ 1 )B # 0 [E 20 • ( P 2 • E 21 ) n ](ρ 2 ) is σ n for all n ≥ 0. We set σ = n σ n whose convergence is guaranteed by Then, it is straightforward to show that σ is a coupling of while M 1 [q] = 1 do P 1 od (ρ 1 ), while M 2 [q] = 1 do P 2 od (ρ 2 ) and supp(σ) ⊆ B 0 .
• (LP-P-L) Similar to (LP-P).
• (Frame-P) Suppose V = V 1 ∪V 2 where V 1 represents the extended variables of P 1 and V 2 of P 2 . Of course, V 1 ∩V 2 = ∅ and H V = H V1 ⊗ H V2 . We prove V, var (P 1 , P 2 ) |= P P 1 ∼ P 2 : A ⊗ C ⇒ B ⊗ C; that is, for any separable state ρ between H P1 ⊗ H P2 and H V satisfies supp(ρ) ⊆ A ⊗ C, P 1 (tr HP 2 ⊗HV 2 (ρ))(B ⊗ C) # P 2 (tr HP 1 ⊗HV 1 (ρ)).
where ρ i ∈ D ≤ (H P1 ⊗ H P2 ), σ i ∈ D ≤ (H V ) and p i > 0. Since V ∩ var(P 1 , P 2 ) = ∅, it holds that P 1 (tr HP 2 ⊗HV 2 (ρ)) = i p i [ P 1 (tr HP 2 (ρ i )) ⊗ tr HV 2 (σ i )], P 2 (tr HP 1 ⊗HV 1 (ρ)) = i p i [ P 2 (tr HP 1 (ρ i )) ⊗ tr HV 1 (σ i )].
As supp(ρ) ⊆ A ⊗ C, so for all i, supp(ρ i ) ⊆ A and supp(σ i ) ⊆ C. For each i, since |= P P 1 ∼ P 2 : A ⇒ B, then P 1 (tr HP 2 (ρ i ))B # P 2 (tr HP 1 (ρ i )), and we assume ρ ′ i is a witness. We set:
Then we can check that tr 2 (ρ ′ ) = tr HP 2 ⊗HV 2 (ρ ′ ) = i p i [tr HP 2 (ρ ′ i ) ⊗ tr HV 2 (σ i )] = i p i [ P 1 (tr HP 2 (ρ i )) ⊗ tr HV 2 (σ i )] = P 1 (tr HP 2 ⊗HV 2 (ρ)) and tr 1 (ρ ′ ) = P 2 (tr HP 1 ⊗HV 1 (ρ)). Therefore, ρ ′ is a coupling for P 1 (tr HP 2 ⊗HV 2 (ρ)), P 2 (tr HP 1 ⊗HV 1 (ρ)) . (UT-P) 
D.12. Verification of Judgment (24)
The formal proof is displayed in Figure 13 together with two extra notations:
The use of (SO-P) for the last line of the program is obvious: E = proj((tr) c,c ′ (D)) = proj((tr) c,c ′ (I c ⊗ I c ′ ⊗ (= p sym ))) = proj((= p sym )) = (= p sym ). For the if sentence, we first show that the following assertion holds:
where F 1 = F 2 = · · · = F n−1 = 0 and F 0 = I c ⊗ I c ′ ⊗ |0 p 0| ⊗ |0 p ′ 0|, F n = I c ⊗ I c ′ ⊗ |n p n| ⊗ |n p ′ n|.
It is not difficult to realize that, for any ρ ∈ B 0 = U c ′ ,p ′ (= B sym )U † c ′ ,p ′ , it must have following properties: ρ 1 = tr 2 (ρ) = U † tr 1 (ρ)U = U † ρ 2 U ; ∀ i = 1, 2, · · · , n − 1 : i|ρ 1 |i = i|ρ 2 |i = 0.
The second property ensures that for i = 1, 2, · · · , n − 1,
Moreover, for i = 0, n, we note that
where ρ 1,c,i , ρ 2,c,i ∈ D ≤ (H c ), which implies (
. Therefore, assertion (35) holds. As F i ⊑ D for all i, using rules (Skip-P) and (Conseq-P), we have:
