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Abstract The objective of stereo matching is to find the corresponding pixels from similar
two or more images. However, it is difficult problem to get precise and consistent disparity
under a variety of real world situations. In other words, the color values of stereo images are
easily influenced by radiometric factors such as illumination direction, illumination color, and
camera exposure. Therefore, conventional stereo matching methods can have low perfor-
mances under radiometric conditions. In this paper, we propose a novel stereo matching
approach that is robust in controlling various radiometric variations such as local and global
radiometric variations. We designed a hybrid stereo matching approach using transition of
pixel values and data fitting. Transition of pixel values is utilized for the coarse stereo matching
stage, and polynomial curve fitting is used for the fine stereo matching stage. Experimental
results show that the proposed method has better performances compared to the stereo
matching algorithms of comparison group under severely different radiometric conditions
between stereo images. Consequentially, we demonstrate that the proposed method is less
sensitive to various radiometric variations, and shows an outstanding performance in compu-
tational complexity.
Keywords Multimedia . Visual processing . Algorithms . Stereo matching . Pixel values
1 Introduction
Computer stereo vision technology, namely stereo matching, has been an important topic and
has been constantly developed in the field of computer vison for more than three decades [17].
It is still one of the most active research areas. In practical applications, stereo matching plays
an important role in many fields such as multimedia, robotics, autonomous vehicles, virtual
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robotics, as it is vital to the extraction of information about the relative position of 3D objects
in the vicinity of autonomous systems. Other application for robotics include object recogni-
tion, where depth information allows for the system to separate occluding image components,
such as one chair in front of another, which the robot may otherwise not be able to distinguish
as a separate object by any other criteria. Thus, the stereo vision may be fused with other
multimedia-related technology [2, 16, 24].
In stereo vision, two cameras that are displaced horizontally from one another are used to
obtain two differing views of a scene. This is a manner similar to human binocular vision. In
other words, stereo images are two images of the same scene taken from different viewpoints.
By comparing these two images, the relative depth can be obtained. The depth is in type of
disparities which are inversely proportional to the differences in distance to the objects. In
detail, the disparities can be acquired through locating for each pixel of an image, the
corresponding pixel of the other image. A map of all pixel displacements in an image is a
disparity map. This process is called stereo matching.
Figure 1 shows general procedures in the stereo matching algorithm [25]. In step A, a cost
of every individual pixel is assigned to all possible disparities. In step B, an assumption is
made that neighboring pixels share the same disparity. An aggregation of initial pixel-wise
matching costs is carried out over a support region around each pixel. In step C, an optimal
disparity value is selected for each pixel. Local methods usually employ a winner-takes-all
strategy that the disparity with the lowest aggregated cost is chosen. Global methods optimize
an energy function defined over all image pixels by concurrently imposing a smoothness
constraint. In step D, there are goals at correcting imprecise disparity values and handling
occlusion areas. Generally used approaches include scan-line optimization, median filtering,
subpixel estimation, region voting, peak removal, and etc.
Substantial issues of stereo matching are to provide high accuracy and fast execution in a
variety of environments. In fact, many studies have been conducted to date. Scharstein et al.
[25] and Szeliski [27] provide broad reviews of the state-of-the-art methods in stereo matching
algorithms. A variety of algorithms for stereo matching can be generally classified as either
local or global methods. The global methods compute all disparities of images concurrently by
optimizing the global energy function that includes a data term and a smoothness term. The
D : Refines disparity
B : Aggregates cost
A : Computes matching cost
C : Computes disparity
Optimizes disparity
Fig. 1 Overview of general stereo
matching algorithm
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methods typically skip the cost aggregation step and supports piecewise smooth disparity
selection. The methods can generally obtain precise disparity maps; however, the methods are
mainly complex and computationally expensive. Thus, the methods are still usually much
slower than local methods, since global optimization is a NP-hard problem while local
matching runs in polynomial.
Recent studies relating to the global method are as follows. Yang [31] proposed a non-local
solution to avoid being adversely affected by the local nature of traditional window-based cost
aggregation algorithms. In other words, the matching cost values are aggregated adaptively
based on pixel similarity on a tree structure derived from the stereo image pair to preserve
depth edges. The nodes of this tree are all the image pixels, and the edges are all the edges
between the nearest neighboring pixels. The similarity between any two pixels is decided by
their shortest distance on the tree. Global energy minimization used for disparity optimization
commonly requires large computational effort with high memory capacity. Veksler [30]
reduced the search space using the local stereo matching method. A graph cut technique
was used to minimize the energy function. As a result, this method could effectively reduce the
memory capacity, but the computational complexity was not reduced. In addition, Kolmogo-
rov et al. [15] utilized a graph cut for global energy optimization. Belief propagation was used
for global energy optimization in [22, 26, 32].
On the other hand, the local methods calculate the disparity of the pixel, based on the
support window cost aggregation [11, 12]. Consequentially, the local methods have simple
design and are more efficient in aspects of computational complexity than the global methods.
In the following, we can see recent research work of the local method. Min et al. [20]
reduced the search range using a subset of informative disparity hypotheses. However, this
method cannot get precise results at depth discontinuities as the aggregation windows located
on depth edges represent pixels from different depths. Veksler [29] proposed a cost aggregation
method with size-adaptive windows in order to solve this problem. In another approach,
Kang et al. [14] utilized a multiple-window strategy. This method decides the optimal
aggregation window from a set of pre-defined windows of the same size that are located
at different positions. Hosni et al. [8] used locally adaptive support weights to compute
the probability that the center pixel and a neighbor pixel might belong to the same
region. Zhang et al. [35] separately carried out horizontal and vertical passes for cost
aggregation using orthogonal integral images. Hosni et al. [9] took an approach to
estimate a support region of pixel via color segmentation. This method calculates the
geodesic distance from all pixels to the center pixel of the window in a square support
window. Pixels of low geodesic distance are given high support weights. As a result, it
has a significant effect in the stereo matching. Zhang et al. [34] proposed a robust voting
scheme to refine initial estimates based on a piecewise smoothness prior, improving the
quality in occluded regions and low-textured regions effectively. The refinement is guided
by the segmentation result of input images. Unreliable initial estimates are detected and
rejected using an efficient left-right consistency check.
A typical stereo matching estimates disparities between corresponding pixels in stereo
images. In the process, there is an important assumption that the corresponding pixels should
have similar color values [25]. In other words, it is assumed that the object surface is a
Lambertian surface [1, 3, 36]. In the Lambertian, the color of each 3D point acquired from
different cameras will be constant. The reason is that Lambertian surface reflects the incident
light in all directions with the same strength making the camera’s viewpoint invariant.
However, in most real-world situations, the objects are not Lambertian and reflect light with
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view dependency. In detail, if two images are captured under changing radiometric effects such
as illumination and camera exposure, they may have different color values. Therefore, a typical
stereo matching isn’t commonly able to provide a precise disparity map [4].
Recent studies relating to the effects of radiometric variations are as follows. Miled et al.
[19] developed a spatially varying multiplicative model to account for brightness changes
induced between left and right views. The depth estimation problem is then formulated as
a constrained optimization problem in which an appropriate convex objective function is
minimized under various convex constraints modelling prior knowledge and observed
information. Weijer et al. [28] carries out the grey-edge algorithm that employs the
average color of edge differences for the color normalization. Jung et al. [13] performs
the adaptive color transformation that finds pseudo-corresponding pixels based on the rank
matching. Then, this method transforms the color of each pixel to be consistent with that
of the corresponding pixel. Hirschmuller et al. [7] employed color invariant matching
costs. The normalized cross correlation compensates for the gain and the bias in color values
between stereo images.
In this paper, we present a novel stereo matching approach that is robust in controlling
various radiometric variations such as local and global radiometric variations. The local and
global radiometric variations indicate the effect of illumination and camera exposure. Further-
more, we considered the computational complexity of the proposed method. Therefore, the
proposed method is performed based on local stereo matching. The key contribution of this
work is that the proposed method presents a new approach in stereo matching. That is, we
designed a hybrid stereo matching approach using transition of pixel values and data fitting.
Transition of pixel values is utilized in the coarse stereo matching stage, and data fitting is used
in the fine stereo matching stage.
The remainder of this paper is structured as follows. Section 2 describes stereo matching
algorithms of comparison group. Section 3 presents a hybrid stereo matching using transition
of pixel values and data fitting. Section 4 presents experimental results. Finally, Section 5
concludes this paper.
2 Stereo matching algorithms of comparison group
In this section, we describe the adaptive support-weight and the adaptive normalized
cross-correlation method in more detail. The two methods are used as a comparison
group in our experiments. As mentioned in Section 1, there are many kinds of stereo
matching algorithms. However, we chose the two methods as a comparison group for the
following reasons. In our experiments, we categorized the comparison group into two
types depending on characteristics of stereo matching algorithms. The characteristics of
stereo matching algorithms are based on consideration of radiometric effects such as
illumination and camera exposure. First, the adaptive support-weight method was select-
ed as a comparison group that does not take into account radiometric effects. The reason
is that this method demonstrates a good performance under common environments
without radiometric effects, and has been reasonably verified experimentally [33]. Next,
the adaptive normalized cross-correlation method was chosen as a comparison group that
takes into account radiometric effects. This method demonstrates an outstanding perfor-
mance from the stereo images taken under different radiometric effects. That is, it is
significantly robust and accurate with radiometric effects [5, 6].
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2.1 Adaptive support-weight approach
The adaptive support-weight approach (ASW) [33] exploits the support-weights of the pixels
in a given support window using color similarity and geometric proximity. The ASW method
is composed of three parts with adaptive support-weight computation, dissimilarity computa-
tion based on the support-weights, and disparity selection.






Equation 1 describes the support-weight of the ASW method. This process is the most
important part in the ASW method and entirely based on the contextual information within a
given support window. Δcpq and Δgpq represent the color difference and the spatial distance
between pixel p and q, respectively. ϒc is related with the color similarity. Finally, ϒp is related
with window size.
Second, the dissimilarity between pixels is measured by aggregating raw matching costs
with the support weights in both support windows. This process takes into account the support-
weights in both reference and target support windows. After the dissimilarity computation, the
disparity of each pixel is simply selected by the winner-takes-all method without any global
reasoning. The winner-takes-all method simply picks the lowest matching cost.
To summarize, the ASW method assigns an adaptive weight to each pixel in the support
window, according to how a support pixel is likely to lie on the same disparity with the center
pixel. The more likely a support pixel is to lie on the same disparity with the center pixel, the
higher the weight is changed. Basically, the assignment of an adaptive weight for each support
pixel amounts to changing the support window in terms of size, shape, and center offset.
Therefore, the weight computation is significant, since it directly decides the support window.
The adaptive support weight of a pixel is defined as inversely proportional to the color
dissimilarity and, the spatial distance between this current pixel and the center pixel. Conse-
quentially, the ASW method shows an outstanding performance under common environments
without radiometric effects. However, the ASWmethod also has a problem that does not solve an
uncertainty effectively which is caused by nearby pixels at different disparities but with similar
colors. As previously mentioned, the weight function utilizes a color similarity term and a spatial
proximity term which includes important assumptions with implication. If the color of support
pixels have high similarity with the color of center pixel, the support pixels are likely to have the
same disparity with the center pixel. Also, if the color of support pixels are spatially close to the
center pixel, the support pixels are likely to have the same disparity with the center pixel. But the
ASWmethod overlooks that the assumptions can be ignored in various test images. As a result,
this point serves to increase the ambiguity of disparity within a support window.
2.2 Adaptive normalized cross-correlation approach
The normalized cross-correlation method (NCC) [18] is a well-known similarity measure
between two pixels with neighbors. Applying this NCC method directly to stereo matching
of general image pairs would result in two important problems. There could be a complicated
nonlinear relationship between two corresponding pixels between stereo images, thereby
causing the NCC method to stop working. Therefore, applying the NCC method to raw stereo
images in a simple way does not work well because the diverse radiometric variations are not
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taken into consideration. The second problem is that the supporting windows in the left and
right images do not appear accurately because of the view changes. Consequentially, the NCC
method usually produces a fattening effect near the object boundaries similar to conventional
window-correlation-based matching measures.
Thus, the adaptive normalized cross-correlation approach (ANCC) [5, 6] tried to find a
solution to these problems. The nonlinear relationship that exists between corresponding pixel
color values because of various unknown radiometric variations is transformed into a linear
one by employing log-chromaticity color space. Next, in order to reduce the fattening effect
and increase the accuracy between matching windows, it defines a modified NCC method
measure that utilizes the adaptive weighting scheme.
Figure 2 depicts the overview of the ANCCmethod. The principle of this method is that the
color formation model is modeled and incorporated into a new stereo correlation measure. This
method considered the color formation process in an explicit manner instead of using the raw
color value for handling the diverse radiometric variations that occur between stereo images.
This method provides a new data cost that is insensitive to the diverse radiometric variations.
Also, it reduces the problems faced with window-based stereo methods.
And this method subtracted the bilateral filtered value instead of the simple window mean
value for coherent normalization around window pixels. Taking into consideration of these
bilateral filtered weights again, this method defined a new correlation measure as Eq. 2.
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Equation 2 describes adaptive normalized cross-correlation for the logChrom_R channel.
Adaptive normalized cross-correlation for the logChrom_G and logChrom_B channels can be
computed in a similar manner.M representsm xmwindow. t represents each pixel.wL represents
Bilateral filtered mean subtraction
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RL(p) RR(p+fp)Fig. 2 Overview of the adaptive
normalized cross-correlation
approach (RL(p) is the value of the
RED channel in the left image at
pixel p and RR(p + fp) is the value
of the RED channel in the right
image at pixel p + fp)
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the correspondingweight vector of each pixel in the left image.wR is the weight vector in the right
image. RL‵‵‵ represents the value after performing linear transformation, chromaticity normaliza-
tion, and bilateral filtered mean subtraction in the left image. RR‵‵‵ is the value in the right image.
Consequentially, the ANCC method doesn’t vary with illumination change and camera
gamma correction. And the fattening effect can be reduced because this method incorporates
the spatial weight information adaptively. Although the ANCC method is robust and accurate
from the stereo images taken under different radiometric effects, the performance and com-
plexity of this method is highly dependent on window size. There is a problem that this method
cannot control a local variation of brightness. Lastly, the ANCC method has another important
problem. As described earlier, this method uses the color formation model explicitly in order to
control various radiometric effects. The operation of the color formation model can be referred
to as pre-processing. As a result, this pre-processing scheme may have an adverse effect on the
overall complexity of the stereo matching.
3 Hybrid stereo matching using transition of pixel values and data fitting
3.1 Coarse stereo matching stage - computation of matching cost utilizing pixel
values transition
In most images, pixels adjacent to certain pixels have similar color information. This charac-
teristic is retained even if there are radiometric effects such as illumination variations and
camera exposure variations. Thus, we can confirm that the difference between value of the
specific pixel and the neighboring pixels is similar. A condition is that it should be the
corresponding region in stereo image pair. Coarse stereo matching method has been triggered
from a simple and intuitive idea, as seen above.
Figure 3 shows the flowchart of the coarse stereo matching method utilizing pixel values
transition. This method set block-based windows in stereo images and obtains pixel values in
both windows. And then, this method compares the window of the right image with the
window of the left image while the window of the right image is moving. We obtain difference
values of pixel in the vertical direction and in the horizontal direction, respectively. Next, this
method compares the sum of difference values with window units. Lastly, this method
memorizes the measured value of the window with the minimum value in the above step.
Figure 4 depicts algorithm of coarse stereo matching method using pixel values transition.
In Fig. 4, the difference value between A-B and A’-B’ is added to the difference value between
C-D and C’-D’. That is, these calculation processes are performed in the horizontal direction.
Also, the difference value between A-C and A’-C’ is added to the difference value between B-D
and B’-D’. These calculation processes are carried out in the vertical direction.
X
i; jð Þ∈W
I1 i; jð Þ−I1 i; jþ 1ð Þ
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Equation 3 illustrates in more details the algorithm of the coarse matching method of Fig. 4.
Equation 3 is used in the calculation of each block unit. Information of each block can be
obtained from the stereo images. Also, the information includes a component of the vertical
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and horizontal directions. In this equation, i and j indicate the coordinate of a pixel,W indicates
the target window and I1 and I2 indicate the left image and the right image, respectively.
3.2 Fine stereo matching stage - computation of matching cost utilizing data fitting
Figure 5a and b show the Baby1 stereo images which have undergone different exposure
conditions. The left image was acquired with a level of illumination of 2 and exposure of 2.
And the right image was acquired with a level of illumination of 2 and exposure of 1. Figure 5c
is the disparity map of coarse stereo matching method. In the same manner, Fig. 6 shows the
result of coarse stereo matching method carried out for the Bowling2.
In Figs. 5c and 6c, we can see that coarse stereo matching method extracts invalid
disparity in the boundary region. Part of the boundary region is marked with a rectangular
shape. In other words, the invalid disparity exceeds the maximum disparity of the image
or has value of 0. The reason is that coarse stereo matching method uses only the information of
Gets difference
values of pixel in the
horizontal direction
Compares the sum of
difference values with
window unit
Gets pixel values in
window
Gets difference








minimum value in the
above step
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Fig. 4 Algorithm of the coarse stereo matching stage
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the neighboring pixels. As a result, this method has the limitation that does not take into account
the overall changes.
We have combined the fine stereo matching method with the coarse stereo matching
method in order to compensate the limitation. In the fine stereo matching method, we utilize
polynomial curve fitting of one kind of data fitting. Before polynomial curve fitting is applied,
we have tried various algorithms to find the appropriate method. The methods include Sobel,
Prewitt, Roberts, and the Canny method that can approximate the gradient magnitude of the
image. However, we could not obtain improved performance as compared to the coarse stereo
matching method. Consequentially, polynomial curve fitting was selected from experimental
verification.
The objective of curve fitting is to find the parameters of a mathematical model that
describes a set of data in a way that minimizes the difference between the model and the data.
The most common approach is the polynomial least squares method, a well-known mathe-
matical procedure for finding the coefficients of polynomial equations that are a best fit to a set
of X, Y data. A polynomial equation expresses the dependent variable Yas a polynomial in the
independent variable X. Those coefficients can be used to predict values of Y for each X. The
best fit simply means that the differences between the actual measured Y values and the Y
values predicted by that equation are minimized. We also use the polynomial least squares
method with the best fit model.
Fig. 5 Result of the coarse stereo matching stage on Baby1 image pair with varying exposure. a The left image
with illumination (2)-exposure (2). b The right image with illumination (2)-exposure (1). c The coarse stereo
matching method
Fig. 6 Result of the coarse stereo matching stage on Bowling2 image pair with varying exposure. a The left
image with illumination (2)-exposure (2). b The right image with illumination (2)-exposure (1). c The coarse
stereo matching method
Multimed Tools Appl (2016) 75:15381–15403 15389
Figure 7 illustrates a flowchart of the fine stereo matching method utilizing data fitting.
This method utilizes the average of the pixel values within the target window in the
vertical direction. If the window size is 7×7, we obtain 7 kinds of the average value in
the vertical direction. The reason for selecting the vertical direction is as follows. Typical
images that contain objects have mainly components in the vertical direction, because
objects are generally standing vertically. In Section 4.1, we can see it through test bed
images. Therefore, we can confirm that typical images containing objects mainly include
changes in the vertical direction. The average values are used as the data of y coordinate,
and the data of x coordinate is a natural number that is monotonically increasing. The
polynomial curve fitting is performed based on this data. As a result, we can find the
nearest polynomial to the data.
In detail, if the polynomial curve fitting is performed in the target window of the left
image, a particular polynomial expression is created. We store each of the coefficients
according to the order. And then, the polynomial curve fitting is performed as well as the
left image in the right image. Window position of the right image is based on the
window position of the left image, and the fitting is carried out continuously within a
certain search range. We compare polynomial expressions obtained in the window of both
images, and calculate the difference in the coefficients having a highest order. Lastly, we
decide the corresponding regions that have the smallest difference in the coefficients of
both windows. Figure 8 depicts the algorithm of fine stereo matching method using data
fitting.
Figure 9 shows the overview of the hybrid stereo matching using transition of pixel values
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Fig. 7 Flowchart of fine stereo matching stage
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4 Experimental results
In this section, we will evaluate the performance of the stereo matching algorithms on the
Middlebury stereo datasets [10]. For the comparison of the proposed method with others, we
used a variety of images such as the test bed images (Baby1, Baby2, Bowling1, Bowling2,
Flowerpots). There are three different illuminations (indexed as 1, 2, 3) and three different
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Fig. 9 Overview of the proposed
method
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resolutions: full-size (width: 1240..1396, height: 1110), half-size (width: 620..698, height: 555)
and one-third-size (width: 413..465, height: 370). We used one-third-sized images. And the
datasets contain multiple views (7 views in total). We selected two of these views (view 0
as the left view and view 2 as the right view). In our experiments, support window of
size 7×7 is selected for the study.
We compared results of the proposed method with those of the conventional stereo
matching methods: the adaptive support-weight method (ASW) [33], the adaptive normalized
cross-correlation method (ANCC) [5, 6] and the ground truth (measurement of image). The
comparison group was classified into two kinds depending on features of the stereo matching
algorithms. The features of the stereo matching algorithms are based on consideration of
radiometric effects such as illumination and camera exposure. The ASW method was selected
as a comparison group that does not take into consideration radiometric effects. On the other
hand, the ANCC method was chosen as a comparison group that takes into consideration
radiometric effects. The ANCC method is an essential comparison group in terms of consid-
ering the radiometric effects. Thus, this method can be compared with the proposed method
directly. In our experiments, this method was widely used as a comparison group more often
than the ASW method. Additionally, there are more grounds for the reasons why the two
methods were selected as the comparison group. The grounds were described in Section 2. We
performed experiments under various conditions in order to improve the reliability of the test.
The experiment consists of camera exposure variations (both subjective evaluations and
objective evaluations), illumination variations (both subjective evaluations and objective
evaluations), and execution time.
4.1 Camera exposure variations - subjective evaluations
In this section, we evaluate the effects of the camera exposure variations with subjective
evaluations. The subjective evaluations indicate that the disparity maps of the test stereo
matching algorithms are compared with the ground truth disparity map. The disparity maps
are gray scale images whose intensities represent the depth information. The darker the pixel
is, the further the object is from the viewer. In order to test the effects of camera exposure
variations, we fixed the level of illumination to 2, and changed only the level of exposure from
2 to 1. In other words, this experiment simulates a global variation of brightness.
Figure 10a and b depict the Baby1 stereo images which have undergone different exposure
conditions. The left image was acquired with a level of illumination of 2 and exposure of 2.
And the right image was acquired with a level of illumination of 2 and exposure of 1.
Figure 10c is the ground truth disparity map. Figure 10d is the disparity map of the ASW
method for the stereo image pair in Fig. 10a and b. Figure 10e is the disparity map of
the ANCC method. Figure 10f is the disparity map of the proposed method. Likewise,
Fig. 10e and f also use the stereo image pair in Fig. 10a and b. In the same style,
Figs. 11, 12, 13 and 14 depict the results of the test stereo matching algorithms carried out for
the Baby2, Bowling1, Bowling2 and Flowerpots, respectively.
As in the case of Fig. 10, in this global variation of brightness, the ASW method yields the
worst performance. That is, the ASW method provides a low quality disparity map since this
method takes serious impact with different exposure conditions. The extreme exposure
variations make images either very dark or bright. These effects make indistinct image features
such as edges. And the proposed method yields better performance than the ANCC method in
terms of quality of the disparity map. The ANCC method is fairly stable and precise under
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Fig. 10 Results of the test stereo matching algorithms on Baby1 image pair with varying exposure. a The left
image with illumination (2)-exposure (2). b The right image with illumination (2)-exposure (1). c Ground truth. d
ASW method. e ANCC method. f The proposed method
Fig. 11 Results of test stereo matching algorithms on Baby2 image pair with varying exposure. a The left image
with illumination (2)-exposure (2). b The right image with illumination (2)-exposure (1). c Ground truth. d ASW
method. e ANCC method. f The proposed method
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Fig. 12 Results of test stereo matching algorithms on Bowling1 image pair with varying exposure. a The left
image with illumination (2)-exposure (2). b The right image with illumination (2)-exposure (1). c Ground truth. d
ASW method. e ANCC method. f The proposed method
Fig. 13 Results of test stereo matching algorithms on Bowling2 image pair with varying exposure. a The left
image with illumination (2)-exposure (2). b The right image with illumination (2)-exposure (1). c Ground truth. d
ASW method. e ANCC method. f The proposed method
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different radiometric effects. However, the ANCC method with log-chromaticity color is some-
what unstable for the near-saturated color region, which has about (255,255,255) or (0,0,0) RGB
color values [5, 6]. For this reason, the ANCCmethod partially has the performance degradation.
In Figs. 11, 12, 13 and 14, we can see the results in consistency. That is, Figs. 11, 12, 13 and 14
show results similar to Fig. 10. As a result, the proposed method shows outstanding performance
compared to other methods in different exposure conditions. Furthermore, the proposed method
represents fairly accurate disparity maps as compared to the ground truth.
4.2 Camera exposure variations - objective evaluations
In Section 4.2, we evaluate the effects of camera exposure variations with objective evalua-
tions. The conditions of illumination and exposure are the same as Section 4.1. Also, we use
the same test bed images as Section 4.1. The objective evaluations utilize a peak signal-to-
noise ratio (PSNR) for comparison between the disparity maps of the test stereo matching
algorithm and the ground truth disparity map. PSNR is an expression for the ratio between the
maximum possible value of a signal and the power of distorting noise that affects the quality of
its representation. Commonly, PSNR can be used to establish quantitative measures to
compare the effects of image enhancement algorithms on image quality. In results of PSNR,
the higher the value of PSNR the smaller the difference between the disparity map of the test
stereo matching algorithm and the ground truth disparity map. We can determine whether the
test algorithm has a more accurate disparity map. The ASW method has been excluded from
the experiment of this section. The reason is as follows. We have sufficiently verified in the
experiments of Section 4.1 that this method produces the worst performance.
Figure 15 depicts the comparison of PSNR values between the ANCC method and the
proposed method under different exposure conditions. The average PSNR value of the ANCC
Fig. 14 Results of test stereo matching algorithms on Flowerpots image pair with varying exposure. a The left
image with illumination (2)-exposure (2). b The right image with illumination (2)-exposure (1). c Ground truth. d
ASW method. e ANCC method. f The proposed method
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method is 15.77 and the proposed method is 18.05. That is, the proposed method is about 13 %
higher than the ANCC method. Consequentially, we can see that the proposed method has
higher values than the ANCC method in all subjects. The proposed method shows a better
performance compared to the ANCC method.
4.3 Illumination variations - subjective evaluations
In this section, we evaluate the effects of illumination variations with subjective evaluations. In
order to test the effects of illumination variations, we fixed the level of exposure to 1, and
changed only the level of illumination from 3 to 1. In other words, this experiment simulates a
local variation of brightness.
The ASW method has been excluded from the experiment to evaluate the effect of the
illumination variations. The reason is as follows. The ASW method is targeted at general
environments without considering radiometric conditions. We have previously verified in the
experiments of Section 4.1 that this method yields the worst performance. Moreover, illumi-
nation variations can result in various local radiometric effects, which are one of the most
difficult factors among the radiometric variations.
Figure 16a and b show the Baby1 stereo images which have undergone different illumina-
tion conditions. The left image was acquired with a level of illumination of 3 and exposure of
1. And the right image was acquired with a level of illumination of 1 and exposure of 1.
Figure 16c is the ground truth disparity map. Figure 16d is the disparity map of the ANCC
method for the stereo image pair in Fig. 16a and b. Figure 16e is the disparity map of the
proposed method. Likewise, Fig. 16e uses the stereo image pair in Fig. 16a and b. In the same
style, Figs. 17, 18, 19 and 20 show the results of the test stereo matching algorithms carried out
for the Baby2, Bowling1, Bowling2 and Flowerpots, respectively.
As in the case of Fig. 16, in this local variation of brightness, the proposed method yields
better performance than the ANCC method in terms of quality of the disparity map. The
ANCC method has certain limitations that the method cannot handle the multiple illumination
conditions as well as non-Lambertian reflectance objects [5, 6]. Therefore, the ANCC method
partially shows the performance degradation in illumination variations. As described in the
earlier text, illumination changes can cause a variety of local radiometric changes. It is a very
Fig. 15 Comparison of PSNR values with different exposure conditions
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Fig. 16 Results of test stereo matching algorithms on Baby1 image pair with varying illumination. a The left
image with illumination (3)-exposure (1). b The right image with illumination (1)-exposure (1). c Ground truth. d
ANCC method. e The proposed method
Fig. 17 Results of test stereo matching algorithms on Baby2 image pair with varying illumination. a The left
image with illumination (3)-exposure (1). b The right image with illumination (1)-exposure (1). c Ground truth. d
ANCC method. e The proposed method
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Fig. 18 Results of test stereo matching algorithms on Bowling1 image pair with varying illumination. a The left
image with illumination (3)-exposure (1). b The right image with illumination (1)-exposure (1). c Ground truth. d
ANCC method. e The proposed method
Fig. 19 Results of test stereo matching algorithms on Bowling2 image pair with varying illumination. a The left
image with illumination (3)-exposure (1). b The right image with illumination (1)-exposure (1). c Ground truth. d
ANCC method. e The proposed method
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difficult factor among the radiometric variations for the stereo matching problem. Thus, both
methods show relatively low performance under different exposure conditions. In Figs. 17, 18,
19 and 20, we can see the results in consistency. That is, Figs. 17, 18, 19 and 20 show results
similar to Fig. 16. As a result, the proposed method outperforms the ANCC method in
different illumination conditions. Furthermore, the proposed method shows significantly
precise disparity maps as compared to the ground truth.
4.4 Illumination variations - objective evaluations
We evaluate the effects of camera illumination variations with objective evaluations. The
conditions of illumination and exposure are the same as Section 4.3. Also, we use the same test
bed images as Section 4.3. The objective evaluations utilize PSNR for comparison between the
disparity map of the test stereo matching algorithm and the ground truth disparity map.
Figure 21 depicts the comparison of the PSNR values between the ANCC method and the
proposed method under different illumination conditions. The average PSNR value of the
ANCC method is 15.3 and the proposed method is 17.28. That is, the proposed method is
about 12 % higher than the ANCC method. Consequentially, we can see that the proposed
method has higher values than the ANCC method in all subjects. The proposed method shows
a better performance compared to the ANCC method.
4.5 Execution time
Section 4.5 evaluates the execution time with different exposure conditions. The conditions of
illumination and exposure are the same as Section 4.1. Also, we use the same test bed images
Fig. 20 Results of test stereo matching algorithms on Flowerpots image pair with varying illumination. a The
left image with illumination (3)-exposure (1). b The right image with illumination (1)-exposure (1). c Ground
truth. d ANCC method. e The proposed method
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as Section 4.1. The experimental system environments are as follows. The CPU is an Intel
core2-duo 2.4GHz, capacity of RAM is 3GB, operating system is Windows 7 and C++ is used
as the programming language.
Figure 22 compares the execution time between the ANCC method and the proposed
method under different exposure conditions. The average execution time of the ANCCmethod
is 126.4 (sec) and the proposed method is 67.6 (sec). That is, the ANCC method is about 1.9
times slower than the proposed method. As a result, we can see that the proposed method is
faster than the ANCC method in all subjects. The proposed method indicates a better
performance compared to the ANCC method in execution time. The difference of execution
time can be explained as follows. The ANCC method uses the computationally heavy graph-
cut optimization. On the contrary, the proposed method employs the simple winner-takes-all
approach. Moreover, the ANCC method utilizes the color formation model as pre-processing.
These reasons may have a negative impact on the overall complexity of the stereo matching.
Fig. 21 Comparison of PSNR values with different illumination conditions
Fig. 22 Comparison of execution time with different exposure conditions
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5 Conclusions
In this paper, we proposed a novel stereo matching approach that is robust in controlling
various kinds of radiometric conditions such as local and global radiometric variations. We
presented a hybrid stereo matching approach that uses the coarse and the fine stereo matching
method. Transition of pixel values is utilized for the coarse stereo matching method, and
polynomial curve fitting is used for the fine stereo matching method. Experimental results
show that the proposed method has a better performance compared to the stereo matching
algorithms of comparison group under severely different radiometric conditions between
stereo images. As a result, we verified that the proposed method is less sensitive to various
radiometric variations. Furthermore, this method shows an outstanding performance in exe-
cution time. In the future work, the proposed method can be improved utilizing adaptive
window methods in accuracy of disparity map. Application of adaptive search range can
contribute to a further computational complexity reduction. Moreover, we think that the
proposed method can be more strictly validated through the extension of test bed images.
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