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The detection of binary neutron star mergers represents one of the most important astrophysical
discoveries of the recent years. Due to the extreme matter and gravity conditions and the rich
dynamics developed, it becomes a tremendous challenge to accurately simulate numerically all the
scales present during the collision. Here we present how to study such systems by using large
eddy simulations with a self-consistent subgrid-scale gradient model, that we generalized to the
special relativistic case in a previous work and now extend to the general relativistic case. Adapted
from nonrelativistic scenarios, the so-called gradient model allows to capture part of the effects of
the hidden dynamics on the resolved scales, by means of a physically-agnostic, mathematically-
based Taylor expansion of the nonlinear terms in the conservative evolution equations’ fluxes. We
assess the validity of this approach in bounding-box simulations of the magnetic Kelvin-Helmholtz
instability. Several resolutions and a broad range of scenarios are considered in order to carefully
test the performance of the model under three crucial aspects: (i) highly curved backgrounds, (ii)
jumps on the fluid density profiles and (iii) strong shocks. The results suggest our extension of the
gradient subgrid-scale model to general relativistic magnetohydrodynamics is a promising approach
for studying binary neutron stars mergers, and potentially to other relevant astrophysical scenarios.
I. INTRODUCTION
One of the most important scientific discoveries of
the last decade has been the first detection of gravita-
tional waves from the coalescence of a binary neutron
star (BNS) system by the LIGO/Virgo facilities [1, 2].
The event GW170817 was followed by a broadband elec-
tromagnetic signal: a gamma-ray burst (GRB) after
less than two seconds (GRB170817A) [3], a thermal in-
frared/optical radiation consistent with a kilonova [4, 5]
starting from hours after, and X-ray [6] and radio [7] af-
terglow, the latter been visible for many months. The
observed signals are consistent with a BNS merging into
a short-lived hypermassive neutron star (HMNS), which
collapses to a black hole (BH) surrounded by an accre-
tion disk. In particular, short GRBs are believed to be
the high-energy manifestation of a relativistic jet, mainly
powered by the rotational energy of the BH and the
surrounding post-merger disk through the accretion pro-
cess [8]. This single multi-messenger detection already
led to important breakthroughs in our understanding of
the universe, providing clues to fundamental physics such
as the properties of matter at nuclear densities, emission
mechanisms in extreme plasma conditions, and stringent
tests of General Relativity (GR) (e.g. [9]) among others.
Magnetic fields are believed to play a fundamental role
on the dynamics of these systems, especially in launching
the magnetically dominated jets. However, the forma-
tion channels of BNS systems and their magnetic fields
are quite uncertain. Observationally, we can infer the
surface magnetic fields in old pulsars belonging to binary
systems to be in the range of 108−1011 G [10]. Such mag-
netic fields are expected to be modified by local, small-
scale amplification of the intensity by several orders of
magnitude during the merger through several processes.
The first one acting is the Kelvin-Helmholtz instability
(KHI), which develops at the shear layer that forms be-
tween the external layers of the colliding NSs. The KHI
acts only in the first few milliseconds of the merger and
leads to a fast growth of small-scale magnetic fields, with
a cut-off wavelength of the order of the size of the discon-
tinuity layer. The simulations of BNS mergers with the
current finest numerical resolutions, approaching ∆ ∼ 10
m (where ∆ is the grid size) [11, 12], are still not able
to fully capture the KHI: although they provide some
notable amplification of small-scale magnetic structures,
there is no yet sign of numerical convergence, meaning
that dynamically relevant scales are still unresolved.
After the quick growth of the magnetic fields due to
the KHI, there are two mechanisms associated to the dif-
ferentially rotating HMNS which are expected to play
an important role on longer timescales of 10-100 ms:
magnetic winding, which creates and linearly amplifies
a toroidal magnetic fields starting from a poloidal com-
ponent, and the magneto-rotational instability (MRI).
For the latter, the wavelength of the fastest growing
modes is proportional to the magnetic fields. Some re-
cent works manage to fully resolve the MRI by modelling
only the post-merging phase and setting an initial large-
scale strong magnetic field of 1015−1016 G (e.g., [12, 13]).
During and after these processes, the resulting magnetic
fields intensity and configuration, the energy/helicity ki-
netic/magnetic spectra, and the formation of coherent
structures are important features that affect the jet prop-
erties, the mass ejecta and the properties and fate of
the newly formed HMNS [14]. Note however that the
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2seed magnetic field configuration assumed in the simu-
lations is usually a large-scale dipolar field, which arti-
ficially favours the appearance and amplification of an
ordered magnetic field and the jet formation, but is in-
consistent with the expected outcome turbulent spectra
emerging from the KHI, which distributes magnetic en-
ergy over all scales. Therefore, there is great interest
in understanding how these magnetic field amplification
on the small scales can be transferred to the large ones,
which might happen due to the combination of dynamo
effect and inverse cascade of magnetic energy.
In brief, although the main magnetohydrodynamics
(MHD) during and after the merger is qualitatively un-
derstood, only very accurate and demanding numerical
simulations can model these processes and foresee their
possible outcome. Such simulations are extremely dif-
ficult due to the intrinsic nonlinearity of the equations
involved and on the wide range of spatial and tempo-
ral scales of MHD processes. To even further compli-
cate the problem, strong gravity effects are important
in NSs, implying that Einstein equations need also to be
solved. Due to the unfeasible computational resources re-
quired, no study has so far consistently simulated all the
phases of the magnetic dynamics described above with
the required accuracy to address these issues. At contrast
with the purely hydrodynamic case, the finite resolution
hampers the ability of reproducing an efficient dynamo
mechanism and therefore affects the large-scale dynam-
ics, since MHD turbulence tends to distribute the mag-
netic energy (amplified at small scales) across the whole
spectrum. In the absence of computationally viable di-
rect numerical simulations with a spatial resolution able
to capture all the relevant scales, the dynamo processes
have been simulated in GRMHD by including additional
terms in the induction equation [15–17]. While these
approaches provide an effective growth of the magnetic
fields, they have fundamental issues: they do not con-
verge to the continuum version of the equations for very
high resolution, and they need a tuning and switching
on/off by hand of the extra terms, which is arbitrary and
virtually impossible to be calibrated on physical grounds.
In order to find an inexpensive approximation able to
capture the turbulent regime and allow back-scattering
and dynamo mechanisms, in this work we borrow the
explicit Large Eddy Simulation (LES) approach1, com-
mon in different areas like engineering and plasma physics
(see, e.g., [18]), but scarcely utilized in relativistic MHD.
In an explicit LES approach, the evolution equations for
the resolved fields are supplemented with explicit sub-
grid-scale (SGS) terms which effectively model the small
1 Technically, all BNS mergers simulations performed so far qualify
–by definition– as implicit LESs, since they do not solve all the
relevant small scales, and the only effects of the unresolved scales
are provided implicitly (unwillingly and with no control) by the
intrinsic dissipation/dispersion of the numerical scheme. Here
we instead focus on explicit LESs.
scales [19]. So far, to the best of our knowledge, only
one work has so far introduced an SGS model into a GR
simulation, limiting the study to the non-magnetic hy-
drodynamic case [20]. The author took into account the
dissipative effects of magnetic fields on the post-merger
differentially rotating fluid by implementing a purely vis-
cous SGS model [21], originally designed for incompress-
ible hydrodynamics. Note that, by construction, that
particular SGS model only allows for an effective inclu-
sion of dissipative mechanisms, and it cannot reproduce
neither the relevant transfer of kinetic to magnetic en-
ergy (dynamo), nor the redistribution of the latter over a
broad range of scales (back-scattering), relevant in BNS
mergers and in most turbulent MHD scenarios. There-
fore, in order to capture further effects arising from the
SGS dynamics, one may need more sophisticated SGS
models.
In this paper, we extend our previous SGS gradient
models for nonrelativistic [22] and special relativistic [23]
MHD, to full GR(MHD). The main advantage of the gra-
dient SGS model (originally designed for incompressible
fluids [24, 25]) is that it does not rely on any physical as-
sumption: it is based on the mathematical properties of
the particular set of equations describing the dynamics.
In this paper, we implement the proposed SGS model in a
code using high-order accurate finite-difference numerical
methods. We validate the approach by focusing on 3D
bounding box simulations of the KHI. We explore a broad
range of problem’s parameters, including the most rele-
vant aspects for the BNS scenario, namely: (i) spacetime
curvature, (ii) sharp gradients in the initial fluid den-
sity profile, and (iii) strong shocks in the velocity field.
We perform two different kind of tests: a-priori, compar-
ing the residuals of the subfilter-scale (SFS) tensors from
a high resolution run –without the SGS model– to the
SGS tensors proposed by the model; and a-posteriori, in
which the high-resolution run is now compared against
a low-resolution run evolved using the SGS terms. The
results of these tests support the present GR extension of
our SGS model, and suggest it could be a promising tool
to tackle the KHI developed during the merger in BNS.
The model is general, and relevant also for the subse-
quent post-merger phase, as well as applicable to many
other astrophysical scenarios.
This article is organized as follows. We summarize the
formalism in §II and the numerical methods and analysis
in §III. We then show the applications in bounding box
KHI simulations in §IV, where we compare the results
between a high-resolution, accurate simulation, with an
explicit LES at a lower resolution. Finally, conclusions
are drawn in §V.
II. LARGE EDDY SIMULATIONS OF GRMHD
LES techniques are classically employed in scenarios
where not all the dynamically relevant scales can be re-
solved simultaneously: therefore, the large scales are sim-
3ulated, while the small ones are only modeled by the in-
clusion of SGS terms, effectively capturing the effects of
these small scales on the resolved ones. In any numer-
ical evolution problem, the effect of discretization over
a finite-resolution grid can be associated to an effective
filtering of the continuum equations, with the filter size
being of the order of the grid-cell. In other words, the
information inside the cell is partially lost by the discrete
representation of the numerical solution, regarded in this
context as a weighted average of the values within the
cell. If one formally applies a filtering operator to the
set of evolution equations, new terms will appear due
to the non-commutativity of the filtering operator acting
on the nonlinear terms of the equations. These new, a-
priori unknown terms, represent the SFS residuals. The
aim of an explicit LES approach is to model them, by
using the available resolved fields, in order to close the
system of evolution equations. For completeness, we will
briefly summarize some of the results presented in our
previous works [22, 23]. Let us start from a generic set
of conservation laws,
∂tC
a + ∂kF
ka(P ) = 0 , (1)
where Ca is a set of conserved evolved variables and
F ka(P ) is the flux along the direction k of the field Ca,
which can be expressed in terms of the primitive fields
P a. The connection between conserved and primitive
fields can be formally written as2
Ca = fa(P ) , P a := (f−1)a(C) ≡ ga(C) .
For any given variable Ca(x, t), the filtering operator sep-
arates the resolved part C
a
(x, t) from the unresolved one
Ca
′
(x, t) as,
Ca(x, t) = C
a
(x, t) + Ca
′
(x, t) , (2)
with
C
a
(x, t) :=
∫ ∞
−∞
G(x− x′)Ca(x′, t)d3x′ , (3)
being G(x−x′) the filter’s kernel function, with compact
support. The filtered version of the system in eq. (1) then
reads
∂tC
a
+ ∂kF
ka(P˜ ) = ∂kτ
ka , (4)
where the SFS residuals (related to the fluxes) are defined
by
τka := F ka(P˜ )− F ka(P ) . (5)
2 Although the relation fa between conserved and primitive fields
is known explicitly, the inverse function ga is not analytical in
relativistic ideal MHD, where it needs to be solved numerically.
Here we have defined P˜ a := ga(C), which can be di-
rectly computed from the evolved C
a
, as opposed to
P
a ≡ ga(C), which are the ones directly appearing after
the filtering, but not known in a finite-size-grid simula-
tion due to the unavoidable SFS information loss. The
second term in eq. (5) is, therefore, the piece that needs
to be conveniently modeled by SGS terms, which may
depend only on the known available fields, i.e. P˜ a and
C
a
.
After a detailed study in nonrelativistic KHI simula-
tions [22], for which different available SGS models were
compared, we have focused our attention on the gradient
model. At contrast with other SGS models, this model is
physically agnostic, in the sense that it does not depend
on guessing which kind of physical effects dominate at
small scales (dissipation at a certain scale, inverse cas-
cade, etc.) in a specific scenario. Additionally, it can
be applied to any problem and set of equations, since
it relies solely on the mathematical structure of the sys-
tem, extrapolating, cell by cell and term by term, the
SGS dynamics by using the information contained in the
gradients of the fields involved. In that sense, it resem-
bles high-order reconstruction methods, effectively cap-
turing small-scale effects with no significant extra com-
putational cost.
Following Ref. [23], the gradient SGS model was ap-
plied to the general system (1) above, yielding to a for-
mal general solution, first order-accurate in the gradient
expansion, namely
τka w −ξ∇dF
ka
dC
b
· ∇Cb , (6)
where ξ := ∆2/24 for a flat Minkowski spacetime and
∆ represents the numerical grid spacing. Note that the
gradient model (as most SGS models) is designed to con-
verge to the continuous solution in the high resolution
limit, since the SGS terms are proportional to ∆2.
Below, we apply this formulation to the GRMHD equa-
tions. After summarizing our formulation of the Einstein
and the GRMHD equations, we extend our previous spe-
cial relativistic work [23] to the full GR setting, under
the assumption that the metric components are smooth
and slowly varying, as compared to the matter fields.
A. Einstein equations
The spacetime geometry is described by the Ein-
stein equations, which can be extended in a convenient
way by using the covariant conformal Z4 formulation
(CCZ4) [26], namely
Rab +∇aZb+∇bZa = 8pi
(
Tab − 1
2
gab trT
)
+κz (naZb + nbZa − gabncZc) , (7)
where Rab is the Ricci tensor associated to the space-
time metric gab and Tab is the total stress-energy tensor
4with trace trT ≡ gabTab. The Za four-vector measures
deviations from Einstein’s solutions [27, 28] (i.e., those
satisfying the constraints). Notice that suitable damping
terms, proportional to the parameter κz > 0, have been
included in order to enforce the dynamical decay of the
constraint violations associated with Za [29].
The covariant equations can be written as an evolution
formalism by performing the 3 + 1 decomposition [30].
The line element can be decomposed as
ds2 = −α2 dt2 + γij
(
dxi + βidt
)(
dxj + βjdt
)
, (8)
where α is the lapse function, βi is the shift vector, and
γij is the induced metric on each spatial foliation. In
this foliation, the normal to the hypersurfaces can be
defined as na = (−α, 0) and the extrinsic curvature as
Kij ≡ − 12Lnγij , where Ln is the Lie derivative along na.
Subsequently, a conformal decomposition is applied to
the evolved fields, which consists of performing a confor-
mal transformation to the metric and the extrinsic curva-
ture, i.e., γij = γ˜ij/χ with χ being the conformal factor
and γ˜ij having a unit determinant, and Kij into a trace
trK and a trace-less part A˜ij . This transformation leads
to two new constraints, which can also be enforced dy-
namically by including additional damping terms to the
evolution equations [29]. The final set of evolution fields,
together with the gauge conditions setting the choice of
coordinates, can be found in [31].
B. GRMHD equations
Here we consider the usual stress-energy tensor asso-
ciated to a magnetized, non-viscous and perfectly con-
ducting fluid (e.g., [17]), and we use the usual relativistic
units. The set of primitives variables describing this per-
fect magnetized fluid is given by P a =
{
ρ, vi, , Bi
}
: ρ is
the rest-mass density of the fluid,  its specific internal en-
ergy, vi is the velocity vector and Bi is the magnetic field.
However, evolution equations are expressed in terms of
a different set of fields, known commonly as the (densi-
tized) conserved ones, given by Ca =
√
γ
{
D,Si, U,Bi
}
.
The relation between these two sets of fields is given by
D = ρW , (9)
Si = (hW 2 +B2)vi − (v ·B)Bi , (10)
U = hW 2 − p+B2 − 1
2
[
(v ·B)2 + B
2
W 2
]
, (11)
where W = (1 − v2)−1/2 is the Lorentz factor, the pres-
sure p is defined through an Equation of State (EoS) and
the enthalpy is defined as h = ρ(1+ )+p. The evolution
equations for conserved fields can be written as follows:
∂t(
√
γD) + ∂k[−βk√γD + α√γNk] = 0 , (12)
∂t(
√
γSi) + ∂k[−βk√γSi + α√γT ki] = √γRSi , (13)
∂t(
√
γU) + ∂k[−βk√γU + α√γSk] = √γRU , (14)
∂t(
√
γBi) + ∂k[
√
γ(−βkBi + βiBk)
+α
√
γ(γkiφ+Mki)] =
√
γRB
i , (15)
∂t(
√
γφ) + ∂k[−βk√γφ+ α c2h
√
γBk] =
√
γRφ , (16)
where we have introduced a new field φ associated to
the hyperbolic divergence cleaning of the solenoidal con-
straint (as in previous works, e.g. [31]). The fluxes have
been written explicitly in connection with their special
relativistic counterparts:
Nk = vkD , (17)
Mki = Bivk −Bkvi , (18)
T ki = hW 2vkvi − EkEi −BkBi + γki
[
p+
1
2
(E2 +B2)
]
=
1
2
(
viSj + vjSi
)
+ γijp− 1
W 2
(
BiBj − 1
2
γijB2
)
− 1
2
(Bkvk)
[
Bivj +Bjvi − γij(Bmvm)
]
. (19)
Note that the ideal MHD condition Ei = −ijk vj Bk al-
lows to write easily the previous fluxes and sources in
terms of evolved and primitive fields. For numerical ac-
curacy reasons, in our simulations we actually recom-
bine two equations in order to evolve the conserved field√
γ(U −D) instead of √γU .
The source terms, written already as a function of con-
formal variables, are
RU =
α
χ
T ijA˜ij +
α
3
trT trK − Sj∂jα ,
RSi =
α
2χ
(
T jk∂iγ˜jk − trT∂iχ
)
+ Sj∂iβ
j − U∂iα ,
RiB = φ
[
−αχΓ˜i + γ˜ki
(
−α
2
∂kχ+ χ∂kα
)]
,
Rφ = −αφ trK + c2hBk(∂kα)− ακφ ,
where trT = γjkT
jk = γ˜jkT
jk/χ and Γ˜i = γ˜ij γ˜kl∂lγ˜jk.
C. Filtered GRMHD equations
We now apply the filtering operator to the equa-
tions. First, notice that it is transparent to the par-
tial derivatives, so it is straightforward to calculate the
filtered MHD equations. Second, as it was mentioned
at the beginning of the section, during a numerical
simulation one can not calculate the filtered nonlinear
flux terms {Nk, T ki, Sk}, but instead {N˜k, T˜ ki , S˜k} :=
{Nk(P˜ ), T ki(P˜ ), Sk(P˜ )}, that is, the fluxes calculated
with the primitive fields P˜ a, obtained from the inver-
sion of the filtered conserved fields C
a
. The difference
5results in SFS terms, which are corrections to the fluxes.
Third, we assume that SFS terms arising from the met-
ric functions are negligible compared to the ones arising
from the turbulent fluids (see a more detailed discussion
at the end of this section). Under these considerations,
the filtered version of the GRMHD system can be written
as:
∂t(
√
γD) + ∂k[−βk√γD + α√γ(N˜k − τkN )] = 0 ,
∂t(
√
γSi) + ∂k[−βk√γSi + α√γ(T˜ ki − γijτ jkT )] =
√
γRSi ,
∂t(
√
γU) + ∂k[−βk√γU + α√γ(S˜k − τkS)] =
√
γRU ,
∂t(
√
γB
i
) + ∂k[
√
γ(−βkBi + βiBk)
+α
√
γ(γkiφ+ M˜ki − τkiM )] =
√
γRB
i
, (20)
∂t(
√
γφ) + ∂k[−βk√γφ+ α c2h
√
γB
k
] =
√
γRφ , (21)
where we have introduced the SFS corrections inside each
flux. The SGS gradient terms approximating such cor-
rections can be written considering the non-trivial non-
linear dependencies of fluxes on the conserved variables,
and following the general rule (6):
τkN = − C ξ HkN , τkiT = − C ξ HkiT ,
τkS = 0 , τ
ki
M = − C ξ HkiM . (22)
where ξ = γ1/3∆2/24 scales appropriately to be con-
sistent with the volume element of the spacetime. The
parameter C is theoretically meant to be one, but, as we
will see below and as shown in [22], the optimum value
(i.e., the one best mimicking the SFS residuals in a LES)
can differ depending on the numerical methods employed,
being in general C & 1. Therefore, it is advisable to leave
C as the only free parameter of the SGS model.
The set of the H tensors, after some algebraic manip-
ulations, can be obtained explicitly by computing the set
of equations written below, in the order in which they
appear, where the quantities Ψ˜ denote auxiliary fields
which are used to simplify the implementation:
Ψ˜kv =
2
Θ˜
{
∇(v˜ ·B) · ∇Bk −∇Θ˜ · ∇v˜k + B
k
E˜
[
Θ˜∇Bj · ∇v˜j +Bj∇Bj · ∇(v˜ ·B)−Bj∇v˜j · ∇Θ˜
]}
,
Ψ˜kiM =
4
Θ˜
[
Θ˜∇B[i · ∇v˜k] +B[i∇Bk] · ∇(v˜ ·B)−B[i∇v˜k] · ∇Θ˜
]
,
Ψ˜Θ =
Θ˜
Θ˜− E˜2
{
∇Bj · ∇Bj −∇E˜j · ∇E˜j −B[iv˜k] Ψ˜kiM
}
, Ψ˜A = W˜
2
(
p˜
dp˜
d˜
+ ρ˜2
dp˜
dρ˜
)
,
Hp =
E˜ W˜ 2(Θ˜− E˜2)
(ρ˜ E˜ − Ψ˜A)(Θ˜− E˜2)W˜ 2 + Ψ˜A Θ˜
{
ρ˜
(
∇dp˜
dρ˜
· ∇ρ˜+∇dp˜
d˜
· ∇˜
)
− 2dp˜
d˜
∇ρ˜ · ∇˜
−
(
E˜ dp˜
d˜
− Ψ˜A
)[
W˜ 2
4
∇W˜−2 · ∇W˜−2 +∇W˜−2 · ∇(ln ρ˜)
]
− 2
W˜ 2
dp˜
d˜
[
∇Bj · ∇Bj − W˜ 4∇W˜−2 · ∇h˜
]
(23)
−
(
E˜ dp˜
d˜
+ Ψ˜A
)[
v˜jΨ˜
j
v +∇v˜j · ∇v˜j + W˜ 2∇W˜−2 · ∇W˜−2
]
+
Ψ˜Θ
E˜Θ˜
[(
E˜ dp˜
d˜
+ Ψ˜A
)
(Θ˜− E˜2)− Ψ˜A Θ˜
W˜ 2
]}
,
HΘ = Ψ˜Θ +
Θ˜
Θ˜− E˜2Hp , (24)
Hkv := Ψ˜
k
v −
(
v˜k +
v˜ ·B
E˜ B
k
)
HΘ
Θ˜
, (25)
HkN = 2∇D · ∇v˜k +DHkv , HkiM = 2B
[i
Hk]v + 4∇B
[i · ∇v˜k] → HiE =
1
2
ijkH
jk
M , (26)
HkiT = 2
[
∇E˜ · ∇(v˜kv˜i) + E˜
(
v˜(kHi)v +∇v˜k · ∇v˜i
)
+ v˜kv˜iHp
]
− 2
[
∇Bk · ∇Bi +∇E˜k · ∇E˜i + E˜(kHi)E
]
+ (γki − v˜kv˜i)
[
Hp +∇Bj · ∇Bj +∇E˜j · ∇E˜j + E˜jHjE
]
, (27)
where we have used the shortcuts E = hW 2, Θ =
E + B2, and the two gradients ∇ (on each term) sym-
bolize spatial partial derivatives ∂i (and ∂j), with “·”
indicating contraction among them with the spatial met-
ric γij . Notice that, in order to include generic EoS,
we also need the derivatives of pressure with respect to
other thermodynamic fields. Therefore, the set of aux-
iliary fields in our implementation is given by P a =
6{
ρ, , p, vi, Bi, φ, dp/dρ, dp/d
}
.
The expressions above extend our previous calcula-
tions [23], which assumed a flat Minkowski spacetime
with
√
γ = α = 1 and βi = 0, to the general relativis-
tic case. Here, the metric is instead arbitrary, but is
considered transparent to the gradient operators, which
implicitly assumes that the metric is much smoother
than the fluid fields. This approximation has two con-
sequences: (i) we neglect any SFS correction to the
Einstein equations, (ii) we deal with the SFS terms of
the MHD equations (within the 3 + 1 formalism) es-
sentially as in the nonrelativistic case, accommodating
the curved spacetime elements (lapse function, shift vec-
tor and spatial metric) which appear in the flux terms.
In other words, we neglect the metric gradients in the
fluxes C
a
=
√
γ
{
D,S
i
, U,B
i
, φ
}
, and we neglect the
SFS terms in the source terms.
This is justified by the fact that the fields prone to tur-
bulence, to which the evolution of resolved scales is sen-
sitive, are the MHD ones, and not the metric. In other
words, derivatives of the metric components are negligi-
ble compared to the ones of velocity, magnetic field, den-
sity and pressure (and their combinations). These are
expected to be reasonable approximations when MHD
turbulence is developed, even in the presence of strong
curvature like in a BNS merger, because the large varia-
tions of the turbulent fields at small scales would be the
dominant effects we want to capture with the SGS terms.
Finally, we also neglect the SFS terms in the solenoidal
magnetic field constraint equation, since it is designed to
keep φ under control but does not represent a meaningful
physical turbulent field.
III. NUMERICAL SETUP AND ANALYSIS
A. Numerical methods
The generation of our computational code is performed
by using the in-house-built and publicly available plat-
form Simflowny [32], developed to solve generic partial
differential equations. It has a modular design which al-
lows an independent and user-friendly implementation
of the physical model, problem setup, and numerical
schemes (time advance, space discretization and recon-
struction methods). It generates efficient codes for the
SAMRAI infrastructure [33, 34], which allows an excellent
scaling of parallel computation performances over thou-
sands of processors.
The code has been deeply tested for different scenar-
ios [31, 35, 36], including basic tests of MHD and GR.
As in our previous works [22, 23], we use the Method
of Lines, which allows to address separately the time
and the space discretization. The space-time evolu-
tion equations are discretized in space by using centered
finite-difference, fourth-order-accurate operators for the
derivatives, and sixth-order Kreiss-Oliger dissipation to
filter the high-frequency modes unresolved in our grids.
For the fluid part, we employ High-Resolution Shock-
Capturing (HRSC) methods [37] to deal with the pos-
sible appearance of shocks and to take advantage of
the existence of weak solutions in the equations. The
fluxes at the cell interfaces are calculated by combin-
ing the Lax-Friedrich flux splitting formula [38], with
the fifth-order, monotonicity-preserving reconstruction
method MP5 (which showed better performances for tur-
bulent fluids, compared to other methods [31]). The SGS
terms are computed with fourth-order centered finite-
difference operators. The time integration of the re-
sulting semi-discrete equations is performed by using a
fourth-order Runge-Kutta scheme, which ensures the sta-
bility and convergence of the solution for a small enough
time step ∆t ≤ 0.4 ∆. We employ a divergence-cleaning
scheme, which ensures that the deviations from the con-
straint, quantified by the dimensionless ratio between the
volume-integrated values of the L2-norm of ∆(~∇· ~B) and
the magnetic energy, is always (typically) less . 10−4.
For further details about the divergence-cleaning formal-
ism and numerical results, see our previous works [31, 35].
B. A-priori tests
A first assessment of the performance of the SGS
model, including its correct implementation, is the a-
priori test. In order to do it, one has to run simulations
with a certain grid-spacing ∆ and consider a snapshot
at a given time. Then, one has to apply a spatial filter
to all the conserved fields; the simplest recipe is to use a
simple average groups of S3f cells, where we define Sf as
the filter factor. The information lost in the filtering pro-
cess contained in the scales ∈ [∆, Sf∆] (therefore, it is
not the entire loss of information, which is by definition
unknown), for a given nonlinear term, is the difference
between the filter of the entire term and the nonlinear
combination of the filtered values of the conserved fields.
Such partial SFS information can be numerically eval-
uated as τ(~xf ) at each location ~xf of the filtered grid,
and compared to the corresponding SGS model τ(~xf , C).
The performance is then evaluated by the classical Pear-
son correlation coefficient P between the SFS and SGS
quantities, together with the best-fit value of the free pa-
rameter C in the SGS terms, as defined by eq. (22). This
best-fit value, which theoretically should be close to 1,
can be easily calculated by using the classical analyti-
cal formula for a linear regression fit. The calculation of
P and C is done for each SFS/SGS term. In our previ-
ous works [22, 23], the gradient model showed very good
performance (P & 0.8) for all terms (better than other
SGS models available in the nonrelativistic case), and
degraded to P . 0.5 only for quite large filter factors
Sf & 8. Below we will show similar results for relativis-
tic KHI in a curved background.
7C. A-posteriori tests
Although informative, the a-priori tests only provide
how well a SGS model fits the instantaneous SFS resid-
uals between ∆ and ∆f in a snapshot, over a certain
range of parameters. The second class of tests is instead
more challenging, since it considers the feedback of the
included SGS terms, accumulated over time. It consists
in comparing a low-resolution+SGS simulation with ref-
erence results. The latter are ideally represented by an
analytical solution, or by numerical solutions to which
simulations show numerical convergence. However, most
of the times they are not available, so one has to take a
high-resolution simulation as a reference.
The comparison between simulations can be done at
different levels. A first one is represented by the volume-
integrated quantities, especially the magnetic energy in
our case. At a more detailed level, very informative
whenever there is turbulence, it is illustrative to com-
pute also the radially-averaged spectrum [22, 39]. For
a given field f defined in a periodic box of side L, we
use common python functions to calculate its discrete
fast Fourier transform fˆ(~k) = Σ~xf(~x)e
−i~k·~x, where the
sum is performed over the N3 points equally spaced in
each direction, with kj = n ∆k, where ∆k =
2pi
L and
n ∈ [0, N/2] is an integer. Then, we calculate the solid-
angle-averaged values 4pi < k2|f |2 >k over the radial bins
in the Fourier space, centered at k = {n ∆k}, which rep-
resent the power density per unit of radial wave-number.
This defines the kinetic and magnetic spectra,
Ek(k) = L
34pi
(2pi)3N6
< k2|√̂ρ~v|2(~k) >k ,
Em(k) = L
34pi
(2pi)3N6
< k2| ~ˆB|2(~k) >k , (28)
that we define for simplicity as in the nonrelativistic case.
Below, we will do a-posteriori tests with different res-
olutions, activating the SGS terms with different values
of the free parameter C.
IV. NUMERICAL SIMULATIONS
We test our approach in bounding box simulations,
analogous and generalized compared to what can be
found in the literature for the nonrelativistic cases [22,
40, 41], and in our previous special relativistic work [23].
Here, we consider a fixed metric, setting to zero the time
evolution of the spacetime fields, evolving only the MHD
part. This allows us to test the effect of a curved space-
time on the turbulence, but without the additional com-
plication of a dynamical metric. In all the following sim-
ulations, we evolve the system at least to the saturation
time, after which the solution approaches a stationary
regime, with the turbulence completely developed and
slowly decaying due to numerical dissipation.
A. 2D single-vortex KHI
Since turbulent MHD is intrinsically a nonlinear and
complex phenomenon, our first benchmark test considers
only a simplified case with the creation of a single vortex
via KHI in a flat metric, which is just the relativistic
analogous of previous studies [22, 40].
We set a rectangular domain in the x − y plane, cen-
tered in the origin, with side length Lx = 1, Ly = 2, with
a number of points (N, 2N) equally spaced in the two di-
rections. Boundary conditions are periodic in x-direction
and radiative in the y-direction. The initial conditions
consist of ρ = 1 and p = 0.24 everywhere, with a shear
layer of thickness al representing the initial discontinuity
at y = 0, and the following velocity and magnetic fields:
vx =
v0
2
tanh
y
al
, (29)
vy = δvy exp[−(y/4al)2] sin(2pikxx) , (30)
Bx = B0 , (31)
By = 0 , (32)
where v0 is the shear velocity, and δvy  v0 represents
the amplitude of the initial perturbation, which consists
of a single mode kx. We also consider an ideal EoS p =
(Γ− 1)ρ with Γ = 5/3.
This basic case has the advantage that there is only one
initial excited mode, so that the complexity is greatly re-
duced and we can isolate better the effects of the SGS
model implementation. The outer boundary conditions
allow perturbations perpendicular to the shear layer to
go out of the system, thus helping the creation of a sin-
gle vortex. This corresponds to a spectrum power dis-
tributed uniquely among kx and, at much lesser extent,
its higher harmonics. In other words, turbulence does not
develop completely and the relevant scales to be resolved
are basically set by kx. Therefore, the numerical conver-
gence is ensured for high enough resolutions ∆  2/kx.
Indeed, in previous works [22, 40] it is evident how the
numerical resolution affects the growth rate.
In order to evaluate convergence, we consider the evo-
lution of the volume-integrated y-component of the ki-
netic and magnetic energies, tracers of the turbulence,
and defined as in the nonrelativistic case for simplicity
(relativistic corrections would not change the compari-
son between different resolutions):
Eky ≡
∫
V
1
2
ρv2y dV , Emy ≡
∫
V
1
2
B2y dV . (33)
After the initial triggering stage, both quantities tend to
grow exponentially until a saturation level. The growth
rate and the saturation value of Eky are physically con-
trolled by the values of v0, al, kx and B0, but not by
the amplitude of the perturbation, as long as δvy  v0.
Analytical values of the growth rate of Eky are known
for the nonrelativistic case only [42]. At saturation, the
8solution approaches a stationary regime, with a fully-
developed vortex showing periodic oscillations in both
directions, but maintaining the shape. The full develop-
ment of the vortex occurs only under certain conditions
of Mach number (roughly of order 1) and Alfven number
(i.e., the initial large-scale magnetic field has to be weak
enough to leave the fluid free to develop small structures),
as explained in detail for the nonrelativistic case in [40].
We set up a test with parameters δvy = 0.01, al = 0.05,
kx = 1, v0 = 0.5, and B0 = 0.0005. With such a
choice, numerical convergence of the solution is reached
with only few hundreds of points in each direction, al-
lowing fast tests (see [22, 40] for an extended exploration
of parameters). In both case, we employ 3 resolutions:
N = {25, 50, 100}. In the case of the lowest resolutions,
we apply the SGS model with different values of the free
parameter C = {0, 1, 2, 4, 8}.
We monitor both Eky and Emy as a function of time
to calculate their corresponding growing rates, obtained
by fitting these curves to a functional ∝ eλkt and ∝ eλmt,
respectively, where λ parameters are the growth rate val-
ues. After the initial transient, the growth rate show
convergence to a well-defined value as the resolution is
increased (i.e., λk = 0.97 and λm = 0.81 for N = 25,
converging to λk = 1.22 and λm = 1.09 for N = 100).
Interestingly, a similar growth rate and evolution can be
achieved with very low resolution N = 25, using a sub-
grid model with C ≈ 8 (i.e.,λk = 1.10 and λm = 0.97).
In order to see some effects compared to the case with-
out SGS, we need at least C = 4. The evolution of
Eky is explicitly displayed in Fig. 1 only for the extreme
cases C = {0, 8}. We also repeated the same tests in the
nonrelativistic case (the models grw1-2-3-4 and 10 of
[22, 40]), finding an optimal value of C ∼ 3. This stresses
the fact that the exact value of C would need a fine-
tuned calibration, which unfortunately depends on both
the physical model and initial conditions and the intrin-
sic dissipation of the numerical methods used. However,
generally speaking, the inclusion of the model (typically
with C ∼ 1 − 10) will anyway improve the accuracy in
reproducing the effects of the SGS dynamics.
B. 3D fully turbulent KHI
1. Setup
Next, we consider a fully turbulent 3D problem. We
set our problem in Cartesian coordinates considering a
periodic box [−L/2, L/2]3. The primitive fields read ini-
tially:
FIG. 1. LES+SGS for single-vortex 2D turbulence. Evolu-
tion of the integrated turbulent kinetic energy as a function
of time. The comparison of the different resolutions with-
out SGS model (solid lines) and the low-resolution run with
C = 8 (dashed) indicates that the low-resolution explicit LES
solution tends to the higher-resolution ones.
ρ = ρ0 + ρ1 sgn(y) tanh
( |y| − yl
al
)
, (34)
vx = vx0 sgn(y) tanh
( |y| − yl
al
)
+ δvx , (35)
vy = vy0 sgn(y) tanh
( |y| − yl
al
)
+ δvy sgn(y) exp
[
− (|y| − yl)
2
σ2y
]
, (36)
vz = vz0 sgn(y) exp
[
− (|y| − yl)
2
σ2z
]
+ δvz , (37)
~B = Bx0xˆ , p = p0 , (38)
where al is the mixing layer scale, yl is the distance
of the shear layers to the plane y = 0, σy and σz are
the extension scale of the initial perturbation in the y-
direction and the profile of vz, respectively. The main
flow is initially given by vx0 and vy0, having opposite
signs across the layer. The standard values that we
consider are L = 1, yl = 1/4, al = 0.01, vx0 = 0.5,
vy0 = 0, p0 = 1, Bx0 = 0.001 and σ
2
z = 0.1. The ini-
tial perturbation, δvi, is a superposition of single-mode
perturbation with a number of nodes ni ∈ [1, N/2], peri-
odic in the boundary box, δvi = δv0 sin(2pixini/L), with
nx = 11, ny = 7, nz = 5 (different prime numbers-based
initial modes in each direction ensure the excitation of
the entire spectrum of modes, see [22] for a discussion),
9FIG. 2. Box simulations in 3D: a-priori tests. Pearson coefficients (top) and best-fit values (bottom) for several cases studied
with KH128C0 for a filter size Sf = 2. Performances are not sensitive to the presence of a curved spacetime background (χ0 6= 0)
or shocks in the fluid (vy0 6= 0).
δvx = δvz = 0.01, δvy = 0.1, σ
2
y = 0.01. We employ an
ideal gas EoS with Γ = 4/3.
As noted in previous works, the fully-developed (i.e.,
coming from a random/multimode initial perturbation)
the KHI is known to grow faster for smaller scales, and
due to the absence of physical viscosity in this bench-
mark test, there is no physical lower limit to the scale
of the excitable modes. Since our initial perturbation is
designed to excite the entire spectrum of modes, we do
not expect a numerical convergence in the growth phase,
since the more we refine the grid, the more fast-growing
excited modes will be included.
We validate the gradient SGS model for GRMHD un-
der a broad range of physical conditions, extending some
of the tests already performed in previous works [22, 23].
First, we vary different values of the maximum den-
sity ρ0 + ρ1 ∈ [2 : 50] (keeping the minimum density
ρ0 − ρ1 = 1), representative for small to extreme ini-
tial density jumps. Secondly, we consider a fixed, non-
flat metric by setting the conformal factor to a Gaussian
shape,
χ = 1− χ0 e−(r/σχ)2 , (39)
with given depth χ0 and width σχ, being r is the radial
distance to the center of the box. We consider depth
up to χ0 = 0.8, which is roughly the value reached in
realistic BNS merger simulations. We set the width either
to σχ = 0.5 or σχ = 3.0, leading to a total variation
of χ between χ = [0.20 − 0.90] and χ = [0.20 − 0.24],
respectively. Thirdly, we test different values of the initial
vertical velocity vy0, such that strong shocks, traveling
along the y-direction, are initially induced in the fluid.
2. A-priori tests
The results for the a-priori tests are summarized in
Fig. 2, displaying P (top) and the best-fit C (bottom).
In all these cases, for any given time the a-priori tests
give C ∼ 1− 2 and P & 0.8 for the minimum filter factor
Sf = 2. Performances gradually degrade for increasing
loss of information, e.g. higher Sf (see [22, 23] for a
detailed exploration of other values of Sf and N).
This first test further confirms that the gradient SGS
model is still valid when a high density jump is included,
when shocks are present on the solution, or when non-
trivial metric factors are incorporated. More impor-
tantly, it validates the smooth-metric assumption and
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FIG. 3. Box simulations in 3D. Snapshots of the z-component of the magnetic field, Bz, at t = 6 for N = 128 and C = 0 (left),
N = 128 and C = 8 (center) and N = 1024 and C = 0 (right). Turbulence has not completely developed at this time, but
eddies have begun to form, especially at the highest resolution.
FIG. 4. Dynamo in 3D KHI. Total magnetic energy as a func-
tion of time for different resolutions and dependence on the
free parameter C of a box simulation. The magnetic energy
rises as we increase C and/or the resolution.
reinforces that the presence of a curved spacetime back-
ground does not compromise the good performance of
the model.
3. A-posteriori tests
We analyze now the simulations performed by includ-
ing the gradient SGS model in the evolution equations,
that is, with C ≥ 1 (if not specified, the same indi-
cated value of C is applied to all SGS terms). For con-
creteness, we focus on the case with a flat metric back-
ground and ρ0 = 1.5, ρ1 = 0.5. We perform simulations
with no SGS modeling (C = 0) for different resolutions
N = {128, 256, 512, 1024}, and four LES+SGS with a low
resolution, N = 128, for C = {1, 2, 4, 8}. We also perform
a high-resolution simulation N = 512 with C = 8 to check
the convergence of solutions when LES and SGS model-
ing are included. Note that higher values of C result in
numerical instabilities, besides arguably becoming phys-
ically and mathematically not consistent. From now on,
we will label the different simulations through the values
of N and C, e.g. KH128C4 for N = 128 and C = 4.
In Fig. 3 we show the density distribution and the z-
component of magnetic field Bz, which develops due to
the turbulent instability, at t = 6 for KH128C0, KH128C8
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FIG. 5. Box simulations in 3D: a-posteriori tests in Minkowski spacetime. Kinetic (solid) and magnetic (dashed) energy spectra
at time-slices (from left to right) t = {6, 10, 16, 20} of a box simulation, for different models without or with SGS models (C = 8).
The black, thin solid line and dots represent the Kolmogorov ∝ k−5/3 and Kazantsev ∝ k3/2 slopes, respectively, as references.
and KH1024C0. As expected, the intensity of the mag-
netic field rises as the value of C is increased (i.e, compare
the left and middle panels). The same effect is achieved
by increasing the resolution (right panel), getting up to
an order of magnitude higher intensities than in the lower
resolution. Although the global effects are similar, notice
that the KH128C8 case cannot show fine details due to its
intrinsic low resolution: this does not prevent it from re-
producing the feedback unresolved dynamics, thanks to
the SGS terms.
In Fig. 4 we can see this trend quantitatively: the
volume-integrated magnetic energy rises more if we in-
crease either the resolution or the value of C. A quasi-
stationary state, indicated by saturation of the integrated
magnetic energy, is only achieved at the end of the sim-
ulation in the high-resolution cases and in the KH128C8.
This means the turbulence has been completely devel-
oped at this time. Nota that in the KH128C8 case we get
a magnetic energy roughly an order of magnitude above
the KH128C0 one and it is similar to KH256C0. This means
we are capturing the same magnetic energy with half of
the resolution. The magnetic energy difference between
the KH512C0 and KH512C8 simulations is less than the dif-
ference between the KH128C0 and KH128C8 ones, showing
two important results: (i) the SGS effects actually con-
verge to zero as the resolution increases, and (ii) the solu-
tions of the simulations with the SGS modeling actually
converge to those obtained with higher resolutions, but
using much less computational resources.
In Fig. 5 we show the spectra of both magnetic (dashed
line) and kinetic (solid line) energy at different time
snapshots corresponding to t = {6, 10, 16, 20}. To im-
prove the visualization of the results, we do not include
the C = {1, 2, 4} cases with N = 128: they lie in the
middle between C = 0 and 8. The maximum of the
energy spectra is reached before the spectral knee (lo-
cated at k a few times smaller than kmax ≡ pi/∆), af-
ter which the slope steepens due to the intrinsic dissi-
pation of the finite-difference method. At t = 6 we are
still at the beginning of the simulation and eddies have
not been developed completely yet. For this reason, al-
most all magnetic energy spectra have similar values. At
t = 10 we can clearly see the effects of the SGS model in
the KH128C8 simulation, whose magnetic energy spectra
arises above the KH256C0 case and reaches similar val-
ues to the KH512C0 one. At t = 16, the spectra of the
high-resolution case KH512C0 and the KH128C8 are get-
ting closer at large scales (low wave-numbers). At t = 20
the system has reached a quasi-stationary state and the
energy spectra is comparable for the highest resolution
simulations KH512C0, KH512C8 and the lowest resolution
one with SGS modeling KH128C8. Notice that at all times
the spectra of KH512C8 has still the highest magnetic en-
ergy, as it combines the small scale dynamics (i.e., acces-
sible because of the high resolution) and the SGS effects.
In Fig. 6 we compare the energy spectra obtained from
simulations with two resolutions, N = {128, 256}, for dif-
ferent metric backgrounds. First, it is represented the
spectra energy with χ = 1 (left), then a curved metric
with a range of χ = [0.20− 0.90] (middle), and finally an
extreme case with χ = [0.20 − 0.24] (right panel). With
χ = 1, the magnetic energy spectra for KH128C8 is above
the case KH256C0, as it was already shown previously.
The same behavior, significantly moderated, is also ob-
served when there is a large variation of the curved met-
ric in the simulation domain (middle panel). In this case,
the magnetic spectra for KH128C8 also rises with respect
to KH128C0, but it is only slightly above the KH256C0
case. Finally, when the metric curvature is really strong
and homogeneous (right panel), turbulence is strongly
suppressed, since the fluid can not move freely on such
strong gravitational field. Therefore, all the curves in the
magnetic energy spectra are comparable. The fact that
the KH128C8 and KH256C0 cases also coincide here rein-
forces the idea that LES with the SGS gradient model
is actually working as expected, not producing artificial
enhancements of magnetic energy.
Fig. 7 displays the energy spectra for the lowest res-
olution N = 128 when only some of the SGS terms are
activated. In particular, two new specific cases are ex-
plored: when all the coefficients C are set to zero except
the one corresponding to τM , and when in the previous
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FIG. 6. Box simulations in 3D: a-posteriori tests in curved background. Kinetic (solid) and magnetic (dashed) energy spectra
at t = 20 for χ = 1 (left), χ = [0.20 − 0.90] (middle) and χ = [0.20 − 0.24] (right) of a box simulation, compared with higher
resolution and C = 8.
FIG. 7. Box simulations in 3D: relevant SGS terms for dy-
namo. Kinetic (solid) and magnetic (dashed) energy spectra
at t = 20 comparing different cases: C = {0, 8}, all CX = 0
except CM = 8 and finally the latest one setting additionally
Hv = 0, such that the only SGS tensors activated are the ones
appearing in Newtonian MHD. Clearly, these terms are dom-
inating the small scale dynamics in this problem. The black,
thin solid line and dots represent the Kolmogorov ∝ k−5/3
and Kazantsev ∝ k3/2 slopes, respectively, as references.
case we additionally set Hv = 0. Clearly, almost all the
rising of the magnetic energy spectra of KH128C8 is due
to the Newtonian analogous of the magnetic SGS terms,
achieved with Hv = 0 and CM ≥ 1. This means that
this contribution, which corresponds to the nonrelativis-
tic limit
HkiM ' 4∇B
[i · ∇v˜k] , (40)
dominates over the other terms (at least for these physical
conditions), indicating an easy way to model the feedback
of SGS dynamo at small scales.
V. DISCUSSION
In this paper, we have introduced the first GRMHD
explicit LES with the physically-agnostic gradient SGS
model. The aim is to better capturing small-scale effects
of MHD turbulence at relevant astrophysical scenarios.
Here we have focused on validating our numerical code,
which combines our proposed SGS model for GRMHD
with the use of high-order accurate numerical schemes,
in box simulations developing the KHI with different pa-
rameters.
The extension from our previous studies of nonrela-
tivistic [22] and special relativistic [23] MHD, to full GR,
was carried under the following assumptions: (i) the SGS
model is constructed starting from the filtering opera-
tion (associated to the numerical discretization) at the
3 + 1 decomposition level; (ii) when filtering the MHD
equations, the metric components are considered “trans-
parent” to the gradient operators involved in the SGS
tensors; and (iii) all SGS corrections arising from the Ein-
stein equations are neglected. The assumption (i) means
the construction of our model is not fully co-variant. In-
deed, we argue that the need for a SGS model (to effec-
tively capture part of the missing small scale dynamics)
arises from the discretization itself, which is not an in-
variant operation. Thus, we find quite natural the SGS
model adapts instead to the particular discretization at
the 3 + 1 level. It is worth to emphasize that the gradi-
ent model (by construction, as most SGS models) does
not modify the continuous limit, nor the principal part of
the evolution system. In this sense, the inclusion of the
SGS terms is analogous to the numerical reconstruction
methods, which also introduce a violation of the GR co-
variance. The approximation (ii) has to do with the fact
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that the metric components can be considered smooth
in comparison with the turbulent MHD fields, and thus,
the contribution from their gradients in the SGS ten-
sors should be sub-dominant. The last assumption (iii),
linked to the previous one, states the dominant SGS cor-
rections on the turbulent MHD variables are not expected
to produce significant deviations on the spacetime geom-
etry. We expect these assumptions to be fairy reasonable
in the context of BNS mergers, where the large variations
of the turbulent fields at small scales should contribute
the dominant effects we aim to capture with the model.
We test our approach using 2D and 3D bounding
box simulations of the relativistic KHI in a curved
background, finding essentially the same results as in
their nonrelativistic and special relativistic counterparts
[22, 23] and supporting the present GR extension of our
SGS model. We have considered a variety of different
scenarios with different resolutions, and compared via a-
priori tests the SFS residuals within a certain scale range
[Sf∆,∆] with the proposed SGS model. We obtain best-
fit values C ∼ 1−2 (as expected) and high values P & 0.8
for Sf = 2. This is consistent with our previous studies
and indicate that the SGS is suitable to fit well the SFS
residuals down to Sf . 4 at least (gradually degrading
for smaller scales). The most important novelty of the
a-priori tests presented here are the inclusion in the prob-
lem of nontrivial metric components (i.e., curvature) and
strong shocks in the fluid initial conditions.
Moreover, we have also performed LES with the pro-
posed SGS models, thus allowing a-posteriori tests, in
which a high-resolution run is compared against low-
resolution explicit LES with different values of C ∼
O(1 − 10). The integrated magnetic energy in the KHI
rises as one increases the resolution, while similar be-
haviour is shown to occur when increasing C at a lower
resolution run including SGS terms. When spectra are
looked, the N = 128 run with C = 8 can achieve com-
parable magnetic energy spectrum with respect to high-
resolution cases. Note that C significantly larger than 1
are needed. In order to explain this, note that in our pre-
vious work [22], we saw that including the next-leading
order terms in the Taylor expansion of the SGS tensors
give negligible differences in both magnetic energy and
spectra, as compared with the first order approximation.
We can conclude the required relatively high values of
C & 1 can be associated to the intrinsic dissipation of the
numerical finite-difference scheme employed (being likely
smaller in case of using the intrinsically less dissipative
spectral methods).
With the tests here presented, we have consistently
extended to GRMHD the good performance of the gra-
dient SGS model already found in nonrelativistic MHD
[22, 25] and special relativistic MHD [23]. Overall, we
have shown how the implementation of the gradient SGS
terms in GRMHD LES can indeed reproduce part of the
feedback given by unresolved dynamics over the large
scales.
The main applicability relies on the fact that the mere
inclusion of the gradient SGS terms allows the saving of
at least one order of magnitude in computational time,
providing similar numerical results. This approach is
then promising and supports our goal of applying the
proposed gradient SGS model for GRMHD to realistic
astrophysical scenarios where small scale dynamics can
be crucial, like the supposedly spectacular growth of the
magnetic field occurring during the merger of BNS, and
the consequences it has for the production of observable
jets.
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