One line abstract. New product diffusion speed for consumer durables has increased in the U.S.A., which can be explained by economic and demographic growth.
2. Economic conditions and demographic change are related to diffusion speed. Whether the innovation is an expensive item also has a sizable effect. Finally, products that required large investments in complementary infrastructure (radio, black and white television, color television, cellular telephone) and products for which multiple competing standards were available early on (PCs and VCRs) diffused faster than other products once 5% household penetration had been achieved.
3. Almost all the variance in diffusion speed among the products in this study can be explained by (1) the systematic increase in purchasing power and variations in the business cycle (unemployment), (2) demographic changes, and (3) the changing nature of the products studied (e.g., products with competing standards appear only late in the data set). After controlling for these factors, no systematic trend in diffusion speed remains unaccounted for.
These findings are of interest to researchers attempting to identify patterns of difference and similarity among the diffusion paths of many innovations, either by jointly modeling the diffusion of multiple products (as in this study) or by retrospective meta-analysis. The finding that purchasing power, demographics, and the nature of the products capture nearly all the variance is of particular interest. Specifically, one does not need to invoke unobserved changes in tastes and values, as some researchers have done, to account for long-term changes in the speed at which households adopt new products. The findings also suggest that new product diffusion modelers should attempt to control not only for marketing mix variables, but also for broader environmental factors. The hierarchical model structure and the findings on the systematic variance in diffusion speed across products are also of interest to forecasting applications when very little or no data are available.
(Diffusion; New Product Research; Empirical Generalizations; Hierarchical Models; Multilevel Analysis)
Introduction
Diffusion researchers try to identify patterns in how new products gain market acceptance that are generalizable across product categories, countries and time. One theme that cuts across several studies is that diffusion may have accelerated. Many people believe that products launched today diffuse faster than products of older vintage. Though diffusion acceleration is often presented as a matter of fact in the business press, the evidence is actually far from compelling. While some studies report that more recently launched products diffuse faster than those of an older vintage within the same country (Clark et al. 1984; Olshavsky 1980) , other find only mixed evidence (Kohli et al. 1999; Montgomery and Srinivasan 1994) or none at all (Bayus 1992; Fisher and Pry 1971; Mansfield 1961) . Moreover, recent methodological research suggests that some of the evidence of diffusion acceleration may have been the result of estimation bias (Van den Bulte and Lilien 1997) and invalid inference (Edmonds and Meisel 1992) .
In addition to the question of whether diffusion has accelerated, there is also the question of what may cause adoption of new products to accelerate over time. Diffusion research has mostly ignored potential antecedents of acceleration, limiting itself to some allusions to improved communication technology and more favorable attitudes towards technological change (e.g., Mansfield 1961) . This study assesses to what extent basic economic and demographic conditions like disposable income, unemployment, and the formation of new households are related to the speed of diffusion of consumer durables. Economic theory posits and several empirical studies document that these factors affect the demand of durable consumer products, including initial adoptions, and hence the products' diffusion (e.g., Bonus 1973; Olney 1991) . This study includes a small number of products requiring a large complementary infrastructure or exhibiting competing standards early in their life, allowing it to shed some light on whether these factors retard innovation adoption, an issue for which economic theory provides no general result (Besen and Johnson 1986; Katz and Shapiro 1994) . Empirical evidence on economic, demographic, and product effects on diffusion speed can help managers and analysts to use generalizable patterns across products to make forecasts when they have no or only very few data points to build on (cf. Gatignon et al. 1989) . Since the early part of a durable product's life cycle consists primarily of first purchases (adoptions), explaining systematic variations in the rate of adoption also explains systematic variations in the early evolution of sales. This in turn may help us better understand whether, why and under what conditions overall life cycles are getting shorter.
This study investigates changes in the diffusion speed over a period of 74 years in the U.S. using data on 31 electrical household durables. The two research questions are: (1) Has diffusion speed increased systematically over time and (2) To what extent do changes in economic and demographic conditions and the greater prevalence of products requiring large investments in complementary infrastructure or exhibiting competing standards account for changes of diffusion speed over time? I first provide a definition and measure of diffusion speed.
Next, I present an approach to model variations in diffusion speed among products and over time. I then describe the data and results. The paper concludes with a discussion of implications, research limitations, and opportunities for future research.
Defining and measuring diffusion speed
Everyday language conceives of speed as a rate of movement, i.e., a ratio of distance divided by time of travel (e.g., 70 miles per hour). Equivalently, one can define speed as the reciprocal of that ratio, i.e., the amount of time it takes to travel a particular distance. In the realm of diffusion, the relevant distance metric is the difference between two penetration levels. Hence, a simple definition of diffusion speed is: the amount of time it takes to go from one penetration level (e.g., 0% or 10%) to a higher level (e.g., 90% or 100%) (Fisher and Pry 1971; Gròbler 1990) .
Researchers typically measure diffusion speed by first estimating a specific diffusion model, and then using one or more of the parameter estimates as an indicator of diffusion speed. Studies in economics and the history of technology have typically used the logistic model,
X(t) = the cumulative number of adopters by time t,
the number of eventual adopters,
The β parameter has a direct relationship to diffusion speed as defined above: the time to go from a penetration level P 1 to penetration P 2 equals β -1 ln{(1-P 1 )P 2 /[(1-P 2 )P 1 ]}. 1 For instance, the time to go from 10% to 90% penetration, i.e. t 90% -t 10% , equals 4.39/β in a logistic diffusion process (Mansfield 1961; Fisher and Pry 1971) . Furthermore, 1/β also equals the logistic's Gini coefficient, i.e., the expected waiting time of a random potential adopter at a random point in time (Trajtenberg and Yitzhaki 1989) .
The definition and the measure just offered conceive of speed as an aggregate or average property of the entire diffusion process over all adopters. Such a measure makes it hard to relate diffusion speed to various explanatory variables that vary over time, such as changes in purchasing power. Some researchers therefore propose to also use measures of instantaneous growth, that is, to measure growth in penetration at every point in time for which one has data.
1 This formula follows from the continuous-time form of the logis tic model. That model can be expressed as:
ln{F(t)/(1 -F(t))} = c + β t . Writing this for F(t 1 ) = P 1 and F(t 2 ) = P 2 (with t 1 < t 2 ), we have: ln{P 1 /(1 -P 1 )} = c + β t 1 , ln{P 2 /(1 -P 2 )} = c + β t 2 . Subtracting line 1 from line 2, we have :
One possibility is to use the local slope of the diffusion curve, defined as f(t) = dF(t)/dt and operationalized as x(t)/M. Trajtenberg and Yitzhaki (1989) Dixon (1980) suggests using the empirical growth rate, defined as g(t) = f(t)/F(t-1) and operationalized as x(t)/X(t-1). An appealing property of the logistic distribution is that its parameter β, which has an unambiguous interpretation as an aggregate measure of speed, also has a unique relationship to the empirical growth rate as a measure of instantaneous gain in penetration (e.g., Dixon 1980):
use the empirical hazard rate, defined as h(t) = f(t)/[1-F(t-1)] and operationalized as x(t)/[M-X(t-1)], while
where γ = -β/M. This reparametrization relates the instantaneous rate of growth to the logistic model's rate parameter, the most accepted aggregate measure of speed.
Modeling variations in speed
Most analyses of diffusion acceleration use a two-step approach. The first step consists of estimating a diffusion model for each of a number of innovations. In the second step, estimates of parameters in the model's hazard function or some transformation thereof (e.g., β, 4.39/β) are regressed on the innovations' vintage. The latter is typically operationalized as the time the innovation was introduced, the time it achieved a particular penetration level, or-when such information is not available-simply the time at which one's observations start. If the value of the parameters increases with vintage, the analyst interprets this as evidence of diffusion acceleration. Kohli et al. 1999, (6) Gròbler 1990, (7) Clark et al. 1984 , (8) Olshavsky 1980 a β is the parameter in the logistic model:
], p and q are parameters from the Bass (1969) 
τ is the inflection point of the cumulative penetration curve in the logistic model, which also satisfies E[X(τ)] = M/2 , and t* is the inflection point of the cumulative penetration curve in the Bass model, t* = (p+q) -1 ln(q/p). b In a second analysis, Kohli et al. regressed p and q on incubation time (time between invention and launch), launch year ( i.e., first year with substantial sales data), two dummies distinguishing major appliances, consumer electronics and housewares, and two-way interactions among the variables. The main effect of launch year was not significant. Launch year × electronics and Launch year × incubation time were negatively associated with p, and Launch year × incubation time was positively associated with q. c Gròbler found that the average β had an upward trend, be it with a Kondratieff-like cycle around the trend. (1990, p. 269) . Hence, even though his discussion emphasizes the cycle rather than trend and concludes that "no general acceleration tendency of diffusion rates over time has been observed in our data samples" (emphasis added), his results do suggest an acceleration trend (see his Figure 5 .2, p. 269).
While the two-step approach has dominated cross-product and cross-country diffusion research, a number of disadvantages have been identified over time. These are:
(1) the first-stage parameter estimates are likely to be biased if one does not use enough data points in the estimation (Van den Bulte and Lilien 1997),
(2) the second-stage analysis is sensitive to whether and how one controls for the uncertainty in the parameter estimates (Edmonds and Meisel 1992; Montgomery and Srinivasan 1994) , (3) the approach provides only limited explanatory insights when important covariates vary not only across but also within innovations (cf. Diggle et al. 1995) , and (4) the analysis in separate steps is inefficient (Diggle et al. 1995; Gatignon et al. 1989 ).
This study uses a single-stage approach in which all innovations are pooled and their key diffusion parameters are constrained to vary according to some parametric distribution. I apply this approach to the reparametrized logistic model (eq. 3). Let i denote an innovation. Also, allow the number of eventual adopters to vary across both innovations and time, but impose that the number varies over time proportionately with the size of the total population (e.g., Bayus
1992; Parker 1992). In other words, let M i (t) = α i M(t), where α i is the fractional ceiling and M(t)
is the size of the total population. We then have the basic model structure:
The errors are allowed to follow a first order autoregressive structure within products and to differ in variance and serial autocorrelation across products. I model the between-innovation variance in diffusion speed by allowing β i to vary across innovations according to a random
(5)
where β 0 is the mean value of β i . I estimate the γ i parameters capturing the unknown penetration ceilings as fixed effects, i.e., without imposing any parametric constraint on their distribution.
The main question is whether the diffusion speed parameters β i vary not only randomly, but also are a function of covariates such as vintage. This can be modeled by expanding the last equation with the covariates of interest. In case a covariate, denoted Z kit , varies over time, I
average it over the innovation's observed diffusion history, resulting in a time-invariant covariate Z ki+ . To preserve the interpretation of β 0 as a mean, the time-invariant covariates are centered over all innovations by subtracting Z k++ = (1/I)Σ i Z ki+ , resulting in the following expression:
(6)
Similarly, I model within-innovation variance, i.e., deviations from the logistic diffusion process, by adding time-varying covariates, again mean-centered to preserve the interpretation of β 0 :
As with β i , the within-innovation effects δ ki are allowed to vary across innovations randomly:
I estimate the model using residual maximum likelihood (Laird and Ware 1982) . I impose
. This is necessary to obtain convergence in this study, but still allows U bi and hence β i to vary with γ i , which is important since γ i = -β i /α i . As always in this type of models, U bi and U ki are assumed independent of ε it .
Data 4.1. Research setting
The setting for this study was selected using four criteria. First, to reduce the danger of unaccounted heterogeneity, I limit the scope of the study to a single country and to products that are qualitatively similar in potential adopters and usage situations (Olshavsky 1980) . Second, to avoid confounding adoptions with repeat purchases, I require penetration or adoption data rather than sales data to be available.
2 Third, data have to be available over a sufficiently long number of years for many products. The criterion stems from the desire to disentangle time-varying period effects affecting all diffusion processes (e.g., periods of economic expansion and contraction) from time-invariant vintage effects, which is not possible when year of observation does not vary sufficiently from product vintage. Fourth, to avoid this same problem, I also require that a great majority of years have observations for multiple products of different vintage.
Electrically powered household durable goods in the U.S. are the only type of innovations identified to meet these considerations and for which data were available. As in most diffusion studies, the data are at the product category level rather than the brand or model level. I analyze 31 consumer durables marketed in the United States in the 1923-1996 period.
Diffusion data
The diffusion data consist of annual observations between 1922 and 1996 on the ownership of 31 consumer durables by electrically wired households in the United States. I calculate ownership levels by multiplying the number of electrically wired households M(t) by the percentage of such households owning the product category PEN i (t). Hence:
This study uses adoption rather than penetration data because the latter can be affected by population growth, resulting in measurement artifacts. Specifically, computing the empirical growth rate directly from penetration data underestimates the speed of diffusion in years of strong population growth. One obvious case is a year when no households adopt, but the population grows, such that X i (t) = X i (t-1) but PEN i (t) < PEN i (t-1) . In that situation, using sales or multiple purchases. Diffusion models applied to consumer durables can be grossly misspecified when the time series exceeds five to ten years of sales data (Parker and Neelamegham 1997) . Confounding adoptions with repeat purchases should result in systematically time-varying parameter estimates and hence invalid measures of speed (Putsis 1998) . The use of penetration rather than sales data might underlie this study's coming to different conclusions than earlier work mentioned in Table 1. adoption data generates a growth rate of zero, while using penetration percentages directly generates a negative value.
For the period 1922-1979, the main sources for the penetration data are the trade publications electrification and use the total number of households (Bureau of the Census, Current Population Survey). The data retained for analysis do not contain any observations for 1980, so the growth rates are not artificially affected by switching from one data source to another.
Vintage
Vintage is operationalized as the year in which an innovation achieved 5% penetration rather than as its launch year (cf. Gròbler 1990). There are two reasons for this. First, researchers often disagree on the year in which an innovation was launched. Microwave ovens, for instance, have been stated to have been launched in the U.S. in 1955 (Kohli et al. 1999 ), 1957 (Bayus 1992 ), and 1966 (Golder and Tellis 1997 . Using the year that an innovation achieved 5% penetration as its vintage is not subject to such ambiguities. Second, the year that 5% penetration was first achieved is known for more product categories than the year of launch.
Control variables
This study uses data on four variables previously documented to be associated with households' adoption or purchase of new durables: disposable income per household, unemployment, household formation rate, and price (e.g., Haldar and Rao 1998; Olney 1991; Parker 1992) . The growth in electrification is also controlled for, since there may have been a correlation early in the 20th century between households' decisions to electrify their house and to adopt electric goods. The electrification growth rate is the growth rate in the proportion of total households that were electrically wired. Finally, for a majority of products and years, data on the average selling price were also collected or computed from Merchandising, Merchandising Week, Dealerscope
Merchandising, and the Statistical Abstract of the United States. I converted these prices into constant 1982 dollars using the price index mentioned above.
For the within-innovation analysis, I transformed the dollar prices into relative prices by dividing each price p it by innovation i's average. This transformation implies that consumers respond to price changes in percentage rather than absolute terms.
To allow for more skew in the diffusion path than predicted by the logistic model, withininnovation duration dependence is also modeled. Duration is operationalized as the time lapsed since the product reached 5% penetration.
Some products included in this study required large investments in complementary infrastructure to be commercially viable or had multiple standards competing early on in the U.S.
market. For such products, even innovative consumers may postpone adoption until the supporting infrastructure is sufficiently well developed or the uncertainty on the dominant standard has been resolved (Besen and Johnson 1986; Katz and Shapiro 1994) . Why buy a color TV set, for instance, if your local station does not have color equipment or carries only very little programming content in color? Once the infrastructure is in place and the standard is set, however, the products may be quite appealing and interest may rapidly translate into actual adoptions. Such behavior results in a stronger positive feedback or "snowball effect" in the product's grow path, i.e., a more pronounced S shape of the diffusion curve F(t). In the logistic model, this implies a larger β parameter. Still, the effect of standards incompatibility need not be very important. If, say, VCRs are very appealing to consumers, consumers may expect the total market to be large enough to support mutually incompatible standards. Or consumers may expect to enjoy their VCR so much that they accept the risk of ending up with an obsolete machine two years after purchase. When intrinsic utility is high, consumers may not delay their adoption and diffusion may be rapid very early on, even in the presence of incompatible standards (Besen and Johnson 1986) . To account for such differential effects, I use two dummy variables: whether the product category required large complementary infrastructure (1 for radio, black and white TV, color TV, and cellular telephone; 0 for others) and whether the product category had multiple competing standards (1 for VCR and PC; 0 for others). Note that compatibility issues often stem from the requirement to use complements with the focal product. VCRs and PCs are no different.
To separate the effect of competing standards from the mere need for easily available complementary software, which theory does not suggest should affect diffusion speed, I use a separate dummy for CD players. 
(t) values in the ratio X i (t-1)/M(t)
appearing in equations (4) and (7) were transformed into [M(t) + M(t-1)]/2. Using M(t) assumes that the entire growth in the population from M(t-1) to M(t) happens on January 1. Using the average assumes that growth is uniform over the year, which is more defensible.
Selecting observations for analysis
Penetration data very early and very late in a diffusion process may have rather large percentage errors stemming from small random shocks and measurement errors (Dixon 1980; Olshavsky 1980) , so I exclude observations with less than 5% or more than 95% penetration.
The 1942-45 period when the U.S. was a war economy is deleted as well (e.g., Olshavsky 1980). 4 Though this little "pseudo manipulation check" shows the desired result (see below), the dummy coding scheme does not allow one to assess whether products requiring large complementary infrastructure or having competing standards diffused faster because of these characteristics, or because of other unaccounted but co-incident (and hence, confounded) factors. Higher than average intrinsic utility or product appeal may be one such factor. A reviewer advanced several alternative explanations, including that radio, black and white TV, and color TV are all substitutes or successive generations and that cell phones might be considered a substitute for CB radio.
Finally, I limit the time series of each product to a maximum of 20 observations, to avoid the data set from being very unbalanced and dominated by long series of old-vintage products.
Hence, the data series for each product starts with the year in which it first reached 5% penetration, and ends twenty years later or when the penetration reached 95% or with the last year for which penetration data were available (whichever happened first). Table 2 lists the products and years used, as well as the penetration level observed in the last year (Data set 1, N=457). It also reports those products and years for which price data were available (Data set 2, N=353). Table 3 reports the results for data set 1. Each column presents the estimates from a different model. The first model contains no covariates and simply computes the mean diffusion speed and the population variance around the mean. The second model has vintage as its only covariate allowed to affect β i . The third model has all covariates except average disposable income (i.e., averaged over each innovation's data series), which is included only in the fourth model. I estimate the "covariate" model both with and without mean disposable income because that variable is very highly correlated with vintage (r = .98), which may create collinearity artifacts.
Results
The first key result is from Model 1: diffusion speed differs quite a bit across innovation. The mean of β i is 0.529, but the standard deviation is no less than 0.228 (the square root of 0.052).
The 90% interval for β i is between 0.155 and 0.903. Put differently, the 90% confidence interval for the time to go from 10% to 90% of ultimate penetration (i.e., 4.39/β) is 5 to 28 years.
The second key result is from Model 2: diffusion speed significantly increases with vintage.
That is, diffusion has accelerated. The extent of acceleration is considerable: The mean value for β i in Model 2 is 0.477, while the vintage coefficient indicates that it increases by 0.930 per 100 1976 -79, 1986 -95 1976 -79, 1986 -94 23. Hand-held massager 1977 ----23.1 1977 -79, 1990 -96 ----24. Food processor 1979 1973 (1971 ) 40.6 1979 , 1986 -96 ----25. VCR 1983 1972 (1975 ) 81.0 1983 -95 1983 -84, 1986 -95 26. Home PC 1983 (1975 Sources: Golder and Tellis (1997) and, for values between brackets, Kohli et al. (1999) . b This value is assumed. Since the penetration was 5. 2% in 1922, 6.1% in 1923 and 8.6% in 1924 , it seems defensible to assume the penetration in 1921 was below 5.0%. Note: This study excludes some consumer durables analyzed in diffusion previous studies (e.g., calculators, vacuum cleaners, steam irons) because the year in which they reached 5% penetration is unknown, the adopting population are not households but individuals, or the available data series are shorter than 7 data points, resulting in estimation problems. faster than other products once 5% household penetration was achieved. CD players, merely requiring standardized and widely available software, did not. This result is similar to that by Golder and Tellis (1997) , who found no association between time to take-off and the need for a complementary product. Note, though, that Golder and Tellis did not parcel out products with competing standards from those requiring a complementary product. High unemployment was associated with slower diffusion. Penetration gains were harder to achieve in a quickly growing population, but were higher when the proportion of households that live in electrically wired dwellings grew fast. After controlling for these variables, disposable income per household did not affect the diffusion speed across innovations over and above mere vintage. Income, however, was the only variable to have a significant impact on within-innovation diffusion speed beyond what a logistic model accounts for.
The fourth and perhaps most important finding is that the significant association between vintage and diffusion speed vanishes once one controls for the presence of competing standards and infrastructure requirement, unemployment, household formation and electrification.
The final finding of interest is the pattern in the population variance in diffusion speed, var(U b ), across models. Controlling for the nature of the product, economic conditions, and demographic trends, both between and within innovations, decreases the population variance in diffusion speed from 0.052 in Model 1 to only 0.004 in Models 3 and 4. In other words, 92% of the variation in diffusion speed across products can be attributed to changes in the nature of products and in economic and demographic conditions. The results for data set 2, incorporating price, are similar (Table 4 ) so I focus only on the differences. Innovations having a low price diffused faster than those taxing households' purchasing power more heavily (Models 3 and 4). Average disposable income has a negative effect, which the large change in the vintage effect between Models 3 and 4 suggests is a collinearity artifact. This might also explain why after controlling for both price and income, the effects of household formation and electrification growth are not statistically significant anymore. For the remainder, the analysis on data set 2 leads to the same results: Diffusion speed increased with vintage, but differences in the nature of the product, price, and economic and demographic conditions can account for these changes. The latter effects can account for the entire population variance in diffusion speed. The lack of a significant price effect on withinproduct variation is troublesome and may be due to collinearity with other regressors (e.g., the correlation between price and disposable income is -0.74). When re-estimating Models 3 and 4 without controlling for any other within-product variation but price (as in most other diffusion studies), the price coefficient switches to -0.067 in both models (both p < 0.05).
To check the robustness of these results, I performed several additional analyses reported here only briefly:
• Evidence of acceleration may be an artifact when (1) more recent innovations have shorter series, (2) shorter series lead to lower penetration ceiling estimates, and (3) lower ceilings lead to higher q or β estimates (Van den Bulte and Lilien 1997) . The data do exhibit the first characteristic (cf. Table 2 ), but two analyses found no evidence that this study's results are affected by systematically underestimating the maximum penetration ceiling α captured in γ.
• The decision not to code competing standards for cellular telephones can be questioned. Reestimating models 3 and 4 for both data sets after re-coding the dummy to 1 barely changed the point estimates, and did not change any of the significance tests or substantive insights.
• For the 22 products for which launch year is reported in Table 2 , I expanded (at a reviewer's request) all four models in Table 3 with a covariate measuring the time between launch and the year that 5% was achieved. "Time-to-5%" was significantly negatively associated with β (overall diffusion speed) in Models 1, 2 and 4. This suggests that products taking a long time to reach 5% household penetration also have a lower overall diffusion speed. The effect was small, though. Though the mean time-to-5% was 12.5 years, extending it by not less than 10 years decreased β with only .10 in Model 1, .07 in Model 2, .02 in Model 3, and .03 in Model 4. Overall, estimates of other covariates' effect were not meaningfully affected.
• Finally, I also conducted a "traditional" two-stage analysis for all 31 products using three different ways to incorporate the precision of the first-stage estimates. I found no effect using OLS, significant deceleration using WLS (with 1/Var( ß ) as weights), and significant acceleration using White's heteroscedasticity-consistent variance estimates. In short, different methods produced very different results, illustrating one of the four disadvantages of the two-stage approach (cf. Edmonds and Meisel 1992) .
Discussion
This study offers two insights as to whether, how much and why diffusion speed has changed for consumer durables in the U.S. between 1923 and 1996. The results indicate a rather sizable and statistically significant increase in diffusion speed. Perhaps more importantly, the results indicate that diffusion acceleration can be accounted for by economic and demographic conditions and changes in the nature of the products studied.
Substantive implications
The results have implications for managers worried about an acceleration trap of evershortening windows to recoup their investments. On one hand, acceleration does exist and is rather sizable. On the other hand, changes in diffusion speed are a function of broad macroeconomic and demographic forces and product characteristics (price, standards, complementary infrastructure), all factors that business analysts have ample experience dealing with. Products that had competing standards early in their life cycle and required complementary infrastructure diffused markedly faster than other products after 5% penetration was achieved. This empirically supports the idea that such products face stronger non-linearities in market demand (though rival explanations are not excluded, cf. footnote 4). In such businesses, the results suggest, managers face not only large investments up-font, uncertain pay-offs, and expectedly a longer time to takeoff, but also a much faster market penetration (and hence payback) once the new product category takes off. This makes the need for a careful consideration of causal factors driving (i) the probability and timing of take-off and (ii) the speed after take-off even more pressing.
However, incorporating these causal factors into forecasts for new products is a problem when data are scant or even non-existent. In such situations, hierarchical models that pool information across multiple products are useful (e.g., Gatignon et al. 1989 ).
Diffusion researchers trying to identify patterns in how new products gain market acceptance that are generalizable across product categories and time will note how well differences in purchasing power, demographics and the nature of the products account for the variance around the mean. Systematic differences in these antecedents are likely to underlie several earlier findings. For instance, this study's results may explain the finding by Kohli et al. (1999) that consumer electronics had a higher coefficient of imitation (q in the Bass model) than did appliances and housewares: (i) electronic products were typically launched later and hence benefited from higher disposable income, (ii) the majority of the appliances and housewares analyzed by Kohli et al. diffused throughout the 1930s, a period of high unemployment, and (iii) some of their electronic products required large complementary infrastructure and had competing standards early on. The results should also be of particular interest to current debates on the emergence and evolution of consumer markets (e.g., Brewer and Porter 1993). Specifically, this study supports Weatherill's (1988) thesis that one does not need to invoke changes in tastes and values to account for long-term changes in the ownership of durable goods.
Limitations and implications for research
This study has several limitations, some of which suggest opportunities for further research.
The empirical findings span a wide time horizon, but are limited to electric household durables within the U.S. Additional research could investigate different products, another country, or variance among multiple countries (Dekimpe et al. 1998; Kumar et al. 1998 ). The one-stage approach is particularly promising for multinational studies of products that evolve only slowly and of countries with different cultural, economic, and socio-demographic characteristics that change considerably over time. Efficient estimation and jointly modeling the variance across and within products and/or countries are especially important in such situations.
The set of control variables is obviously incomplete, stemming from the need to analyze many products diffusing over a long period. Studies of more recent products might be able to control for product performance, distribution, and marketing communication, all variables likely to vary both across products and over time. Still, collecting such detailed data may be feasible only for studies focusing on different models or brands within a single product-market rather than broad multi-category studies as this one. The evidence on the importance of product standardization and complementary infrastructure investments suggests that investigating how supply-side dynamics affect market acceptance could be a fruitful research venue. Focusing on only one or a very few product-markets may allow researchers to measure standardization, infrastructure, and other supply-side factors more directly and satisfactorily than in this study.
Though I do not expect strong substitution or complementarity effects to have existed among the products investigated, the error structure used in this study does not allow one to investigate patterns of contemporaneous error correlations among products. Such models are not yet available for use with both unbalanced and missing data. Another opportunity exists in using nonlinear hierarchical modeling to identify the ceiling levels α i directly, and to explicitly model variations in ceilings as a function of explanatory variables in a single-stage analysis. This new set of statistical models will also allow one to extend the analysis from the logistic to the Bass model. The logistic specification enables one to capture diffusion speed through a single parameter, β. The Bass model, on the other hand, allows one to identify whether specific antecedents operate on the probability to adopt directly (captured through p) or through endogenous feedback (captured through q). Making this distinction may help us better understand why such products as radio, television, VCRs and cellular telephones diffused faster than average after they achieved 5% penetration. Was it indeed due to stronger non-linearities due to infrastructure and standards as suggested earlier, or did these products happen to address hitherto unanswered customer needs (cf. footnote 4)? Economic and demographic factors can affect diffusion speed markedly. Hence, diffusion models should control for these factors rather than only for marketing mix effects. The same applies to pre-launch forecasting based on meta-analyses or on product analogies. Analysts should use not only the similarity of the product but also economic and demographic conditions when matching their forecasting problem to previous cases for which parameter estimates are already available. To aid such applications, and sharpen our empirical generalizations, it would be worthwhile to conduct meta-analyses and investigate whether parameter values obtained from simple models vary as a function of (changes in) economic and demographic conditions. (E.g., is the Bass model's q related to the average (growth in) real income over the estimation period?)
The lack of reliable data on the actual time of launch and the use of t 5% as a proxy for vintage, is a limitation of this study. The exclusion of data points with less than 5% penetration to estimate β, however, is much less so. The estimates can still be used to make statements about the diffusion speed prior to 5% penetration (assuming, of course, that the logistic is an appropriate representation of the entire diffusion process). The formula presented in Section 2 can be used to calculate the expected time between any two penetration levels greater than 0% and smaller than 100%. E.g., the expected time between 0.1% and 5% is 3.96/β. Such calculations are extrapolations, though. Researchers specifically interested in the very early parts of the diffusion process, rather than overall diffusion acceleration, should of course use data from the very left tail of the diffusion curve (e.g., Golder and Tellis 1997; Kohli et al. 1999 ).
Finally, the disappearance of acceleration once one controls for some basic contextual and product factors suggests we might benefit from more investigations on whether and under what conditions product life cycles tend to shorten (Bayus 1998; Greenstein and Wade 1998) . Future studies may benefit from using a data analysis strategy similar to the one in the present study.
Rather than first computing one overall index of PLC length for each product and then regressing that index against time of launch, one might consider developing a measure of year-by-year sales evolution, organizing the product-by-year observations in a panel, and analyzing the data using hierarchical modeling. 
DUR i (t) = TIME i (t) -ATIME i CUNEMP i (t) = UNEMP i (t) -AUNEMP i CDPI i (t) = DPI i (t) -ADPI i CHFR i (t) = HFR i (t) -AHFR i CEGR i (t) = EGR i (t) -AEGR i CPRICE i (t)
= (Note: Estimates of γ i and ρ i are not reported in the paper since they are of no substantive interest)
