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A piecewise algebraic curve is a curve determined by the zero set of a bivariate spline
function. This paper discusses the Bezout number, the maximum number of intersections
between two linear piecewise algebraic curves whose intersections are finite, on regular
triangulations. We give an upper bound of the Bezout number for linear piecewise
algebraic curves (BN(1, 0; 1, 0;∆)) on the triangulation with an odd interior vertex. For
the triangulations which satisfy a vertex coloring condition, we compute the exact value of
the Bezout number BN(1, 0; 1, 0;∆).
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1. Introduction
Let D be a bounded simply connected domain in R2 and ∆ be a regular triangulation of D with a polygonal boundary,
i.e., a finite set of closed triangles such that any pair of triangles intersect only at a common vertex or along a common edge.
Let k, µ be integers with k > µ ≥ 0. The space of bivariate spline functions of degree k and smoothness µ is defined by
Sµk (∆) := {s ∈ Cµ(∆) : s|∆i ∈ Pk, i = 1, 2, . . . , T },
where∆i, i = 1, 2, . . . , T are all the cells of∆, Pk denotes the spaces of bivariate polynomials of total degree k. In 1975, using
themethods of function theory and algebraic geometry, the first author of this paper presented the so-called conformality of
the smoothing cofactormethod to studymultivariate spline functions [1]. Today, multivariate spline functions have become
a kind of fundamental tool in the field of computational geometry and numerical analysis [2,3]. Many scholars did research
work on the theory and applications of multivariate spline functions, including the dimension and interpolation problems
of spaces of multivariate splines [4–6], surface modeling via spline functions [7,8], numerical evaluation of 2D integrals [9],
and so on.
We call the zero set
Z(s) := {(x, y) : s(x, y) = 0, s ∈ Sµk (∆)}
a piecewise algebraic curve of degree k and smoothness µ in ∆. It is a natural generalization of the usual algebraic curve
[10–12]. By piecewise algebraic curves, Itenberg disproved the Ragsdale conjecture [13]. Wang and Xu showed the relations
between the Four-Color Conjecture and linear piecewise algebraic curves [14]. Therefore, piecewise algebraic curves are not
only very important for spline interpolation problems, but also very useful tools to study traditional algebraic curves and
other problems in the graph theory.
This paper considers the Bezout-type theorem for piecewise algebraic curves. It is well known that the Bezout theorem
is a classical theorem in algebraic geometry [15], which says that two algebraic curves of degreem and nwill have no more
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thanmn intersections if they have no common components. The Bezout number for piecewise algebraic curves is defined to
be the maximum number of intersections between two piecewise algebraic curves whose intersections are finite, denoted
by
BN(m, r; n, t;∆) := max
f , g
{IN(f , g) < +∞ : f ∈ Srm(∆), g ∈ Stn(∆)},
where
IN(f , g) = #{(x, y) : f (x, y) = 0, g(x, y) = 0}
denotes the number of intersections between two curves f = 0 and g = 0 in ∆. Shi and Wang compute the Bezout
number for piecewise algebraic curves on the triangulation with no interior vertices of odd degree (which is called an even
triangulation), and give an upper bound of the Bezout number BN(1, 0; 1, 0;∆) for arbitrary triangulations in [16]. Wang
and Xu show that the Bezout number BN(2, 1; 2, 1;∆) on Morgan–Scott triangulation depends on the geometric property
of the partition [14]. It should be noted that although some scholars have considered the Bezout number for piecewise
algebraic curves even with higher degrees and smoothness [11,12,14,16], most of them do not give exact values but give
upper bounds instead. In this paper, we give an estimate of the Bezout number BN(1, 0; 1, 0;∆) on the triangulation with
an odd interior vertex, and compute the Bezout number BN(1, 0; 1, 0;∆)when∆ satisfies a vertex coloring condition. The
main contribution of our work is: we give the exact value of the Bezout number for a kind of triangulations with an odd
interior vertex, and show that the Bezout number for piecewise algebraic curves does not only depend on the number of
odd interior vertices of the triangulation, but also on the topological locations of the odd interior vertices on it.
Our paper is organized as follows. In Section 2, we introduce some notations and previous results about the Bezout
number for piecewise algebraic curves. For the triangulation with an odd interior vertex, we show an upper bound of
BN(1, 0; 1, 0;∆) in Section 3. For the triangulations which satisfy a vertex coloring condition, we compute the Bezout
number BN(1, 0; 1, 0;∆) in Section 4.
2. Preliminaries
Throughout the paper, we use the following notations and definitions. Let∆ be a triangulation and V be an interior vertex
of∆, we denote
St(V ) := {∆i ∈ ∆ : V ∈ ∆i, i = 1, 2, . . . ,N}
to be the set of triangles sharing V as a common point, which is called a star region of V , and the number of interior edges
of St(V ) is called the degree of V , which is denoted by deg(V ). The vertex V is called to be an odd vertex if deg(V ) is odd;
otherwise, it is called an even vertex. As we mentioned before, ∆ is called to be an even triangulation if all the interior
vertices of∆ are even vertices. Two vertices are called to be adjacent in∆ if they are connected by an edge of∆; two cells
are called to be adjacent in∆ if they share a common edge of∆. For any set A, we denote #(A) to be the number of elements
of A.
The following lemma is useful for our main result.
Lemma 2.1 ([16])). Let ∆ be a triangulation and δ = [v1, v2, v3] be a triangle of ∆. Let f , g ∈ S01(∆) be two linear spline
functions on∆. For i = 1, 2, 3, let wi = (f (vi), g(vi)) be the vector which consists of function values of f and g on each vertex of
δ. Suppose that two curves f = 0, g = 0 have only one intersection in∆. Then the intersection is an interior point of the triangle
δ if and only if the origin is an interior point of the triangle [w1, w2, w3].
The following important theorem was proposed by Shi and Wang in [16], who discussed the Bezout number for linear
piecewise algebraic curves. Our result can be considered as an improvement on it.
Theorem 2.2 ([16]). Let ∆ be a triangulation and T be the number of cells of ∆. Denote Vodd to be the number of odd interior
vertices of ∆. Then if ∆ is an even triangulation, BN(1, 0; 1, 0;∆) = T ; otherwise,
BN(1, 0; 1, 0;∆) ≤ T −
[
Vodd + 2
3
]
.
3. The Bezout number BN(1, 0;1, 0;∆) on the triangulation with an odd interior vertex
As is shown in Theorem 2.2, the exact value of BN(1, 0; 1, 0;∆) for the triangulation with odd interior vertices is still
unknown. In this section, we explore this question by considering the triangulations with an odd interior vertex. At first we
introduce a new kind of cycle which consists of cells in triangulations.
Let Γ = ∆1∆2 · · ·∆m be a sequence of distinct cells of triangulation∆, Γ is called a cycle of cells with lengthm in∆, if
∆i and∆i+1,∆m and∆1 are adjacent in∆, i = 1, 2, . . . ,m− 1, wherem ≥ 3. Γ is called an odd cycle of cells if length(Γ )
is odd; otherwise, it is called an even cycle of cells.
The following lemma considers the maximum number of intersections between two linear piecewise algebraic curves in
an odd cycle of cells.
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Fig. 1. The outer boundary vertices and inner boundary vertices of a cycle of cells Γ .
Fig. 2. The regions St(V ), St2(V ) and St3(V ) are marked dark gray, bright gray and white.
Lemma 3.1. Let ∆ be a triangulation and Γ be an odd cycle of cells in∆. Let f , g ∈ S01(∆) be two linear spline functions on∆
such that the curves f = 0 and g = 0 have finite intersections on∆. Denote INΓ (f , g) to be the number of intersections between
f = 0 and g = 0 in all the cells of Γ . Then
INΓ (f , g) ≤ length(Γ )− 1.
Proof. Let Γ be an odd cycle of cells, by drawing a closed curve passing through the interior of each cell of Γ , we divide all
the vertices ofΓ into two types: the outer boundary vertices and inner boundary vertices (see Fig. 1). Let V1, V2, . . . , Vt be all
the outer boundary vertices ofΓ in anticlockwise direction, andWi1,Wi2, . . . ,Wini be all the inner boundary vertices ofΓ in
clockwise directionwith respect to Vi, where ni denotes the number of interior edges ofΓ passing through Vi,Wini = Wi+1,1,
i = 1, 2, . . . , t . Here the index i is modulo t . We assume that two piecewise algebraic curves f = 0 and g = 0 on ∆ have
only one intersection in each cell of Γ . According to Lemma 2.1, the origin is the interior point of the following triangles:
[αi, βij, βi,j+1], [αi, αi+1, βi+1,1], where αi = (f (Vi), g(Vi)), βij = (f (Wij), g(Wij)), j = 1, 2, . . . , ni − 1, i = 1, 2, . . . , t .
Denote li(x, y) : g(Vi)x − f (Vi)y = 0 to be the straight line connecting αi to the origin. Then βij and βi,j+1, αi+1 and βi+1,1
lie in different sides of li. If ni is odd, then two points αi−1, αi+1 lie in the same side of li, and we have li(αi−1)li(αi+1) > 0;
otherwise, li(αi−1)li(αi+1) < 0, i = 1, . . . , t . We denote G to be the following number: G = ∏ti=1 li(αi−1)li(αi+1). Because
length(Γ ) = n1 + · · · + nt is an odd number, we have
sgn(G) = (−1)#{ni is even: i=1,...,t} = (−1)t−#{ni is odd: i=1,...,t} = (−1)t−1.
On the other hand, by making a proper permutation of the elements in G, we have G = ∏ti=1 li(αi+1)li+1(αi). Because
li(αi+1)li+1(αi) < 0 holds for i = 1, 2, . . . , t , we have sgn(G) = (−1)t , which leads to a contradiction. The lemma is
proved. 
To give the main results of this paper, we shall use some definitions in the graph theory. Let Υ = V1V2 · · · Vt−1Vt be a
sequence of distinct vertices of ∆, where t ≥ 2, Υ is called a path with length t − 1 from V1 to Vt in ∆, if Vi and Vi+1 are
adjacent, i = 1, 2, . . . , t − 1. ViVi+1, i = 1, 2, . . . , t − 1 are called the edges of Υ , V1 and Vt are called the start point and
endpoint of Υ , respectively. For any two vertices V , V ′ of ∆, the distance from V to V ′ in ∆ is defined to be the smallest
length over all paths from V to V ′ in ∆, denoted by dist(V , V ′). The distance from V to the boundary of ∆ is defined to be
the smallest distance from V to all the boundary vertices of∆, which is denoted by dist(V , ∂∆) := minW∈∂∆{dist(V ,W )}.
The main results of the paper are established in the following two theorems.
Theorem 3.2. Let ∆ be a triangulation with an odd interior vertex V , and T be the number of cells of ∆. Then
BN(1, 0; 1, 0;∆) ≤ T − dist(V , ∂∆).
Proof. Suppose ∆ is a triangulation with an odd interior vertex V . Denote St1(V ) = St(V ) to be the star region of V , and
St i(V ), i ≥ 2 is defined inductively as the union of triangles in∆which intersect St i−1(V ) (see Fig. 2). Each St i(V ) is a cycle
of cells in∆, and St1(V ) is an odd cycle of cells. For i ≥ 2, let C be a closed curve passing through the interior of each cell of
St i(V ) and denoteV(C) to be the collection of vertices of∆ insideC. Then the length of the cycle of cells St i(V ) equals to the
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(a)∆. (b)Ω . (c)∆ \Ω .
Fig. 3. The vertex coloring condition of∆.
total degrees of all the vertices ofV(C)minus twice of the number of edges connecting each pair of vertices ofV(C). Because
V(C) contains only one odd vertex V , St i(V ) is an odd cycle of cells for each i ≥ 2. For any two linear spline functions with
finite common zeros on∆, these zeros are no more than T − dist(V , ∂∆), according to Lemma 3.1. The theorem is proved.

Theorem 3.3. Let ∆ be a triangulation with an odd interior vertex V , and T be the number of cells of ∆. Denote d =
dist(V , ∂∆) ≥ 1. Let w = V V1V2 · · · Vd be one of the shortest paths from V to the boundary of ∆, where Vd ∈ ∂∆. Let
Ω = ⋃di=0 St(Vi) be the union of all the star regions of the vertices of w, where V0 = V . Denote P1, P2, . . . , Pt to be the
intersections betweenΩ and∆\Ω in counter-clockwise direction with respect toΩ , where P1, Pt ∈ ∂∆. Suppose all the vertices
of ∆ can be marked by 1 or −1, such that no vertices of the triangle in∆ \Ω are marked by the same number, and each pair of
vertices Pi, Pi+1, i = 1, 2, . . . , t − 1 are marked by different numbers. Then
BN(1, 0; 1, 0;∆) = T − dist(V , ∂∆).
The first theorem gives an upper bound of BN(1, 0; 1, 0;∆) for the triangulations with an odd interior vertex, while the
second one proves that the equals sign holds for a kind of triangulations. These results show that the Bezout number for
piecewise algebraic curves does not only depend on the number of odd interior vertices, but also on the topological location
of the odd interior vertices on triangulations.
Remark 3.4. Theorem 3.3 computes the exact value of BN(1, 0; 1, 0;∆)when a vertex coloring condition is imposed on the
triangulation ∆ (see Fig. 3 as an example, where the shortest path w is marked by boldfaced lines, with dist(V , ∂∆) = 2).
This condition is based on but stronger than the so-called 2-vertex signs, i.e., each vertex of∆ can bemarked by−1 or 1, such
that the vertices of no triangle of∆ are marked by the same number. Actually, any triangulation is of 2-vertex signs [14]. An
open problem is to show that whether all the triangulations with an odd interior vertex satisfy the desired vertex coloring
condition, so that we can eliminate it in Theorem 3.3.
The proof of Theorem 3.3 is complicated due to the construction of linear spline functions. In the remaining part of this
section, we give some definitions and lemmas for preparations of the proof.
Definition 3.5. Let f : R2 → R be a function and δ = [V1, V2, V3] be a triangle of∆. We say that the function f satisfies IM
condition on the cell δ, if the function values of f on the vertices of δ satisfy the following two conditions:
0 < |f (V1)| < |f (V2)| < |f (V3)|,
sgn(f (V1)) = −sgn(f (V2)) = sgn(f (V3)).
For short, we say f ∈ IM(δ). Otherwise, we say f 6∈ IM(δ).
Remark 3.6. For any cell δ = [V1, V2, V3] of ∆, if s(x, y) ∈ S01(∆) satisfies IM condition on δ, we define s′(x, y) ∈ S01(∆) by
s′(Vi) = sgn(s(Vi)), i = 1, 2, 3, then two curves s = 0, s′ = 0 have exactly one intersection in the interior of δ. So it comes
to the meaning of IM condition: to intersect with middle line of the triangle.
We introduce the evaluating function H as follows, which is essential for the final construction of linear spline functions.
Definition 3.7. Let Υ = V0V1V2 · · · Vt be a path in∆. For i = 1, 2, . . . , t − 1, if Vi is an interior vertex of∆, n(Vi; Vi−1, Vi+1)
is defined to be the number of edges connecting Vi in the region from ViVi−1 to ViVi+1 in clockwise direction; otherwise, it is
defined to be the number of edges connecting Vi in the region from ViVi−1 to ViVi+1 in the directionwithout reaching outside
region of∆. For j = 1, 2, . . . , t − 1, denote
N(Vj; V1, . . . , Vj−1, Vj+1) =
j∑
i=1
n(Vi; Vi−1, Vi+1)
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to be the sum of n(Vi; Vi−1, Vi+1) from i = 1 to j. For the pathΥ and two integers a0, a1, the evaluating functionH(Υ ; a0, a1)
is defined by:
H(Υ ; a0, a1) = (−1)t+1
(
a1 + (a0 + a1)
t−1∑
j=1
(−1)N(Vj;V0,V1,...,Vj−1,Vj+1)
)
. (1)
Remark 3.8. Although the definition of n(Vi; Vi−1, Vi+1) is rather tedious, from N(Vj; V1, . . . , Vj−1, Vj+1)’s definition above
and the discussion later, we will see that n(Vi; Vi−1, Vi+1) will only be used for its parity property and only for even vertex
Vi. Thus, n(Vi; Vi−1, Vi+1) can be always considered to be the number of edges connecting Vi between ViVi−1 and ViVi+1 in
either of the directions with no confusion arising.
The following lemma describes some useful properties of the evaluating function H .
Lemma 3.9. Let t,m be integers such that |m| > t ≥ 2. Suppose
s(V0) = m, s(V1) = ±1−m, s(Vi) = H(V0V1 · · · Vi−1Vi; s(V0), s(V1)), i = 2, 3, . . . , t.
Then the function H has the following properties:
1. Additivity. Let t ′ be an index such that 1 ≤ t ′ ≤ t. Then
H(Υ ; s(V0), s(V1)) = H(Vt ′−1Vt ′ · · · Vt−1Vt; s(Vt ′−1), s(Vt ′)).
2. Invertibility. Denote Υ −1 = VtVt−1 · · · V1V0 to be the inverse path of Υ . Then
s(V0) = H(Υ −1; s(Vt), s(Vt−1)).
3. Uniqueness. Suppose∆ is an even triangulation. Let Υ ′ be another path in∆whose start point, endpoint are V0, Vt , respectively,
such that length (Υ ) and length (Υ ′) have the same parity. Then
H(Υ ; s(V0), s(V1)) = H(Υ ′; s(V0), s(V1)).
Proof. In the following proof, we assume that m > 0 and s(V1) = 1 − m. Similar discussion can be done in other cases.
The first property follows directly from the definition of the evaluating function. To check the second one, we denote ni =
n(Vi; Vi−1, Vi+1), Ni = N(Vi; V1, . . . , Vi−1, Vi+1)without arising ambiguity, i = 2, 3, . . . , t . We substitute the expressions of
s(Vt−1), s(Vt) into H(Υ −1; s(Vt), s(Vt−1)), and have
H(Υ −1; s(Vt), s(Vt−1)) = (−1)t+1(s(Vt−1)+ (s(Vt−1)+ s(Vt))((−1)nt−1 + · · · + (−1)nt−1+nt−2+···+n1))
= −
(
1−m+
t−2∑
j=1
(−1)Nj
)
+ (−1)Nt−1((−1)nt−1 + · · · + (−1)nt−1+nt−2+···+n1)
= −
(
1−m+
t−2∑
j=1
(−1)Nj
)
+ (−1)Nt−2 + (−1)Nt−3 + · · · + (−1)N1 + 1
= m
= s(V0).
To check the third property, since the first and second properties are valid, we only need to prove that s(V0) = H(Υ ′;
s(V0), s(V1)) for any cycle (i.e., the path whose start point and endpoint are the same) Υ ′ = V0V1 · · · Vt−1VtV0 in ∆, where
t is an odd number. Then it is equivalent to show that
1+ (−1)N1 + (−1)N2 + · · · + (−1)Nt = 0.
Denote∆′ to be the sub-triangulation of∆with all the edges ofΥ ′ to be the boundary edges. Then∆′ contains even number
of cells and boundary vertices.We usemathematical induction on the number of cells of∆′. The conclusion is obviously valid
when∆′ contains 2 cells. Suppose the conclusion is valid for the triangulationwith 2M cells,M ≥ 1. Let∆′ be a triangulation
with 2M+2 cells. If there exist two adjacent cells of∆′, sharing two edges and three verticeswith another two adjacent cells
of∆′, we denote∆′′ to be the sub-triangulation of∆′ by deleting the two adjacent cells from it (see Fig. 4(a)). SupposeVkVk−1,
VkVk+1 are the common edges between∆′′ and∆′ \ ∆′′. We denote n′i,N ′i and n′′i ,N ′′i to be the number of edges defined as
before in∆′ and∆′′ respectively. Because∆′′ is an even triangulation with even number of cells and boundary vertices,
1+ (−1)N ′′1 + (−1)N ′′2 + · · · + (−1)N ′′t = 0
follows from the assumption. To compare three pairs of values {N ′k−1,N ′′k−1}, {N ′k,N ′′k }, {N ′k+1,N ′′k+1}, we have the following
relations:
n′′k−1 = n′k−1 + 1, n′′k = n′k = 1, n′′k+1 = n′k+1 + 1.
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Fig. 4. The sub-triangulation∆′′ by deleting two adjacent cells from∆′ .
As a result, N ′′k−1 and N
′
k, N
′′
k and N
′
k−1 have the same parity. It follows from N
′′
k+1 = N ′k+1 + 2 that
(−1)N ′′k−1 + (−1)N ′′k + (−1)N ′′k+1 = (−1)N ′k−1 + (−1)N ′k + (−1)N ′k+1 .
If∆′ has no pair of cells sharing two edges and three vertices with another two cells of∆′, there exists two adjacent cells of
∆′, which share three edges and four vertices with another three cells of ∆′ (see Fig. 4(b)). We denote those four common
vertices to be Vk−2, Vk−1, Vk, Vk+1 and∆′′ to be the sub-triangulation without two cells [Vk−2, Vk−1, Vk+1], [Vk−1, Vk, Vk+1].
It follows from
n′′k−2 = n′k−2 + 1, n′′k+1 = n′k+1 + 2
that
(−1)N ′′k−2 = −(−1)N ′k−2 , (−1)N ′k−1 + (−1)N ′k = 0, (−1)N ′′k+1 = −(−1)N ′k+1 ,
which imply
(−1)N ′′k−2 + (−1)N ′′k+1 = (−1)N ′k−2 + (−1)N ′k−1 + (−1)N ′k + (−1)N ′k+1 .
Again we show that conclusion is valid for the triangulation∆′ with 2M + 2 cells. Lemma is proved. 
The third property of the evaluating functionH is significant in the proof of ourmain result, because it gives an evaluating
rule of a linear spline function on even triangulations, which is illustrated in the following lemma.
Lemma 3.10. Let ∆ be an even triangulation and s(x, y) ∈ S01(∆) be a linear spline function on ∆. Mark all the vertices of ∆
by + or − so that ∆ is of 2-vertex signs. Suppose s(V0) = m, s(V1) = 1 − m, where m is a natural number with m > t ≥ 2.
For each vertex V ∈ ∆, V 6= V0, V1, let Υ = V0V1 · · · Vt−2Vt−1V be a path from V0 to V as the endpoint, such that Vi−1 and Vi,
Vt−1 and V are marked by different signs, i = 1, 2, . . . , t − 1. Suppose s(V ) = H(Υ ; s(V0), s(V1)). Then the spline function s is
uniquely determined on∆. Moreover, the function satisfies IM condition on each cell of ∆.
Proof. The first conclusion follows directly from the third property of evaluating function H in Lemma 3.9. To prove the
second conclusion, let [Vt−1, Vt , Vt+1] be a cell of∆, such that
s(Vt−1) = H(V0V1 · · · Vt−2Vt−1; s(V0), s(V1)), s(Vt) = H(Υ ; s(V0), s(V1)),
s(Vt+1) = H(V0V1 · · · VtVt+1; s(V0), s(V1)).
Then we have
sgn(s(Vt−1)) = −sgn(s(Vt)) = sgn(s(Vt+1)). (2)
Moreover, from s(Vt−1) + s(Vt) = (−1)t+1+Nt−1 , s(Vt) + s(Vt+1) = (−1)t+1+Nt , where Nt − Nt−1 = nt is an even number,
we obtain that
s(Vt−1)+ s(Vt) = −(s(Vt)+ s(Vt+1)). (3)
Thus, the function s(x, y) satisfies IM condition on each cell of∆. The lemma is proved. 
Remark 3.11. Lemma 3.10 actually gives another proof of BN(1, 0; 1, 0;∆) = T for any even triangulation∆.
At the end of this section, we introduce another definition, which can be considered as a special case of IM condition.
Definition 3.12. Let a, b be two nonzero integers. We say that {a, b} is 1-2 contiguous, if a and b satisfy
a− b = ±2, if sgn(a) = sgn(b);
a+ b = ±1, otherwise.
For short, we denote it by {a, b} ∈ C12.
The following lemma gives the relation between 1-2 contiguous condition and IM condition, which is easily obtained.
Lemma 3.13. Let s(x, y) be a function on the triangle [V1, V2, V3]. If {s(V1), s(V2)}, {s(V2), s(V3)}, {s(V3), s(V1)} are all
1–2 contiguous, then s ∈ IM([V1, V2, V3]).
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4. Proof of the main result
In this section, we give the proof of Theorem 3.3. To construct two linear piecewise algebraic curves with the given
number of intersections, we only need to construct a linear spline function s(x, y), using the idea of Remark 3.6. This is done
by evaluating s(x, y) on two regions of∆: the sub-triangulationΩ and the even triangulation∆ \Ω .
Proof of Theorem 3.3. Let ∆ be the triangulation with an odd interior vertex V , such that ∆ satisfies the desired vertex
coloring condition.We need to construct two linear piecewise algebraic curves with exactly T−d intersections on∆, where
d = dist(V , ∂∆). Mark all the vertices of ∆ \ Ω by + or −, such that ∆ \ Ω is of 2-vertex signs and P1, P2, . . . , Pt , the
intersections between Ω and ∆ \ Ω , are marked by +,− alternately, where P1, Pt ∈ ∂∆. Without loss of generality, we
mark P1 by +. Let s(x, y) ∈ S01(∆) be a linear spline function on ∆, and m be a large positive even number. For arbitrary
vertex Q ∈ ∆ \ Ω , Q 6= P1, P2, let ΥQ = P1P2 · · ·Q be a path from P1 to Q in ∆ \ Ω which satisfies the alternate sign
condition, i.e., each pair adjacent vertices of ΥQ were marked by different signs. And s(P1), s(P2), s(Q ) are given by
s(P1) = m, s(P2) = 1−m, s(Q ) = H(ΥQ ; s(P1), s(P2)). (4)
Although there are many paths from P1 to Q in∆ \Ω which satisfy the alternate sign condition, the value s(Q ) is uniquely
determined and s ∈ IM(δ) holds for each cell δ ∈ ∆ \Ω according to Lemma 3.10, since∆ \Ω is an even triangulation. We
denote nj = n(Pj; Pj−1, Pj+1),Nj = N(Pj; P1, . . . , Pj−1, Pj+1), n(Vi) = n(Vi; Vi−1, Pi+1) for short, j = 2, . . . , t−1, i = 1, . . . , d.
We also denote vi = s(Vi), pj = s(Vj) to be the function values we shall give on the vertices Vi, Pj respectively. Then function
values pj, j = 2, 3, . . . , t − 1 have the following relations:
pj−1 = pj+1, if nj is odd;
pj−1 + pj+1 = −2pj, if nj is even. (5)
Also, for j = 2, . . . , t , we have
pj−1 + pj = ±1. (6)
It remains to choose the function values vi, i = 0, 1, . . . , d to determine s(x, y) on ∆. Let Pa be the one of the common
adjacent vertices of V0 and V1 with smaller index. We choose v0, v1 such that
v0 = −2pa+1 − pa, v1 = −2v0 − pa+1. (7)
We define α1, β1 to be the indices of the common adjacent vertices of V0, V1, such that β1 = a < α1. Then we have
pβ1 = pa, pα1 = pa+1, 1 = ‖pα1 | − |v0‖ < ‖pβ1 | − |v0‖ = 2.
For i = 2, . . . , d, we define αi, βi to be the indices of the common adjacent vertices of Vi−1, Vi, such that
‖pαi | − |vi−1|| < ‖pβi | − |vi−1||. (8)
We will show that the definition of αi, βi is well defined using Property (b) below. For i = 2, 3, . . . , d, we choose vi induc-
tively:
vi = vi−2, if n(Vi−1) is odd;
vi = −2vi−1 − pαi , if n(Vi−1) is even, sgn(pαi) = −sgn(vi−1);
vi = (−pαi − vi−1)/2, if n(Vi−1) is even, sgn(pαi) = sgn(vi−1).
(9)
Then s(x, y) ∈ S01(∆) is uniquely determined on∆. For j = 1, . . . , t , i = 1, . . . , d, we will see that the function values pj, vi
onΩ have the following properties.
(a) All the pj, vi are positive even numbers or negative odd numbers.
(b) pαi + pβi is an odd number, and sgn(pαi) = −sgn(pβi).
(c) {vi−1, pαi}, {vi, pαi} ∈ C12. Moreover, vi−1 + vi = ±1.
(d)
For αi < a, {vi−1, pαi+1}, {vi, pαi−1} ∈ C12,
if {Vi−1, Pαi+1}, {Vi, Pαi−1} are pairs of adjacent vertices, respectively;
for αi > a, {vi−1, pαi−1}, {vi, pαi+1} ∈ C12,
if {Vi−1, Pαi−1}, {Vi, Pαi+1} are pairs of adjacent vertices, respectively.
(e)
|pβi | < |pαi | < |vi| or |pβi | > |pαi | > |vi|. (10)
(f) Suppose αi < βi, and Vi is adjacent to Pαi−1 and Pβi+1. Then
pαi−1 + pαi = pβi + pβi+1. (11)
|vi| > max{|pαi−1|, |pαi |, |pβi |, |pβi+1|}, or |vi| < min{|pαi−1|, |pαi |, |pβi |, |pβi+1|}. (12)
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a b c
Fig. 5. Some examples of spline function s(x, y) evaluated onΩ .
We shall use these properties to show that the spline function s(x, y) given by Eqs. (4), (7) and (9) satisfies IM condition
on T − d number of cells of ∆. Property (a) follows from Eqs. (5) and (9) because m is a large positive even number. By
calculating the adjacent vertices of V0, . . . , Vi on the boundary ofΩ , we have
|αi − βi| + 1 =
i∑
l=0
deg(Vl)− (2i+ 1),
which means that αi − βi is odd. Then Property (b) holds because pαi and pβi have different signs and parities from Prop-
erty (a). Thus αi and βi are well defined in Eq. (8). We leave the proofs of Properties (c)–(f) in Appendix. It is easy to check
that IM condition is satisfied on each cell of St(V0) \ St(V1) (here we use St(Vi) to denote the collection of all the cells
in the star region of Vi). For i = 1, 2, . . . , d, we consider IM condition on four different types of cells of St(Vi). At first,
s ∈ IM([Vi−1, Vi, Pαi ]) holds according to Property (c). Then we will see that s 6∈ IM([Vi−1, Vi, Pβi ]). In fact, from Properties
(c) and (e), we have the following conclusion.
If sgn(pβi) = sgn(vi−1) = −sgn(vi) = −sgn(pαi),
then {vi,−vi−1, pαi} is an arithmetic sequence with difference ± 1,
|pβi | < |pαi | < |vi−1| < |vi| or |pβi | > |pαi | > |vi−1| > |vi|; (13)
if sgn(pβi) = sgn(vi) = −sgn(vi−1) = −sgn(pαi),
then {pαi ,−vi, vi−1} is an arithmetic sequence with difference± 1,
|pβi | < |pαi | < |vi| < |vi−1| or |pβi | > |pαi | > |vi| > |vi−1|. (14)
Eqs. (13) and (14) lead to s 6∈ IM([Vi−1, Vi, Pβi ]). Next we consider the cells with two vertices on ∂Ω . Suppose αi < a ≤ βi, Vi
is adjacent to Pαi−1 and Pβi+1. Then Eq. (6), Properties (c) and (d) already tell us that {Pαi , Pαi−1}, {Vi, Pαi}, {Vi, Pαi−1} are all 1-2
contiguous, and s ∈ IM([Vi, Pαi , Pαi−1]) follows from Lemma 3.13. If Vi is also adjacent to Pαi−2, then we have nαi−1 = 1 and
pαi−2 = pαi , which gives the same result for [Vi, Pαi−1, Pαi−2] and other cells [Vi, Pl, Pl−1], l ≤ αi−1 (if they exist). To discuss
the cells in the lower half region ofΩ (i.e., the cells which contain the vertex Pj with j > a), according to Property (f) and
sgn(pβi+1) = −sgn(pβi) = sgn(pαi) = −sgn(pαi−1),
we obtain s ∈ IM([Vi, Pβi , Pβi+1]). The same result can be given for other cells [Vi, Pl, Pl+1], l ≥ βi + 1, if Vi is adjacent to
other Pl. Therefore, we already show that for i = 1, 2, . . . , d,
s(x, y) ∈ IM(δ) for each cell δ ∈ Ω \
d⋃
i=1
[Vi−1, Vi, Pβi ].
Then we define another linear spline function s′(x, y) ∈ S01(∆) by s′(P) = sgn(s(P)) for each vertex P ∈ ∆. Remark 3.6 tells
us that s = 0 and s′ = 0 have exactly an intersection in the interior of each cell ofΩ \⋃di=1[Vi−1, Vi, Pβi ]. From Eqs. (13) and
(14), we can see that s = 0 and s′ = 0 have no intersections in [Vi−1, Vi, Pβi ], i = 1, . . . , d. Hence, they have exactly T − d
number of intersections in∆, which finishes the proof of Theorem 3.3. 
Remark 4.1. Because the value of the function s(x, y) on each vertex is inherited from the value on one of its adjacent
vertices, by changing the sign of the value and increasing or decreasing the absolute value by one, the initial number m
can be chosen such that m is greater than number of edges of ∆. Therefore, the function value on each vertex of ∆ can be
guaranteed to be always nonzero, as Property (a) shows.
Fig. 5 shows some examples of the evaluations of the linear spline function s(x, y) with respect to different structures
ofΩ , where the shortest path from V to the boundary of ∆ is marked by boldfaced lines, the number on each vertex ofΩ
represents the function value on the corresponding vertex, and the cells on which IM condition is not satisfied are marked
by ?.
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Appendix
A.1. Proof of Properties (c)–(e)
We shall prove Properties (c)–(e) simultaneously by using mathematical induction. Notice that if {vi−1, pαi} ∈ C12 holds,
then {vi, pαi} ∈ C12, vi−1 + vi = ±1 are both valid according to Eqs. (5), (9). Thus we only need to prove {vi−1, pαi} ∈ C12
and Properties (d), (e). It follows from Eq. (7) that {v0, pα1}, {v0, pα1−1} ∈ C12. If V1 is adjacent to Pα1+1, then nα1 = 2, which
means {pα1+1,−pα1 , pα1−1}, {v0,−pα1 , pα1−1} are both arithmetic sequences with difference ±1. Then pα1+1 = v0 holds
and {v0, pα1−1} ∈ C12 follows. Hence Properties (c), (d) hold for i = 1. Using Eq. (7) and observing that {pβ1 ,−pα1 , v0,−v1}
is an arithmetic sequence with difference±1, we obtain
|v1| − |pβ1 | = |v1 + pβ1 | = | − 2v0 − pα1 + pβ1 | = | − 2v0 + (pβ1 + v0)/2+ pβ1 | = | − 3v0/2+ 3pβ1/2| = 3,
if |pα1 | < |v0|;
|v1| − |pβ1 | = −|v1 + pβ1 | = −|2v0 + pα1 − pβ1 | = −|2v0 − (pβ1 − v0)/2− pβ1 | = −|3v0/2− 3pβ1/2| = −3,
if |pα1 | > |v0|.
Thus Property (e) holds for i = 1.
Next we fix 1 ≤ i ≤ d − 1, and assume that Properties (c), (d), (e) are valid in the case of i. We give the discussion on
these properties in the case of i+ 1, by considering different parities of n(Vi).
Case 1. n(Vi) is odd. We suppose αi < βi. Noticing that Pαi may have two probable locations, we have
if αi+1 < βi+1, then αi+1 − αi, βi − βi+1 are both even, and pαi = pαi+1 , pβi = pβi+1;
if αi+1 > βi+1, then βi+1 − αi, βi − αi+1 are both even, and pαi = pβi+1 , pβi = pαi+1 .
(15)
However, we will see that the second situation does not occur. In fact, if sgn(pαi) = −sgn(vi−1), then {pαi ,−vi−1, vi} is an
arithmetic sequence. Combining it with Property (e), we know that the values of {|pαi |, |pβi |} and |vi| are in different sides
of |vi−1|. Hence
||pαi | − |vi|| < ||pβi | − |vi||,
which indicates that αi+1 < βi+1. If sgn(pαi) = sgn(vi−1), then {pαi ,−vi, vi−1} is an arithmetic sequence. Combining it with
Eq. (10), we have
‖pβi | − |vi−1‖ ≥ 3.
Thus we obtain
‖pβi | − |vi‖ ≥ ‖pβi | − |vi−1‖ − 1 > 1 = ‖pαi | − |vi‖.
So the second situation of Eq. (15) does not occur, otherwise we get ‖pβi+1 | − |vi‖ < ‖pαi+1 | − |vi‖ which contradicts the
definitions of αi+1, βi+1. That is,
αi+1 < βi+1, pαi = pαi+1, pβi = pβi+1 , vi+1 = vi−1. (16)
And from our assumption {vi, pαi} ∈ C12, we have
{vi, pαi+1} ∈ C12. (17)
So Property (c) is valid for i + 1. To check Property (d), we suppose Vi+1 is adjacent to Pαi+1−1. If n(Vi) ≥ 3, then nαi+1 = 2,
pαi+1+1 = pαi−1, Vi is adjacent to Pαi−1 (see Fig. 6(a)). According to our assumption on Property (d) in the case of i,{vi, pαi−1} ∈ C12. So we have
{vi, pαi+1+1} ∈ C12. (18)
Then combining it with Eq. (17), we can see that any two elements of {pαi+1 , pαi+1+1, vi} are 1-2 contiguous, so are any two
elements of {pαi+1−1, pαi+1 , pαi+1+1}. Then we have
pαi+1−1 = vi, if sgn(vi) = −sgn(pαi+1);
vi+1 = −(vi + pαi+1)/2 = pαi+1+1, if sgn(vi) = sgn(pαi+1).
Either of them leads to
{vi+1, pαi+1−1} ∈ C12. (19)
Then Eqs. (18), (19) prove Property (d) when n(Vi) ≥ 3. If n(Vi) = 1, then Pαi+1 = Pαi and nαi+1 = 3 (Fig. 6(b)). In this
case, Vi is not adjacent to Pαi+1+1. Thus we only need to prove {vi+1, pαi+1−1} ∈ C12. And this is easily obtained from the fact
pαi+1−1 = pαi+1, vi+1 = vi−1 and the assumption {vi−1, pαi+1} ∈ C12. To prove Property (e), it follows from {pαi , vi−1} ∈ C12
that pαi 6= vi−1. So we obtain
|pβi | < |pαi | < |vi−1| or |pβi | > |pαi | > |vi−1|
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using vi−1 + vi = ±1 and our assumption on Property (e) in the case of i. Combining it with Eq. (16) leads to
|pβi+1 | < |pαi+1 | < |vi+1| or |pβi+1 | > |pαi+1 | > |vi+1|,
which proves Property (e) in the case of i+ 1.
Case 2. n(Vi) is even, αi < βi, αi+1 < βi+1 (Fig. 6(c)). Then we have pαi+1 = pαi−1, pαi+1+1 = pαi . Because {vi, pαi−1},{vi, pαi} are both 1-2 contiguous according to our assumption, we have
{vi, pαi+1}, {vi, pαi+1+1} ∈ C12.
That proves Property (c) and the first conclusion of Property (d). To check the second one, we assume that Vi+1 is adjacent
to Pαi+1−1, then nαi+1 = 2. Again, we can see that any two elements of {pαi+1−1, pαi+1 , pαi} and any two of {pαi+1 , pαi , vi} are
1-2 contiguous. Thus we have
pαi+1−1 = vi, if sgn(vi) = −sgn(pαi+1);
vi+1 = −(vi + pαi+1)/2 = pαi , if sgn(vi) = sgn(pαi+1),
which indicates {vi+1, pαi+1−1} ∈ C12. Then we check Property (e). If sgn(pαi) = sgn(vi), then {pαi ,−pαi+1 , vi,−vi+1} is
an arithmetic sequence. Combining the assumption on Property (e) with the first equation of Property (f) (we will see in
Appendix A.2 that the proof of the first equation of Property (f) is independent of Properties (a)–(e)), we have
|pβi+1 | < |pβi | < |pαi | < |pαi+1 | < |vi| < |vi+1| or |pβi+1 | > |pβi | > |pαi | > |pαi+1 | > |vi| > |vi+1|.
If sgn(pαi) = −sgn(vi), then {−vi, pαi = vi+1,−pαi+1} is an arithmetic sequence. Repeating the former skill and using the
definition of αi+1, βi+1, we have
|pβi | < |pβi+1 | < |pαi+1 | < |vi+1| = |pαi | < |vi| or |pβi | > |pβi+1 | > |pαi+1 | > |vi+1| = |pαi | > |vi|.
Then Property (e) is proved.
Case 3. n(Vi) is even, αi < βi, αi+1 > βi+1 (Fig. 6(d)). Using the result of Case 2, we have {vi, pβi+1} ∈ C12. If sgn(vi)= −sgn(pβi+1), then from
‖vi| − |pαi+1 || < ‖vi| − |pβi+1 || = 1,
we obtain that vi = pαi+1 . Combining it with Property (e) (in the case of (i)) leads to the following contradictory inequality
2 ≤ ‖vi| − |pβi‖ = ‖pαi+1 | − |pβi‖ = 1.
Thus we have
sgn(vi) = sgn(pβi+1), vi − pβi+1 = ±2.
Using the definitions of αi+1, βi+1, we have
‖vi| − |pαi+1 || ≤ ‖vi| − |pβi+1 || − 1 = 1.
Combining it with sgn(vi) = −sgn(pαi+1) leads to
{vi, pαi+1} ∈ C12, pαi+1 = vi−1 or pαi .
The first equation proves Property (c). Combining Property (e) with the fact that {pαi ,−vi−1, vi} is an arithmetic sequence,
we have ‖vi−1| − |pβi‖ ≥ 2, which implies
‖vi−1| − |pαi+1 || ≥ ‖vi−1| − |pβi || − 1 ≥ 1,
which implies
‖vi−1| − |pαi+1‖ ≥ ‖vi−1| − |pβi‖ − 1 ≥ 1, pαi+1 6= vi−1, pαi+1 = pαi . (20)
Then
pβi+1 = pβi (21)
follows directly from Eq. (11). Since
sgn(pβi) = sgn(vi) = −sgn(vi−1), 1 ≤ ‖pβi | − |vi−1‖ − 1 ≤ |pβi − vi| ≤ 1+ ‖pαi+1 | − |vi‖ = 2,
we have pβi − vi = ±2. Because n(Vi) is even, pαi+1−1 = pβi , we obtain
{vi, pαi+1−1} ∈ C12. (22)
SupposeVi+1 is adjacent to Pαi+1+1, thennαi+1 = 2.We can see that {pβi ,−pαi+1 , pαi+1+1}, {pβi ,−pαi+1 , vi} are both arithmetic
sequences, which indicates pαi+1+1 = vi, and
{vi+1, pαi+1+1} ∈ C12. (23)
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(a) n(Vi) = 1. (b) n(Vi) = 3. (c) n(Vi) = 2, αi+1 < βi+1 . (d) n(Vi) = 2, αi+1 < βi+1 .
Fig. 6. Different cases of locations of Pαi , Pαi+1 , Pβi , Pβi+1 in St(Vi).
Eqs. (22), (23) prove Property (d) in the case of i+ 1. To check Property (e), from {pαi , vi+1} ∈ C12, we have pαi 6= vi+1. Then
we obtain
|pβi | < |pαi | < |vi+1| or |pβi | > |pαi | > |vi+1|
using vi + vi+1 = ±1 and our assumption on Property (e) in the case of i. Combining it with Eqs. (20) and (21) proves
Property (e) in the case of i+ 1.
The other two cases: αi > βi, αi+1 > βi+1 and αi > βi, αi+1 < βi+1 can be discussed in the same way as Case 2 and
Case 3, respectively. Therefore, we finish the proofs of Properties (c)–(e). 
All the cases we discuss above are illustrated in Fig. 6. Notice that in the fourth sub-figure, Pαi jumps to Pαi+1 from upper
half region to lower half one only if sgn(pαi) = sgn(vi−1).
A.2. Proof of Property (f)
To check Eq. (11), we assume αi < βi without loss of generality. We recall the expression of evaluating function (1), and
have
pαi−1 + pαi = (−1)αi+Nαi−1 , pβi + pβi+1 = (−1)βi+1+Nβi .
To see the parity of Nβi − Nαi−1, we get a sub-triangulation Ω̂i by wiping out all the edges adjacent with Pj from Ω ,
j = 1, 2, . . . , αi − 1, βi + 1, . . . , t . Then Ω̂i is a triangulation with V0, . . . , Vi−1 to be the interior vertices and Vi, Pαi ,
Pαi+1, . . . , Pβi−1, Pβi to be the boundary vertices. Using Euler’s formula and noticing that two interior edges ViPαi , ViPβi inΩ
become boundary edges in Ω̂i, we have
Nβi − Nαi−1 =
βi∑
k=αi
nk = EI(Ω̂i)− i+ 2 = (3i+ βi − αi + 2− 3)− i+ 2 = 2i+ βi − αi + 1,
where EI(Ω̂i) denotes the number of all the interior edges of Ω̂i. Thus αi + Nαi−1 and βi + 1 + Nβi have the same parity,
which proves Eq. (11). To check Eq. (12), we use Property (e) and the facts vi−1 + vi = ±1, {vi, pαi−1}, {vi, pαi} ∈ C12, and
obtain
|vi| > max{|pαi−1|, |pαi |, |pβi |}, or |vi| < min{|pαi−1|, |pαi |, |pβi |}.
If sgn(pβi) = −sgn(vi−1), then sgn(pβi+1) = −sgn(vi). From |vi| 6= |pβi+1| and pβi + pβi+1 = ±1, we get Eq. (10) easily. If
sgn(pβi) = sgn(vi−1), then {pαi ,−vi−1, vi} is an arithmetic sequence with difference±1. So we obtain
|pβi+1| ≤ |pβi | + 1 ≤ |vi−1| − 2+ 1 < |vi| − 1, if |pαi | < |vi−1|;
|pβi+1| ≥ |pβi | − 1 ≥ |vi−1| + 2− 1 > |vi| + 1, if |pαi | > |vi−1|.
That proves Eq. (12). Then we finish the proof of Property (f).
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