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Abstract. Many of the input-parameter-to-output-quantity-of-interest maps that arise in com-
putational science admit a surprising low-dimensional structure, where the outputs vary primarily
along a handful of directions in the high-dimensional input space. This type of structure is well
modeled by a ridge function, which is a composition of a low-dimensional linear transformation with
a nonlinear function. If the goal is to compute statistics of the output—e.g., as in uncertainty quan-
tification or robust design—then one should exploit this low-dimensional structure, when present, to
accelerate computations. We develop Gaussian quadrature and the associated polynomial approxi-
mation for one-dimensional ridge functions. The key elements of our method are (i) approximating
the univariate density of the given linear combination of inputs by repeated convolutions and (ii) a
Lanczos-Stieltjes method for constructing orthogonal polynomials and Gaussian quadrature.
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1. Numerical methods for high-dimensional integration. High-
dimensional integration is a common problem in scientific computing arising
from, for example, the need to estimate expectations in uncertainty quantifica-
tion [62, 64] and robust design [1], where physics-based simulation models contain
parametric uncertainty. However, integration suffers from the curse of dimen-
sionality [65, 23]; loosely, the amount of information (e.g., integrand evaluations)
needed to estimate the integral to within a fixed tolerance grows exponentially with
dimension (i.e., the number of independent variables affecting the integrand). Monte
Carlo [58] is a popular method for high-dimensional integration, since its O(N−1/2)
convergence rate is independent of dimension. However, this rate is also very slow,
which precludes the possibility of high accuracy; to obtain k accurate digits, one must
sample the integrand O(102k) times. There are many extensions to simple Monte
Carlo that produce relatively higher accuracy (i.e., variance reduction) including
stratified sampling, control variates, and multi-level methods [30]. Quasi-Monte Carlo
methods [6] have a superior dimension-independent convergence rate of O(N−1) for
certain classes of functions, though high accuracy is still elusive. Interpolatory sparse
grid integration [5] converges rapidly—comparable to one-dimensional interpolatory
integration rules [66]—for smooth functions with small mixed partial derivatives,
which makes high accuracy possible. Common sparse grid rules contain a level
parameter where the nodes of the level ` − 1 sparse grid are a subset of the level
` sparse grid nodes, which enables practical numerical convergence studies; such
rules are called nested. Although sparse grids are theoretically optimal in a precise
sense [57], the number of nodes needed to advance from level ` − 1 to ` is still too
large for many scientific computing applications with expensive integrands.
An alternative strategy is to approximate the integrand with an easy-to-integrate
approximation, such as a multivariate polynomial [43]. For any polynomial expressed
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in an orthogonal (with respect to the integration measure) polynomial basis, the in-
tegral of the polynomial is the coefficient associated with the constant term; this fact
has contributed to the popularity of so-called polynomial chaos methods in uncer-
tainty quantification [48]. From a Monte Carlo perspective, an approximation-based
approach is comparable to control variates [58]. The integration error is tied to the in-
tegrand approximation error. Unfortunately, polynomial and related approximations
are also dimensionally cursed; approximation-based approaches effectively trade one
intractable high-dimensional problem for another. But the general idea of identifying
exploitable structure in the integrand remains appealing and motivates our approach.
1.1. Ridge structure in scientific computing applications. Many func-
tions that map input parameters to an output quantity of interest found in scientific
computing applications admit a surprising one-dimensional structure we call ridge
structure. A ridge function [59] is a function f : Rm → R of the form
(1.1) f(x) = g(a>x),
where a ∈ Rm is a constant vector called the ridge direction and g : R → R is the
ridge profile [56]. Without loss of generality, we can assume a has unit 2-norm. Ridge
functions are constant along directions in the domain that are orthogonal to a; for u
such that u>a = 0,
(1.2) f(x + u) = g
(
a>(x + u)
)
= g(a>x) = f(x).
Despite their name, ridge functions are not related to ridge regression [38, Chap-
ter 3.4], which is a linear approximation scheme with 2-norm regularization on the
coefficients. In contrast, ridge functions are basic objects in projection pursuit regres-
sion [26], which approximates a function with a sum of ridge functions. There is a
lot of literature on approximation by sums of ridge functions (see, e.g., chapters 22-24
of Cheney and Light [7]), partly because one-layer feed-forward neural networks can
be written as sums of ridge functions, where the ridge profile is commonly called the
activation function [39].
There are several methods for assessing whether a given function has ridge struc-
ture; these methods start by estimating a ridge direction. The gradient of a differen-
tiable ridge function points in the ridge direction, since ∇f(x) = a g′(a>x), where g′
is the derivative of the profile. If an application code includes algorithmic differentia-
tion [37] capabilities for sensitivity analysis or optimization, then a single simulation
may reveal the ridge direction in a model’s input/output map. When gradients are
not available, one can use a set of function evaluations or point queries to estimate the
ridge direction. For a well-behaved simulation, finite difference approximations of the
partial derivatives may suffice to estimate a gradient and hence the ridge direction.
Cohen et al. [8] analyze a greedy procedure for estimating the ridge direction a from
point queries when all elements of a are non-negative and a is compressible. For-
nasier et al. [25] extend the analysis to the case where a in (1.1) is a tall matrix with
compressible columns; their method uses finite difference approximations of random
directional derivatives. Tyagi and Cevher [70] relax the compressibility assumption.
These papers contain theoretical recovery guarantees and complexity estimates for
their algorithms.
In computational science, Constantine et al. [11] study the matrix C =
E[∇f ∇f>], whose dominant eigenspaces are active subspaces, and noted that C is
rank-one if and only if f is a continuously differentiable ridge function [12]. Thus,
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when C is rank-one, its first eigenvector is the ridge direction. In practice, if C is
nearly rank-one, then the associated f may be well-approximated by a ridge function
whose ridge direction is the first eigenvector of C. Numerical methods for estimating
C may use gradient capabilities when present [16, 41], and several approximations
have been developed when gradients are not available [49, 13, 24]. Another approach
for estimating a ridge direction involves fitting a ridge function model with a set of data
comprised of point queries of the computational model’s input/output map [12, 40].
Related techniques use a Bayesian framework to derive posterior distributions on
the ridge direction conditioned on data, and these approaches have been used in the
related statistical subfield of computer experiments [35, 53, 68].
In statistical regression, techniques for sufficient dimension reduction (SDR) [50]
use given predictor/response pairs to find low-dimensional subspaces of the predic-
tor (i.e., input) space that are statistically sufficient to characterize the response (i.e.,
output). These techniques have been applied to computational science models for sen-
sitivity analysis and dimension reduction [19, 51], where the predictor/response pairs
are point queries from the computational model and thus do not require gradients.
Glaws, Constantine, and Cook showed how the associated inverse regression meth-
ods from SDR should be interpreted as estimating ridge directions in deterministic
models [31].
No matter how one estimates a ridge direction a, one can assess the viability of
the one-dimensional ridge function model by plotting f(x) versus a>x using a set of
point queries. If the plot reveals (near) functional structure—i.e., that the function f
appears to be well represented by a univariate function of a>x—then the particular
parameter-to-quantity-of-interest map has ridge structure. In statistical regression,
such plots are called sufficient summary plots [20]. To avoid confusion with the
precise notion of statistical sufficiency, which is not valid in the case where the data
are derived from a deterministic function, we prefer to call these plots shadow plots,
since the name invokes the analogy of the surface’s shadow along all but one direction.
Several of these exploratory approaches for estimating ridge directions and gen-
erating shadow plots have revealed one-dimensional ridge structure in a range of
computational science applications, including wind farm modeling [46], aerospace de-
sign [55, 36, 3, 42], hypersonic vehicle modeling [15], turbine manufacturing [61, 2],
hydrologic models [45, 29], and energy models [32, 10, 18]. Figure 1 shows shadow
plots from several applications demonstrating the near one-dimensional ridge struc-
ture. To the best of our knowledge, there is neither a mathematical proof nor a first
principles physical argument for why such structure is so prevalent across compu-
tational science applications. Nevertheless, the exploratory perspective continues to
reveal such exploitable structure in real applications.
1.2. Exploiting ridge structure for numerical integration. The prevalence
of one-dimensional ridge structure in applications justifies the question: if a function
admits discoverable one-dimensional ridge structure, how can one exploit that struc-
ture to efficiently estimate the integral (e.g., the average) of the model’s output quan-
tity of interest? In other words, assume that a computational scientist can use one of
the methods mentioned above to determine that a given model’s input/output map is
a ridge function—or is well-approximated by a ridge function—and the method esti-
mates the ridge direction a; how can the scientist exploit this information to efficiently
estimate the map’s integral?
Such integration requires approximation of the density induced by the linear com-
bination a>x. We compute this density efficiently using repeated convolutions. This
4 ANDREW GLAWS AND PAUL G. CONSTANTINE
(a) Scramjet model [15] (b) Battery model [10] (c) Solar cell model [18]
(d) Reentry vehicle model [21] (e) Transonic airfoil model [9] (f) MHD generator model [32]
Fig. 1: One-dimensional shadow plots of data derived from computational models
across applications. The plots verify the near-one-dimensional structure in the in-
put/output map.
approach is valid provided that the components of x are independent, as is common
in computational science applications. We then introduce a procedure for comput-
ing a generalized Gaussian quadrature rule for computing univariate integrals with
respect to a known ridge direction in a high-dimensional space. The one-dimensional
representation enables high accuracy with relatively few function evaluations. Since
Gaussian quadrature is intimately tied to polynomial approximation, we obtain a
univariate polynomial approximation of f(x) using a basis of polynomials that are
orthogonal with respect to the density of a>x; this approximation can be used as a
surrogate or response surface approximation of f . A related approach by Tsilifis uses
the inverse empirical distribution to derive a polynomial approximation [69]. However,
this approach suffers from the relatively low accuracy of the empirical distribution;
our convolution-based approach has no such limitation. Additionally, low-dimensional
Gaussian processes can be used with reduced-variance Monte Carlo integration [35],
but this approach does not exhibit the same spectral convergence that is possible
using the proposed Gaussian quadrature method.
The remainder of this paper proceeds as follows. Section 2 contains important
background information, including discussions on ridge functions, Fourier expansions
in terms of orthogonal polynomials, and the Lanczos and Stieltjes methods. In Section
3, we introduce the new Lanczos-Stieltjes method for one-dimensional ridge approx-
imation and integration. Section 4 provides a heuristic extension of the method for
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approximate one-dimensional ridge functions, such as those shown in Figure 1.
2. Background. We represent the map from a computer model’s physical in-
puts1 to its output quantity of interest as a scalar-valued function of m independent
variables,
(2.1) y = f(x), y ∈ R, x ∈ Rm,
and we assume the input space is weighted by a given probability density function
p(x), which describes uncertainty in the model inputs. For simplicity, we assume this
density is uniform over the m-dimensional hypercube [−1, 1]m such that
(2.2) p(x) =
{
1
2m if ||x||∞ ≤ 1,
0 otherwise.
The independence is the important part; our approach extends easily to any product-
type density function.
2.1. Polynomial approximation. Gaussian quadrature is intimately tied to
approximation with orthogonal polynomials; for completeness, we provide a brief
background. Assume that f is square-integrable with respect to the input density
p(x). Then, f admits a Fourier expansion in orthogonal polynomials with respect to
p,
(2.3) y = f(x) =
∞∑
|α|=0
fα ψα(x),
where equality is denoted in the L2 sense [27]. The multivariate orthogonal polyno-
mials ψα(x) are indexed by the multi-index α ∈ Nm0 which denotes the degree of the
polynomial with respect to each of the components of x. Since p(x) is a product-type
uniform density, the multivariate polynomials are
(2.4) ψα(x) =
m∏
i=1
ψαi(xi),
where each ψαi is the univariate Legendre polynomial of degree αi. Without loss of
generality, we also assume that the ψα are normalized so that the coefficients in (2.3)
are the inner product of f with the appropriate polynomial,
(2.5) fα =
∫
f(x)ψα(x) p(x) dx.
This method of approximation by orthogonal polynomials also appears in the uncer-
tainty quantification literature under the name polynomial chaos [28, 71].
In practice, we compute the pseudospectral expansion [14] of f by truncating (2.3)
to include only polynomials of total degree d or less and approximating the integral
in (2.5) numerically:
(2.6) y = f(x) ≈
∑
|α|≤d
fˆα ψα(x), where fα ≈ fˆα =
M−1∑
j=0
ωj f(ξj)ψα(ξj),
1We do not consider numerical parameters such as grid spacing or solver tolerances.
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where (ξj , ωj), j = 0, . . . ,M−1 denote the nodes and weights of an M -point numerical
integration rule (e.g., tensor product Gauss quadrature) with respect to p.
Pseudospectral polynomial approximations serve as quick-to-evaluate surrogates
for the original function. However, as the input dimension m grows, the cost of
constructing (2.6) quickly increases—a total degree d polynomial in m dimensions
has
(
m+d
d
)
coefficients.
2.2. Polynomial approximation for ridge functions. To construct an or-
thogonal polynomial expansion of g(a>x) similar to (2.3), we must first understand
the transformed input space. Let u = a>x denote the scalar-valued input of the
ridge profile. The linear transform a>x induces a new density, which we denote q(u).
Figure 2 shows different rotations and projections, defined by different vectors a,
of the three-dimensional cube [−1, 1]3 and the resulting one-dimensional probability
densities q(u).
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0
0.2
0.4
0.6
0.8
Fig. 2: Different density functions q(u) induced by different vectors a ∈ R3 \ {0}
We address the computation of q(u) in Section 3. For now, assume q(u) is known.
We write the polynomial expansion of g(u) as
(2.7) y = g(u) =
∞∑
i=0
gi φi(u), where gi =
∫
g(u)φi(u) q(u) du,
where the univariate polynomials φi are orthonormal with respect to q. By trun-
cating the expansion and numerically approximating the coefficients, we obtain the
pseudospectral approximation of the ridge profile,
(2.8) y = g(u) ≈
d∑
i=0
gˆi φi(u), where gˆi =
M−1∑
j=0
νj g(λj)φi(λj),
where (λj , νj) define a numerical integration rule with respect to q.
Constructing the pseudospectral polynomial expansion of the one-dimensional
ridge profile g(u) significantly reduces the number of function evaluations required
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Fig. 3: A comparison of the cost and accuracy of the five-dimensional (in red) and
the one-dimensional (in blue) polynomial approximations for a given function. They
perform equally well in terms of polynomial degree, but the one-dimensional approx-
imation uses four orders of magnitude fewer function evaluations.
compared to working in the m-dimensional space. Figure 3 shows an example of
approximating a smooth ridge function of five variables using either a multivariate
polynomial in all five variables or a univariate polynomial along the ridge direction;
unsurprisingly, the univariate approximation uses four orders of magnitude fewer func-
tion evaluations. However, (2.8) requires knowledge of the orthonormal polynomials
φi and an integration rule (λj , νj) with respect to q, as well as the ability to evaluate
the ridge profile, which may not be known in closed form, at the λj ’s. We address this
latter issue in Section 3. In the next section, we discuss how to obtain the orthonormal
polynomials and integration nodes/weights using the Stieltjes and Lanczos iterative
methods.
We next review the Stieltjes and Lanczos iterative methods. We discuss the key
components of each and show that, under certain conditions, the Lanczos method is
a discrete approximation to the Stieltjes procedure. These methods and the relation-
ships between them have been rigorously studied [52, 27, 33]; the discussion in the
following section is based on these references.
2.3. The Stieltjes procedure. The Stieltjes procedure—given in Algorithm
2.1—is a method for iteratively constructing a sequence of orthonormal polynomials
{φ0(u), φ1(u), φ2(u), . . . } with respect to a given density [63]. Step (iv) in Algorithm
2.1 contains the three-term recurrence relationship that must be satisfied by any
sequence of orthonormal polynomials.
By stopping the Stieltjes procedure after d + 1 terms, we can rewrite the three-
term recurrence relationship in vector form as
(2.9) uφ(u) = J φ(u) + βd+1 φd+1(u)ed+1,
where φ(u) = [φ0(u) , φ1(u) , . . . , φd(u) ]
>
, ed+1 ∈ Rd+1 is a vector of zeros with
a one in the last entry, and the matrix J ∈ R(d+1)×(d+1)—referred to as the Jacobi
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Algorithm 2.1 Stieltjes procedure [27, Section 2.2.3.1]
Given: probability density function q(u)
Assumptions: φ−1(u) = 0 and φ˜0(u) = 1
For i = 0, 1, 2, . . .
(i) βi =
∫
φ˜i(u)
2 q(u) du
(ii) φi(u) = φ˜i(u) / βi
(iii) αi =
∫
uφi(u)
2 q(u) du
(iv) φ˜i+1(u) = (u− αi)φi(u)− βi φi−1(u)
Output: the orthonormal polynomials {φ0(u), φ1(u), φ2(u), . . . } and recurrence co-
efficients αi, βi for i = 0, 1, 2, . . .
matrix—is a symmetric, tridiagonal matrix of recurrence coefficients,
(2.10) J =

α0 β1
β1 α1 β2
. . .
. . .
. . .
βd−1 αd−1 βd
βd αd
 .
Let J = QΛQ> denote the eigendecomposition of J . From (2.9), the d + 1
eigenvalues of J are the zeros of the (d + 1)-degree orthonormal polynomial φd+1.
The normalized eigenvector associated with the eigenvalue λj has the form
(2.11) (Q)j =
φ(λj)√
φ(λj)>φ(λj)
,
where (·)j denotes the jth column of the given matrix.
2.3.1. Gaussian quadrature from the Stieltjes procedure. The (d + 1)-
point Gaussian quadrature rule with respect to q can be obtained from the eigende-
composition of J from (2.10) [34]. The quadrature nodes are the eigenvalues of J and
the associated quadrature weights are the square of the first entry of the associated
normalized eigenvector,
(2.12) νj = (Q)
2
0,j =
1
φ(λj)>φ(λj)
.
2.4. The Lanczos procedure. The Lanczos algorithm was introduced as an
iterative approach to estimating eigenvalues of large symmetric matrices [47]. Given
symmetric A ∈ RN×N , the Lanczos algorithm constructs the system
(2.13) AV = V T + βd+1 v
>
d+1 ed+1,
where T ∈ R(d+1)×(d+1) is a symmetric, tridiagonal matrix of recurrence coefficients,
V ∈ RN×(d+1) contains the Lanczos vectors, and ed+1 ∈ Rd+1 is a vector of zeros
with a one in the last entry. The eigenvalues of T approximate those of A, and V
transforms the eigenvectors of T into approximate eigenvectors of A. We consider
conditions under which the Lanczos algorithm serves as a discrete approximation to
ONE-DIMENSIONAL RIDGE FUNCTION APPROXIMATION 9
the Stieltjes procedure. Algorithm 2.2 contains the Lanczos algorithm. For notational
convenience, we put the outputs of Algorithm 2.2 into matrices. Define the matrix V
of Lanczos vectors as
(2.14) V =
v0 v1 . . . vd−1
 ,
and the symmetric, tridiagonal Jacobi matrix T as
(2.15) T =

α0 β1
β1 α1 β2
. . .
. . .
. . .
βd−2 αd−2 βd−1
βd−1 αd−1
 .
Algorithm 2.2 Lanczos algorithm [27, Section 3.1.7.1]
Given: an N ×N symmetric matrix A
Assumptions: v−1 = 0 ∈ RN and v˜0 ∈ RN \ {0}
For i = 0, 1 . . . , d− 1,
1. βi =
√
v˜>i v˜i
2. vi = v˜i / βi
3. αi = v
>
i Avi
4. v˜i+1 = (A− αi I) vi − βi−1 vi−1
2.4.1. Gaussian quadrature from Lanczos. Let (uj , υj), j = 0, . . . , N −1 be
the nodes and weights of an N -point numerical integration rule with respect to a given
density function q(u). These nodes and weights define a discrete approximation of
q(u), which we denote by q(N)(u). Performing Algorithm 2.2 on the diagonal matrix
(2.16) A =
u0 . . .
uN−1

with starting vector
(2.17) v˜0 =

√
υ0
...√
υN−1

is equivalent to performing Algorithm 2.1 on the discrete density function q(N)(u) [17].
The recurrence coefficients in T from (2.15) converge to those in J from (2.10) as N
goes to infinity [27]. Therefore, we can use these recurrence coefficients to produce ap-
proximations to the orthonormal polynomials {φ0(u), φ1(u), φ2(u), . . . }. Additionally,
the eigendecomposition of T provides us with an approximate Gaussian quadrature
rule with respect to q(u).
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3. Integration and approximation for ridge functions. Assume that f is
a ridge function,
(3.1) y = f(x) = g(u), where u = a>x.
We want to build a Gaussian quadrature rule and polynomial approximation with
respect to the induced density function q(u).
3.1. Computing the density of a linear combination of independent
variables. We compute q(u) using a convolution of probability densities [4, Ch. 4].
Consider two independent random variables x0 and x1 with density functions p0 and
p1, respectively. The density function of u = x0 + x1 is
(3.2) q(u) = (p0 ∗ p1)(u) =
∫
p0(t) p1(u− t) dt.
Equation (3.2) is the convolution of p0 and p1.
Recall from (2.2) that we assume the input space is weighted by a uniform
density over the hypercube, x ∼ U([−1, 1]m). By independence, we have that
p(x) = p0(x0) p1(x1) . . . pm−1(xm−1) with each
(3.3) pi(xi) =
{
1
2 if |xi| ≤ 1,
0 otherwise.
We can write the linear transform u = a>x = a0 x0 + · · ·+ am−1xm−1 and recognize
that ai xi is uniformly distributed in the interval [−ai, ai]. Thus, we can obtain q(u)
by iteratively applying convolutions to each aixi. In practice, we approximate the
integral in (3.2) using a trapezoidal rule since the integrands in (3.2) are not smooth.
However, this integral is one-dimensional and does not require us to evaluate the
computational model (f(x) from (2.1)), so we can use a high density of points to
approximate the convolution.
Algorithm 3.1 details the process of approximating q(u) using iterative convo-
lutions. Step (1) finds the range of u. Equation (3.4) is justified by noting that
the maximizer of a>x over the hypercube is sign (a), and the minimizer of a>x is
−sign (a). If ai = 0 for some i, then the corresponding xi has no influence on the
model output and we can remove this variable.
Each element qi of the output vector q from Algorithm 3.1 approximates the den-
sity q at the point ui. The sum in (3.9) is a discrete approximation to the convolution
(3.2). Modern implementations of discrete convolution, such as Matlab’s conv, use
the fast Fourier transform that enables scaling to very large N , which in turn con-
trols the error in the qi’s. We stress that no computational model evaluations (i.e.,
evaluations of f from (2.1)) are needed to compute the qi’s.
3.2. Obtaining the Gaussian quadrature for the convolved density.
To obtain the Gaussian quadrature rule for q(u), we apply the Lanczos proce-
dure (Section 2.4.1) to the diagonal matrix diag([u0, . . . , uN−1]) with starting vector
[q
1/2
0 , . . . , q
1/2
N−1]
> computed with Algorithm 3.1. Effectively, this runs the Stieltjes’
procedure (Section 2.3.1) using a discrete inner product defined by the trapezoidal rule
with N points. Since the matrix is diagonal, all computations use O(N) operations;
thus, we can use very large N to control errors in the quadrature rule calculation.
Again, we stress that no model evaluations are needed.
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Algorithm 3.1 Discrete convolution of densities
Given: the vector a ∈ Rm \ {0}
Assumptions: x ∼ U([−1, 1]m)
1. Find the inputs of the one-dimensional interval
(3.4) u` = a
>sign (−a) , ur = a>sign (a) ,
and define N (where N is odd) equally-spaced points along the interval
(3.5) uj = u` + j∆u, j = 0, . . . , N − 1,
where ∆u = (ur − u`)/(N − 1).
2. Initialize the vector q =
[
q(u0) . . . q(uN−1)
]>
where
(3.6) q(uj) =
{
1/(2 a0) if |uj | ≤ a0,
0 otherwise.
3. For i = 1, . . . ,m− 1
(i) Define p =
[
p(u0) . . . p(uN−1)
]>
where
(3.7) p(uj) =
{
1/(2 ai) if |uj | ≤ ai,
0 otherwise.
(ii) For j = 0, . . . , N − 1, define
(3.8)
k0 = max
{
0, j − N − 1
2
}
,
k1 = min
{
N − 1
2
+ j,N − 1
}
,
and compute
(3.9) qj =
k1∑
k=k0
qk pN−1
2 −j+k
NOTE: skip any i for which ai = 0
Output: q =
[
q0 . . . qN−1
]>
3.3. Evaluating the function at the Gaussian quadrature points. We
next address the issue of evaluating the ridge profile at the Gaussian quadrature
nodes, g(λj). Consider the linear transformation ξj = λj a, and recognize that
(3.10) f(ξj) = f(λj a) = g(a
>(λj a)) = g(λj a>a) = g(λj),
since a is assumed to be normalized. Thus, we can evaluate f(ξj) in place of g(λj),
provided that ξj ∈ [−1, 1]m. To ensure we find a valid point at which to evaluate f ,
consider the projection of the m-dimensional hypercube down to a one-dimensional
domain via u = a>x. In general, the endpoints of this one-dimensional interval are
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defined by two opposing corners of the hypercube. The endpoints of the interval are
(3.11) u` = a
>sign (−a) and ur = a>sign (a) ,
and the corresponding corners of the hypercube are
(3.12) x` = sign (−a) and xr = sign (a) .
A line in m-dimensional space that connects these two corners of the hypercube is
guaranteed to be contained within the hypercube. By projecting the one-dimensional
quadrature points λj onto that line, we ensure that ξj ∈ [−1, 1]m. We do this by
(3.13) ξj = (1− γj) x` + γj xr,
where γj = (λj−u`)/(ur−u`). Figure 4 illustrates this process for a three-dimensional
cube.
-2 -1 0 1 2
Fig. 4: The projection of the one-dimensional quadrature nodes λj into m-dimensional
space.
Algorithm 3.2 summarizes the steps for building a pseudospectral polynomial
approximation of a ridge function. The approximate integral of f is the first pseu-
dospectral coefficient:
(3.14) gˆ0 =
d∑
j=0
νj g(λj) ≈
∫
g(u) q(u) du =
∫
f(x) p(x) dx.
Algorithm 3.2 contains two levels of approximation: (i) the discrete approximation
of q(u) using anN -point trapezoidal rule and (ii) the number d+1 of Lanczos iterations
performed. The number of Lanczos iterations corresponds to the number of terms in
the polynomial approximation of g and the number of Gaussian quadrature nodes.
The latter is important as this is the number of model evaluations required to compute
the pseudospectral coefficients and the estimated integral. In general, we should
choose N  d since the approximation of q at the N trapezoidal points does not
require any function evaluations, which are typically the most expensive step. In the
next section, we numerically study this two-level approximation.
ONE-DIMENSIONAL RIDGE FUNCTION APPROXIMATION 13
Algorithm 3.2 Univariate polynomial approximation of a ridge function
Given: function f : Rm → R and unit vector a ∈ Rm \ {0} such that
y = f(x) = g(a>x)
for some unknown g : R→ R
Assumptions: x ∼ U([−1, 1]m) and f is square-integrable with respect to the input
density p(x)
1. Perform Algorithm 3.1 to obtain q =
[
q(u0) . . . q(uN−1)
]>
.
2. Perform Algorithm 2.2 on
(3.15) A =
u0 . . .
uN−1
 , v˜0 =

√
q(u0)
...√
q(uN−1)
 ,
to obtain the Jacobi matrix T .
3. Take the eigendecomposition of T ,
(3.16) T = QΛQ>,
where the eigenvalues are {λ0, λ1, . . . , λd} and the eigenvectors are normal-
ized. Define νj = (Q)
2
0,j for j = 0, . . . , d.
4. For j = 0, . . . , d, compute
(3.17) ξj = (1− γj) x` + γj xr, for γj = (λj − u`) / (ur − u`),
where x` = sign (−a), xr = sign (a), u` = a>sign (−a), and ur = a>sign (a).
5. Compute the pseudospectral coefficients
(3.18) gˆi =
d∑
j=0
νj f(ξj)φi(λj).
6. Build the pseudospectral expansion
(3.19) y = g(u) ≈
d∑
i=0
gˆi φi(u).
3.4. Numerical study. In this section, we numerically study the behavior of
Algorithm 3.2 for
(3.20) y = sin
(
2pi (a>x)
)
+ cos
(pi
2
(a>x)
)
, x ∈ R25.
We assume x ∼ U([−1, 1]25). Notice that (3.20) is an exact one-dimensional ridge
function.
Figure 5 contains the results from Algorithm 3.2 for N = 10, 000 and d = 50. The
first plot shows the one-dimensional ridge profile of (3.20) in black with the polynomial
approximation computed using the generalized Gaussian rule from Algorithm 3.2
denoted by the blue dashed line. The inverse CDF method using Gauss-Legendre
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quadrature from Tsilifis [69] is shown in green for comparison. The absolute error of
each method at each point is shown in the second plot, and the density q(u) is in the
third plot. Visually, both methods appear to perform reasonably well in the center
of the domain, where the induced density function is relatively large. However, by
examining the absolute errors of each method, we see that Algorithm 3.2 outperforms
the pseudospectral approximation constructed using Gauss-Legendre quadrature by
several orders of magnitude. Near the endpoints, the errors in each approximation
method begin to increase, but q(u) in these regions is many orders of magnitude
smaller than in the middle of the domain.
Fig. 5: The results of Algorithm 3.2 applied to (3.20). The first plot shows the true
ridge profile (in black) and the d = 50 pseudospectral polynomial approximation (in
blue) and the Gauss-Legendre approximation from Tsilifis [69] (in green). The second
plot contains the absolute error of the approximations, and the third plot shows the
density q(u).
Next, we study the two levels of approximation in Algorithm 3.2: (i) the number
N of trapezoidal rule points used to construct the discrete approximation of q(u) and
(ii) the number d of Lanczos iterations performed. The latter corresponds to the
degree of the polynomial expansion as well as the number of Gaussian quadrature
nodes. Figure 6 shows the approximate L2 norm of the error between f and the
pseudospectral approximations for varying values of N and d. The error depends
strongly on d. This is because a high-degree polynomial is required to fit the highly-
oscillatory f(x). The rightmost plot contains approximations of the integral of f(x)
using the first coefficient in the pseudospectral expansion. Here, we see a strong
dependence on N . This is because integration errors in the Gaussian quadrature
decay quickly with d. To improve the approximation, the discrete approximation of
the density q(u) must be improved.
4. Extension to near-1D ridge functions. The approach presented in the
previous section produces a univariate Gaussian quadrature for an exact ridge func-
tion. However, in many if not most applications, the exploratory analysis suggests
that the computational model’s input/output map can be merely approximated by a
one-dimensional ridge function. Evidence for this near ridge structure appears in Fig-
ure 1, which shows the one-dimensional shadow plots for six different computational
science applications. In each plot, the data shows relatively small deviation (relative
to the range of the data) from a univariate function.
Next we consider how Algorithm 3.2 can be extended for the case when f(x) is
well approximated by a one-dimensional ridge function,
(4.1) y = f(x) ≈ g(u), where u = a>x.
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Fig. 6: Results from studies of the two levels of approximation in Algorithm 3.2
applied to (3.20). The left plot contains L2 errors in the polynomial approximation
for various values of N and d. The right plot shows errors in the approximate integral
of (3.20).
The best L2 approximation of f by g is the expected value of the output conditioned
on u = a>x [59, Ch. 8]. That is,
(4.2) g(u) = E
[
f(x) |a>x = u] .
By the tower property of conditional expectations [4], we can write the integral of f
as
(4.3)
∫
f(x) p(x) dx =
∫
g(u) q(u) du.
Thus, if we can evaluate the conditional expectation g(u), then we can construct a
univariate polynomial approximation and Gaussian quadrature for near ridge func-
tions. We can measure the degree to which f is a near one-dimensional ridge function
using the conditional variance Var
[
f(x) |a>x = u]. This conditional variance is the
error for the best one-dimensional ridge approximation of f(x).
The difficulty in applying the methodology from section 3 to (4.1) is how to
compute g(λj). Recall from (3.10) that, in the case of the exact ridge function, we
can transform λj into a corresponding input ξj in the full-dimensional space and
evaluate f at this point, provided that ξj is in the domain of f . In the near ridge
case, we want to approximate the average of f(x) over all x ∈ [−1, 1]m such that
λj = a
>x. We write the sample approximation of this conditional expectation as
(4.8) g(λj) ≈ gˆ(λj) = 1
Mj
Mj−1∑
i=0
f(ξj,i),
where the Mj input values ξj,i ∈ [−1, 1]m are sampled uniformly conditioned on
a>ξj,i = λj . To compute (4.8), we use a hit-and-run sampling algorithm [54]. Start
by choosing a random (unit) direction w ∈ Rm \ {0} that is orthogonal to the ridge
direction a. We then pick a step size t ∈ [−√m,√m], where this range is used to
ensure that the step size covers the maximum possible range of the rotated [−1, 1]m
hypercube. To obtain the (i + 1)st conditional sample, we step from the previously
drawn sample, ξj,i+1 = ξj,i + tw, provided that ξj,i+1 ∈ [−1, 1]m. If this is not
the case, then we choose a new random step size until a valid conditional sample is
obtained.
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Algorithm 4.1 Univariate polynomial approximation of a near ridge function
Given: function f : Rm → R and unit vector a ∈ Rm \ {0} such that
y = f(x) ≈ g(a>x)
for some unknown g : R→ R
Assumptions: x ∼ U([−1, 1]m) and f is square-integrable with respect to the input
density p(x)
1. Perform Steps 1-3 of Algorithm 3.2.
2. For j = 0, . . . , d,
(i) Compute
(4.4) ξj,0 = (1− γj) x` + γj xr, for γj = (λj − u`) / (ur − u`),
where x` = sign (−a), xr = sign (a), u` = a>sign (−a), and
ur = a
>sign (a).
(ii) Evaluate f(ξj,0).
(iii) For i = 1, . . . ,Mj − 1,
(a) Choose a random vector w ∈ Rm\{0} with w>a = 0 and ||w||2 = 1.
(b) Choose a random value t ∈ [−√m,√m].
(c) If ||ξj,i + tw||∞ <= 1, then set ξj,i+1 = ξj,i + tw.
Otherwise, repeat Step (b).
(d) Evaluate f(ξj,i+1).
(iv) Approximate the conditional expectation at the quadrature point,
(4.5) g(λj) ≈ gˆ(λj) = 1
Mj
Mj−1∑
i=0
f(ξj,i)
and the standard error sj = σˆj/
√
Mj , where σˆj is the standard devia-
tion of the f(ξj,i) for i = 0, . . . ,Mj − 1.
3. Compute the pseudospectral coefficients
(4.6) gˆi =
d∑
j=0
νj gˆ(λj)φi(λj).
4. Define d˜ to be the largest index such that |gˆi| <
∑d
j=0 sj/(d+1) for all i > d˜.
5. Build the pseudospectral expansion
(4.7) y = g(u) ≈
d˜∑
i=0
gˆi φi(u).
The second issue in approximating a near-1D ridge function is that the sample ap-
proximation of the conditional expectation in (4.8) results in noisy estimates of g(λj).
For this reason, constructing an interpolating polynomial, as described in Section 3,
is not the best approach given a restricted computational budget. We recommend
truncating the pseudospectral polynomial expansion to fewer than d terms (where d
is the number of Gaussian quadrature points) to avoid overfitting. For each Gaussian
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quadrature node λj , we have ξj,i for i = 0, . . . ,Mj−1. Estimate the standard error in
each approximation of the conditional expectation, sj = σˆj/
√
Mj , where σˆj is the
standard deviation of the f(ξj,i), i = 0, . . . ,Mj − 1. When g(u) is smooth, we expect
decay in the coefficients gi from (2.7) for sufficiently large i [67]. The pseudospectral
coefficients, gˆi from (2.8), approximate the true coefficients. We suggest truncating
the expansion at a degree d˜ ≤ d polynomial, where |gˆi| <
∑d
j=0 sj/(d+1) for all i > d˜.
This heuristic removes terms whose contribution to the expansion is smaller than the
noise in the sample approximations gˆ(λj). Algorithm 4.1 formalizes the process for
building a pseudospectral approximation of a near-1D ridge function.
4.1. Error analysis. We briefly explore the sources of error in the approxima-
tion and integration methods for near-1D ridge functions. For this discussion, let
pd(u) denote the d-degree pseudospectral polynomial approximation of the ridge pro-
file g(u) constructed by Algorithm 4.1. Define the m-dimensional analogs of pd and
g by
(4.9) pd,x(x) = pd(a
>x) and gx(x) = g(a>x).
This enables us to study the L2 errors without changing the behavior of the one-
dimensional functions pd and g.
Using the triangle inequality, we can decompose the error in the one-dimensional
approximation of f as
(4.10) ‖f − pd,x‖L2 ≤ ‖f − gx‖L2 + ‖gx − pd,x‖L2 .
The two terms on the right-hand side of (4.10) represent the degree to which f(x)
is well approximated by a one-dimensional ridge function and the degree to which
we approximate the ridge function by a polynomial, respectively. For exact ridge
functions (see Section 3), ‖f − gx‖L2 = 0 and the error only depends on the abil-
ity to approximate the ridge profile by a polynomial. For an accessible treatment
of univariate polynomial approximation, see Trefethen’s Approximation Theory and
Approximation Practice [67]. For near-1D ridge functions, the ridge approximation
error is non-zero. This implies that the error in the one-dimensional polynomial ap-
proximation of f(x) cannot be reduced below this threshold. We show this behavior
numerically in the next sections.
The integration error is tied to the approximation error. Using Ho¨lder’s inequality,
(4.11) ‖f − gx‖L1 ≤ ‖f − gx‖L2 .
Then,
(4.12)
‖f − gx‖L1 =
∫
|f − gx| p(x) dx ≥
∣∣∣∣∫ (f − gx) p(x) dx∣∣∣∣ = |E [f ]− E [gx]| .
Thus,
(4.13) |E [f ]− E [gx]| ≤ ‖f − gx‖L2 .
4.2. Numerical studies: Example 1. In this section, we numerically study
the behavior of Algorithm 4.1 for approximating nearly one-dimensional ridge func-
tions. We consider the function
(4.14) y = sin
(pi
5
(a>x)
)
+
1
5
cos
(
4pi
5
(a>x)
)
+
1
40
x>B 1 x ∈ R25,
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where a ∈ R25 \ {0} defines the ridge-like structure, B ∈ R25×24 contains an or-
thonormal basis for the subspace orthogonal to a, and 1 ∈ R24 is a vector of ones.
We assume x ∼ U([−1, 1]25).
Figure 7 shows the results of using the extension of Algorithm 3.2 to (4.14). The
plot on the left is a shadow plot of evaluations of (4.14) against u = a>x. The
spread in the plot is due to variations in the 24 directions orthogonal to a. The red
line is the polynomial approximation of the ridge profile—g(u) = E
[
f(x) |a>x = u].
This is computed using d = 11 and M = 50 total function evaluations distributed
among the 12 Gaussian quadrature nodes. The polynomial expansion is truncated at
d˜ = 6 to avoid overfitting the noise in the approximation of g(λj). Note that fitting
a polynomial of total degree 6 in 25 dimensions would require at least M =
(
25+6
6
)
=
736, 281 to have a well-posed fitting problem.
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Fig. 7: The results of the extension to Algorithm 3.2 applied to the approximate ridge
function (4.14). The left plot contains a show plot of f(x) along the u = a>x axis
with the d = 11 polynomial approximation on top of it. The right plot shows the
density q(u)
4.3. Numerical studies: Example 2. Next, we consider a physically-
motivated problem in magnetohydrodynamics: the Hartmann problem [22]. The
Hartmann problem models the flow of an ionized fluid in the presence of a perpendic-
ular magnetic field along an infinitely-long channel (see Figure 8). The magnetic field
acts as a resistive force on the flow while the fluid induces a horizontal component
in the magnetic field. For this work, we consider the average flow velocity across the
channel, denoted by uavg, as the output of interest. This quantity can be written as
(4.15) uavg(x) = −∂p0
∂x
η
B20
(
1− `B0√
ηµ
coth
(√
ηµ
B0`
))
,
where the five input variables are described in Table 1. The constant values ` and
µ0 are the width of the channel and the magnetic permeability of free space (i.e., a
universal constant), respectively. Recent work has shown that (4.15) exhibits approx-
imate one-dimensional ridge structure with respect to the log-transformed inputs [32].
Thus, we consider (4.15) with respect to the inputs
(4.16) x =
[
log(µ) log(ρ) log(∂p0/∂x) log(η) log(B0)
]>
.
We assume a uniform density function over the range of values given in Table 1.
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Fig. 8: An illustration of the Hartmann problem, which models the flow of an ionized
fluid in the presence of a perpendicular magnetic field along an infinitely-long channel.
Table 1: Descriptions and ranges of the five variable inputs to (4.15). Note that the
range of values is given in terms of the log of each input.
Symbol Description Range of log(input)
µ fluid viscosity [ log(0.05), log(0.2) ]
ρ fluid density [ log(1), log(5) ]
∂p0/∂x applied pressure gradient [ log(0.5), log(3) ]
η magnetic resistivity [ log(0.5), log(3) ]
B0 applied magnetic field [ log(0.25), log(1) ]
Figure 9 contains the results of applying Algorithm 4.1 to (4.15). The top plot
is a shadow plot of uavg against u = a
>x overlaid with a polynomial approximation
of the ridge profile. This approximation was constructed using d = 4 with a total
computational budget of 100 function evaluations (20 for each of the 5 quadrature
nodes). The bottom plots show the approximated relative L2 errors in the polynomial
approximations constructed on the full five-dimensional input space (on the left) and
the one-dimensional ridge subspace (on the right). On the full input space, we use
uniformly-sampled points from the [−1, 1]5 hypercube and construct the least-squares
polynomial approximation using Legendre polynomials with L2 regularization. These
approximations perform poorly when the computational budget is limited and re-
strict our optimal choice of polynomial degree. This issue grows exponentially as the
dimension of the given function increases. The one-dimensional approximation con-
structed using Algorithm 4.1 achieves its optimal performance with very few function
evaluations. For the restricted computational budget studied, the one-dimensional
approximation outperforms its five-dimensional counterpart. Given a larger compu-
tational budget, the full polynomial approximation will be more accurate. This is
because the one-dimensional approximation is limited by the accuracy of approxi-
mating uavg(x) by a ridge function (recall (4.10)). We estimate the degree to which
uavg(x) is well approximated by a ridge function as
(4.17) ‖uavg − gx‖L2 ≈ 1.29× 10−2,
which is approximately where the L2 error in the one-dimensional ridge approximation
begins to level out. The value of (4.17) is approximated by taking 1000 uniformly-
sampled points from [−1, 1]5 and transforming them into ui = a>xi. At each ui, we
obtain 100 randomly-sampled points orthogonal to a. Such a study is infeasible for
an expensive computational model, but it is useful in explaining the behavior of the
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one-dimensional ridge approximations introduced in this paper.
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Fig. 9: The results of applying the extension of Algorithm 3.2 to (4.15). The top
plot is a shadow plot of uavg against u = a
>x. The bottom plots show L2 errors of
polynomial approximations constructed on the full five-dimensional input space (on
the left) and the one-dimensional ridge subspace (on the right).
5. Summary and extensions. We introduce a novel algorithm for estimating
the integral and constructing a polynomial approximation of a one-dimensional ridge
function based on Lanczos’ method. In general, building a polynomial surrogate of
an m-dimensional function suffers from the curse of dimensionality—an exponential
increase in computational costs resulting from increases in m. We also introduce an
approach to extending this algorithm to functions that are well-approximated by a
one-dimensional ridge function.
We numerically study the new algorithm on several test problems, including exact
and approximate ridge functions. We show that exploiting low-dimensional structure
can result in exponential savings while maintaining accuracy. Additionally, we study
the two-level approximation behavior of the algorithm: the first level is a discrete ap-
proximation of the induced density function q(u), and the second level is the number
of Lanczos iterations, which corresponds to the degree of the polynomial approxima-
tion of the ridge function as well as the number of Gaussian quadrature points. In
studying the extension of the algorithm to nearly one-dimensional ridge functions,
we show that we can quickly achieve the ridge approximation error using very few
function evaluations.
In section 1.1, we mentioned that projection pursuit regression [26] uses a model
for the conditional mean of the regression that is a sum of ridge functions, where
each ridge profile in the sum is a smoothing spline. Classically, a maximum likelihood
approach is used to estimate the directions and spline parameters. Once those pa-
rameters are estimated, our approach can be used to accurately estimate the integral
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of the projection pursuit regression model, since
(5.1)
∫ (∑
i
gi(a
>
i x)
)
p(x) dx =
∑
i
(∫
gi(a
>
i x) p(x) dx
)
.
Essentially, one could repeat our process for each pair of ai and gi, and then add the
contributions.
Finally, we mention the difficulty in extending our approach to more than one
dimension. Some functions that arise in computational science may be well approx-
imated by a generalized ridge function g(A>x), where A ∈ Rm×n with m > n and
g : Rn → R. Unfortunately, the vector A>x does not in general contain independent
components even when x’s components are independent. Therefore, straightforward
tensor product extensions to univariate Gaussian quadrature are not appropriate. In
principle, one could use linear programming extensions for Gaussian quadrature on
convex domains [60, 44]. We leave such extensions for future work.
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