We propose a Markov chain model of a best-of-7 game playoff series that involves game-togame dependence on the current status of the series. To create a relatively parsimonious model, we seek to group transition probabilities of the Markov chain into clusters of similar game-winning frequency. To do so, we formulate a binary optimization problem to minimize several measures of cluster dissimilarity. We apply these techniques on Major League Baseball (MLB) data and test the goodness of fit to historical playoff outcomes. These state-dependent Markov models improve significantly on probability models based solely on home-away game dependence. It turns out that a better two-parameter model ignores where the games are played and instead focuses simply on, for each possible series status, whether or not the team with home-field advantage in the series has been the historical favorite -the more likely winner -in the next game of the series.
Introduction
This article examines best-of-7 game playoff series in which two teams play a series of games that ends as soon as one of the teams has earned 4 wins. Following Mosteller's (1952) seminal analysis of the World Series of baseball, most analysis of playoff series in sport employ a simple binomial model (truncated as in a negative binomial distribution as soon as a team has 4 wins) in which the favored team has a probability p of winning each game of the series. Noticing a preponderance of full 7-game World Series, Groeneveld and Meeden (1975) extended Mosteller's work to include the fairly high conditional probability that the trailing team after five games -whether favored or not -wins the next game, forcing a seventh game. Bassett and Hurley (1998) extended the simple binomial model to a twoparameter model incorporating home and away winning probabilities p H and p A , respectively, for the team favored with home advantage, i.e., the team who plays host to four of the seven games in the series. Each game played at home is an independent Bernoulli trial with probability p H for a win by the favored team. Likewise, each game played away is an independent Bernoulli trial with probability p A for a win by the favored team.
Compared to the binomial model, this home-away model provides a very good fit for best-of-7 game playoffs in the National Basketball Association (NBA) (Rump, 2006b ). In the National Hockey League (NHL), however, neither the binomial model nor the home-away model has any explanatory power. Slight modifications to the two-parameter home-away model into a state-dependent Markov chain that captures a few of the series-ending "surrender" effects makes all the difference (Rump, 2006a) .
The application of a Markov chain model to sports competition is not novel. Earlier work included single Bernoulli-parameter models of best-of-7 game playoff series (Brunner, 1987) , tennis matches (Kemeny and Snell, 1960; Sadovskiȋ and Sadovskiȋ, 1993) , as well as a home-away model of a squash match (Broadie and Joneja, 1993) , where in this case "home" and "away" indicate who is serving. However, these Markov chain implementations are a bit of "window dressing" for what are essentially simple random walks with homogeneous transition probabilities (Stewart, 1989) .
Whereas identification of state dependencies in multi-game playoff series was done on an ad hoc basis in Groeneveld and Meeden (1975) and Rump (2006a) , this paper proposes an efficient optimization routine for partitioning the state space into clusters of similar game-winning transition probabilities. We apply these techniques to Major League Baseball (MLB) playoff data.
Partitioning the Markov Chain State Space
Following Rump (2006a) , we model game-to-game dependence in a playoff series via a Markov chain. In a best-of-(2m − 1) game series whereby the series ends when a team first wins m games, we denote the status of the series as (α- To simplify the notation, we index these transient states with a scalar parameter s, s = 1, . . . , M . Let n s be the number of games played in state s and w s be the number of those games won by the favored team. A maximum likelihood estimate (MLE) of the probability that the favored team wins in state s is thus given by the relative frequency of wins, p s = w s /n s (Bhat and Miller, 2002) .
Our goal is to partition the states into sequential clusters or strings (Vinod, 1969) of states sharing similar game-winning frequency. To facilitate this process, we assume these states are sorted in decreasing order of p s , so that j > i implies p j ≤ p i . We desire to limit the number of clusters used, K, in order to avoid over-fitting the Markov model with too many parameters. For a given number of clusters, K ≤ M , there are
possible partitions of the M states. Since there are 8 multinomial absorbing state outcomes of our bestof-7 game playoff series, we will impose an upper limit of K ≤ 6 parameter estimates and thereby retain at least one degree of freedom in our statistical fitting process. Hence, we intend to explore the set of all The objective minimizes the dissimilarity within clusters for within-cluster homogeneity. The first constraint sums all M (M + 1)/2 decision variables to ensure that exactly K clusters are selected. The main set of structural constraints that follows ensures that each state s is assigned to exactly one selected cluster.
The first constraint creates an obstacle to total unimodularity of the constraint coefficient matrix. If this constraint were not needed, the problem could be solved as a linear program by relaxing the binary integrality constraints to simple non-negativity conditions x ij ≥ 0, i = 1, . . . , M , j = i, . . . , M (Nemhauser and Wolsey, 1988) . Joseph and Bryson (1997) point out that this continuous relaxation still can be used to identify so-called w-inefficient partitions, i.e., a cluster count K that does not offer an attractive rate (per cluster) of improvement in the chosen clustering criterion. They show that a cluster size is w-efficient if and only if the relaxation yields an integral solution. Thus, an optimal solution to the relaxation that is non-integer is w-inefficient, creating a so-called "fuzzy" partitioning consisting of partial cluster assignments (Gan et al., 2007) .
To identify possible clustering criteria, we first define
as the winning frequency for the aggregated group of states i through j. As a measure of disparity for this cluster of states, Rao (1971) proposed using the within group
• sum of squares (SS), c ij =
A related measure is the within group
Other proposed metrics (Hansen and Jaumard, 1997) For completeness, we also investigate another criterion, which we call the
Whereas the star criterion sums the radii eminating from a central node of a cluster, the sun criterion sums the rays eminating from a node on the periphery. We intend to use all these measures to find and compare the performance of various clustering alternatives for MLB best-of-7 game playoff data.
MLB Playoff Data
World Series competition dates back over a century. The first fall classic was played in 1903, pitting the champions of the two major baseball leagues, the National League (NL) and the American League (AL). The series has been played every year since, except for 1904 (due to the reluctance of John McGraw, manager of the NL champion New York Giants) and 1994 (due to a labor strike). For the first twenty World Series (through 1923), MLB organizers tinkered with a variety of home-away playoff formats of various lengths (either seven or nine games). They eventually settled on a best-of-7 game playoff series, played under a so-called 2-3 format (HHAAAHH) in which the first two and (if necessary) last two games are played on the favored team's home field. The three intermediate games are played away from the favored team's home on their opponent's field.
Although MLB was first to establish a best-of-7 game championship series, it has been slow to do so in earlier rounds of the playoffs where a best-of-5 game series is standard. In 1985, a switch from best-of-5 game series to best-of-7 game series was adopted for the League Championship Series. This semi-final round identifies the NL and AL champions who will meet in the World Series final round. In contrast, the NBA and NHL employ the longer best-of-7 game series for all four rounds of their playoffs. This limits the comparative amount of MLB playoff data available.
There have been 83 World Series played between 1924 and 2007. In addition, since 1985 there have been 22 years in which two League Championship Series were played. This yields a total of 127 best-of-7 game playoff series in the history of MLB. We collected game-by-game data on these playoff series from MLB historical records (Major League Baseball, 1996) . We supplemented these records with the results of more recent play (through year 2007) as documented at the league web site: mlb.com.
There have been 736 games played in these 127 series, for an average series length of just over 5.795 games. This is slightly less than the maximum expected length of 5.8125 games between two evenly matched teams under a binomial model as shown by Groeneveld and Meeden (1975) , Brunner (1987) , Woodside (1989) , Nahin (2000) and Ross (2004) .
Of these 736 games, the favored team won 378, for a winning percentage of about 51.4%. Thus, a straight-forward MLE of the Bernoulli success probability p isp = 378/736 ≈ 0.514. For the home-away model of Bassett and Hurley (1998) , we compute similar estimates based on whether the favored team was at home or away. These estimates arep H = 213/377 ≈ 0.565 and p A = 165/359 ≈ 0.460. Table 1 further breaks down these game outcomes based on the status of the series when the game was played. The top row shows that, leading (3-0), the favored team wins game 4 -on the road no less -in a large majority (about 78.6%) of those cases. Thus, the trailing team seems to "surrender" the series, resulting in a fair amount of series "sweeps" by the favored team.
Psychological effects also seem to be at work in game 6, as the team trailing in the series three games to two faces a "do-or-die" situation. When trailing 2 games to 3 the favored team is particularly strong, winning nearly 64.3% of the time, which is the second-largest winning percentage (state 2). In contrast, when leading the series 3 games to 2 the favored team is not nearly as effective, winning only 45.7% of the time (state 11).
These strong "back-to-the-wall" performances on part of the trailing team in game 6 lead to many more 7-game series outcomes than would be otherwise expected, an anomaly first noticed by Groeneveld and Meeden (1975) and Simon (1977) in World Series play. This "back-to-the-wall" effort is in sharp contrast to the opposite behavior in the NHL playoffs, where the favored team, trailing 2-3 to start game 6, surrenders the series more often than not (Rump, 2006a) . Groeneveld and Meeden (1975) that incorporates an extra "surrender" parameter
where the random variable N indicates the number of games played in the series. This parameter reflects the conditional probability, given the series is not over after 5 games, that the trailing team will lose the sixth game and thus the series, making a seventh game unnecessary.
Of the 77 such game 6 instances in the data shown in Table 1 -42 from a (2-3) and 35 from a (3-2) playoff status -there were 46 series that went to a decisive seventh game knotted (3-3). Thus, we estimate the "surrender" parameter asλ = (77 − 46)/77 ≈ 0.403. For the "do-or-die" model,λ serves as an estimate for the game-winning probability when the series status is (3-2) and for the complement when the series status is (2-3). Thus, we estimate the game-winning probability when the series status is (2-3) as 1 −λ ≈ 0.597.
Removing the 27+16 = 43 wins by the favored team in these 77 games from the totals of Table 1 , we revise the Bernoulli probability estimate for all other states in the "do-or-die" model asp = 335/659 ≈ 0.508.
Clustering MLB Playoff Data
The data in Table 1 was clustered by solving the set-partitioning problem of Section 2 under each of the clustering criteria outlined therein. The optimization model was implemented in a computer spreadsheet that contains a table of size M (M + 1)/2 by M , with one row for each of the clustering decision variables x ij and a column for each state s, s = 1, . . . , M . The table contains binary data indicating whether (1) or not (0) state s is contained in the cluster x ij , i.e., whether or not i ≤ s ≤ j. For each state s, a sum-product of its column of indicators with a column of binary decision variables is constrained to equal 1, ensuring that each state is assigned to exactly one cluster. We also constrain the column of binary decision variables to sum to K. Each of the decision variables has pre-defined within-cluster dissimilarity measures, so a sum-product of a particular choice of clustering metric column with the column of decision variables forms the objective function. Table 2 reports the optimal value of each clustering metric for each choice of cluster total K, K = 1, . . . , 6. Most of the optimal partitions were found by solving the LP relaxation. Those w-inefficient partitions -limited to the radius and diameter metrics -for which the relaxation failed to yield a binary solution were found instead by solving the full BIP.
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The inefficiency (italicized in Table 2 ) is apparent when examining the rate of decrease in the criterion metric as a function of K. For example, under the diameter metric, the secondorder decrease at K = 3 is (29.410 − 24.786) − (24.786 − 14.939) = −5.222 < 0, indicating that the drop in the diameter metric from K = 2 to K = 3 clusters was not as much as the drop from K = 3 to K = 4 clusters. Thus, a choice of K = 3 clusters is relatively inefficient in terms of minimizing within-cluster diameters.
Since there is only one single clustering (K = 1) of the data, it is obviously optimal for any and all clustering metrics. For a choice of K = 2 to 6 clusters, Tables 3 through 7 respectively list the non-dominated partitions, i.e., optimal partitions found under each individual clustering metric. For each row of a table, a comparison is made between that partition's performance on each clustering metric and the performance of the optimal partition (as reported in 1 Even the full BIP usually can be solved in about 1 sec. using commercial optimization software such as Frontline Systems Premium Solver v7.1 in Excel as done here. The partition 9/7 is also the minisum and minimax solution across all clustering metrics in that it provides (highlighted in bold) the minimal sum (or average) of the relative errors as well as the smallest maximum error. For K = 3 (see Table 4 ), the minimax partition does not actually optimize any one of the individual objectives. It is, however, Pareto optimal (non-dominated) in that no other partition simultaneously scores at least as well on all clustering objectives. A similar situation arises for K = 4 and K = 6 desired clusters and for the minisum solution for K = 4. Since each measure of cluster dissimilarity almost always suggests a different solution, in Section 5 we focus on the minisum solutions that minimize the average percentage deviation across all metrics. One could also consider the minimax partitions for those cases (K = 3, 4 and 6) where this solution differed from the identified minisum solution. In general, however, we found that the minisum solution slightly outperforms its minimax counterpart (omitted here for brevity) in a goodness-of-fit test to the actual series outcomes. Table 7 : Relative Error for K = 6 Clusters of MLB Data.
Clustering

Goodness of Fit
The game-winning percentages suggested by each minisum partition are found in Table 8 . Notice that, save for a small abberation for K = 5, the minisum partitions are nested (or hierarchical), i.e., a subsequent partition of K + 1 clusters is formed by splitting one of the K clusters in two.
We now compare how well these minisum partitions do at predicting the outcomes of the 127 playoff series. Table 9 presents the Pearson (χ 2 ) goodness of fit of these partition assignments to the actual MLB series outcomes (α-β), where either α or β is equal to 4 (cf., e.g., Sec. 14.2 of Devore (2004)). Here again, α and β represent the number of games won by the favored team and their opponent, respectively, in a series that lasted α + β games.
The first row of Table 9 indicates the actual observed frequencies of such outcomes to compare against the expected number as predicted by the various models. These predictions are found by feeding the game-to-game transition probabilities of Table 8 playoff (Kemeny and Snell, 1960; Brunner, 1987) . The computed absorption probabilities for the 8 series-ending states are then multiplied by the total number of series played (127) to give an expectation of the number of such outcomes. Also computed are the predictions made by both the home-away model (Bassett and Hurley, 1998) and the "do-or-die" model (Groeneveld and Meeden, 1975) using the parameter estimates obtained in Section 3. The models are listed in Table 9 (and plotted in Figure 1 ) in decreasing order of raw fit, ignoring the number of parameters needed to obtain that fit. It is interesting to note that the binomial model (K = 1) provides a better fit than the home-away model, even though the latter model includes two fitted parameters rather than one. This lack of fit is at least partially explained by fact that, unlike in the NBA and NHL where the home-field advantage is granted to the team with a stronger record, MLB World Series have historically alternated the home-field advantage from year to year between the two leagues.
Series Outcome Model (4-0) (4-1) (4-2) (4-3) (3-4) (2-4) (1-4) (0-4) p-value In the past few years MLB began awarding this advantage to the league that wins the mid-season All-Star game. These differences are accentuated once we remove the advantage of additional parameters by factoring in the degrees of statistical freedom, the number of freely determined cells (in this case 8 − 1 = 7) less the number of parameters estimated. The goodness-of-fit calculation that incorporates these degrees of freedom appears in the last column of Table 9 as the so-called p-value or significance probability. For each model, this p-value represents the probability that we would observe outcome numbers that deviate at least as much as the actual observed figures given that the model perfectly characterizes the randomness of the series outcome. Therefore, small p-values near 0 indicate a poor model (that we reject as a good fit for the data), whereas large p-values near 1 indicate a good model.
As might be expected, the "do-or-die" model of Groeneveld and Meeden (1975) provides the closest fit on 6-game outcomes (4-2) and (2-4), in which the trailing team "surrenders" the series less frequently than predicted by the binomial or home-away models. The minisum partitions all over-correct here, under-estimating the number of (4-2) series outcomes due to the inclusion of a (3-2) series status in a cluster containing lower game-winning frequency states.
The partition 9/7 involving K = 2 clusters and the two-parameter "door-die" model both provide vast improvements on the relatively poor-fitting home-away model, which also requires two parameters. The partition 9/7 does an admirable job at predicting (4-0) sweeps by the favored team, but seriously 
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Figure 1: Predicted Outcomes of 127 MLB Best-of-7 Game Playoff Series.
over-estimates the number of (4-1) series outcomes due to the inclusion of a (3-1) status as the last member of the first cluster of higher game-winning frequency states. The weakness in the "do-or-die" model lies with its serious over-prediction of (3-4) series outcomes due to the relatively small probabilitỹ p afforded the favored team in game 7. Overall, the 9/7 partition and the "do-or-die" model provide nearly identical fit. The slight edge afforded by the 9/7 partition may be deemed more significant when one considers its simplicity. We need only segregate the data into two categories: those games for which the favored team historically holds an edge (wins more than half the time) and those games for which they do not. As seen in Table 8 , the favored team holds an edge in the first 9 of the 16 possible states (i) in all games played at home, except when leading the series 3-2, (ii) in games played on the road when leading the series 3-0, 3-1, 2-1, and (iii) even when trailing on the road 1-3, when the series is on the line.
An even better statistical fit can be obtained by K = 3 and K = 4 partitions of the data, where a singleton cluster is formed for a (0-3) series status. This helps the 9/6/1 minisum partition of K = 3 clusters provide the best fit to (0-4) and (1-4) series outcomes. However, this partition suffers the same malady as the 9/7 partition on (4-1) series outcomes. This problem is remedied by the 5/4/6/1 minisum partition of K = 4 clusters, as it separates a (3-1) status from the first cluster of higher game-winning frequency states.
As one would expect, adding more partitions of the data increases the raw fit, but not the p-value. The minisum solution with K = 6 clusters is only a little better in terms of statistical fit than binomial model with K = 1. Indeed, a model using K = 16 parameter estimates from Table 1 one for each transient state -would yield a perfect "curve fitting" to the 8 absorbing outcomes. However, we value a more parsimonious model with a limited number of uncertain parameters.
Conclusions
We found that a home-away model (Bassett and Hurley, 1998 ) of best-of-7 game playoffs does not provide a very good fit to historical playoff outcomes in Major League Baseball (MLB). Even a simple (truncated) binomial model (e.g., Mosteller (1952) ) with a single game-winning probability parameter performs much better.
To improve on both these models, we formulated a Markov probability model that incorporates game-to-game dependence on the current status of the series. To create relatively parsimonious models, we proposed grouping transition probabilities of the Markov chain into clusters of similar game-winning frequency by solving a binary optimization problem. Most instances of these problems were efficiently solved as continuous linear programs, revealing socalled w-efficient solutions (Joseph and Bryson, 1997) .
To capture the dissimilarity within a cluster of states, we computed both the sum of squared deviations and the sum of absolute deviations from the cluster mean, as well as complete pair-wise clique, star, radius, and diameter measures (Hansen and Jaumard, 1997 ) and a similar but new sun measure.
Each measure of cluster dissimilarity almost always suggested a different solution. Therefore, we chose to focus on minimax and minisum solutions that minimize the worst and average percentage deviation of any one metric, respectively. The minisum and minimax solutions are non-dominated or Pareto optimal, meaning that no other solution simultaneously scores at least as well on all clustering objectives.
The minisum/minimax solution involving only K = 2 clusters simply partitions the states of the series into two categories: those games for which the team favored with the home-field advantage in the series has an edge (wins more frequently than not) and those games for which their opponent holds the edge. This model fit slightly better than a 2-parameter model that incorporates a strong "come-back" performance for a team trailing in the series after 5 games (Groeneveld and Meeden, 1975) .
Better statistical fits were obtained with K = 3 to 5 partitions of the data, with the minisum partition involving K = 4 clusters the best among them. Adding more partitions of the data increases the raw fit at the expense of lost parsimony.
It is not clear how robust these models will be in light of future playoff series, an avenue for future exploration. Further work could also explore fitting probability models to best-of-5 game playoff series, which MLB still uses for the first-round (divisional) playoffs. These shorter series may be a dying breed, however, as they are now extinct in both the NBA and the NHL.
