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ON THE VARIATION OF MAXIMAL OPERATORS OF
CONVOLUTION TYPE
EMANUEL CARNEIRO* AND BENAR F. SVAITER
Abstract. In this paper we study the regularity properties of two maximal op-
erators of convolution type: the heat flow maximal operator (associated to the
Gauss kernel) and the Poisson maximal operator (associated to the Poisson ker-
nel). In dimension d = 1 we prove that these maximal operators do not increase
the Lp-variation of a function for any p ≥ 1, while in dimensions d > 1 we obtain
the corresponding results for the L2-variation. Similar results are proved for the
discrete versions of these operators.
1. Introduction
1.1. Background. Let ϕ ∈ L1(Rd) be a nonnegative function such that∫
Rd
ϕ(x) dx = 1.
We let ϕt(x) = t
−dϕ(t−1x) and consider the maximal operator Mϕ associated to this
approximation of the identity
Mϕf(x) = sup
t>0
(
|f | ∗ ϕt
)
(x). (1.1)
The Hardy-Littlewood maximal function, henceforth denoted by M , occurs when we
consider ϕ(x) = (1/m(B1))χB1(x), where B1 is the d-dimensional ball centered at the
origin with radius 1 and m(B1) is its Lebesgue measure. In a certain sense, one could
say thatM controls other such maximal operators of convolution type. In fact, if our ϕ
admits a radial non-increasing majorant in L1(Rd) with integral A, from [15, Chapter
III, Theorem 2] we know that
Mϕf(x) ≤ AMf(x) (1.2)
for all x ∈ Rd and thus we obtain the boundedness of Mϕ from L
p(Rd) to Lp(Rd) if
p > 1, and from L1(Rd) to L1,∞(Rd) in the case p = 1.
Over the last years there has been considerable effort in understanding the effects
of the Hardy-Littlewood maximal operator M , and some of its variants, in Sobolev
functions. In [9] Kinnunen showed that M : W 1,p(Rd) → W 1,p(Rd) is bounded for
p > 1. The paradigm that an Lp-bound implies a W 1,p-bound was later extended to
a local version of M in [10], to a fractional version in [11] and to a multilinear version
in [5]. The continuity of M : W 1,p(Rd) → W 1,p(Rd) for p > 1 was established by
Luiro in [13]. When p = 1 the issues become more subtle. The question on whether
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the operator f 7→ ∇Mf is bounded from W 1,1(Rd) to L1(Rd), posed by Haj lasz and
Onninen in [7], remains open in its general case (see also [6]). Partial progress was
achieved in the discrete setting in the work [3] for dimension d = 1 and in the work
[4] for general dimension d > 1. In the continuous setting the only progress has been
in dimension d = 1. For the right (or left) Hardy-Littlewood maximal operator, which
we call here Mr (corresponding to ϕ(x) = χ[0,1](x) in (1.1)) Tanaka [17] was the first
to observe that, if f ∈W 1,1(R), then Mrf has a weak derivative and
‖(Mrf)
′‖L1(R) ≤ ‖f ′‖L1(R), (1.3)
which led to the bound for the non-centered Hardy-Littlewood maximal operator M˜ ,
‖(M˜f)′‖L1(R) ≤ 2‖f ′‖L1(R). (1.4)
This was later refined by Aldaz and Perez-La´zaro [1] who obtained, under the assump-
tion that f is of bounded variation on R, that M˜f is absolutely continuous and
V (M˜f) ≤ V (f), (1.5)
where V (f) denotes here the total variation of f . More recently, in the remarkable
work [12], Kurka showed that if f is of bounded variation on R, then
V (Mf) ≤ C V (f), (1.6)
for a certain C > 1 (see [16] for the discrete analogue).
In this paper we turn our attention to understanding the action of a general maximal
operator of convolution type (1.1) in a Sobolev function. One can show that the original
argument of Kinunnen [9], that proves that M : W 1,p(Rd) → W 1,p(Rd) is a bounded
operator for p > 1, can be applied to a general Mϕ of type (1.1) that admits a radial
non-increasing integrable majorant. In this case, if f ∈ W 1,p(Rd) with p > 1, we have
that ∇Mϕf exists in the weak sense and
‖∇Mϕf‖p ≤ C ‖∇f‖p, (1.7)
for a certain constant C > 1. Therefore, from (1.2) and (1.7), we already know that
Mϕ :W 1,p(Rd)→W 1,p(Rd) is bounded for p > 1.
We want to explore here the question on whether a maximal operator of convolution
type can increase the variation (or Lp-variation) of a function. In other words, can
we prove inequalities like (1.6) (for d = 1) and (1.7) (for p ≥ 1) with the constant
C = 1? To our knowledge, the only known variation diminishing bounds for maximal
operators are the ones given in (1.3) and (1.5), and the ones given in the recent work
of Aldaz, Colzani and Pe´rez-La´zaro [2] that show that the Lipschitz constant of a
function (or Ho¨lder constant) actually decreases under the action of the non-centered
Hardy-Littlewood maximal function.
Here we give a pool of affirmative answers to this question for two classical maximal
operators of convolution type: the heat flow maximal operator (associated to the Gauss
kernel) and the Poisson maximal operator (associated to the Poisson kernel). We shall
obtain positive results for these two maximal operators in dimension d = 1 for any
p ≥ 1, and in dimensions d > 1 for p = 2 or ∞. We consider also the discrete versions
of these operators and prove similar results. We start by reviewing the definitions and
main properties of these convolution kernels, and as we move on the proofs, we shall
see that the key idea to achieve these results is to explore the nice interplay between
the maximal function analysis and the structure of the differential equations associated
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to these kernels (heat equation for the Gaussian and Laplace’s equation for the Poisson
kernel).
2. Main results
2.1. The continuous setting. We start by reviewing the definitions and stating the
results in the context of the Euclidean space Rd. All the results presented here hold
for complex-valued functions, but for simplicity (since the maximal operators only see
the absolute value of a function) we will work with real-valued functions.
2.1.1. Heat flow maximal operator. Given u0 ∈ Lp(Rd), 1 ≤ p ≤ ∞, we define u :
R
d × (0,∞)→ R by
u(x, t) = (u0 ∗Kt)(x) ,
where Kt is the heat kernel given by
Kt(x) =
1
(4πt)d/2
e−|x|
2/4t. (2.1)
In this case we know that u ∈ C∞(Rd × (0,∞)) and solves the heat equation
∂tu−∆u = 0 in R
d × (0,∞),
with
lim
t→0+
u(x, t) = u0(x) a.e. x ∈ R
d.
We consider here the maximal function associated to this heat flow, henceforth denoted
by ∗ to facilitate the notation,
u∗(x) = sup
t>0
(|u0| ∗Kt)(x). (2.2)
We shall prove the following regularity results for this maximal operator.
Theorem 1. Let u∗ be the heat flow maximal function defined in (2.2). The following
propositions hold.
(i) Let 1 < p ≤ ∞ and u0 ∈ W 1,p(R). Then u∗ ∈W 1,p(R) and
‖(u∗)′‖p ≤ ‖u′0‖p.
(ii) Let u0 ∈ W 1,1(R). Then u∗ ∈ L∞(R) and has a weak derivative (u∗)′ that
satisfies
‖(u∗)′‖1 ≤ ‖u′0‖1.
(iii) Let u0 be of bounded variation on R. Then u
∗ is of bounded variation on R
and
V (u∗) ≤ V (u0).
(iv) Let d > 1 and u0 ∈W 1,p(Rd), for p = 2 or p =∞. Then u∗ ∈W 1,p(Rd) and
‖∇u∗‖p ≤ ‖∇u0‖p.
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2.1.2. Poisson maximal operator. Given u0 ∈ Lp(Rd), 1 ≤ p ≤ ∞, we now define
u : Rd × (0,∞)→ R by
u(x, y) = (u0 ∗ Py)(x) ,
where Py is the Poisson kernel for the upper half-space given by
Py(x) = cd
y
(|x|2 + y2)(d+1)/2
, (2.3)
with
cd =
Γ
(
d+1
2
)
π(d+1)/2
.
In this case we know that u ∈ C∞(Rd × (0,∞)) and that it solves Laplace’s equation
∆u = 0 in Rd × (0,∞),
where here we take the Laplacian with respect to the (d + 1) coordinates of (x, y) =
(x1, x2, ..., xd, y), as opposed to the notation used in the heat flow case, when we wrote
the Laplacian only on the x-variable. Note also that
lim
y→0+
u(x, y) = u0(x) a.e. x ∈ R
d.
In other words, u(x, y) is the harmonic extension of u0 to the upper half-space. We con-
sider here the maximal function associated to the Poisson kernel (henceforth denoted
by the star ⋆, slightly different from the heat flow case)
u⋆(x) = sup
y>0
(|u0| ∗ Py)(x). (2.4)
With respect to this maximal operator we shall prove the following regularity results,
in analogy with Theorem 1.
Theorem 2. Let u⋆ be the Poisson maximal function defined in (2.4). The following
propositions hold.
(i) Let 1 < p ≤ ∞ and u0 ∈ W 1,p(R). Then u⋆ ∈W 1,p(R) and
‖(u⋆)′‖p ≤ ‖u′0‖p.
(ii) Let u0 ∈ W 1,1(R). Then u⋆ ∈ L∞(R) and has a weak derivative (u⋆)′ that
satisfies
‖(u⋆)′‖1 ≤ ‖u′0‖1.
(iii) Let u0 be of bounded variation on R. Then u
⋆ is of bounded variation on R
and
V (u⋆) ≤ V (u0).
(iv) Let d > 1 and u0 ∈W
1,p(Rd), for p = 2 or p =∞. Then u⋆ ∈W 1,p(Rd) and
‖∇u⋆‖p ≤ ‖∇u0‖p.
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2.2. The discrete setting. Again, all the results presented in this section hold for
complex-valued functions, but for simplicity (since the discrete maximal operators only
see the absolute value of a function) we will keep working with real-valued functions.
For a bounded discrete function f : Zd → R we define
∂xif(n) := f(n+ ei)− f(n),
where n ∈ Zd and ei = (0, ..., 1, ..., 0) is the canonical i-th base vector with 1 in the
position i. The discrete gradient is then the vector
∇f(n) = (∂xif(n), ∂fx2(n), ..., ∂xdf(n)) .
We let
‖f‖p =
∑
n∈Zd
|f(n)|p
1/p ,
if 1 ≤ p <∞ and
‖f‖∞ = sup
n∈Zd
|f(n)|.
We define the lp(Zd)-norms of the discrete function n 7→ |∇f(n)| in an analogous way
(here | · | will always denote the usual Euclidean norm in Rd). For a discrete function
f : Zd → R we define its discrete Laplacian ∆f : Zd → R as
∆f(n) =
1
2d
∑
‖m−n‖1=1
[
f(m)− f(n)
]
,
where ‖n‖1 = |n1|+ |n2|+ ...+ |nd|, if n = (n1, n2, ..., nd) ∈ Zd.
2.2.1. Discrete heat flow maximal operator. For a bounded function u0 : Z
d → R, the
heat flow in Zd with initial condition |u0| is the unique (bounded and C1 in time)
solution u : Zd × [0,∞)→ R of the differential equation ∂tu(n, t) = ∆u(n, t);
u(n, 0) = |u0(n)|.
This solution can be given in terms of a convolution with the discrete heat kernel (see
for instance [8] and the references therein)
u(n, t) =
(
|u0| ∗ Kt
)
(n) =
∑
m∈Zd
|u0(n−m)| Kt(m),
where
Kt(m) = e
−t
d∏
i=1
Imi(t/d),
for m = (m1,m2, ...,md) ∈ Zd, and where Ik, for an integer k ≥ 0 and complex z, is
the I-Bessel function defined by
Ik(z) =
∞∑
j=0
(z/2)2j+k
j! (j + k)!
=
1
π
∫ π
0
ez cos θ cos kθ dθ,
and for a negative integer k we put Ik := I−k. We note here that I satisfies the
differential equation
Ik+1(z) + Ik−1(z) = 2I ′k(z),
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which plainly implies that
∂tKt(m) = ∆Kt(m).
Moreover, for any θ ∈ R and z ∈ C, we also have [8, Lemma 7]
∞∑
k=−∞
[
e−z Ik(z)
]
e−iθk = ez(cos θ−1),
which gives
‖Kt‖l1(Zd) =
∑
m∈Zd
Kt(m) = 1.
We then define the discrete heat flow maximal operator by
u∗(n) = sup
t>0
u(n, t) = sup
t>0
(|u0| ∗ Kt
)
(n). (2.5)
Our next result shows that this maximal operator does not increase the lp-variation
in two situations: (i) in dimension d = 1, for any 1 ≤ p ≤ ∞; (ii) in dimension d > 1,
for p = 2.
Theorem 3. Let u∗ be the discrete heat flow maximal function defined in (2.5). The
following propositions hold.
(i) Let 1 ≤ p ≤ ∞ and u0 : Z → R be a bounded discrete function such that
‖u′0‖p <∞. Then
‖(u∗)′‖p ≤ ‖u′0‖p.
(ii) Let u0 : Z
d → R be a bounded discrete function such that ‖∇u0‖2 <∞. Then
‖∇u∗‖2 ≤ ‖∇u0‖2.
2.2.2. Discrete Poisson maximal operator. Recall that the continuous Poisson kernel
Py(x) for the upper half-space defined in (2.3) satisfies the semigroup property
Py1 ∗ Py2 = Py1+y2 (2.6)
for any y1, y2 > 0, and its Fourier transform verifies
P̂y(ξ) =
∫
Rn
Py(x) e
−2πixξ dx = e−2πy|ξ| =
(
P̂1(ξ)
)y
.
Given a bounded discrete function u0 : Z
d → R, we aim to lift this function to a
harmonic function on the discrete upper half-space, i.e. we want to construct u :
Zd × Z+ → R such that  ∆u(n, y) = 0 in Z
d × N;
u(n, 0) = u0(n).
(2.7)
Observe that here we use the (d + 1)-dimensional discrete Laplacian, and that the
parameter y is now also discrete. We aim to accomplish this by convolving the initial
datum u0 with a certain integrable discrete kernel Py (also denoted below by P(·, y))
that satisfies the semigroup property (2.6). Let us proceed with a formal derivation of
the kernel Py first.
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The function P : Zd × Z+ → R would have to satisfy ∆P(n, y) = 0 in Z
d × N;
P(n, 0) = δ0(n),
(2.8)
where δ0 is the function that is 1, if n = 0, and zero otherwise. Writing the harmonicity
condition at the level y = 1 we have
2(d+ 1)P1(n) = P0(n) + P2(n) +
∑
‖m−n‖1=1
P1(m).
We now multiply the last expression by e−2πinξ and sum over n ∈ Zd to get
2(d+ 1)P̂1(ξ) = 1 + P̂2(ξ) + P̂1(ξ)
d∑
k=1
(
e2πiξk + e−2πiξk
)
,
where ξ = (ξ1, ξ2, ..., ξd) belongs to the torus T
d = [− 12 ,
1
2 ]
d. From the semigroup
property we have P̂2(ξ) = P̂1(ξ)2 and thus
P̂1(ξ)
2 − P̂1(ξ)
(
2(d+ 1)− 2
d∑
k=1
cos(2πξk)
)
+ 1 = 0. (2.9)
From (2.9) we conclude that
P̂1(ξ) =
(
(d+ 1)−
d∑
k=1
cos(2πξk)
)
±
((d+ 1)− d∑
k=1
cos(2πξk)
)2
− 1
1/2 , (2.10)
where the choice of signs could (at least in principle) be taken in any measurable way.
We shall pick the negative sign in (2.10) and define our discrete Posson kernel by
the following three expressions:
P̂1(ξ) :=
(
(d+ 1)−
d∑
k=1
cos(2πξk)
)
−
((d+ 1)− d∑
k=1
cos(2πξk)
)2
− 1
1/2 , (2.11)
P̂y(ξ) :=
(
P̂1(ξ)
)y
, (2.12)
for y ≥ 0, and
Py(n) =
∫
Td
P̂y(ξ) e
2πinξ dξ. (2.13)
Observe from (2.11) that 0 < P̂1(ξ) ≤ 1 for all ξ ∈ Td, with P̂1(ξ) = 1 if and only if
ξ = 0. Thus, for ξ ∈ Td \ {0} the function y 7→ P̂y(ξ) is decreasing (and goes to 0 as
y →∞). From (2.11), (2.12) and (2.13) it is clear that P : Zd×Z+ → R satisfies (2.8),
and therefore the maximum principle holds.
From (2.13) we have |Py(n)| ≤ 1 for all (n, y) ∈ Z
d × Z+. We want to show now
that we also have Py(n) ≥ 0 for all (n, y) ∈ Zd × Z+. For this we use the maximum
principle. Given ε > 0 observe first that, by Lebesgue dominated convergence, there is
a y0 > 0 such that ∣∣Py0(n)∣∣ ≤ ∫
Td
P̂y0(ξ) dξ < ε
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for any n ∈ Zd. Now, by the Riemann-Lebesgue lemma, there exists a radius r0 > 0
such that ∣∣Py(n)∣∣ < ε
for all 0 ≤ y ≤ y0 and |n| ≥ r0. When we consider the cylindrical contour of radius r0,
delimited by the hyperplanes y = 0 and y = y0, by the maximum principle we have
Py(n) > −ε (2.14)
within this region. Since we could take y0 as large as we wanted (and then r0 large as
well) we conclude that (2.14) actually holds for all (n, y) ∈ Zd × Z+. Since ε > 0 is
arbitrary we have
Py(n) ≥ 0 (2.15)
for all (n, y) ∈ Zd × Z+ as desired.
Since P̂y(0) = 1 for all y ≥ 0, it follows from (2.15) (and a standard approximation
argument using the smoothing Fe´jer kernel) that Py is integrable and∑
n∈Zd
Py(n) = 1
for all y ≥ 0. Therefore, given a bounded discrete function u0 : Zd → R the function
u(n, y) = u0 ∗ Py(n) =
∑
m∈Zd
u0(n−m)Py(m)
is well defined, and one now clearly sees that it satisfies (2.7).
We now define our discrete Poisson maximal operator (keeping the notation ⋆) by
u⋆(n) = sup
y∈Z+
(|u0| ∗ Py)(n). (2.16)
By a classical result of Stein [14, Theorem 1] the maximal operator ⋆ verifies the lp-
boundedness
‖u⋆‖lp(Zd) ≤ Cp‖u‖lp(Zd) (2.17)
for 1 < p ≤ ∞. With respect to this maximal function we prove the following regularity
properties, in analogy with Theorem 3.
Theorem 4. Let u⋆ be the discrete Poisson maximal function defined in (2.16). The
following propositions hold.
(i) Let 1 ≤ p ≤ ∞ and u0 : Z → R be a bounded discrete function such that
‖u′0‖p <∞. Then
‖(u⋆)′‖p ≤ ‖u′0‖p.
(ii) Let u0 : Z
d → R be a bounded discrete function such that ‖∇u0‖2 <∞. Then
‖∇u⋆‖2 ≤ ‖∇u0‖2.
We now move on to the proofs of these results. We shall start with the discrete
cases, that are technically simpler but already give a good flavor of the main ideas that
shall be used in the continuous cases. The key insight here is that all of these maximal
functions have the property of being subharmonic in the set where they disconnect
from the original function. This shall be obtained by exploiting the structure of the
underlying partial differential equations.
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3. Proof of Theorem 3 - Discrete heat kernel
From now on we assume, without loss of generality, that u0 ≥ 0, since ‖∇|u0|‖p ≤
‖∇u0‖p for any 1 ≤ p ≤ ∞.
3.1. Preliminaries. The essence of the following lemma is the fact that u∗ is subhar-
monic in the set where it disconnects from u0. The statement in the following format
will be more convenient later in the proof.
Lemma 5. Let u0 ∈ l∞(Zd) and u∗ be its discrete heat flow maximal function. Let
f ∈ l∞(Zd) be such that f ≥ u0. Let I = {n ∈ Zd; u∗(n) ≤ f(n)} and suppose that
∆f(n) ≤ 0 for all n ∈ Ic. Then I = Zd.
Proof. Suppose without loss of generality u0 is not identically zero. Let u : Z
d× [0,∞)
be the heat flow in Zd with initial condition u0. It suffices to prove that
sup
t≥0
u(n, t) ≤ f(n),
for all n ∈ Ic. It is easy to see that ‖u(·, t)‖∞ ≤ ‖u0‖∞ for any t ≥ 0. Therefore,
|∂tu(n, t)| ≤ ‖∆u‖∞ ≤ 2‖u0‖∞. (3.1)
Take ε > 0 and define
Tε = sup{t ≥ 0; u(n, t) ≤ f(n) + ε, ∀n ∈ I
c}.
In view of (3.1) we have
Tε ≥
ε
2‖u0‖∞
> 0.
Suppose Tε <∞. For any n ∈ Ic and 0 ≤ t ≤ Tε we have
∂tu(n, t) =
1
2d
∑
‖m−n‖1=1
[
u(m, t)− u(n, t)
]
≤
1
2d
∑
‖m−n‖1=1
[
f(m) + ε− u(n, t)
]
= f(n) + ε− u(n, t) +
1
2d
∑
‖m−n‖1=1
[
f(m)− f(n)
]
≤ f(n) + ε− u(n, t).
Define y(t) = u(n, t) − (f(n) + ε). From the inequality above we have y′(t) ≤ −y(t)
and thus, for any t ∈ [0, Tε],
y(t) ≤ e−ty(0) ≤ −εe−t ≤ −εe−Tε .
Hence
u(n, Tε) ≤ (f(n) + ε)−
ε
exp(Tε)
(3.2)
for any n ∈ Ic. Combining (3.2) with (3.1) we conclude that u(n, t) ≤ f(n)+ ε for any
t with
Tε ≤ t ≤ Tε +
ε
2‖u0‖∞ exp(Tε)
,
which is in contradiction with the assumption that Tε <∞. Hence Tε =∞ and
u(n, t) ≤ f(n) + ε
for all t ≥ 0 and all n ∈ Ic. To conclude the proof, take the limit ε→ 0+. 
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3.2. Proof of Theorem 3.
Step 1: Zorn’s lemma. Recall that we are working here in the two cases: (i) d = 1 and
1 ≤ p ≤ ∞ or (ii) d > 1 and p = 2. Consider the following family of functions:
S =

f : Zd → R;
u0(n) ≤ f(n) ≤ u∗(n); ∀n ∈ Zd;
‖∇f‖p ≤ ‖∇u0‖p .
Note that S is non-empty since u0 ∈ S. We want to show ultimately that u∗ ∈ S. We
put a partial order  in S by considering the pointwise order (i.e. f  g in S if and
only if f(n) ≤ g(n) for all n ∈ Zd). Let us prove that (S,) is inductive, i.e. every
totally ordered subset has an upper bound in S. Let {fα}α∈Λ be a totally ordered
subset and define
f(n) = sup
α∈Λ
fα(n).
We claim that f ∈ S. It is clear that u0(n) ≤ f(n) ≤ u∗(n) for all n ∈ Zd. Let J ⊂ Zd
be a finite set and define J˜ = {n ∈ Zd; dist(n, J) ≤ 1} (this distance is taken with
respect to the ‖ · ‖1-norm). There exists a sequence {fk}k∈N ⊂ {fα}α∈Λ such that
lim
k→∞
fk(n) = f(n)
for all n ∈ J˜ . Thus,∑
n∈J
∣∣∇f(n)∣∣p = lim
k→∞
∑
n∈J
|∇fk(n)|
p ≤ lim sup
k→∞
‖∇fk‖
p
p ≤ ‖∇u0‖
p
p.
Since this holds for any finite set J , we must have∥∥∇f∥∥
p
≤ ‖∇u0‖p,
and thus f ∈ S. By Zorn’s lemma (S,) has (at least) one maximal element, which
we call g.
Step 2: Conclusion. We now claim that g = u∗. Suppose this is not true and let
I = {n ∈ Zd; g(n) = u∗(n)}. By Lemma 5, we know that g cannot be superharmonic
on Ic, and thus there is a point n ∈ Ic such that ∆g(n) > 0.
We first deal with the case d ≥ 1 and p = 2. Consider the function
qn(x) =
∑
‖m−n‖1=1
(g(m)− x)2.
It is easy to see that x 7→ qn(x) is a strictly convex function with its unique minimizer
x = xn given by
xn =
1
2d
∑
‖m−n‖1=1
g(m) = g(n) + ∆g(n).
Therefore, if ∆g(n) > 0, we can consider the function
g˜(m) =

g(m), if m 6= n;
min
{
u∗(n), g(n) + ∆g(n)
}
, if m = n.
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Then g ≤ g˜ ≤ u∗ pointwise and, since g(n) < g˜(n) ≤ xn, the strict convexity of qn
gives us
qn(g(n)) > qn
(
g˜(n)
)
≥ qn(xn).
This plainly implies that
‖∇g‖22 =
∥∥∇g˜∥∥2
2
+ qn(g(n))− qn
(
g˜(n)
)
>
∥∥∇g˜∥∥2
2
.
Thus g˜ ∈ S and this contradicts the maximality of g.
Now we deal with the case d = 1 and 1 ≤ p ≤ ∞. The idea is the same as above. If
1 ≤ p <∞ we simply observe that the function (for fixed a, b ∈ R)
q(x) = |a− x|p + |b− x|p
is convex (strictly convex if 1 < p) with minimizer x = (a + b)/2. If p = ∞ we note
that
q(x) = max{|a− x|, |b − x|}
is also convex with minimizer x = (a+ b)/2. This concludes the proof.
4. Proof of Theorem 4 - Discrete Poisson kernel
In this section we keep, without loss of generality, the assumption u0 ≥ 0 (since
‖∇|u0|‖p ≤ ‖∇u0‖p for any 1 ≤ p ≤ ∞).
4.1. Preliminaries. We start by proving the analogous statement to Lemma 5 for the
discrete Poisson maximal function.
Lemma 6. Let u0 ∈ l∞(Zd) and u⋆ be its discrete Poisson maximal function. Let
f ∈ l∞(Zd) be such that f ≥ u0. Let I = {n ∈ Zd; u⋆(n) ≤ f(n)} and suppose that
∆f(n) ≤ 0 for all n ∈ Ic. Then I = Zd.
Proof. For y ∈ Z+ we define
β(y) = sup
n∈Zd
(u(n, y)− f(n))+ ,
where t+ := max{t, 0}. Observe that β(0) = 0 and that, for any y, we have
0 ≤ β(y) ≤ ‖u⋆‖∞ + ‖f‖∞ <∞
and
u(·, y) ≤ f + β(y). (4.1)
Suppose that Ic 6= ∅. In this case,
β(y) = sup
n∈Ic
(u(n, y)− f(n))+.
Take n ∈ Ic and y > 0. Using the fact that u is harmonic in the discrete upper
half-space, together with (4.1) and the hypothesis that ∆f(n) ≤ 0 for n ∈ Ic, we find
2(d+ 1)u(n, y) = u(n, y − 1) + u(n, y + 1) +
∑
||m−n||1=1
u(m, y)
≤ 2f(n) + β(y − 1) + β(y + 1) +
∑
||m−n||1=1
(
f(m) + β(y)
)
≤ 2(d+ 1)f(n) + β(y − 1) + β(y + 1) + 2d β(y).
Therefore
2(d+ 1)
(
u(n, y)− f(n)
)
≤ β(y − 1) + β(y + 1) + 2d β(y). (4.2)
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Taking the supremum over n ∈ Ic on the left hand side of (4.2) we find
β(y) ≤
β(y − 1) + β(y + 1)
2
for any y > 0. Since the sequence y 7→ β(y) is bounded and β(0) = 0, we must have
β(y) = 0 for all y > 0. Therefore Ic would be empty, in contradiction with the original
assumption Ic 6= ∅. 
4.2. Proof of Theorem 4. Once we have established Lemma 6, the proof of Theorem
4 plainly follows by the argument based on Zorn’s lemma used in the proof of Theorem
3 for the discrete heat flow maximal function. We will omit the details.
5. Proof of Theorem 1 - Continuous heat kernel
5.1. Preliminaries. We begin this section with a selection of lemmas that will be
helpful as we move on to the proof. Throughout this section we assume without
loss of generality that u0 ≥ 0, for if u0 ∈ W 1,p(Rd) we have |u0| ∈ W 1,p(Rd) and
|∇|u0|| = |∇u0| a.e. if u0 is real-valued (in the general case u0 complex-valued we have
|∇|u0|| ≤ |∇u0| a.e), and if u0 is of bounded variation on R we have V (|u0|) ≤ V (u0).
In what follows we write
Lip(u) = sup
x,y∈Rd
x 6=y
|u(x)− u(y)|
|x− y|
for the Lipschitz constant of a function u : Rd → R.
Lemma 7. .
(i) If u0 ∈ C(Rd) ∩ Lp(Rd), for some 1 ≤ p <∞, then u∗ ∈ C(Rd).
(ii) If u0 is bounded and Lipschitz continuous then u
∗ is bounded and Lipschitz
continuous with Lip(u∗) ≤ Lip(u0).
Proof. (i) Recall that
u∗(x) = sup
t>0
(u0 ∗Kt)(x)
with the heat kernel Kt defined in (2.1). Let us denote here τhu0(x) := u0(x − h).
Given ε > 0, there is a time tε <∞ such that
|τhu0 − u0| ∗Kt(x) ≤ (|τhu0 − u0|
p ∗Kt(x))
1/p
≤
(
‖τhu0 − u0‖
p
p ‖Kt‖∞
)1/p
=
‖τhu0 − u0‖p
(4πt)d/2p
≤
2‖u0‖p
(4πt)d/2p
< ε
whenever t > tε, for all x, h ∈ Rd. Note that we used Jensen’s inequality in the first
line above and Young’s inequality on the second line. On the other hand, given x ∈ Rd
and if 0 < t ≤ tε, we can choose δ > 0 such that
|τhu0 − u0| ∗Kt(x)
=
∫
|y|<√tε
|τhu0 − u0|(x− y)Kt(y) dy +
∫
|y|≥√tε
|τhu0 − u0|(x− y)Kt(y) dy
≤ sup
w∈B√tε (x)
|τhu0 − u0|(w) + ‖τhu0 − u0‖p ‖χ{|y|≥√tε}Kt‖p′ < ε
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whenever |h| < δ, where we have used the fact that ‖χ{|y|≥√tε}Kt‖p′ is bounded for
0 < t ≤ tε. Using the sublinearity, we then arrive at∣∣τhu∗(x)− u∗(x)∣∣ ≤ (τhu0 − u0)∗(x) ≤ ε
for |h| < δ, which proves that u∗ is continuous at x.
(ii) It is easy to check that if u0 is bounded by M and has Lipschitz constant L, then
for each time t > 0 the function u0 ∗Kt is also bounded by M and admits the same
Lipschitz constant L. In this case, the pointwise supremum of uniformly Lipschitz
functions is still Lipschitz with (at most) the same constant. 
We will say here that a continuous function f is subharmonic in an open set A if,
for every x ∈ A, and every ball Br(x) ⊂ A we have
f(x) ≤
1
σd−1
∫
Sd−1
f(x+ rξ) dσ(ξ),
where σd−1 denotes the surface area of the unit sphere Sd−1, and dσ is its surface
measure. Here Br(x) denotes the open ball of radius r and center x, and Br(x) denotes
the corresponding closed ball.
Lemma 8 (Subharmonicity). Let u0 ∈ C(R
d) ∩ Lp(Rd) for some 1 ≤ p < ∞ or
u0 be bounded and Lipschitz continuous. Then u
∗ is subharmonic in the open set
A = {x ∈ Rd; u∗(x) > u0(x)}.
Proof. Note that by Lemma 7 we have u∗ continuous and thus the set A = {x ∈
Rd; u∗(x) > u0(x)} is in fact open. Take x0 ∈ A and a radius r > 0 such that
Br(x0) ⊂ A. Let h : Br(x0) → R be the solution of the Dirichlet boundary value
problem {
∆h = 0 in Br(x0);
h = u∗ in ∂Br(x0).
Since u∗ is a continuous function, this problem does admit a unique solution h ∈
C2(Br(x0)) ∩ C
(
Br(x0)
)
. Now let T > 0 and Ω = Br(x0) × (0, T ). Observe that
v(x, t) := u(x, t) − h(x) ∈ C2(Ω) ∩ C
(
Ω
)
and solves the heat equation in Ω. By the
maximum principle for the heat equation, the maximum of v in Ω must be attained
either in ∂Br(x0)× [0, T ] or in Br(x0)× {t = 0}. By construction, note that
max
∂Br(x0)×[0,T ]
v(x, t) = max
∂Br(x0)×[0,T ]
u(x, t)− u∗(x) ≤ 0.
Let y0 be such that
max
Br(x0)
v(x, 0) = v(y0, 0).
We claim that v(y0, 0) ≤ 0. In fact, let us suppose that v(y0, 0) > 0. Then, by the
maximum principle, v(y0, t) ≤ v(y0, 0) for any 0 ≤ t ≤ T , which in turn implies that
u(y0, t) ≤ u0(y0) for any 0 ≤ t ≤ T . Since T is arbitrary, we would have u∗(y0) = u0(y0)
and thus y0 /∈ A, contradiction. Therefore
max
Br(x0)
v(x, 0) ≤ 0,
which plainly gives
u(x0, t) ≤ h(x0)
for any 0 ≤ t ≤ T . As T is arbitrary we conclude that
u∗(x0) ≤ h(x0),
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which is the desired result since h is harmonic and thus equal to its average over the
sphere ∂Br(x0), where h = u
∗ by construction. 
The next lemma will be important in the proof of the theorem for p = 2 and d ≥ 1.
Lemma 9. Let f, g ∈ C(Rd)∩W 1,2(Rd) with g Lipschitz. Suppose that g ≥ 0 and that
f is subharmonic in the open set J = {x ∈ Rd; g(x) > 0}. Then∫
Rd
∇f .∇g dx ≤ 0.
Proof. Formally, the identity∫
Rd
∇f .∇g dx =
∫
Rd
(−∆f) g dx
would imply the result, since f subharmonic in the set {g > 0} would mean −∆f ≤ 0
in this set. This justifies the intuition for the result. Our work here is to make this
argument rigorous.
Our first claim is that we can assume without loss of generality that g has compact
support. To see this let Ψ ∈ C∞c (R
d) be a non-negative function such that Ψ(x) ≡ 1
in B1 and supp(Ψ) ⊂ B2. For N ∈ N, let ΨN(x) := Ψ(x/N) and consider gN (x) :=
g(x)ΨN (x). If we could prove the result for each gN (note that f is subharmonic in the
set {gN > 0} and each gN is Lipschitz since g is bounded), since gN → g in W 1,2(Rd)
we would obtain ∫
Rd
∇f .∇g dx = lim
N→∞
∫
Rd
∇f .∇gN dx ≤ 0.
From now on we assume that supp(g) ⊂ BR for some R > 0.
Consider a non-negative function ϕ ∈ C∞c (R
d) with support on the unit ball B1 and
integral 1. For ε > 0 put ϕε(x) = ε
−dϕ(x/ε) and write
fε = f ∗ ϕε.
We see that fε ∈ C∞(Rd) and it is not hard to check that
∂xifε = (∂xif) ∗ ϕε = f ∗ (∂xiϕε),
and
∂xixifε = (∂xif) ∗ (∂xiϕε) = f ∗ (∂xixiϕε). (5.1)
Let us define the set Jε = {x ∈ J ; dist(x, ∂J) > ε}. A simple computation shows that
fε is subharmonic on Jε. In fact, if x ∈ Jε and Br(x) ⊂ Jε, we have
fε(x) =
∫
Bε
f(x− y)ϕε(y) dy
≤
∫
Bε
1
σd−1
∫
Sd−1
f(x− y + rξ) dσ(ξ)ϕε(y) dy
=
1
σd−1
∫
Sd−1
fε(x+ rξ) dσ(ξ).
Since fε ∈ C
∞(Rd), this implies that (−∆fε)(x) ≤ 0 for x ∈ Jε.
For ε > 0 and ψ ∈ C∞c (R
d) we can apply integration by parts to get∫
Rd
∇fε .∇ψ dx =
∫
Rd
(−∆fε)ψ dx.
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Now since |∇fε| ∈ L2(Rd) and ∆fε ∈ L2(Rd), we might approximate our function
g ∈ W 1,2(Rd) by such ψ ∈ C∞c (R
d) (in the W 1,2-norm) to obtain∫
Rd
∇fε .∇g dx =
∫
Rd
(−∆fε) g dx
=
∫
J\Jε
(−∆fε) g dx+
∫
Jε
(−∆fε) g dx
≤
∫
J\Jε
(−∆fε) g dx.
(5.2)
Let C be the Lipschitz constant of g. Then, for any x ∈ J \ Jε we have
|g(x)| ≤ Cε. (5.3)
From (5.1) we observe that
∂xixifε = (∂xif) ∗
(
ε−1(∂xiϕ)ε
)
, (5.4)
where (∂xiϕ)ε(x) = ε
−d(∂xiϕ)(x/ε). From (5.3) and (5.4), using Ho¨lder’s inequality
and Young’s inequality we get∫
J\Jε
∣∣(−∆fε) g∣∣dx ≤ C ∫
J\Jε
d∑
i=1
∣∣(∂xif) ∗ (∂xiϕ)ε∣∣dx
≤ C d
∫
J\Jε
|∇f | ∗ (|∇ϕ|)ε dx
≤ C d
(∫
J\Jε
∣∣|∇f | ∗ (|∇ϕ|)ε∣∣2 dx)1/2 m(J \ Jε)1/2
≤ C d ‖∇f‖2 ‖∇ϕ‖1 m(J \ Jε)
1/2.
(5.5)
Since supp(g) ⊂ BR, we know that m(J \ Jε) → 0 as ǫ → 0. Finally, since fε → f in
W 1,2(Rd) we use (5.2) and (5.5) to get∫
Rd
∇f .∇g dx = lim
ε→0
∫
Rd
∇fε .∇g dx
≤ lim
ε→0
∫
J\Jε
(−∆fε) g dx = 0.

Lemma 10 (Reduction to the Lipschitz case). In order to establish Theorem 1 - parts
(i) and (iv) - it suffices to consider the initial datum u0 Lipschitz.
Proof. If p = ∞, recall that a function u0 ∈ W 1,∞(Rd) can be modified on a set of
measure zero to become bounded and Lipschitz continuous.
If 1 < p <∞, we take ε > 0 and consider
uε(x) = u0 ∗Kε(x).
It is clear that uε is Lipschitz continuous. Suppose that the result is true for uε, i.e.
that u∗ε ∈ W
1,p(Rd) and
‖∇u∗ε‖p ≤ ‖∇uε‖p , (5.6)
where
u∗ε(x) = sup
τ>0
uε ∗Kτ (x) = sup
t>ε
u0 ∗Kt(x).
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From Young’s inequality we have
‖uε‖p ≤ ‖u0‖p (5.7)
and, together with Minkowski’s inequality, we also have
‖∇uε‖p ≤ ‖∇u0‖p (5.8)
for any ε > 0. From (5.6), (5.7) and (5.8) we find that u∗ε is uniformly bounded
in W 1,p(Rd). Note that u∗ε converges pointwise to u
∗ as ǫ → 0. From the weak
compactness of W 1,p(Rd) we then conclude that u∗ ∈W 1,p(Rd) and u∗ε ⇀ u
∗ as ε→ 0.
Therefore
‖∇u∗‖p ≤ lim inf
ε→0
‖∇u∗ε‖p ≤ lim inf
ε→0
‖∇uε‖p ≤ ‖∇u0‖p ,
which completes the proof. 
5.2. Proof of part (iv). In the case p = ∞, we know that u0 ∈ W 1,∞(Rd) can
be modified on a set of measure zero to become Lipschitz continuous with Lip(u0) ≤
‖∇u0‖∞. From Lemma 7, u∗ will also be bounded and Lipschitz continuous, with
Lip(u∗) ≤ Lip(u0), and the result follows, since in this case u∗ ∈ W 1,∞(Rd) with
‖∇u∗‖∞ ≤ Lip(u∗).
If p = 2, we are essentially done as well. In fact, from Lemma 10 it suffices to
consider the case u0 Lipschitz continuous in W
1,2(Rd). In this case, from Lemma 7
we know that u∗ is also Lipschitz continuous, and from Lemma 8 we have that u∗ is
subharmonic in the open set A = {x ∈ Rd; u∗(x) > u0(x)}. Recall from our discussion
in the introduction of the paper that we already have u∗ ∈ W 1,2(Rd), and thus the
hypotheses of Lemma 9 apply to f = u∗ and g = (u∗ − u0). Therefore,
‖∇u0‖
2
2 =
∫
Rd
|∇u0|
2 dx =
∫
Rd
|∇u∗ −∇(u∗ − u0)|2 dx
=
∫
Rd
|∇(u∗ − u0)|2 dx− 2
∫
Rd
∇u∗ .∇(u∗ − u0) dx+
∫
Rd
|∇u∗|2 dx
≥
∫
Rd
|∇u∗|2 dx = ‖∇u∗‖22 ,
which concludes the proof.
5.3. Proof of part (i) - case 1 < p <∞.
Step 1: Set up. The initial considerations are the same as before. From Lemma 10 it
suffices to consider the case u0 Lipschitz continuous in W
1,p(R). From Lemma 7 we
know that u∗ is also Lipschitz, and from Lemma 8 we have that u∗ is subharmonic in
the open set A = {x ∈ R; u∗(x) > u0(x)}. Let us explore the structure of R to write
the open set A as a countable union of disjoint open intervals
A =
⋃
j
Ij =
⋃
j
(αj , βj).
Note also that subharmonicity is equivalent to convexity in each (αj , βj), when we deal
with continuous functions.
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Step 2: Zorn’s lemma. As we did in the discrete case, we use here an argument based
on Zorn’s lemma. Define the family of Lipschitz continuous functions
S =

f : R→ R;
u0(x) ≤ f(x) ≤ u∗(x); ∀x ∈ R;
Lip(f) ≤ Lip(u0);
‖f ′‖p ≤ ‖u′0‖p;
The family S is non-empty since u0 ∈ S. We put a partial order  in S by considering
the pointwise order (i.e. f  g in S if and only if f(x) ≤ g(x) for all x ∈ R). Let us
prove that (S,) is inductive. Let {fα}α∈Λ be a totally ordered subset and define
f(x) = sup
α∈Λ
fα(x).
We claim that f ∈ S. Being a pointwise supremum of uniformly Lipschitz functions,
we have Lip(f) ≤ Lip(u0). Let us write L = Lip(u0). For each N ∈ N consider the
2N2 + 1 points {j/N} with −N2 ≤ j ≤ N2, j ∈ Z. For each of these j′s choose a
function fj,N ∈ Λ such that f(j/N)− fj,N(j/N) <
1
N . Then choose
fN = sup
−N2≤j≤N2
fj,N .
It is clear that for each x ∈ [−N,N ], since |x− j/N | ≤ 1/2N for some j, we have
f(x)− fN (x) ≤
1
N
+
L
N
.
Therefore fN → f pointwise as N →∞. From the conditions on the family S we know
that ‖fN‖W 1,p is uniformly bounded, and from the weak compactness of W
1,p(R) we
must have f ∈ W 1,p(R) and fN ⇀ f . We then arrive at the bound∥∥(f)′∥∥
p
≤ lim inf
N→∞
‖f ′N‖p ≤ ‖u
′
0‖p ,
which shows that f ∈ S. From Zorn’s lemma we guarantee the existence of (at least)
one maximal element in (S,), which we call g.
Step 3: Finding an appropriate segment to cut. We want to show that g = u∗. Suppose
this is not the case, i.e. that the open set B = {x ∈ R; u∗(x) > g(x)} ⊂ A is non-empty.
Let us write B as a countable union
B =
⋃
l
Ql =
⋃
l
(γl, δl).
We claim that g cannot be superharmonic on B. In fact, if one of the intervals (γl, δl)
is finite, since u∗(γl) = g(γl) and u∗(δl) = g(δl), the maximum principle would give us
u∗ ≡ g in [γl, δl], a contradiction. If the interval is of type (γl,∞) (resp. (−∞, δl)),
we would have (u∗ − g) strictly positive and convex in (γl,∞), with (u∗ − g)(γl) = 0.
This is a contradiction since (u∗− g) is Lipschitz and belongs to Lp(R), and thus must
tend to zero at infinity. To conclude the proof of the claim, note that we cannot have
B = (−∞,∞), since u0(x0) = g(x0) = u
∗(x0) at the global maximum x0 of u0.
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Therefore, there exists an interval [a, b] ⊂ B such that
g
(
a+ b
2
)
<
g(a) + g(b)
2
. (5.9)
Let ℓ(x) be the equation of the line connecting the points (a, g(a)) and (b, g(b)), i.e.
l(x) =
g(b)− g(a)
b− a
(x− a) + g(a).
Let us consider the functions u˜∗(x) := u∗(x) − ℓ(x) and g˜(x) := g(x) − ℓ(x). Let y0
be the point of minimum of g˜ when restricted to [a, b]. From (5.9) we have g˜(y0) ≤
g˜((a + b)/2) < 0. We claim that there exists a line ℓ˜ parallel to the x-axis such that
the graph of u˜∗ is above ℓ˜ and the graph of g˜ is below ℓ˜ in a neighborhood of y0. To
see this start by noting that u˜∗(y0)− g˜(y0) = C > 0. For each −g˜(y0) > ε > 0 let
aε = max{a ≤ x ≤ y0; g˜(x) ≥ g˜(y0) + ε}
and
bε = min{y0 ≤ x ≤ b; g˜(x) ≥ g˜(y0) + ε}.
From this we have g˜(x) ≤ g˜(y0)+ε, for each x ∈ [aε, bε], with equality on the endpoints.
Suppose that for each ε > 0 there exists a point zε ∈ [aε, bε] such that u˜∗(zε) < g˜(y0)+ε.
There will be a subsequence of {zε}ε>0 that accumulates around a certain z0 ∈ [a, b]
thus giving
u˜∗(z0) ≤ g˜(y0) ≤ g˜(z0) < u˜∗(z0),
a contradiction. Therefore, we can find an ε > 0 such that
u˜∗(x) ≥ g˜(y0) + ε
for each x ∈ [aε, bε].
If we undo the ∼ operation and return to the original picture, we have found a
finite interval [aε, bε] such that g is below the line connecting (aε, g(aε)) to (bε, g(bε))
in [aε, bε] (being strictly below in (aε, bε)) and u
∗ is above this line.
Step 4: Conclusion. Let us define a new function
h(x) =

g(x) , if x /∈ [aε, bε]
g(bε)− g(aε)
bε − aε
(x − aε) + g(aε) , if x ∈ [aε, bε].
From the previous step we know that u0 ≤ h ≤ u∗ and it is also clear that Lip(h) ≤
Lip(g) ≤ Lip(u0). Finally, by Jensen’s inequality we obtain
‖g′‖pp =
∫
[aε,bε]c
|g′(x)|p dx+
∫
[aε,bε]
|g′(x)|p dx
≥
∫
[aε,bε]c
|g′(x)|p dx+ (bε − aε)
(∫ bε
aε
|g′(x)|
dx
(bε − aε)
)p
≥
∫
[aε,bε]c
|g′(x)|p dx+ (bε − aε)
∣∣∣∣∣
∫ bε
aε
g′(x)
dx
(bε − aε)
∣∣∣∣∣
p
=
∫
[aε,bε]c
|g′(x)|p dx+ (bε − aε)
∣∣∣∣g(bε)− g(aε)(bε − aε)
∣∣∣∣p
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=
∫
R
|h′(x)|p dx = ‖h′‖pp.
Therefore we get that h ∈ S but this is a contradiction since h is strictly bigger than
the maximal element g in (aε, bε). This shows that g = u
∗ and the proof is concluded.
5.4. Proof of part (ii). The argument we shall use for this part is inspired in Tanaka’s
[17]. Recall that when u0 ∈ W 1,1(R), after adjusting on a set of measure zero, u0 may
be taken to be absolutely continuous. From Lemma 7 we see that u∗ is also continuous
and the set A = {x ∈ R; u∗(x) > u0(x)} is open. Let us again write A as a countable
union of disjoint open intervals
A =
⋃
j
Ij =
⋃
j
(αj , βj).
From Lemma 8 we know that u∗ is subharmonic (thus convex) in each subinterval
Ij = (αj , βj). Therefore, u
∗ must be locally Lipschitz on each Ij and, in particular,
it is absolutely continuous on each compact subinterval of Ij . From this we conclude
that u∗ is differentiable a.e. on each Ij , with derivative that we will denote by v.
We observe now that in each subinterval Ij the variation of u
∗ is smaller than the
variation of u0. In fact, since u
∗ is convex on Ij , let γj ∈ [αj , βj ] be a minimum of u∗
on [αj , βj ] (note that we might have γj = αj or γj = βj). The crucial observation is
that u∗ is monotone in [αj , γj] and in [γj , βj ], thus leading to (using the continuity of
u∗ and approaching by compacts from inside Ij)∫
Ij
|v(x)| dx =
[
u∗(αj)− u∗(γj)
]
+
[
u∗(βj)− u∗(γj)
]
≤
[
u0(αj)− u0(γj)
]
+
[
u0(βj)− u0(γj)
]
≤
∫ γj
αj
|u′0(x)| dx+
∫ βj
γj
|u′0(x)| dx
=
∫
Ij
|u′0(x)| dx.
(5.10)
Note that in case αj = −∞ (resp. βj =∞) we have u0(αj) = 0 and u∗(αj) = 0 (resp.
u0(βj) = 0 and u
∗(βj) = 0) due to the fact that u0 ∈W 1,1(R) and u∗ ∈ L1weak(R) and
is convex on Ij . In particular, since u0 ∈ W 1,1(R), we have that v ∈ L1(A).
We shall prove now that u∗ is weakly differentiable with
(u∗)′ = χAc u′0 + χA v, (5.11)
where χA and χAc denote the indicator functions of the sets A and A
c. In fact, let
ϕ ∈ C∞c (R). Observe first that∫
Ij
u∗(x)ϕ′(x) dx =
[
u0(βj)ϕ(βj)− u0(αj)ϕ(αj)
]
−
∫
Ij
v(x)ϕ(x) dx, (5.12)
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obtained again by the continuity of u∗ and a limiting argument approaching by com-
pacts from inside Ij . From (5.12) we have∫
R
u∗(x)ϕ′(x) dx =
∫
Ac
u∗(x)ϕ′(x) dx+
∫
A
u∗(x)ϕ′(x) dx
=
∫
Ac
u0(x)ϕ
′(x) dx+
∑
j
[
u0(βj)ϕ(βj)− u0(αj)ϕ(αj)
]
−
∫
A
v(x)ϕ(x) dx
=
∫
Ac
u0(x)ϕ
′(x) dx+
[∫
A
u0(x)ϕ
′(x) dx+
∫
A
u′0(x)ϕ(x) dx
]
−
∫
A
v(x)ϕ(x) dx
= −
∫
R
u′0(x)ϕ(x) dx+
∫
A
u′0(x)ϕ(x) dx−
∫
A
v(x)ϕ(x) dx
= −
∫
R
(χAc u
′
0 + χA v)(x)ϕ(x) dx,
as we wanted to show.
We are now in position to conclude. From (5.10) and (5.11) we have
‖(u∗)′‖1 =
∫
R
|(u∗)′(x)| dx
=
∫
Ac
|(u0)
′(x)| dx+
∫
A
|v(x)| dx
≤
∫
Ac
|(u0)
′(x)| dx+
∫
A
|(u0)
′(x)| dx = ‖(u0)′‖1.
5.5. Proof of part (iii). If u0 has bounded variation, then u0 is bounded. The
distributional derivative Du0 is a Radon measure with |Du0| ≤ V (u0), where |Du0|
denotes the total variation of Du0. For ε > 0 we consider again
uε(x) = u0 ∗Kε(x).
Note that uε ∈ C∞(R) is bounded and Lipschitz. We let
u∗ε(x) = sup
τ>0
uε ∗Kτ (x) = sup
t>ε
u0 ∗Kt(x).
From Lemma 8 we know that u∗ε is subharmonic in the open set A = {x ∈ R; u
∗
ε(x) >
uε(x)}. Let us write again
A =
⋃
j
Ij =
⋃
j
(αj , βj),
and thus we will have u∗ε convex in each Ij = (αj , βj). Now consider a partition P =
{x1, x2, ..., xN}. Refine this partition by including the endpoints αj and βj for which
xk ∈ [αj , βj] for k = 1, 2, ..., N . Thus we obtain a new partition P ′ = {y1, ..., yM} ⊃ P ,
where M ≥ N . We now estimate the variation VP (u∗ε) of the function u
∗
ε with respect
to the partition P by observing that
VP (u∗ε) =
N−1∑
i=1
∣∣u∗ε(xi+1)− u∗ε(xi)∣∣
≤ VP′(u∗ε) =
M−1∑
j=1
∣∣u∗ε(yj+1)− u∗ε(yj)∣∣
≤ V (uε) ,
(5.13)
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where in the last inequality we used the convexity of u∗ε in each Ij = (αj , βj) and the
fact that u∗ε and uε agree at the endpoints αj and βj (minor modifications are needed
for the cases αj = −∞ or βj =∞). Since
Duε(x) = Du0 ∗Kε(x),
from Young’s inequality we have
V (uε) = |Duε| ≤ |Du0| ‖Kε‖1 = |Du0| ≤ V (u0). (5.14)
We now observe that as ε→ 0, we have u∗ε → u
∗ pointwise. From (5.13) and (5.14)
we find that
VP (u∗) =
N−1∑
i=1
∣∣u∗(xi+1)− u∗(xi)∣∣
= lim
ε→0
N−1∑
i=1
∣∣u∗ε(xi+1)− u∗ε(xi)∣∣ ≤ V (u0).
Since this holds for any partition P we obtain
V (u∗) ≤ V (u0),
and the proof is concluded.
6. Proof of Theorem 2 - Continuous Poisson kernel
Throughout this proof we will again assume without loss of generality that u0 ≥ 0.
6.1. Preliminaries. The first result of this section is analogous to Lemma 7.
Lemma 11. .
(i) If u0 ∈ C(R) ∩ Lp(Rd), for some 1 ≤ p <∞, then u⋆ ∈ C(Rd).
(ii) If u0 is bounded and Lipschitz continuous then u
⋆ is bounded and Lipschitz
continuous with Lip(u⋆) ≤ Lip(u0).
Proof. Just follow the proof of Lemma 7. 
We now investigate the set where u⋆ disconnects from u0. As in the heat kernel
case, we will show that u⋆ is subharmonic in this set. The main tool for this will be
the structure of the underlying Laplace equation (namely, the mean value property).
Lemma 12 (Subharmonicity II). Let u0 ∈ C(R) ∩ Lp(Rd) for some 1 ≤ p < ∞
or u0 be bounded and Lipschitz continuous. Then u
⋆ is subharmonic in the open set
A = {x ∈ Rd; u⋆(x) > u0(x)}.
Proof. From Lemma 11 we see that u⋆ is continuous and A is in fact an open set. In
what follows we keep denoting by Br(x) the open d-dimensional ball centered in x with
radius r, and now we introduce Br(x, y) to denote the open (d + 1)-dimensional ball
centered in (x, y) with radius r.
Let x0 ∈ A. Since u0(x0) < u⋆(x0) and
lim
y→0+
u(x0, y) = u0(x0) ,
there exists δ = δ(x0) > 0 such that if y < δ then
u(x0, y) < u
⋆(x0)−
1
2 (u
⋆(x0)− u0(x0)). (6.1)
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Now let y0 ≥ δ(x0). Choose a radius 0 < r0 < δ such that Br0(x0) ⊂ A. For any
r < r0 we have Br(x0, y0) ⊂ A × (0,∞). Recall that the function u(x, y) is harmonic
in Rd × (0,∞) and therefore, by the mean value property, we have
u(x0, y0) =
1
rd+1ωd+1
∫
Br(x0,y0)
u(x, y) dxdy , (6.2)
where ωd+1 denotes the volume of the (d + 1)-dimensional unit ball. From (6.2) we
arrive at
u(x0, y0) ≤
1
rd+1ωd+1
∫
Br(x0,y0)
u⋆(x) dxdy
=
1
rd+1ωd+1
∫
Br(x0)
2
√
r2 − |x− x0|2 u
⋆(x) dx.
(6.3)
By (6.1) we know that u⋆(x0) = supy≥δ u(x0, y) and since (6.3) holds for any y0 ≥ δ,
we have
u⋆(x0) ≤
1
rd+1ωd+1
∫
Br(x0)
2
√
r2 − |x− x0|2 u
⋆(x) dx (6.4)
for any r < r0 = r0(x0).
Condition (6.4) can be viewed as a “weighted” subharmonicity. We shall prove
that it actually implies subharmonicity in the usual sense. First observe that (6.4) is
sufficient to establish the maximum principle for u⋆ in the domain A (in each connected
component to be precise), i.e. if Ω is an open connected set such that Ω ⊂ A, and u⋆
has an interior maximum in Ω then u⋆ must be constant in Ω. With this in hand,
consider any ball Bs(x0) ⊂ A and let h : Bs(x0) → R be the solution of the Dirichlet
boundary value problem {
∆h = 0 in Bs(x0);
h = u⋆ in ∂Bs(x0).
Consider the function g = u⋆−h. Let us prove that g satisfies the same local “weighted”
subharmonicity (6.4) in Bs(x0). In fact, for a given x1 ∈ Bs(x0), we know that (6.4)
holds in a neighborhood of x1. Therefore, we can find a radius r1 such that Br1(x1) ⊂
Bs(x0) and (6.4) holds for r < r1. Using the fact that h is harmonic and that our
weight is a radial function we arrive at
g(x1) = u
⋆(x1)− h(x1)
≤
(
1
rd+1ωd+1
∫
Br(x1)
2
√
r2 − |x− x1|2 u
⋆(x) dx
)
− h(x1)
=
(
1
rd+1ωd+1
∫
Br(x1)
2
√
r2 − |x− x1|2
{
u⋆(x) − h(x)
}
dx
)
=
(
1
rd+1ωd+1
∫
Br(x1)
2
√
r2 − |x− x1|2 g(x) dx
)
.
By the maximum principle, since g is continuous in Bs(x0), the maximum of g in
Bs(x0) must be attained on the boundary. However, g = 0 in ∂Bs(x0), and therefore
u⋆(x0) ≤ h(x0),
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which shows that u⋆ is subharmonic (in the usual sense, defined after Lemma 7) since
h is harmonic and thus equal to its average over the sphere ∂Bs(x0), where h = u
⋆ by
construction. 
6.2. Proof of Theorem 2. Having established the subharmonicity of u⋆ in the dis-
connecting set (Lemma 12), the proof of Theorem 2 follows essentially in the same
way as the proof of Theorem 1, by observing that the Poisson kernel also satisfies the
semigroup property Py1 ∗ Py2 = Py1+y2 to reduce to the Lipschitz case as in Lemma
10. We shall omit the details.
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