Recently multiserver queues with setup times have been extensively studied because they have applications in power-saving data centers. The most challenging model is the M/M/c/Setup queue where a server is turned off when it is idle and is turned on if there are some waiting jobs. Recently, Gandhi et al. [8, 9] present the recursive renewal reward approach as a new mathematical tool to analyze the model. In this paper, we derive exact solutions for the same model using two alternative methodologies: generating function approach and matrix analytic method. The former yields several theoretical insights into the systems while the latter provides an exact recursive algorithm to calculate the joint stationary distribution and then some performance measures so as to give new application insights.
Introduction
The core part of cloud computing is data center where a huge number of servers are available.
These servers consume a large amount of energy. Thus, the key issue for the management of these server farms is to minimize the power consumption while keeping acceptable service level for users. It is reported that under the current technology an idle server still consumes about 60% of its peak when processing jobs [2] . Thus, the only way to save power is to turn off idle servers. However, off servers need some setup time to be active during which they consume power but cannot process jobs. Thus, there exists a trade-off between power-saving and performance.
This motivates the study of multiserver queues with setup times.
Although queues with setup times have been extensively investigated in the literature, most of papers deal with single server case [19, 3, 5, 6] . These papers analyze single server queues with general service time distribution. Artalejo et al. [1] are the first to present a throughout analysis for multiserver queues with setup times where the authors consider the case in which at most one server can be in the setup mode at a time. This policy is later referred to as staggered setup in the literature [7] . Artalejo et al. [1] show an analytical solution by solving the set of balance equations for the joint stationary distribution of the number of active servers and that of jobs in the system using a difference equation approach. The solution of the staggered setup model is significantly simplified by Gandhi et al. [7] who also present a decomposition property for the queue length and the waiting time.
Recently, motivated by applications in data centers, multiserver queues with setup times have been extensively investigated in the literature. In particular, Gandhi et al. [7] extensively analyze multiserver queues with setup times. They obtain some closed form approximations for the ON-OFF policy where any number of servers can be in the setup mode. As is pointed out in Gandhi et al. [7] , from an analytical point of view the most challenging model is the ON-OFF policy where the number of servers in setup mode is not limited. Recently, Gandhi et al. [8, 9] analyze the M/M/c/Setup model with ON-OFF policy using a recursive renewal reward approach. Gandhi et al. [8, 9] present that the model is difficult to be solved using conventional methods such as generating function or matrix analytic methods. As a result, the recursive renewal reward approach is presented as a new mathematical tool to resolve the problem.
The main aim of our current paper is to give a response to Gandhi et al. [7] by deriving explicit solutions to M/M/c/Setup model with ON-OFF policy via two standard methodologies, i.e., generating function approach and a matrix analytic method. The advantage of the generating function approach is that it provides deep analytical insights into the systems, i.e., conditional decomposition property and exact expressions for the joint stationary distributions, waiting time distributions etc. On the other hand, the matrix analytic method yields an efficient algorithm where a rate matrix is explicitly obtained. Furthermore, some new application insights are obtained by taking into account the mean number of switches per a unit time to the cost function.
Some closely related works are as follows. Mitrani [11, 12] considers models for server farms with setup costs. The author analyzes the models where a group of reserve servers are shutdown instantaneously if the number of jobs in the system is smaller than some lower threshold and are powered up instantaneously when it exceeds some upper threshold. Because of this instantaneous shutdown and setup, the underlying Markov chain in [12] has a birth and death structure which allows closed form solutions. The author investigates the optimal lower and upper thresholds for the system. The same author [11] extends their analysis to the case where each job has an exponentially distributed random timer exceeding which the job leaves the system. Schwartz et al. [18] consider a similar model to that in [11] .
The rest of this paper is organized as follows. Section 2 presents the model in details while Section 3 is devoted to the analysis of the model via generating functions. Section 4 is devoted to the analysis via matrix analytic methods. Section 5 presents some variant models for which the methodologies in this paper can be easily adapted. Section 6 presents some numerical examples showing insights into the performance of the system. Concluding remarks are presented in Section 7.
Model and Markov Chain

Model
We consider M/M/c/Setup queueing systems with ON-OFF policy. Jobs arrive at the system according to a Poisson process with rate λ. In this system, a server is turned off immediately if it has no job to do. Upon arrival of a job, an OFF server is turned on and the job is placed in the buffer. However, a server needs some setup time to be active so as to serve waiting jobs. We assume that the setup time follows an exponential distribution with mean 1/α. Let j denotes the number of customers in the system and i denotes the number of active servers. The number of servers in setup process is min(j − i, c − i). Under these assumptions, the number of active servers is smaller than or equal to the number of jobs in the system. Therefore, in this model a server is in either BUSY or OFF or SETUP. We assume that the service time of jobs follows an exponential distribution with mean 1/µ. We assume that waiting jobs are served according to a first-come-first-served (FCFS) manner. We call this model an M/M/c/Setup queue.
The exponential assumptions for the inter-arrival, setup time and service time allow to construct a Markov chain whose stationary distribution is explicitly obtained. It should be noted that we can easily construct a Markov chain for a more general model with MAP arrival and phase-type service and setup time distributions. However, the number of states of the resulted Markov chain explores and thus analytical solutions do not exist.
Markov chain and notations
It is easy to see that the stability condition for the system is λ < cµ because all the servers are eventually active if the number of jobs in the system is large enough. Let C(t) and N (t) denote the number of busy servers and that of jobs in the system, respectively. Under the assumptions made in Section 2, it is easy to see that {X(t) = (C(t), N (t)); t ≥ 0} forms a Markov chain in the state space Figure 1 for the transitions among states. Let It should be noted that at the state (i, j) the number of waiting jobs is j − i. We define the partial generating functions for the number of waiting jobs as follows.
We are also interested in finding the partial factorial moments defined by Π (n)
denotes the n-th derivative of f (x). We denote the set of non-negative integers and that of positive integers as follows.
Definition 2.1. For φ ∈ R, the Pochhammer symbol is defined as follows.
In this section, we derive explicit expressions for the partial generating functions and the partial factorial moments. The term "explicit" means that these expressions do not contain limits and they can be exactly calculated using a finite procedure.
Explicit expressions
The balance equations for the case i = 0 read as follows.
Let Π 0 (z) = ∞ j=c π 0,j z j . Multiplying (3) by z j and summing over j ≥ c, we obtain
Equation (2) yields
Furthermore, from the first equation in (4), we obtain
Remark 1. At this moment, we have the fact that π 0,j (j ≥ 1) and π 1,1 are expressed in terms of π 0,0 .
We shift to the factorial moments. Differentiating (4) n times yields the following recursive formulae.
for n ∈ N.
We shift to the case i = 1. The balance equations are given as follows.
Letting
. Multiplying (7) by z j−1 and summing up over j ≥ c yields,
Arranging this equation we obtain
Let
there exists a 0 < z 1 < 1 such that f 1 (z 1 ) = 0. We have
Substituting z = z 1 into (9), we obtain
where
Using mathematical induction, we obtain the following lemma.
Lemma 3.1.
, b
(1)
Furthermore, we have
Proof. It is clear that Lemma 3.1 is true for j = c because of (11) and z 1 < 1. Using (6) and mathematical induction yields the desired results.
Remark 2. At this moment, π 1,j (j ≥ 1) is expressed in terms of π 0,0 . Thus, it should be noted that π 2,2 is given in terms of π 0,0 due to (5).
We are interested in finding the partial factorial moments. Taking the derivative of (9) n times yields
Putting z = 1 into this equation yields,
which is a recursive formula for computing Π
explicitly obtained from (4) . From (13) we obtain the partial factorial moments Π
Now, we consider general case where i = 1, 2, . . . , c − 1. The balance equations are as follows.
We define the generating function
. Multiplying (16) by z j−i and summing over j ≥ c, we obtain
Arranging this equation, we obtain
there exists some 0 < z i < 1 such that f i (z i ) = 0. In particular,
This equation together with (15) determine all the value π i,j (i + 1 ≤ j ≤ c) as follows.
Lemma 3.2. We have
and for j = c − 1, . . . , i + 1,
.
Proof. The proof of Lemma 3.2 can be proceeded using the same manner as used in Lemma 3.1.
Remark 3. It should be noted that π i,j (j ≥ i) is expressed in terms of π 0,0 . Furthermore, π i+1,i+1 is already determined in terms of π 0,0 due to (14) .
Taking the derivative of (18) n times yields
which is a recursive formula to compute all the partial factorial moments Π
Finally, the case i = c needs some special treatment. Balance equations read as follows.
Defining
we have Π c (z) = Π c (z). Multiplying (22) by z j−c and summing up over j ≥ c yields
leading to
It should be noted that the numerator and denominator of the first term in the right hand side of the above equation vanish at z = 1. Thus, applying l'Hopital's rule, we obtain
Taking the derivative of (23) n times and arranging the result and then applying l'Hopital's rule yields,
It should be noted that Π At this moment, all the probabilities π i,j (j ≤ c) and the generating functions Π i (z) (i = 0, 1, . . . , c) are expressed in terms of π 0,0 which is uniquely determined using the following nor-malization condition.
Remark 4. We have obtained explicit expressions for the partial generating functions. From these expressions, we can obtain the generating function for the number of waiting jobs Π(z) as follows.
Remark 5. Because we assume that waiting jobs are served according to a first come first served basis, we can obtain the LST of the waiting time distribution via distributional Little's law as used in [17] . Indeed, let W (s) denote the LST of the waiting time in the queue. According to the distributional Little's law, we have the following relation.
or equivalently,
Inverting this formula, we obtain the waiting time distribution. We observe that the Π i (z) (i = 0, 1, . . . , c−1, c) is a rational function with explicit poles. Thus, we can obtain explicit expressions for number of waiting customers and the waiting time distribution by inverting Π(z) and W (s), respectively.
Remark 6. The computational complexity of the generating function approach is O(c 2 ). It should be noted that an algorithm based on the analysis in this section is numerically stable since it involves only positive numbers.
Conditional decomposition
We have derived the following result.
Let Q (c) denote the conditional queue length given that all c servers are busy in the steady state,
i.e.,
Let P c (z) denote the generating function of Q (c) . It is easy to see that .
For simplicity, we define
We have
Thus, we have
It should be noted that N (t) − C(t) is the number of waiting jobs in the steady state. Thus, the discrete random variable with the distribution p c−1,i (i = 0, 1, 2, . . . ) is the residual life time of the number of waiting jobs under the condition that c − 1 servers are busy. Let Q Res denote this random variable. Thus our decomposition result is summarized as follows.
Remark 7. Tian et al. [20, 21, 22 ] obtain a similar result for a multiserver model with vacation.
However, the random variable with the distribution p c−1,i here is not given a clear physical meaning in [20, 21, 22] .
Matrix Analytic Methods
In this section we present an analysis of the model based on a quasi-birth-and-dearth process (QBD) approach.
QBD formulation
The infinitesimal of {X(t)} is given by
where O denotes the zero matrix with an appropriate dimension. Markov chain with this type of block tridiagonal matrix is called level-dependent quasi-birth-and-death processes for which some efficient algorithms are available [4, 15] . The block matrices Q
independent of i and are explicitly given as follows.
(i + 1) × (i + 1) and (i + 1) × i matrices whose contents are given as follows.
The stationary distribution π is the unique solution of
where 0 and e represent a row vector of zeros and a column vector of ones with an appropriate size. According to the matrix analytic method [13, 16] , we have
and π 0 is the solution of the boundary equation
Here {R (i) ; i ∈ N} is the minimal nonnegative solution of the following equation
Homogeneous part
It should be noted that
Thus, we have R (i) = R for i ≥ c and R is the minimal nonnegative solution of the following equation.
We know that R is upper diagonal matrix, i.e., R(i, j) = r i,j (j ≥ i) and R(i, j) = 0 if j < i because Q −1 , Q 0 , Q 1 are upper diagonal matrix. A similar structure is also found in the model in [13, 14] . Furthermore, this type of QBD is considered in more general contexts in [23] .
Comparing the diagonal part of the quadratic equation above, we obtain
which has two roots. Because R is the minimal nonnegative solution of the matrix quadratic equation, we must choose the smaller root for r i,i . Thus, we have For j = i + 1, we obtain
Thus,
Next, we consider the case where j = i + 2. We obtain
It should be noted that the right hand side contains only known quantities obtained in previous steps. For general case, we have
We can rewrite as follows. + 1)µ(r i,i + r i+h+1,i+h+1 ) ,
From these recursive formulae, we can calculate the elements of the rate matrix from the diagonal part and then the upper diagonal parts consequently.
Non-homogeneous part
Because R (i) = R (i = c, c + 1, . . . ) which has been explicitly obtained, we only need to find R (i)
is easily obtained using the following backward formula.
This is equivalent to solving the following system of linear equations.
Due to the special structure of the rate matrices, i.e., they are upper diagonal matrices, this system of linear equations can be efficiently solved as follows. In this case, we need to solve the following equation
is an upper diagonal matrix of size (i + 1) × (i + 1) and and X is also an upper diagonal matrix of size i × (i + 1) matrix. Let x j = (0, 0, . . . , x j,j , x j,j+1 , . . . , x j,i ) (j = 0, 1, . . . , i − 1) denote the j-th row vector of X. The above equation is equivalent to
where the −λ is the (j + 1)-th entry of the vector in the right hand side. The solution of this equation is given by
where a i,j is the (i, j) entry of A. We have
Let E[S r ] denote the switching rate from OFF to ON, we have
because it is also the switching rate from ON to OFF. Furthermore, let E[L] denote the mean number of jobs in the systems, i.e.,
We define a cost function for the model.
where C a and C s are the cost per a unit time for an active server and a server in setup mode, respectively.
For comparison, we also define the cost of the corresponding ON-IDLE model, i.e., M/M/c without setup times. It is easy to see that the power consumption for this model is given as follows.
If each time of turning ON and turning OFF a server C sw energy units, we could also consider the following cost function [10] .
Numerical examples
In this section, we show some numerical examples. In all the numerical examples, we fix µ = 1, C a = C s = 1 and C i = 0.6C a . The evidence for C i = 0.6C a is that an idle server still consumes about 60% of its peak processing a job [2] . We will investigate the cost function with respect to the setup cost C s in the next section.
All the numerical results in this section are obtained using the matrix analytic method presented in Section 4. The same numerical results can be also obtained using the procedure presented in Section 3. Figures 4 and 5 investigate the total energy consumption taking into account the switching cost, i.e., T otalCost on−of f (C sw = 1) against the setup rate α for ρ = 0.1, 0.3, 0.5 and 0.9. We observe in the curves for ON-OFF policy that the total power consumption does not always monotonically decreases with the setup rate as in Figures 2 and 3 . This is because when the setup rate α is large the number of switches per a time unit increases leading to the increase in the cost. We observe in the curves of ρ = 0.5 that there exist two points α min and α max such that the ON-IDLE policy outperforms the ON-OFF policy for α < α min and α > α max . We observe that for ρ = 0.1, the ON-OFF policy always outperforms the ON-IDLE one while the latter outperforms the former for the case ρ = 0.9. 
Effect of the setup rate
Effect of the number of servers
In this subsection, we investigate the effect of the number of servers on the power consumption (Cost on−of f ) while keeping the traffic intensity for each server, i.e., ρ = λ/(cµ) constant. 
Effect of traffic intensity
In this section, we show the effect of the traffic intensity on the power consumption (Cost on−of f , Cost on−idle ,)
for the cases c = 20 and c = 50 in Figure 10 and Figure 11 , respectively. In each figure, we plot three curves with α = 1, 0.1 and 0.01. For comparison, we also plot the power consumption for the corresponding model without setup times. We observe in both figures that the ON-OFF policy with α = 1 always outperforms that of ON-IDLE policy. However for the cases α = 0.1 and 0.01, we observe that there exists some ρ α for which the ON-OFF policy outperforms the ON-IDLE one for ρ < ρ α while the latter is more power-saving than the former for the case ρ > ρ α . Figure 12 show the sensitivity of the cost of a setting up server on the power consumption Cost on−of f where C a = 1. Letting r = C s /C a , we observe that there exists some r ρ such that the ON-IDLE policy outperforms the ON-OFF policy for r > r ρ while former outperforms the latter for the case r < r ρ . We also observe that r ρ decreases with the increase of ρ which agrees with the intuition. Figure 13 represents the total power consumption (T otalCost on−of f with C sw = 1) against the traffic intensity. We observe in the curves of α = 0.01, 0.1 and 1 that the total power consumption monotonically increases with the traffic intensity. Interestingly, we observe that for the case α = 10 and 100, the total power consumption increases with ρ and then decreases with ρ. At the first glance, it is not intuitive that the total power consumption decreases with the increase in ρ. This is due to the relation of E[S r ] on ρ which will be investigated in details in Figure 14 .
Effect of the setup cost
Mean number of switches
In this section, we investigate the property of the switching rate E[S r ], i.e., the mean number of switches per a time unit. In particular, Figure 14 shows the switching rate again the traffic intensity. We observe that the switching rate increases with the traffic intensity under a light traffic regime while it decreases with ρ in relatively heavy traffic regime. The reason is as follows.
Almost servers are OFF in light traffic regime while a large percent of servers are ON in heavy traffic. Thus, in light traffic regime, increasing the traffic intensity implies the increase in the number of switches from OFF to ON. However, in heavy traffic regime almost servers are already ON leading to the decrease in the switching rate. This suggests that from the switching rate point of view, the ON-OFF policy is preferable in a relatively light traffic regime or a relatively heavy traffic one. Figure 15 shows the switching rate against the number of servers. We observe that the switching rate increases with the number of servers. Moreover, the curves for the case α = 0.1 and α = 0.01 is almost linear while that for the case α = 1 is not linear. 
