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SUMMARY
We present a theoretical framework for studying a large class of elastic and anelastic problems
in nonlinear solids. We specifically use the transformation properties of nonlinear and linearized
elasticity in this theory. Given an anelastic deformation, a non-vanishing strain does not correspond
to a non-vanishing stress. That part of strain that is related to the corresponding stress is called
elastic strain. The remaining part of strain is called eigenstrain or pre-strain. Eigenstrains (or anelas-
tic sources) such as inclusions, defects, growth, phase transformations, and nonuniform temperature
changes can cause residual stresses. The relaxed (natural) configuration of a residually-stressed body
is a non-Euclidean manifold that cannot be isometrically embedded in the Euclidean ambient space.
Using transformation anelasticity, one can construct the Riemannian material manifold of the body.
In particular, the material metric explicitly depends on the distribution of eigenstrains. In this PhD
thesis we utilize transformation anelasticity to study the induced elastic fields of a circumferentially-
symmetric distribution of finite eigenstrains in nonlinear elastic wedges; the stress field of a nonlinear
elastic solid torus with a toroidal inclusion; nonlinear elastic inclusions in anisotropic solids as well
as distributed line and point defects in nonlinear anisotropic solids.
The goal in transformation elasticity is to transform the nonlinear or linearized boundary-value (or
initial-boundary-value) problem of an elastic body to that of another elastic body using a diffeomor-
phism (or a smooth mapping). The diffeomorphism, in turn, explicitly determines how the different
elastic fields (and elastic parameters) of the two bodies are related. In particular, it is noted that the
two boundary-value problems are not related by push-forward or pull-back under the diffeomorphism.
We apply this theory to formulate the nonlinear and linearized elastodynamic transformation cloaking
problem in the context of the classical elasticity, the small-on-large theory of elasticity, i.e., linearized
elasticity with respect to an initially stressed configuration, and in solids with microstructure, namely
gradient and (generalized) Cosserat solids. In particular, we note that a cloaking transformation is
neither a spatial nor a referential change of coordinates (frame). Rather, a cloaking map transforms
the boundary-value problem of an isotropic and homogeneous elastic body (virtual problem) to that
xiii
of an anisotropic and inhomogeneous elastic body with a finite hole covered by a cloak that is to be
designed (physical problem). The virtual body has a desired mechanical (wave-guiding) response,
whereas the physical body is designed such that the same response is mimicked outside the cloak us-
ing a cloaking transformation. Finally, starting from nonlinear shell theory, we utilize transformation
elasticity to formulate the transformation cloaking problem for Kirchhoff-Love plates and for elastic




In this thesis, we propose theoretical frameworks to investigate some elastic and anelastic phenomena
in solids using transformation properties of nonlinear and linearized elasticity.
In continuum mechanics a strain is some measure of deformation that gives the length of an
infinitesimal line element assuming that the length of this line element is known in some other (ref-
erence) configuration. A stress is usually defined to be an areal density of force. Given a pair of
thermodynamically-conjugate stress and strain, e.g. the first Piola-Kirchhoff stress and the deforma-
tion gradient (P,F) or the second Piola-Kirchhoff stress and the right Cauchy-Green strain (S,C),
locally a non-zero strain does not correspond to a non-zero stress. That part of strain that locally is
related to the corresponding stress is called elastic strain. The remaining part is usually referred to
as eigenstrain or pre-strain. The term eigenstrain was first used by Mura [1]. Other terms have been
used in the literature for the same concept, e.g. initial strain [2], inherent strain [3], and transforma-
tion strain [4] (see [5] for a more detailed discussion). Eigenstrains are the anelastic part of the total
strain tensor that represent referential rearrangements, changes, distortions, etc. When deformations
(more precisely displacement gradients) are large many measures of strain may be considered and
an eigenstrain would explicitly depend on the choice of a strain measure. Eigenstrains model many
different phenomena, e.g. plasticity [6, 7], thermal strains [8, 9, 10], swelling and cavitation [11, 12,
13, 14, 15], bulk and surface growth [16, 17, 18, 19, 20, 21], and defects [22, 23]. For a detailed
discussion of finite eigenstrains see [24, 25, 26, 27]. In a homogeneous body by an inclusion we
mean a region with a distribution of eigenstrains. When the region with eignstrains and the matrix are
made of different materials instead of inclusion we use inhomogeneity with eigenstrain.
In the setting of linear elasticity [4] computed the stress field of an ellipsoidal inclusion with
uniform (infinitesimal) eigenstrains in an infinite isotropic solid. There have been a few 2D extensions
of Eshleby’s problem to finite elasticity for harmonic materials [28, 29, 30, 31, 32]. The classical
1
shrink-fit problem of nonlinear elasticity [33] is the nonlinear analogue of an inclusion with pure
dilatational eigenstrains. The problem of finite eigenstrains in 3D nonlinear elasticity was analytically
studied by [24]. They calculated the residual stress fields induced by finite radial and circumferential
eigenstrains for the case of spherical balls and (finite and infinite) circular cylindrical bars made of
arbitrary incompressible and isotropic solids. The problem of finite shear eigenstrains and the twist-fit
problem were investigated recently by [34]. As an example, they solved the problem of a cylindrical
inhomogeneity with finite shear eigenstrains and examined the effect of torsional eigensrains on the
stiffness of a circular cylindrical bar.
Indeed, anelastic effects due to different sources of eigenstrains, e.g., presence of defects and
inclusions, phase transformations, biological growth and remodeling, and non-uniform temperature
changes, can cause a residually stressed body to fail to find a relaxed Euclidean state. Identifying the
reference configuration as a differentiable manifold allows one to construct a stress-free referential
configuration for a residually stressed body even when such a configuration cannot be realized in the
Euclidean physical space. This construction is done by locally transforming the material metric of a
stress-free body without eigenstrains (in the Euclidean space) under a mapping that explicitly depends
on the distribution of eigenstrains and finding the material metric (and thus, material manifold) for
the body with eigenstrains. We refer to this construction as transformation anelasticity. We utilize
transformation anelasticity to study the effects of a circumferentially-symmetric distribution of finite
eigenstrains in nonlinear elastic wedges; the elastic fields of a nonlinear solid torus with a toroidal
inclusion; nonlinear elastic inclusions in anisotropic solids, along with the induced stress fields in
nonlinear anisotropic solids with distributed line and point defects.
Eigenstrains are created as a result of anelastic effects such as defects, temperature changes,
bulk growth, etc., and strongly affect the overall response of solids. In Chapter 3, we investigate
the residual stress and deformation fields of an incompressible, isotropic, infinite wedge due to a
circumferentially-symmetric distribution of finite eigenstrains. In particular, we establish explicit
exact solutions for the residual stresses and deformation of a neo-Hookean wedge containing a sym-
metric inclusion with finite radial and circumferential eigenstrains. In addition, we numerically solve
2
for the residual stress field of a neo-Hookean wedge induced by a symmetric Mooney-Rivlin inhomo-
geneity with finite eigenstrains.
In Chapter 4, we analyze the stress field of a solid torus made of an incompressible isotropic solid
with a toroidal inclusion that is concentric with the solid torus and has a uniform distribution of pure
dilatational finite eigenstrains. We use a perturbation analysis and calculate the residual stresses to the
first order in the thinness ratio (the ratio of the radius of the generating circle and the overall radius
of the solid torus). In particular, we show that the stress field inside the inclusion is not uniform.
This is in contrast with the corresponding results for infinitely-long and finite circular cylindrical bars
and spherical balls with cylindrical and spherical inclusions, respectively. We also show that for a
solid torus of any size made of an incompressible linear elastic solid with an inclusion with uniform
(infinitesimal) pure dilatational eigenstrains the stress inside the inclusion cannot be uniform.
In Chapter 5, we study the stress and deformation fields generated by nonlinear inclusions with
finite eigenstrains in anisotropic solids. In particular, we consider finite eigenstrains in transversely
isotropic spherical balls and orthotropic cylindrical bars made of both compressible and incompress-
ible solids. We show that the stress field in a spherical inclusion with uniform pure dilatational eigen-
strain in a spherical ball made of an incompressible transversely isotropic solid such that the material
preferred direction is radial at any point is uniform and hydrostatic. Similarly, the stress in a cylindri-
cal inclusion contained in an incompressible orthotropic cylindrical bar is uniform hydrostatic if the
radial and circumferential eigenstrains are equal and the axial stretch is equal to a value determined
by the axial eigenstrain. We also prove that for a compressible isotropic spherical ball and a cylin-
drical bar containing a spherical and a cylindrical inclusion, respectively, with uniform eigenstrains
the stress in the inclusion is uniform (and hydrostatic for the spherical inclusion) if the radial and
circumferential eigenstrains are equal. For compressible transversely isotropic and orthotropic solids,
we show that the stress field in an inclusion with uniform eigenstrain is not uniform, in general. Nev-
ertheless, in some special cases the material can be designed in order to maintain a uniform stress field
in the inclusion. As particular examples to investigate such special cases, we consider compressible
Mooney-Rivlin and Blatz-Ko reinforced models and find analytical expressions for the stress field in
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the inclusion.
In Chapter 6, we present some analytical solutions for the stress fields of nonlinear anisotropic
solids with distributed line and point defects. In particular, we determine the stress fields of i) a
parallel cylindrically-symmetric distribution of screw dislocations in infinite orthotropic and mon-
oclinic media, ii) a cylindrically-symmetric distribution of parallel wedge disclinations in an infi-
nite orthotropic medium, iii) a distribution of edge dislocations in an orthotropic medium, and iv) a
spherically-symmetric distribution of point defects in a transversely isotropic spherical ball.
In the setting of linear elasticity it has been shown that the equilibrium equations for anisotropic
elastic solids can be generated from those of an isotropic material by applying a proper transforma-
tion to different elastic quantities (fields) [35, 36, 37]. We introduce a similar concept in the nonlinear
setting, which we refer to as transformation elasticity. In transformation elasticity, one maps the (non-
linear or linearized) boundary-value (or initial-boundary-value) problem of an elastic body to that of
another elastic body using a diffeomorphism. This diffeomorphism, in turn, relates the stress and de-
formation fields, and thus, the elastic constants of the two elastic bodies. We utilize this theory in the
particular case of the cloaking problem to formulate the nonlinear and linear elastodynamic transfor-
mation cloaking problem in the context of classical elasticity, the small-on-large theory of elasticity,
gradient elasticity, along with (generalized) Cosserat elasticity. Furthermore, we use transformation
elasticity to properly formulate the transformation cloaking problem for Kirchhoff-Love plates as well
as for elastic plates in the presence of both in-plane and out-of-plane displacements.
Cloaking of objects from waves was first introduced in the field of electromagnetism in the context
of invisibility. Making objects hidden to electromagnetic waves is both theoretically and practically
important and has been a subject of intense research in recent years. More specifically, the idea
of cloaking for electromagnetism is as follows. Suppose one is given a body (domain) Ω with a
hole H surrounded by a cloaking region C (see Fig.1.1). The hole can be of any shape and the
one shown in Fig.1.1 is assumed to be circular (spherical in 3D). Suppose the physical properties
in Ω \ C are uniform and isotropic. One is interested in designing the cloaking region C such that
an electromagnetic wave passing through Ω would not interact with H. In other words, C redirects
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the waves such that the boundary measurements are identical to those of another body with the same
outer boundary as Ω without the hole and made of the same homogeneous (and isotropic) material.
Let us consider a smooth mapping ψρ : Ω → Ω such that ψρ|Ω\C = id (ψρ restricted to the outside
of the cloak is the identity map) and it shrinks the hole H to a small circle (sphere) of radius ρ > 0
(see Fig.1.1(b)). Note that this map is not unique, and hence, many possibilities for a cloak C. One
then transforms the physical fields such that the two problems satisfy Maxwell’s equations. This
usually makes the physical properties of the cloaking region C both inhomogeneous and anisotropic.






Figure 1.1: Cloaking an object in a hole H by a cloak C. The system (b) has uniform physical properties. The cloaking
transformation is the identity map outside the cloaking region C.
elastodynamic cloaking is to make a cavity (hole) invisible to elastic waves. One idea would be
to reinforce the outer boundary of the cavity by a cloak that has inhomogeneous and anisotropic
elastic properties, in general. The cloak would then guide the elastic waves such that the elastic
measurements made by an observer away from the cloak are identical to those when the cavity is
absent. In this work we present a formulation of nonlinear and linear elastodynamic transformation
cloaking for 3D elasticity as well as for elastic plates in a mathematically coherent way. In particular,
we show that the invariance (covariance) of Maxwells equations is not the underlying principle that
allows transformation cloaking. This, in turn, has direct implications on the way the transformation
cloaking problem needs to be formulated for elastodynamics.
In Chapter 7, we formulate the problems of nonlinear and linear elastodynamic transformation
cloaking in a geometric framework. In particular, it is noted that a cloaking transformation is nei-
ther a spatial nor a referential change of frame (coordinates); a cloaking transformation maps the
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boundary-value problem of an isotropic and homogeneous elastic body (virtual problem) to that of an
anisotropic and inhomogeneous elastic body with a hole surrounded by a cloak that is to be designed
(physical problem). The virtual body has a desired mechanical response while the physical body is
designed to mimic the same response outside the cloak using a cloaking transformation. We show that
nonlinear elastodynamic transformation cloaking is not possible while nonlinear elastostatic transfor-
mation cloaking may be possible for special deformations, e.g., radial deformations in a body with
either a cylindrical or a spherical cavity. In the case of classical linear elastodynamics, in agreement
with the previous observations in the literature, we show that the elastic constants in the cloak are not
fully symmetric; they do not possess the minor symmetries. We prove that elastodynamic transfor-
mation cloaking is not possible regardless of the shape of the hole and the cloak. It is shown that the
small-on-large theory, i.e., linearized elasticity with respect to a pre-stressed configuration, does not
allow for transformation cloaking either. However, elastodynamic cloaking of a cylindrical hole is
possible for in-plane deformations while it is not possible for anti-plane deformations. We next show
that for a cavity of any shape elastodynamic transformation cloaking cannot be achieved for linear
gradient elastic solids either; similar to classical linear elasticity the balance of angular momentum is
the obstruction to transformation cloaking. We finally prove that transformation cloaking is not pos-
sible for linear elastic generalized Cosserat solids in dimension two for any shape of the hole and the
cloak. In particular, in dimension two transformation cloaking cannot be achieved in linear Cosserat
elasticity. We also show that transformation cloaking for a spherical cavity covered by a spherical
cloak is not possible in the setting of linear elastic generalized Cosserat elasticity. We conjecture
that this result is true for a cavity of any shape. It should be emphasized that in this work we do not
consider the so-called metamaterials [38, 39].
In Chapter 8, we formulate the problem of elastodynamic transformation cloaking for Kirchhoff-
Love plates and elastic plates with both the in-plane and out-of-plane displacements. A cloaking
transformation maps the boundary-value problem of an isotropic and homogeneous elastic plate (vir-
tual problem) to that of an anisotropic and inhomogeneous elastic plate with a hole surrounded by a
cloak that is to be designed (physical problem). For Kirchhoff-Love plates, under the cloaking map
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the (out-of-plane) governing equations of the virtual plate is transformed to those of the physical plate
up to an unknown scalar field. In doing so, one finds the initial stress and the initial tangential body
force for the physical plate, along with a set of constraints on the cloaking map. These constraints
involve the cloaking transformation, the unknown scalar field, and the elastic constants of the virtual
plate. It is noted that the cloaking map needs to satisfy certain conditions on the outer boundary of the
cloak and the inner surface of the hole. In particular, the cloaking map needs to fix the outer boundary
of the cloak up to the third order. Assuming a generic radial cloaking map, we show that cloaking a
circular hole in Kirchoff-Love plates is not possible; the constraints and the boundary conditions that
the cloaking map needs to satisfy are the obstruction to cloaking. Next, relaxing the pure bending
assumption, the transformation cloaking problem of an elastic plate in the presence of in-plane and
out-of-plane displacements is formulated. In this case, there are two sets of governing equations that
one needs to simultaneously transform under the cloaking map. We show that cloaking a circular hole
is not possible for a general radial cloaking map in the presence of in-plane and out-of-plane displace-
ments; similar to the case of Kirchoff-Love plates, the constraints and the boundary conditions that
the cloaking map needs to satisfy obstruct transformation cloaking.
The remainder of this work is arranged as follows. In Chapter 2, we tersely review some important
elements of geometric elasticity and anelasticity for isotropic and anisotropic solids. In Chapter 3, we
investigate the anelasticity problem of determining the induced residual stress and deformation fields
due to a circumferentially-symmetric distribution of finite eigenstrains in nonlinear elastic wedges
[25]. In Chapter 4, we analyze the stress field of a nonlinear elastic solid torus with a toroidal inclu-
sion [26]. Chapter 5 is devoted to the investigation of nonlinear elastic inclusions in anisotropic solids
[27]. In Chapter 6, we present some analytical solutions for nonlinear anisotropic solids with dis-
tributed line and point defects [40]. In Chapter 7, we formulate the problems of nonlinear and linear
elastodynamic transformation cloaking [41]. In Chapter 8, we carefully investigate the transformation
cloaking problem in elastic plates [42]. Finally, in Chapter 9, we present some concluding remarks
and briefly discuss possible paths for future research.
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CHAPTER 2
ELEMENTS OF GEOMETRIC ELASTICITY AND ANELASTICITY FOR ISOTROPIC
AND ANISOTROPIC SOLIDS
In this section, we briefly review some fundamental elements of the geometric theory of nonlinear
elasticity and anelasticity for isotropic and anisotropic bodies. For more detailed discussions, see [43,
44, 45, 46].
2.1 Kinematics
A body B is assumed to be identified with a Riemannian manifold (B,G), and a configuration of B
is a smooth embedding ϕ : B → S, where (S,g) is also assumed to be a Riemannian manifold. An
affine connection ∇ on a smooth manifold M is a linear map ∇ : X (M)× X (M) → X (M), where
X (M) indicates the set of all smooth vector fields on M , that has to satisfy some specific properties
(see [47] for details). It turns out that there is a unique torsion-free and compatible affine connection
associated with any Riemannian manifold, referred to as Riemannian connection (see for example
[47, 48]). We denote the Levi-Civita connection associated with the Riemannian manifold (S,g) by
∇g. A configuration of B is a smooth embedding ϕ : B → S, where (S,g) is the Euclidean ambient
space. The set of all configurations of B is denoted by C. A motion is a curve c : R+ → ϕt ∈ C such
that ϕt assigns a spatial point x = ϕt(X) = ϕ (X, t) ∈ S to every material point X ∈ B at any time
t. It is assumed that the body is stress-free in its reference configuration, which may have a nontrivial
geometry (e.g. in the presence of eigenstrains). The deformation gradient F is the differential map of
ϕ defined as
F(X, t) = dϕt(X) : TXB → Tϕt(X)S . (2.1)
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The adjoint of F is defined as follows




, ∀V ∈ TXB, v ∈ Tϕt(X) . (2.2)
The Finger deformation tensor is defined as b(x, t) = F(X, t)FT(X, t) : Txϕ (B) → Txϕ (B). In
components, bab = F aAF bBGAB. Another measure of strain is the Lagrangian strain tensor that is
defined as E = 1
2
(ϕ∗tg −G). The Jacobian of deformation J relates the Riemannian volume elements





det F , dv = J dV . (2.3)
The right Cauchy-Green deformation tensor is defined as
C(X, t) = FT(X, t)F(X, t) : TXB → TXB . (2.4)
In the coordinate charts {XA} and {xa} for B and S, respectively, in components, C can be written
as: CAB = GALF aLF bBgab. The material velocity of the motion is the mapping V : B ×R+ → TS ,
where V(X, t) ∈ Tϕt(X)S, and in components, V a(X, t) = ∂ϕ
a
∂t
(X, t). The spatial velocity is defined
as v : ϕt(B) × R+ → TS such that vt(x) = Vt ◦ ϕ−1t (x) ∈ TxS , where x = ϕt(X). The material
acceleration is a mapping A : B×R+ → TS defined as A(X, t) := Dgt V(X, t) = ∇gV(X,t)V(X, t) ∈





bV c. The spatial acceleration is defined as a : ϕt(B) × R+ → TS such that










Balance of linear momentum in spatial and material forms reads
divg σ + ρb = ρa,
Div P + ρ0B = ρ0A,
(2.5)
where σ and P are the Cauchy stress and the first Piola-Kirchhoff stress, respectively. ρ0, B, and A
are the material mass density, material body force, and material acceleration, respectively, and ρ, b,
and a are their corresponding spatial counterparts. In terms of the Cauchy stress tensor, the localized
balance of linear momentum of a body in static equilibrium and in the absence of body forces reads
divσ = 0 , (2.6)
where div denotes the spatial divergence operator. In components, the spatial divergence operator
reads
(divσ)a = σab|b =
∂σab
∂xb
+ σacγbcb + σ
cbγacb , (2.7)
where γabc is the Christoffel symbol of the Levi-Civita connection∇g in the local chart {xa} , defined




























Balance of angular momentum in local form reads σT = σ or FPT = PFT. Conservation of




In this chapter we restrict our calculations to compressible and incompressible isotropic, transversely
isotropic, and orthotropic materials. We use structural tensors to establish a materially covariant strain
energy density function corresponding to the symmetry group of the material. See [49, 50, 51, 52,
53] for detailed discussions of structural tensors and the determination of the integrity basis for the
invariants of a collection of tensors.
Isotropy. For isotropic solids the energy function W depends only on the principal invariants of b,
denoted by I1, I2, and I3. In the case of incompressible solids, I3 = 1, and hence, W = W (X, I1, I2).
We restrict our attention to isotropic incompressible hyperelastic solids, for which the Cauchy stress
has the following representation [54, 55]
σ = (−p+ 2I2WI2) g] + 2WI1b] − 2WI2b−1 , (2.9)
















(tr(C)2 − tr(C2)) is given in components by [56]







− pgab . (2.10)
Transverse isotropy. Let us consider a compressible transversely isotropic solid with the unit vector
N(X) identifying the material preferred direction at a point X in the reference configuration. The
strain energy density function (per unit volume) is given by (see, e.g., [56, 50, 53])
W = W (X,G,C[,A) , (2.11)
11
where A = N ⊗N is a structural tensor associated with the transverse isotropy material symmetry





The energy function W depends on five independent invariants defined as follows
I1 = tr C , I2 = det C tr C
−1 , I3 = det C , I4 = N ·C ·N , I5 = N ·C2 ·N . (2.13)











, n = 1, . . . , 5 . (2.14)
































In the case of incompressible materials I3 = 1, and hence, W = W (X, I1, I2, I4, I5). Thus, from













1For the sake of simplicity of calculations, here we do not consider an explicit dependence of W on X, which is
needed in the case of inhomogeneous bodies. Instead, we assume that the material is piece-wise homogeneous and model
an inhomogeneity by using different energy functions in different regions of the body.
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where p is the Lagrange multiplier associated with the incompressibility constraint J = 1. The





AB has the following representation in component form2













Orthotropy. We next consider a compressible orthotropic material such that N1(X), N2(X), and
N3(X) are three G-orthonormal vectors specifying the orthotropic axes in the reference configuration
at a point X. A choice of structural tensors for this case is given by A1 = N1 ⊗N1, A2 = N2 ⊗N2,
and A3 = N3⊗N3, only two of which are independent.3 Therefore, the energy function is written as
[56, 50, 53]
W = W (X,G,C[,A1,A2) . (2.20)
The energy function W depends on the following seven independent invariants.
I1 = tr C , I2 = det C tr C
−1 , I3 = det C , I4 = N1 ·C ·N1 ,
I5 = N1 ·C2 ·N1 , I6 = N2 ·C ·N2 , I7 = N2 ·C2 ·N2 .
(2.21)







, n = 1, . . . , 7 . (2.22)




−1)] − I3(C−2)] = I1G] −C]. (2.18)
3Note that A1 + A2 + A3 = I.
13










−1+WI4 (N1 ⊗N1)+WI5 (N1 ⊗C ·N1 + N1 ·C⊗N1)
+WI6 (N2 ⊗N2) +WI7 (N2 ⊗C ·N2 + N2 ·C⊗N2)
}
. (2.23)
If the material is assumed to be incompressible, then it follows that I3 = 1 andW = W (X, I1, I2, I4, I5, I6, I7).










+WI4 (N1 ⊗N1) +WI5 (N1 ⊗C ·N1 + N1 ·C⊗N1)
+WI6 (N2 ⊗N2) +WI7 (N2 ⊗C ·N2 + N2 ·C⊗N2)
}
− pC−1 . (2.24)
The Cauchy stress tensor is given in components by

























− pgab . (2.25)
Transformation anelasticity. In the following, we briefly discuss how the Riemannian material
manifold of bodies with a distribution of finite eigenstrains is constructed. In geometric anelasticity
one starts with a stress-free body B without eigenstrains sitting in the Euclidean space with metric G0.
This means that the body free of eigenstrains is a Riemannian manifold (B,G0). Suppose now that
the same body is endowed with a distribution of eigenstrains. Note that here we are not concerned
with nucleation or dynamics of eigenstrains and assume that we are given a static distribution of
eigenstrains. The effect of an eigenstrain distribution is to locally transform a line element dX0 to
dX = KdX0, where K explicitly depends on the distribution of eigenstrains. Note that
G0 (dX0, dX0) = G (dX, dX) , (2.26)
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where G = K∗G0 is the push-forward of G0 by K. Note that the linear transformation K(X) :
TXB → TXB is defined locally. In the manifold (B,G) , the body with the distributed eigenstrains
is stress-free because the distances are set to be those of the hypothetically relaxed body. Note that
in components, GAB = KαAKβB(G0)αβ , where the coordinate charts {X̄α} and {XA} in the initial
and distorted reference configurations, respectively, are assumed.
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CHAPTER 3
FINITE EIGENSTRAINS IN NONLINEAR ELASTIC WEDGES
3.1 Introduction
The governing equations of nonlinear elasticity are formidably complicated and are amenable to an-
alytic solutions only for very few problems. Semi-inverse methods have been particularly useful for
obtaining exact solutions for nonlinear elasticity problems. One problem that has attracted several
researchers in the last few decades is that of an infinite wedge made of a nonlinear elastic solid (ei-
ther compressible or incompressible) under various boundary conditions and in the absence of body
forces.
Tao and Rajagopal [57] studied the inhomogeneous deformation of a wedge made of a Blatz-
Ko material. They assumed a specific form of deformations in which radial planes in the reference
configuration remain radial planes after deformation. They found the only possible inhomogeneous
solution, which turned out to be asymmetric with respect to the bisecting plane of the wedge. This
specific class of deformations was further studied in the literature to find the inhomogeneous defor-
mations in wedges and cones. Fu et al. [58] explored circumferentially-symmetric finite deformations
of a wedge made of an incompressible Mooney-Rivlin material. To solve the problem, they specified
the translation and rotation of the lateral faces of the wedge. They proved that the deformation is
homogeneous when the pressure field associated with the incompressibility condition is uniform. For
the inhomogeneous solutions, they were able to reduce the governing equations to a convenient form
that allowed for a plane-phase analysis. They observed that for certain wedge angles, the deforma-
tion of the wedge is not radially-unidirectional, i.e., some parts of the wedge radially stretch, while
others contract. Rajagopal and Carroll [59] assumed inhomogeneous circumferentially-symmetric fi-
nite deformations of a wedge made of an isotropic material. Using the displacement lateral boundary
conditions and by applying the required tractions on the circular boundary, they obtained, when the
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material is compressible, a necessary condition that the energy function needs to satisfy for the as-
sumed inhomogeneous deformation to be possible. For incompressible materials, they showed that
such an inhomogeneous deformation is possible if the pressure field has a logarithmic singularity at
the origin. Rajagopal and Tao [60] studied inhomogeneous circumferentially-symmetric finite defor-
mations of a wedge made of an incompressible power law material. They showed that a “boundary
layer solution”, i.e., one that is homogeneous in the interior of the wedge but is inhomogeneous close
to the boundary, is possible with a bounded pressure field. However, they showed that inhomogeneous
solutions are possible only if the pressure field develops a logarithmic singularity at the apex of the
wedge. Walton and Wilber [61] investigated the deformations of a neo-Hookean elastic wedge consid-
ering the aforementioned class of deformations. They observed that homogeneous non-unidirectional
deformations are possible in every incompressible, isotropic, hyperelastic material. Assuming a more
general class of deformations, where some restrictions on the form of the deformation were relaxed,
they showed that there exist no additional solutions. Walton [62] studied the stability of this class
of deformations under small amplitude vibrational perturbations of the lateral faces of a wedge. He
found that even to the first order in an asymptotic expansion of the amplitude of the lateral sides of the
wedge, the vibrations cannot remain planar; rather out-of-plane vibrational modes must be excited in
the interior of the wedge.
To our best knowledge, finite eigenstrains in the framework of nonlinear elasticity have not been
studied in any geometry other than spherical and cylindrical. In this chapter, we consider an infinite
wedge made of an incompressible and isotropic solid and assume that it has a circumferentially-
symmetric distribution of finite radial and circumferential eigenstrains. We derive the governing equi-
librium equations of the wedge and using a semi-inverse method and assuming a specific class of
deformations find the stresses that are induced by finite radial and circumferential eigenstrains. In
particular, we solve for the stress field of both neo-Hookean and Mooney-Rivlin wedges with a sym-
metric inclusion or inhomogeneity with eigenstrains.
This chapter is organized as follows. In §3.2, we discuss the material manifold of a wedge with
a circumferentially-symmetric distribution of finite eigenstrains and find the governing equations for
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an incompressible, isotropic wedge. In §3.2.1 and §3.2.2, we solve the problems of an inclusion and
a Mooney-Rivlin inhomogeneity with uniform eigenstrains in a neo-Hookean wedge. In §3.2.3, we
find the impotent (stress-free) circumferentially-symmetric finite eigenstrain distributions.
We assume that the body in the absence of eigenstrains is isotropic. Eigenstrains are modeled by a
material metric G that explicitly depends on the distribution of eigenstrains [24, 34]. In other words,
stress-free configuration of a body with a distribution of eigenstrains may not be globally realizable
in the Euclidean ambient space. Note that the results of this section have been previously reported in
our published work [25].
3.2 An infinite incompressible isotropic wedge with finite circumferentially symmetric eigen-
strains
In this section we consider an infinitely long wedge of radius Ro and angle 2Θo (see Figure 3.1). Let
(R̄, Θ̄, Z̄) be the cylindrical coordinates for which R̄ ≥ 0 , −Θo ≤ Θ̄ ≤ Θo , and Z̄ ∈ R such that
the axis of the wedge corresponds to R̄ = 0. In the cylindrical coordinates (R̄, Θ̄, Z̄), the material







We assume a circumferentially-symmetric eigenstrain (pre-strain) distribution in the wedge. With
respect to the initial reference configuration and using the cylindrical coordinates (R,Θ, Z) for the








Figure 3.1: A wedge with a finite circumferentially-symmetric eigenstrain distribution.
where ωR(Θ) and ωΘ(Θ) are arbitrary functions respectively describing the radial and circumferential
eigenstrain distributions in the wedge. Now the material metric G = K∗G0 will have the following







This is the metric that was introduced by Yavari and Goriely [24].1
We endow the ambient space with the flat Euclidean metric, which in cylindrical coordinates







Let us consider the class of deformations for which radial surfaces Θ = constant in the reference
configuration remain planar and are mapped to radial surfaces in the current configuration. That is,
1Similar constructions using non-trivial material geometries have been introduced in thermoelasticity, growth mechan-
ics, and the mechanics of distributed defects [9, 20, 45, 63, 64, 65, 10, 66].
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we assume an embedding of the material manifold into the ambient space with the following form
r = k(R,Θ) , θ = h(Θ) , z = Z . (3.5)
























Eliminating the rigid body translation by setting r(0,Θ) = 0 , we find that






This means that for an incompressible wedge within the class of deformations (3.5), and given the
radial and circumferential eigenstrain distributions, the kinematics is fully determined after solving
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for the unknown function ζ = ζ(Θ). The right Cauchy-Green deformation tensor is written as
C =











The invariants of C are











I3 =det(C) = 1 . (3.13)
Note that I1 = I2 depends only on Θ.
We assume that the wedge is made of an incompressible isotropic radially-homogenous material,
i.e., the strain energy function has the form W = W (Θ, I1, I2). Following (2.10), for the class of
deformations (3.5), the non-zero components of the Cauchy stress tensor read
σrr = −p+ 2 (WI1 +WI2)
(
e−2ωΘ(Θ)ζ ′(Θ)2 + ζ(Θ)2e−2ωR(Θ)
)










2e2ωR(Θ) (WI1 +WI2)− ζ(Θ)2 (p− 2WI2)
)
, (3.16)
σzz = −p+ 2WI2
(




+ 2WI1 . (3.17)
The physical components of the Cauchy stress, i.e., σ̂ab = σab
√
gaagbb (no summation) [67] read
σ̂rr = σrr , σ̂rθ = Rζ(Θ)σrθ , σ̂θθ = R2ζ2(Θ)σθθ , σ̂zz = σzz . (3.18)
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2e2ωR(Θ) (WI1 +WI2)− ζ(Θ)2 (p− 2WI2)
)
, (3.22)
P zZ =− p+ 2WI2
(




+ 2WI1 . (3.23)
In the absence of body forces, the non-trivial equilibrium equations are σrb|b = 0 and σθb|b = 0

























Therefore, the non-trivial equilibrium equations read
2ζe−2ωΘ
[
ζ ′′ (WI1 +WI2) + ζ
′ (WI1 +WI2) (ω
′



























+ 4e2ωRω′R (WI1 +WI2) + 2ζ
2W ′I2 = 0 , (3.26b)































It follows from (4.35) that




ζ ′′ (WI1 +WI2) + ζ
















and Φ(Θ) is an arbitrary function of Θ to be determined. Substituting the pressure field into (6.52)
yields






+ 4e2ωRω′R (WI1 +WI2) + 2ζ
2W ′I2 − ζ2f ′ lnR = 0 . (3.30)
Note that (3.30) must hold for any R and ζ(Θ) 6= 0 . Therefore, f is constant, i.e., f(Θ) = fo and
hence
p(R,Θ) = fo lnR + Φ(Θ). (3.31)
Therefore, the equilibrium equation (3.30) is reduced to the following ODE




W ′I2 = 0 . (3.32)



















Equation (3.29) gives us the following nonlinear second-order ODE for ζ(Θ).
2ζe−2ωΘ
[
ζ ′′ (WI1 +WI2) + ζ















= fo . (3.34)
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Figure 3.2: A wedge with uniform eigenstrains in the shaded region.
In the next section, we will solve for the residual stress field of a neo-Hookean wedge with a symmet-
ric inclusion with uniform eigenstrains.
3.2.1 An inclusion with uniform eigenstrains in a neo-Hookean wedge with traction-free lateral
boundaries
Let us consider the following distribution of eigenstrains in the wedge (see Figure 3.2)
ωR(Θ) =

ω1 , |Θ| ≤ αo
0 , |Θ| > αo
, ωΘ(Θ) =

ω2 , |Θ| ≤ αo
0 , |Θ| > αo
, (3.35)
where ω1 and ω2 are constants. Let us assume that the wedge is made of an incompressible homoge-
neous neo-Hookean solid, i.e., W = W (I1) = µ2 (I1 − 3) . Thus, WI1 =
µ
2
, WI2 = 0 . Simplifying
(3.34), we find the following non-linear second-order ODEs inside and outside the inclusion






, |Θ| ≤ αo ,





, |Θ| > αo .
(3.36)
Note that in the absence of eigenstrains (ω1 = ω2 = 0), the above equations reduce to the equation
for the deformation of a wedge derived by Fu et al. [58], Rajagopal and Tao [60], and Rajagopal and
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Carroll [59]. We integrate (3.33) for the assumed eigenstrain distribution and find that the pressure
field has the following distribution
p(R,Θ) = fo lnR + Φ(Θ) =

fo ln(Rζ(Θ)) + pi , |Θ| ≤ αo ,
fo ln(Rζ(Θ)) + po , |Θ| > αo ,
(3.37)






ln ζ − ζ2e2(ω2−ω1) − e2(ω1+ω2)
ζ2




ln ζ − ζ2 − 1
ζ2
, |Θ| > αo ,
(3.38)
where ci1 and co1 are constants of integration. In order to solve (3.38) for ζ , we next examine the
boundary and continuity conditions.
Boundary conditions. The traction vector is defined as
t = 〈σ,n〉g . (3.39)
In components, ta(x,n) = σacgbcnb. From (3.39), the continuity of the traction vector on the bound-
ary of the inclusion (or inhomogeneity) implies that both σrθ and σθθ must be continuous at Θ=±αo.
Thus, after some simplifications, (3.15) and (6.32) give us







= (pi − po) ζ(±αo)2. (3.41)
Remark 3.2.1. From (3.41), it is clear that when the eigenstrain distribution is purely circumferential,
i.e., ω1 = 0 , one finds that pi = po = c . Hence, the pressure field is continuous at the inclusion
boundary and reads p(R,Θ) = fo ln (Rζ(Θ)) + c .
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Remark 3.2.2. Note that although the Cauchy traction vector t (x,n) = 〈σ,n〉g is continuous at the
inclusion boundary, the first Piola-Kirchhoff traction vector to (X,N ) = 〈P ,N〉G is not. This is due
to the fact that to is defined with respect to the undeformed surface element dA in the reference con-
figuration. Since the material metric is discontinuous at the inclusion boundary, dA is discontinuous
as well. However, to (X,N ) dA = t (x,n) da is continuous. Hence the first Piola-Kirchhoff traction
vector must be discontinuous at the inclusion boundary to account for the discontinuity of dA and
make to (X,N ) dA continuous. On the other hand, t is continuous because it is defined per unit of
deformed area in the current configuration da , which is continuous at the inclusion boundary.
The continuity of the displacement field implies that ζ(Θ) and h(Θ) are both continuous at Θ =
±αo . For boundary conditions, we can either prescribe the tractions or the resultant forces acting
on the boundary of the wedge. Alternatively, we may specify the boundary displacements and then
find the required surface tractions. We assume the special case of symmetric boundary conditions
with respect to the bisecting plane of the wedge, and then find the boundary tractions required to
maintain such a deformation. Note, however, that Tao and Rajagopal [57] showed that for Blatz-Ko
(compressible) materials, only asymmetric inhomogeneous solutions are admitted by the equilibrium
equations.
Let us assume that the lateral boundaries are traction-free, i.e.
P rΘ = P θΘ = 0 , 0 ≤ R ≤ Ro , Θ = ±Θo . (3.42)
Imposing (3.42), we find that p(R,Θ) must be bounded (fo=0) and




Furthermore, (3.37) implies that the pressure is equal to pi inside the inclusion and is equal to po
outside the inclusion. Note that due to the symmetry of the problem, ζ(Θ) and h(Θ) must be even and
odd, respectively. Thus, since (3.36) implies that ζ(Θ) must be at least C2 inside the inclusion, we
have ζ ′(0) = 0 . Hence, we can solve the problem by imposing the above boundary conditions, which
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in turn specify the required traction distribution on the circular boundary of the wedge. Then, we find
the resultant force acting on the circular boundary of the wedge, which is equal to the force that needs
be applied at the apex of the wedge to maintain the equilibrium. The radial material traction per unit




θR , tro = P̂
rR, R = Ro , −Θo < Θ < Θo . (3.44)




where dAG = RoeωΘ(Θ)dΘ∧ dZ is the Riemannian area element.4 Hence, for the infinite cylinder (in






























Remark 3.2.3. It is worth mentioning that only if ζ(Θ) = constant one can enforce pointwise zero
traction boundary conditions on the whole boundary of the wedge for any values of ω1. In this case,
we can only have Θo=αo and ζ = eω1 , which in turn gives h(Θ) = eω2−ω1Θ. Hence, all the stress
components vanish point-wise.




3The resultant force acting in the θ-direction on the circular boundary is trivially zero as ζ ′(Θ) is an odd function. In
addition, tz = 0 as P zR = 0 .
4The volume form of a Riemannian manifold is defined as Ω =
√
det(gij)dx
1 ∧ dx2 ∧ ... ∧ dxn.
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cos (2Θ + co2)
] 1
2
, αo ≤ Θ ≤ Θo,
(3.48)
where ci2 and co2 are constants.
Equation (3.43), i.e., ζ ′(Θo) = 0, and ζ ′(0) = 0 give us co2 = k1π − 2Θo and ci2 = k2π,
respectively, where k1, k2 ∈ Z. Upon using the continuity of ζ(Θ) at Θ = αo as well as (3.40), we







)2 {−e4ω1 (e4ω1 + 1) cot (2 (αo −Θo)) sin (4eω2−ω1αo)





































































5Here, it suffices to specify ζ(Θ) and h(Θ) only in the upper half region of the wedge as these functions are even and
odd, respectively.
28








































+ co3 , αo ≤ Θ ≤ Θo,
(3.51)
where ci3 and co3 are constants of integration. Imposing the condition h(0) = 0, implies that ci3 =






































Remark 3.2.4. From (3.49) and (3.50), it can be seen that ω1 = 0 implies that ci1 = 2e2ω2 and co1 = 2.
In this case, the radius of the wedge does not change, and the inclusion deforms independently of
the matrix in the circumferential direction, such that h(Θ) = eω2Θ in the inclusion, and h(Θ) =
(eω2 − 1)αo + Θ outside the inclusion. Furthermore, all the components of the stress tensor are zero
point-wise.
Using (3.18), (3.37), (3.41), and (3.43), one finds the physical components of the Cauchy stress,
29
along with the pressure field as follows
σ̂rr =

−pi + µ (e−2ω2ζ ′(Θ)2 + e−2ω1ζ(Θ)2) , |Θ| ≤ αo ,






eω1−ω2 , |Θ| ≤ αo ,
µζ′(Θ)
ζ(Θ)






(µe2ω1 − piζ(Θ)2) , |Θ| ≤ αo ,
1
ζ(Θ)2




−pi + µ , |Θ| ≤ αo ,















, |Θ| > αo .
(3.57)
Remark 3.2.5. Note that the physical components of the Cauchy stress are independent of the radial
coordinate R. Therefore, the stress components at the apex of the wedge do not have a unique value.
In fact, this should not be surprising given that the eigenstrain distribution (3.35) is multi-valued at
the apex.
Numerical results. We now consider some specific examples and find the deformed shape of the




























































































Figure 3.3: Left: The initial and deformed configurations of a wedge with the initial half-angle Θo = π4 having an
inclusion with αo = π8 and the pure dilatational eigenstrain distribution ω1 = ω2 =
1
2 . Right: Variation of the physical
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Figure 3.4: Left: The initial and deformed configurations of a wedge with the initial half-angle Θo = π4 having an
inclusion with αo = π8 and the pure dilatational eigenstrain distribution ω1 = ω2 = − 12 . Right: Variation of the physical






































































































Figure 3.5: Left: The initial and deformed configurations of a wedge with the initial half-angle Θo = π4 having an
inclusion with αo = π18 and the constant eigenstrain distribution ω1 =
1
2 and ω2 = − 12 . Right: Variation of the physical












































































































Figure 3.6: Left: The initial and deformed configurations of a wedge with the initial half-angle Θo = π4 having an
inclusion with αo = π18 and the constant eigenstrain distribution ω1 = − 35 and ω2 = 25 . Right: Variation of the physical






















































































Figure 3.7: Left: The initial and deformed configurations of a wedge with the initial half-angle Θo = π3 having an
inclusion with αo = π18 and the constant eigenstrain distribution ω1 = 1 and ω2 = 0. Right: Variation of the physical
components of the Cauchy stress tensor versus Θ.
35
tribution of the stress components for different values of eigenstrains ω1 and ω2, and various wedge
geometries are presented in Figures 3.3, 3.4, 3.5, 3.6, and 3.7. A wedge having an inclusion with
positive pure dilatational eigenstrains is depicted in Figure 3.3. As expected both the inclusion and
the matrix regions are pushed outward in the radial direction, with the matrix filaments stretched more
than those of the inclusion. Although the circumferential eigenstrain is positive in this case, the total
wedge angle is decreased. As a matter of fact, for any positive value of pure dilatational eigenstrains
the angle of the wedge is reduced after deformation. Moreover, σ̂rr is compressive in the inclusion
and tensile in the matrix, and undergoes a jump at the inclusion-matrix interface, which is also the
case as illustrated in other figures.6
For an inclusion with negative purely dilatational eigenstrains, all the radial planes of the wedge
displace inward, with the matrix region being shortened more than the inclusion (Figure 3.4). Un-
deformed and deformed configurations of a wedge with positive radial and negative circumferential
eigenstrains is shown in Figure 3.5. Note that σ̂θθ is tensile throughout the wedge, and σ̂rr is com-
pressive and tensile in the inclusion and the matrix, respectively. A wedge containing an inclusion
with a negative radial and positive circumferential eigenstrains is shown in Figure 3.6. Notice that
unlike other cases for which the deformation was purely inward or purely outward, in this example,
the deformation is no longer unidirectional. In this example, the central region of the inclusion moves
outward, while the region close to the inclusion-matrix interface moves inward. Moreover, this trend
continues even for the large negative values of the radial eigenstrain. Although the circumferential
eigenstrain is positive, the inclusion shrinks in the circumferential direction, while the matrix expands
in this direction such that the total angle of the wedge is increased. Figure 3.7 shows an inclusion with
a purely radial eigenstrain. Note that although the eigenstrian is purely radial, the wedge is deformed
considerably in the circumferential direction, with the inclusion expanding and the matrix shrinking
circumferentially such that the total angle of the wedge is reduced.
6Note that the undeformed (reference) configuration shown in the following figures has a metric different from that of
the deformed configuration, and hence, the area of the body seen in the figures is not representative of the actual volume
of the body in the (non-flat) reference configuration. In particular, the material manifold is equipped with the non-trivial
Riemannian metric (6.26), giving a volume for the body in the reference configuration different from that given by the flat
Euclidean metric.
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3.2.2 A Mooney-Rivlin inhomogeneity with uniform eigenstrains in a neo-Hookean wedge with
clamped lateral boundaries
In this example, we consider an inhomogeneity made of a Mooney-Rivlin material in a neo-Hookean
wedge with fixed (clamped) lateral boundaries such that they cannot move in the radial and circum-
ferential directions. The energy function has the following Θ-dependence in the wedge




(I1 − 3) + µ22 (I2 − 3) , |Θ| ≤ αo ,
µo
2
(I1 − 3) , |Θ| > αo .
(3.58)
Moreover, we consider the eigenstrain distribution in the wedge given by (3.35). Looking at (3.33)
and (3.34) one observes that equations (3.37) and (3.38) of Section 3.2.1 hold for this example as




fo ln(Rζ(Θ)) + pi , |Θ| ≤ αo ,








ln ζ(Θ)− ζ2(Θ)e2(ω2−ω1) − e2(ω1+ω2)
ζ2(Θ)




ln ζ(Θ)− ζ2(Θ)− 1
ζ2(Θ)
, |Θ| > αo .
(3.60)













We assume that the lateral boundaries of the wedge are clamped, i.e.7
ζ(Θo) = 1, h(Θo) = Θo . (3.63)
In order to determine the pressure constants pi and po, we assume that the resultant force acting on the
circular boundary of the wedge vanishes. Using (3.46), the radial force per unit length of the cylinder












































We proceed to numerically solve the boundary-value problem (3.60) along with the above boundary




−fo ln(Rζ(Θ))− pi + (µ1 + µ2) (e−2ω2ζ ′(Θ)2 + e−2ω1ζ(Θ)2) + µ2 , |Θ| ≤ αo ,






eω1−ω2 , |Θ| ≤ αo ,
µoζ′(Θ)
ζ(Θ)






((µ1 + µ2) e
2ω1 − ζ(Θ)2 (fo ln(Rζ(Θ)) + pi − µ2)) , |Θ| ≤ αo ,
1
ζ(Θ)2
(µo − ζ(Θ)2 (fo ln(Rζ(Θ)) + po)) , |Θ| > αo ,
(3.67)




−fo ln(Rζ(Θ))− pi + µ2
(




+ µ1 , |Θ| ≤ αo ,
−fo ln(Rζ(Θ))− po + µo , |Θ| > αo ,
(3.68)
Remark 3.2.6. Note that σ̂rθ depends only on Θ. Moreover, the radial dependence of σ̂rr, σ̂θθ, and
σ̂zz is linear with respect to lnR. We use this property and plot the stress components at R = Ro.
Numerical results. The deformation of the wedge and the variation of the stress components for
various eigenstrain distributions in the inhomogeneity with different elastic constants are examined
and are presented in Figures 3.8, 3.10, 3.11, 3.12, and 3.9. A wedge containing an inhomogeneity
stiffer than the matrix with positive eigenstrains such that the circumferential eigenstrain is twice the
radial one is shown in Figure 3.8. As expected all the radial planes of the wedge displace outward,
with the inhomogeneity expanding more than the matrix. Furthermore, on the circular boundary σ̂rr is
negative in the inhomogeneity, positive in the matrix, and discontinuous at the inhomogeneity-matrix
interface. Note that σ̂θθ is compressive almost everywhere on the circular boundary except for some
small regions close to the lateral boundaries.
Figure 3.9 depicts an inhomogeneity placed in a stiffer matrix with anisotropic eigenstrains such
that the radial eigenstrain is twice the circumferential one. It is observed that σ̂θθ is tensile on the cir-
cular boundary. Moreover, σ̂θθ and σ̂rr are almost uniform in the inhomogeneity. For a wedge having
an inhomogeneity stiffer than the matrix with negative circumferentially dominated eigenstrains, all
the radial planes are contracted. In addition, σ̂rr and σ̂θθ are almost uniform, and σ̂rθ is almost zero
in the inhomogeneity (Figure 3.10).
Inhomogeneities with purely radial and purely circumferential eigenstrains are shown in Fig-
ures 3.11 and 3.12, respectively. For both cases, all the radial planes are elongated, with the inhomo-
geneity expanded and the matrix shrunk in the circumferential direction. Interestingly, the circumfer-


















































































































Figure 3.8: Left: The initial and deformed configurations of a wedge with fixed lateral boundaries and the initial half-





= µ2µo = 1, and the constant eigenstrain distribution ω1 =
1
10
and ω2 = 210 . (
fo
µo
= −0.2761, piµo = 3.1646). Right: Variation of the physical components of the Cauchy stress tensor
versus Θ at R = Ro.
is more pronounced in the purely circumferential eigenstrain case.8 Unlike wedges with traction-free
lateral boundaries for which a purely circumferential eigenstrain does not induce any residual stresses
in the wedge, here residual stress is developed due to a purely circumferential eigenstrain because the
wedge can no longer move freely in the circumferential direction. Note that σ̂rr and σ̂θθ are almost
uniform in the inhomogeneity for the purely radial eigenstrain case, with σ̂rr undergoing a jump at the
inhomogeneity-matrix interface. For the purely circumferential eigenstrain case, however, the stress
components exhibit a quite different behavior in the inhomogeneity. For instance, σ̂rr remains con-
tinuous at the inhomogeneity-matrix interface and does not tend to be uniform in the inhomogeneity.
8A similar observation was made for the wedge with traction-free lateral boundaries having an inclusion with a purely
















































































































Figure 3.9: Left: The initial and deformed configurations of a wedge with fixed lateral boundaries and the initial half-













= −2.0293, piµo = 2.0909). Right: Variation of the physical components of the Cauchy stress tensor versus
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Figure 3.10: Left: The initial and deformed configurations of a wedge with fixed lateral boundaries and the initial half-





= µ2µo = 1, and the constant eigenstrain distribution ω1 = −
1
2
and ω2 = −1. ( foµo = 1.5500,
pi
µo
= 2.0399). Right: Variation of the physical components of the Cauchy stress tensor






































































































Figure 3.11: Left: The initial and deformed configurations of a wedge with fixed lateral boundaries and the initial half-







2 , and the constant eigenstrain distribution ω1 = 1 and
ω2 = 0. ( foµo = −3.7629,
pi
µo
= 3.2785). Right: Variation of the physical components of the Cauchy stress tensor versus








































































































Figure 3.12: Left: The initial and deformed configurations of a wedge with fixed lateral boundaries and the initial half-







2 , and the constant eigenstrain distribution ω1 = 0 and
ω2 = 1. ( foµo = 0.9305,
pi
µo
= 2.1780). Right: Variation of the physical components of the Cauchy stress tensor versus Θ
at R = Ro.
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3.2.3 Stress-free eigenstrain distributions in a wedge
In this section, we find those eigenstrain distributions that induce no residual stresses. For such
eigenstrain distributions, the material manifold can be isometrically embedded into the ambient space,
i.e,G = ϕ∗g.9 Hence, for a simply-connected body, a stress-free eigenstrain distribution corresponds
to a material metric with vanishing Riemannian curvature. Note that the wedge is a simply-connected










DB − ΓADEΓECB , (3.69)















9Equivalently, the Lagrangian strain tensor must vanish.
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0 0 cot Θ + ω′Θ (Θ)
1
R
cot Θ + ω′Θ (Θ) 0
 .
(3.71)





−ω′Θ(Θ)ω′R(Θ) + ω′R(Θ)2 + ω′′R(Θ)
]
, (3.72)
RRRΘΘ =−RRΘRΘ = −ω′Θ(Θ)ω′R(Θ) + ω′R(Θ)2 + ω′′R(Θ). (3.73)
Therefore, in order for an eigenstrain distribution to be stress-free in a wedge, it needs to satisfy the
following non-linear ordinary differential equation:
−ω′Θ(Θ)ω′R(Θ) + ω′R(Θ)2 + ω′′R(Θ) = 0. (3.74)
Using this ODE, given ωΘ(Θ), ωR(Θ) is expressed as









Remark 3.2.7. In the special case of ω = ωR(Θ) = ωΘ(Θ) , we have a linear solution (ω(Θ) =
c1Θ + c2) for the stress-free eigenstrain distribution, where c1 and c2 are constants.
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CHAPTER 4
A NONLINEAR ELASTIC SOLID TORUS WITH A TOROIDAL INCLUSION
4.1 Introduction
In a seminal paper, Eshelby [4] showed that for an ellipsoidal inclusion in an infinite linear elastic
solid, for uniform eigenstrains the stress inside the inclusion is uniform as well. There have been
many investigations in recent years on the validity of this uniformity property for nonlinear elastic
solids and inclusions with finite eigenstrains. There are several results in 2D in the case of har-
monic solids [28, 29, 30, 31, 32]. In 3D, recently Yavari and Goriely [24] showed that in the case
of cylindrical bars (finite or infinitely-long) and spherical balls with cylindrical and spherical inclu-
sions, respectively, with pure dilatational finite eigenstrains, the stress uniformity property holds for
both incompressible isotropic solids and some special classes of compressible isotropic solids. These
geometries are simply-connected. Perhaps the simplest example of a non-simply connected body is a
hollow cylinder. However, in that case one can only have an annular inclusion. Another simple exam-
ple of a non-simply connected body is a solid torus. To our best knowledge, finite (or infinitesimal)
eigenstrains in a solid torus and their induced residual stresses have not been studied in the literature.
In this chapter we investigate this problem in the case of incompressible solids (see Fig. 4.1).
Kydoniefs and Spencer [68] and Kydoniefs [69] studied the finite deformation of a torus made of
a homogeneous, isotropic, incompressible elastic solid under inflation by uniform internal pressure
and under inflation and rotation with a constant angular velocity, respectively. They assumed that
the torus in its deformed state is generated by rotating two concentric circles about a line in their
plane. Assuming that the radii of the generating circles are small compared to the overall radius of
the torus, they obtained approximate solutions for the stress and deformation fields in the torus. Their
work was further extended to a solid torus inflated from a torus in its undeformed state by Hill [70].
He too assumed that the ratio of the radius of the generating circles and the overall radius of the
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torus (thinness ratio) is small and obtained the solutions to the first order of this small ratio. Under
the same assumption, Kydoniefs and Spencer [71] explored the finite inflation of an elastic toroidal
membrane due to uniform internal pressure such that it has a circular cross section in its reference
configuration. They obtained the solutions to the second order in the thinness ratio and presented
some numerical results for a toroidal membrane made of a Mooney-Rivlin material, describing the
dependence of the deformation and the generated stresses on the internal pressure. Krokhmal [72]
studied the displacement boundary-value problem of a linear elastic torus. He reduced the boundary-
value problem to an infinite system of linear algebraic equations and developed an analytical technique
to solve it.
Toroidal inclusions and inhomogeneities have been observed in the microstructures of both nat-
ural and engineered materials [73]. Onaka et al. [74] investigated the problem of elastic toroidal
inclusions in an infinite linear elastic medium using averaged Eshelby tensor. They found that the
averaged Eshelby tensor of toroidal inclusions on an arbitrary plane is nearly the same as the average
of the Eshelby tensors of randomly oriented rod-like inclusions on that plane. Onaka [75] considered
an infinitely extended material having a doughnut-like inclusion with purely dilatational eigenstrains.
They observed that near the inclusion there are two points at which all the components of the strain
tensor vanish. Note that this is not the case for spherical inclusions with purely dilatational eigen-
strains placed in an infinite linear elastic medium, for which strains become null only at infinitely far
distances from the inclusion. In another paper by Onaka [76], the strain field generated by elongated
toroidal inclusions were studied and compared with that of doughnut-like and spherical inclusions.
It was observed that for an infinitely elongated tubular inclusion, all the strain tensor components in
the matrix region surrounded by the inclusion vanish. The reinforcing effects of rigid toroidal inho-
mogeneities in a linear elastic medium was studied by Argatov and Sevostianov [77]. They observed
that there is no noticeable difference in the reinforcing properties of toroidal and spheroidal inho-
mogeneities with the same volume and diameter. Kirilyuk [78] investigated the effects of a toroidal
inhomogeneity on the stress concentration in an infinite isotropic medium. They considered two cases:




Figure 4.1: A solid torus with a toroidal inclusion that is concentric with it.
the difference in the maximum stress could differ up to 40% for the two cases.
In the setting of linearized elasticity, it is known that for a single inclusion with uniform eigen-
strain in an infinite domain to have a uniform stress field the inclusion must be an ellipsoid [79, 80]. In
particular, a toroidal inclusion with uniform eigenstrain in an infinite solid would have a non-uniform
stress field. One may now consider a solid torus with an inclusion whose generating circle is concen-
tric with the boundary circle of the solid torus (see Fig. 4.1). Is the stress field inside such an inclusion
with uniform and pure dilatational eigenstrain uniform? We solve this problem for finite dilatational
eigenstrains in the case of a “thin” solid torus made of an incompressible isotropic nonlinear elas-
tic solid. We will show that to the first order in the thinness ratio, stress inside the inclusion is not
uniform. We then study the same problem for a solid torus made of an incompressible linear elastic
solid with a toroidal inclusion with a uniform infinitesimally small pure dilatational eigenstrain. We
show that for any size of the solid torus (not necessarily thin) the stress inside the inclusion cannot be
uniform.
This chapter is organized as follows. In §4.2 we formulate the governing equilibrium equations
of a solid torus with an axially-symmetric distribution of finite eigenstrains. In §4.2.1 we consider a
toroidal inclusion that is concentric with the solid torus and calculate the residual stress field using a
perturbation analysis. We then present some numerical examples for neo-Hookean solids. Finally, we
solve the corresponding problem in linear elasticity in §4.2.2.
In this chapter we model finite eigenstrains in a nonlinear elastic solid by defining a Riemannian









Figure 4.2: A solid torus and its toroidal coordinates in the undeformed configuration.
idea has been discussed in detail in our previous works [24, 65, 34, 25]. Note that the results of this
section have been previously reported in our published work [26].
4.2 An incompressible isotropic solid torus with axially-symmetric finite eigenstrains
In this section we consider a solid torus generated by rotating a circle with radiusRo about a line in its
plane such that the distance from the origin to the center of the circle is B. Let (R,Θ,Φ) and (r, θ, φ)
be the material and spatial toroidal coordinates as illustrated in Figure 4.2. In the toroidal coordinates




0 (B +R cos Φ)2 0
0 0 R2
 . (4.1)
We assume an axially-symmetric (Θ-independent) eigenstrain (pre-strain) distribution in the torus.
Following the construction suggested by Yavari and Goriely [24] to model eigenstrains, we consider
the following material metric1
G = eΩ(R,Φ)Go , (4.2)
1Similar constructions have been discussed in [9, 20, 44, 63, 64, 65, 10] to address problems in growth mechanics,
thermoelasticity, and the nonlinear mechanics of distributed defects.
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where Ω(R,Φ) is an arbitrary function describing the inhomogeneous dilatational eigenstrain distri-
bution in the torus. The ambient space is endowed with the Euclidean metric, which in the toroidal




0 (b+ r cosφ)2 0
0 0 r2
 . (4.3)
Let us consider an axially-symmetric class of deformations of the form
r = r(R,Φ) , θ = Θ , φ = φ(R,Φ) . (4.4)


















detF = 1, which gives us
































The first two principal invariants of b are (I3 = 1)
I1 = I + β


















r (r,Rφ,Φ − r,Φφ,R)
. (4.9)

























Following (2.9), the non-zero components of the Cauchy stress read


























σθθ = − p(R,Φ)
(b+ r cosφ)2
+
2e−Ω(R,Φ) (WI1 + IWI2)























σ̂rr = σrr , σ̂rφ = rσrφ , σ̂θθ = (b+ r cosφ)2 σθθ , σ̂φφ = r2σφφ . (4.12)
The non-zero components of the first Piola-Kirchhoff stress tensor, i.e., P aA = J(F−1)Abσab are
written as
































































The Christoffel symbol matrices of g read (cf. 2.8)
γr = [γrab] =

0 0 0
0 − (b+ r cosφ) cosφ 0
0 0 −r







0 − r sinφ
b+r cosφ
























In the absence of body forces, the non-trivial equilibrium equations are σrb|b = 0 and σφb|b = 0, which














σrr−cosφ (b+ r cosφ)σθθ− r sinφ
b+ r cosφ

















(b+ r cosφ)σθθ− r sinφ
b+ r cosφ






























Boundary conditions. As we are interested in finding the residual stress field, we assume that the
boundary of the torus is traction-free, i.e.
P rR = 0 , P φR = 0 , R = Ro , −π ≤ Φ ≤ π . (4.18)
Finding an exact solution of the PDEs (4.15) and (4.16) does not seem feasible. Therefore, we seek
approximate solutions assuming that the radius of the cross section generating the torus is small










) can be neglected. In doing so, the problem is essentially a perturbation of the problem of
finite eigenstrains in an infinitely-long circular cylindrical bar, which was discussed in [24] for the
special case of cylindrically-symmetric distribution of eigenstrains.
4.2.1 A nonlinear solid torus with finite eigenstrains and r
b
 1 and R
B
 1
In this section, we restrict our attention to the radially-symmetric dilatational eigenstrain distributions,




are sufficiently small and find the solutions
to the first order in the thinness ratio ε = Ro
B
 1. For the zero-order problem (ε→ 0), the torus
becomes a cylinder with the cylindrically-symmetric distribution of purely dilatational eigenstrains,
for which, in the cylindrical coordinates, r = r (R), φ = Φ, z = b
B
Z, and p = p (R). Therefore, we
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consider the following asymptotic expansions2
r = r(0)(R) + r(1)(R,Φ) +O(ε2), φ = Φ + φ(1)(R,Φ) +O(ε2),





















































, I2 = I
(0)










































































































2Note that σrφ(0) = 0 and σ̂







































2 ), for (α1, α2 ∈ {0, 1, 2}). Expanding (4.11) one obtains the
following expressions for the non-zero Cauchy stress components











































































































































3For the sake of simplicity of calculations, here we do not consider the dependence of W on X , which would be
needed in the case of an inhomogeneity. Instead, we model inhomogeneities by assuming different energy functions at










































































































































































































Using (4.17) and (4.19), the non-trivial zero and first-order equilibrium equations are derived by

























































= 0 . (4.30)
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Example: A toroidal inclusion with uniform pure dilatational eigenstrains in a neo-Hookean
solid torus. Let us consider the following distribution of eigenstrains
Ω(R) =

Ωo , 0 ≤ R < Ri
0 , Ri < R ≤ Ro
. (4.34)
We assume that the torus is made of an incompressible homogeneous neo-Hookean solid, i.e., W =
µ
2












2 , Ri ≤ R ≤ Ro
, (4.35)
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where γo = e
3Ωo
2 − 1. Using (4.32), we find the zero-order pressure field as
p(0)(R) =



















, Ri < R ≤ Ro
, (4.36)
where co and ci are constants to be determined after enforcing the boundary conditions (4.18) and
the continuity of the traction vector on the inclusion-matrix interface. The continuity of the traction
vector on the boundary of the inclusion implies that σrr(0) must be continuous at R = Ri . Therefore,
co and ci are computed as
































































− ci , 0 ≤ R < Ri
1
k2




















































































































, Ri < R ≤ Ro .
(4.39)



























































































































































We now seek a solution of the following form (see Appendix A.2 for a proof of this representation)4
r(1) =

fi(R) cos Φ , 0 ≤ R ≤ Ri




gi(R) sin Φ , 0 ≤ R ≤ Ri






hi(R) cos Φ , 0 ≤ R < Ri
ho(R) cos Φ , Ri < R ≤ Ro
.
(4.41)
One should also note that this solution is consistent with the symmetry of the problem and the govern-
ing equations, i.e., (4.39) and the equations found when (4.38) and (4.40) are substituted into (4.29)





1− k 32 e 3Ωo4
)






































, Ri ≤ R ≤ Ro .
(4.42b)
Substituting (4.41) into (4.29) and (4.30) one obtains
































4Solutions with a similar form were discussed in [68, 69].
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−k 12 e 3Ωo4
(














2R(R2 + η)go(R)−R2(3R2 + η)g′o(R)−R3(R2 + η)g′′o (R)− k−1R3ho(R) + k−
1



























= 0 , (4.44b)
where η = R2i γo. Using (4.42), (4.43), and (4.44), one finds the following third-order linear ODEs























+ 2(R2 + η)
(
3R2 − η
















2η2 (R2 + 2η)
BR3 (R2 + η)
, Ri ≤ R ≤ Ro . (4.45b)





+ ci3 lnR + ci4 . (4.46)
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Enforcing fi(0) = 0 implies that ci2 = ci3 = ci4 = 0. fi(R) is now substituted into (4.42a) to obtain
























4 − keΩo2 − k− 12 e−Ωo4
)
. (4.48)

















The continuity of the displacement field at the inclusion-matrix interface implies that
fi(Ri) = fo(Ri) , gi(Ri) = go(Ri) . (4.51)
The traction vector is defined as t = 〈〈σ,n〉〉g , which in components reads ta(x,n) = σacgbcnb. The









The continuity of the first-order terms of the traction vector on the inclusion-matrix boundary implies






(0) must be continuous at R = Ri ,−π ≤ Φ ≤ π. These conditions yield



























We first find the homogeneous solution of (4.45b) using the power series expansion of f ′o(R) centered
at R = 0, under the assumption that f ′o(R) can be analytically extended to the interval [0, Ro]. Note
that depending on whether η is positive or negative, or equivalently, Ωo is positive or negative, (4.45b)
has different solutions. We have the following solutions for the homogeneous part of the differen-
tial equation, denoted by fpo and f
n
o for the positive and negative pure dilatational eigenstrain Ωo,





























































+ cno4 . (4.56)
We now use the method of variation of parameters to find the particular solution of (4.45b). After
some calculations, the general solution of the differential equation for the positive and negative values
of the pure dilatational eigenstrain are obtained as6











































































































5Note that one can easily verify that (4.55) and (4.56) are indeed the homogeneous solutions of (4.45b) for R ∈
[Ri, Ro], and therefore, using the power series method is justified.







ln(1− ζ)dζζ for |z| < 1.
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ζ3 (ζ2 + η)

















































ζ3 (ζ2 + η)


























)2 .7 The function go(R) may now be calculated for the positive and negative
values of the eigenstrain by substituting (4.57) and (4.58) for fo, respectively, into (4.42b). We can
then find ho(R) by substituting for fo and go into (4.44b) (see Appendix A.1 for details). Using (4.40)
and (4.41), along with the expressions (4.46), (4.47), and (4.48), the first-order physical components














































2 − k 12 e 3Ωo4
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4 − 3k 32 e 3Ωo4 − k3e 3Ωo2 + 2
)











































2 (R2 + η)
1
2 fo(R) + 2k (R
2 + η) go(R)−R2ho(R)
)
cos Φ , Ri < R ≤ Ro
.
(4.63d)
Remark 4.2.1. Note that when Ri = Ro, i.e., when the entire solid torus has a uniform pure dilata-
tional eigenstrain, no residual stresses are generated. In this case, we recover the exact solution, for








2 . Note that this is indeed the exact solution, as it is stress-free, and thus, the
equilibrium equations are trivially satisfied. Also, it satisfies the incompressibility condition (4.6).
Remark 4.2.2. One can simply check that in the first-order approximation with respect to the thinness
ratio the deformed shape of the outer boundaries of the inclusion and the matrix remain circular with
their corresponding zero-order radii, but they become eccentric with eccentricityE = fo(Ro)−fi(Ri).
Note that the inclusion and the matrix outer boundary points rotate with respect to one another after
deformation such that their relative rotation is ∆ (Φ) = (go(Ro)− gi(Ri)) sin Φ for any pair of points
located at an angle Φ in the initial configuration on the outer boundaries of the inclusion and the
matrix.
Next, we proceed to numerically calculate the values of the constants k, ci1 , co1 , co2 , co3 , and co4
using the expressions (4.49), (4.50), (4.51), (4.53), and (4.54) for a neo-Hookean solid torus with a
given negative or positive pure dilatational eigentrain.
Numerical results. We now consider some numerical examples and examine the first-order resid-
ual stress field (4.63) for inclusions with different values of pure dilatational eigenstrains and various
torus geometries. Figures 6.1 and 6.2 show the variation of the radial part of the first-order stress com-
ponents for a torus with Ro
B
= 0.1, containing inclusions with several values of Ri
Ro
, and Ωo = ±0.5.
Notice that all the first-order stress components vary linearly with the material radial coordinate in the
inclusion. As expected all the stress components undergo a jump at the inclusion-matrix boundary ex-
cept the radial stress component, which is continuous at the interface. For the positive eigenstrain case
(Figure 6.1), the maximum shear stress in the inclusion and matrix is first increasing, then decreasing
as Ri
Ro
increases from zero (a torus without eigenstrain) such that the maximum shear stress for a torus
with Ri
Ro
= 0.4 is greater than that of a torus with Ri
Ro
= 0.2 and Ri
Ro
= 0.6 in both the inclusion and
the matrix. For the case of negative eigenstrain, the maximum shear stress in the torus increases with
the increase in Ri
Ro
ratio from 0 to 0.8. After that, however, as Ri
Ro
increases the maximum shear stress
decreases until it becomes zero when Ri
Ro
= 1 (Figure 6.2). Note that Ri
Ro
= 1 corresponds to the entire
torus having a uniform pure dilatational eigenstrain distribution, which is stress-free as was discussed
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earlier in Remark 4.2.1.
The contour plots of the first-order residual stress components for a torus with Ro
B
= 0.1 are
depicted in Figures 4.5, 4.6, and 4.7. A torus with an inclusion with a negative pure dilatational
eigenstrain and Ri
Ro
= 0.4 is shown in Figure 4.5. One observes that the shear stress concentrates across
the inclusion-matrix interface with its maximum attained at the top and the bottom. For the selected
parameters, the first-order circumferential stress component σ̂φφ(1) /µ is negligible in the inclusion, and
hence, the circumferential stress component remains uniform to the first order in the inclusion. This
is also true for the positive eigenstrain cases Ωo = 0.5 and Ωo = 0.7 with RiRo ratio equal to 0.4 and
0.2, respectively (Figures 4.6 and 4.7).
Figure 4.8a illustrates the dependence of b
B
on the pure dilatational eigenstrain value Ωo for differ-
ent values of Ri
Ro
(Note thatB and b represent the distance of the center of the inclusion from the origin
in the initial and deformed configurations, respectively (see Figure 4.2).). For positive eigenstrain val-
ues, b
B
monotonically increases as Ωo increases, and as expected, the higher the RiRo ratio, the more
rapid the increase. For negative eigenstrains, nevertheless, b
B
reaches a minimum, which decreases as
Ri
Ro
increases, and is attained at lower eigestrain values. As was mentioned earlier for both negative
and positive eigenstains, as Ri
Ro
approaches 1, the b
B
curve gets closer to e
Ωo
2 (see Remark 4.2.1). The
variation of the eccentricity ratio E
Ro
, where E = fo(Ro)− fi(Ri), with respect to Ωo is shown in Fig-
ure 4.8b for several values of Ri
Ro
. As Ωo increases from 0, the eccentricity decreases until it reaches
its minimum, which increases as Ri
Ro
increases, and is attained at lower values of Ωo.8 For Ωo < 0 , the
eccentricity ratio is first increasing, then decreasing as Ωo decreases starting from zero. The maximum
eccentricity corresponds to the lower values of eigesntrains as Ri
Ro
increases. Moreover, the maximum
eccentricity first increases as Ri
Ro
increases, then it decreases. For instance, the maximum eccentricity
for a torus with Ri
Ro
= 0.7 is greater than that of a torus with Ri
Ro
= 0.5 and Ri
Ro
= 0.9 when Ωo < 0. As
Ri
Ro
approaches 1, the eccentricity ratio tends to zero for any value of the eigenstrain Ωo.
8Note that positive and negative eccentricity values correspond to the inclusion moving to the left and right relative to
the matrix, respectively.
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Figure 4.3: The radial part of the first-order normalized components of the Cauchy stress tensor for RoB = 0.1, Ωo = 0.5,
and different values of RiRo .
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Figure 4.4: The radial part of the first-order normalized components of the Cauchy stress tensor for RoB = 0.1, Ωo = −0.5,











































































































Figure 4.5: The first-order physical components of the Cauchy stress in a torus having an inclusion with RiRo = 0.4,
Ro
B = 0.1, and constant pure dilatational eigenstrain distribution Ωo = −0.5. The ratio of the deformed major radius to



































































































Figure 4.6: The first-order physical components of the Cauchy stress in a torus having an inclusion with RiRo = 0.4,
Ro
B = 0.1, and constant pure dilatational eigenstrain distribution Ωo = 0.5. The ratio of the deformed major radius to





































































































Figure 4.7: The first-order physical components of the Cauchy stress in a torus having an inclusion with RiRo = 0.2,
Ro
B = 0.1, and constant pure dilatational eigenstrain distribution Ωo = 0.7. The ratio of the deformed major radius to
the initial major radius of the torus is bB = 1.0445.
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Figure 4.8: Variations of bB and the eccentricity ratio
E
Ro
as functions of Ωo for a torus with RoB = 0.1 and different values
of RiRo , shown in (a) and (b), respectively.
4.2.2 A linear elastic solid torus with small eigenstrains
In this section we derive the governing equations of a solid torus made of an incompressible lin-
ear elastic material that has a distribution of small eigenstrains. In geometric elasticity, in order to
linearize one starts with a reference motion
◦
ϕ and a one-parameter family of motions ϕε such that
ϕε=0 =
◦
ϕ [43, 82]. Let us consider a one-parameter family of motions ϕε such that ϕε(R,Θ,Φ) =
(rε(R,Φ),Θ, φε(R,Φ)). We will linearize about the stress-free configuration
◦
ϕ (R,Θ,Φ) = (R,Θ,Φ),






ϕε(R,Θ,Φ) = (u(R,Φ), 0, w(R,Φ)) , (4.64)
where u and w are the non-zero displacement components.
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Linearization of the incompressibility constraint. For any motion in the given one-parameter
family we have
Jε =
















Taking derivative with respect to ε of both sides and evaluating at ε = 0, one obtains
u+
R [δb+ u cos Φ− wR sin Φ]
B +R cos Φ




Similarly, from (4.9), one obtains the variation of I and β as




+ u,R + w,Φ
)
. (4.67)
Therefore, it follows from (4.67) that δI1 = δI2 = 0. To simplify the calculations, we assume that the
material is piecewise homogeneous and use (4.11) and (4.67) to find the linearized components of the
Cauchy stress tensor as
δσrr = −δp+ 2 (WI1 +WI2) (2u,R − δΩ) , (4.68a)







δσθθ = − δp
(B +R cos Φ)2
+
4 (WI1 + 2WI2)
(B +R cos Φ)3
[δb+ u cos Φ− wR sin Φ]
+
2





+ u,R + w,Φ
)
− δΩ (WI1 + 4WI2)
]
, (4.68c)














Linearization of the equilibrium equations. Using (4.17), linearizing the equilibrium equations









B +R cos Φ
)
δσrr−cos Φ (B +R cos Φ) δσθθ− R sin Φ
B +R cos Φ















(B +R cos Φ) δσθθ− R sin Φ
B +R cos Φ
δσφφ = 0 .
(4.70)


















B +R cos Φ
[








2R (WI1 +WI2) sin Φ






4 (WI1 + 2WI2) cos Φ
(B +R cos Φ)2





B +R cos Φ
[
2WI1 (u+Rw,Φ) +RWI2 (3δΩ− 2u,R)
]
+
2R2 sin Φ (WI1 + 2WI2)
(B +R cos Φ)2
[Rw sin Φ− u cos Φ− δb]−(WI1 +WI2) (3B + 4R cos Φ)












Linearization of the boundary conditions. Similarly, boundary conditions (4.18) are linearized
and are written as





= 0 , R = Ro , −π ≤ Φ ≤ π . (4.73b)
Example: A toroidal inclusion with uniform pure dilatational eigenstrains in an incompressible
linear elastic solid torus. Let us consider the following distribution of eigenstrains in the torus
δΩ(R) =

δΩo , 0 ≤ R < Ri
0 , Ri < R ≤ Ro
. (4.74)
Pressure and displacement fields in the torus are written as
u(R,Φ) =

ui(R,Φ), 0 ≤ R < Ri




wi(R,Φ), 0 ≤ R < Ri




δpi(R,Φ), 0 ≤ R < Ri
δpo(R,Φ), Ri < R ≤ Ro
.
(4.75)
Therefore, from (4.66) it follows that
ui +
R [δb+ ui cos Φ− wiR sin Φ]
B +R cos Φ




uo (B +R cos Φ) +R [δb+ uo cos Φ− woR sin Φ] +R(B +R cos Φ)(uo,R + wo,Φ) = 0 . (4.76b)
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From the continuity of the displacement field at the inclusion-matrix interface, we know that
ui(Ri,Φ) = uo(Ri,Φ) , wi(Ri,Φ) = wo(Ri,Φ) . (4.77)
Also, we eliminate the rigid body motion by setting ui (0,Φ) = 0 and w (R, 0) = 0.
We next show that for a torus made of an isotropic incompressible linear elastic solid with a
toroidal inclusion having a non-zero uniform pure dilatational eigenstrain distribution, the stress field
inside the inclusion cannot be uniform. Let us assume that the stress field inside the inclusion is
uniform, i.e., each physical Cauchy stress component is constant. Thus
δσrr = c1 , Rδσ
rφ = c2 , (B +R cos Φ)
2 δσθθ = c3 , R
2δσφφ = c4 , (4.78)





B +R cos Φ
(c1 cos Φ− c3 cos Φ− c2 sin Φ) = 0 , (4.79)
which implies that c1 = c3 = c4 = C and c2 = 0. Therefore (note that the equilibrium equation (4.70)
has already been satisfied)
δσrr = (B +R cos Φ)2 δσθθ = R2δσφφ = C , 0 ≤ R < Ri , (4.80)
δσrφ = 0 , 0 ≤ R < Ri . (4.81)
From (4.68) and δσrr −R2δσφφ = 0, one obtains
u
R
+ w,Φ = u,R. (4.82)
Using the above relation in δσrr − (B +R cos Φ)2 δσθθ = 0, one finds
δb+ u cos Φ−Rw sin Φ = (B +R cos Φ) 2u,R (WI1 −WI2) + 3WI2δΩo
2 (WI1 + 2WI2)
. (4.83)
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= 0 . (4.84)






Substituting the above relation into (4.82) and (4.84), one concludes that w = 0. Now going back to





This is a contradiction because δb has to depend on the radius of the inclusion Ri. In other words, the
above relation is telling us that the change in the overall radius of the solid torus after deformation
is independent of the size of the inclusion. This contradiction shows that the stress field inside the
inclusion cannot be uniform.
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CHAPTER 5
NONLINEAR ELASTIC INCLUSIONS IN ANISOTROPIC SOLIDS
5.1 Introduction
Willis [83] formulated the two-dimensional linear inclusion problem for an infinite anisotropic medium.
He obtained explicit solutions for an elliptic inclusion in a medium with cubic symmetry. He showed
that the stress field inside such an inclusion is uniform. In the setting of 3D linear elasticity, Li and
Dunn [84] investigated the inclusion and inhomogeneity problem in an infinite anisotropic solid us-
ing Eshelby’s approach. They found closed-form expressions for the Eshelby tensors in the case of
transversely isotropic media containing cylindrical and thin-disk inclusions. Kinoshita and Mura [85]
obtained the displacement and stress fields induced by an inclusion with a uniform distribution of
eigenstrains in an infinitely extended homogeneous linear anisotropic elastic medium. Their expres-
sions are valid for the general case of material anisotropy and different shapes of inclusions. In a series
of papers [86, 87, 88, 89, 90], two-dimensional Eshelby’s problem for linear polygonal inclusions in
anisotropic full and half-planes were studied. Giordano et al. [91] investigated the elastic properties
of composites consisting of isotropic spherical and cylindrical inhomogeneities embedded in a linear
isotropic solid matrix. They obtained the elastic properties of the overall material in terms of the
elastic constants of the constituents and their volume fractions under the simplifying assumptions of
small strains for the body and small volume fractions of the embedded phase.
To our best knowledge, the problem of nonlinear inclusions in anisotropic solids has not been
studied in the literature. In this chapter, we consider finite eigenstrains in transversely isotropic spher-
ical balls and orthotropic cylindrical bars for both incompressible and compressible solids. We then
determine conditions that guarantee that the stress field in spherical and cylindrical inclusions with
uniform dilatational eigenstrains is uniform. In particular, we show that the results given in [24] for
some special classes of compressible isotropic solids can be generalized to an arbitrary compressible
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isotropic solid. In the case of compressible transversely isotropic and orthotropic solids, we show that
there are some nontrivial special cases for which uniform stress can be maintained in the inclusion
when the radial and circumferential eigenstrains are not equal (or the axial stretch satisfies some con-
ditions in the case of cylindrical bars). To investigate these cases, we employ the so called standard
reinforcing model (see, e.g., [92]) and find the stress field in the inclusion in the case of compressible
Mooney-Rivlin and Blatz-Ko materials for several reinforcement combinations.
This chapter is structured as follows. In §5.2.1 we consider finite eigenstrains in an incompressible
transversely isotropic spherical ball. In §6.3.5 the corresponding problem in the case of compressible
transversely isotropic and compressible isotropic solids is discussed. Finite eigenstrains in an incom-
pressible orthotropic cylindrical bar is studied in §5.2.3. §5.2.4 is devoted to compressible orthotropic
cylindrical bars with finite eigenstrains. Note that the results of this section have been previously
reported in our published work [27].
5.2 Examples of Anisotropic Bodies with Finite Eigenstrains
In this section, we consider several examples of inclusions in transversely isotropic spherical balls
and orthotropic cylindrical bars. We start with spherically and cylindrically symmetric distributions
of finite dilatational eigenstrains in a spherical ball and a solid cylinder, respectively. We study the
inclusion problem by considering uniform distribution of finite anisotropic eigenstrains in the inclu-
sion region. We then investigate the conditions under which the stress inside the inclusion is uniform.
We also identify those cases that exhibit stress singularities, depending on the values of the radial and
circumferential eigenstrains, along with the axial eigenstrain in the case of cylindrical bars.
5.2.1 Finite Eigenstrains in an Incompressible Transversely Isotropic Spherical Ball
Consider a ball of radius Ro made of a nonlinear incompressible transversely isotropic material with
a given spherically symmetric distribution of radial and circumferential eigenstrains. We assume that
the material preferred direction is radial, i.e., N = R̂, where R̂ is a unit vector in the radial direction.




1, R2, R2 sin2 Θ
)
. To preserve the spherical symmetry, we require that the azimuthal
and circumferential eigenstrains be equal. Therefore, the material metric for the ball with dilatational





0 0 e2ωΘ(R)R2 sin2 Θ
 , (5.1)
where ωR and ωΘ describe the radial and circumferential eigenstrains, respectively. We endow the
ambient space with the flat Euclidean metric g = diag
(
1, r2, r2 sin2 θ
)
in the spherical coordinates
(r, θ, φ). We then assume an embedding of the material manifold into the ambient space with the





detF = 1, one obtains
r2(R)r′(R)
R2eωR(R)+2ωΘ(R)
= 1 . (5.2)























1Similar constructions using nontrivial material manifolds with the explicit dependence of the material metric on the
type of anelasticity were discussed in [20, 9, 24, 10, 25, 26].
2All the symbolic computations in this paper were performed using Mathematica [93].
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Following (6.14), the non-zero components of the Cauchy stress tensor read



































Note that when the body is eigenstrain-free, I1 = I2 = 3 and I4 = I5 = 1. Assuming that the stress
vanishes for this case, we obtain (similar conditions were derived in [92, 94])
(2WI5 +WI4) |I1=I2=3,I4=I5=1 = 0 . (5.12)
The physical components of the Cauchy stress tensor, i.e., σ̂ab = σab
√
gaagbb (no summation) [67] are
written as
σ̂rr = σrr , σ̂θθ = r2(R)σθθ , σ̂φφ = r2(R) sin2 θ σφφ . (5.13)
3Note that N̂ = e−ωR(R)ER is the unit vector defining the material preferred direction, where ER = ∂∂R is a radial
basis vector for TXB such that 〈〈ER,ER〉〉G = GRR.
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In the absence of body forces and inertial effects, the only non-trivial equilibrium equation is σrb|b = 0




σrr − rσθθ − r sin2 θ σφφ = 0 . (5.14)






σrr − 2rσθθ = 0 . (5.15)





− 8R18WI5I5r3e18ωΘ (Rω′Θ + 1) + 8R17 (WI4I5 +WI1I5) r4e16ωΘ+ωR
+ 12R15WI2I5r
6e14ωΘ+ωR + 2R13 (3WI5 +WI4I4 + 2WI1I4 +WI1I1) r
8e12ωΘ+ωR
− 8R14 (WI4I5 +WI1I5) r7e14ωΘ (Rω′Θ + 1)− 12R12WI2I5r9e12ωΘ (Rω′Θ + 1)
+ 2R11 (3WI2I4 − 2WI1I5 + 3WI1I2) r10e10ωΘ+ωR − 2R5 (WI2I4 + 3WI1I2) r16e4ωΘ+ωR
− 2R8 (3WI2I4 − 2WI1I5 + 3WI1I2) r13e8ωΘ (Rω′Θ + 1) + 8R21WI5I5e20ωΘ+ωR
+ 4WI2I2r
21 (Rω′Θ + 1)− 2R6 (WI4 − 2WI2I5 + 2WI2I2 +WI1) r15e6ωΘ (Rω′Θ + 1)
− 2R4 (WI2 −WI1I4 −WI1I1) r17e4ωΘ (Rω′Θ + 1)−R3 (4WI2I2 −WI1) r18e2ωΘ+ωR
− 2R10 (4WI5 +WI4I4 + 2WI1I4 +WI1I1) r11e10ωΘ (Rω′Θ + 1) +RWI2r20eωR
+ 2R2 (WI2I4 + 3WI1I2) r
19e2ωΘ(R) (Rω′Θ + 1) +R
7 (WI2 − 2 (WI1I4 +WI1I1)) r14e6ωΘ+ωR






























ω1 , 0 ≤ R ≤ Ri
0 , Ri ≤ R ≤ Ro
, ωΘ(R) =

ω2 , 0 ≤ R ≤ Ri
0 , Ri ≤ R ≤ Ro
. (5.18)









3 R , 0 ≤ R ≤ Ri
(R3 + (eω1+2ω2 − 1)R3i )
1
3 , Ri ≤ R ≤ Ro
. (5.19)












3 WI4 − e4ω1WI2 + e2ω1+2ω2WI2


















and Ia = e
2
3
(ω1−ω2) . Moreover, in the matrix, p′(R) = ĥ(R), where for Ri ≤ R ≤ Ro
ĥ(R) = − 4
R3r(R)19
(
− 8R18WI5I5r3 + 8R17 (WI4I5 +WI1I5) r4 − 8R14 (WI4I5 +WI1I5) r7
+ 2R13 (3WI5 +WI4I4 + 2WI1I4 +WI1I1) r
8 − 12R12WI2I5r9 + 4WI2I2r21 + 8R21WI5I5
+ 2R11 (3WI2I4 − 2WI1I5 + 3WI1I2) r10 − 2R10 (4WI5 +WI4I4 + 2WI1I4 +WI1I1) r11
+R9 (WI4 − 4WI2I5 + 4WI2I2 +WI1) r12 − 2R8 (3WI2I4 − 2WI1I5 + 3WI1I2) r13 +RWI2r20
+R7 (WI2 − 2 (WI1I4 +WI1I1)) r14 − 2R6 (WI4 − 2WI2I5 + 2WI2I2 +WI1) r15
+ 2R4 (WI1I4 +WI1I1 −WI2) r17 +R3 (WI1 − 4WI2I2) r18 + 2R2 (WI2I4 + 3WI1I2) r19
+ 12R15WI2I5r
6 − 2R5 (WI2I4 + 3WI1I1) r16
)
. (5.21)








− ci , 0 ≤ R ≤ Ri ,∫ R
Ro
ĥ(ζ)dζ − co , Ri ≤ R ≤ Ro ,
(5.22)
where ci and co are constants of integration to be determined after imposing the boundary conditions.



































































































, Ri ≤ R ≤ Ro ,
(5.24)
where I(R) = R/r(R), and note that σ̂θθ(R) = σ̂φφ(R). The boundary condition σrr(Ro) = −p∞
gives us















The continuity of the traction vector at the inclusion-matrix interface implies that σrr must be contin-










































































Remark 5.2.1. Evidently, if h0 = 0, from (5.23) and (5.24), the stress field in the inclusion will be







= 0 . (5.27)
Therefore, if ω1 = ω2, then h0 = 0 for any nonlinear incompressible transversely isotropic solid. If
ω1 6= ω2, however, for h0 to be zero the strain energy function must satisfy the following condition,







3 WI4 − e4ω1WI2 + e2ω1+2ω2WI2
















= 0 . (5.28)
Therefore, we have proved the following proposition.
Proposition 5.2.2. Consider a nonlinear incompressible transversely isotropic spherical ball such
that the material preferred direction is radial. Suppose that the ball is subject to a uniform pressure on
its boundary. Assume that the ball contains a spherical inclusion at its center with uniform radial and
circumferential eigenstrains. The stress field inside the inclusion exhibits a logarithmic singularity
at the center of the ball unless the radial and circumferential eigenstrains are equal or the energy
function satisfies (5.28). Moreover, the stress inside the inclusion is uniform and hydrostatic if the
eigenstrains are pure dilatational.
Remark 5.2.3. Given a nonlinear incompressible transversely isotropic spherical ball with the radial
material preferred direction and a radially-symmetric distribution of radial and circumferential eigen-
strains eωR(R) and eωΘ(R), respectively, the stress exhibits a logarithmic singularity at the center of the
ball unless ωR(0) = ωΘ(0). To see this, let ωR(0) = ω1 and ωΘ(0) = ω2. Note that as R → 0 (see
also [65])





































+O(R) , i, j = 1, 2, 4, 5 . (5.32)





Hence, p(R) = h0 lnR +O(R), i.e., the stress field has a logarithmic singularity at the origin only if
ωR(0) 6= ωΘ(0).
5.2.2 Finite Eigenstrains in a Compressible Transversely Isotropic Spherical Ball
Next, we consider a compressible transversely isotropic material with a radial material preferred direc-
























The invariants are found using (6.8) and read































































When the body is eigenstrain-free, we assume that the stress vanishes. Therefore
(WI4 + 2WI5) |I1=I2=3,I3=I4=I5=1 = 0 , and (WI1 + 2WI2 +WI3) |I1=I2=3,I3=I4=I5=1 = 0 .
(5.44)
Substituting the stress components into (5.14), the simplified radial equilibrium equation is given in
Appendix B.1.
Next, we consider the eigenstrain distribution (5.18) and solve the problem of a spherical inclusion
with uniform anisotropic eigenstrains in a compressible transversely isotropic spherical ball. We then
explore conditions under which the induced stress field in the inclusion is uniform. These conditions
would impose some restrictions on the energy function, in general. Let us assume that the stress field
in the inclusion is uniform, i.e., σ̂rr = C1 and σ̂θθ = C2, where C1 and C2 are constants. It then































The first-order4 nonlinear ODEs (5.45) and (5.46) are subject to the boundary condition r(0) = 0.
We note that for r(R) = βR in the inclusion, with β a constant, all the invariants of deformation are
constant in the inclusion, and so are the partial derivatives of the energy function with respect to the
invariants. Therefore, one can immediately see that r(R) = βR is a solution of both initial-value
problems (IVPs).5 That is, the stress field in the inclusion is uniform if r(R) = βR for 0 ≤ R ≤ Ri .
4Note that the invariants of deformation, and thus, the energy function and its partial derivatives with respect to the
invariants depend on the first and not higher order derivatives of r.
5Note that it is straightforward to show that there are no other solutions of the form r(R) = βRα, α > 1 to these IVPs.
93
Note that when the stress in the inclusion is uniform, it then immediately follows from the equilibrium
equation (5.15) that the stress is hydrostatic as well, i.e., C1 = C2. Now, we examine the conditions
that guarantee that r(R) = βR satisfies the radial equilibrium equation (C1 = C2). Using (5.45) and















= 0 . (5.47)
Note that when the radial and circumferential eigenstrains are equal (ω1 = ω2), the above condition is
satisfied without imposing any restrictions on the energy function or β if the material is compressible
and isotropic, i.e., W = W (I1, I2, I3), and hence, WI4 = WI5 = 0. This observation suggests
that if the material is compressible and isotropic, and the inclusion has a uniform distribution of
pure dilatational eigenstrains, then the stress inside the inclusion is uniform and hydrostatic. This
generalizes the result of Yavari and Goriely [24] that was proved for harmonic solids and class II and
III materials according to Carroll [95]. For compressible isotropic solids, (B.1) gives us the following




















4r4 (6WI1I2 +WI3) + 4R













6r (2WI1I1 +WI2) +R





for which we need two boundary conditions, and given that β is also an unknown, we need three
boundary conditions in total. These are given by continuity of r(R) and the traction vector at R = Ri,
and the boundary condition σ̂rr(Ro) = −p∞. Therefore, we have proved the following proposition.
94
Proposition 5.2.4. Consider a spherical ball made of a compressible isotropic solid subject to a
uniform pressure on its boundary sphere. Assume that the ball contains a spherical inclusion at its
center with uniform radial and circumferential eigenstrains. The stress field in the inclusion is uniform
and hydrostatic if the eigenstrains are pure dilatational.
Remark 5.2.5. Consider the conditions in Proposition 5.2.4 for compressible isotropic solids and
assume that the stress field inside the inclusion is uniform. We observed that r(R) = βR, where
0 ≤ R ≤ Ri is a solution for (5.45) and (5.46) subject to the boundary condition r(0) = 0. Therefore,
the simplified equilibrium equation (5.47) implies that the radial and circumferential eigenstrains must






= 0 . (5.49)
The boundary conditions and the above relation in turn put a restriction on the energy function.
For a compressible transversely isotropic material if the radial and circumferential eigenstrains






4 = 0 , (5.50)
where a = βe−ω. Clearly, from the first equation in (5.44), a = 1 is a trivial solution of the above
equation, which is stress-free and volume preserving (I3 = 1). If we assume that the traction in the
fiber direction is tensile for extension (a > 1) and compressive for contraction (a < 1), e.g., see [96],
then a = 1 is the only solution of (5.50). This result simply suggests that for compressible trans-
versely isotropic materials the induced stress field inside the inclusion with uniform pure dilatational
eigenstrains is uniform in the trivial case Ri = Ro, i.e., when the entire ball has a uniform distribution
of pure dilatational eigenstrains, which is stress-free.
Nonetheless, there are some nontrivial cases that can only occur if the radial and circumferential
eigenstrains are different (ω1 6= ω2). Such cases are special in the sense that a specific pressure must
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be applied on the boundary to maintain a uniform hydrostatic stress field inside the inclusion, or for
a given pressure applied on the outer boundary, the ratio Ri/Ro is determined. This is because β is
determined from (5.47) when (ω1 6= ω2), and as the equilibrium equation in the matrix is a nonlinear
second-order ODE, we only need two boundary conditions to find its solution. These are given by the
continuity of r(R) and the traction vector at R = Ri. To see this, we note that when β is determined
from (5.47), the stress and deformation fields in the inclusion will be fully known. Therefore, the two
boundary conditions of the equilibrium equation in the matrix are written as
r(R+i ) = βRi , σ̂
rr(R+i ) = σ̂
rr(R−i ) . (5.51)
Hence, one may fix Ri/Ro and find the pressure that must be applied on the outer boundary using the
relation σ̂rr(Ro) = −p∞. Alternatively, using this relation, one can find Ri/Ro by prescribing the
pressure p∞.
Next, we consider some specific strain energy functions to explore (5.47), where a choice of energy
function determines β when ω1 6= ω2. In doing so, we employ the so called standard reinforcing model
for compressible materials, defined as [92, 97]
W = W (I1, I2, I3, I4, I5) = Wiso (I1, I2, I3) +Wfib (I4, I5) , (5.52)
where the first term denotes the isotropic base material, whereas the second term represents the
anisotropic effects due to the fiber reinforcement. Let us consider the following strain energy func-
tions (see, e.g., [97]):
i) Compressible Mooney-Rivlin reinforced model (I4 reinforcement) for which
W (I1, I2, I3, I4) = C1 (I1 − 3) + C2 (I2 − 3)− (C1 + 2C2) (I3 − 1) +
µ
2
(I4 − 1)2 , (5.53)
where C1, C2, and µ are constants, and µ > 0 is an anisotropy parameter describing the rein-
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, for ω1 < ω2 .
(5.55)






































ii) Compressible Mooney-Rivlin reinforced model (I5 reinforcement) that has the following energy
function
W (I1, I2, I3, I5) = C1 (I1 − 3) + C2 (I2 − 3)− (C1 + 2C2) (I3 − 1) +
µ
2
(I5 − 1)2 . (5.57)




































































iii) Blatz-Ko reinforced model (I4 reinforcement) for which the energy function is written as














(I4 − 1)2 , (5.62)





































For β to be physical, i.e., β ∈ R+, it can be shown that one must have ω1 > ω2. In that case,






















+ e4ω1∆ > 0 puts a constraint on the elastic constants.
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5.2.3 Finite Eigenstrains in a Finite Incompressible Orthotropic Cylindrical Bar
Let us consider a finite circular cylindrical bar of radius Ro made of a nonlinear incompressible
orthotropic solid with a cylindrically-symmetric distribution of radial and circumferential eigenstrains
in the reference configuration. Assume that the material orthotropic axes are in the R, Θ, and Z
directions in the cylindrical coordinates (R,Θ, Z). Given the eigenstrain-free material metric, i.e.,
Go = diag (1, R







where ωR, ωΘ, and ωZ are some functions describing the radial, circumferential, and axial eigen-
strains, respectively. The ambient space is endowed with the Euclidean metric g = (1, r2, 1). We
embed the material manifold into the ambient space by looking for mappings of the form (r, θ, z) =
(r(R),Θ, αZ), where α is a constant representing the axial stretch of the bar that depends on the axial
boundary conditions.7 Therefore, the deformation gradient reads F = diag (r′(R), 1, α). Incompress-








= 1 . (5.68)










7Note that mappings of this form correspond to the bar being subject to a displacement control loading with the axial
stretch α.
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Let us denote the orthotropic axes by N1 = R̂, N2 = Ẑ, and N3 = Θ̂, where R̂, Ẑ, and Θ̂ denote
the unit vectors in the radial, longitudinal, and circumferential directions, respectively. Thus, N1 =
e−ωR(R)ER, N2 = e−ωZ(R)EZ , and N3 = e−ωΘ(R)EΘ/R, where ER = ∂/∂R, EZ = ∂/∂Z, and




















































































Assuming that the eigenstrain-free body is stress-free gives the following conditions (see also [92, 94]
for more details)
(WI4 + 2WI5) |I1=I2=3,I4=I5=I6=I7=1 = 0 , and (WI6 + 2WI7) |I1=I2=3,I4=I5=I6=I7=1 = 0 .
(5.80)




− rσθθ = 0 . (5.81)
Therefore, after some simplifications, p′(R) = k(R), where the expression for k(R) is given in
Appendix B.2. Assuming that the bar is subject to a uniform pressure on its boundary cylinder, i.e.,

























A cylindrical inclusion in a finite orthotropic cylindrical bar. We next consider the following
distribution of eigenstrains in a cylindrical bar, corresponding to a cylindrical inclusion with radius
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Ri along the axis of the bar.
ωR(R) =

ω1 , 0 ≤ R ≤ Ri
0 , Ri ≤ R ≤ Ro
, ωΘ(R) =

ω2 , 0 ≤ R ≤ Ri
0 , Ri ≤ R ≤ Ro
, ωZ(R) =

ω3 , 0 ≤ R ≤ Ri
0 , Ri ≤ R ≤ Ro
.
(5.83)










(ω1+ω2+ω3)R , 0 ≤ R ≤ Ri
(R2 + (eω1+ω2+ω3 − 1)R2i )
1
2 , Ri ≤ R ≤ Ro
. (5.84)
























































































































− pi , 0 ≤ R ≤ Ri ,∫ R
Ro
k̂(ζ)dζ − po , Ri ≤ R ≤ Ro ,
(5.87)







































































































+ pi + 2αe
−4ω3
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, Ri ≤ R ≤ Ro ,
(5.90)
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where IR = R/r(R). Imposing uniform pressure on the boundary cylinder, σ̂rr(Ro) = −p∞, gives


























The continuity of the traction vector at the inclusion-matrix interface requires that σrr be continuous
at R = Ri. Therefore, pi is calculated as






























































Remark 5.2.6. For the stress to be uniform in the inclusion, k0 must be zero (cf. (5.88), (5.89), and
















= 0 . (5.93)
However, if ω1 = ω2, then a = b = e−ω3α, and (5.85) implies that k0 is zero if
k0 = 2a
−1 (WI4 + 2a−1WI5) |I1=2a−1+a2,I2=2a+a−2,I24 =I5=a−2,I26 =I7=a4 = 0 . (5.94)
In addition, if we assume that the traction in the radial fiber direction is tensile for extension a < 1
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and compressive for contraction a > 1, then (5.94) implies that a = b = 1, or α = eω3 , and hence, for
any nonlinear incompressible orthotropic material, k0 = 2 (WI4 + 2WI5) |I1=I2=3,I4=I5=I6=I7=1 = 0,
from (5.80). Therefore, we have proved the following proposition.
Proposition 5.2.7. Consider a finite incompressible orthotropic elastic solid cylinder such that the
material orthotropic axes are in the radial, circumferential, and longitudinal directions of the cylin-
der. Assume that the bar is subject to a uniform pressure on its boundary cylinder and contains
an inclusion along its axis with uniform radial, circumferential, and longitudinal eigenstrains. The
Cauchy stress exhibits a logarithmic singularity at the centerline of the cylinder unless the radial and
circumferential eigenstrains are equal and the axial stretch α is equal to eω3 , or the energy function
satisfies (5.93). If the radial and circumferential eigenstrains are equal and α = eω3 , then the stress
inside the inclusion is uniform and hydrostatic.
Note that Proposition 5.2.7 holds for a cylindrical bar made of any incompressible transversely
isotropic solid with material preferred directions along the radial and circumferential directions as
well. If the material preferred direction is longitudinal, then we do not need the condition α = eω3 for
the results of the proposition to hold.
5.2.4 Finite Eigenstrains in a Finite Compressible Orthotropic Cylindrical Bar
In this section, we release the incompressibility constraint of the problem of a bar with a finite
cylindrically-symmetric eigenstrain distribution and consider a compressible orthotropic solid. As-
suming that the material manifold is embedded into the ambient space using the mappings of the form















































I24 =I5 = e
−4ωR(R)r′(R)4 , (5.100)
I26 =I7 = e
−4ωZ(R)α4 . (5.101)



























































We need to have the following conditions in order for the eigenstrain-free body to be stress-free.
(WI1 + 2WI2 +WI3) |I1=I2=3,I3=I4=I5=I6=I7=1 = 0 ,
(WI4 + 2WI5) |I1=I2=3,I3=I4=I5=I6=I7=1 = 0 , (WI6 + 2WI7) |I1=I2=3,I3=I4=I5=I6=I7=1 = 0 .
(5.105)
Substituting for the stress components into (5.81) using (6.49) and (5.103), the radial equilibrium
equation is simplified and is given in Appendix B.3.
We next consider the eigenstrain distribution (5.83) and solve the problem of a cylindrical inclu-
sion with uniform anisotropic eigenstrains in a finite compressible orthotropic cylindrical bar. Fol-
lowing the same procedure that was explained in 6.3.5, we first assume that the stress field inside the
inclusion is uniform, i.e., σ̂rr = C1, σ̂θθ = C2, σ̂zz = C3, where Ci, i = 1, 2, 3 are constants. Using
(6.49), (5.103), and (5.104), we have the following three first-order ODEs for 0 ≤ R ≤ Ri subject to


























































Note that r(R) = βR, with β a constant, is a solution of all the above IVPs, i.e., the stress inside the
inclusion is uniform if r(R) = βR for 0 ≤ R ≤ Ri . From the radial equilibrium equation (5.81), it
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follows that C1 = C2 when the stress field in the inclusion is assumed to be uniform. Therefore, from














I1=α2e−2ω3+β2[e−2ω1+e−2ω2 ],I2=κβ2[α2(e2ω1+e2ω2)+e2ω3β2],I3=κα2β4,I24 =I5=e−4ω1β4,I26 =I7=e−4ω3α4
= 0 ,
(5.109)
where κ = e−2(ω1+ω2+ω3). If the material is compressible and isotropic, i.e., W = W (I1, I2, I3), then
WI4 = WI5 = 0, and (5.109) is clearly satisfied without restricting the longitudinal stretch α or the
strain energy function if ω1 = ω2. In this case, in the matrix, we have the following second-order







































































































The boundary conditions for the ODE (5.110) and determining the unknown β are given by conti-
nuity of r(R) and the traction vector at the inclusion-matrix interface, i.e., r(R)|R=R+i = βRi and
σrr|R=R+i = σ
rr|R=R−i , respectively, along with the boundary condition σ̂
rr(Ro) = −p∞. Thus, we
have proved the following proposition.
Proposition 5.2.8. Consider a cylindrical bar made of a compressible isotropic solid subject to a
uniform pressure on its boundary cylinder. Assume that the bar contains a cylindrical inclusion along
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its axis with uniform radial, circumferential, and axial eigenstrains. The stress field in the inclusion
is uniform if the radial and circumferential eigenstrains are equal.
Returning to the compressible orthotropic solid case, if the radial and circumferential eigenstrains






4 = 0 , (5.111)
where a = αe−ω3 and b = βe−ω. Note that if α = eω3 , i.e., a = 1, then b = 1 is trivially a solution
of (5.111) from (5.105). If we further assume that the traction in the radial fiber direction is tensile
for extension b > 1 and compressive for contraction b < 1, then b = 1 is the only solution of (5.111).
This corresponds to the trivial stress-free case, where the entire bar has a uniform distribution of
dilatational eigenstrains such that the radial and circumferential eigenstrains are equal, and the axial
stretch is equal to eω3 . However, there are some nontrivial cases for which uniform stress can be
maintained in the inclusion with uniform dilatational eigenstrains such that ω1 6= ω2 or α 6= eω3 .
As was already mentioned in 6.3.5, these cases are special because a choice of energy function, in
general, fully determines β from (5.109), which in turn specifies the kinematics and the stress field in
the inclusion.
We next assume some specific energy functions analogous to (6.36) of the following form
W = W (I1, I2, I3, I4, I5, I6, I7) = Wiso (I1, I2, I3) +W
R
fib (I4, I5) +W
Z
fib (I6, I7) , (5.112)
where the isotropic base material with the strain energy function Wiso is augmented by a fiber rein-
forcing model such that WRfib and W
Z
fib represent the reinforcing effects in the radial and longitudinal
directions, respectively.
i) Compressible Mooney-Rivlin reinforced model (I4, I6, I7 reinforcement) with the energy func-
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tion




(I4 − 1)2 +
µ1
2
(I6 − 1)2 +
µ2
2
(I7 − 1)2 ,
(5.113)
where C1 and C2 are the constants of the Mooney-Rivlin base material and µ > 0 is a material
constant describing the strength of the reinforcement in the radial direction, while µ1 and µ2
are positive material constants pertaining to the reinforcement strength in the axial direction.












where δ = e2ω1 − e2ω2 . For ω1 ≥ ω2, there is no condition imposed on the material parameters








, for ω1 < ω2 . (5.115)
The stress field in the inclusion is uniform and has the following non-zero components (cf.
(6.49), (5.103), and (5.104))
















































ii) Compressible Mooney-Rivlin reinforced model (I5, I6, I7 reinforcement) for which the energy
function is written as




(I5 − 1)2 +
µ1
2
(I6 − 1)2 +
µ2
2
(I7 − 1)2 .
(5.117)










































The non-zero components of the Cauchy stress in the inclusion read















































8Note that β ∈ R+ puts a constraint on the elastic constants.
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iii) Blatz-Ko reinforced model (I4, I6, I7 reinforcement) with the following energy function














(I4 − 1)2 +
µ1
2
(I6 − 1)2 +
µ2
2
(I7 − 1)2 ,
(5.121)







= 0 , (5.122)
which is the same as (5.63), obtained in the case of a spherical ball made of the same material.
Therefore, β is given by (5.64), and one can show that β is physical (real and positive) only if
ω1 > ω2. Note that in this case β is determined independently of the longitudinal stretch α and
ω3. The stress field in the inclusion is uniform with the non-zero stress components given as

































LINE AND POINT DEFECTS IN NONLINEAR ANISOTROPIC SOLIDS
6.1 Introduction
In anelasticity, any measure of strain has both an elastic and a non-elastic part. Given a pair of
thermodynamically conjugate stress and strain, locally a non-vanishing strain does not necessarily
correspond to a non-vanishing stress. Elastic strain refers to the part of strain that is locally related
to the corresponding stress. The remaining part is referred to as eigenstrain, a term that was first
used by Mura [1].1 Defects are one source of anelasticity. Vito Volterra, in his seminal work [98],
pioneered the mathematical study of defects many years before the first experimental observations of
defects in solids. He classified line defects into six types, three of which are now called dislocations or
translational defects, and the other three are called disclinations or rotational defects. Kondo [99, 100]
and Bilby et al. [101] independently explored the profound connections between the mechanics of
defects and non-Riemannian geometries in the 1950s. Kondo [99, 100] discovered that the reference
configuration of a solid is not necessarily Euclidean in the presence of defects. He realized that the
curvature and the torsion of the reference manifold are measures of incompatibility and the density of
dislocations, respectively. Defects due to plastic deformations naturally occur in most of the known
problems in mechanics and tribology, e.g., contact mechanics [102, 103, 104, 105], mechanical impact
[106], and dislocation-boundary interactions [107, 108]. Other examples of anelastic sources include
swelling and cavitation [11, 14, 15], bulk and surface growth [19, 20, 21], thermal strains [109, 9,
10], and the presence of inclusions and inhomogeneities [24, 25, 26, 27]. There have been some
theoretical investigations on the effects of eigenstrains in linear anisotropic media, e.g., [83, 84, 85,
91], and references therein.
1One should, however, note that this term had been used by German researchers in its original German version
Eigenspannungen long before Mura’s work. Apparently, Mura decided not to translate Eigen; he only translated Spannung
= Strain. We are grateful to an anonymous reviewer who pointed this out to us.
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Very little is known about the effects of material anisotropies on the stress field and energetics
of defects in solids. Eshelby [110] investigated infinitely-long straight edge dislocations in linear
anisotropic solids. He extended Nabarro’s calculation of the width of a dislocation to the anisotropic
case. His results are limited to edge dislocations with an axis that is an infinite straight line, but there
is no restriction on the type of anisotropy of the medium. Eshelby et al. [111] developed the general
solution for the induced displacement fields of dislocations in homogeneous linear anisotropic solids
for the special case of the elastic state being independent of one of the three Cartesian coordinates.
The dynamical response of uniformly moving dislocations in linear anisotropic media was studied
by Teutonico [112]. It was observed that both edge and screw dislocations are prone to exhibiting
anomalous dynamical behavior such that the interaction force between two parallel dislocations (on
the same slip plane) changes sign when dislocation velocity increases. Head [113] predicted instabil-
ities of dislocations in some anisotropic metallic crystals. It was found that a straight dislocation may
decrease its energy if it changes to a zig-zag shape, i.e., a straight dislocation may be unstable. In the
setting of the linear theory of elasticity, Willis [114] analyzed dislocations in anisotropic media (see
also [115]). Particularly, the displacement fields of infinite straight dislocations and plane curvilinear
dislocation loops were obtained. Schaefer and Kronmüller [116] investigated the elastic interaction of
point defects in linear isotropic and anisotropic cubic media using Green’s function approach. They
specifically discussed the differences between the interactions in isotropic and anisotropic materials
and the effects of anisotropy on the interaction potential. Some basic developments in the linear the-
ory of dislocations in anisotropic media were presented in [117, 118]. Methods for obtaining the
induced linear elastic fields of defects in transversely isotropic bimaterials and orthotropic bicrystals
(in 2D) were proposed in [119] and [120], respectively. In particular, some closed-form solutions for
the elastic fields of inclusions and dislocations were presented.
A successive approximation method was proposed in [121] to study the nonlinear screw dislo-
cation problem using the linear elasticity solution. Nonetheless, the method fails to find the correct
solution near the dislocation axis. Only a handful of exact solutions for defects in nonlinear elastic
solids exist in the literature, and they are all restricted to isotropic materials. We should mention [122,
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123, 124, 125, 126, 44] for dislocations, [124, 127, 128] for disclinations, and [63, 64, 129] for point
defects and discombinations.
To the best of our knowledge, despite the known importance of the anisotropic behavior of solids,
especially at finite strains, the study of defects in the setting of nonlinear elasticity has been limited
to isotropic solids. In this chapter we study several examples of line and point defects in nonlinear
anisotropic solids and present some analytical solutions for their stress fields. We consider an arbi-
trary cylindrically-symmetric distribution of parallel screw dislocations in orthotropic and monoclinic
media, along with a parallel cylindrically-symmetric distribution of wedge disclinations in an infinite
orthotropic medium. As the geometry of the material manifold explicitly depends on the distribu-
tion of defects, the material preferred directions (that identify the type of anisotropy) in the reference
configuration explicitly depend on the defect distribution as well, and, in general, are different from
those of the material in its current configuration. For instance, for the distributed screw dislocations
that we consider, the assumption that the dislocated body is orthotropic in the reference (current)
configuration implies that the body is monoclinic in the current (reference) configuration.
In this chapter, the boundedness of the stress on the dislocation and disclination axes will be
discussed. In particular, for an arbitrary cylindrically-symmetric distribution of parallel screw dislo-
cations the stress exhibits a logarithmic singularity on the dislocation axis unless the axial deformation
is suppressed. Note that these singularities arise due to the presence of anisotropy, e.g., radial fiber-
reinforcement, and in particular, they do not occur when the material is isotropic. Exploiting the
so-called standard reinforcing model (see, e.g., [92]), we obtain conditions under which the energy
per unit length and the resultant longitudinal force of a single screw dislocation for a fiber-reinforced
material are finite provided that the isotropic base material has a finite axial force and a finite en-
ergy per unit length. Employing Cartan’s moving frames approach, for a given distribution of edge
dislocations we will construct the material manifold and obtain explicit solutions for the stress field
when the medium is orthotropic. We will also consider a spherically-symmetric distribution of point
defects in a finite transversely isotropic spherical ball. We will show that for an arbitrary incompress-
ible transversely isotropic material with the radial material preferred direction a uniform point defect
115
distribution induces a uniform hydrostatic stress inside the region the distribution is supported.
The rest of the chapter is structured as follows. In §6.2 we tersely review some fundamentals
of geometric nonlinear anisotropic elasticity and some related topics on nonlinear defect mechanics.
We consider a cylindrically-symmetric distribution of parallel screw dislocations in orthotropic and
monoclinic media in §6.3.1 and §6.3.2, respectively. A cylindrically-symmetric distribution of parallel
wedge disclinations in an orthotropic medium is studied in §6.3.3. In §6.3.4 edge dislocations in an
orthotropic medium are considered. In §6.3.5 we calculate the residual stresses due to a spherically-
symmetric distribution of point defects in a transversely isotropic ball. Note that the results of this
section have been previously reported in our published work [40].
6.2 Geometric Anelasticity for Anisotropic Solids
In this section we briefly review some fundamental elements of the geometric theory of nonlinear
elasticity for anisotropic solids. For more detailed discussions, see [43, 46].
Kinematics. A body B is identified with a Riemannian manifold (B,G), and a configuration of B
is a smooth embedding ϕ : B → S , where (S,g) is a Riemannian manifold —the ambient space.
An affine connection ∇ on a smooth manifold B is a linear mapping ∇ : X (B) × X (B) → X (B),
where X (B) represents the set of all smooth vector fields on B, such that the following properties are
satisfied ∀ X,Y,X1,X2,Y1,Y2 ∈ X (B),∀ f, f1, f2 ∈ C∞(B),∀ a1, a2 ∈ R (see [47, 48] for more
details): a)∇f1X1+f2X2Y = f1∇X1Y + f2∇X2Y, b)∇X(a1Y1 + a2Y2) = a1∇X(Y1) + a2∇X(Y2),
c) ∇X(fY) = f∇XY + (Xf)Y. It can be shown that there is a unique torsion-free and compatible
affine connection associated with any Riemannian manifold that is called a Riemannian connection.
Let us denote the Levi-Civita connection associated with the Riemannian manifolds (B,G) and (S,g)
by ∇G and ∇g, respectively. We denote the set of all configurations of B by C. A motion is a curve
c : R+ → ϕt ∈ C such that ϕt assigns a spatial point x = ϕt(X) = ϕ (X, t) ∈ S to every material
point X ∈ B at any time t. The body is assumed to be stress-free in its reference configuration, which
may have a nontrivial geometry, in general, e.g., in the presence of eigenstrains. The deformation
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gradient F is the tangent map of ϕ defined as F(X, t) = dϕt(X) : TXB → Tϕt(X)S. The adjoint of F




, ∀V ∈ TXB, v ∈ Tϕt(X)S. The
right Cauchy-Green deformation tensor is defined as C(X, t) = FT(X, t)F(X, t) : TXB → TXB .
The Finger deformation tensor is defined as b(x, t) = F(X, t)FT(X, t) : Txϕ (B) → Txϕ (B),
and in components, bab = F aAF bBGAB. Another measure of strain is the Lagrangian strain tensor
E = 1
2
(ϕ∗tg −G), where ϕ∗tg is the pull-back of the spatial metric (in components (ϕ∗tg)AB =
F aAF
b
Bgab). The Jacobian of deformation J relates the Riemannian volume element of the material





det F , dv(x,g) = J dV (X,G) . (6.1)
Equilibrium Equations. The localized balance of linear momentum in spatial and material forms
are written as
divσ + ρb = ρa, Div P + ρ0B = ρ0A, (6.2)
where σ is the Cauchy stress and P is the first Piola-Kirchhoff stress, and ρ0, A, and B are the
material mass density, material acceleration, and material body force, respectively, and ρ, a, and b
are their corresponding spatial counterparts. Note that the material and spatial divergence operators




+ σacγbcb + σ
cbγacb ,
(DivP)a =P aA|A =
∂P aA
∂XA





where γabc and ΓABC denote the Christoffel symbols of the connections ∇g and ∇G, respectively.
Note that in the local coordinate charts {xa} and {XA}, one has ∇g∂b∂c = γabc∂a and ∇G∂B∂C =
ΓABC∂A.
Material Symmetry Group. In the case of a simple material, the response function at any material
point depends only on the first deformation gradient (and its evolution) at that point [130]. Consider
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an elastic body made of a simple material with the response function W at a material point X . We
assume that the response function is the energy function. A response function may be any measure of
stress as well. The material symmetry group GX associated with the body at the point X with respect
to the reference configuration (B,G) is defined as
W (X,FK,G,g) = W (F,G,g) , ∀ K ∈ GX , (6.4)
for all deformation gradients F, where K : TXB → TXB is an invertible linear transformation.
For hyperelastic solids, objectivity implies that the energy function depends on the deformation at a
referential point X through the right Cauchy-Green deformation tensor C[, i.e., W = W (X,C[,G).
Thus, the material symmetry group GX for a hyperelastic solid is defined to be the subgroup of G-
orthogonal transformations Orth(G) such that [131]
W (X,Q−?C[Q−1,G) = W (X,C[,G) , ∀ Q ∈ GX 6 Orth (G) , (6.5)
where Orth(G) =
{
Q : TXB → TXB | Q> = Q−1
}
, and we use the notation G 6 H when G
is a subgroup of H . Note that the set of orthogonal transformations is explicitly metric dependent.
In other words, if the material metric G changes, Orth(G), and hence, GX changes as well. The
symmetry group can be equivalently characterized using a finite collection of structural tensors ζi of
order µi, i = 1, . . . , n, forming a basis for the space of tensors that are invariant under the action of G
as follows (also, see [49, 51, 132])
Q ∈ G 6 Orth (G) ⇐⇒ 〈Q〉µ1 ζ1 = ζ1 , . . . , 〈Q〉µn ζn = ζn , (6.6)
where 〈Q〉µ is the µ-th power Kronecker product of a G-orthogonal transformation Q defined for any
µ-th order tensor ζ as (〈Q〉µ ζ)Ā1...Āµ = QĀ1A1 . . . QĀµAµζA1...Aµ . Note that (6.6) suggests that the
material symmetry group G is the invariance group of the set of the structural tensors ζi, i = 1, . . . , n.
Remark 6.2.1. We define the material symmetry group at a material point in its natural (stress-free)
118
state. This has the following physical interpretation. One is given a body with a distribution of defects
that is residually-stressed in its current configuration. Now imagine that the body is partitioned into a
large number of small elements and each is allowed to relax. The symmetry group of a material point
in this locally relaxed configuration is the same as its symmetry group in the Riemannian material
manifold (B,G).
Remark 6.2.2. In the so-called theory of “material uniformity” of Noll [133] and Wang [134] one
characterizes uniformity of the mechanical response of a body that may be residually stressed, al-
though Noll and Wang did not explicitly mention residual stresses (see also [135]). Their devel-
opments are essentially based on the multiplicative decomposition of the deformation gradient into








F a “local configuration”, and a “local deforma-
tion”, respectively. A body is “materially uniform” if its energy function (or any response function)
depends only on
e
F and not on the material pointX . In our formulation of anelasticity, the deformation
gradient is purely elastic; the plastic (defect) part is buried into the material metric. Therefore, our





F explicitly depends on
p
F while our material symmetry group explicitly depends





F. However, Noll and Wang did not use the concept of natural distances and a stress-
free reference configuration; their main interest was the material symmetry group. In particular, for
isotropic solids the symmetry group is preserved under a uniform scaling of the “intrinsic” Rieman-
nian metric, i.e., this metric is unique for isotropic solids up to a constant factor [134]. However, note
that a scaling of G changes the natural distances. In other words, two material metrics related by a
uniform scaling are not equivalent in our geometric theory of anelasticity as they do not correspond to
equivalent reference configurations. More specifically, if the body is stress-free in (B,G), in general,
it is not stress-free in (B, α2G), if for example, the boundary has prescribed displacements.
Constitutive Equations. In this chapter our calculations are restricted to incompressible trans-
versely isotropic, orthotropic, and monoclinic solids. To establish a materially covariant strain en-
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ergy density function, structural tensors corresponding to the symmetry group of the material are
used. For detailed discussions on structural tensors and the determination of the integrity basis and
the corresponding invariants of a set of tensors, see [49, 50, 51, 52, 53].
Transverse Isotropy. Let us assume a compressible transversely isotropic material such that the unit
vector N(X) identifies the material preferred direction at a point X in the reference configuration. The
strain energy density per unit volume of the reference configuration is given as (see, e.g., [56, 50, 53])
W = W (X,G,C[,A), where A = N⊗N is a structural tensor representing the transverse isotropy
of the material symmetry group, and (.)[ denotes the flat operator for lowering tensor indices. The





The energy function W depends on the following five independent invariants defined as
I1 = tr C , I2 = det C tr C
−1 , I3 = det C , I4 = N ·C ·N , I5 = N ·C2 ·N . (6.8)
In components they read
I1 = C
A
A , I2 = det(C
A
B)(C
−1)DD , I3 = det(C
A
B) , I4 = N















, n = 1, . . . , 5 . (6.10)
2For the sake of brevity, we do not assume an explicit dependence of W on X, which in the case of inhomogeneous
bodies is needed. We suppose instead that the material is piece-wise homogeneous and model an inhomogeneity using




















where (.)] is the sharp operator for raising tensor indices. Thus, from (6.10) and (7.32), one obtains














If the material is incompressible, then I3 = 1, and thus, W = W (X, I1, I2, I4, I5). Therefore, from













in which p is the Lagrange multiplier associated with the incompressibility condition J = 1. The





AB is represented in component form as3













Orthotropy. Next, we consider a compressible orthotropic material with three G-orthonormal vec-
tors N1(X), N2(X), and N3(X) specifying the orthotropic axes in the reference configuration at a
point X. A choice of structural tensors is given by A1 = N1⊗N1, A2 = N2⊗N2, and A3 = N3⊗N3,
where only two of which are independent as A1 + A2 + A3 = I. Hence, the energy function is given
as [56, 50, 53]
W = W (X,G,C[,A1,A2) . (6.15)
3Note that one can use the Cayley-Hamilton theorem to obtain ∂I2
∂C[
= I2(C
−1)] − I3(C−2)] = I1G] −C].
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The energy function W is represented in terms of the following seven independent invariants
I1 = tr C , I2 = det C tr C
−1 , I3 = det C , I4 = N1 ·C ·N1 ,
I5 = N1 ·C2 ·N1 , I6 = N2 ·C ·N2 , I7 = N2 ·C2 ·N2 .
(6.16)










, n = 1, . . . , 7 . (6.17)










−1+WI4 (N1 ⊗N1)+WI5 (N1 ⊗C ·N1 + N1 ·C⊗N1)
+WI6 (N2 ⊗N2) +WI7 (N2 ⊗C ·N2 + N2 ·C⊗N2)
}
. (6.18)
In the case of incompressible solids I3 = 1 and W = W (X, I1, I2, I4, I5, I6, I7). Therefore, using









+WI4 (N1 ⊗N1) +WI5 (N1 ⊗C ·N1 + N1 ·C⊗N1)
+WI6 (N2 ⊗N2) +WI7 (N2 ⊗C ·N2 + N2 ·C⊗N2)
}
− pC−1 . (6.19)
In components, the Cauchy stress tensor is given as

























− pgab . (6.20)
Monoclinic Symmetry. One of the preferred directions of a material with a monoclinic symmetry
(say N3(X)) is perpendicular to the plane of the other two (denoted by N1(X) and N2(X)), which
are not orthogonal. As an example one can consider an isotropic base material reinforced with two
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families of fibers such that the fibers are not at right angles, nor are they mechanically equivalent.
In this case, the energy function is similar to that of orthotropic materials given by (6.15), where
A1 = N1 ⊗ N1 and A2 = N2 ⊗ N2. Nonetheless, an extra invariant I8 = (N1 · N2)N1 · C · N2
that models the coupling between the fibers (in N1 and N2 directions) is needed to express the energy





















−1+WI4 (N1 ⊗N1)+WI5 (N1 ⊗C ·N1 + N1 ·C⊗N1)
+WI6 (N2 ⊗N2) +WI7 (N2 ⊗C ·N2 + N2 ·C⊗N2) +
WI8
2













+WI4 (N1 ⊗N1) +WI5 (N1 ⊗C ·N1 + N1 ·C⊗N1)
+WI6 (N2 ⊗N2) +WI7 (N2 ⊗C ·N2 + N2 ·C⊗N2) +
WI8
2




The Cauchy stress is given in components as





































Cartan’s Moving Frame. At a point X of a manifold B consider an orthonormal frame field
{eα}Nα=1 forming a basis for TXB. This frame field is not necessarily a coordinate basis for the
4Note that ∂I8
∂C[
= N1 ⊗N2 + N2 ⊗N1.
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tangent space. However, given a coordinate basis { ∂
∂XA
}, one can obtain an arbitrary frame field {eα}






= 0,5 whereas for the non-coordinate frame, [eα, eβ] = −cγαβeγ , where cγαβ are the
componenets of the object of anhonolomy. One can show that cγαβ = FAαFBβ (∂AFγB − ∂BFγA),
where FγA is the inverse of FAγ . Connection 1-forms are defined by ∇eα = eγ ⊗ ωγα, and in com-
ponents, ∇eβeα = 〈ωγα, eβ〉 eγ = ωγβαeγ . In terms of the co-frame field {ϑα}Nα=1 corresponding
to {eα}, one has ωγα = ωγβαϑβ . Similarly, one obtains ∇ϑα = −ωαγϑγ and ∇eβϑα = −ωαβγϑγ .
The metric tensor is represented as G = δαβϑα ⊗ ϑβ . Metric compatibility of ∇ gives the follow-
ing constraints on the connection 1-forms δαγωγβ + δβγωγα = 0. In a non-coordinate basis, the
torsion and curvature have the following components Tαβγ = ωαβγ − ωαγβ + cαβγ and Rαβλµ =
∂βω
α
λµ − ∂λωαβµ + ωαβξωξλµ − ωαλξωξβµ + ωαξµcξβλ, respectively. Torsion and curvature 2-forms
are, respectively, given by T α = dϑα + ωαβ ∧ ϑβ andRαβ = dωαβ + ωαγ ∧ ωγβ . These are Cartan’s
first and second structural equations. The density of Burgers’ vector b at a point X of B is related to




PαβT β , (6.25)
where Ωs ∈ B is a smooth surface with a boundary given by the curve Cs, and P(Cs)tτ : TCs(τ)B →
TCs(t)B parallel transports vectors tangent to the manifold at Cs(τ) to Cs(t) (see [138, 139] for more
details).
6.3 Examples of Anisotropic Bodies with Distributed Defects
In this section, we consider several examples of distributed defects in cylindrical bars made of or-
thotropic and monoclinic solids as well as distributed defects in spherical balls made of transversely
isotropic solids. Particularly, we consider cylindrically-symmetric distributions of parallel screw dis-
locations and disclinations in an orthotropic medium, a spherically-symmetric distribution of point
defects in a transversely isotropic spherical ball, and a cylindrically-symmetric distribution of screw
5Note that for any pair of vector fields U and V on B, one can define a new vector field —the commutator —given by
[U,V]Xf := UX(Vf)−VX(Vf), for any smooth function at X on B.
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dislocations in a monoclinic medium. We also discuss the effects of the constitutive parameters on
the induced stress fields for different types of defects.
6.3.1 A Cylindrically-Symmetric Distribution of Parallel Screw Disclocations in an Orthotropic
Medium
Let us consider a cylindrically-symmetric distribution of screw dislocations parallel to the Z-axis with
a radially-symmetric Burgers’ vector density b(R) (in a cylindrical coordinate system (R,Θ, Z)) in
an infinite orthotropic medium. We assume that in the reference configuration the dislocated body is
orthotropic. The material preferred directions at a material point X are denoted by N1(X), N2(X),
and N3(X) in the reference configuration. In the current configuration, the preferred directions are
given by n1(x), n2(x), and n3(x) at the point x corresponding to the material point X. We assume that
N1 and N2 are in the radial and axial directions, respectively. Note that N3, which is perpendicular to
N1 and N2, explicitly depends on the distribution of screw dislocations as will be seen in the follow-
ing. This is because the geometry of the material manifold has an explicit nontrivial dependence on
the dislocations distribution (see (6.26)). In the current configuration, the body will have monoclinic
anisotropy as n1 will be perpendicular to the plane of n2 and n3, which will not be orthogonal in the
ambient space. It is known that the material manifold for a nonlinear solid with distributed disloca-
tions is a Weitzenböck manifold, i.e., a manifold with torsion having a flat connection and vanishing





0 R2 + f(R)2 f(R)
0 f(R) 1
 , (6.26)
where f(R) is related to the Burgers’ vector density b(R) such that f ′(R) = R
2π
b(R). Let us endow
the ambient space with the Euclidean metric g = diag{1, r2, 1}. We then assume an embedding
of the material manifold into the ambient space of the form (r, θ, z) = (r (R) ,Θ, αZ), where α
is a positive constant denoting the longitudinal stretch. Hence, F = diag{r′(R), 1, α}. Assuming
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detF = 1, one obtains r(R)
R
r′(R)α = 1. Eliminating the rigid
body translation by setting r(0) = 0, one obtains r(R) = 1√
α
R. Therefore, the right Cauchy-Green

















Note that N1 = ER, N2 = EZ , and N3 = 1REΘ −
f(R)
R
EZ . Note also that N3 is obtained using the
orthonormality of the material preferred directions, and ER = ∂/∂R, EZ = ∂/∂Z, and EΘ = ∂/∂Θ
form a basis for TXB. Using (6.16), the invariants of the strain energy function are simplified and are
written as

























, I6 = α
2 , I7 =
α4
R2
(R2 + f(R)2) .
(6.28)

















− p(R) , (6.29)
σθθ =
2αWI1 + 2 (α





















6The symbolic computations in this chapter were performed using Mathematica [93].
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We assume that the stress vanishes when the body is dislocation-free and the longitudinal stretch
α = 1 (see also [92, 94, 27]). Thus
(WI4 + 2WI5) |I1=I2=3,I4=I5=I6=I7=1 = 0 , and (WI6 + 2WI7) |I1=I2=3,I4=I5=I6=I7=1 = 0 .
(6.33)
In the absence of body and inertial forces, the only non-trivial equilibrium equation is σrb|b = 0,
implying7 that (cf. (6.3)) σrr,r + σ
rr
r








2WI1I1 + α(2 + α
3)WI1I2 + α
2WI1I4 + 2αWI1I5 + α
4WI1I7
+ (α3 + 1)WI2I2 + αWI2I4 + 2WI2I5 + α













+ 2α2WI1I4 + 4αWI1I5 + 2α
4WI1I7 + α
2WI2 + 2(α
3 + 1)WI2I2 + 2αWI2I4 + 4WI2I5







































Let us employ the so called standard reinforcing model for compressible materials, which is defined
as [140, 92, 97]
W = W (I1, I2, I4, I5, I6, I7) = Wiso (I1, I2) +W
R
fib (I4, I5) +W
Z
fib (I6, I7) , (6.36)
7Note that p = p(R) is implied from the other equilibrium equations.
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where Wiso denotes the strain energy function for the isotropic base material, whereas WRfib and W
Z
fib
represent the anisotropic effects due to the fiber reinforcement in the radial and longitudinal directions,
respectively. Consider as an example a cylindrical body made of a Mooney-Rivlin solid reinforced
with fibers in the radial and longitudinal directions such that
W (I1, I2, I4, I5, I6, I7) =
µ1
2
(I1 − 3) +
µ2
2







(I5 − 1)2 +
ξ1
2
(I6 − 1)2 +
ξ2
2
(I7 − 1)2 .
(6.37)























































































































































































Remark 6.3.1. From (6.39), for an arbitrary cylindrically-symmetric distribution of parallel screw
dislocations, the pressure p(R), and hence, σ̂rr, σ̂θθ, and σ̂zz exhibit a logarithmic singularity on the
dislocation axis (R = 0) unless α = 1. Note that this singularity is inherently due to the anisotropy
effects, i.e., the presence of the reinforcement in the radial direction. In particular, the singularity
does not occur when γ1 = γ2 = 0, e.g., when the material is isotropic. Note also that as R → 0,
f(R) = b(0)
4π
R2 + O(R3), and thus, f(R)
R
is finite at R = 0. This implies that unlike the other stress
components, σ̂θz is nonsingular.
Remark 6.3.2. Note that in the case of fiber-reinforced neo-Hookean materials (µ2 = 0) and a given
arbitrary cylindrically-symmetric distribution of screw dislocations supported on a cylinder of radius
Ri, the stress field for R > Ri is independent of b(R) and is identical to that of a single screw
dislocation with Burgers vector b0 =
∫ Ri
0
ηb(η)dη. Acharya [126] and Yavari and Goriely [44] had
observed this for isotropic neo-Hookean solids.
8The physical components of the Cauchy stress tensor, i.e., σ̂ab = σab
√
gaagbb (no summation) [67] are given as
σ̂rr = σrr, σ̂θθ = r2(R)σθθ, σ̂zz = σzz , and σ̂θz = r(R)σθz .
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As an example, let us assume the following Burgers’ vector density distribution:
b(R) =

b0 0 < R ≤ Ri ,
0 Ri < R ≤ Ro ,
(6.44)










R2 0 < R ≤ Ri ,
R2i Ri < R ≤ Ro .
(6.45)
Fig. 6.1 depicts the variation of the different components of the Cauchy stress for the Burgers’ vector
density distribution (6.44) such that Ri/Ro = 0.5 and b0Ro = 20. Notice that the σ̂rr and σ̂θθ vanish
for a neo-Hookean solid.
Remark 6.3.3. As noted by Zubov [124], the energy per unit length (along the dislocation line)
of a single screw dislocation in a Mooney-Rivlin solid is unbounded.9 This is also the case for a
fiber-reinforced Mooney-Rivlin material due to the standard reinforcing model considered here (cf.
(6.36)). Let us consider incompressible isotropic base materials, for which the energy per unit length
of a single screw dislocation remains bounded, i.e., 2π
∫ Ro
0
Wiso(I1(ξ), I2(ξ))ξdξ < ∞, for finite
Ro (examples include Varga [124], incompressible power-law [141, 125], generalized incompressible
neo-Hookean materials [44], and Hencky material [22]). Exploiting the standard reinforcing model,
the energy function for the fiber-reinforced material with the isotropic base with the energy function
Wiso(I1, I2) is assumed to be given as
W = Wiso(I1, I2) +
γ1
2
(I4 − 1)2 +
γ2
2
(I5 − 1)2 +
ξ1
2
(I6 − 1)2 +
ξ2
2
(I7 − 1)β . (6.46)
Then the energy per unit length along a single screw dislocation line is finite if β < 1. To see this, we
9Note, however, that the energy of distributed screw dislocations is not necessarily unbounded (see also [23]). In
particular, a Mooney-Rivlin reinforced material with the energy function (6.37) and the Burgers’ vector distribution (6.44)
has a finite energy per unit length.
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µ1 = 1.0, µ2 = 1.0, γ1 = 0.5, γ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, γ1 = 0, γ2 = 0.5, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 1.0, γ1 = 0, γ2 = 0, ξ1 = 0, ξ2 = 0.5















α = 0.9, boRo = 20
µ1 = 1.0, µ2 = 0, γ1 = 0, γ2 = 0, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 0, γ1 = 0.5, γ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, γ1 = 0.5, γ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, γ1 = 0, γ2 = 0.5, ξ1 = 0, ξ2 = 0
Figure 6.1: Stress distribution in a medium with the constitutive equation (6.37) and the dislocation distribution (6.44)
such that Ri/Ro = 0.5, b0Ro = 20, and α = 0.9 for different values of the constitutive parameters.
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(I7(ζ)− 1)β ζdζ < ∞ as the finiteness of the contribution of the other
terms in the energy per unit length is trivial (cf. (6.28)). Noting that for a single screw dislocation

























σ̂zz(ζ)ζdζ, induced by a single screw dislocation is finite for the isotropic base material with
the energy function Wfib(I1, I2), so is the axial force for the fiber-reinforced material with the energy
function (6.46) when β < 1.
As the underlying geometry of the material manifold explicitly depends on the distribution of
defects, so are the material preferred directions (and thus, the material symmetry group). One of the
consequences of this is that the class of anisotropy of the defective body is, in general, different in the
reference and current configurations given that the reference configuration has a nontrivial geometry,
whereas the geometry of the current configuration is trivial. The next section is aimed at illustrating
that depending on whether the dislocated body is orthotropic in its reference configuration or in its
current configuration, the induced residual stresses are different.
6.3.2 A Cylindrically-Symmetric Distribution of Parallel Screw Disclocations in a Monoclinic Medium
In the previous section, we assumed that the dislocated body is orthotropic in the reference con-
figuration. Instead, let us assume that the medium with the cylindrically-symmetric distribution of
parallel screw dislocations is orthotropic in its current configuration such that the orthotropic axes are
in the radial, circumferential, and axial directions in the ambient space. In the reference configura-
tion, the material will be monoclinic such that N3 = R̂ is perpendicular to the plane of N1 = Θ̂
and N2 = Ẑ.10 We assume the same class of deformations as was assumed in the previous section,
and thus, r(R) = 1√
α
R. Hence, the right Cauchy-Green deformation tensor is given by (6.27). The
10Note that N1 = EΘ/(R2 + f(R)2)1/2 and N2 = EZ are not orthogonal in the nontrivial geometry of the reference
configuration (cf. (6.26)).
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invariants of the strain energy function for the monoclinic material are given as

























, I6 = α
2 , I7 =
α4
R2
(R2 + f(R)2) , I8 = 0 .
(6.48)













− p(R) , (6.49)
σθθ =
2αWI1 + 2 (α































Note that for the stress to vanish when α = 1 and the body is dislocation-free, i.e., f(R) = 0
(identically), one needs to have (WI4 + 2WI5) = (WI6 + 2WI7) = WI8 = 0, evaluated at I1 = I2 = 3,






















































Let us consider the following model for the strain energy function
W = W (I1, I2, I4, I5, I6, I7, I8) = Wiso (I1, I2) +W
Θ
fib (I4, I5) +W
Z
fib (I6, I7) +W
ZΘ
fib (I8) , (6.55)
where Wiso describes that part of the energy function pertaining to the isotropic base material, while
WΘfib andW
Z
fib represent the reinforcement effects in the circumferential and axial directions. W
ZΘ
fib (I8)
models the coupling between the axial and circumferential fibers. Note, however, that I8 = 0, and for
the stress to vanish for the dislocation-free body, one needs WI8 = 0 at I8 = 0, which implies that
WZΘfib (I8) = 0, i.e., the coupling term must vanish. A way out would be to require that the coupling
term depend on some other invariants as well, e.g., one can define WZΘfib (I1, I8) = ηI8(I1 − 3) for
some positive constant η. For the sake of simplicity, as an example, we consider a fiber-reinforced
Mooney-Rivlin material with the following energy function
W (I1, I2, I4, I5, I6, I7) =
µ1
2
(I1 − 3) +
µ2
2







(I5 − 1)2 +
ξ1
2
(I6 − 1)2 +
ξ2
2

























































































































Remark 6.3.4. For an arbitrary cylindrically-symmetric distribution of parallel screw dislocations
with a smooth Burgers’ vector density b(R) in a monoclinic material, the pressure, and hence, σ̂rr, σ̂θθ,
and σ̂zz have a logarithmic singularity on the dislocation axis unless α = 1. Nevertheless, the shear
component σ̂θz is finite and vanishes at R = 0. This is because as R → 0, f(R) = b(0)
4π
R2 +O(R3),




























+ O(R2) as R → 0, where C is a constant.
It is straightforward to see that when α = 1, the stress is finite and σ̂rr = σ̂θθ = σ̂zz at R = 0.
In Fig. 6.2 the stress field is shown for the dislocation distribution (6.44), where Ri/Ro = 0.5 and
b0Ro = 20 for different values of the constitutive parameters given by (6.56).
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α = 0.9, boRo = 20
µ1 = 1.0, µ2 = 0, λ1 = 0, λ2 = 0, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 0, λ1 = 0.5, λ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, λ1 = 0.5, λ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, λ1 = 0, λ2 = 0.5, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 1.0, λ1 = 0, λ2 = 0, ξ1 = 0, ξ2 = 0.5




















α = 0.9, boRo = 20
µ1 = 1.0, µ2 = 0, λ1 = 0, λ2 = 0, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 0, λ1 = 0.5, λ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, λ1 = 0.5, λ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, λ1 = 0, λ2 = 0.5, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 1.0, λ1 = 0, λ2 = 0, ξ1 = 0, ξ2 = 0.5




















α = 0.9, boRo = 20
µ1 = 1.0, µ2 = 0, λ1 = 0, λ2 = 0, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 0, λ1 = 0.5, λ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, λ1 = 0.5, λ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, λ1 = 0, λ2 = 0.5, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 1.0, λ1 = 0, λ2 = 0, ξ1 = 0, ξ2 = 0.5















α = 0.9, boRo = 20
µ1 = 1.0, µ2 = 0, λ1 = 0, λ2 = 0, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 0, λ1 = 0.5, λ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, λ1 = 0.5, λ2 = 0.5, ξ1 = 0.5, ξ2 = 0.5
µ1 = 1.0, µ2 = 1.0, λ1 = 0, λ2 = 0.5, ξ1 = 0, ξ2 = 0
µ1 = 1.0, µ2 = 1.0, λ1 = 0, λ2 = 0, ξ1 = 0, ξ2 = 0.5
Figure 6.2: Stress distribution in a medium with the constitutive equation (6.56) and the dislocation distribution (6.44)
such that Ri/Ro = 0.5, boRo = 20, and α = 0.9 for different values of the constitutive parameters.
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6.3.3 A Parallel Cylindrically Symmetric Distribution of Wedge Disclinations in an Orthotropic
Medium
Let us consider a parallel cylindrically-symmetric distribution of wedge disclinations in an infinite
orthotropic medium in the reference configuration. In the cylindrical coordinates (R,Θ, Z), assume
that the material orthotropic axes are in the R, Θ, and Z directions. The radial density of the wedge
disclinations is denoted by w(R). The material manifold for a body having a distribution of wedge
disclinations is a Riemannian manifold with a non-vanishing curvature. The material metric for the







where f ′′(R) = − R
2π
w(R). The ambient space is endowed with the Euclidean metric g = diag{1, r2, 1}.
We embed the material manifold into the ambient space by looking for mappings11 of the form
(r, θ, z) = (r(R),Θ, αZ), where α is a constant representing the axial stretch of the bar that depends
on the axial boundary conditions. Therefore, the deformation gradient reads F = diag (r′(R), 1, α).




detF = α r(R)
f(R)
r′(R) = 1. Thus, imposing





















. From (6.16), the invariants of the strain energy function are simpli-
fied to read































, I6 = α
2 , I7 = α
4 .
(6.64)
11Note that for the class of deformations that is considered, the material will be orthotropic in its current configuration
as well. The orthotropic axes in the current configuration will be in the radial, circumferential, and axial directions (similar
to those in the reference configuration).
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WI2 − p(R) , (6.66)
σ̂zz =2α2
(











− p(R) . (6.67)







α2WI1 +WI1I2 − 2WI1I5 + α4WI2 + α2WI2I2 +WI2I4 − 2α2WI2I5 + α2WI4
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− 2α6f 2r9f ′
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WI1I1 + 2α























































− 2α7f 2r8f ′
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α2µ2 − 2γ1 + µ1
)
− 8(γ1 − 2γ2)f ′
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− p(R) . (6.73)
Example 6.3.5. For a uniform disclination distribution w(R) = wo, one has f ′′(R) = − R2πwo, and















provided that wo < 24π/R2o.
Remark 6.3.6. For the uniform disclination distribution, the stress field exhibits a logarithmic singu-
larity on the disclinations axis unless the axial stretch α = 1. Moreover, when α = 1, the stress is




+O(R3), and f(R) = R+O(R3).
From (6.69), therefore




α2γ1 + 2γ2(1 + α)
]
lnR +O(R2) , (6.75)
where C is a constant. Hence, the stress is logarithmically unbounded at R = 0 unless α = 1.
Similar to the case of parallel screw dislocations in an orthotropic medium (cf. Remark. 6.3.1), the
singularity arises as a result of radial reinforcement effects, and does not, in particular, occur in
isotropic materials. Note that for α = 1, at R = 0, one has σ̂rr = σ̂θθ = σ̂zz = µ1 + 2µ2 +∫ Ro
0
p′(ξ)dξ − p(Ro).
In Fig. 6.3, we show the variation of the stress components for the uniform disclination distribution
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Figure 6.3: σ̂rr and σ̂θθ distributions for different values of the constitutive parameters for a uniform disclination distri-
bution with ωo = 8π/R2o such that α = 1.
with wo = 8π/R2o and for some different values of the constitutive parameters.
13
Example 6.3.7. For a single wedge disclination ω(R) = 2πΘoδ2(R), where Θo is the angle of the
wedge shape region that is removed in Volterra’s cut-and-weld operation (see [128] for more details).
Therefore, f ′′(R) = −Θo
2π
δ(R), which implies that f(R) = R(1− Θo
2π









Fig. 6.4 illustrates the stress distribution for different values of the reinforcement and the base material
parameters in the case of a single wedge disclination of positive sign with Θo = π2 .
6.3.4 Distributed Edge Dislocations in an Orthotropic Medium
Next, we consider a distribution of edge dislocations in an orthotropic medium such that the material
preferred directions are parallel to the Cartesian axes in the Cartesian coordinates (X, Y, Z). Let us
13Note that the numerical values shown in [128]’s Fig. 4 are not correct. This was caused by a typo in the sign of the
integral term in the numerical evaluation of the pressure function from Eq. (4.23). In other words, the numerical values in




























































Figure 6.4: σ̂rr and σ̂θθ distributions for different values of the constitutive parameters for a single positive wedge
disclination with Θo = π/2 such that α = 1.
consider the orthonormal frame field {eα(X, Y, Z)}3α=1, where e1, e2, and e3 are in the X , Y , and
Z-directions, respectively. We assume that the edge dislocation distribution consists of dislocations
with i) the dislocation line parallel to the Z-axis such that the Burgers’ vector density is given by
b1(Z)e1 + c1(Z)e2, ii) X-oriented Burgers’ vector density b2(X, Y, Z)e1 such that the dislocation
line is parallel to the Y -axis, iii) Y -oriented Burgers’ vector c2(X, Y, Z)e2 with the dislocation line
parallel to the X-axis. Let us consider the following co-frame field (see also [44])
ϑ1 = eξ(Z)+γ(Y )dX , ϑ2 = eη(Z)+λ(X)dY , ϑ3 = eψ(Z)dZ , (6.76)
where ξ(Z), γ(Y ), η(Z), λ(X), and ψ(Z) are scalar functions to be determined. The corresponding
frame field reads
e1 = e
−ξ(Z)−γ(Y )∂X , e2 = e
−η(Z)−λ(X)∂Y , e3 = e
−ψ(Z)∂Z . (6.77)
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The above dislocation distribution corresponds to the following torsion 2-forms (cf. (6.25))
T 1 = b1(Z)ϑ3 ∧ ϑ1 + b2(X, Y, Z)ϑ1 ∧ ϑ2 , T 2 = c1(Z)ϑ2 ∧ ϑ3 + c2(X, Y, Z)ϑ1 ∧ ϑ2 , T 3 = 0 .
(6.79)
This represents a distribution of edge dislocations with the following total Burgers’ vector density
b(X, Y, Z) = (b1(Z) + b2(X, Y, Z)) e1 + (c1(Z) + c2(X, Y, Z)) e2
= e−ξ(Z)−γ(Y ) [b1(Z) + b2(X, Y, Z)] ∂X + e
−η(Z)−λ(X) [c1(Z) + c2(X, Y, Z)] ∂Y .
(6.80)
From (6.76), one obtains
dϑ1 =e−ψ(Z)ξ′(Z)ϑ3 ∧ ϑ1 + e−η(Z)−λ(X)γ′(Y )ϑ2 ∧ ϑ1 ,
dϑ2 =e−ψ(Z)η′(Z)ϑ3 ∧ ϑ2 + e−ξ(Z)−γ(Y )λ′(X)ϑ1 ∧ ϑ2 , dϑ3 = 0 .
(6.81)
Metric compatibility implies the following connection 1-forms matrix






Cartan’s first structural equation gives the following connection 1-forms
ω12 =
(




















The second structural equation, i.e.,Rαβ = 0 is trivially satisfied if one assumes that
ξ′(Z) = b1(Z)e
ψ(Z) , γ′(Y ) = −b2(X, Y, Z)eη(Z)+λ(X) , η′(Z) = −c1(Z)eψ(Z) ,






































> 0. If we assume that b2 and c2 are separable


















where Ci, i = 1, . . . , 4 are constants of integration. The compatibility conditions are written as
C1C2 b2Y (Y ) =
c′2Y (Y )
c2Y (Y )











Therefore, we have the material manifold (6.78) for the edge dislocation distributions with the Burg-
ers’ vector density (6.80). For the sake of simplicity of calculations, in the remaining of this section we
consider two simplified cases of the distribution (6.80): (i) b2(X, Y, Z) = c2(X, Y, Z) = 0, γ(Y ) = 0,
λ(X) = 0, ψ(Z) = 0, and (ii) b2(X, Y, Z) = c2(X, Y, Z) = 0, γ(Y ) = 0, λ(X) = 0, c1(Z) = 0,
η(Z) = 0.
Case (i). From (6.80), the Burgers’ vector density reads b = b(Z) = b1(Z)e1 + c1(Z)e2 =
b1(Z)e
−ξ(Z)∂X + e
−η(Z)c1(Z)∂Y , where, using (6.84), ξ′(Z) = b1(Z) and η′(Z) = −c1(Z). The




. Looking for solutions of the form
(x, y, z) = (X, Y, αZ), the incompressibility constraint implies that J = α
eξ(Z)+η(Z)
= 1, and thus,
ξ(Z) + η(Z) = lnα. This means that ξ′(Z) + η′(Z) = 0, and hence, c1(Z) = b1(Z). Choosing
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orthonormal vectors N1 = e−ξ(Z)∂X , N2 = e−η(Z)∂Y , and N3 = ∂Z as the orthotropic axes, the





e2ξ(Z) , I2 =
1
α2
+e2ξ(Z)+α2e−2ξ(Z) , I5 = I
2
4 = e











































− p(Z) . (6.91)
Equilibrium equations imply that σ̂zz = C, where C is a constant. Vanishing of the traction vector on
surfaces parallel to the X− Y plane gives the pressure as











Case (ii). The Burgers’ vector density is given by b = b(Z) = b1(Z)e1 = b1(Z)e−ξ(Z)∂X , where




. We then look for
solutions of the form (x, y, z) = (X, Y, αZ). Incompressibility implies that J = α
eξ(Z)+ψ(Z)
= 1, and
hence, ξ(Z)+ψ(Z) = lnα. The orthotropic axes are N1 = e−ξ(Z)∂X , N2 = ∂Y , and N3 = e−ψ(Z)∂Z .
The invariants of the strain energy function read
I1 = 1 + e
−2ξ(Z) + e2ξ(Z) , I2 = 1 + e
2ξ(Z) + e−2ξ(Z) , I5 = I
2
4 = e
−4ξ(Z) , I6 = I7 = 1 . (6.93)
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The non-zero components of the Cauchy stress are given as
σ̂xx = 2WI2 + 2e
−2ξ(Z) (WI1 +WI2 +WI4) + 4e
−4ξ(Z)WI5 − p(Z) , (6.94)










− p(Z) . (6.96)







6.3.5 A Spherically-Symmetric Distribution of Point Defects in a Transversely Isotropic Ball
In this section, we calculate the stress field of a spherically-symmetric distribution of point defects
with the volume density n(R)14 in a transversely isotropic ball of radius Ro. The material manifold of
a medium with distributed point defects is a flat Weyl manifold [63]. Let us assume that the material
preferred direction is radial, i.e., N = R̂,15 where R̂ is a unit vector in the radial direction. The
material metric for the body with a radial distribution of point defects in the spherical coordinates
(R,Θ,Φ) reads G = diag
{











We endow the ambient space with the flat Euclidean metric g = diag
{
1, r2, r2 sin2 θ
}
in the spherical
coordinates (r, θ, φ). Given an embedding of the form (r, θ, φ) = (r (R) ,Θ,Φ), the deformation
gradient is written as F = diag{r′(R), 1, 1}. The right Cauchy-Green deformation tensor reads
14Note that n(R) < 0 for a distribution of vacancies, and n(R) > 0 for a distribution of interstitials.
























= 1 . (6.99)






. Using (6.8), the invariants are written as
































WI5 − p(R) ,









WI2 − p(R) .
(6.102)





σrr − 2rσθθ = 0. This gives






R9r12 (WI1 + 4WI2I2 − 4WI2I5 +WI4) +R3r18 (WI1 − 4WI2I2)
+R7r14 [WI2 − 2 (WI1I1 +WI1I4)] + 2R13r8 (WI1I1 + 2WI1I4 +WI4I4 + 3WI5)







R6r12 (WI1 + 2WI2I2 − 2WI2I5 +WI4)
+R4r14 (WI2 −WI1I1 −WI1I4) +R10r8 (WI1I1 + 2WI1I4 +WI4I4 + 4WI5)
+R8r10 (3WI1I2 − 2WI1I5 + 3WI2I4)−R2r16 (3WI1I2 +WI2I4) + 4R14r4 (WI1I5 +WI4I5)




16When the body is defect-free, f(R) = 1, and thus, I1 = I2 = 3 and I4 = I5 = 1. If one assumes that the stress
vanishes in this case, one has (see [92, 94] for similar conditions)
(2WI5 +WI4) |I1=I2=3,I4=I5=1 = 0 . (6.101)
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Next, we assume an energy function corresponding to a radially reinforced Mooney-Rivlin spherical
ball of the following form
W (I1, I2, I4, I5) =
µ1
2
(I1 − 3) +
µ2
2
(I2 − 3) +
γ1
2
(I4 − 1)2 +
γ2
2
(I5 − 1)2 , (6.104)
where µ1 and µ2 are constants of the Mooney-Rivlin base material, while γ1 and γ2 are non-negative























































































































Figure 6.5: σ̂rr and σ̂θθ distributions for different values of the constitutive parameters for the point defect distribution
(6.109) with Ri/Ro = 0.3 and no = −0.1.
Let us consider the following distribution of point defects in the ball
n(R) =

no 0 ≤ R ≤ Ri ,





1 , 0 ≤ R ≤ Ri ,













, Ri < R ≤ Ro .
(6.111)
Fig. 6.5 shows the stress field variation for the point defect distribution (6.109), when Ri/Ro = 0.3
and no = −0.1 for different values of the reinforcement and base material constants in (6.104).
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Remark 6.3.8. Consider an arbitrary nonlinear incompressible transversely isotropic spherical ball
of radius Ro such that the material preferred direction is radial. Suppose that the ball is subject to
a uniform pressure on its boundary and has the point defect distribution (6.109). Then, in the ball
R ≤ Ri, the stress is uniform and hydrostatic. Interestingly, the value of the hydrostatic stress inside
the ball R ≤ Ri has an explicit dependence on the reinforcement parameters (see Fig. 6.5). To show
this, for R ≤ Ri, f(R) = 1 and r(R) = R, following (6.110) and (6.111), respectively. Therefore, af-
ter some simplification, (6.103) implies that p′(R) = q(R) = 4
R
(WI4 + 2WI5) |I1=I2=3,I4=I5=1 =
0 using the relation (6.101). Hence, for R ≤ Ri, p(R) = C, where C is a constant depend-
ing on the reinforcement and the base material parameters. From (6.102), σ̂rr = σ̂θθ = σ̂φφ =





Invisibility has been a dream for centuries. Making objects invisible to electromagnetic waves has
been a subject of intense research in recent years. Pendry et al. [142] and Leonhardt [143] indepen-
dently showed the possibility of electromagnetic cloaking. This was later experimentally verified by
Schurig et al. [144] and Liu et al. [145], and Ergin et al. [146].1 In many references, including [142],
it is argued that the main idea of cloaking in electromagnetism is the invariance of Maxwell’s equa-
tions under coordinate transformations (covariance). The covariance of Maxwell’s equations has been
known for a long time [147]. However, one should note that covariance of Maxwell’s equations is
not the direct underlying principle of transformation cloaking. In electromagnetic cloaking one maps
one problem to another problem with some desirable response. For example, a domain with a hole
surrounded by a cloak with unknown physical properties is mapped to a domain without a hole (or
with a very small one) made of an isotropic and homogeneous material. Then one tries to find the
transformed fields such that both problems satisfy Maxwell’s equations [148]. This will then deter-
mine the physical properties of the cloak. In particular, the transformed quantities are not necessarily
what one would expect under a coordinate transformation, i.e., the two problems are not related by
push-forward or pull-back using the cloaking map.
Cloaking in the context of conductivity [149, 150], electrical impedance tomography, and elec-
tromagnetism has been studied rigorously and is well understood [151, 152, 153, 154]. Interestingly,
the idea of cloaking has been explored in many other fields of science and engineering, e.g., acoustics
[155, 156, 157, 158, 159, 160, 161, 162], optics [163], thermodynamics (design of thermal cloaks)
[164], diffusion [165], quantum mechanics [166], and elastodynamics [167]. The recent reviews [168,
1One should note the frequency limitation in the existing electromagnetic cloaking works; the existing works have
been limited to microwaves frequencies.
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169] discuss these applications in some detail. The least understood among these applications is elas-
todynamics. In our opinion, the main problem is that none of the existing works in the literature has
formulated the problem of elastodynamic cloaking properly. In particular, boundary and continuity
conditions and the restrictions they impose on cloaking maps have not been discussed. In this chapter,
we formulate both the nonlinear and linearized cloaking problems in a mathematically precise form.
One should note that transformation cloaking is an inherently geometric problem. This is explained
in the case of optical cloaking and invisibility in [163]. We will see that this is the case for elasto-
dynamic cloaking as well; geometry plays a critical role in a proper formulation of elastodynamic
transformation cloaking.
The first ideas related to cloaking in elasticity go back to the 1930s and 1940s in the works of
Gurney [170] and Reissner and Morduchow [171] on reinforced holes in elastic sheets in the frame-
work of linear elasticity. The first systematic study of cloaking in linear elasticity is due to Mansfield
[172] who introduced the concept of neutral holes. Mansfield considered a sheet (a plane problem)
under a given (far-field) load. For the same far-field load applied to an uncut sheet one knows (or can
calculate) the corresponding Airy stress function φ = φ(x, y). He then put a hole(s) in the sheet and
asked if the hole(s) can be reinforced such that the stress field outside the hole(s) is identical to that
of the uncut sheet. In other words, the reinforcement hides the hole(s) from the stress field. Mansfield
[172] showed that the boundary of a neutral hole is given by the equation φ(x, y) + ax+ by + c = 0,
where a, b, c are constants. The reinforcement is a pre-stressed axially-loaded member (no bending
stiffness) that may have a non-uniform cross sectional area. Design of such neutral holes depend on
the external loading; unlike the cloaking problem in which a hole is to be hidden from arbitrary elastic
disturbances, the shape of a neutral hole and the characteristics of its reinforcement explicitly depend
on the stress field of the uncut sheet. In other words, a reinforced hole neutral under one far-field
load may not be neutral under another one. In this chapter we will present a nonlinear analogue of
Mansfield’s neutral holes for radial deformations in §7.4.2. Another problem related to cloaking is
the idea of neutral inhomogeneities. A neutral inhomogeneity when inserted in an elastic medium
that is under some far field loading would not perturb the stress field of the outside medium. This
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has been extensively studied for spherical [173, 174, 175], cylindrical [176], and ellipsoidal [177]
inhomogeneities. It should be noted that the properties of the neutral inhomogeneities depend on the
imposed loading.
The main difference between electromagnetic (and optical) cloaking and elastodynamic cloak-
ing is that the governing equations of elasticity are written with respect to two frames and that they
are tensor-valued. In elasticity, one writes the governing equations with respect to a reference and a
current configuration; this leads to two-point tensors in the governing equations. If formulated prop-
erly, both nonlinear and linearized elasticity are spatially covariant, i.e., their governing equations are
invariant under arbitrary time-dependent changes of frame (or coordinate transformations if viewed
passively) [178, 82]. Invariance under referential changes of frame is more subtle as can be seen in the
work of Yavari et al. [46], who showed that the balance of energy is not invariant under an arbitrary
time-dependent referential diffeomorphism. They obtained the transformed balance of energy that
has some new terms corresponding to the velocity of the referential change of frame. Mazzucato and
Rachele [132] showed that the balance of linear momentum is invariant under any time-independent
change in the reference configuration. In this chapter, we will show that the results of Yavari et al.
[46] and Mazzucato and Rachele [132] are consistent and the balance of energy and all the governing
equations of nonlinear elasticity are invariant under arbitrary time-independent referential coordinate
transformations. More recently, motivated by applications in seismology, Al-Attar and Crawford
[179] showed the invariance of the governing equations of elastodynamics under referential changes
of frame that they called particle relabelling transformations, a term borrowed from fluid mechanics.
They also correctly pointed out that the elastic constants with respect to any equilibrium configuration
transform tensorially under a particle relabelling transformation.
The goal in elastodynamic cloaking is to make a hole (cavity) invisible to elastic waves. One idea
is to cover the boundary of the cavity by a cloak that has inhomogeneous and anisotropic elastic prop-
erties, in general. The cloak will deflect the elastic waves resulting in elastic measurements away from
the cavity (more specifically, outside the cloak) identical to those when the cavity is absent. Pulling
back the homogeneous material properties using a cloaking transformation (that will be defined later),
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one may obtain the desired inhomogeneous and anisotropic mechanical properties of the cloak. To
achieve design of an elastic cloak one would need to answer the following questions: i. Are the
governing equations of nonlinear (and linear) elasticity invariant under coordinate transformations?
First, one must define what a coordinate transformation means in nonlinear elasticity. There are two
types of transformations that have very different physical meanings. ii. Can cloaking be achieved
using a spatial or referential coordinate transformation? Or is a cloaking transformation more than a
change of coordinates? Related to question i, note that any properly formulated physical field theory
has to be covariant. This was Einstein’s idea in the theory of general relativity. No coordinate sys-
tem can be a distinguished one; nature does not discriminate between different observers and they all
see the same physical laws. In nonlinear elasticity covariance is understood as the invariance of the
governing equations under arbitrary time-dependent coordinate transformations in the ambient space
[180, 43, 46]. Regarding question ii we will show that a cloaking transformation is neither a spatial
nor a referential change of frame (coordinates); a cloaking transformation maps the boundary-value
problem of an isotropic and homogeneous elastic body (virtual problem) to that of an anisotropic
and inhomogeneous elastic body with a hole surrounded by a cloak that is to be designed (physical
problem).
Traditionally, many workers in solid mechanics start from linear elasticity. This is appropriate
for many practical applications, and linear elasticity has been quite successful in numerous engineer-
ing applications. The governing equations of linear elasticity are linear partial differential equations,
and hence, superposition is applicable, one can use Green’s functions, etc. However, there are many
problems for which linearized elasticity is not appropriate. The first practical application of nonlin-
ear elasticity was in the rubber industry in the 1940s and 1950s, which motivated Rivlin’s seminal
contributions [181, 182, 183, 184, 185, 186, 187]. In recent years, nonlinear elasticity has been re-
vived motivated by the biomechanics applications in which biological tissues undergo large strains
[188]. Unlike electromagnetism with only one configuration (ambient space), in nonlinear elasticity,
there are two inherently different configurations: reference and current. Linear elasticity does not
distinguish between these two configurations, and this has been a source of confusion in the recent
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literature of elastodynamic transformation cloaking. In the reference configuration the body is stress
free2 and any measure of strain is defined with respect to this configuration. Consequently, the stored
energy of an elastic body explicitly depends on the reference configuration as well. In the classical
formulation of nonlinear elasticity, it is well understood that coordinate transformations in the ref-
erence and current configurations are very different. Local referential transformations are related to
material symmetries, while the global transformations of the ambient space (current configuration)
are related to objectivity (or material frame indifference). This implies that any cloaking study, even
when strains are small, should be formulated in the framework of nonlinear elasticity.
A classic example of an improper use of the governing equations of linear elasticity can be seen
in almost all the existing discussions on the objectivity of linear elasticity. It has long been argued
that linearized elasticity is not objective, i.e., its governing equations are not invariant under rigid
body translations and rotations of the ambient space (see [178] for references). This is unnatural and
accepting it, one, at least implicitly, is assuming that linear elasticity is a “special” field theory. This
cannot be true and linear elasticity, like any other field theory, has to be objective (and, more gen-
erally, spatially covariant) if it is properly formulated. This problem was revisited independently by
Steigmann [178] and Yavari and Ozakin [82]. These authors showed that if formulated and interpreted
properly, linear elasticity is objective (covariant) as expected. In short, Navier’s equations are written
with respect to one coordinate system and do not have the proper geometric structure to be used in
studying the transformation properties of the balance of linear momentum in linear elasticity.
The work of Lodge [35, 36]. Arthur S. Lodge showed that the static equilibrium solutions of certain
anisotropic homogeneous linear elastic bodies can be mapped to those of isotropic homogenous linear
elastic bodies using affine transformations of position and displacement vectors. In other words,
knowing an equilibrium solution for a homogeneous isotropic linear elastic body, new equilibrium
solutions can be generated for certain anisotropic bodies. We should point out that in [35, 36] and
[191] the matrices of the coordinate and displacement transformations are inverses of each other. In
2We should mention that there are recent geometric developments using non-Euclidean reference configurations that
allow for sources of residual stress [9, 20, 44, 63, 128, 64, 10, 189, 25, 26, 27, 66, 21, 190, 40].
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particular, Lodge [35] in his first paper considered the following transformations for coordinates and
displacements: (x, y, z) → (x′, y′, z′) = (x, y, ν− 12 z) and (u, v, w) → (u′, v′, w′) = (u, v, ν 12 z),
for some ν > 0. He showed that the governing equations of linear elasticity are invariant under
these transformations. Note that these transformations map the equilibrium solution of an isotropic
elastic body to that of another elastic body that is anisotropic. This should not be confused with the
transformation of the governing equations of one given body under referential or spatial coordinate
transformations. In other words, Lodge [36] (see also Lang [192]) finds an equilibrium solution for an
anisotropic body using that of another elastic body, which is isotropic. The position and displacement
vectors are linearly related. However, the two problems are not related by a coordinate transformation.
Olver [37] showed that any planar anisotropic linear elastic solid is equivalent to an orthotropic solid
through some linear transformations of coordinates and displacements that are independent.
Lodge [36]’s idea of mapping the boundary-value problem of an anisotropic linearly elastic body
to that of an isotropic body can be summarized as follows. The position vector and the displacement
field are transformed homogeneously as
x′ = Ax, u′ = A−Tu . (7.1)
We will refer to the transformation (x′,u′) = (Ax,A−Tu) as a Lodge transformation. Using this
pair of linear transformations, strain is transformed as ε′ = A−TεA−1. Assuming that under (7.1),
σ′ : ε′ = σ : ε, stress is transformed as σ′ = AσAT. Lodge [36] assumed that body force transforms
like a vector, i.e., b′ = Ab. Implicitly, he assumed that mass density transforms like a scalar, i.e.,
it remains unchanged: ρ′ = ρ. This is similar to the way mass density transforms under a change of
spatial frame. Under these assumptions one can show that
div′ σ′ + ρ′b′ = A (divσ + ρb) . (7.2)
The inertial force is transformed as ρ′a′ = A−T(ρa). Therefore, starting from divσ + ρb = ρa, one
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obtains the balance of linear momentum for the transformed body as
div′ σ′ + ρ′b′ = AATρ′a . (7.3)
Lodge then concluded that the balance of linear momentum is invariant under the transformation (7.1)
when inertial forces are ignored. Under a Lodge transformation the elastic constants, and hence, the
anisotropy type changes. Lodge finally calculated the matrix A such that the transformed body is
isotropic. Using this transformation, one can generate equilibrium solutions for certain anisotropic
bodies having the corresponding solutions for an isotropic linearly elastic body. When inertial forces
are not ignored the balance of linear momentum is invariant only when AAT = I, i.e., A is a rotation
and can be interpreted as a coordinate transformation.
Remark 7.1.1. Fifty years later, not being aware of the work of Lodge, Milton et al. [167] for a
completely different purpose used the Lodge transformations (7.1) but with a position-dependent A.
They assumed a harmonic time dependence and ignored the body forces. Let us examine their Eq.(2.4)
for a constant matrix A. Their transformed wave equation in this special case reads
div′ σ′ = −ω2ρ′u′ , (7.4)
where their matrix-valued mass density is defined as ρ′ = 1
detA
ρAAT. They justify a matrix-valued
mass density arguing that it has been observed for composites. Two comments are in order here: i)
Note that the factor 1
detA
appears when one uses the Piola identity as we will discuss in §8.4.1 and
§8.4.2. When A is a constant matrix, div′ σ′ is 1
detA
times that of Lodge’s. ii) If the body force term
ρb is kept, this matrix-valued mass density would not work unless one assumes that b′ = A−Tb,
which is different from Lodge’s original transformation.
The work of Milton et al. [167] on elastodynamic cloaking. The first theoretical study of elas-
todynamic transformation cloaking is due to Milton et al. [167]. They observed that the governing
equations of linear elasticity are not invariant under coordinate transformations (or what they called
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“curvilinear transformations”), and hence, cloaking of elastic waves cannot be achieved using co-
ordinate transformations. One should note that Navier’s equations are written with respect to one
coordinate system, and hence, do not have the proper geometric structure to be used in studying the
transformation properties of the governing equations of linear elasticity under coordinate (or cloak-
ing) transformations. Milton et al. [167] start with the wave equation in the setting of linear elasticity,
i.e., ∇ · σ + ω2ρu = 0, where σ = C∇u, and C is the elasticity tensor, and consider mappings
x → x′(x) and u(x) → u′(x′). They point out that the two mappings can be chosen freely. De-
noting the derivative of the map x′(x) by A(x), i.e., Ai′j = ∂x′i/∂xj , they assume that instead of
u′ = A(x)u (assuming that the change of coordinates is a spatial coordinate transformation), dis-
placement is transformed as u′ = A−T(x)u. Milton et al. [167] point out that these (Lodge-type)
transformations preserve the symmetries of the elasticity tensor. They finally show that under these
changes of variables the Cauchy stress and the wave equation transform as
div′ σ′ = −ω2ρ′u′ + D′∇′u′ and σ′ = C′∇′u′ + S′u′, (7.5)











































discusses this in more detail and concludes that: “Therefore, unlike Maxwell’s equations the equations
of elastodynamics change form under a coordinate transformation.” This conclusion is, unfortunately,
incorrect; governing equations of linear elasticity are form-invariant under both spatial and referential
coordinate transformations. However, as we will show cloaking transformations are not coordinate
transformations. It is, nevertheless, correct that transformation cloaking is not possible in classical
linear elastodynamics.
Several authors have looked at in-plane waves arguing that in this particular case the governing
equations are invariant under coordinate transformations (however, it is not clear what type of coor-
dinate transformations is being considered), and hence, transformation cloaking can be acheived. In
3There is a typo in their transformed mass density. The second term does not have the correct physical dimension. The
similar expression in [193] has the correct dimension with a factor 1/ω2 but has the opposite sign.
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particular, Brun et al. [194] observed that for in-plane elastic waves, the balance of linear momentum
is invariant under an arbitrary change of coordinates (they do not distinguish between referential and
spatial transformations), and following the ideas in electromagnetic cloaking, introduced a cylindrical
cloak. They considered an annular cloak of inner and outer radii r0 and r1, respectively, and used






r, r ≤ r1,
r, r ≥ r1.
(7.6)
This (singular) transformation maps a disk of radius r1 to an annulus of inner and outer radii r0
and r1, respectively, and is the identity transformation outside the disk. These authors observed that







ρ(r). In the transformed coordinates, they obtained an elasticity tensor that does not
possess the minor symmetries. Then their recourse is to argue that the transformed body is made
of a Cosserat solid.4 We will show in this chapter that the map (7.6), which has been borrowed
from the literature of electromagnetic cloaking is not admissible for elastodynamic cloaking; the
derivative of this map is not the identity on the outer boundary of the cloak, i.e., f ′(r1) 6= 1 (see
§7.5.2). Instead of assuming that the cloak is made of a Cosserat solid without even discussing
its elastic constants, we believe one should assume that both the physical and virtual bodies (that
will be defined in §8.4) are made of Cosserat solids and see if a Cosserat cloak can be designed
while all the balance laws are respected in both bodies. We will show that the minor symmetries
of the elastic constants are not preserved under cloaking transformations (that will be defined in
§8.4.1). Our conclusion is that classical linear elasticity is not flexible enough to allow for cloaking.
A possible solution may be linearized elasticity with respect to a pre-stressed configuration, i.e., the
small-on-large theory of Green et al. [195]. We will show that cloaking is not possible in this more
general framework either. However, we will see that a cylindrical hole can be cloaked for in-plane
4Surprisingly, in none of the works that accept non-symmetric Cauchy stresses in the cloak is there any mention of the
balance of angular momentum and the distribution of couple stresses. There is also no discussion on what the extra elastic
constants of the Cosserat cloak should be.
158
deformations provided that the cloak is pre-stressed. This, however, is not possible for the anti-
plane deformations. These observations would force one to start from some kind of a solid with
microstructure. In addition to finding the classical elastic constants in the cloak, the non-classical
elastic constants must be calculated as well. This has not been discussed in the literature to this date.
This is a non-trivial calculation that will be discussed in §7.5. In the literature, it has been implicitly
assumed that the material outside the cloak is a classical linear elastic solid. We will see that this is
not possible (Remark 7.5.5).
Starting from linear elasticity, Norris and Shuvalov [196] tried to find the governing equations
in a transformed domain using Lodge-type transformations. Similar to the work of Milton et al.
[167], they assumed that the displacement field does not transform the way it does under a spatial
coordinate transformation. They refer to this as a linear gauge change. Unlike that of Milton et al.
[167], their displacement transformation is completely independent of the coordinate transformation.
This is similar to the transformations that had earlier been used by Olver [37]. They discussed several
possibilities for the displacement transformation and observed a loss of minor symmetries of the
elastic constants in the cloak and assumed that it is made of a Cosserat solid. However, the balance
of angular momentum and the calculation of the non-classical elastic constants of the Cosserat elastic
cloak were not discussed.
Olsson and Wall [197] studied time-harmonic cloaking of a finite rigid body that is fixed, i.e.,
cannot move, and is embedded in an elastic matrix. In the case of both a rigid circular disk and a rigid
spherical ball they assumed that the matrix is an elastic medium with inextensible radial fibers. To our
best knowledge, this is the first paper on elastic cloaking that actually discusses boundary conditions.
In the physical and virtual bodies (that we will define in §8.4) in both 2D and 3D they assumed the
following relation between displacement vectors: U/R = Ũ/R̃. They observed that the balance of
linear momentum of the two configurations have the same form, and that the elastic constants retain
their full symmetries. Khlopotin et al. [198] investigated cloaking a finite rigid body embedded in an
elastic medium. Their motivation was cloaking an object in a soft matrix from surface elastic waves.
They assumed that the matrix is a micropolar solid and discussed boundary conditions. However,
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in this work there is no discussion on how the non-classical elastic constants of the cloak should be
calculated. In particular, there is no mention of how the couple stiffness tensor and the couple stress
tensor of the micropolar medium are transformed under a cloaking transformation. We believe that
a proper formulation of linear elastodynamic cloaking should consider both the physical and virtual
bodies to be made of generalized Cosserat solids and all the elastic constants of the cloak must be
calculated. This will be discussed in §7.5.
Parnell [199] and Parnell et al. [200] (see also [201] for in-plane deformations) first considered
anti-plane deformations of an isotropic linear elastic solid for which the displacement field in cylindri-
cal coordinates has the form (0, 0,W (R,Θ)). They concluded that the balance of linear momentum
(wave equation) is form-invariant under coordinate transformations. The transformed mass density is
identical to that of Brun et al. [194]. Next, Parnell considered the wave equation in the small-on-large
theory of Green et al. [195], which is simply linearization about a finitely-deformed (and stressed)
configuration [54]. He considered a body with a small hole made of an incompressible neo-Hookean
solid. Using a (static) applied internal pressure the hole is inflated. Parnell showed that the incre-
mental wave equation with respect to this pre-stressed configuration has anisotropic shear moduli.
However, they are different from those of a cloak. One should also note that inflating an initially
small hole in a body the entire body would deform. In other words, the small-on-large elasticity of
such a body cannot be identical to that of a stress-free and homogeneous linear elastic body outside
any finite region. In §7.4.4 we will show that in the setting of small-on-large theory cloaking a cylin-
drical hole for anti-plane deformations is not possible. However, it is possible to cloak a cylindrical
hole for in-plane deformations.
There have been other efforts in the literature on guiding elastic waves in structures. We should
mention Amirkhizi et al. [202] who proposed the idea of redirecting stress waves by smoothly chang-
ing anisotropy of a structure. In particular, they experimentally and numerically showed that when the
direction of a stress wave is known and is fixed its propagation in a structure made of a transversely
isotropic material with a varying axis of anisotropy can be guided. Of course, their construction is
restricted and useful only for one specific direction of wave propagation. Using a pre-stressed neo-
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Hookean solid Chang et al. [203] demonstrated the possibility of manipulating shear waves. Sklan et
al. [204] proposed a symmetrized elastic cloak by symmetrizing the non-symmetric elastic constants
induced from a cloaking map. They used the symmetrized elastic constants in a cloaking region
around a cylindrical hole in order to shield an object against elastic waves. In their numerical ex-
amples for certain frequencies they observed reduction of average displacements and elastic energy
in the cloaking region. This approach based on brute-force symmetrization has clear limitations. In
particular, any given geometry and loading condition needs to be numerically checked.
Contributions of this chapter. In this chapter, we investigate the problem of hiding a hole from
elastic waves in both nonlinear and linear elastodynamics. It should be emphasized that we do not
consider the so-called metamaterials [38, 39]. We start by discussing the invariance of the governing
equations of nonlinear and linearized (with respect to any finitely-deformed configuration) elasticity
under both arbitrary time-dependent spatial changes of frame (coordinate transformations) and ar-
bitrary time-independent referential changes of frame. We, however, note that cloaking cannot be
achieved using either (or both) spatial or referential coordinate transformations. We define a cloaking
map to be a mapping that transforms the boundary-value problem of an elastic body with a hole rein-
forced by a cloak (physical body) to that of a homogeneous and isotropic body with an infinitesimal
hole (virtual body). The cloak needs to be designed while the loads and boundary conditions in the
virtual body are not known a priori. We define a cloaking transformation to be a map between the
boundary-value problems of an elastic body to be designed and a virtual elastic body that has some
desired mechanical response. The main contributions of this work can be summarized as follows:
• We provide a geometric formulation of transformation cloaking in nonlinear elasticity. It is
shown that nonlinear elastodynamic transformation cloaking is not possible (Proposition 7.4.7).
• It is shown that nonlinear elastostatic transformation cloaking may be possible for special defor-
mations. This is somehow a nonlinear analogue of Mansfield’s neutral holes. We provide one
such example, namely radial deformations in an infinitely long solid cylinder with a cylindrical
hole or a finite spherical ball with a spherical cavity.
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• Classical linear elasticity is not flexible enough to allow for transformation cloaking (Proposi-
tion 7.4.8). More specifically, linear elastodynamic cloaking cannot be achieved because the
elastic constants in the cloak lose their minor symmetries. This is true for a hole of any shape
reinforced by a cloak with an arbitrary shape.
• Transformation cloaking is not possible even in the small-on-large theory, i.e., linearized elas-
ticity with respect to a pre-stressed configuration (Proposition 7.4.13). This is true for a hole
with an any shape. We show that a cylindrical hole can be cloaked for in-plane deformations
while it is not possible to cloak it for anti-plane deformations.
• Assuming that the virtual body is isotropic and centro-symmetric, elastodynamic transformation
cloaking is not possible in the setting of gradient elasticity (Proposition 7.5.3). This result is
independent of the shape of the hole.
• Elastodynamic transformation cloaking is not possible in the setting of generalized Cosserat
elasticity in dimension two (Proposition 7.5.7). In particular, in dimension two transformation
cloaking cannot be achieved in Cosserat elasticity (with rigid directors) either. This result is
independent of the shapes of the hole and the cloak. Elastodynamic transformation cloaking is
not possible for a spherical cavity using a spherical cloak in the setting of generalized Cosserat
elasticity (Proposition 7.5.9). We conjecture that this result in dimension three is independent
of the shapes of the cavity and the cloak (Conjecture 7.5.11).
This chapter is structured as follows. In §8.2, we revisit nonlinear elasticity and discuss the invari-
ance of its governing equations under both arbitrary time-dependent transformations of the ambient
space (current configuration) and arbitrary time-independent transformations of the reference configu-
ration. In particular, structural tensors are discussed in some detail. In §8.3, linearization of nonlinear
elasticity is discussed in detail. Then spatial and referential covariance of the governing equations
of linearized elasticity are investigated. The problems of cloaking for both nonlinear elastodynamics
and elastostatics are formulated in §8.4.1 and §7.4.2, respectively. Transformation cloaking in classi-
cal linear elasticity is investigated in §8.4.2. In §7.4.4, transformation cloaking in the small-on-large
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theory is formulated. In §7.5, elastodynamic transformation cloaking in solids with microstructure
is investigated. The impossibility of transformation cloaking in linearized gradient elasticity is dis-
cussed in §7.5.1. Elastodynamic transformation cloaking in generalized Cosserat solids is formulated
and discussed in §7.5.2. Note that the results of this section have been previously reported in our
published work [41].
7.2 Nonlinear Elastodynamics
Kinematics. In nonlinear elasticity, motion is a time-dependent mapping between a reference con-
figuration (or natural configuration) and the ambient space (see Fig.7.1). Geometrically, we write
this as ϕt : B → S, where (B,G) and (S,g) are the material and the ambient space Riemannian
manifolds, respectively [43]. Here, G is the material metric (that allows one to measure distances in
a natural stress-free configuration) and g is the background metric of the ambient space. The Levi-
Civita connections associated with the metrics G and g are denoted as ∇G and ∇g, respectively.
The corresponding Christoffel symbols of ∇G and ∇g in the local coordinate charts {XA} and {xa}





gak (gkb,c + gkc,b − gbc,k) , ΓABC =
1
2
GAK (GKB,C +GKC,B −GBC,K) . (7.7)
The deformation gradient F is the tangent map of ϕt, which is defined as F(X, t) = Tϕt(X) :
TXB → Tϕt(X)S. The transpose of F is denoted by FT, where
FT(X, t) : Tϕt(X)S → TXB , 〈〈W,FTw〉〉G = 〈〈FW,w〉〉g, ∀W ∈ TXB, w ∈ Tϕt(X)S . (7.8)
In components, (FT)Aa = GABF bBgab. The right Cauchy-Green deformation tensor5 is defined as
C = FTF : TXB → TXB, which in components reads CAB = F aLF bBgabGAL.
The material velocity of the motion is the mapping V : B×R+ → TS, where V(X, t) ∈ Tϕt(X)S ,









Figure 7.1: Motion in nonlinear elasticity is a time-dependent mapping between two Riemannian manifolds.
and in components, V a(X, t) = ∂ϕ
a
∂t
(X, t). The spatial velocity is defined as v : ϕt(B)× R+ → TS
such that vt(x) = Vt ◦ ϕ−1t (x) ∈ TxS, where x = ϕt(X). The convected velocity is defined as
V t = ϕ∗t (vt) = Tϕ
−1
t ◦vt ◦ϕt = F−1 ·V. The material acceleration is a mapping A : B×R+ → TS
defined as6 A(X, t) := Dgt V(X, t) = ∇gV(X,t)V(X, t) ∈ Tϕt(X)S , where D
g
t denotes the covariant




bV c. To motivate this





ρ0(X)〈〈V(X, t),V(X, t)〉〉g = ρ0(X)〈〈V(X, t), Dgt V(X, t)〉〉g = ρ0(X)〈〈V(X, t),A(X, t)〉〉g.
(7.9)
Therefore, A(X, t) is the covariant time derivative of the velocity vector field. The spatial acceleration








bvc. The spatial acceleration can also be expressed as the material time
derivative of v, i.e., a = v̇ = ∂v
∂t
+∇gvv. The convected acceleration is defined as [205]





+∇ϕ∗t gV t V t =
∂V t
∂t
+∇C[V tV t . (7.10)
Balance laws. The balance of linear momentum in spatial and material forms reads
divg σ + ρb = ρa, Div P + ρ0B = ρ0A, (7.11)
6Not to be confused with a Lodge transformation.
7Note that if a connection ∇ is G-compatible, then ddt 〈〈X,Y(X, t)〉〉G = 〈〈DtX,Y〉〉G + 〈〈X, DtY〉〉G, where Dt is
the covariant time derivative.
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where σ and P are the Cauchy stress and the first Piola-Kirchhoff stress, respectively. ρ0, B, and A
are the material mass density, material body force, and material acceleration, respectively, and ρ, b,
and a are their corresponding spatial counterparts. Note that divg σ and Div P have the following
coordinate expressions































In coordinates, Jσab = F aAP bA, where J is the Jacobian of deformation that relates the deformed






One can pull back the balance of linear momentum to the reference configuration, i.e., ϕ∗t (divg σ) +
ϕ∗t (ρb) = ϕ
∗
t (ρa). This can be written as
divC[ Σ + %B t = %A t, (7.14)
where Σ = ϕ∗tσ is the convected stress, B t = ϕ
∗
tb is the convected body force, and % = ρ ◦ ϕt.
Identifying a material point with its position in the material manifoldX ∈ B, we have x = ϕt(X).
When the ambient space is Euclidean one defines the material displacement field as U = ϕt(X)−X .
The spatial displacement field is denoted by u = U ◦ ϕ−1t .
Balance of angular momentum in local form reads σT = σ or FP? = PF?, where P? and F? are
duals of P and F, respectively, and are defined as
F = F aA
∂
∂xa

















Note that F? : T ∗ϕt(X)S → T ∗XB, where T ∗ϕt(X)S and T ∗XB denote the cotangent spaces of Tϕt(X)S and
TXB, respectively.
Conservation of mass implies that ρdv = ρ0dV or ρJ = ρ0, where ρo and ρ denote the material
and spatial mass densities, respectively. In terms of Lie derivatives, conservation of mass can be
written as Lvρ = 0 [43].
Constitutive equations. In nonlinear elasticity, the energy function (per unit undeformed volume)
of an inhomogeneous anisotropic hyperelastic material at a material pointX is written in the following
general form
W = Ŵ (X,C[,G, ζ1, . . . , ζn) , (7.16)
where ζi, i = 1, . . . , n are a collection of the so called structural tensors characterizing the material
symmetry group at the point X . The inclusion of the structural tensors, along with C[ in the energy
function as shown in (7.16) constructs an isotropic function, i.e., it is invariant under the orthogonal
group [51]. Therefore, (7.16) can be treated as the energy function of an isotropic material, and hence,





Alternatively, by the Doyle-Ericksen formula [56], the Cauchy, the first Piola-Kirchhoff, and the















where, with a slight abuse of notation, one may write
Ŵ
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According to Hilbert’s theorem, for any finite number of tensors, there exists a finite number of
isotropic invariants forming a basis called integrity basis for the space of isotropic invariants of the
collection of tensors.8 Thus, if Ij, j = 1, . . . ,m, form an integrity basis for the set of tensors in (7.16),










, j = 1, . . . ,m . (7.20)
If the material is isotropic, i.e., W = W (X, I1, I2, I3), where I1 = tr C, I2 = det C tr C−1, and






−1 − I3C−2) +WI3I3C−1
}
. (7.21)
7.2.1 Spatial Covariance of the Governing Equations of Nonlinear Elasticity
It turns out that in continuum mechanics (and even discrete systems) one can obtain all the balance
laws using the energy balance and postulating its invariance under some groups of transformations.
This idea was introduced by Green and Rivlin [206] in the case of Euclidean ambient spaces and was
later extended to manifolds by Hughes and Marsden [180]. See also Marsden and Hughes [43], Simo
and Marsden [55], Yavari et al. [46], Yavari and Ozakin [82], Yavari [207], and Yavari and Marsden
[208, 209] for applications of covariance ideas in different continuous and discrete systems.
Consider an arbitrary time-dependent spatial diffeomorphism ξt : S → S (see Fig.7.2). Denoting
the fields in the transformed configuration by primes, we know that [43, 46]
R′ = R, H ′ = H, ρ′0 = ρ0, T
′ = ξt∗T, V
′ = ξt∗V + w ◦ ϕt, (7.22)
where w = ∂
∂t
ξt ◦ ϕt is the velocity of the change of frame and T is the traction vector. Note that
8See [49] for a detailed discussion on integrity basis for a finite set of tensors.
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(S,g)










Figure 7.2: Motion of a nonlinear elastic body and spatial and material changes of frame. ξt is a time-dependent spatial
change of frame and Ξ is a time-independent material (referential) change of frame.
A = ∇gVV, and hence
A′ = ∇g′V′V′ = ∇ξt∗gξt∗V+w◦ϕt (ξt∗V + w ◦ ϕt)
= ξt∗ (∇gVV +∇gWW +∇gVW +∇gWV)
= ξt∗ (A +∇gWW + 2∇gVW + [W,V]) .
(7.23)
It is assumed that body forces are transformed such that [43] B′ − A′ = ξt∗(B − A). Similar
transformations hold for the spatial quantities. It can be shown that [43, 46]
div′ σ′ + ρ′b′ − ρ′a′ = ξt∗ (divσ + ρb− ρa) ,
Div′P′ + ρ′0B
′ − ρ′0A′ = ξt∗ (Div P + ρ0B− ρ0A) ,
(7.24)
i.e., the balance of linear momentum is spatially covariant provided that the Doyle-Ericksen formula
(7.18)1 is satisfied. This in turn restricts the body to be isotropic. A way out to have a covariant
elasticity theory for anisotropic bodies is to include structural tensors in the energy function. Note
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that the balance of angular momentum (symmetry of the Cauchy stress) is covariant as well, i.e.,
σ′T = σ′.
The main idea in covariant elasticity is that in the ambient space the physical laws (here, the
balance of energy or the first law of thermodynamics) should be observer-independent.9 Yavari et al.
[46] investigated the possibility of the covariance of the energy balance under diffeomorphisms of the
reference configuration. Their motivation was to see if there was any connection between material
covariance and balance of the so-called configurational forces. It was observed that the energy balance
is not invariant under material diffeomorphisms, in general. They obtained a transformation equation
for the balance of energy. This is discussed next.
7.2.2 Material Covariance of the Governing Equations of Nonlinear Elasticity
Note that a spatial diffeomorphism is nothing but a change of observer. In other words, given an
elastic body in (dynamic) equilibrium, a spatial diffeomorphism is simply representing the same con-
figuration in another frame. For cloaking applications, one needs to know what the elastic properties
of the cloak should be in order to make a given cavity invisible to elastic waves. This means that given
a reference configuration, one should be looking at material (referential) diffeomorphisms. This is the
motivation for the following discussion.
In this section, we discuss the transformation of the governing equations of nonlinear elasticity
for an anisotropic and inhomogenous body under a time-independent material diffeomorphism. More
specifically, consider a diffeomorphism Ξ : B → B̃. We use the coordinate charts {XA}, {X̃Ã},
and {xa} for the reference configuration, the transformed reference configuration, and the ambient
space, respectively, see Fig 7.2. The deformation map ϕt : B → S is transformed under the material








ϕ(Ξ−1(X̃), t) = V(Ξ−1(X̃), t). (7.25)
9This is also known as the principle of material objectivity (see, e.g., [130]).
169
Thus, Ṽ = V ◦ Ξ−1. Material acceleration with respect to the new reference configuration reads
Ã(X̃, t) = ∇g∂
∂t
Ṽ(X̃, t) = ∇g∂
∂t
V(Ξ−1(X̃), t) = ∇g∂
∂t
Vt ◦ Ξ−1(X̃) = At ◦ Ξ−1(X̃). (7.26)
The deformation gradient F = Tϕt : TXB → Tϕt(X)S, under Ξ is transformed to F̃ = T ϕ̃t : TX̃B →
Tϕ̃t(X̃)S = Tϕt(X)S, where


















g = Ξ∗ ◦ ϕt∗g = Ξ∗ (ϕt∗g) = Ξ∗C[ . (7.28)





Material symmetry. The material symmetry group GX associated with an elastic body made of a
simple material10 with the response function R11 at a point X with respect to the reference configu-
ration (B,G) is defined as
R (FK) = R (F) , ∀ K ∈ GX , (7.29)
for all deformation gradients F, where K : TXB → TXB is an invertible linear transformation. For a
hyperelastic solid, objectivity requires that the energy function depend on the deformation through the
right Cauchy-Green deformation tensor C[, i.e., W = W (X,C[,G) at a material pointX . Therefore,
the material symmetry group GX for a hyperelastic solid is defined to be the subgroup of G-orthogonal
10The response of a simple material at any material point depends only on the first deformation gradient (and its
evolution) at that point [130].
11Here we assume that R is the energy function. Response function may be any measure of stress as well.
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transformations Orth(G) such that12 [131]
W (X,Q−?C[Q−1,G) = W (X,C[,G) , ∀ Q ∈ GX 6 Orth (G) . (7.30)
The symmetry group of the material relative to a transformed reference configuration (B̃, G̃) is de-
noted by G̃. According to Noll’s rule [130, 210, 211, 212], the relation between the two groups is





In other words, in the sense of group theory, at each material point X , G and G̃ are conjugate sub-
groups of the general linear group, and hence, isomorphic (G̃ ∼= G). Note that if
Ξ
F ∈ G, then G = G̃.
Also, the symmetry group is not affected by a change of reference configuration (G̃ = G) if
Ξ
F = αI
(pure dilatation) for some positive scalar α [54]. More generally, G̃ = G if and only if
Ξ
F belongs to
the normalizer group13 of G within the general linear group. It is straightforward to see that (7.31) is
satisfied if and only if it holds for all the generators of the group G. Therefore, if G is finitely gener-
ated, the elements of the generating sets of G and G̃ denoted by {Q1, . . . ,Qm} and {Q̃1, . . . , Q̃m},




F−1, j = 1, . . . ,m. The symmetry group can be characterized
using a finite collection of structural tensors14 ζi of order µi, i = 1, . . . , n, as follows [51, 213, 52,
214, 53, 132]
Q ∈ G 6 Orth (G) ⇐⇒ 〈Q〉µ1 ζ1 = ζ1 , . . . , 〈Q〉µn ζn = ζn , (7.32)
where the µ-th power Kronecker product 〈Q〉µ of a G-orthogonal transformation Q for any µ-th order
tensor ζ is defined as15
(〈Q〉µ ζ)Ā1...Āµ = QĀ1A1 . . . QĀµAµζA1...Aµ . (7.33)
12Note that Orth(G) =
{
Q : TXB → TXB | Q> = Q−1
}
. We use the notation G 6 H when G is a subgroup of
H .
13The normalizer group NG (Q) of a subgroup Q of G (Q 6 G ) is defined as NG (Q) = {gi ∈ G : giQg−1i = Q}.
14Note that such a collection forms a basis for the space of tensors that are invariant under the action of G.
15Note that 〈Q〉m (v1 ⊗ · · · ⊗ vm) = Qv1 ⊗ · · · ⊗Qvm, where vi ∈ TXB, i = 1, . . . ,m, are arbitrary vectors.
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Note that (7.32) suggests that the material symmetry group G is the invariance group of the set of the
structural tensors ζi, i = 1, . . . , n. Using (7.31) and (7.32), one obtains the following relation for the
transformed structural tensors under the material diffeomorphism, which characterize the transformed
symmetry group G̃










ζ̃n = ζ̃n , (7.34)




F−1 and ζ̃i = Ξ∗ζi, i = 1, . . . , n. Therefore, the type of the symmetry group
of the material is preserved under a material change of frame Ξ.
Balance of energy. Yavari et al. [46] showed that the balance of energy is not invariant under an
arbitrary time-dependent material diffeomorphism. However, it can be shown that the balance of
energy is always invariant under time-independent material diffeomorphisms. The strain energy func-
tion satisfies (7.30) if and only if it is represented as an isotropic function (invariant under the special
orthogonal group) of the structural tensors and C[ at a material point X (see (7.35)) [215, 216, 131].
Thus, we write the general form of the energy function (per unit undeformed volume) of an inhomo-
geneous anisotropic hyperelastic material with a set of structural tensors ζi, i = 1, . . . , n (cf. (7.32))
characterizing the material symmetry group (at a referential point X) as
W = Ŵ (X,C[,G, ζ1, . . . , ζn) . (7.35)
Similarly, using (7.28) and (7.34), one obtains
W̃ =
˜̂
W (X̃, C̃[, G̃, ζ̃1, . . . , ζ̃n) = Ŵ (Ξ(X),Ξ∗C
[,Ξ∗G,Ξ∗ζ1, . . . ,Ξ∗ζn) = Ξ∗W . (7.36)
Using the theory of invariants [49, 50], the energy function can be represented in terms of a finite
set of isotropic invariants. It can be shown that these invariants do not change under material diffeo-
morphisms, which in turn implies the material covariance of the energy function, i.e., (see also [53])
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W̃ = W ◦ Ξ−1 . (7.37)
Balance of linear momentum. The balance of linear momentum in terms of the first Piola-Kirchhoff
stress reads Div P + ρ0B = ρ0A. We now examine the transformed first and second Piola-Kirchhoff
stress tensors, denoted, respectively, by P̃ and S̃, and the material acceleration Ã pertaining to the
transformed configuration (B̃, G̃) with the deformation ϕ̃t = ϕt ◦ Ξ−1. The second Piola-Kirchhoff
stress tensor is written as S = 2 ∂Ŵ
∂C[

























































Hence, it immediately follows that S̃ = Ξ∗S. Under the diffeomorphism Ξ : B → B̃, the two-point







aA ◦ Ξ−1. (7.40)
We note that, using (7.27), one has P̃ = F̃S̃ = (F ◦
Ξ
F−1)S̃. Therefore, in components (cf. (7.40) and
S̃ = Ξ∗S)
P̃ aÃ =F aA(
Ξ
F−1)AB̃ S̃











AB ◦ Ξ−1 =
Ξ
F ÃBP
aB ◦ Ξ−1 = (Ξ∗P )aÃ ,
(7.41)
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that is, P̃ = Ξ∗P. The divergence term has components (Div P)
a = ∂P aA/∂XA + ΓAABP
aB +
(γabc ◦ ϕt)F bAP cA. Thus, (D̃ivP̃)a = ∂P̃ aÃ/∂X̃Ã + Γ̃ÃÃB̃P̃ aB̃ + (γabc ◦ ϕ̃t) F̃ bÃP̃ cÃ. Note that
F̃ = T ϕ̃t = T (ϕt ◦ Ξ−1) = Tϕt ◦ (TΞ)−1 = F ◦
Ξ
F−1. Thus, F̃ ◦ P̃ = F ◦ P ◦ Ξ−1. It can be
shown that ∂P̃ aÃ/∂X̃Ã = ∂P aA/∂XA ◦ Ξ−1. Using the transformation of connection coefficients,




AB ◦ Ξ−1. Therefore, D̃ivP̃ = Div P ◦ Ξ−1.








Note that G̃ = Ξ∗G and det G̃ = det G (det
Ξ
F)−2. Hence, JΞ = 1, and therefore, ρ̃0 = ρ0 ◦ Ξ−1.
For the spatial mass density, ρ̃ = ρ.
Body force is a vector field in the ambient space, i.e., BX ∈ Tϕt(X)S , and hence, B̃ = Ξ∗B =
B ◦ Ξ−1. For a time-independent material diffeomprphism, Ṽ = V ◦ Ξ−1, and hence, acceleration
transforms as Ã = A ◦ Ξ−1. Therefore, the balance of linear momentum is invariant under the
diffeomorphism Ξ : B → B̃, i.e.,
D̃ivP̃ + ρ̃0B̃− ρ̃0Ã = Ξ∗ (Div P + ρ0B− ρ0A) = (Div P + ρ0B− ρ0A) ◦ Ξ−1. (7.43)
This is identical to what Mazzucato and Rachele [132] proved.
Balance of angular momentum. The balance of angular momentum in terms of the first Piola-
Kirchhoff stress reads P aAF bA−P bAF aA = 0. It is straightforward to show that P̃ aÃF̃ bÃ = P aAF bA◦
Ξ−1. Therefore, P̃ aÃF̃ bÃ − P̃ bÃF̃ aÃ =
(
P aAF bA − P bAF aA
)
◦ Ξ−1, i.e., the balance of angular
momentum is invariant under material diffeomorphisms.
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Conservation of mass. Conservation of mass in local form reads ρ0 − Jρ ◦ ϕ = 0, where the









det F̃ = J ◦ Ξ−1. (7.44)
Therefore, ρ̃0 − J̃ ρ̃ ◦ ϕ̃ = Ξ∗(ρ0 − Jρ ◦ ϕ) = (ρ0 − Jρ ◦ ϕ) ◦ Ξ−1, i.e., conservation of mass is
materially covariant.
We next observe that under the diffeomorphism Ξ : B → B̃, the Cauchy stress tensor remains
unchanged and is transformed as σ̃ = σ ◦ Ξ−1. To see this, note that (cf. (7.40) and (7.44))




FP?) ◦ Ξ−1 = σ ◦ Ξ−1 . (7.45)
7.3 Linearized Elastodynamics
Classical linear elasticity can be derived from nonlinear elasticity if one linearizes the governing equa-
tions of nonlinear elasticity with respect to a stress-free equilibrium configuration. More generally,
nonlinear elasticity can be linearized with respect to any stressed and finitely-deformed (in either
static or dynamic equilibrium) configuration. This is the so-called small-on-large theory of Green et
al. [195]. In the language of geometric mechanics, Marsden and Hughes [43] presented a geometric
linearization of nonlinear elasticity. In particular, in their formulation elastic constants are properly
defined in terms of two-point tensors. See also Yavari and Ozakin [82] for a discussion on covariance
in linearized elasticity.
Variation of a map ϕt : B → S is a map Φt : B× I , where I = (−a, a) is some interval, such that
Φt(X, 0) = ϕ̊t, which we call the reference motion. Let us denote ϕt,ε(X) = Φt(X, ε), and hence,
ϕt,0 = ϕ̊t. The variation field is defined as






The spatial variation (displacement) field is defined as u = U ◦ ϕ̊−1t or ua(x, t) = Ua(X, t). Note
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that δϕ ∈ Γ(ϕ̊−1TS) (see the appendix for the definition of the induced bundle). The tangent space
T(X,ε)(B × I) of the product manifold B × I at (X, ε) is identified with TXB ⊗ TεI .
Linearization of the material velocity and acceleration. Material velocity is defined as Vε(X, t) =
∂ϕt,ε(X)
∂t
. Note that Vε(X, t) ∈ Tϕt,ε(X)S, i.e., for different values of ε, velocity lies in different tan-
gent spaces, and hence, a covariant derivative along the curve ε 7→ ϕt,ε(X) should be used to find the
linearization of velocity [43]. Therefore












= ∇tδϕt(X) = DtU(X, t) = ∇V̊U =: U̇,
(7.47)
i.e., variation of the velocity field is the covariant time derivative of the displacement field. In the
above calculation in the second equality the symmetry lemma of Riemannian geometry [217] was
used. In components, (DtU(X, t))
















Therefore, δv = ∂u
∂t
+∇gv̊u =: u̇.
Material acceleration is the covariant time derivative of velocity, i.e., A = DtV = ∇VV, which






















































= DtDtU +∇[U,V̊]V̊ + Rg(U, V̊, V̊)
= ∇V̊∇V̊U +∇[U,V̊]V̊ + Rg(U, V̊, V̊)
= Ü +∇[U,V̊]V̊ + Rg(U, V̊, V̊),
(7.48)
where Rg is the curvature tensor of the metric g and Ü = DtDtU is the second covariant time
derivative of the displacement field. Note that δat = δAt ◦ ϕ̊−1t = Ü ◦ ϕ̊−1t +∇g[u,̊v]̊v +Rg (u, v̊, v̊).
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Linearization of the right Cauchy-Green strain, the Jacobian, and the deformation gradient.
The right Cauchy-Green strain of the motion ϕt,ε is defined as C[ε = ϕ
∗
t,εg ◦ ϕt,ε. Note that C[ε ∈
Γ(B, T ∗B ⊗ T ∗B) for all ε, where Γ(B, T ∗B ⊗ T ∗B) is the set of (02)-tensors on B. Linearization of













= ϕ̊∗t (Lug) = ϕ̊
∗







where Lu is Lie derivative with respect to the vector field u and Lu is the autonomous Lie derivative
with respect to u (see the appendix). The linearized strain ε has the components 2εab = ua|b + ub|a.
The Jacobian for the perturbed motion is written as
Jε =
√




































Note that (C̊[)−1 = ϕ̊∗tg
], and hence, the right-hand side of (7.52) is simplified to read (det C̊[)g] :ε.
Therefore, δJ = J̊g] :ε = J̊ divg u.
Deformation gradient of the motion ϕt,ε is defined as Ft,ε =
∂ϕt,ε
∂X





















































Linearization of the first and the second Piola-Kirchhoff stresses. For a hyperelastic solid, given
an energy function W = W (X,F,G,g ◦ ϕ, ζ1, . . . , ζn), the first Piola-Kirchhoff stress is given as
P = g] ∂W
∂F
. In components, P aA = gab ∂W
∂F bA
. For the perturbed motion, Wε = W (X,Fε,G,g ◦
ϕε, ζ1, . . . , ζn), and hence



























In the above derivation, in the second equality the geometric ω-lemma [43], and in the last equality the
metric compatibility of the Levi-Civita connection (∇gg = 0) was used. Therefore, δP = A : ∇U,









Thus, in components δP aA = AaAbBU b|B.
The second Piola-Kirchhoff stress is defined as SAB = (F−1)AaP aB. Using the material frame-
indifference (objectivity) the energy function is written as W = Ŵ (X,G,C[, ζ1, . . . , ζn). The sec-
ond Piola-Kirchhoff stress is written as S = 2 ∂Ŵ
∂C[
. For the one-parameter family of motions ϕt,ε, one
has Sε = 2∂Ŵε∂C[ε , where Ŵε = Ŵ (X,G,C
[















: ϕ̊∗ε = C : ϕ̊∗ε, (7.57)





In components, δSAB = CABCD(ϕ̊∗ε)CD. It is straightforward to show that the first and the second
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Similarly, the spatial elasticity tensors are defined as a = 1
J
























The relation analogous to (7.60) is given by aacbd = σcdδab + c
acedgeb. Note that the spatial elasticity
tensors have the following symmetries aacbd = abdac, and cabcd = cbacd = cabdc = ccdab.
Linearization of conservation of mass. For the family of motions ϕt,ε, conservation of mass is
locally written as ρ0(X) = Jε ρ ◦ ϕt,ε(X). Taking derivatives of both sides with respect to ε and
evaluating at ε = 0, one obtains 0 = δJ ρ◦ϕ̊t(X)+J̊ dρ̊·δϕ, where dρ̊ is the exterior derivative of the
mass density of the reference motion (a 1-form). Thus, dρ̊ ·u+ ρ̊g] :ε = 0. Note that g] :ε = g] :∇u[.
Hence, the linearized conservation of mass can be written as, dρ̊ · u + ρ̊g] :∇gu[ = 0. Therefore
δρ = −ρ̊ ε :g] = −ρ̊ divg u. (7.62)
Linearization of the balance of linear momentum. The balance of linear momentum in terms of
the first Piola-Kirchhoff stress reads Div P+ρ0B = ρ0A. Note that the operator Div depends on both
G and g and is defined through the Piola identity (see the appendix) : Div P = J divg σ. The balance
of linear momentum in terms of the Cauchy stress reads divg σ+ρb = ρa. Using the Doyle-Ericksen




, where W = W (X,F,g◦ϕ,G, ζ1, . . . , ζn) is
the energy density per unit undeformed volume. The convected stress tensor Σ = ϕ∗tσ can be written




, where W = Ŵ (X,C[,G, ζ1, . . . , ζn).
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Linearization of the convected balance of linear momentum. For the one-parameter family of
motions ϕt,ε, one has
divC[ε Σε + %εBε = %εA ε. (7.63)




















Note that for X ∈ B, all the terms in (7.63) lie in the same tangent space TXB, and hence, linearizing
the balance of linear momentum is straightforward when using the convected stress. It is a simple






: ϕ̊∗tε− (ε :g])Σ̊. (7.65)






:ε− (ε :g])σ̊. (7.66)











. Note that C = ϕ̊∗C/J̊ . We now expand the lineariza-
































Also note that Lub̊ = ∇gub̊−∇gb̊u. Hence






















=Tϕ−1t,ε ◦ [∇UAε −∇AεU]
∣∣∣
ε=0
= Tϕ−1t,ε ◦ [DεAε −∇AεU]
∣∣∣
ε=0


















δ(%A ) = −(g] :ε) ◦ ϕ̊t %̊Å + %̊F̊−1t ·
[
Ü +∇[U,V̊]V̊ + Rg(U, V̊, V̊)−∇ÅU
]
. (7.71)
To calculate δ (divC[ Σ), Sadik and Yavari [23] expanded divC[ε Σε in a coordinate chart and then
took derivatives with respect to ε and finally evaluated at ε = 0. They also assumed a flat ambient














= ϕ∗t,εLu [divg σε]
∣∣∣
ε=0





We know that [218, 43]
Lu∇g = ∇g∇gu + u ·Rg , (7.73)
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|bd +Racbduc)σbd + (ub|bd +Rbcbduc)σad .
(7.74)








































However, LuF = 0, because for any vector W(X) ∈ TXB, one can write




























:ε− (ε :g])σ̊ . (7.79)
Therefore




















∇g∇gu : σ̊ − (ε :g]) divg σ̊ + σ̊ · Ricg · u + divg (C :ε)
]
. (7.81)
Now the push-forward of the balance of linear momentum by ϕ̊t using (7.69), (7.71), and (7.81) reads




= −g] :ε ρ̊̊a + ρ̊
[






We assume that the reference motion is “physical,” i.e., it satisfies all the balance laws. In particular,
divg σ̊ + ρ̊b̊ = ρ̊̊a. Thus, we have the following two identities
− g] :ε ρ̊b̊ + g] :ε ρ̊̊a = (g] :ε) divg σ̊
− ρ̊∇g
b̊
u + ρ̊∇gåu = ∇g−ρ̊(b̊−å)u = ∇
g
divg σ̊
u = ∇gu · divg σ̊ .
(7.83)
Therefore, the linearized balance of linear momentum is simplified to read
∇g∇gu : σ̊+∇gu·divg σ̊+σ̊·Ricg·u+divg (C :ε)+ρ̊∇gub̊ = ρ̊
[




Note that ∇g∇gu : σ̊ + ∇gu · divg σ̊ = divg (∇gu · σ̊). Hence, the linearized balance of linear
momentum is written as16
divg (C :ε)+divg (∇gu · σ̊)+σ̊ ·Ricg ·u+ρ̊∇gub̊ = ρ̊
[
Ü ◦ ϕ̊−1t +∇g[u,̊v]̊v + Rg(u, v̊, v̊)
]
. (7.85)
Linearization of the spatial balance of linear momentum. For the motion ϕt,ε, the balance of
linear momentum reads divg σε + ρεbε = ρεaε. Linearization of the body force term is calculated as
16For a flat ambient space this is identical to the corresponding equation in [23]. However, note that even for a flat
ambient space this is not identical to what Marsden and Hughes [43] obtained; they do not have the term divg (∇gu · σ̊).
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= −(g] :ε)ρ̊b̊ + ρ̊∇gub̊. Linearization of the inertial force term reads










− (g] :ε)ρ̊ å + ρ̊
[









= ∇gu (divg σ̊). Knowing that the Levi-Civita connection
is torsion-free, one can write∇gu (divg σ̊) = Lu (divg σ̊) +∇gdivg σ̊u = Lu (divg σ̊) +∇gu · divg σ̊.
Hence, from (7.76), one has δ(divg σ) = divg (Luσ̊) + divg (∇gu · σ̊) + d(ε :g]) · σ̊ + σ̊ ·Ricg · u.
Using (7.79), one obtains
δ(divg σ) = divg (∇gu · σ̊) + σ̊ · Ricg · u + divg (C :ε)− (ε :g]) divg σ̊ . (7.87)
Remark 7.3.1. Note that linearizing a convected vector and pushing it forward to the ambient space is
not the same as linearizing the corresponding spatial vector using a covariant derivative. In particular,
we note that
δ(divg σ) = ϕ̊t∗δ(divC[ Σ) +∇gu · divg σ̊,
δ(ρb) = ϕ̊t∗δ(%B) + ρ̊∇gb̊u,
δ(ρa) = ϕ̊t∗δ(%A ) + ρ̊∇gåu.
(7.88)
However, note that ∇gu · divg σ̊ + ρ̊∇gb̊u − ρ̊∇
g
åu = ∇gdivg σ̊+ρ̊b̊−ρ̊̊au = 0, i.e., the two approaches
give the same linearized balance of linear momentum (7.85).
Linearization of the material balance of linear momentum. The balance of linear momentum
in terms of the first Piola-Kirchhoff stress is linearized as follows. Linearized body and inertial









. Note that δ (Div P) = δ(J divg σ) = δJ divg σ̊+J̊δ(divg σ) =
(ε :g]) Div P̊ + J̊δ(divg σ). From (7.87), we know that
J̊δ(divg σ) = J̊ divg (∇gu · σ̊) + J̊σ̊ · Ricg · u + J̊ divg (C :ε)− (ε :g])J̊ divg σ̊ . (7.89)
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We next use the Piola identity and rewrite the divergence terms with respect to the reference configu-
ration. Note that

























= Div(∇gU · P̊) .
(7.90)
The last term in (7.89) is simplified to read −(ε : g]) Div P̊. The second term on the right-hand side
of (7.89) is simplified as F̊P̊? ·Ricg ◦ ϕ̊ ·U. The second divergence term is simplified using the Piola














. From (7.60), we know

























Hence, J̊ divg (C :ε) = Div(A :∇U)−Div(∇U · P̊). Therefore, δ(Div P) = Div(A :∇U) + F̊P̊? ·
Ricg ◦ ϕ̊ ·U. In summary, the linearized material balance of linear momentum reads
Div(A :∇U) + F̊P̊? · Ricg ◦ ϕ̊ ·U + ρ0∇UB̊ = ρ0
[





Linearization of the balance of angular momentum. In terms of the first Piola-Kirchhoff stress,
the balance of angular momentum in coordinates reads P aAF bA = P bAF aA. Its linearization reads
δP aAF̊ bA + P̊
aAU b|A = δP
bAF̊ aA + P̊
bAUa|A. Or
δP · F̊? + P̊ · (∇U)? = F̊ · δP? +∇U · P̊?. (7.93)
In terms of the second Piola-Kirchhoff stress, δS = C : ϕ̊∗ε, the balance of angular momentum is






[aAU b]|A = 0. (7.94)
185
We next discuss the invariance of the governing equations of linear elasticity under both time-
dependent spatial and time-independent referential changes of coordinates.
7.3.1 Spatial Covariance of Linearized Elasticity
Consider a spatial change of frame (or a coordinate transformation in the current configuration) ξt :
S → S. Under this change of frame, the one-parameter family of deformations ϕt,ε is transformed
to ϕ′t,ε = ξt ◦ ϕt,ε : B → S . We next study the effect of this change of frame on all the fields and







ξt ◦ ϕt,ε(X) = Tξt · δϕt =
ξ
F ·U(X, t). (7.95)
Transformation of the linearized velocity, acceleration, and the deformation gradient. Lin-
























+ wt ◦ϕt,ε(X), (7.96)




















where Wt = ξ∗twt. Therefore, using (7.47)
δV′(X, t) = ξ∗ (δV(X, t) +∇UWt ◦ ϕ̊t(X))
= ξ∗ (DtU(X, t) +∇UWt ◦ ϕ̊t(X))
= ξ∗
(





The transformed linearized acceleration is calculated as
δA′(X, t) = ∇V̊′V̊′ = ∇ξ∗V̊+w◦ϕt(ξ∗V̊ + w ◦ ϕt)
= ξ∗
{
∇V̊+W◦ϕt(V̊ + W ◦ ϕt)
}
= ξ∗δA(X, t) + ξ∗
(




We assume that body force is transformed such that A′(X, t) − B′(X, t) = ξt∗(A(X, t) − B(X, t))
[43]. Therefore, δA(X, t) − δB(X, t) = ξt∗(δA(X, t) − δB(X, t)). Note that F′t,ε = Tϕ′t,ε =
T (ξt ◦ ϕt,ε) = Tξt · Tϕt,ε = ξt∗Tϕt,ε. Therefore








= ξ∗δF = ξ∗∇U =
Ξ
F · ∇U. (7.100)
Transformation of the linearized first and second Piola-Kirchhoff, and Cauchy stresses. The
linearized first and second Piola-Kirchhoff stresses are written as δP = A :∇gU, and δS = C : ϕ̊∗ε.
We know that both A and C are tensors and under ξt : S → S are transformed as












′ = C. (7.101)
Therefore
δP′ = ξt∗A :∇ξt∗gξt∗U = ξt∗ (A :∇U) = ξt∗P, δS′ = δS. (7.102)
In the case of Cauchy stress, δσ = C :ε− (divg u)σ̊, and hence
δσ′ = C′ :ε′ − (divg′ u′)σ̊′ = ξt∗C :ξt∗ε− (divξt∗g ξt∗u)ξt∗σ̊ = ξt∗ [C :ε− (divg u)σ̊] = ξt∗δσ.
(7.103)


















Transformation of the linearized balance of linear momentum. The linearized spatial balance of
linear momentum reads divg (C :ε) + divg (∇gu · σ̊) + σ̊ ·Ricg ·u + ρ̊(δb− δa) = 0. Therefore, in
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the new spatial frame it reads




+ σ̊′ · Ric′g′ · u′ + ρ̊′(δb′ − δa′)




+ ξ∗σ̊ · ξ∗Ricg · ξ∗u + (ρ̊ ◦ ξ)ξ∗(δb− δa)
= ξ∗ [divg (C :ε) + divg (∇gu · σ̊) + σ̊ · Ricg · u + ρ̊(δb− δa)] = 0,
(7.104)
i.e., the linearized balance of linear momentum is spatially covariant.
The linearized material balance of linear momentum reads Div(A :∇g0U) + F̊P̊? ·Ricg ◦ ϕ̊ ·U +
ρ0(δB− δA) = 0. In the new spatial frame this reads
Div′(A′ :∇U′) + F̊′P̊′? · Ric′g′ ◦ ϕ̊′ ·U′ + ρ′0(δB′ − δA′)
= ξ∗
[




The proofs of the spatial covariance of the balance of angular momentum and conservation of
mass are straightforward.
7.3.2 Material Covariance of Linearized Elasticity
In this section, we find the transformations of the fields and governing equations of linearized elas-
ticity under an arbitrary time-independent material diffeomorphism (change of coordinates in the
reference configuration). Consider a referential change of frame (or a coordinate transformation in
the reference configuration) Ξ : B → B̃. Under this change of frame, the one-parameter family of
deformations ϕt,ε is transformed to ϕ̃t,ε = ϕt,ε ◦ Ξ−1 : B → S. The transformed variation field is
defined as






−1(X̃)) = δϕt ◦ Ξ−1(X̃) = U(Ξ−1(X̃), t). (7.106)
Hence, δϕ̃t = δϕt ◦ Ξ−1 = U ◦ Ξ−1.
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Transformation of the linearized velocity, acceleration, and deformation gradient. Lineariza-
tion of the material velocity with respect to the new reference configuration is calculated as













= δV(Ξ−1(X̃), t). (7.107)
Thus, δṼ = δV ◦ Ξ−1 = U̇ ◦ Ξ−1.
Linearization of the material acceleration with respect to the new reference configuration is calcu-
lated as
































































i.e., δÃ = δA ◦ Ξ−1.
Deformation gradient for the motion ϕ̃t,ε is written as F̃t,ε = T ϕ̃t,ε = T (ϕt,ε ◦ Ξ−1) = Tϕt,ε ◦
(TΞ)−1 = Ξt∗Tϕt,ε. Therefore








= Ξ∗δF = Ξ∗∇U. (7.109)





Transformation of the linearized first Piola-Kirchhoff stress and the first elasticity tensor. With
respect to the new reference configuration (cf. (7.19))
W̃ε = W (X̃, F̃ε, G̃,g ◦ ϕ̃ε, ζ̃1, . . . , ζ̃n) = W (X,Ξ∗Fε,Ξ∗G,g ◦ϕε ◦Ξ−1,Ξ∗ζ1, . . . ,Ξ∗ζn) = Ξ∗Wε.
(7.110)
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· δF̃ = ∂W̃
∂F̃












· ∇U = ∂W
∂F










































Transformation of the second Piola-Kirchhoff stress and the second elasticity tensor. Note that
the second elasticity tensor for hyperelastic solids (for which an energy function exists) is defined in
components as CABCD = 4 ∂
2W
∂CAB∂CCD
. Under a referential change of coordinates C is transformed to










ABCD ◦ Ξ−1 . (7.116)
It then immediately follows that if C possesses the minor (CABCD = CBACD = CABDC) and major
(CABCD = CCDAB) symmetries, so does C̃, i.e., the major and minor symmetries of the elasticity
tensor are preserved under a material diffeomorphism. The symmetry group SymG(T) of an m-order
tensor field T is the subgroup of G-orthogonal transformations defined as
〈Q〉m T = T , ∀ Q ∈ SymG(T) 6 Orth (G) . (7.117)
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The space of elasticity tensors Ela (consisting of all those fourth-order tensors satisfying the major
and minor symmetries) may be endowed with an equivalence relation such that
C1 ∼ C2 ⇐⇒ ∃Q ∈ Orth (G) : 〈Q〉4 C2 = C1 . (7.118)
Equivalently17
C1 ∼ C2 ⇐⇒ ∃Q ∈ Orth (G) : SymG(C1) = Q SymG(C2) QT . (7.119)
That is, two elasticity tensors are equivalent if and only if their symmetry groups are conjugate sub-
groups of SO(3). Thus, by an abuse of notation, one may write C1 ∼ C2 if and only if SymG(C1) ∼
SymG(C2), where use was made of the fact that conjugacy is also an equivalence relation. Under this
equivalence relation, Ela is divided into eight equivalence classes, known as symmetry classes, namely
triclinic, monoclinic, trigonal, orthotropic, tetragonal, cubic, transversely isotropic, and isotropic (for
proofs,18 see [220, 221]). We note that under the material diffeomorphsim Ξ the elasticity tensor is
transformed such that ˜̊C = Ξ∗C̊, where C̊ is the linearized elasticity tensor with respect to the refer-




F〉4(C̊ ◦ Ξ−1). It is straightforward to
verify that [53]




F−1 ∈ Orth(G̃) , (7.120)








17Note that (7.118) and (7.119) imply that two elasticity tensors are equivalent (represent the same type of material
anisotropy) if and only if there exists an orthogonal transformation such that under its action the two elasticity tensors (or
their symmetry groups) coincide.
18Also, see [219] for calculation of the symmetry classes of an even-order tensor space.
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In other words, the symmetry groups of ˜̊C and C̊ are conjugate, and hence, isomorphic.19 It then
follows from (7.119) and (7.121) that
C̊1 ∼ C̊2 ⇐⇒ ∃Q ∈ Orth(G) : SymG(C̊1) = Q SymG(C̊2) QT
⇐⇒ ∃Q̃ ∈ Orth(G̃) : SymG̃(
˜̊




⇐⇒ ˜̊C1 ∼ ˜̊C2 ,
(7.122)
where Q̃ = Ξ∗Q. Therefore, C̊1 ∼ C̊2 ⇐⇒ ˜̊C1 ∼ ˜̊C2, i.e., there is a one-to-one correspondence
between the symmetry classes of the elasticity tensors in the initial and transformed reference con-
figurations. It is important to notice that the symmetry of a tensor explicitly depends on the metric.
In particular, a tensor, e.g., the elasticity tensor, may belong to a different type of symmetry class




F−1 = G, i.e., if
Ξ
F is G-
orthogonal (∈ Orth (G)), then the symmetry class is trivially unaffected under a change of reference
configuration. Mazzucato and Rachele [132] characterized the orbits of different symmetry classes
of the elasticity tensor (i.e., ψ∗C, where ψ is a diffeomorphism in the material manifold) with respect
to the Euclidean metric under a change of reference configuration that fixes the boundary to the first-
order. In particular, they found that the orbit of isotropic materials consists of some orthotropic and
some transversely isotropic materials, in addition to isotropic materials. As they describe the material
symmetry groups of C and C̃ with respect to the Euclidean metric for both configurations, they are
implicitly characterizing the symmetry group of the transformed elasticity tensor C̃ with respect to
the untransformed metric G, i.e., SymG(C̃).
Next, using (7.121) and (7.122), we show that symmetry classes are preserved under a change of
reference configuration. In other words, the elasticity tensor C̊ belongs to a given symmetry class
if and only if ˜̊C belongs to the same symmetry class in the transformed reference configuration. For
instance, let C̊ belong to the transversely isotropic symmetry class in the initial reference configuration
19The isomorphism is trivially given by the conjugacy relations as follows. Let φ : SymG(C̊) → SymG̃(
˜̊
C) and let






C). It is straightforward to see that φ(H1H2) = φ(H1)φ(H2) for
H1,H2 ∈ SymG(C̊). Also, it is straightforward to see that φ is one-to-one, and thus, an isomorphism.
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at a material point X with the unit vector N ∈ TXB identifying the material preferred direction. It
follows that the symmetry group of C̊ is given by
SymG(C̊) =
{












F−1 , Q ∈ SymG(C̊)
}
. (7.124)
The material preferred direction is transformed to Ñ =
Ξ
FN. Clearly, employing (7.123) and (7.124),
∀Q̃ ∈ SymG̃(
˜̊
C) one has Q̃Ñ = ±Ñ. Moreover, if Q̃ ∈ Orth(G̃) such that Q̃Ñ = ±Ñ, then




F ∈ Orth(G̃), for which one concludes that QN = ±N, i.e.,





Q̃ ∈ Orth(G̃) : Q̃Ñ = ±Ñ
}
, (7.125)
and hence, ˜̊C belongs to the transversely isotropic symmetry class in the transformed reference con-
figuration. The generalization of this proof to the orthotropic case is immediate. One only needs
to consider three G-orthonormal vectors N1, N2, and N3 specifying the orthotropic axes and define
the symmetry group in the orthotropic case as Q ∈ Orth (G) such that QNi = ±Ni, i = 1, 2, 3.
One can similarly prove that other symmetry classes are preserved under material diffeomorphisms
as well. For the isotropic case, it immediately follows from (7.120) and (7.121) that SymG(C̊) =
Orth (G) ⇐⇒ SymG̃(
˜̊
C) = Orth(G̃). Therefore, we have proved the following result.
Proposition 7.3.2. The elasticity tensor C̊ in the reference configuration (B,G) with respect to the
reference motion ϕ̊ : B → S belongs to a given symmetry class if and only if ˜̊C, which is the
elasticity tensor in the transformed reference configuration (B̃,Ξ∗G) with respect to the reference
motion ˜̊ϕ : B̃ → S, belongs to the same symmetry class.
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= C̃ : ˜̊ϕ∗ε , (7.126)
where C̃ = Ξ∗C and ˜̊ϕ∗ε = Ξ∗ ◦ ϕ̊∗ε = Ξ∗(ϕ̊∗ε), and thus, δS̃ = Ξ∗C :Ξ∗(ϕ̊∗ε).
Transformation of the linearized balances of linear and angular momenta. The linearized spa-
tial balance of linear momentum with respect to the new reference configuration reads
divg̃(C̃ : ε̃)+divg̃(∇gũ· ˜̊σ)+˜̊σ·R̃icg·ũ+(ρ̊∇gub̊)◦Ξ−1 = ρ̊
[












(ϕ̊ ◦ Ξ−1)∗Ξ∗C =
1
J̊
ϕ̊∗C = C . (7.128)
Knowing that all the spatial tensors transform like a scalar, i.e., ε̃ = ε ◦ Ξ−1, g̃ = g ◦ Ξ−1, R̃icg =
Ricg ◦Ξ−1, ũ = u ◦Ξ−1, and ˜̊σ = σ̊ ◦Ξ−1, one concludes that the linearized spatial balance of linear
momentum is materially covariant.
Similarly, the linearized material balance of linear momentum transforms like a scalar, i.e.,











Div(A :∇U) + F̊P̊? · Ricg ◦ ϕ̊ ·U + ρ0∇UB̊− ρ0
[
Ü +∇[U,V̊]V̊ + Rg(U, Ů, V̊)
]}
◦ Ξ−1 = 0.
(7.129)
The balance of angular momentum transforms like a scalar as well.
Wave equation and its spatial and material covariance. Let us assume that u(x, t) = ū(x)e−iωt,
where ω is the frequency. For a Euclidean ambient space, the wave equation is written as divg(C :




, where 2ε̄ = ∇gū[ + (∇gū[)?. Similarly, in
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material form U(X, t) = Ū(X)e−iωt, and the wave equation in material form reads





If the reference motion is static, i.e., V̊ = 0 and body force is ignored, the spatial and material wave
equations are simplified to read
divg(C :∇gū[) + divg(∇gū · σ̊) + ρ̊ω2ū = 0,
Div(A :∇Ū) + ρ0ω2Ū = 0 .
(7.131)
Note that as a consequence of the spatial and material covariance of the balance of linear momentum
and its linearization, the wave equation is form-invariant under arbitrary spatial coordinate transfor-
mations and arbitrary time-independent referential coordinate transformations.
7.4 A Mathematical Formulation of the Problem of Cloaking a Cavity in Nonlinear and Lin-
earized Elastodynamics
Suppose an object is to be hidden from elastic waves. This object lies in a cavity inside an elastic body.
The hole needs to be reinforced by a cloak, which is a layer of specially designed inhomogeneous and
anisotropic material that will deflect away any incoming elastic waves from the cloaked object. For
an observer away from the hole the elastic waves are passing through the body as if there was no hole.
Let us assume that the body is homogeneous and is made of an isotropic material. The idea of elasto-
dynamic transformation cloaking is to first map the stress-free body in its reference configuration to a
corresponding homogeneous and isotropic body in its stress-free reference configuration. We assume
that the homogeneous and isotropic transformed body (virtual body) has a very small hole of radius
ε (ε → 0). Consider a map that shrinks the hole to a very small hole and is the identity outside the
cloak. Note that there are many such mappings. Next, the important requirement is that the physical
body with the hole and the homogeneous and isotropic virtual body must have identical current con-
figurations outside the cloak. In other words, to an elastic wave the two bodies are identical outside
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the cloaking region. Inside the cloak we will impose certain requirements. The last step is to check if
these requirements are enough to specify the elastic properties of the cloak, its mass density, and the
external loads and the boundary conditions in the virtual body, or if they result in an overdetermined
system with no solution. One should also check if all the balance laws are satisfied in both the virtual
and physical bodies. To formulate this problem the understanding of the transformation properties of
the governing equations of nonlinear and linearized elasticity that we established in the previous two
sections is crucial.
7.4.1 Nonlinear Elastodynamic Transformation Cloaking
Let us consider a body B with a hole H (see Fig.7.3). An object is placed inside H and needs to
be hidden from elastic waves. The hole is reinforced by a cloak C, which we can assume is an
annulus. The elastic properties and mass density of C are, in general, inhomogeneous and anisotropic.
For the sake of simplicity and without loss of generality, let us assume that in B \ C the body is
homogeneous and isotropic. This means that the mass density ρ0 is a constant and the body has an
energy function W = W (I1, I2, I3), where Ii (i = 1, 2, 3) are the principal invariants of the left (or
right) Cauchy-Green strain. The motion of B is represented by a map ϕt : B → S in Fig.7.3. A spatial
diffeomorphism leaves the governing equations form invariant. However, spatial diffeomorphisms
(spatial coordinate transformations) would not be useful in designing a cloak because a change of
spatial coordinates corresponds to the same body as seen through a warped lens — but the material
is the same. The cloaking transformation is assumed to be a time-independent map Ξ : B → B̃ such
that the annulus C is transformed to a disk with a very small hole (or a spherical ball with a very small
hole in 3D). The mapping Ξ is assumed to be the identity in B \ C. It is also assumed that the virtual
body has the uniform and isotropic mechanical properties of B \ C.
One may be tempted to think that the cloak can be designed using a referential change of frame
(coordinate transformation). We have shown that the governing equations of both nonlinear and lin-
earized elasticity are spatially and referentially covariant. In other words, the governing equations of
the same body are invariant under arbitrary time-dependent coordinate transformations in the current
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(S,g)










Figure 7.3: A cloaking transformation Ξ transforms a body with a hole H to another body with an infinitesimal hole that
is homogeneous and isotropic. The cloaking transformation is defined to be the identity map outside the cloak C. Note
that Ξ is not a referential change of coordinates and ξ is not a spatial change of coordinates.
configuration and arbitrary time-independent coordinate transformations in the reference configura-
tion. This, however, is not useful for cloaking applications, because a change of the material frame
does not lead to a new elastic body. In other words, the two bodies (B,G) and (Ξ(B),Ξ∗G) are iso-
metric and essentially the same elastic body with the same mechanical response. One instead needs
two different elastic bodies that cannot be distinguished by an elastic wave in their current configura-
tions outside the cloak. Motion of the virtual (homogeneous and isotropic) body is represented by a
map ϕ̃t as is schematically shown in Fig.7.3. The spatial configurations of the two bodies with their
corresponding deformations ϕt and ϕ̃t are required to be identical outside the cloaking region, i.e., in
B \ C. In particular, this implies that any elastic measurements made in the current configurations of
the two bodies outside the cloak are identical, and hence, the two bodies cannot be distinguished by
an observer located in B \ C. Moreover, in the virtual body B̃, the influence of the hole is negligible
as H in B is mapped to an infinitesimal hole in B̃. It is important to notice that our approach does
not impose any restrictions on the size of the hole, and thus, that of the concealment as illustrated in
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Fig.7.3.
Let us consider a body (physical body) that has a material manifold (B,G) and is in a time-
dependent current configuration ϕt(B). Suppose that the stress-free reference configuration of the
body is in a one-to-one correspondence with that of another body B̃ (virtual body) in its reference
configuration (B̃, G̃) (see Fig.7.3). Let us denote the bijection between the two bodies by Ξ : B → B̃,
which is a diffeomorphism. We assume that the two stress-free bodies are embedded in the Euclidean
space, and hence, G and G̃ are their corresponding induced Euclidean metrics. This immediately
implies that Ξ is not a simple change of material frame (referential coordinate transformation) as G̃ 6=
Ξ∗G, in general. The boundary-value problems related to the motions ϕt : B → S and ϕ̃t : B̃ → S̃
are called the physical and virtual problems, respectively. The deformation gradients corresponding
to the physical and virtual problems are denoted by F = Tϕt and F̃ = T ϕ̃t, respectively. The energy
function of the physical problem in B \ C is known, while it is not known a priori in C. The energy
function of the virtual body is known everywhere in B̃. The applied loads (body force and traction
boundary conditions) and the essential boundary conditions are given for the physical problem. They
are, however, not known a priori for the virtual problem.
Shifters in Euclidean ambient space. We assume that the reference configurations of both the
physical and virtual bodies are embedded in the Euclidean space. To relate vector fields in the physical
problem to those in the virtual problem we would need to use shifters. We first consider the physical
body B ⊂ S = Rn (n = 2 or 3). The map s : TS → TS, s(x,w) = (x̃,w) is called the shifter
map (see Fig.7.4). The restriction of s to x ∈ S is denoted by sx = s(x) : TxS → Tx̃S, and shifts w
based at x ∈ S to w based at x̃ ∈ S (shifter map in the reference configuration is defined similarly).
For S we choose two global colinear Cartesian coordinates {z̃ ĩ} and {zi} for the virtual and physical
deformed configurations, respectively. We also use curvilinear coordinates {x̃ã} and {xa} for these







(x)δ ĩi . (7.132)
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Figure 7.4: The mapping s is the shifter map, which parallel transports vectors in TxS to vectors in Tx̃S̃.
Example 7.4.1. Consider cylindrical coordinates (r, θ, z) and (r̃, θ̃, z̃) at x ∈ R3 and x̃ ∈ R3, re-
spectively. The shifter map has the following matrix representation with respect to these coordinates
s =

cos(θ̃ − θ) r sin(θ̃ − θ) 0
− sin(θ̃ − θ)/r̃ r cos(θ̃ − θ)/r̃ 0
0 0 1
 . (7.134)
Example 7.4.2. Consider spherical coordinates (r, θ, φ) and (r̃, θ̃, φ̃) at x ∈ R3 and x̃ ∈ R3, re-




cos(φ̃−φ) sin θ̃ sin θ+cos θ̃ cos θ r[cos(φ̃−φ) sin θ̃ cos θ−cos θ̃ sin θ] r sin(φ̃−φ) sin θ̃ sin θ
[cos(φ̃−φ) cos θ̃ sin θ−sin θ̃ cos θ]/r̃ r[cos(φ̃−φ) cos θ̃ cos θ+sin θ̃ sin θ]/r̃ r sin(φ̃−φ) cos θ̃ sin θ/r̃
− sin(φ̃−φ) sin θ/(r̃ sin θ̃) −r sin(φ̃−φ) cos θ/(r̃ sin θ̃) r cos(φ̃−φ) sin θ/(r̃ sin θ̃)
]
. (7.135)
Balance of linear momentum in the physical and virtual bodies. The balance of linear momen-
tum for the physical body reads: Div P + ρ0B = ρ0A. We use the Piola identity and write the
divergence term with respect to the reference configuration of the virtual body. The Piola identity
[43] tells us that for a vector field W on B, one can write (see the appendix)















W̃ is called the Piola transform of W. We use the local coordinate charts {XA} and {X̃Ã} for B and
B̃, respectively. Let us start with Div P and rewrite it with respect to the reference configuration of
the virtual body. In coordinates and using the Piola identity one can write20










|Ã) ◦ Ξ , (7.139)
where















































and JΞ is the Jacobian of the cloaking transformation Ξ, which is written as
JΞ =
√





However, this is a vector in TxS. The corresponding vector in Tx̃S is defined using the shifter s(x) as
sãaP̃
aÃ ◦ Ξ = J−1Ξ sãaP aA
Ξ
F ÃA. (7.142)
Note that sãaP aA|A = (sãaP aA)|A. Therefore
s ◦ ϕDiv P = JΞ(D̃ivP̃) ◦ Ξ , (7.143)
where
P̃ = J−1Ξ s ◦ ϕP
Ξ






Equivalently, the transformed second Piola-Kirchhoff stress reads
S̃ ◦ Ξ = J−1Ξ F̃−1 ◦ ϕ̃ s ◦ ϕFS
Ξ
F?. (7.145)
Note that force on an infinitesimal area dA is calculated as
tadA = P aANAdA = P
aAJ−1Ξ
Ξ
F ÃAÑÃdÃ = P̃
aÃÑÃdÃ = t̃
adÃ , (7.146)
and hence sãatadA = t̃ãdÃ, i.e., this force is the same in the physical and the virtual bodies if one
assumes that the first Piola-Kirchhoff stress in the virtual body is given by (7.144). Equivalently, if
one assumes that forces on the corresponding infinitesimal areas in the two bodies are equal, i.e., are
related by the shifter map, then the relation between the stresses is given in (7.144).
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Remark 7.4.3. Instead of (7.142), i.e., assuming that P̃ ãÃ = sãaP̃ aÃ ◦ Ξ one may assume that
P̃ ãÃ = wãaP̃
aÃ ◦ Ξ, (7.147)












































where use was made of the identity (J−1Ξ
Ξ
F ÃA)|Ã = 0. In order to preserve the form of the balance of







which implies that wãa|b = 0, i.e., w must be a covariantly constant two-point tensor defined on the
Euclidean ambient spaces S and S̃ . Therefore, when using Cartesian coordinates {zi} and {z̃ ĩ} for
S and S̃, respectively, w would have constant components wĩi. However, knowing that on the outer
boundary of the cloak (and also outside the cloak) forces on the corresponding infinitesimal areas
are equal one concludes that w is the identity, i.e., wĩi = δ ĩi . Hence, w is the shifter when general
coordinate charts are used for S and S̃.
Now in the virtual body P̃ = J−1Ξ s ◦ ϕP
Ξ








where W̃ = W̃ (G̃,g ◦ ϕ̃, F̃) as we assume that the virtual body is isotropic and homogeneous. To
ensure that the relation P̃ = J−1Ξ s ◦ ϕP
Ξ
F? holds one needs to define W in B \ C as W |B\C = W̃ ◦ Ξ,
∀X ∈ B \ C. This is because Ξ is defined to be the identity map in B \ C, and hence, the material
outside the cloak will be isotropic and identical to that of the virtual body. The cloaking region C,
nevertheless, will be anisotropic, in general, i.e., WC = WC(X,G,g ◦ ϕ,F, ζ1, . . . , ζm), ∀X ∈ C,
where ζ1, . . . , ζm are the structural tensors that characterize the symmetry group of the material in
202













One can now rewrite the balance of linear momentum Div P + ρ0B = ρ0A as
D̃ivP̃ + ρ̃0B̃ = ρ̃0Ã , (7.151)
where ρ̃0 = J−1Ξ ρ0 ◦ Ξ−1, B̃ = (s ◦ ϕ)B ◦ Ξ−1, and Ã = (s ◦ ϕ)A ◦ Ξ−1. In other words, assuming
that in the virtual body the first Piola-Kirchhoff stress is given by (7.144), the virtual body has the
mass density ρ̃0, is under the body force B̃, and has the material acceleration Ã, the balance of linear
momentum is satisfied. Conversely, if the balance of linear momentum is satisfied for the virtual
body with the above transformed fields, it is satisfied for the physical body as well. We refer to this
construction as transformation elasticity.
Balance of angular momentum in the physical and virtual bodies. In the physical body the
balance of angular momentum is equivalent to SAB = SBA, or S? = S. The balance of angular
momentum must hold in the virtual body as well, i.e., S̃? = S̃, which holds if and only if
(RS)? = RS , (7.152)
where R = (
Ξ
F−1 ◦ Ξ)(F̃−1 ◦ ϕ̃ ◦ Ξ)(s ◦ ϕ)F. In terms of R, the second Piola-Kirchhoff stress in the










Note that assuming that the balance of angular momentum is satisfied in one configuration it may or
may not be satisfied in the other configuration. We will see in §8.4.2 and §7.4.4 that the balance of
21Note that we do not know a priori how many structural tensors are needed and what they are.
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angular momentum is the obstruction to transformation cloaking in both classical linear elastodynam-
ics and the small-on-large theory. It happens to be the obstruction to transformation cloaking in linear
gradient elasticity and linear generalized Cosserat elasticity as well as we will show in §7.5.
Remark 7.4.4. Note that although we use the same metric for the ambient space for the two bodies,
after deformation, a physical point and its corresponding virtual point will be mapped to two differ-
ent points in the ambient space, in general. For example, in cylindrical coordinates, r(R,Θ,Φ) 6=
r̃(R̃, Θ̃, Φ̃), in general, where Ξ(R,Θ,Φ) = (R̃, Θ̃, Φ̃). Therefore, when calculating J and J̃ , det g at
two different points is used.
Remark 7.4.5. We showed that if G̃ = Ξ∗G, then the symmetry class of the material is preserved
under Ξ (cf. (7.34) in the nonlinear case and Prop. 7.3.2 in the linear case). However, for general
Ξ and G̃, the type of the symmetry class of the body B̃ with respect to the metric G̃ can be quite
non-trivial and different from that of the body B with respect to the metric G. This is a geometric
interpretation of the expected anisotropy of an elastic cloak.
Remark 7.4.6. The relation ρ̃0 = J−1Ξ ρ0 ◦ Ξ−1 implies that the total mass of the cloak is equal to the
mass of the corresponding transformed region in the virtual structure with uniform density ρ0, i.e.,
m(C) = ρ0 volG̃(C̃). For example, the mass of a cylindrical cloak, which is an annulus with inner
radius Ri and outer radius Ro in the physical body is equal to the mass of the annulus in the virtual
body (filled with a homogeneous solid) with inner radius f(Ri) = ε and outer radius f(Ro) = Ro.
Therefore, as the virtual and physical bodies are identical outside the cloak, one concludes that the
two bodies have the same total mass.
Even if the balance of angular momentum is satisfied in both configurations, it turns out that hiding
a hole in a nonlinear elastic medium from arbitrary finite-amplitude excitations is not possible.
Proposition 7.4.7. Nonlinear elastodynamic transformation cloaking is not possible. In other words,
it is not possible to design a cloak that would hide a cavity of any shape from any (finite) time-
dependent elastic disturbance (or wave).
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Proof. The idea of nonlinear elastodynamic transformation cloaking can be summarized as follows.
Starting from the balance of linear momentum one assumes the relation (7.144) between the first
Piola-Kirchhoff stresses in the virtual and physical bodies. The energy function of the virtual body is
given while that of the cloak in the physical body is not known. This implies that to be able to find
the energy function of the cloak one would need to relate the kinematics of the physical and virtual
bodies. This kinematic constraint is the relation between accelerations: Ã◦Ξ = (s◦ϕ)A.22 All these
will have to be consistent with the balance of angular momentum (7.152). We start from the relation
Ã ◦ Ξ = (s ◦ ϕ)A and write it in Cartesian coordinates: Ãĩ = sĩiAi = δ ĩiAi. Thus, Ṽ ĩ(Ξ(X), t) =
δ ĩiV
i(X, t) + a1, where a1 is a constant. Assuming that Ṽ ĩ(Ξ(X), 0) = 0 and V i(X, 0) = 0, a1 = 0,
and hence, ϕ̃ĩ(Ξ(X), t) = δ ĩiϕ
i(X, t) + a0, where a0 is a constant. Knowing that ϕ̃ and ϕ satisfy the
same essential boundary conditions on ∂dB̃ = ∂dB, a0 = 0 (boundary conditions will be discussed in
detail in §7.5.2). Therefore, we have concluded that
ϕ̃ĩ(Ξ(X), t) = δ ĩiϕ
i(X, t) . (7.154)
In the virtual body there is a circular (spherical) hole of radius ε → 0. (7.154) is telling us that the
deformed configuration of ∂H is identical to that of the infinitesimal cavity in the virtual body. This
is true for any loading of the physical body, and even in the limit of vanishing loads. This implies that
the hole surrounded by a cloak in the physical body would collapse to a cavity of radius ε→ 0 (anti-
cavitation), i.e., the physical body is unstable. Therefore, nonlinear elastodynamic transformation
cloaking is not possible.
However, nonlinear elastostatic transformation cloaking may be possible as discussed next.
22The kinematic relationship in linear elastodynamic cloaking turns out to be Ũ ◦ Ξ = U.
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7.4.2 Nonlinear Elastostatic Cloaking
We ignore inertial forces and explore the possibility of static cloaking in nonlinear elasticity. Note








) + 2W̃Ĩ3 Ĩ3C̃
−1
, (7.155)
where S̃ is the second Piola-Kirchhoff stress and
Ĩ1 = tr C̃ , Ĩ2 = det C̃ tr C̃
−1 , Ĩ3 = det C̃ , and W̃Ĩn :=
∂W̃
∂Ĩn
, n = 1, 2, 3. (7.156)
Note that
C̃−1 = F̃−1g̃]F̃−?, C̃−2 = C̃−1G̃C̃−1, s−1g̃] = g]s?, C−1 = F−1g]F−?. (7.157)
Hence, from (7.153), (7.155), and (7.157) one can write
J−1Ξ SC = αR
−1Ξ∗G̃] + (Ĩ2β + Ĩ3γ)C
−1R? − Ĩ3βC−1R?(Ξ∗G̃)RC−1R? , (7.158)





∗G̃)MB + (Ĩ2β + Ĩ3γ)(C
−1)AMRBM
− Ĩ3β(C−1)AMRKM(Ξ∗G̃)KLRLP (C−1)PQRBQ ,
(7.159)










Next we consider an infinitely-long cylindrical bar (or an infinite body) with a cylindrical hole
and a spherical ball (or an infinite body) with a spherical cavity. In both examples we assume radial
deformations. Under this assumption we will find the constitutive equations of the corresponding
cloaks. It should be emphasized that these static cloaks are the nonlinear analogues of Mansfield
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[172]’s neutral holes.
Example 1: A nonlinear static cylindrical cloak. Let us consider radial deformations of an infinitely-
long solid cylinder with a cylindrical hole of radius Ri. This hole is covered by a cloak with the
outer radius Ro > Ri. For the physical body in the cylindrical coordinates (R,Θ, Z) and (r, θ, z)
for the reference configuration and the ambient space, respectively, we consider deformations of
the form (r, θ, z) = (r(R),Θ, Z). Similarly, for the virtual body in the cylindrical coordinates
(R̃, Θ̃, Z̃) and (r̃, θ̃, z̃) we have (r̃, θ̃, z̃) = (r̃(R̃), Θ̃, Z̃). The cloaking map is assumed radial, i.e.,
(R̃, Θ̃, Z̃) = Ξ(R,Θ, Z) = (f(R),Θ, Z). We will design a nonlinear elastic cloak of inner and outer
radii Ri and Ro in the physical body such that the static response of the body with a hole in radial
deformations outside the cloak is identical to that of an isotropic and homogeneous elastic body with
an infinitesimal hole. We assume that f(Ri) = ε, and f(Ro) = Ro. As we will see in §5.2, the func-
tion f must satisfy the extra condition f ′(Ro) = 1. We also assume that f(R) = R, for R ≥ Ro. Let






































23In the case of elastodynamic cloaking the kinematic relation between the physical and virtual problems was the
equality (up to a shift) of acceleration vectors. In elastostatics there is no such constraint and one has freedom in choosing









for any positive and strictly increasing function h such that h(1) = 1. Note also that (7.160) is a nonlinear analogue of
Olsson and Wall [197]’s kinematic assumption.
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r′(R)/[f ′(R)r̃′(R̃)] 0 0
0 R/f(R) 0
0 0 1






Using (7.158) the constitutive equations of the cloak read
S =α

f r̃′/(Rr′) 0 0
0 f ′/R2 0
0 0 ff ′/R
+ (Ĩ2β + Ĩ3γ)

f/(Rr′r̃′) 0 0
0 f ′/r2 0




































It is seen that S is symmetric, and hence, the balance of angular momentum is satisfied. The surface
of the cavity is traction free, and hence, we have the boundary condition SRR(Ri) = 0. The boundary
conditions in the physical and virtual bodies will be discussed in detail in Section 7.5.2. In particular,
it will be shown that the boundary of the hole is traction-free in the virtual body if and only if the
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boundary of the physical hole is traction-free. As an example we can assume that the physical and
virtual bodies have finite outer radii both equal to Re on which a radial traction is specified, i.e.,
P rR(Re) = Te, and P θR(Re) = 0.
Note that radial deformations cannot be maintained in an arbitrary compressible isotropic solid
only by applying boundary tractions. This is a result of Ericksen’s theorem, which states that the only
universal deformations in compressible isotropic solids are homogeneous deformations [223] (see
[224] for an extension of this result to compressible solids with finite eigenstrains). Note, however,
that if the radial stretch is uniform, i.e., r̃(R̃)/R̃ = r(R)/R = λ, then the deformation will be
homogeneous, and hence, universal, i.e., it can be maintained solely by applying boundary tractions
in any compressible isotropic solid.
Example 2: A nonlinear static spherical cloak. Let us consider radial deformations of a finite
solid sphere with a spherical cavity of radius Ri. For the physical body in the spherical coordi-
nates (R,Θ,Φ) and (r, θ, φ) for the reference configuration and the ambient space, respectively,
we consider deformations of the form (r, θ, φ) = (r(R),Θ,Φ). Similarly, for the virtual body in
the cylindrical coordinates (R̃, Θ̃, Φ̃) and (r̃, θ̃, φ̃) we have (r̃, θ̃, φ̃) = (r̃(R̃), Θ̃, Φ̃). Notice that
(R̃, Θ̃, Φ̃) = Ξ(R,Θ, Z) = (f(R),Θ,Φ). We again assume the following relation between the kine-
matics of deformations in the physical and virtual bodies r̃(R̃)/R̃ = r(R)/R. Therefore







Note that r̃′(R̃) is given in (7.162). We will design a nonlinear elastic cloak of inner and outer radii
Ri and Ro in the physical body such that the static response of the body with a cavity in radial
deformations outside the cloak be identical to that of an isotropic and homogeneous elastic body with
an infinitesimal cavity. The function f satisfies the following conditions: f(Ri) = ε, f(Ro) = Ro,
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r′(R)/(f ′(R)r̃′(R̃)) 0 0
0 R/f(R) 0
0 0 R/f(R)




0 0 1/(r(R)2 sin2 Θ)
 .
(7.169)
The constitutive equations of the cloak read
S =α

f 2r̃′/(R2r′) 0 0
0 ff ′/R3 0
0 0 ff ′/(R3 sin2 Θ)
+ (Ĩ2β + Ĩ3γ)

f 2/(R2r′r̃′) 0 0
0 ff ′/(Rr2) 0




f 2/(R2r′r̃′3) 0 0
0 Rff ′/r4 0






























It is seen that S is symmetric, and hence, the balance of angular momentum is satisfied. The surface
of the cavity is traction free, and hence, we have the boundary condition SRR(Ri) = 0.
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7.4.3 Linear Elastodynamic Transformation Cloaking
In this section we explore the possibility of transformation cloaking in classical linear elasticity. Let
us assume that the reference motion is static, i.e., V̊(X, t) = 0, and the ambient space is Euclidean,
that is, Ricg = 0. In this special case, the linearized material balance of linear momentum (7.92) is
simplified to read
Div(A :∇g0U) + ρ0∇gUB̊ = ρ0Ü . (7.172)
Now suppose that the reference configuration of the physical body B is mapped to the reference
configuration of the virtual body B̃, where B and B̃ are endowed with the Euclidean metrics G(X)
and G̃(X̃), respectively. Let us denote the map between the two stress-free reference configurations








Linearized balance of linear momentum in the physical and virtual bodies. Using the Piola
































































B, Ũ ã ◦ Ξ = sãa ◦ ϕUa . (7.177)
Therefore
s ◦ ϕDiv(A :∇g0U) = JΞ D̃iv(Ã :∇̃g0Ũ) ◦ Ξ , (7.178)
where Ũ ◦ Ξ = s ◦ ϕU, i.e., one assumes that the displacements in the two bodies are equal at
the corresponding points. Again, knowing that the shifter is covariantly constant, one obtains ˙̃U =
(s ◦ ϕ)U̇ ◦ Ξ−1. Similarly, ¨̃U = (s ◦ ϕ̊)Ü ◦ Ξ−1. Substituting (7.178) into (7.172)1, one can write the
linearized balance of linear momentum in the virtual body as
D̃iv(Ã :∇̃g0Ũ) + ρ̃0∇̃gŨ
˚̃B = ρ̃0
¨̃U , (7.179)
where ρ̃0 = J−1Ξ ρ0 ◦ Ξ−1 and ˚̃B = s ◦ ϕ̊B̊ ◦ Ξ−1. In summary, the linearized balance of linear
momentum is form-invariant under the following cloaking transformations:
X̃ = Ξ(X), Ũ = s ◦ ϕ̊ U ◦ Ξ−1, ˚̃B = s ◦ ϕ̊ B̊ ◦ Ξ−1,
ρ̃0 = J
−1
Ξ ρ0 ◦ Ξ−1, Ã = (J−1Ξ s−1 ◦ ϕ̊
Ξ
F s ◦ ϕ̊ A
Ξ
F?) ◦ Ξ−1 .
(7.180)
Linearized balance of angular momentum in the physical and virtual bodies. Suppose that the
reference motions of both the physical and virtual bodies are their corresponding undeformed con-
figurations, i.e., both F̊ and ˚̃F are identity maps (there are no initial stresses). Therefore, for any
W ∈ TXB, one has ˚̃FSW = sF̊W, and hence, S = ˚̃F−1sF̊ (in components, SÃA = δÃã sãaδaA). Let us















24Note that transformation of the elastic constants under a cloaking map is different from that under a material change
of coordinates (7.115).
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Clearly, the balance of angular momentum may not be satisfied for a given cloaking map Ξ. In terms
of the first Piola-Kirchhoff stress, the balance of angular momentum reads P [aAF c]A = 0, where
2P [aAF c]A = P
aAF cA − P cAF aA. Assuming that there is no initial stress, the linearized balance of
angular momentum reads δP [aAF c]A = 0, or A[aAbBF̊ c]A = 0. Assuming that the balance of angular
momentum in the virtual body is satisfied, i.e., Ã[ãÃb̃B̃ ˚̃F c̃]Ã = 0, the balance of angular momentum in









ãÃb̃B̃ = 0 . (7.182)
Note that (7.182) is not necessarily satisfied.
Transformed second elasticity tensor. Using (7.60) and the relation S = ˚̃F−1sF̊, it is straightfor-
























We assume that the virtual structure is isotropic, and hence, C̃ÃB̃C̃D̃ = λG̃ÃB̃G̃C̃D̃ + µ(G̃ÃC̃G̃B̃D̃ +
G̃ÃD̃G̃C̃B̃) are given. Note that the transformed second elasticity tensor C possesses the major sym-
metries, i.e., CABCD = CCDAB. However, the minor symmetries are not satisfied, in general. This is
in agreement with the previous works in the literature.
Proposition 7.4.8. Classical linear elasticity does not allow for elastodynamic transformation cloak-
ing regardless of the shape of the hole and the cloak. In other words, elastodynamic transformation
cloaking is not possible if the cloak is required to be made of a classical linear elastic solid.










ABCD. This is identical to Norris and Parnell [201]’s Eq.(2.6). See also Al-Attar and Crawford
[179]’s Eq.(129).
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ãÃb̃B̃ , ∀ a, b, c, B ∈ {1, 2, 3}.
(7.186)
Without loss of generality, we may represent (7.186) in Cartesian coordinates in which the shifter is













= 0 , ∀ a, b, c, B ∈ {1, 2, 3}. (7.187)
Knowing that in Cartesian coordinates ÃãÃb̃B̃ = λδãÃδb̃B̃ + µ(δãb̃δÃB̃ + δãB̃δb̃Ã), for an arbitrary
cloaking transformation with components Fij = (
Ξ
F−1)ij, i, j ∈ {1, 2, 3}, (7.187) is simplified for
i 6= j 6= k ∈ {1, 2, 3} to read
(λ+ µ)Fii(Fij − Fji)− µ(FijFjj + FikFjk + FiiFji) = 0 , (7.188)
µ(FijFik − FiiFkj) + λFij(Fik − Fki) = 0 , (7.189)
µ(F2ii + F
2
ik) + (λ+ 2µ)F
2
ij − µFiiFjj − λFijFji = 0 . (7.190)
(7.188) can be rewritten as (i↔ j)
(λ+ µ)Fjj(Fji − Fij)− µ(FjiFii + FjkFik + FjjFij) = 0 . (7.191)
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Using (7.188) and (7.191), one obtains
(λ+ µ)(Fii + Fjj)(Fij − Fji) = 0. (7.192)
Note that λ+ µ = 1
3
(3λ+ 2µ) + 1
3
µ > 0. Thus, either Fij = Fji, or Fii = −Fjj . Note that Fii = −Fjj
immediately implies that Fii = 0, and from (7.188), Fjk = 0, resulting in
Ξ
F−1 = 0, which is not
possible as the tangent map of a cloaking transformation cannot be singular. Thus, Fij = Fji, which
simplifies (7.188)-(7.190) to read
FiiFij(Fjj + Fii) + FikFiiFkj = 0 , (7.193)





ij − FiiFjj = 0 . (7.195)
Now, substituting (7.194) into (7.193), one obtains
Fij(F
2
ii + FiiFjj + F
2
ik) = 0. (7.196)
Using this relation and (7.195), one obtains Fij(F2ij − FiiFjj) = 0, which implies that either Fij = 0,
or F2ij = FiiFjj . However, F
2
ij = FiiFjj is not acceptable because from (7.195) one concludes that
Ξ
F−1 = 0. Therefore, Fij = 0, for i 6= j ∈ {1, 2, 3}. Using (7.195) one concludes that Fii = Fjj ,
i.e.,
Ξ
F = βI, where I denotes the identity and β is a scalar. As the cloaking transformation Ξ must
be the identity on the outer boundary of the cloak ∂oC one concludes that β = 1, and thus, Ξ = id.
Therefore, transformation cloaking is not possible in classical linear elasticity.
Remark 7.4.9. We observe that the balance of angular momentum is the obstruction to cloaking, and
not the acceleration term. This implies that transformation cloaking is not possible in classical linear
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elasticity at fixed frequency or classical linear elastostatics either.
Remark 7.4.10. Note that when µ = 0 (a pentamode material [225]) transformation cloaking may
be possible. When µ = 0, the only constraint imposed by the balance of angular momentum for the
physical body (cf. (7.188), (7.189), and (7.190)) is that
Ξ
F be symmetric. One should note that
Ξ
F is a
two-point tensor. However, as the reference configuration of both the virtual and the physical bodies
are embedded in the Euclidean space, symmetry of
Ξ
F makes sense. For an arbitrary hole surrounded
by a cloak (with an arbitrary shape), if the derivative of a cloaking map is symmetric, the elastic
constants of the cloak are fully symmetric. This happens to be the case for cylindrical and spherical
cloaks. As we will see in §5.3, for the virtual and physical boundary-value problems to be equivalent
outside the cloak,
Ξ
F must be the identity map on the outer boundary of the cloak, i.e.,
Ξ
F|∂oC = id.
Next we critically examine a cloaking geometry that has been suggested in several previous works
in the literature. Consider an infinitely-long hollow solid cylinder that in its stress-free reference
configuration has inner and outer radii Ri and Ro, respectively. Let us transform the reference con-
figuration to the reference configuration of another body (virtual body) that is a hollow cylinder with
inner and outer radii ε and Ro, respectively, using a cloaking map Ξ(R,Θ, Z) = (f(R),Θ, Z) such








Let us consider an infinitely extended isotropic homogeneous elastic medium with shear modulus µ,
Lamé constant λ, and mass density ρ0 containing an infinitely-long cylindrical cavity H with radius
Ri in its stress-free reference configuration. Let (R,Θ, Z) be the cylindrical coordinates such that
R = 0 corresponds to the centerline of the hole. The cloaking device C is an infinitely-long hollow
solid cylinder with inner radius Ri (radius of the hole) and outer radius Ro, where Ro < Rs (Rs
is the distance of a line source from the origin) surrounding the hole. The elastic properties of the
























Figure 7.5: Cloaking an object inside a hole H from elastic waves generated by a line source located at a distance Rs
from the center of the hole. The system (a) is an isotropic and homogeneous medium containing a finite hole H. The
system (c) is isotropic and homogeneous with the same elastic properties as the medium in the reference configuration
(b) outside the cloaking region C. The configuration (b) is mapped to the new reference configuration (c) such that the
hole H is mapped to an infinitesimal hole with negligible effects on the elastic waves. The cloaking transformation is the
identity mapping in B \ C.
B is mapped to that of the virtual body B̃ via a mapping Ξ : B → B̃, where for Ri ≤ R ≤ Ro,
it is defined as, (R̃, Θ̃, Z̃) = Ξ(R,Θ, Z) = (f(R),Θ, Z) such that f(Ri) = ε and f(Ro) = Ro,
and for R ≥ Ro it is the identity map. We assume that the transformed reference configuration
is also isotropic and homogeneous with the same elastic properties as the medium in the physical
reference configuration. Let the reference configurations of B and B̃ be endowed with the flat metric
in the cylindrical coordinates, i.e., G = diag(1, R2, 1) and G̃ = diag(1, R̃2, 1) in the cylindrical
coordinates (R,Θ, Z) and (R̃, Θ̃, Z̃), respectively. Also, let the ambient space be endowed with the
Euclidean metric g = diag(1, r2, 1) in the coordinates (r, θ, z). Therefore, the elasticity tensor for the
material in the virtual body is written as
C̃ÃB̃C̃D̃ = λG̃ÃB̃G̃C̃D̃ + µ(G̃ÃC̃G̃B̃D̃ + G̃ÃD̃G̃C̃B̃) . (7.198)
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λ 0 0 0
λ/R̃2 (λ+ 2µ)/R̃4 λ/R̃2 0 0 0
λ λ/R̃2 λ+ 2µ 0 0 0
0 0 0 µ/R̃2 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ/R̃2

. (7.199)
As Ξ is the identity mapping for R ≥ Ro, we note that C = C̃ in B \ C, for which R ≥ Ro. For










ÃB̃C̃D̃ ◦ Ξ , (7.200)
where
Ξ


















Therefore, in the cloaking device (Ri ≤ R ≤ Ro), the elasticity tensor has the following non-zero
26Note that in the Voigt notation one has the following bijection between indices {11, 22, 33, 23, 13, 12} →
















, ĈΘRRΘ = ĈRΘΘR = µ ,
ĈRRZZ = ĈZZRR =
λf(R)
R




















, ĈΘZZΘ = ĈZΘΘZ = µf ′(R) .
(7.203)
Remark 7.4.11. The balance of angular momentum reads δSAB = δSBA, where δSAB = CABCDeCD,
and eCD = (ϕ̊∗ε)CD. From (7.203), it is seen that the balance of angular momentum is satisfied if
and only if eRΘ = eΘZ = eRZ = 0. In other words, for the class of infinitesimal deformations with
diagonal linearized strains cloaking is possible. This is the linear analogue of what was discussed for
nonlinear elastostatic cloaking in Section 7.4.2.
Remark 7.4.12. When µ = 0 (energy density is not positive-definite anymore), the elastic constants







, ĈRRΘΘ = ĈΘΘRR = λ,
ĈRΘRΘ = ĈΘRΘR = ĈΘRRΘ = ĈRΘΘR = 0 ,
ĈRRZZ = ĈZZRR =
λf(R)
R




ĈRZRZ = ĈZRZR = ĈZRRZ = ĈRZZR = 0 ,
ĈZΘZΘ = ĈΘZΘZ = ĈΘZZΘ = ĈZΘΘZ = 0 .
(7.204)
It is seen that in this special case the elastic constants of the cloak are fully symmetric. One should
note that this can be seen as equivalent to acoustics [159].
27Note that the physical components of the elasticity tensor ĈABCD are related to the components of the elasticity









ABCD (no summation) [67].
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Note that ρ = JΞ ρ̃ ◦ Ξ, and therefore, the mass density in B \ C is homogeneous and is equal to




ρ0 , Ri ≤ R ≤ Ro . (7.205)
In the case of anti-plane waves, the only non-trivial equilibrium equation is the one in the z-





















where am is the amplitude of a time-harmonic line source with frequency ω located at (Rs,Θs) such







only non-zero stress components in the cloak read
δSRZ = CZRRZW |R , δS
ZR = CRZRZW |R , δS
ΘZ = CZΘΘZW |Θ , δS
ZΘ = CΘZΘZW |Θ .
(7.207)
As ĈZRRZ 6= ĈRZRZ and ĈZΘΘZ 6= ĈΘZΘZ (cf. (7.203)), the balance of angular momentum is
not satisfied in the simple case of anti-plane waves. One should note that the imbalance of angular





will be unbounded at the
inner boundary of the cloak (R = Ri) in the limit of f(Ri) = ε → 0. Thus, the loss of the minor






























































These are identical to Parnell [199]’s Eq.(2.5). In the next section we will show that even in the
presence of pre-stress elastodynamic cloaking is not possible for anti-plane deformations. However,
pre-stress will allow for elastodynamic cloaking for in-plane deformations.
[194] and many other researchers have used a linear function for f(R), which has been borrowed
from the similar calculations in electromagnetism. However, a linear f(R) is not acceptable for














which is identical to [194]’s mass density. Our elastic constants in the cloak read
ĈRRRR = (λ+ 2µ)
R−Ri
R
, ĈΘΘΘΘ = (λ+ 2µ)
R
R−Ri
, ĈRRΘΘ = ĈΘΘRR = λ,








which are identical to [194]’s. [194] and many other authors (e.g., Norris and Shuvalov [196]) have
claimed that the lack of minor symmetry in the elastic constants of the cloak implies that a cloak
is made of a Cosserat solid. This claim is, unfortunately, incorrect. We will show in §7.5.2 that
transformation cloaking is not possible in (generalized) Cosserat solids.
29This map does not satisfy the required traction continuity condition, i.e., f ′(Ro) = 1, but nevertheless has been
extensively used in the literature (see §7.5.2).
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7.4.4 Small-on-Large Transformation Cloaking
In this section we formulate transformation cloaking in the small-on-large theory of Green et al. [195]
and explore the possibility of transformation cloaking when a cloak can be pre-stressed.
Linearized balance of angular momentum with respect to a stressed initial configuration. Note
that the form of the linearized balance of linear momentum (7.172) in the case of a flat ambient space is
independent of the initial stress P̊, i.e., the balance of linear momentum when the initial configuration
is pre-stressed is still (7.172). Next, we explore the possibility of transformation cloaking in linearized
elasticity with respect to a pre-stressed configuration. Let us assume that the initial configuration of
the virtual body is its undeformed stress-free reference configuration, while the initial configuration of
the physical body is stressed within the cloak with the initial second Piola-Kirchhoff stress S̊. Let us
denote the cloak in the reference configuration by C̊ and in the stressed initial configuration by C. We
assume that the stressed initial configuration is the result of a deformation ϕ̊ : B → S from the stress-
free configuration (B,G). We consider linearized elasticity with respect to the two configurations
(B,G) and (B̃, G̃). Assuming that the physical body has an energy function W with respect to its
stress-free configuration the pre-stress P̊ is expressed as






We still assume that the two corresponding variation fields are related through shifters. The balance
of angular momentum SAB = SBA when linearized about any (stress-free or stressed) initial config-






= I (note that ∂oC = ∂oC̊).
Transformed second elasticity tensor. As the form of the balance of linear momentum is not
affected by pre-stress, the transformation relation for the first elasticity tensor is still (7.180), i.e.,
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aAbB. From (7.60) we have the following two relations




ÃãÃb̃B̃ = C̃ÃM̃B̃Ñ ˚̃F ãM̃
˚̃F b̃Ñ .
(7.213)
When the reference configuration of the physical body is pre-stressed the cloaking map is not Ξ : B →
































It is observed that under a cloaking map the major symmetries are preserved. Pushing forward the


















ÃãÃb̃B̃ − (ϕ̊∗S̊)acgbd . (7.215)






















ãÃb̃B̃ − σ̊acgbd . (7.216)




















Note that σ̊ac = σ̊ca is not specified a priori.
From (7.180), the referential mass densities of the physical and virtual bodies are related as ρ0 =
JΞρ̃0 ◦ Ξ. Conservation of mass for the virtual and physical bodies imply that ρ0 = ρJ̊ and ρ̃0 = ρ̃.
Therefore, the spatial mass density of the cloak is given by ρ = Jξρ̃.
Proposition 7.4.13. In the small-on-large theory, i.e., linearized elasticity with respect to a pre-
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stressed configuration, elastodynamic transformation cloaking is not possible regardless of the shape
of the hole and the cloak.
Proof. Let us assume that the physical body is pre-stressed with the initial Cauchy stress σ̊ and the
initial body force b̊. The balance of linear and angular momenta for the physical body in its initial
configuration read
σ̊ab|b + ρ̊b
a = 0 , and σ̊[ab] = 0 . (7.218)
Note that σ̊ and b̊ are supported on the interior of the cloaking region, i.e., on C \ {∂H∪ ∂oC}. With-
out loss of generality, we may work in Cartesian coordinates, where the shifter and the metrics have
trivial representations. In Cartesian coordinates, the first elasticity tensor for the virtual body is given
by ÃãÃb̃B̃ =
[
λδÃãδB̃b̃ + µ(δÃB̃δãb̃ + δÃb̃δB̃ã)
]
. With an abuse of notation let (
ξ
F−1)ij = Fij, i, j ∈
{1, 2, 3}, and thus, Jξ = [εlmnεijkFilFjmFkn]−1. Expanding (7.217), one obtains the following rela-
tions for i 6= j 6= k ∈ {1, 2, 3}
σ̊ii = Jξ
[
























σ̊ij = Jξ [Fii (Fji − Fij)λ+ (FijFjj + 2FiiFji + FikFjk − FiiFij)µ] , (7.221)
σ̊ij = Jξ [Fjj (Fij − Fji)λ+ (FiiFji + 2FjjFij + FikFjk − FjjFji)µ] , (7.222)
Fii (Fkj − Fjk)λ+ (FijFki − FikFji)µ = 0 , (7.223)
Fik (Fji − Fij)λ+ (FiiFjk − FijFik)µ = 0 . (7.224)
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Using (7.221) and (7.222), one has
Jξ (λ+ µ) (Fij − Fji) (Fii + Fjj) = 0 . (7.225)
Noting that λ + µ = 1
3
(3λ + 2µ) + 1
3
µ > 0, either Fij = Fji, or Fii = −Fjj . If Fii = −Fjj , then it
follows that Fii = 0, and from (7.223), FijFki = FikFji. Using this relation and (7.224), one obtains
FijFkiλ = FijFik (λ+ µ). This relation holds if Fij = 0. If Fij 6= 0, then Fkiλ = Fik (λ+ µ). This
can be rewritten as Fikλ = Fki (λ+ µ), which implies that Fik = 0. Therefore,
ξ
F−1 = 0, which is not
possible. Thus, Fij = Fji, and hence, using (7.224), FiiFjk = FijFik. Therefore, either Fjk = 0, or
Fii = FijFik/Fjk. If Fjk = 0, then either Fij = 0 or Fik = 0. Without loss of generality, let us assume
that Fij = 0 for some i 6= j and Fik 6= 0 (Fjk = Fij = 0, Fik 6= 0). As Fik 6= 0, from FjjFik = FjiFjk,
we note that Fjj = 0. Therefore,
ξ
F−1 has a zero column vector, i.e., it is singular, which is not
possible. Our conclusion is that either all the off-diagonal terms of
ξ
F−1 are zero or they are all non-
zero. If Fij = Fjk = Fik = 0, then
ξ
F = βI (cf.30 (7.226)) for some nonzero scalar β, which
means that cloaking is not possible. If the off-diagonal terms are non-zero, then Fii = FijFik/Fjk,
Fjj = FjiFjk/Fik, and Fkk = FkjFki/Fji. Substituting these relations into J−1ξ = εlmnεijkFilFjmFkn,
it is straightforward to see that J−1ξ = 0, i.e., the inverse cloaking map is singular, which is not
possible.
If one uses linearized elasticity with respect to a pre-stressed configuration the best one can do
is to perform cloaking for a restricted class of deformations. In the following, we will find such an
example in the case of a cylindrical cloak.
An example of a pre-stressed linear elastic cloak. Let us consider the cylindrical cloak example
in the presence of the initial stress σ̊. The cloaking map ξ transforms a pre-stressed cylindrical
annulus in the physical body with inner and outer radii ri and ro, respectively, to a cylindrical annulus
30Knowing that Fij = Fji, from (7.219) and (7.220), one obtains
0 = F2ij − F2ik = Fii (Fjj − Fkk) . (7.226)
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in the virtual body with inner and outer radii ε and ro, respectively. In cylindrical coordinates let



















where g = diag(1, r2, 1) and g̃ = diag(1, r̃2, 1) are, respectively, the Euclidean metrics of the physi-
cal and virtual bodies in their current configurations. Note that s = diag(1, r/f(r), 1) and
ÃãÃb̃B̃ =
[
λg̃ÃM̃ g̃B̃Ñ + µ
(
g̃ÃB̃ g̃M̃Ñ + g̃ÃÑ g̃B̃M̃
)]
˚̃F ãM̃
˚̃F b̃Ñ , (7.229)
where ˚̃F ãÃ = δ
ã
Ã. Noting that ρ = Jξρ̃, the mass density of the cloaking device in its current




ρ̃ , ri ≤ r ≤ ro . (7.230)
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Using (7.216), the non-zero physical components of the elasticity tensor of the cloaking device in the




− ˚̂σrr , ĉθθθθ = (λ+ 2µ)rf
′(r)
f(r)




− ˚̂σrr, ĉθrθr = µrf
′(r)
f(r)
− ˚̂σθθ, ĉθrrθ = ĉrθθr = µ ,
ĉrrzz = ĉzzrr =
λf(r)
r







− ˚̂σrr , ĉzrzr = µf(r)f
′(r)
r






− ˚̂σzz , ĉθzθz = µrf
′(r)
f(r)
− ˚̂σθθ , ĉθzzθ = ĉzθθz = µf ′(r) ,
ĉrrθr = ĉθrrr = −˚̂σrθ , ĉrrzr = ĉzrrr = −˚̂σrz , ĉrθθθ = ĉθθrθ = −˚̂σrθ ,
ĉrθzθ = ĉzθrθ = −˚̂σrz , ĉrzθz = ĉθzrz = −˚̂σrθ , ĉrzzz = ĉzzrz = −˚̂σrz ,
ĉθrzr = ĉzrθr = −˚̂σθz , ĉθθzθ = ĉzθθθ = −˚̂σθz , ĉθzzz = ĉzzθz = −˚̂σθz .
(7.231)
Let us examine the possibility of designing a cylindrical cloak using pre-stress for the special cases of
in-plane and anti-plane deformations.
(i) Anti-plane deformations: In this case, the only non-zero components of the strain tensor are
εrz and εθz. Therefore, from (7.231), the balance of angular momentum, i.e., c[ab]rz = c[ab]zr =
c[ab]θz = c[ab]zθ = 0, implies that












[f ′(r)− 1] , ˚̂σrθ = 0 , for a = r, b = z ,












, ˚̂σrθ = 0 , for a = θ, b = z .
(7.232)
Thus, from the two expressions for ˚̂σzz it follows that rf ′(r) = f(r). Knowing that f(ro) = ro,
one obtains f(r) = r, which implies that cloaking is not possible for anti-plane deformations.
227
(ii) In-plane deformations: For the in-plane case, the non-zero components of the linearized strain
are εrr, εθθ, and εrθ. The balance of angular momentum c[ab]rr = c[ab]θθ = c[ab]rθ = c[ab]θr = 0,
gives












, for a = r, b = θ ,
˚̂σrz = ˚̂σθz = 0 , for a = r, b = z ,
˚̂σrz = ˚̂σθz = 0 , for a = θ, b = z .
(7.233)
The traction vector in the physical and virtual bodies are given by
T a = P̊ aANA + δP
aANA , and T̃
ã = δP̃ ãÃÑÃ , (7.234)
where δP and δP̃ are, respectively, the linearized first Piola-Kirchhoff stress tensors for the




ãÃ, and P̊ is the initial
first Piola-Kirchhoff stress in the physical body. On the outer boundary of the cloak ∂oC, the
traction vector in the two problems must be identical. Therefore, the initial traction in the






where n is the normal to the outer boundary of the cloak in its current configuration. Thus,
˚̂σrr(ro) = ˚̂σ





= I). To ensure that the hole
surface is traction-free in the physical body, the initial traction needs to vanish on ∂H as well,
i.e., t̊|∂H = 0.31 Hence, it follows that ˚̂σrr(ri) = ˚̂σrθ(ri) = 0, amounting to f ′(ri) = ε/ri.
Moreover, the linearized tractions must also be identical on the outer boundary of the cloak
in the two systems, i.e., one must have,
Ξ








F|∂oC F̊|∂oC = I already holds. Equilibrium equations in the initial configuration
σ̊ab|b+ ρ̊b
a = 0, has only one non-trivial component, which in terms of the physical components
31The inner boundary of the virtual and physical holes must be traction-free. This condition for the virtual hole reads
δt̃ = δP̃ ãÃÑÃ|∂H̃ = 0. However, note that s δt dA = δt̃ dÃ = 0, i.e., the linearized traction in the physical body
vanishes, and thus, in order for the hole to be traction-free in the physical body, the initial traction must vanish, i.e.,
P̊ aANA|∂H = 0.
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Note that the simplest polynomial that satisfies the boundary conditions f(ro) = ro, f(ri) = ε,
f ′(ri) = ε/ri, and f ′(ro) = 1 is
f(r) =
(ri + ro)(ri − ε)
ri(ri − ro)3
r3 − 2 (r
2
i + riro + r
2






i + riro + 4r
2









7.5 Elastodynamic Transformation Cloaking in Solids with Microstructure
Having established that classical linear elasticity is not flexible enough to allow for transformation
cloaking a possible solution would be to see if transformation cloaking may be achieved in solids
with microstructure. In such continua the Cauchy stress does not need to be symmetric. This is the
reason that in the literature of elastodynamic transformation cloaking it has been suggested that a
cloak should be made of a Cosserat solid. The first systematic formulation of generalized continua
goes back to the seminal work of Cosserat brothers [226], which remained unnoticed until the interest
in continua with microstructure was revived in the 1950s, 1960s, and 1970s [227, 228, 229, 230, 231,
232] and now there is a vast literature on generalized continua.
In formulating the cloaking problem, we assume that both the virtual and physical bodies are
made of solids with microstructure. We can follow two paths: i) Assume that energy depends on
∇F with components F aA|B, i.e., gradient elasticity. This seems to be more natural for our purposes
because first there is no ambiguity in the physical meaning of microstructure, and second there are
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well-established connections between strain gradient elasticity and atomistic calculations (see [233]
and references therein). ii) In addition to the deformation mapping ϕ assume a set of director fields
that have their own independent kinematics, i.e., (generalized) Cosserat elasticity. Energy depends
on these extra fields as well. One should note that there are many different choices for describing
microstcuture. This has been discussed in some detail in the monograph [234]. See also [208].
We discuss elastodynamic transformation cloaking in both gradient and generalized Cosserat solids.
The goal of this section is to show that adding microstructure does not remedy the obstruction to
elastodynamic transformation cloaking.
7.5.1 Elastodynamic Transformation Cloaking in Gradient Elastic Solids
In gradient elasticity (or strain-gradient elasticity) energy function depends on the (covariant) deriva-
tive of the deformation gradient as well, i.e., [229]
W = W (X,F,∇F,G,g ◦ ϕ) . (7.238)
Note that (bulk) compatibility equations are written as F aA|B = F aB|A [235]. Objectivity of an
energy function means invariance under (rigid-body) rotations in the ambient space. One can think of
F as a vector-valued 1-form [207]. The 1-form part would not be affected by changes of coordinates
in the ambient space. Now the question is how should W depend on F in order to be isotropic?
Suppose f = f(u), where u is a vector. We know that for f to be isotropic it should have the
form f = f̂(u · u), where u · u = uaubgab [49]. This new variable in the case of deformation
gradient is F aAF bAgab = CAB. In gradient elasticity one has an extra independent variable. Let us
first consider a scalar function of two vectors f = f(u,v). For f to be isotropic, one must have
f = f̂(u · u,u · v,v · v). In the case of energy function these three variables are
F aAF
b








C|Dgab =: EABCD . (7.239)
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Note the symmetries of the new measures of strain: DABC = DACB, EABCD = ECDAB = EBACD =
EABDC = EBADC . The strain measure E is, however, functionally dependent on C[ and D as noticed
by Toupin [229]. More specifically, given D, one can write F bB|C = gab(F−1)AaDABC . Hence,
EABCD = C







B|Cgab = DBAC + DABC . Thus, DABC = 12
(
CAB|C + CAC|B − CBC|A
)
.
Therefore, one can assume that energy density depends on C[ and∇GC[, i.e.,W = Ŵ (X,CAB, CAB|C , GAB),
which is exactly the way Toupin expressed the energy density.
Balance of linear momentum. We next derive the governing equations of gradient elasticity using
Hamilton’s principle of least action. Assuming the Lagrangian density L = W − T , where T =
1
2






(W − T )dV dt , (7.240)
where t1 < t2 are arbitrary time instances, and dV is the Riemannian volume element of (B,G).






(δW − δT )dV dt =
∫
∂tB
T aδϕbgabdA , (7.241)
where T a is traction, and ∂tB ⊂ ∂B is part of the boundary on which tractions are specified. The only


















δF aA|B , (7.242)
where we used the fact that∇g = 0. The covariant derivative of the deformation gradient is linearized
as follows.






















where use was made of the fact that∇ is a flat connection, and hence, order of covariant differentiation











































where N is the unit normal vector to ∂B, and NA are components of the corresponding 1-form N[.
















































In deriving the above relation we used the topological fact that boundary of a boundary is empty, i.e.,









































The first term in (7.247) implies that the first Piola-Kirchhoff stress in gradient elasticity has the
following representation













Following Toupin [229] we define a hyper-stress HaAB = HaBA = ∂W∂FaA|B . The integrand of the third





where BAB = BBA = −NA|B is the second fundamental form of the surface ∂B embedded in the
Euclidean space (we assume that the undeformed body is embedded in a Euclidean ambient space).
Therefore, traction in gradient elasticity is written as
T a = P aANA −HaAB |BNA +HaABBAB. (7.250)
Similar to classical nonlinear elasticity, δT = ρ0〈〈V, Dgt δϕ〉〉g = ddtρ0〈〈V, δϕ〉〉g − ρ0〈〈A, δϕ〉〉g.











ρ0〈〈A, δϕ〉〉gdV dt. (7.251)
Therefore, the balance of linear momentum (the Euler-Lagrange equations) reads P aA|A = ρ0Aa
(inclusion of body forces would be straightforward using the Lagrange-D’Alembert principle) and
traction vector is given in (7.250).
The Cauchy stress σab = J−1F aAP bA in gradient elasticity has the following representation (note











where hbac = J−1F aAF cBHbAB.
Remark 7.5.1. When a gradient elastic solid is in a stress-free state the traction vector at every point
on any surface vanishes. From (7.250) this implies that P aA−HaAB |B = 0, andHaAB = 0. Therefore,
in a stress-free state both the (total) first Piola-Kirchhoff stress and hyper-stress vanish.
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Balance of angular momentum. In the setting of Lagrangian mechanics of continua the balance
of angular momentum is derived using Noether’s theorem. Consider a flow ψs : S → S on the
(Euclidean) ambient space. According to Noether’s theorem any symmetry of the Lagrangian density
corresponds to a conserved quantity. In particular, invariance of a Lagrangian density under rotations
of the ambient space corresponds to the balance of angular momentum. For the balance of angular
momentum in a Euclidean ambient space ψs(x) = x + sΩx, where Ω is an anti-symmetric matrix.
As the kinetic energy density is invariant under rotations one only needs to require invariance of the
energy function under flows of rotations of the ambient space, i.e.,
W (X,F,∇F,G,g) = W (X,ψs∗F, ψs∗∇F,G, ψs∗g). (7.253)










Ωab = 0 . (7.254)













+HaABF bA|B . (7.255)
In terms of the first Piola-Kirchhoff stress the balance of angular momentum reads




|B = 0 . (7.256)
In terms of the Cauchy stress, σ[ab] +mbac|c = 0, where mbac = h[ba]c is Toupin’s couple-stress.






Linearized balance of linear momentum. Linearizing the balance of linear momentum about a







δF bB|C = A
aA
b
B U b|B + B
aA
b











Following DiVincenzo [236] we call A and B dynamic elastic constants. Notice that BaAbBC =
BaAbCB. Noting that P aA = gam ∂W
∂FmA
−HaAM |M , one can write
δP aA = gam
∂2W
∂FmA∂F nN










































Therefore, the static elastic constants satisfy the following symmetries: AaAbB = AbBaA, BaAbBC =
BaAbCB, and CaABbCD = CaBAbCD = CaBAbDC = CbDCaBA (note that C has 21 and 171 indepen-
dent components in 2D and 3D, respectively). Thus, δHaAM = BbBaAMU b|B + CbBCaAMU b|B|C , and
hence




B = AaAbB − BbBaAM |M ,
BaAb
BC = BaAbBC − BbBaAC − CaAMbBC |M .
(7.263)
Or equivalently
AaAbB = AaAbB − BbBaAM |M ,
BaAbBC = BaAbBC − BbBaAC − CaAMbBC |M .
(7.264)
In deriving the second relation we ignored the term U b|B|C|M in δHaAM |M as we are assuming a
second-gradient elasticity in which displacement derivatives of orders three or higher are neglected.
Note that in [236] homogeneous solids were considered. Here, for cloaking purposes, one needs to
consider inhomogeneous solids and that is why derivatives of the static elastic constants appear in
(7.264).
Note that (7.264)2 requires that BbBaAC = BbCaAB = BbAaBC , reducing the number of independent
components of B to 16 and 90 in 2D and 3D, respectively. After some manipulations and using the
major symmetries of C, one also finds that









Similarly, from (7.264)1 and knowing that A has the major symmetries one obtains









Linearized balance of angular momentum. The balance of angular momentum is equivalent to
Πab = Πba, or Π[ab] = 0. Suppose the reference motion is an isometric embedding of an initially
stress-free body into the Euclidean space, i.e., F̊ aA = δaA, which implies that F̊
a
A|B = 0. Assuming
that P̊ aA = 0, one concludes that





=: P̊ aAcl. . (7.267)
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Therefore
δΠab = P̊ aAcl. U
b
|A + H̊
aABU b|A|B + AaAmM F̊ bAUm|M + BaAmMN F̊ bAUm|M |N
=
(








Knowing that δΠ[ab] = 0, and that the first and the second covariant derivatives of the displacement
field are independent, one concludes that
A[aMmAF̊ b]M + H̊ [aAB |Bδb]m = 0,
B[aMmABF̊ b]M + H̊ [aABδb]m = 0.
(7.269)
Note that the issue with the acceleration term that was discussed in classical nonlinear elasticity
in §8.4.1 persists even in nonlinear gradient elasticity, and hence, we do not discuss transformation
cloaking in nonlinear gradient elastodynamics.
Transformation cloaking in linearized gradient elastodynamics. We start from a virtual body
that is made of a homogeneous, isotropic, and centro-symmetric gradient elastic solid. We then
consider a cloaking transformation and try to find the elastic constants of the physical body induced
from the cloaking transformation such that the balance of linear and angular momenta are respected in
both the virtual and physical bodies. Let us start from the balance of linear momentum in the physical
body, i.e., Div P + ρ0B = ρ0A. Its linearization reads δ (Div P) + ρ0δB = ρ0A, where
δ (Div P) = Div δP = Div (A : ∇U + B : ∇∇U) =
(
AaAb
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To see this note that
(
AaAb







































































where the following relations were used.






















We assume that the reference motion for both the physical and virtual bodies are isometric embed-
dings in the Euclidean ambient space, i.e., F̊ aA = δaA and
˚̃F ãÃ = δ
ã
Ã
. This implies that F̊ aA|B = 0,
and ˚̃F ãÃ|B̃ = 0. It is also assumed that there is no initial stress in either configuration, i.e., P̊
a
A = 0,
H̊aAB = 0, and ˚̃P ãÃ = 0,
˚̃H ãÃB̃ = 0. Therefore, from (7.269) the balance of angular momentum in
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the physical and virtual bodies read (minor symmetries of A, B, Ã, and B̃)
A[aMmAF̊ b]M = 0, B[aMmABF̊ b]M = 0, (7.276)
Ã[ãM̃ m̃Ã ˚̃F b̃]M̃ = 0, B̃
[ãM̃
m̃
ÃB̃ ˚̃F b̃]M̃ = 0. (7.277)






B̃C̃ − B̃b̃B̃ãÃC̃ . (7.278)
Therefore, from (7.277)1 one obtains
Ã[ãM̃ m̃
Ã ˚̃F b̃]M̃ = 0. (7.279)
The virtual body is assumed to be isotropic and non-chiral (centro-symmetric).33 Knowing that an
odd-order tensor cannot be isotropic and centro-symmetric [231, 237] one concludes that B̃ãÃb̃B̃C̃ = 0,
and hence B̃ãÃb̃
B̃C̃ = 0. In particular, (7.277)2 is trivially satisfied. From (7.273)2 one obtains
BaAb
BC = 0, and hence from (7.264)2





















F−1)BB̃ ÃãÃb̃B̃. Thus, using (7.266), one obtains B[aBb]AM |M =
0, i.e.,
BaBbAM |M = BbBaAM |M . (7.281)
33Note that only the virtual body is assumed to be centro-symmetric. There is no such constraint on the physical body;
it can be both non-centro-symmetric and anisotropic.
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From (7.280)1 and (7.276)2, one obtains
C[aAMbBC |M F̊ c]A = −BbB[aACF̊ c]A . (7.282)




|M = 0 . (7.283)
Remark 7.5.2. From (7.280)1 and (7.276)2, one can write
B[aAbBC |CF̊ c]A − BbB[aAC |CF̊ c]A = −BbB[aAC |CF̊ c]A = C[aAMbBC |M |CF̊ c]A. (7.284)
Therefore
BbB[aAC |CF̊ c]A = −C[aAMbBC |M |CF̊ c]A. (7.285)
Note that from (7.264)1 and (7.280)1 we have















From the above relation and (7.276) one obtains















Note that in classical linearized elasticity the right-hand side had to vanish, e.g., Eq. (7.182), which
was an obstruction to transformation cloaking.
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From (7.288) and (7.285), the system of first-order PDEs for B read






ãÃb̃B̃F̊ c]A . (7.289)
In summary, one is given the homogeneous static elastic constants of the virtual body. Because
of isotropy and centro-symmetry only Ã and C̃ are nonzero. These are both (covariantly) constant
tensors. The balance of angular momentum implies that Ã has the classical minor symmetries. So,
it will have the same form as Ã in the classical linear elasticity. There is no relation between C̃
and C, and there are no constraints on C̃ other than being positive-definite. The balance of linear
momentum relates the dynamic elastic constants of the two problems. From B̃ = 0 in the virtual
body one concludes that B = 0 in the physical body. This gives a relation between B and C in the
form of a system of PDEs. The balance of angular momentum in the physical body is written as a set
of constraints in the form of a system of second-order PDEs for C.
The impossibility of transformation cloaking in gradient elasticity. Next we show that transfor-
mation cloaking is not possible in gradient elasticity. We first show this for cylindrical and spherical
cloaks. From (7.276)2 and knowing that F̊ bM = δbM , with an abuse of notation, one writes
BabmAB = BbamAB , (7.290)
i.e., B must be symmetric with respect to the first two indices. This symmetry and (7.289), imply that







































ÃãÃb̃B̃ , ∀ b, B, c, a ∈ {1, 2, 3} .
(7.292)
In particular, it is straightforward to verify that this condition cannot be satisfied for either a cylindrical
























Knowing that in the spherical (or cylindrical) coordinates and for a radial cloak s−1 and
Ξ
F−1 have























But note that Ã (the elastic constants of the virtual body) possesses both the minor and major symme-































F = diag(f ′(R), 1, 1), and s = diag (1, R/f(R), 1)
and s = diag (1, R/f(R), R/f(R)), in the cylindrical and spherical coordinates, respectively, one
must have f(R) = R, i.e., Ξ = id, which is not acceptable for a cloaking map.
One may now ask whether choosing a less symmetric cloaking map may make transformation
cloaking possible. We next show that this is not the case.
Proposition 7.5.3. Assuming that the virtual body is isotropic and centro-symmetric, elastodynamic
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transformation cloaking is not possible for gradient elastic solids in either 2D or 3D for a hole (cavity)
of any shape.
Proof. Without loss of generality, one may write (7.292) in Cartesian coordinates for which the shifter

























, ∀ b, B, c, a ∈ {1, 2}.
(7.296)






Equation (7.296) is expanded to read
λ (F12 − F21)2 + µ
[






= 0 . (7.298)
We know that µ > 0, and 2µ + 3λ > 0 for the energy function to be positive-definite.34 Thus,
multiplying the above identity by 3, one obtains 3λ (F12 − F21)2+3µ[(F11 − F22)2+2(F212+F221)] = 0,
which can be rewritten as
(3λ+ 2µ) (F12 − F21)2 + 3µ (F11 − F22)2 + µ
[
3 (F12 + F21)
2 + (F12 − F21)2
]
= 0 . (7.299)





























Positive-definiteness of energy requires that δW > 0 for any pair (Ua|A, Ua|A|B) 6= (0, 0). In particular, when Ua|A 6= 0,
and Ua|A|B = 0, AaAbBUa|AUb|B > 0, which implies that A must be positive-definite. In the case of isotropic solids this
is equivalent to µ > 0, and 3λ+ 2µ > 0.
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Ξ
F = αI, where I is the identity matrix and α > 0 is a scalar.

























, ∀ b, B, c, a ∈ {1, 2, 3}.
(7.300)
This relation for {b 6= B} and {c 6= a} is nontrivial and gives six linearly independent algebraic








Equation (7.300) is expanded for i 6= j 6= k ∈ {1, 2, 3} and reads








+ F2ik + F
2
jk + (Fii − Fjj)2
]
= 0 , (7.302)
λ (Fij − Fji) (Fik − Fki) + µ [FijFik + FjjFkj + FkkFjk + 2FjiFki − Fii (Fjk + Fkj)] = 0 . (7.303)
After some algebraic manipulations (7.302) is rewritten as
(3λ+ 2µ) (Fij − Fji)2 + µ
[
3 (Fij + Fji)










Note that the coefficient of each term is positive. Thus, Fij = 0 for i 6= j, and F11 = F22 = F33.
These trivially satisfy (7.303). One concludes that
Ξ
F = αI, where I is the identity matrix and α > 0
is a scalar. Knowing that the cloaking map restricted to the outer boundary of the cloak is the identity
map, one concludes that α = 1, and hence, Ξ = id, which is clearly not an acceptable cloaking
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transformation.
7.5.2 Elastodynamic Transformation Cloaking in Generalized Cosserat Solids
We assume that the microstructure in the deformed configuration is described by three (or two in
2D) linearly independent vectors {
a
d(x, t), a = 1, 2, 3}, which are called director fields or directors
[227]. The directors in the reference configuration are denoted by
{
a
D(X), a = 1, 2, 3
}
. These are
not material vectors in the sense that
a
d(x, t) 6= (ϕ∗ aD)(x, t). The kinematics of an oriented body is












D(X)) [229, 238]. An





db(X, t)gab(ϕ(X, t)) =
ab
g(X) , (7.305)
for some symmetric, positive-definite, and time-independent matrix
ab
g, the oriented body is referred
to as a Cosserat solid. The reciprocal of
a














Similarly, the reciprocal of
a













a . The referential





DC , where WACB is called the wryness of the




































































where abν = baν is the micro-mass moment of inertia, and ˙
a
d(X, t) = ∂
∂t a
d(X, t) is the director velocity.
The energy density is written as W = W (X,F,
a
F,G,g).35
Balance of linear momentum. We next derive the governing equations of generalized Cosserat
elasticity using Hamilton’s principle of least action. The variation of the kinetic energy is written as







ρ0〈〈V, δϕ〉〉g + abν 〈〈 ˙ad, δ bd〉〉g
)




d = Dgt ˙ad is the director acceleration. Assuming that δϕ(X, t1) = δϕ(X, t2) = 0, and
δ
b
d(X, t1) = δ
b












ρ0〈〈A, δϕ〉〉g + abν 〈〈¨ad, δ bd〉〉g
)
dV dt. (7.311)
































The partial derivative ∂W∂
a
d is a micro body force that we do not consider in this chapter.
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Therefore, the balance of linear momentum and the balance of micro linear momentum read


























Balance of angular momentum. In order to derive the balance of angular momentum in a Eu-
clidean ambient space consider the flow ψs(x) = x+ sΩx, where Ω is an anti-symmetric matrix. As
the kinetic energy density (8.42) is invariant under rotations one only needs to require invariance of
the energy function under flows of rotations of the ambient space, i.e.,
W (X,F,
a
F,G,g) = W (X,ψs∗F, ψs∗ aF,G, ψs∗g). (7.316)
Note that under a rotation Rab of the Euclidean ambient space the directors are transformed as ad
′a =
Rab ad














Ωab = 0 . (7.317)
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Thus, the balance of angular momentum reads




Fb]A = 0 . (7.319)
Linearized balance of linear momentum. Linearizing the balance of linear momentum and the
balance of micro linear momentum about a pair (ϕ̊,˚
a
d) one obtains












d is the director displacement field. Note that









































Linearized balance of angular momentum. Suppose the reference motion is an isometric em-
bedding of an initially stress-free body into the Euclidean space, i.e., F̊ aA = δaA, P̊
aA = 0, and
a
H̊aA = 0. We will linearize the balance of angular momentum about this motion and about a director
field ˚
a































































It is seen that the wryness of the reference configuration enters the linearized balance of angular
momentum. In other words, in addition to the elastic constants, one needs some information on the
non-uniformity of the director field in the stress-free reference configuration.
Transformation cloaking in generalized Cosserat elastodynamics. It is straightforward to show
that the issue with the acceleration term observed in classical nonlinear elasticity persists even in non-
linear Cosserat elasticity, and hence, we do not discuss transformation cloaking in nonlinear Cosserat
elastodynamics. We start from a virtual body that is made of a homogeneous, isotropic Cosserat
elastic solid. We consider a cloaking transformation and try to calculate the elastic constants of the
physical body induced from the cloaking transformation such that the balance of linear and angular
momenta are respected in both the virtual and physical bodies.
The divergence term (δP aA)|A in the balance of linear momentum in the physical body is written
as (



























Ũ ã = sãaU
a ,
a
Ũã = sãa aU
a,
ÃãÃb̃







F B̃B AaAbB ,
a
B̃ãÃb̃


































The divergence term (δ
a
HaA)|A in the balance of micro linear momentum in the physical body is written
as (
a























































ν. Similar to classical linear elasticity
the mass density is transformed as ρ̃0 = J−1Ξ ρ0. In summary, the linearized balance of linear momen-
tum and micro linear momentum are form-invariant under the following cloaking transformations:
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X̃ = Ξ(X), Ũ = s ◦ ϕ̊ U ◦ Ξ−1,
a









ν ◦ Ξ−1, Ã = (J−1Ξ s−1 ◦ ϕ̊
Ξ




B̃ = (J−1Ξ s
−1 ◦ ϕ̊
Ξ






C̃ = (J−1Ξ s
−1 ◦ ϕ̊
Ξ




F?) ◦ Ξ−1 .
(7.334)
Note that under a cloaking transformation, the stress and hyperstress tensors are transformed as














We assume that in the stress-free reference configuration of the virtual body the director field is
uniform, i.e.,
a
D̃Ã|B̃ = 0, and hence, a
˚̃FãÃ = 0. In other words, in the virtual body the wryness vanishes.
Therefore, the balance of angular momentum (7.325) in the virtual body reads
Ã[ãÃb̃B̃ ˚̃F c̃]Ã = 0,
a
B̃[ãÃb̃B̃ ˚̃F c̃]Ã = 0. (7.336)
Assuming that in the virtual body the balance of angular momentum (7.336) is satisfied, the balance







































DM . Note that (
Ξ
F )ÃA|B = (
Ξ
F )ÃB|A.




|A|B. Knowing that the reference configuration of the physical
body is flat, covariant derivatives commute. Therefore, a necessary condition for a field ˚
a
FaA to be the






When designing a cloak the field ˚
a
FaA is not known a priori. It must satisfy both (7.337) and the
compatibility equations (7.338).
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Remark 7.5.5. In the literature it has been assumed that the virtual body is made of a classical linear
elastic solid while the cloak is suggested to be made of a Cosserat elastic solid (without any discussion
on how to calculate the Cosserat elastic constants). Note, however, that the virtual body cannot be





(7.337) reduces to the classical balance of angular momentum for the physical body (7.182), which
is an obstruction to transformation cloaking. In other words, both the virtual body and the physical
body (even outside the cloak) must be made of Cosserat linear elastic solids in order to achieve
elastodynamic transformation cloaking.
Elastic constants of the virtual body. We assume that the virtual body is made of an elastic, homo-
geneous, and isotropic generalized Cosserat solid. The most general form of a fourth-order isotropic
tensor is given by a1δijδkl + a2δikδjl + a3δilδjk for some scalars a1, a2, and a3. Therefore, the elastic
constants of the virtual body are written as
ÃãÃb̃




































































C̃b̃B̃ãÃ. Knowing that F̊ aA = δaA, one can identify the
spatial and material manifolds with the same metric, and thus, with a slight abuse of notation, the
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elastic constants are simplified to read


















Therefore, one has 15 and 26 independent elastic constants in dimensions two and three, respectively.
Positive-definiteness of the energy density. Knowing that in the initial configuration P̊ aA = 0 and
a


























































Let us introduce the new indices γ = {aA}, Γ = {aaA},36 and define the new variables Xγ = Ua|A








Next let us define a new variable Z =
XY








36More specifically, {11, 12, · · · , 1n, 21, 22, · · · , nn} → {1, 2, · · · , n2} and {111, 112, · · · , 1nn, 211, · · · , nnn} →
{1, 2, · · · , n3}.
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Note that Aγλ = Aλγ , and CΓΛ = CΛΓ, but BγΓ 6= BΓγ , in general. Note that D is symmetric, and
hence, δW > 0, ∀Z 6= 0 if and only if all the eigenvalues of D are positive (D is a square matrix
of size 12 and 36 in dimensions two and three, respectively). For the energy density to be positive-
definite it is necessary that A and C be positive-definite because X and Y are independent. A is
positive-definite if and only if µ > 0 and 3λ + 2µ > 0. Note that
a
U, a = 1, 2, 3 are independent,








c3 > 0, and
aa
c2 − aac3 > 0, (no summation on a). In particular, aac2 > 0. A and C are positive-definite, and hence,
invertible. From Schur’s complement condition [239], positive-definiteness of D is now equivalent to
positive-definiteness of either C −BTA−1B or A −BC−1BT.
Suppose δW > 0 for any (Ua|A, aU
a



























|B, and the relation
sãas
b̃
bg̃ãb̃ = gab, one can easily show that δW̃ = J
−1
Ξ δW > 0. Therefore, the elastic constants of
the physical body are positive-definite if and only if those of the virtual body are positive-definite.
In other words, the cloaking transformations (7.334) preserve the positive-definiteness of the elastic
constants.
Boundary conditions in the physical and virtual problems. Let ∂B = H ∪ ∂oB, where H is the
boundary of the hole and ∂oB is the outer boundary of B. Suppose ∂oB = ∂oBt ∪ ∂oBd such that the
Neumann and Dirichlet boundary conditions are written as








ϕ(X, t) = ϕ̄(X, t)
a






where N is the unit normal vector on ∂oBt and t̄, m̄, ϕ̄, and ¯ad are given. Under the mapping Ξ : B →


















m̄. We know that ÑÃdÃ =
JΞ(
Ξ
F−1)AÃNAdA. Therefore (note that Ñ is a G̃-unit one-form)
G̃ÃB̃ÑÃÑB̃dÃ


































ÃB̃. Therefore, the traction bound-

























m̄ on ∂oB̃t . (7.352)
The hole in the physical body is assumed to be traction free, i.e.,




m = 0, on ∂H . (7.353)
Using (7.351) in the virtual body one has




m̃ = 0 on ∂H̃ . (7.354)
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In other words, the traction-free boundary condition on the surface of the hole H implies that the
surface of the transformed (infinitesimal) hole H̃ in the virtual body is traction-free as well.
On ∂oB̃d = Ξ(∂oBd), one assumes that the virtual and physical problems have the same Dirichlet
boundary condition, i.e.,
ϕ̃(X̃, t) = ϕ̄ ◦ Ξ−1(X̃, t),
a
d̃(X̃, t) = ¯
a
d ◦ Ξ−1(X̃, t) on ∂oB̃d . (7.355)
Moreover, we note that ∂(B \ C) = ∂oB ∪ ∂oC, and similarly, ∂(B̃ \ C̃) = ∂oB̃ ∪ ∂oC̃, where ∂oC
is the outer boundary of the cloak. As Ξ is defined to be the identity map in B \ C, from (7.355),
∂oBd and ∂oB̃d have the same displacement boundary conditions. Notice that TΞ|∂oBt =
Ξ
F|∂oBt = id,
and hence JΞ|∂oBt = 1, which implies that the traction boundary conditions on ∂oBt and ∂oB̃t are
identical. Thus, ∂oB and ∂oB̃ have the same traction and displacement boundary conditions. Note









Let us assume that in addition to Ξ|∂oC = id, the tangent map is the identity map as well, i.e., TΞ|∂oC =
Ξ










st on ∂oC . (7.357)






ABNANB = 1, and hence
t̃ = st on ∂oC̃ . (7.358)
37This condition has been ignored in the existing works on elastodynamic transformation cloaking. In particular, bor-







m on ∂oC̃ , (7.359)
that is, ∂oC and ∂oC̃ have identical traction boundary conditions. Outside the cloak the elastic constants
of the two problems are obviously identical from (7.334). One needs to assume that outside the cloak
the two bodies have identical mechanical properties. In particular, outside the cloak
a
F̊ = 0, i.e., the





holds on the outer boundary of the cloak as well, i.e.,
a




D̃ on ∂oC. Therefore, B \ C
and B̃ \ C̃ are made of the same generalized Cosserat solid (have identical elastic constants and have
the same director fields in their undeformed configurations), and are subject to the same body forces





on B \C, and hence, the current configurations of the two bodies are identical outside the cloak. This,
in turn, renders cloaking possible as the virtual body is isotropic and homogeneous, and contains an
infinitesimal hole, which has a low scattering effect on the incident waves.
The following summarizes the construction of an elastic cloak in a linear elastic generalized
Cosserat solid. Consider a diffeomorphism Ξ : B → B̃ that shrinks a hole in the physical body
B to an infinitesimal hole in the virtual body B̃. The hole is surrounded by a cloak C in the physical
body B. Assume that Ξ|B\C = id and that on the outer boundary of the cloak TΞ = id. Assume
that the displacement vectors in the physical and virtual bodies, mass densities, body forces, and the
elastic constants are related as given in (7.334). Outside the cloak the physical body is homogeneous
and isotropic and has a constitutive equation identical to that of the virtual body. One assumes that the
two problems have identical boundary conditions on the outer boundaries of B and B̃, and the physical
hole and the virtual hole are both traction free. Under the above assumptions the two boundary-value
problems are equivalent. In other words, the governing equations of the physical problem are satisfied
if and only if those of the virtual problem are satisfied. In addition, the two bodies have identical
current configurations outside the cloak C.
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The impossibility of transformation cloaking in generalized Cosserat elasticity. In this section
we prove that in dimension two transformation cloaking is not possible in linear generalized Cosserat
elasticity. A corollary of this result is that transformation cloaking cannot be possible in any subclass
of generalized Cosserat solids, and in particular, transformation cloaking is not possible in Cosserat
elasticity. We start our discussion by first looking at the example of a cylindrical hole covered by
a cylindrical cloak. It has been claimed in the literature that a cylindrical cloak would have to be
made of a Cosserat solid. We show that this is not possible. In other words, (generalized) Cosserat
elasticity allowing for a non-symmetric Cauchy stress does not imply that transformation cloaking





































Figure 7.6: Cloaking an object inside a holeH from elastic waves generated by a source S located at a distance Rs from







ν̃ containing a finite holeH. The system (c) is isotropic and homogeneous generalized Cosserat solid




C, and abν. The configuration (b) is mapped to the new reference configuration (c) such that the hole H is mapped to an
infinitesimal hole. The cloaking transformation is the identity mapping in B \ C.
Example (A generalized Cosserat cylindrical cloak). Consider an infinitely-long hollow solid
cylinder that in its stress-free reference configuration has inner and outer radiiRi andRo, respectively.
Let us transform the reference configuration to the reference configuration of another body (virtual
body) that is a hollow cylinder with inner and outer radii ε and Ro, respectively, using a cloaking map
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Following our discussion in §7.5.2, we note that Ξ must satisfy TΞ|∂oC =
Ξ
F|∂oC = id, i.e., f ′(Ro) = 1.










R− Ri − ε
(Ro −Ri)2
R2 . (7.362)
Note that ρ = JΞ ρ̃ ◦Ξ andabν = JΞ
ab
ν̃ ◦Ξ, and therefore, the mass density and the micro-mass moment
of inertia in B \ C are homogeneous and are equal to ρ0 and
ab
ν̃, respectively. The mass density in the




ρ0 , Ri ≤ R ≤ Ro . (7.363)




i − 2Roε)R− (R2o +R2)(Ri − ε)]
[R2o +R
2
i − 2Roε− 2R(Ri − ε)]−1R(Ro −Ri)4
ρ0 , Ri ≤ R ≤ Ro . (7.364)





i − 2Roε)R− (R2o +R2)(Ri − ε)]
[R2o +R
2
i − 2Roε− 2R(Ri − ε)]−1R(Ro −Ri)4
ab
ν̃ , Ri ≤ R ≤ Ro . (7.365)
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Note that the first two indices specify the submatrix and the last two identify the components of that
submatrix. We next consider a cylindrical cloak and find the distribution of those (initial) director gra-





























































f ′(R) = 0 . (7.370)
38Note that the physical components of the elasticity tensor ÂaAbB are related to the components of the elasticity tensor






























= µ[f(R)−Rf ′(R)] . (7.371)




































































































































































































































b2[f(R)−Rf ′(R)] . (7.379)
Note that the algebraic equations governing the diagonal and off-diagonal director gradients are
uncoupled. We have six equations (7.369)-(7.370), and (7.372)-(7.375) for the four off-diagonal
terms and five equations (7.371), and (7.376)-(7.379) for the diagonal terms. We first show that the














−(12c2 + 12c3)2 + (11c2 + 11c3)(22c2 + 22c3)
][




It turns out that this determinant cannot vanish. This is a consequence of the positive-definiteness of




|1 = 0. For this class of deformations




































































In particular, its determinant must be positive, i.e.,
[
−(12c2 + 12c3)2 + (11c2 + 11c3)(22c2 + 22c3)
] [












R = 0 . (7.383)
Note that (7.369) and (7.370) are now trivially satisfied.












2 − (11c2 + 11c3)(22c2 + 22c3)
]
. (7.384)
Positive-definiteness of energy requires that this determinant be non-vanishing. To see this let us




|2 = 0. For this class of deformations δW > 0 implies
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2 − (11c2 + 11c3)(22c2 + 22c3)
]









































































































From (7.383), it is immediate to see that (7.369) and (7.370) are automatically satisfied, while (7.371)






























2 − (11c2 + 11c3)(22c2 + 22c3)
]
= 0 . (7.392)






|2 = 0. For this class of deformations δW > 0 implies
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Therefore, (7.392) violates positive-definiteness of the energy, and hence cloaking is not possible.
Remark 7.5.6. Even if one accepts a positive-semidefinite energy, the director gradient field given by
(7.387) - (7.390) is not compatible. In other words, the director gradient given by (7.387) - (7.390)
does not correspond to a single-valued director field in the physical body, in general. Necessary





















F̊aA|B = ∂ aF̊
a
A/∂X
















































F̊rR,Θ − aF̊rΘ,R = RaF̊θR ,
a









Now using (7.383), one obtains
a













for constants Ca. If Ca 6= 0, (7.403) gives the following ODEs for f(R).
Rf(R)f ′(R) + kaf
′(R)− f 2(R) = 0 , (7.404)
where ka are constant. Knowing that f(Ro) = Ro, and f ′(Ro) = 1, one concludes that ka = 0, and
























c3) = 0. (7.405)
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Knowing that 11c2 +
11












































































b2 = 0. Substituting this into (7.371), one concludes that
f(R) = R. Therefore, transformation cloaking is not possible in this example for any linear general-
ized Cosserat solid.
We next prove that the impossibility of transformation cloaking in dimension two for linear gen-
eralized Cosserat elasticity is independent of the shape of the hole (cavity). We write (7.337) in
Cartesian coordinates for which the shifter is written as sãa = δãa. Knowing that F̊ cA = δcA, (7.337)






























C̃a]ÃbB̃ = 0 .
(7.408)

















F−1 is compatible, and hence, F11,2 = F12,1, and F22,1 = F21,2. Similarly, the compatibility








,2. Expanding (7.408)1, for
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= Fji(Fij − Fji)λ− (2F 2ji + F 2jj − FiiFjj)µ ,
(7.411)
























































= F11(F12 − F21)
1





























































































































c2] = F21(F12 − F21)
1



























































c3) = F22(F12 − F21)
1










c3. Another independent set of four equations are generated from (7.412)-(7.415)




























Note that from the positive-definiteness of energy, this determinant is non-zero, and hence the system
268





























































































































































































































































































































































































cΣ)2 − (11c1 + 11cΣ)(22c1 + 22cΣ)
.
(7.426)
Substituting this solution into (7.410) and (7.411) one obtains the following two conditions to be









































































































Note that (7.427) is identical to what we obtained for the cylindrical cloak example in (7.392), i.e.,
(7.427) violates positive-definiteness of the energy, and hence, cloaking is not possible.
The following proposition summarizes the discussions and calculations of this section.
Proposition 7.5.7. Elastodynamic transformation cloaking is not possible for linear generalized
Cosserat elastic solids in dimension two.
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Corollary 7.5.8. Elastodynamic transformation cloaking is not possible for linear Cosserat elastic
solids in dimension two.
Example (A generalized Cosserat spherical cloak). Let us next consider a finite spherical cavityH
with radius Ri embedded in an infinite isotropic homogeneous generalized Cosserat elastic medium
with the elastic properties given in (7.342). Let (R,Θ,Φ) be the spherical coordinates, for which
R ≥ 0 with R = 0 corresponding to the center of the cavity, 0 ≤ Θ ≤ π, and 0 ≤ Φ ≤ 2π. Suppose
that there is a wave source located at (Rp,Θp,Φp). The cloak C is a spherical shell with inner radiusRi
and outer radius Ro surrounding the hole such that the source is located outside the cloaking region,
i.e., Ro < Rp. Similar to the cylindrical cloak example, the reference configuration of the body B is
mapped to that of B̃ (the virtual body) using a mapping Ξ : B → B̃. Note that Ξ is the identity outside
the cloak, i.e., R ≥ Ro and is defined as (R̃, Θ̃, Φ̃) = Ξ(R,Θ,Φ) = (f(R),Θ,Φ) for Ri ≤ R ≤ Ro
such that f(Ri) = ε, f(Ro) = Ro, and f ′(Ro) = 1.
The reference configurations of B and B̃ are endowed with the induced metrics from R3, i.e., G =
diag(1, R2, R2 sin2 Θ) and G̃ = diag(1, R̃2, R̃2 sin2 Θ̃), respectively. In the coordinates (r, θ, φ), the
ambient space metric reads g = diag(1, r2, r2 sin2 θ). We assume that the virtual body B̃ is isotropic
and has the same elastic properties as the primary medium in the region B \ C. For the cloaking map
Ξ






















ν̃ , Ri ≤ R ≤ Ro . (7.431)







































0 (λ+ 2µ)f ′(R) 0




0 0 µf ′(R)











0 0 µf ′(R)






0 λf ′(R) 0


























































































































































































































































Similar to the cylindrical cloak example, the balance of angular momentum (7.337) for the diag-
onal and off-diagonal components of the director gradients are uncoupled. We consider the equations
for the diagonal components of the director gradients in (7.337)2 and show that they force the cloaking
map to be the identity. For the choice (a, c) = (2, 3), (7.337)2 is expanded and gives the following
































































































































Θ = 0 . (7.440)






|3 = 0, the positive-
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In particular, the determinant of (7.441) is non-vanishing, and thus, so is the determinant of the coef-





































































































































′(R)− f(R)) . (7.447)
The coefficient matrix of the system of homogeneous algebraic equations that can be obtained from
(7.442)-(7.443), (7.444)-(7.445), and (7.446)-(7.447) reads

11

























It is straightforward to see that the determinant of (7.441) being non-zero implies that the determinant






R = 0, and from (7.442)-(7.447), one concludes
that f(R) = R, which, in turn, means that cloaking is not possible. Therefore, we have proved the
following result.
Proposition 7.5.9. Elastodynamic transformation cloaking is not possible for a spherical cavity using
a spherical cloak in linear generalized Cosserat elastic solids.
Corollary 7.5.10. Elastodynamic transformation cloaking is not possible for a spherical cavity using
a spherical cloak in linear Cosserat elastic solids.
We suspect that transformation cloaking in dimension three is not possible for a cavity of any
shape. The idea of proof is similar to that of 2D. However, in this case there are 108 equations for 27
unknown director gradients
a
FaA. We have not been able to solve this large system of equations but
expect that they would violate positive-definiteness of the energy and also force the cloaking map to
be the identity.
Conjecture 7.5.11. Elastodynamic transformation cloaking is not possible for linear generalized
Cosserat elastic solids in dimension three.
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CHAPTER 8
TRANSFORMATION CLOAKING IN ELASTIC PLATES
8.1 Introduction
Hiding objects from electromagnetic waves has been a subject of intense interest in recent years.
Pendry et al. [142] and Leonhardt [143] studied the possibility of electromagnetic transformation
cloaking, which was later experimentally verified for microwaves frequencies by Schurig et al. [144]
and for optical wavelengths (1.4−2.7µm) by Ergin et al. [146]. The first ideas pertaining to cloaking
in elasticity can be found in the works of Gurney [170] and Reissner and Morduchow [171] on rein-
forced holes in linear elastic sheets. Mansfield [172] systematically studied cloaking in the context of
linear elasticity by introducing the concept of neutral holes. Mansfield considered a hole(s) in a sheet
under a given far-field in-plane loading and showed that the hole(s) can be reinforced such that the
stress field outside the hole(s) is identical to that of an uncut sheet under the same (far-field) loading.
The shape of the boundary of the (neutral) hole and the characteristics of the reinforcement are de-
termined based on the stress field of the uncut sheet, and thus, they explicitly depend on the applied
far-filed loading. The main difference between electromagnetic and elastodynamic transformation
cloaking is that unlike Maxwell’s equations for electromagnetism (with only one configuration, i.e.,
the ambient space), the governing equations of elasticity are written with respect to two inherently
different configurations (frames): a reference and a current configuration. This, in turn, leads to
two-point tensors in the governing equations. Marsden and Hughes [43], Yavari and Ozakin [82],
and Steigmann [178] showed that if formulated properly, the governing equations of nonlinear and
linearized elasticity are covariant (invariant) under arbitrary time-dependent changes in the current
configuration (frame). The governing equations of elasticity are invariant under any time-independent
changes in the reference configuration (or referential coordinate transformations) as well [132, 46].
Nevertheless, as was shown in [41], referential or spatial covariance of the governing equations is not
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the direct underlying principle of transformation cloaking; a cloaking map is neither a referential nor
a spatial change of coordinates. Rather, a cloaking transformation maps the boundary-value problem
of an isotropic and homogeneous elastic body containing an infinitesimal hole (virtual problem) to
that of a generally anisotropic and inhomogeneous elastic body with a finite hole surrounded by a
cloak (physical problem). The cloak should be designed such that the physical and virtual problems
have identical solutions (elastic measurements in the case of elastodynamics) outside the cloak.
The idea of cloaking has been thoroughly studied and is well understood in the context of con-
ductivity [149, 150], electrical impedance tomography and electromagnetism [151, 152, 153, 154].
The possibility of cloaking has been examined in many other fields of science and engineering, e.g.,
acoustics [155, 156, 157, 158, 159, 160, 161, 162], optics [163], thermodynamics (i.e., design of
thermal cloaks) [164, 240], diffusion [165], quantum mechanics [166], thermoelasticity [241, 242],
seismology [179, 204], and elastodynamics [167, 199] (see the recent reviews [168, 169, 243] for
a discussion of theses applications in some detail). Recently, we formulated both the nonlinear and
linearized elastodynamic transformation cloaking problems (in 3D) in a mathematically precise form
[41]. In this chapter, we provide a geometric formulation of transformation cloaking in elastic plates
starting from nonlinear shell theory. In our opinion, none of the existing works in the literature has
properly formulated the transformation cloaking problem in elastic plates. In particular, the boundary
(and continuity) conditions on the hole surface and the outer surface of the cloak, and the restrictions
they impose on cloaking transformations have not been discussed. Additionally, we derive several
constraints that involve the cloaking transformation, along with the elastic parameters of the virtual
plate, which impose further restrictions on the cloaking map. These constraints seem to have been
ignored in the literature to this date.
Many solid mechanics workers traditionally have used the classical formulation of linear elastic-
ity. This is appropriate for many practical engineering applications. In the case of elastodynamic
transformation cloaking problem, however, as observed in [41], starting from linear elasticity is not
appropriate. This is because linear elasticity does not distinguish between the reference and the cur-
rent configurations and the corresponding changes of coordinates defined in these inherently different
277
configurations. This has been a source of confusion in the recent literature of transformation cloaking
in elastodynamics. Coordinate transformations in the reference and current configurations are phys-
ically very different: Local referential changes of frame are related to the local material symmetry
group, whereas the global coordinate transformations in the ambient space are related to objectivity
(or material frame indifference). This, in turn, implies that even in the case of small strains, any
elastodynamic transformation cloaking study needs to be formulated in the nonlinear framework.
Examples of improper formulations of transformation cloaking in elastic plates can be seen in
almost all the existing works in the literature. Colquitt et al. [244] studied transformation cloaking in
Kirchhoff-Love plates subjected to time-harmonic out-of-plane displacements in the setting of linear
elasticity and starting from a governing equation simplified for the case of an isotropic and homoge-
neous (Kirchhoff-Love) plate. In §8.4.1, we show in detail that their formulation for transformation
cloaking in Kirchhoff-Love plates is, unfortunately, incorrect. In particular, their transformed rigidity
tensor is incorrect and does not agree with that of an isotropic and homogeneous elastic plate when
the cloaking map is the identity, and is not positive definite. Colquitt et al. [244] and many other
researchers, e.g., Brun et al. [245], Jones et al. [246], Misseroni et al. [247], Zareei and Alam [248],
Darabi et al. [249], and Liu and Zhu [250] start from the following equation







W (X) = 0 , X ∈ χ ⊆ R2 , (8.1)
where h is the plate thickness, P is the mass density, W (X) is the amplitude and ω is the frequency
of time-harmonic transverse waves, and D(0) = Eh3/12(1 − ν2) is the bending rigidity. They next
transform the governing equation under an invertible transformation F : χ → Ω, where x = F(X),
F = ∇Xx, and J = det F, using [159, Lemma 2.1] twice and obtain
(




W (x) = 0 , x ∈ Ω . (8.2)
We show that applying [159, Lemma 2.1] twice, one assumes that the gradients of (out-of-plane)
displacements and the gradients of the Laplacian of displacements in the physical and virtual plates are
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related by the Piola transformation. Surprisingly, in none of the works that use this lemma to transform
the biharmonic equation (8.1) is there any discussion of these strong assumptions and whether they
are compatible with the fact that displacements in the physical and virtual plates are required to be
equal. In particular, we see in §8.4.1 that taking these assumptions into account, the cloaking map is
forced to isometrically transform the governing equations of the virtual plate to those of the physical
plate. Therefore, this formulation of the cloaking problem does not result in any new information,
and the physical and virtual plates are essentially the same elastic plate with the same mechanical
response. Furthermore, we will discuss that ignoring these assumptions and what constraints they
impose on the cloaking map has resulted in obtaining incorrect transformed fields for the physical
problem.
In another related work, Colquitt et al. [251] presented a formulation for the cloaking of the out-
of-plane shear waves for the Helmholtz equation. In Remark. 8.4.6, we illustrate that their cloaking
scheme is, unfortunately, incorrect. Similar to [244], they use [159, Lemma 2.1] to transform the
Helmholtz equation for the isotropic and homogeneous medium without considering the restrictions
that are imposed on the cloaking map by this lemma. We show that their cloaking map does not satisfy
these restrictions, and therefore, will not result in cloaking.
More recently, Pomot et al. [252] pointed out some shortcomings of Colquitt et al. [244]’s for-
mulation of flexural cloaking1 and attempted to formulate the cloaking problem. However, their
formulation is not consistent. In particular, it is not clear what type of coordinate transformation is
being used as they do not distinguish between spatial and referential coordinate transformations. Fur-
thermore, their formulation is missing the important constraint (8.6) that puts some severe restrictions
on the cloaking map. In particular, their claim that “the transformed equation does not verify in gen-
eral the equilibrium equation NIJ,J + SI = 0.” is incorrect. We show in §8.4.1 and §8.4.2 that the
equilibrium equations for a finitely-deformed plate for a generic radial cloaking transformation do
not put any extra constraints on the cloaking map as long as the cloaking map satisfies the cloaking
compatibility equations (8.151). Finally, there is no discussion on the boundary conditions and what
1They, however, do not provide a clear mathematical reasoning as to why Colquitt et al. [244]’s formulation is incorrect.
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restrictions they impose on the cloaking map. In particular, their cloaking map is inadmissible, be-
cause its derivative is not the identity on the outer boundary of the cloak. Pomot et al. [252] consider
two spaces E and e related by the mapping Φ (which they call the geometrical transformation) such
that F = ∇xX , denotes the Jacobian of Φ, J = det Φ, and ΓIij = ∂
2XI
∂xi∂xj
, which they call the Hes-
sian matrix. The flexural rigidities, mass densities, and infinitesimal displacements in E and e, are,
denoted by (DIJKL, P, U) and (Dijkl, ρ, u), respectively. They write the total energy density in the


























Next, they obtain the equations of motion from the stationarity conditions of the Lagrangian density








































δU (−MIJ,IJ −NIJU,IJ + SIU,I) dV . (8.5)
Using (8.4), in turn, they determine DIJKL, NIJ , and SI (their Eq. (14)).2 Two comments are in order
here: (i) Rewriting (8.4) as (8.5), one needs to take the following constraint into account
DijklFIiFJjΓKkl = DijklFKkFIlΓJij , (8.6)
which comes from the fact that the coefficient of the third gradient of U must be identical in these
2Note the typo in the expression for SI in their Eq. (14).
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expressions. This has been ignored in their work. We derive the constraints of this type in their
general form for Kirchhoff-Love plates (see Eq. (8.151)) and for plates with both the in-plane and
out-of-plane displacements (see Remark 8.4.8). (ii) They suggested using a cloaking map, for which
Γ = 0, i.e., a cloaking map with a covariantly constant derivative map. However, as we explain in
Remark 8.4.4, such mappings are not admissible for cloaking in Kirchhoff-Love plates.
In this chapter, in order to obtain the governing equations of an elastic plate, we first obtain those of
a nonlinear elastic shell. This is crucial in order to properly account for the variations of the geometric
objects of a surface, and thus, obtain the correct linearized governing equations of an elastic plate. An
elastic shell is modeled by an orientable two-dimensional Riemannian submanifold embedded in the
Euclidean space. The geometry of the shell, is thus, characterized by its first and second fundamental
forms that, respectively, represent the intrinsic (in-plane) and extrinsic (out-of-plane) geometries of
the surface. Utilizing a Lagrangian field theory, we derive the governing equations of motion. To
account for the contribution of body forces and body moments associated with the variations of the
position and the orientation (i.e., the normal vector) of the surface, we use the Lagrange–d’Alembert
principle. The linearized governing equations for initially stress-free shells, and also elastic shells
with non-vanishing initial stress, couple-stress, and initial body forces and moments are also derived.
Next, the transformation cloaking problem for Kirchhoff-Love plates is formulated. We start with
the balance of linear momentum for the virtual plate with uniform elastic properties in the absence
of initial stress (and couple-stress) and initial body forces (and moments). The governing equation of
the virtual plate is then transformed to that of the physical plate up to an unknown scalar field. The
physical plate is subjected to initial stress and tangential body forces that are determined using the
elastic constants of the virtual plate and the cloaking map. The transformation of couple-stress under
a cloaking map is then determined. It is seen that the cloaking map needs to satisfy certain conditions
on the boundaries of the cloak and the hole. In particular, we show that the cloaking transformation
needs to fix the outer boundary of the cloak up to the third order. Assuming a generic radial cloaking
map, we show in an example that cloaking a circular hole in Kirchhoff-Love plates is not possible.
The pure bending assumption is then relaxed and the transformation cloaking problem of an elastic
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plate, for which both the in-plane and the out-of-plane displacements are allowed, is formulated. To
our best knowledge, this has not been discussed in the literature. In this case, in addition to the flexural
rigidity, one needs to consider the in-plane rigidity (stiffness), along with the tensor of elastic constants
corresponding to the coupling between the in-plane and out-of-plane deformations. The physical plate
is subjected to initial stress, initial body forces (normal and tangential) and moments. Also, we allow
the physical plate to undergo finite in-plane deformations while remaining flat. The virtual plate is
assumed to have uniform elastic parameters with vanishing pre-stress and body forces (and moments).
The governing equations of the virtual plate are then mapped to those of the physical plate. There
are two sets of governing equations (i.e., in-plane and out-of-plane) that need to be simultaneously
transformed under a cloaking map. The pre-stress, initial body forces and moments, along with the
elastic parameters of the physical plate are then determined and the balance of angular momentum in
the physical problem is discussed. Calculating the stress and couple-stress in the physical problem,
and determining the boundary conditions and the restrictions they impose on the cloaking map are
discussed. In an example, we show that cloaking a circular hole in a plate with both the in-plane and
out-of-plane displacements using a general radial cloaking map is not possible. Finally, we prove that
if the tensor of elastic constants corresponding to the coupling between the in-plane and out-of-plane
deformations is positive definite for the virtual plate, then cloaking is not possible for any hole covered
by a cloak with an arbitrary shape.
This chapter is structured as follows: In §8.2, we tersely review some elements of the differential
geometry and the kinematics of embedded hypersurfaces in three-dimensional Riemannian manifolds.
The governing equations of nonlinear elastic shells are derived in §8.3. We then obtain the equations of
motion of linear initially stress-free and pre-stressed elastic shells (and thus, plates) by linearizing the
nonlinear shell equations. In §8.4 the transformation cloaking problem in elastic shells is formulated.
We discuss how the geometry of the physical and virtual shells as well as the boundary conditions in
the physical and virtual problems are related under a cloaking transformation. In §8.4.1, we formulate
the transformation cloaking problem for Kirchhoff-Love plates and study the example of a circular
cloak assuming a generic radial cloaking map. Next, we relax the pure bending assumption and
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formulate the transformation cloaking problem for an elastic plate in the presence of the in-plane and
out-of-plane displacements in §8.4.2. We solve the example of a circular cloak using a radial cloaking
map. Finally, we discuss the obstruction to transformation cloaking for a hole of arbitrary shape. Note
that the results of this section have been previously reported in our published work [42].
8.2 Differential geometry of surfaces
In this section, we briefly review some concepts of the geometry of two-dimensional embedded sur-
faces in three-manifolds and the kinematics of elastic shells (see [253, 47, 66] for more detailed
discussions).
8.2.1 Geometry of an embedded surface
Consider an orientable Riemannian manifold (B, Ḡ), and let (H,G) be an orientable two-dimensional
Riemannian submanifold of (B, Ḡ) such that G is the induced metric on H, i.e., G = Ḡ|H. Let us
denote the space of smooth vector fields onH and B by X (H) and X (B), respectively. First, we note
that for any X ∈ B,
TXB = TXH⊗ (TXH)⊥ , (8.7)
that is any vector field W ∈ TXB may be uniquely written as sum of a vector W> ∈ TXH (which is
tangent toH) and a vector W⊥ := W−W> (which is normal toH, i.e., W⊥ ∈ (TXH)⊥). Given the
Levi-Civita connection ∇̄ of the Riemannian manifold (B, Ḡ), the induced Levi-Civita connection on
(H,G) is denoted by ∇ and is given by
∇XY = ∇̄X̄Ȳ − Ḡ(∇̄X̄Ȳ, N̄)N , ∀X ,Y ∈ X (H) , (8.8)
where X̄, Ȳ ∈ X (B) are arbitrary local extensions of X and Y (i.e., X̄(X) = X(X), Ȳ(X) =
Y(X) ,∀X ∈ H), and N ∈ X (H)⊥ is the smooth unit normal vector field toH with N̄ being its local
extension. The second fundamental form of the hypersurface H is a bilinear and symmetric mapping
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B : X (H)×X (H)→ X (H)⊥ given by
B(X,Y) = ∇̄X̄Ȳ −∇XY , ∀X,Y ∈ X (H) . (8.9)





-tensors onH is indicated by Γ(S2T ∗H). The second fundamental form can
be considered as the symmetric tensor B ∈ Γ(S2T ∗H) defined with a slight abuse of notation as3
B(X,Y) = Ḡ(∇̄X̄Ȳ, N̄) = −Ḡ(∇̄X̄N̄, Ȳ) , ∀X,Y ∈ X (H) , (8.11)
which is known as the Weingarten formula. The covariant derivative extends to tensors in S2T ∗H in
a natural way (X,Y,Z ∈ X (H)):
(∇XA)(Y,Z) = X(A(Y,Z))−A(∇XY,Z)−A(Y,∇XZ) , ∀A ∈ Γ(S2T ∗H) . (8.12)
The curvature tensor R̄ associated with the Riemannian manifold (B, Ḡ) is defined as
R̄(X,Y,Z,T) = Ḡ(R̄(X,Y)Z,T) , ∀X,Y,Z,T ∈ X (B) , (8.13)
where R̄(X,Y) : X (B)→ X (B), the Riemann curvature tensor, is given by
R̄(X,Y)Z = ∇̄Y∇̄XZ− ∇̄X∇̄YZ + ∇̄[X,Y]Z , Z ∈ X (B) , (8.14)
3 A linear connection is said to be compatible with a metric Ḡ on the manifold provided that
∇̄X̄〈〈Ȳ, Z̄〉〉Ḡ = 〈〈∇̄X̄Ȳ, Z̄〉〉Ḡ + 〈〈Ȳ, ∇̄X̄Z̄〉〉Ḡ , (8.10)
where 〈〈., .〉〉Ḡ is the inner product induced by the metric Ḡ. It is straightforward to show that ∇̄ is compatible with Ḡ if




− Γ̄SCAḠSB − Γ̄SCBḠAS = 0.
On any Riemannian manifold (B, Ḡ) the Levi-Civita connection is the unique linear connection ∇̄Ḡ that is compatible
with Ḡ and is symmetric (torsion-free). Note that the metric compatibility of ∇̄ (see (8.10)) and the fact that Ḡ(N̄, Ȳ) =
0, are used in deriving the second equality in (8.11).
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The Riemann curvature tensor has the following components
R̄ABCD =
(
Γ̄KAC,B − Γ̄KBC,A + Γ̄LACΓ̄KBL − Γ̄LBCΓ̄KAL
)
ḠKD . (8.15)




ḠAK(ḠKB,C + ḠKC,B − ḠBC,K) , (8.16)
where a comma preceding a subscript denotes partial differentiation with respect to that subscript. The
curvature tensor R for the hyperplane is similarly defined by the induced metric G and connection∇
onH. The Gauss equation reads
R̄(X̄, Ȳ, Z̄, T̄) = R(X,Y,Z,T)−B(X,Z)B(Y,T) + B(X,T)B(Y,Z) . (8.17)
The Codazzi-Mainardi equation is written as
R̄(X̄, Ȳ, Z̄,N) = (∇YB)(X,Z)− (∇XB)(Y,Z) . (8.18)
Consider a local coordinate chart {X1, X2, X3} for (B, Ḡ) such that {X1, X2} is a local chart for
(H,G) and N, the unit normal vector toH, is in the direction ∂/∂X3 at any point of the hypersurface.








The first fundamental form of the hypersurface is given by
G(X) = Ḡ(X)|H =
Ḡ11(X) Ḡ12(X)
Ḡ12(X) Ḡ22(X)
 , ∀ X ∈ H . (8.20)




GAK (GKB,C +GKC,B −GBC,K) , A,B,C,K = 1, 2. (8.21)
The second fundamental form of the hypersurface is obtained as
BAB(X) = Γ̄
3
AB(X) , A,B = 1, 2 , ∀X ∈ H , (8.22)








(X), A,B = 1, 2 , ∀X ∈ H . (8.23)
The fundamental theorem of surface theory implies that the geometry of the hypersurface H is fully
determined by its first and second fundamental forms G and B, respectively.5 The Gauss and Codazzi-
Mainardi equations given in (8.17) and (8.18) in the local coordinate chart {X1, X2, X3} reduce in
4Note that for X ∈ H, the metric (8.19) has the following representation
Ḡ(X) =
Ḡ11(X) Ḡ12(X) 0Ḡ12(X) Ḡ22(X) 0
0 0 1
 ,
which using (8.16) and (8.22), implies (8.23).
5Note that the first and the second fundamental forms of H can be expressed in terms of the metric of the embedding





(X), X ∈ B, which in turn, fully characterizes the geometry ofH.
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components to
R̄1212 −R1212 = B12B12 −B11B22,
R̄1213 = B11|2 −B12|1,
R̄2123 = B22|1 −B12|2,
(8.24)
where the covariant derivatives correspond to the Levi-Civita connection∇ of (H,G) with Christoffel
symbols ΓCAB. Note that in components: BAB|C = BAB,C − ΓKACBKB − ΓKBCBAK .
8.2.2 Kinematics of shells
A shell is a 3D body whose thickness compared to its other dimensions is very small. Thus, it can
be idealized as a two-dimensional Riemannian submanifold (H,G,B) of the Riemannian manifold
(B, Ḡ).6 Let us denote the ambient space by the Riemannian manifold (S, ḡ), where ḡ is the standard
Euclidean metric. The shell is specified by (H,G,B) and (ϕt(H),g,θ) in the reference and current
configurations, respectively, where ϕt : H → S is a motion (or a deformation) of H in S , and the
first and the second fundamental forms of the deformed shell ϕt(H) are denoted by g = ḡ|ϕt(H) and
θ ∈ Γ(S2T ∗ϕ(H)), respectively.7 Let us denote the Levi-Civita connections of g and ḡ by ∇g and
∇̄ḡ, respectively. The smooth unit normal vector field of ϕ(H) is denoted by n ∈ X (ϕ(H))⊥. As the
ambient space S is flat, the Gauss and Codazzi-Mainradi equations for the Riemannian hypersuface
in its current configuration (ϕ(H),g) are written as
R(x,y, z,w) = θ(x, z)θ(y,w)− θ(x,w)θ(y, z) ,
(∇gxθ)(y, z) = (∇gyθ)(x, z) ,
(8.25)
6See [205] for another equivalent way of characterizing the configuration space of a plate.
7Note that in coordinates (x1, x2, x3), for which x3 is the outward normal direction, the second fundamental form of








(x), a, b = 1, 2, ∀x ∈ ϕ(H) .
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for any smooth vector fields x,y, z,w ∈ X (ϕ(H)), and R is the Riemannian curvature of the de-
formed surface ϕ(H).
The deformation gradient is defined as the tangent map of ϕt : H → ϕt(H), i.e., F(X) =
Tϕt(X) : TXH → Tϕt(X)ϕt(H). The right Cauchy-Green deformation tensor is defined as the pull-





Bgab, A,B = 1, 2). The Jacobian of the deformation J relates the deformed and






The material (or Lagrangian) strain tensor E ∈ Γ(S2T ∗H) is defined as E = 1
2
(C−G). Alternatively,
one can define the spatial strain tensor as e = 1
2
(g − c), where c = ϕt∗G. Note that the material and
spatial strain measures are intrinsic in the sense that they only capture changes in the first fundamental
form of the surface. Therefore, one needs to define the extrinsic strain measures in order to take into
account variations in the second fundamental form of the surface as well. The extrinsic material strain





where Θ = ϕ∗tθ. Similarly, the spatial extrinsic strain tensor can be defined as h =
1
2
(θ − β), where
β = ϕt∗B. It is straightforward to see that h = ϕt∗H.
One can pull back the spatial Gauss and Codazzi equations (8.25) by ϕ and obtain the following
shell compatibility equations (see [254, 66])
RC(X,Y,Z,W) = Θ(X,Z)Θ(Y,W)−Θ(X,W)Θ(Y,Z) ,
(∇CXΘ)(Y,Z) = (∇CYΘ)(X,Z) ,
(8.28)
where ∇C and RC are the Levi-Civita connection and the Riemannian curvature of the Riemannian
(convected) manifold (H,C). Note that (8.28) gives the necessary and locally sufficient conditions
for the existence (and uniqueness up to isometries of S = R3 when H is simply-connected) of a
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deformation mapping (configuration) ofHwith given deformation tensors C and Θ. In the coordinate
chart {X1, X2, X3}, (8.28) is written as




where || denotes the covariant derivative with respect to the Levi-Civita connection ∇C.8 Recall that
one may write the components of C[ and Θ[ in terms of the deformation mapping ϕ : H → R3 in a
local chart {X, Y } onH as follows
CAB = ϕ,A · ϕ,B ,
ΘAB = ϕ,AB ·
ϕ,X × ϕ,Y
‖ϕ,X × ϕ,Y ‖
,
(8.30)
where the dot product, the cross product, and the standard norm in R3 are denoted by “·”, “×”, and
“‖ · ‖”, respectively. Note that expressing the first and the second fundamental forms in terms of the
motion ϕ, the shell compatibility equations (8.28) are trivially satisfied.
8.2.3 Velocity and acceleration vector fields
The material velocity is defined as the mapping V : H × R → TS such that V(X, t) = ∂ϕX(t)
∂t
∈









to the shell in its current configuration. The spatial velocity is defined as v(x, t) = V(ϕ−1t (x), t),
which is a vector field on ϕt(H) at a fixed time t. Note that at any time t the deformation mapping
ϕt : H → S is a smooth embedding of the shell into the ambient space. The mapping, ϕ : H×R→ S,
on the other hand, is not, in general, injective (see [66] for a detailed discussion). The tangent of ϕ is
























Notice that the first two columns in (8.31) represent the tangent map of the smooth embedding ϕt,
and thus, the tangent map TXϕt : TXH → Tϕt(X)S is injective. This, in turn, implies that the first two
columns are linearly independent. Also, note that the third column represents the material velocity,
i.e., V(X, t) = ∂ϕX(t)
∂t
. Therefore, T(X,t)ϕ is full rank if and only if V(X, t) is not purely tangential.
The material acceleration is defined as
A(X, t) = DḡϕtV(X, t) = ∇̄
ḡ
VV , (8.32)
where Dḡϕt denotes the covariant time derivative along the curve ϕX(t). Note that the material ve-
locity is only defined on the surface ϕt(H), but one needs to compute the covariant derivative of the
velocity along the motion in the ambient space to find the normal and tangential components of the
acceleration. Thus, one cannot, in general, compute ∇̄ḡVV to find the acceleration components unless
it is possible to define a local extension of V to an open neighborhood on S (see [22] for a detailed
discussion). Provided that ϕ has a nonsingular tangent T(X,t)ϕ at some (Xo, to) ∈ H × R, then by
the inverse function theorem ϕ is a local diffeomorphism at (Xo, to). Therefore, one may construct a
local extension vector field V on S such that V(ϕ(X, t)) = V(X, t) = v(ϕ(X, t), t) in some open
neighborhood of (Xo, to).9 Thus, we may proceed with computing the acceleration as follows
A(X, t) = DḡϕtV(X, t) := ∇̄
ḡ
VV(ϕ(X, t)) . (8.33)
9Note that T(X,t)ϕ (cf. (8.31)) is injective, and hence, the local extension vector field always exists, unless V is
purely tangential, i.e., V⊥ = 0. In this case, however, one does not need a local extension to compute the acceleration





Decomposing the velocity into the normal and parallel components, one obtains













Using the relation (8.9) in the ambient space, one has
∇̄ḡV>V
> = ∇gV>V
> + θ(V>,V>)n . (8.37)












n− V⊥g] · θ · V>, (8.38)
where use was made of the relation (8.11) in the ambient space. Note that
∇̄ḡVV⊥ = ∇̄ḡV(V⊥n) =
dV⊥
dt
n + V⊥∇̄ḡV n . (8.39)
Using the metric compatibility of ḡ and (8.11), one can show that10
V⊥∇̄ḡV n = −V⊥g] · θ · V> − V⊥(dV⊥)] . (8.40)
10Let W ∈ X (ϕt(H)) be an arbitrary vector field defined in a neighborhood containing (Xo, to). Thus, ḡ(V⊥,W) =
0, and from (8.10), ḡ(∇̄ḡVV⊥,W) = −ḡ(V⊥, ∇̄
ḡ
VW). Note that
∇̄ḡVW = [V ,W] + ∇̄
ḡ




= [V ,W] +∇gWV> + θ(V>,W)n + (dV⊥ ·W)n + V⊥∇̄
ḡ
Wn .
Thus, noting that [V ,W], ∇gWV>, V⊥∇̄
ḡ
Wn ∈ X (ϕt(H)) one concludes that ḡ(V⊥, ∇̄ḡVW) = V⊥θ(V>,W) +




Hence, replacing V by V(X, t) = V(ϕ(X, t)) the parallel and normal components of the material
















8.3 The governing equations of motion of shells
In this section we use Hamilton’s principle of least action to derive the governing equations of a
nonlinear elastic shell. We then linearize the governing equations and obtain the equations of motion
of a linear elastic shell.




ρ ḡ(ϕ̇, ϕ̇) , (8.42)
where ρ is the material surface mass density. The elastic energy density (per unit surface area) of the
shell is written as11
W = W (X,C,Θ,G,B) . (8.43)
Let {x1, x2, x3} be a local coordinate chart for the ambient space such that at any point of the deformed
hypersurface, {x1, x2} is a local chart for (ϕ(H),g), and the vector field n normal to ϕ(H) is tangent
to the coordinate curve x3. Thus, the Lagrangian density (per unit surface area) is defined in this
coordinate chart as






ρ(ϕ̇⊥)2 −W (X,C,Θ,G,B) . (8.44)
11 Consider a surface embedded in the ambient space such that the embedding is given as ϕ : H → S, where for
the sake of simplicity one can assume that S = R3. Note that xa = ∂ϕa/∂XA, where a = 1, 2, 3 and A = 1, 2.
The fundamental theorem of surface theory proved by Bonnet [255] implies that the surface geometry (up to rigid body
motions) is completely characterized by the induced first and second fundamental forms C and Θ. Therefore, the surface
energy density must depend on C and Θ.
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det G(X) dX1 ∧ dX2 is the Riemannian area element. We use the Lagrange–
d’Alembert principle to take into account the contribution of non-conservative body forces and body
moments associated with the variations of the position δϕ, and orientation δN (where N = n ◦ ϕ is
the normal vector field characterizing the orientation of the deformed surface element). The Lagrange-







B · δϕ+ L · δN
)
ρ dAdt = 0 , (8.46)

















Let ϕε be a one-parameter family of motions such that ϕ0,t = ϕt, where, for fixed X and t, we denote






ϕε,t(X) ∈ Tϕt(X)S . (8.48)
The material velocity is given by ϕ̇ε =
∂ϕε,t(X)
∂t
. Note that ϕ̇ε ∈ Tϕε,t(X)S , i.e., for fixed time t and
X ∈ H, if ε varies, the velocity lies in different tangent spaces, and thus, a covariant derivative along













= ∇̄ḡt δϕt(X) = DϕX(t)δϕ , (8.49)
where the symmetry lemma of Riemannian geometry was used to obtain the second equality (see
[217, 257]). The variation of the right Cauchy-Green deformation tensor C[ε = ϕ
∗
ε,tgε ◦ ϕε,t, where
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= ϕ∗t (Lδϕg) . (8.50)
Hence, knowing that Lδϕg = Lδϕ>g− 2 δϕ⊥ θ (see, e.g., [258, 259]), one obtains (see Appendix D.1
for the details of this derivation)










b|A − 2 δϕ⊥ΘAB . (8.52)













= ϕ∗t (Lδϕθ) . (8.53)
For a flat ambient space, the Lie derivative of the second fundamental form is expressed as (see [259])
Lδϕθ = Lδϕ>θ − δϕ⊥III + Hessδϕ⊥ , (8.54)
where III is the third fundamental form of the deformed hyepersurface, and Hessδϕ⊥ denotes the
Hessian of δϕ⊥ (when viewed as a scalar-valued function on ϕt(H)). The third fundamental form and
Hessδϕ⊥ are given for x,y ∈ X (ϕ(H)) as
III(x,y) = g
(








where d and ], respectively, denote the exterior derivative and the sharp operator for raising indices.
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Thus, from (8.53) and (8.54), one obtains




















The unit normal vector field, N ε = nε ◦ϕε,t, nε ∈ X (ϕε,t(H))⊥, lies in Tϕε,t(X)S, for fixed time t and
X ∈ H, and thus, its variation is given by its covariant derivative along the curve ϕε(X, t) evaluated














= ∇̄ḡδϕN = ∇̄ḡδϕ>N − (d δϕ⊥)] . (8.59)
Using (8.11), in components one has






It is straightforward to see that the variation of the ambient space metric vanishes as ḡ is compatible
with the connection, i.e., δḡ ◦ ϕ = DϕX(t)ḡ ◦ ϕ = ∇̄ḡδϕ ḡ = 0 , where ϕX(t) = ϕ(X, t) for fix X .
Using Hamilton’s principle (cf. (8.46)), one obtains the following Euler-Lagrange equations (see
12Dϕε(X,t) denotes the covariant derivative along the curve ϕε(X, t).
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= 0 , (8.61b)
where B> and B⊥ are the tangential and normal external body forces, respectively, and L is the
























TA = 0 , (8.63)
∂L
∂ΘAB
F aBTA = 0 , (8.64)





















= ρA⊥ . (8.65)
Remark 8.3.1. In order to prescribe non-vanishing boundary conditions on ∂H, the Lagrange–
d’Alembert principle may be modified. Let Υ, Q, and M be the boundary surface traction, boundary




















>)b +Qδϕ⊥ + M aδϕ⊥,A(F
−1)Aa
)
dLdt = 0 .
(8.66)
























TA = JQ , (8.68)
∂L
∂ΘAB
F aBTA = JM
a . (8.69)








where P is the first Piola-Kirchhoff stress tensor, and M is the couple-stress tensor. Therefore, based
on the symmetries of the independent objective measures of strain, i.e., the right Cauchy-Green tensor
and the extrinsic deformation tensor (or, equivalently, the symmetries of the first and the second fun-
damental forms of the deformed shell, i.e., g and θ, respectively), one has the following symmetries
P [aAF b]A = 0 , M
[aAF b]A = 0 . (8.71)
In terms of these tensors, the Euler-Lagrange equations (8.61) are rewritten as
(








>)a − ρ θabLb = ρ(A>)a , (8.72)(



























TA = 0 , (8.75)
MaATA = 0 . (8.76)
The tangential and normal (shear) tractions are given by
(T>)a =
[









Remark 8.3.2. We can regard C as a function of F and the spatial metric g, and similarly, Θ can be
regarded as a function of F and θ. Therefore, we may set
Ŵ (X,F,g,θ,G,B) = W (X,C,Θ,G,B) . (8.79)














































































































Note that P aA = J(F−1)Abσab and MaA = J(F−1)AbMab.
Remark 8.3.3 (Spatial covariance of the energy density and Noether’s theorem). Let us define the
following surface Lagrangian density
L = L̂ (X,ϕ, ϕ̇,F,g,θ,G,B) . (8.86)





ψs ◦ ϕ = w ◦ ϕ. (8.87)
Note that ψs is a local diffeomorphism. We assume that w is tangential, i.e., w ∈ Tϕ(X)ϕ(H). Let us
assume that L is tangentially covariant, i.e., it is invariant for local diffeomorphisms ψs generated by
arbitrary w ∈ Tϕ(X)ϕ(H). Thus
L̂ (X,ψs ◦ ϕ, ψs∗ϕ̇, ψs∗F, ψs∗g, ψs∗θ,G,B) = L̂ (X,ϕ, ϕ̇,F,g,θ,G,B) . (8.88)
13Note that (8.71) is equivalent to σab andMab being symmetric.
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wa|b = 0 . (8.91)
Knowing that w is arbitrary one concludes that
∂L̂
∂ϕa














= Jσbcgac + 2JMbcθac . (8.93)





= 0 . (8.94)












































′, b′ = 1, 2 .






Using the identity d
dt































= 2 div v> − 2v⊥trθ . (8.97)
Therefore, using (8.94), (8.95), and (8.97), one finds the spatial local form of the conservation of mass
as15
%̇+ % div v> − %v⊥trθ = 0 . (8.98)
8.3.1 The linearized governing equations
Next, we linearize the balance of linear and angular momenta about a motion ϕ̊. We assume that the
reference motion is an isometric embedding of an initially stress-free body into the Euclidean space,
and thus, F̊ aA = δaA, P̊
aA = 0, and M̊aA = 0. The tangential and normal displacement fields are
defined in terms of the variation of the deformation map as
U>(X, t) = δϕ>t , U
⊥(X, t) = δϕ⊥t . (8.99)
Note that the deformation gradient is linearized as
δF aA = (δϕ
>)a|A − θ̊abF̊ bAδϕ⊥ = (U>)a|A − θ̊abF̊ bAU⊥ = F̊ bA(U>)a|b − θ̊abF̊ bAU⊥ . (8.100)
15Note that %̇ = ∂%∂t +∇% · v.
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b|A − 2U⊥ Θ̊AB , (8.101)



















Using (8.70), one obtains




















Substituting (8.101) and (8.102) into (8.103) and (8.104) one obtains
δP aA = AaAbB
(










































U>b|B − U⊥ γ̊bB
)
,
where γ is a two-point tensor that in components is defined as γaB = F bBθab, and the shell elastic
constants are defined as
AaAbB = 4F̊ aM F̊ bN
∂2W
∂CAM∂CBN










Therefore, the linearized governing equations of the shell are expressed in terms of three elastic-
ity tensors. Note that the elastic constants satisfy the following symmetries: AaAbB = AbBaA and
CaAbB = CbBaA. The linearized normal and parallel components of the material acceleration are
obtained using (8.41) as δA> = Ü>, and δA⊥ = Ü⊥. Ignoring the body forces and body moments,
from (8.72) the linearized balance of linear momentum is given by
(

















= ρ δA⊥ . (8.108b)
Similarly, the symmetry relations in (8.71) is linearized to read
δP [aAF̊ b]A = 0 , δM
[aAF̊ b]A = 0 . (8.109)
Knowing that the normal and parallel components of the displacement field (and their gradients) are
independent, from (8.109) one concludes that
A[aAcBF̊ b]A = 0 , BcB[aAF̊ b]A = 0 , (8.110a)
B[aAcBF̊ b]A = 0 , C[aAcBF̊ b]A = 0 . (8.110b)
Therefore, the elastic constants have these symmetries.
8.3.2 The linearized governing equations of pre-stressed shells
In this section, we derive the linearized governing equations of a pre-stressed elastic shell. Assume
that the shell is initially stressed16 such that the initial stress and couple-stress are, respectively, given
16Note that we do not explicitly specify the source of the initial stress or couple-stress. If the initial stress and couple-
stress are due to elastic deformations, and the body has an energy function W with respect to its stress-free configuration,













by P̊ and M̊. Let the initial (normal and parallel) body forces and body moments be given by B̊>,
B̊⊥, and L̊, respectively. The shell must be in equilibrium in its initial configuration, i.e., the balance
of linear and angular momenta must be satisfied, which read
(







>)a − ρ θ̊abL̊b = 0 , (8.111a)(














= 0 , (8.111b)
and
P̊ [aAF̊ b]A = 0 , M̊
[aAF̊ b]A = 0 . (8.112)
We next linearize the governing equations about the motion ϕ̊. The linearized balance of linear mo-
mentum reads (cf. (8.72) and (8.73))
(












+ ρ(δB>)a − ρ δθabL̊b − ρ θ̊abδLb = ρ(Ü>)a , (8.113a)(
P̊ aA + θ̊abM̊
bA
)(

































= ρ Ü⊥ . (8.113b)
The symmetry relations in (8.71) are linearized to read
δP [aAF̊ b]A + P̊
[aAδF b]A = 0 , δM
[aAF̊ b]A + M̊
[aAδF b]A = 0 . (8.114)
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Note that (δF−1)Aa = −(F̊−1)Ba(F̊−1)Ab δF bB = −(F̊−1)Ba(F̊−1)Ab
[
(U>)b|B − θ̊bcF̊ cBU⊥
]
, and
using the relation ΘAB = F aAF bBθab, along with (8.102), one obtains
δθab = θ̊ab|c (U








Knowing that B⊥ = ḡ(B,N )N , the normal component of the body force is linearized as (see also
[82])
δB⊥ = ḡ(δB,N )N + ḡ(B̊, δN )N + ḡ(B̊,N )δN . (8.116)
Assuming that the body force vector B is fixed (dead load), i.e., δB = 0, we use (D.20) to obtain17
δB⊥ = ḡ(B̊, δN )N = −g · B̊> · θ̊ ·U> − d U⊥ · B̊> . (8.117)
In components




One obtains the linearized tangent component of the body force as (see also [260, P.457])




· g , (8.119)



















17Note that the variation of the normal vector δN is purely tangential, and hence, so is the term ḡ(B̊,N )δN in
(8.116). In (8.117), with an abuse of notation we only consider the term in the normal direction.
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The governing equations for pre-stressed plates. Let us reduce the governing equations of a pre-
stressed shell to that of a pre-stressed plate by setting θ̊ab = 0. Thus, using (8.115), (8.118), (8.120),
and (8.121), Eqs. (8.113) and (8.114) are simplified to read
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= ρ Ü⊥ ,
(8.122b)
and
δP [aAF̊ b]A + P̊
[aA(U>)b]|A = 0 , δM
[aAF̊ b]A + M̊
[aA(U>)b]|A = 0 . (8.123)
From (8.70), (8.105), and (8.106), one has
δP aA =
[











Recalling that the normal and parallel displacement gradients are independent from (8.123) one ob-
tains (
A[aAcB + P̊ dA(F̊−1)Bdg[ac
)
F̊ b]A + P̊






F̊ b]A + M̊
[aBgcb] = 0 ,
B[aAcBF̊ b]A = 0 , C[aAcBF̊ b]A = 0 .
(8.125)
Note that if one uses the stress and the couple-stress symmetries for the finitely-deformed shell
(8.112), the linearized symmetry relations in (8.125) will be simplified to (8.110).
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Remark 8.3.4. Note that when U> = 0, and in the absence of the initial body moments (L̊ = 0),
the normal body forces (B̊⊥ = 0), and the initial couple stress (M̊ = 0), we recover the governing
equations of a classical plate discussed in [261, P. 379], [262, P. 289], and [244]. To see this, from
(8.111) and (8.112), the nontrivial equilibrium equations for a classical plate in its initial configuration
read
P̊ aA|A + ρ(B̊
>)a = 0 , and P̊ [aAδb]A = 0 . (8.126)
Also, the linearized governing equations (8.122) for a classical plate read







− (F̊−1)BaδMaA|A|B − ρ(B̊>)b
∂ U⊥
∂ xb
= ρ Ü⊥ , (8.127)
where from (8.124), δP aA = 1
2
BaAbB(U⊥,b)|B, and δMaA = 12C

















= ρ Ü⊥ ,
(8.128)
and
BaAbB |A(U⊥,b)|B + BaAbB(U⊥,b)|B|A = 0 . (8.129)
Similarly, after some simplifications (8.123) implies that
B[aAcBF̊ b]A = 0 , C[aAcBF̊ b]A = 0 . (8.130)
Note that in the case of pure bending deformations considered in the above-mentioned references, no
dependence of the strain energy function on the Cauchy-Green deformation tensor is assumed, and
thus, B vanishes. Therefore, (8.129) is trivially satisfied and (8.130) gives C[aAcBF̊ b]A = 0, i.e., C
must possess the minor symmetries.
307
8.4 Transformation cloaking in elastic plates
Let us consider an elastic plate H with a finite hole E (see Fig.8.1). In transformation cloaking one
surrounds the hole with a cloaking device C, which is an annular elastic plate such that the finite hole
has negligible disturbance effects on the upcoming waves, i.e., as if the hole does not exist. The mass
density and the elastic properties of the cloak are inhomogeneous and anisotropic, in general. Without
loss of generality, we assume that in H \ C the plate is homogeneous and isotropic. Motion of H is
represented by a smooth map ϕt : H → S . The cloaking transformation is a time-independent map
ξ : ϕ̊(H) → ˚̃ϕ(H̃), which transforms the pre-stressed plate H (physical plate) with the initial stress
P̊ and the initial couple-stress M̊ in its current configuration to a corresponding homogeneous and
isotropic stress-free plate H̃ (virtual plate) in its current configuration (see also [41]). The physical and
virtual plates are endowed with their respective induced Euclidean metrics G and G̃. The mapping
ξ transforms the finite hole E to a very small hole Ẽ of radius ε and is assumed to be the identity in
H\C. The corresponding cloaking transformation in the reference configuration is denoted by Ξ. We
also assume that the virtual plate has the same uniform and isotropic elastic properties as those of the
physical plate outside the cloak (H \ C). Motion of the virtual plate is represented by ϕ̃t : H̃ → S̃.
The initial-boundary value problems corresponding to the motions ϕt : H → S and ϕ̃t : H̃ → S̃ are
called the physical and virtual problems, respectively. The deformation gradients corresponding to
the physical and virtual problems are, respectively, denoted by F = Tϕt and F̃ = T ϕ̃t. The tangent





F. The current configurations of the physical and virtual problems are required to be identical
outside the cloaking region, i.e., in H \ C. This implies, in particular, that any elastic measurements
performed in the spatial configurations of the virtual and physical plates are identical, and thus, they
are indistinguishable by an observer positioned anywhere inH \ C.
Note that due to the structure of the governing equations of an elastic shell (and plate) (8.72) and
(8.73), under a cloaking transformation, the (two-point) stress and couple-stress are not necessarily
transformed using a Piola transformation18 (unlike transformation cloaking in 3D elasticity [41]). This




















Figure 8.1: A cloaking transformation Ξ (or ξ when the physical plate is pre-stressed) transforms a plate with a finite
hole E to another plate with an infinitesimal hole (Ẽ) that is homogeneous and isotropic. The cloaking transformation is
defined to be the identity map outside the cloak C. Note that Ξ is not a referential change of coordinates and ξt is not a
spatial change of coordinates.
is something that we carefully discuss in §8.4.1 and §8.4.2 in the case of elastic plates. The Jacobian
of the referential and spatial cloaking transformations, Ξ and ξ are given by
JΞ =
√




F , Jξ =
√





coordinates, one has WA = J(F−1)Abwb, where J =
√
det g
detG det F is the Jacobian of ϕ with G and g the Riemannian
metrics of B and S, respectively. Note that a Piola transformation can be performed on any index of a given tensor. One
can show that Div W = J(div w) ◦ ϕ, which in coordinates is written as WA|A = Jwa|a. This is also known as the
Piola identity. Another way of writing the Piola identity is in terms of the unit normal vectors of a surface in B and its
corresponding surface in S, along with the area elements. It is written as n̂da = JF−?N̂dA, or in components, one writes
nada = J(F
−1)AaNAdA. In the literature of continuum mechanics, this is known as Nanson’s formula.
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Shifters in Euclidean ambient space. We assume that the reference configurations of both the
physical and virtual plates are embedded in the Euclidean space. To relate vector fields in the physical
problem to those in the virtual problem properly one would need to use shifters. The mapping s :
TS → T S̃, defined as s(x,w) = (x̃,w) is called the shifter map. The restriction of s to x ∈ S is
denoted by sx = s(x) : TxS → Tx̃S̃, and shifts w based at x ∈ S to w based at x̃ ∈ S̃. Notice
that s simply parallel transports19 vectors emanating from x to those emanating from x̃ utilizing the
linear structure of the Euclidean ambient space. For S and S̃ we choose two global colinear Cartesian
coordinates {z̃ ĩ} and {zi} for the virtual and physical deformed configurations, respectively. Let us








(x)δ ĩi . (8.132)























are the Christoffel symbols associated with S and S̃
(with their induced Euclidean metrics), respectively. It is straightforward to verify that sãa|b̃ = 0, i.e.,
the shifter is covariantly constant. As the reference configurations of both the physical and virtual
shells are embedded in the Euclidean space, referential shifters may also be defined similarly. As an
example consider polar coordinates (r, θ) and (r̃, θ̃) at x ∈ R2 and x̃ ∈ R2, respectively. The shifter
map has the following matrix representation with respect to these coordinates
s =
 cos(θ̃ − θ) r sin(θ̃ − θ)
− sin(θ̃ − θ)/r̃ r cos(θ̃ − θ)/r̃
 . (8.134)
In order to ensure that the (tangential and normal) components of the acceleration term remain
19The notion of shifter maps in a general Riemannian manifold can be defined similarly if one considers parallel
translations along the curves in the two manifolds.
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form invariant under the cloaking map, the tangential and normal components of the displacement
field in the physical and virtual shells are related as
(Ũ>)ã = sãa(U
>)a , Ũ⊥ = U⊥ , a, ã = 1, 2, (8.135)
where s is the shifter in the local tangent plane to plates in R2.20 Let {X1, X2, X3} and {X̃1, X̃2, X̃3}
be local coordinate charts for B and B̃ such that {X1, X2} and {X̃1, X̃2} are local charts for H and
H̃, respectively (with ∂/∂X3 and ∂/∂X̃3 being, respectively, normal to H and H̃). We assume that
B and B̃ are both embedded in the Euclidean space using two global collinear Cartesian coordinates







(X)δĨ I , A, Ã, I, Ĩ = 1, 2, 3. (8.136)
Thus, one obtains ḠAB = SÃASB̃B
¯̃GÃB̃, where A,B, Ã, B̃ = 1, 2, 3.
Boundary conditions in the physical and virtual problems. Let ∂H = ∂E ∪ ∂oH, where ∂E is
the boundary of the physical hole and ∂oH is the outer boundary of H. Let us assume that ∂oH is
the disjoint union of ∂oHd and ∂oHt, i.e., ∂oH = ∂oHt ∪ ∂oHd, such that the Neumann and Dirichlet
20Note that for both plates we may use two global collinear Cartesian coordinates {z1, z2, z3} and {z̃1, z̃2, z̃3} such
that z3 and z̃3 are the outward normal directions to the physical and virtual plates, respectively. Therefore, {z1, z2}
and {z̃1, z̃2} are two global collinear Cartesian coordinates for ϕ(H) and ϕ̃(H̃), respectively, where Ξ : H → H̃,







(x)δĩi , a, ã, i, ĩ = 1, 2 ,




















ϕ>(X, t) = ϕ̄>(X, t) ,









where T is the unit normal one-form on ∂oH. Similarly, for the virtual problem, one has
[















ϕ̃>(X̃, t) = ¯̃ϕ>(X̃, t) ,









Note that the cloaking map Ξ : H → H̃ is set to be the identity outside the cloak, i.e., in H \ C (or
H̃ \ C̃), and thus, one is able to impose identical boundary conditions on the outside boundaries ∂oH,
and ∂oH̃. Thus, noting that ∂(H \ C) = ∂oH ∪ ∂oC and ∂(H̃ \ C̃) = ∂oH̃ ∪ ∂oC̃, in order for the two
problems to have identical current configurations (and thus, elastic measurements) outside the cloak,
it remains to make sure that the boundary data of ∂oC and ∂oC̃ are identical, i.e., for X ∈ ∂oC and
21See Remark. 8.3.1 for a discussion on how the boundary surface traction, boundary shear force, and boundary moment
as well as their corresponding Dirichlet boundary conditions are prescribed in the boundary-value problem.
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X̃ ∈ ∂oC̃ (note that Ξ|∂oC = id), one needs to have
(T̃>)ã =
[

































ϕ̃> ◦ Ξ(X, t) = ϕ>(X, t) ,
ϕ̃⊥ ◦ Ξ(X, t) = ϕ⊥(X, t) ,
∂ϕ̃⊥
∂X̃Ã






Moreover, the hole in the virtual shell is assumed to be traction-free, i.e.,
[
P̃ ãÃ + 2θ̃b̃c̃M̃
b̃Ãg̃ãc̃
]
T̃Ã = 0 , (F̃
−1)Ãã
[
ρ̃L̃ã − M̃ãB̃ |B̃
]
T̃Ã = 0 ,
M̃ãÃT̃Ã = 0 .
on ∂Ẽ (8.140)
The inner surface of the hole in the physical shell must be traction-free as well, and hence
[
P aA + 2θbcM
bAgac
]





TA = 0 ,
MaATA = 0 .
on ∂E (8.141)
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Ũ> ◦ Ξ(X, t) = sU>(X, t) ,
Ũ⊥ ◦ Ξ(X, t) = U⊥(X, t) ,
∂Ũ⊥
∂X̃Ã






Next, we discuss transformation cloaking in Kirchhoff-Love plates, for which only the out-of-
plane displacement is allowed. We also examine the possibility of transformation cloaking when the
pure bending assumption is relaxed and the plate is allowed to have both in-plane and out-of-plane
displacements.
8.4.1 Elastodynamic transformation cloaking in Kirchhoff-Love plates
In this section, we discuss transformation cloaking in classical elastic plates in the absence of in-plane
deformations (pure bending). For the sake of brevity, let us denote the normal displacement of the
physical plate U⊥ and the normal displacement of the virtual plate Ũ⊥ by W and W̃, respectively.
For the virtual plate with uniform elastic properties and vanishing pre-stress and initial body forces,
(8.128) is simplified to read
−1
2
(˚̃F−1)B̃ ãC̃ãÃb̃C̃(W̃,b̃)|C̃|Ã|B̃ = ρ̃
¨̃
W . (8.143)
Note that in the absence of in-plane deformations (U> = 0) and in the case of thin plate bending (B =
0), δP aA = δP̃ ãÃ = 0, and (8.143) is the only non-trivial linearized balance of linear momentum
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equation. We assume a Saint Venant-Kirchhoff constitutive model22 for the virtual plate, for which



































where E is Young’s modulus and ν is Poisson’s ratio. Therefore, in the case of pure bending defor-














22See [263, 264, 265, 266] for details on the derivation of the Saint Venant-Kirchhoff shell constitutive model.
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Note that (8.145) is the most general isotropic constitutive equation for a Kirchhoff-Love plate. As-















































































































































= ρ Ẅ .
(8.147)
We next multiply both sides of (8.143) by some positive function k = k(X) to be determined,23
and substitute for derivatives from (8.146). Then compare the coefficients of different derivatives
with those in (8.147). Comparing the coefficients of the fourth-order derivatives gives us the elastic
constants of the physical plate, comparing the first-order derivatives gives the tangential body force in
the finitely-deformed physical plate, and finally comparing the second-order derivatives will give the
pre-stress in the physical plate. In addition, comparing the coefficients of the third-order derivatives
23Note that introducing the scalar field k = k(X) provides an extra degree of freedom in the cloaking problem.
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will result in a set of constraints on the cloaking map that we call cloaking compatibility equations.











Notice that C has the minor symmetries, and thus, the linearized balance of angular momentum is
satisfied for the physical plate. The mass density of the physical plate is given by ρ = kρ̃ ◦ Ξ. The
















































The cloaking compatibility equations read
























































































and, with an abuse of notation



























































































F−1)AẼ|B̃|C̃ − Γ̃Ẽ B̃D̃(
Ξ




where ΓABC and Γ̃ÃB̃C̃ are, respectively, the Christoffel symbols associated with the induced connec-







+ CkAbBγaklF̊ lC + CaAkBγbklF̊ lC







+ CkAbB |CγaklF̊ lD + CaAkB |CγbklF̊ lD
+ CaKbB |CΓAKD + CaAbK |CΓBKD − CaAbB |KΓKCD .
(8.155)













RK + (all upper referential indices)







K + (all upper spatial indices)
− TAB···FG···Qab···f l···qγlgrF rK − (all lower spatial indices) .
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From (8.142), W̃,Ã = W,A(S
−1)AÃ, on ∂oC, whence, together with (8.146), it follows that TΞ|∂oC =
Ξ














= 0, k|∂oC = 1, and
k,A|∂oC = 0. Similarly, given that the virtual plate is not pre-stressed (˚̃P = 0), (8.139) implies that the




Knowing that the hole surface in the virtual plate is traction-free (cf. (8.140)), i.e., (˚̃F−1)ÃãδM̃ãB̃ |B̃T̃Ã =










= 0, then the hole inner
surface ∂E will also be traction-free in the physical plate. Note that (8.141) requires that the initial
traction vanish on the boundary of the physical hole, viz., (T̊>)a|∂E = P̊ aATA
∣∣
∂E = 0.
Remark 8.4.2. It is important to note that contrary to transformation cloaking in 3D elasticity, where
stress and couple-stress are transformed using the Piola transformation under a cloaking map, for
Kirchhoff-Love plates, the couple-stress is not necessarily transformed via the Piola transformation.
However, this should not be surprising, as in the 3D case, divergence of stress (and couple-stress)
appear in the balance of linear momentum, and one uses the Piola transformation in order to preserve
the divergence terms (and thus, the governing equations) up to the Jacobian of the cloaking map.
Remark 8.4.3. The mass form is not necessarily preserved under the cloaking transformation Ξ in
Kirchhoff-Love plates, unlike transformation cloaking in 3D elasticity, where the mass form is pre-
served under Ξ (see [41, Remark 6]). To see this let us denote the virtual and physical mass forms by
m̃ = ρ̃dÃG̃, and m = ρdAG, respectively. Therefore, one obtains








Remark 8.4.4. It is straightforward to see that when (
Ξ
F−1)AÃ|B̃ = 0 (i.e.,
Ξ
F−1 is covariantly constant)
and k,A = 0, one has P̊ = 0 and B̊> = 0, and thus, the constraint (8.153) and the balance equations
in the finitely-deformed configuration (8.152) and (8.153) are already satisfied. However, if one uses
Cartesian coordinates {ZI} and {Z̃ Ĩ} forH and H̃, respectively,
Ξ
F would have constant components
if it is covariantly constant. Knowing that on the outer boundary of the cloak one needs to have
TΞ|∂oC =
Ξ
F|∂oC = id, it follows that
Ξ
F is the identity everywhere (so is the cloaking map Ξ), and
thus, cloaking is not possible if one assumes that the tangent map of the cloaking transformation is
covariantly constant.25
A circular cloak in a Kirchhoff-Love plate
Consider a circular hole E in the physical plate in its reference configuration with radius Ri that
needs to be cloaked from the out-of-plane excitations using an annular cloak having inner and outer
radii Ri and Ro, respectively. Let us map the reference configuration to the reference configuration
of the virtual plate via a cloaking map, Ξ : H → H̃, where for Ri ≤ R ≤ Ro, it is defined as,
(R̃, Θ̃) = Ξ(R,Θ) = (f(R),Θ) such that f(Ro) = Ro and f(Ri) = ε, and for R ≥ Ro is the identity
map. The physical and virtual plates are endowed with the Euclidean metrics G = diag(1, R2), and






25Pomot et al. [252] used a linear cloaking transformation, which has a covarianlty constant tangent map. However, a
linear cloaking map does not satisfy the required traction boundary condition on ∂oC, i.e., TΞ|∂oC =
Ξ
F|∂oC = id, and
therefore, using a linear cloaking map is not acceptable (see [194] for another improper use of this type of mapping).
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where the first two indices identify the submatrix and the last two specify the components of that
submatrix. The (surface) mass density of the physical plate is given by ρ = k(R)ρ̃. Using (8.148),

































From (8.149), the circumferential component of the tangential body force vanishes, i.e., (B̊>)θ = 0,
and its radial component reads
(B̊>)r =
Eh3




(R)− 3f(R)f ′6(R)− 3f 2(R)f ′4(R)f ′′(R)










(R) + f (4)(R)f ′
2


























(R) + 2(ν − 1)R2f(R)k(R)f ′5(R)
+Rf 2(R)f ′
3





(R) + f ′
2
(R) (Rk′′(R) + 2k′(R))− 8f ′(R)f ′′(R) (Rk′(R) + k(R))
]






12 (1− ν2) f 5(R)f ′4(R)
[
−R2f(R)f ′4(R) (Rk′(R)− 6(ν − 1)k(R)) + 4R3k(R)f ′5(R)
− 2νRf 2(R)f ′2(R) [2f ′(R) (Rk′(R) + 2k(R))− 3Rk(R)f ′′(R)]
+ f 3(R)
(













Note that P̊ is diagonal, and thus, (8.153) is already satisfied. The constraint (8.151) gives us the
following two ODEs:












(1− 2ν)Rf 2(R)k(R)f ′′(R)
+ f ′(R)
[




Using (8.163a) and (8.163b), one obtains the following second-order nonlinear ODE for f(R):
f ′(R) [f(R)−Rf ′(R)] [Rf ′(R) + (ν − 1)f(R)]− νRf 2(R)f ′′(R) = 0 . (8.164)
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It is interesting to observe that the differential equation governing the gradient of the cloaking map
involves the Poisson’s ratio of the virtual plate. Note that for ν = 0, from (8.164), the cloaking map











[f(R)−Rf ′(R)] [Rf ′(R) + (ν − 1)f(R)] . (8.166)
Note, however, that (8.164) is a second-order ODE and one cannot enforce the required boundary
conditions f(Ro) = Ro, f(Ri) = ε, and f ′(Ro) = 1 (i.e.,
Ξ
F|∂oC = id) simultaneously, and thus,
cloaking is not possible. The finite (in-plane) balance of linear momentum (8.152), i.e., P̊ aA|A +
ρ(B̊>)a = 0, is simplified to read
6R2k(R)f ′(R)7 − 3Rf(R)f ′(R)5 [f ′(R) (2Rk′(R) + 3k(R))− 2Rk(R)f ′′(R)]
− 2f(R)3f ′(R)2
[




Rf ′(R) [f ′(R) (2Rk′′(R) + 7k′(R))− 6Rf ′′(R)k′(R)]
+ k(R)
[
6R2f ′′(R)2 + 3f ′(R)2 −Rf ′(R)
(










− 5f ′(R)f ′′(R)
[




Rf (4)(R)k(R) + 8f (3)(R)k(R) + 12Rf ′′(R)k′′(R)
+ 8
(






One can recursively use (8.165) and (8.166) to express k′′(R), k(3)(R), f (3)(R), and f (4)(R) in terms
of f ′(R), f(R), k′(R), and k(R). Plugging these expressions into (8.167), one can verify that (8.167)
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holds. Therefore, the satisfaction of the balance of linear and angular momenta in the physical plate in
its finitely deformed configuration (i.e., (8.152) and (8.153)) does not impose any additional restriction
on the cloaking map; (8.151) is the only constraint on Ξ.
Remark 8.4.5. For the isotropic and homogeneous flexural rigidity (8.159) and a flat ambient space,
the governing equation of the virtual plate (8.143) is expanded and written in the form of the following
biharmonic equation
−D(0)∇̃4W̃ = ρ̃ ¨̃W . (8.168)
We first show that the simplified governing equation (8.168) does not correspond to a unique flexural
rigidity tensor of an isotropic and homogeneous plate, and thus, that of the cloak when the cloaking






Ỹ Ỹ Ỹ Ỹ W̃Ỹ Ỹ Ỹ Ỹ + 4C̃
X̃X̃X̃Ỹ W̃X̃X̃X̃Ỹ
+ 4C̃X̃Ỹ X̃Ỹ W̃X̃X̃Ỹ Ỹ + 4C̃
X̃Ỹ Ỹ Ỹ W̃X̃Ỹ Ỹ Ỹ + 2C̃















Comparing the coefficients of different derivatives, one obtains
C̃X̃X̃X̃X̃ = 2D(0) , C̃Ỹ Ỹ Ỹ Ỹ = 2D(0) ,
C̃X̃X̃X̃Ỹ = 0 , C̃X̃Ỹ Ỹ Ỹ = 0 , 2C̃X̃Ỹ X̃Ỹ + C̃X̃X̃Ỹ Ỹ = 2D(0) .
(8.171)







ity tensor starting from the simplified governing equation (8.168) and comparing it with the initial
governing equation in its tensorial form (8.143). We next transform the biharmonic equation (8.168)
under a cloaking map. In Cartesian coordinates
Ξ


























One may recursively use (8.173) to find the transformed higher order derivatives of W̃, and eventually,









the coefficients of the different derivatives in the transformed biharmonic equation with those in the
governing equation of the physical plate (8.147), one determines the unknown fields. Comparing the














































































































In particular, we note that transforming the biharmonic equation under the cloaking map does not fully
determine the flexural rigidity tensor of the cloak. This should not be surprising as the biharmonic
equation (8.168) does not correspond to a unique flexural rigidity tensor for the virtual plate (cf.
(8.171)). Also, note that (8.174) is consistent with (8.148) in the sense that, if one only knows the
flexural rigidity of the virtual plate C̃ up to (8.171), then (8.148) gives us (8.174).
The work of Colquitt et al. [244] on flexural cloaking
Next, we show that the transformation cloaking formulation of Kirchhoff-Love plates given in [244]
is, unfortunately, incorrect. They start from the biharmonic governing equation of an isotropic and
homogeneous elastic plate and apply [159, Lemma 2.1] twice to transform the governing equation
under the cloaking map. Using this lemma, one imposes certain constraints on the gradients of the
displacements and the gradients of the Laplacian of the displacements in the virtual and physical
plates. These constraints are incompatible with the way the displacement field is transformed under a
cloaking map. In particular, these constraints will force the cloaking transformation to isometrically
map the governing equations of the virtual plate to those of the physical plate. Therefore, the vir-
tual and physical plates are essentially the same elastic plate and this formulation of transformation
cloaking does not result in any new information. Ignoring these constraints and what restrictions they
impose on the cloaking map have resulted in deriving incorrect transformed fields for the physical
plate, and in particular, we show that Colquitt et al. [244]’s transformed flexural rigidity is incorrect.
The governing equation of flexural waves in an isotropic and homogeneous thin plate with the flexural
rigidity D(0) = Eh3/12(1 − ν2), mass density P , thickness h, and in the presence of time-harmonic
anti-plane excitations with frequency ω reads
D(0)∇4XW (X)− Phω2W (X) = 0 , X ∈ χ ⊆ R2 . (8.175)
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W (X) = 0 , X ∈ χ ⊆ R2 . (8.176)
They transform (8.176) by applying [159, Lemma 2.1] twice via an invertible map F : χ→ Ω, where
x = F(X), F = ∇Xx, and J = det F, and obtain
(




W (x) = 0 , x ∈ Ω . (8.177)
In particular, their transformed rigidity tensor is given by
Dijkl = D
(0)JGijGkl , (8.178)
where Gij = J−1FipFjp.
Let us discuss the implication of applying [159, Lemma 2.1] to the out-of-plane displacement
field. In particular, we show that the way the fields are transformed in this lemma is incompatible
with the underlying assumption of the transformation of the displacement fields under a cloaking
map, i.e., W̃ ◦ Ξ = W. We work in general curvilinear coordinates and distinguish between the
out-of-plane displacement fields in the virtual and physical plates, i.e., W̃ and W, respectively. The
gradients of W̃ and W are written in components as
(∇̃W̃)Ã = G̃ÃB̃ ∂W̃
∂X̃B̃






























where ∇2 is known as the Laplace-Beltrami operator. Applying [159, Lemma 2.1] to the gradient of
the displacement field, one assumes that (∇W)A = JΞ(
Ξ









i.e., the gradients of the out-of-plane displacements in the virtual and physical plates are related by


















































































= JΞ∇̃4W̃ . (8.184)
Colquitt et al. [244] and many other researchers start from the biharmonic equation for the virtual



















ω2W̃ = 0 . (8.185)
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They implicitly assume that the virtual and physical plates have the same displacement fields, i.e.,






























ω2W = 0 .
(8.186)
However, this formulation of the transformation cloaking problem is problematic for a number of
reasons:








, and not by the Piola transformation (8.181), which is the underlying assump-
tion of [159, Lemma 2.1]. In other words, one cannot assume that W = W̃ ◦ Ξ, and at the same time
use the Piola transform, which is what Colquitt et al. [244] did; in order to derive (8.186) from (8.185)








(ii) Applying [159, Lemma 2.1] twice requires the following extra constraint on the gradients of




















 G̃ÃB̃ , (8.187)


















Colquitt et al. [244] use the lemma twice and write their Eq. (2) without mentioning the constraint
(8.188) or (8.181) and even checking if these constraints are compatible with the underlying assump-
tion that W = W̃◦Ξ. Let us see what restrictions these constraints impose on the cloaking map. From
29This assumption ensures that the second term in (8.175) remains form invariant under the cloaking map.
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Substituting (8.189) into (8.188), one finds
∂
∂X̃B̃








(JΞ − 1) ∇̃2W̃
]
= 0 . (8.190)
Knowing that (8.190) must hold for an arbitrary displacement field W̃, one concludes that JΞ = 1,30
and thus, G = Ξ∗G̃, meaning that the physical and virtual plates are isometric and are essentially
the same elastic plate with the same mechanical response. To see this more clearly, using the fact





ÃB̃ and the metric







− Phω2W = 0 , (8.191)
i.e., D(0)∇4W − Phω2W = 0, which is identical to the biharmonic equation for the virtual plate
D(0)∇̃4W̃−Phω2W̃ = 0. Therefore, the physical and the virtual plates are the same elastic plate and
the application of [159, Lemma 2.1] maps the biharmonic equation to itself; it does not result in any
new information.
(iii) Colquitt et al. [244] express (8.186) in Cartesian coordinates and looking at the fourth-order












tions on Ã and C̃), incorrectly conclude that the flexural rigidity of the cloak is given by (8.178), or








F−1)DC̃ . The reason for this mistake
is that (8.186) has some hidden strong assumptions. Incorporating these assumptions one arrives at
(8.191). In other words, one needs to look at (8.191) in order to calculate the transformed elastic con-
30Note that (8.190) implies that (JΞ − 1) ∇̃2W̃ = C, where C is a constant. Recalling that on the outer boundary of
the cloak
Ξ
F|∂oC = id, and thus, JΞ|∂oC = 1, and given that W̃ is smooth, one concludes that C = 0. Therefore, JΞ = 1.
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stants, and not (8.186). Looking at the term in (8.191) with fourth-order derivatives the transformed
elasticity tensor is given by D(0) ∂
4W
∂XC∂XC∂XA∂XA
in Cartesian coordinates. However, (8.191) is noth-
ing but the governing equation of the virtual plate, i.e., the virtual and physical plates are identical.
Note that when the cloaking transformation is the identity, i.e., F = id, Colquitt et al. [244]’s trans-
formed rigidity tensor (8.178) is not reduced to that of the homogeneous and isotropic plate (8.159)
and is not even positive definite (see also [252]). To see this note that for the identity cloaking map























which clearly does not agree with the flexural rigidity of the isotropic and homogeneous elastic plate
(8.159). It is also immediate to see that (8.192) has zero eigenvalues, and thus, is not positive definite.
(iv) The traction due to the so-called membrane forces obtained in [244] do not vanish on the
boundary of the hole, and thus, the hole surface is not traction-free. This means that in the numerical
simulations presented in [244], one needs to apply some forces on the boundary of the hole even if
the transformation cloaking problem had been properly formulated. Furthermore, the finite traction
due to the membrane forces does not vanish on the boundary of the cloak either, and their cloak-
ing transformation does not have the identity tangent map on the outer boundary of the cloak ∂oC,
i.e., TF|∂oC =
F
F|∂oC 6= id. Therefore, the physical and virtual plates cannot have identical current
configurations outside the cloaking region.
Remark 8.4.6. In this remark we show that the work of Colquitt et al. [251] on the cloaking of
the out-of-plane shear waves for the Helmholtz equation is also incorrect because similar to their
flexural cloaking formulation [244] their use of the Piola transformation is inconsistent with their
displacement transformation. Colquitt et al. [251] start from the Helmholtz equation for an isotropic
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and homogeneous medium
µ∇X · (∇X)u(X) + %ω2u(X) = 0 , X ∈ χ ⊂ R2 , (8.193)
where µ and % are, respectively, the shear modulus and the mass density of the isotropic and ho-
mogeneous medium, and u is the out-of-plane displacement. Applying [159, Lemma 2.1] using an
invertible map F : χ → Ω such that x = F(X), F = ∇Xx, and J = det F, they transform (8.193)
as [
∇ · (C(x)∇) + ρ(x)ω2
]
u(x) = 0 , x ∈ Ω ⊂ R2 , (8.194)
where C(x) = µ/J(x)F(x)FT(x) is the transformed stiffness matrix and the transformed mass den-
sity is given by ρ(x) = %/J(x). To write this in our notation, one starts with the Helmholtz equation
for the virtual medium µ̃ ∇̃2W̃ + ρ̃ ω2W̃ = 0, where µ̃, ρ̃, and W̃ are, respectively, the shear modulus,
the mass density, and the displacement in the virtual medium. Then, provided that (8.181) holds, one












2W̃ = 0 . (8.195)
Next, assuming that the virtual and the physical media have identical displacements, i.e., W = W̃ ◦ Ξ













2W = 0 . (8.196)
This is identical to what they have in (8.194), recalling that F corresponds to Ξ−1. As we discussed
in the case of flexural transformation cloaking, (8.181) imposes a strong constraint on the cloak-






AB (summation on Ã). Solving this relation, one obtains the tangent of the
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(inverse) cloaking map as31
Ξ
F−1(X̃, Ỹ ) =
 α(X̃, Ỹ ) β(X̃, Ỹ )
−β(X̃, Ỹ ) α(X̃, Ỹ )
 , (8.197)
where α2 +β2 > 0. Note that the (bulk) compatibility of
Ξ





























= 0 . (8.199)
The mapping F that Colquitt et al. [251] introduce to design a square-shaped cloak by shrinking a
finite rectangular cavity to a small one is not of the form (8.197).
8.4.2 Elastodynamic transformation cloaking in plates in the presence of in-plane and out-of-plane
displacements
In this section, we relax the pure bending assumption and formulate the transformation cloaking
problem of a classical elastic plate in the presence of both in-plane and out-of-plane displacements.
In doing so, we let the physical plate undergo finite in-plane deformations while staying flat, i.e.,
(ϕ̊⊥ = id and θ̊ = 0), whereas the virtual plate does not go through any finite deformation (˚̃ϕ =
id). For simplicity of notation, let us drop the superscripts and denote the normal and tangential
displacement fields of the physical (virtual) plate U⊥ and U> (Ũ⊥ and Ũ>) by W and U (W̃ and Ũ),
respectively. The tangential and normal displacement fields are transformed as
Ũã = sãa ◦ ϕ̊Ua ◦ Ξ , and W̃ = W ◦ Ξ−1 . (8.200)





32Note that if one defines the complex function as f(X̃ + iỸ ) = β(X̃, Ỹ ) + iα(X̃, Ỹ ), then (8.198) gives the Cauchy-
Riemann equations and tells us that the complex function should be holomorphic.
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The linearized balance of linear momentum for the virtual plate, which has uniform elastic properties,
reads
δP̃ ãÃ|Ã = ρ̃0




δP̃ ãÃ = ÃãÃb̃B̃Ũb̃|B̃ +
1
2








The symmetries of the elastic constants (8.110) for the virtual plate implies that
Ã[ãÃc̃B̃ ˚̃F b̃]Ã = 0 , B̃
c̃B̃[ãÃ ˚̃F b̃]Ã = 0 , (8.203a)
B̃[ãÃc̃B̃ ˚̃F b̃]Ã = 0 , C̃
[ãÃc̃B̃ ˚̃F b̃]Ã = 0 . (8.203b)
Knowing that the virtual plate is uniform, its elastic properties (constants) are (covariantly) constant.

















The balance of linear momentum for the physical plate in the absence of initial couple-stress (M̊ = 0)
reads (cf. (8.122))
δP aA|A + ρ0B̊
⊥gabW,b + ρ0g
ab(B̊>)cUc|b − ρ0 gac(F̊−1)Bb (W,c)|B L̊b = ρ0Üa , (8.205a)































































































































































































































FF̊−1.33 Under the cloaking transformation Ξ : H → H̃ and using (8.207) and (8.208),





















































Using the shifter map, we try to write (8.209) as the in-plane governing equation of the physical plate
(8.205a). Therefore, the referential mass density of the physical plate is given by ρ0 = JΞρ̃0,34 and




































33Note that ˚̃F = id, while F̊ is not the identity, in general. However, for thin plates (due to the inextensibility constraint)
F̊ = id, and thus, the mappings ξ and Ξ are identical, whence (8.208) reduces to (8.146) with a slight abuse of notation.
34Conservation of mass for the physical and virtual plates implies that ρ0 = %J̊ and ρ̃0 = %̃
˚̃J . Noting that ˚̃ϕ = id and
Jξ =
˚̃JJΞJ̊
−1, the spatial mass density of the cloak is given by % = Jξρ̃0.
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(B̊>)b = 0 , (8.210e)







= 0, and the fact that the virtual plate
has uniform elastic parameters were used.
Remark 8.4.7. Note that in this case we have two sets of governing equations that need to be simul-
taneously transformed under a cloaking map: the in-plane and the out-of-plane governing equations
(unlike the previous case where the out-of-plane equilibrium equation was the only non-trivial gov-
erning equation). Note also that similar to 3D elasticity, the in-plane governing equations are trans-
formed using a Piola transformation via the cloaking map. This, in turn, implies that the density is
transformed as ρ0 = JΞρ̃0. Now because density must be transformed the same way for the in-plane
and the out-of-plane governing equations, the scalar field k introduced in §8.4.1 is is equal to the
Jacobian of the cloaking map JΞ, i.e., k(X) = JΞ(X).
Similarly, we write (8.204)2 as the out-of-plane governing equation of the physical plate (8.205b)
up to the Jacobian of the (referential) cloaking map JΞ. Hence, one finds the initial pre-stress, the




































































































along with the following cloaking compatibility equations36



























































































36One starts from the governing equations of the virtual plate and substitutes the derivatives with their corresponding
transformed derivatives and compares the coefficients of the different derivatives in the transformed governing equations
with those in the physical plate. This overdetermined system of equations gives all the transformed fields, and a set of
constraints on the cloaking map.
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and the ones given by (8.210e) and (8.211b). Notice that C already possesses the major symmetries.
The linearized symmetry relations in the presence of pre-stress are given by (8.110). Recalling that the
elastic parameters of the virtual plate satisfy (8.203), the relations C[aAcBF̊ b]A = 0, and BcB[aAF̊ b]A =
0, already hold, i.e.,




























c̃B̃ãÃ = 0 ,
(8.213a)
































ãÃc̃B̃ = 0 .
(8.213b)
On the other hand, A[aAcBF̊ b]A = 0, and B[aAcBF̊ b]A = 0, respectively, imply that
















ãÃc̃B̃ − P̊ dA(F̊−1)Bdg[acF̊ b]A = 0 ,
(8.214a)



















ãÃc̃B̃ = 0 .
(8.214b)
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ãb̃c̃d̃ = 0 .
(8.215b)
Additionally, the initial body forces and the pre-stress need to satisfy the following balance of linear
and angular momentum in the finitely deformed configuration
P̊ aA|A + ρ0(B̊








= 0 , (8.216b)
P̊ [aAF̊ b]A = 0 . (8.216c)
Notice that if (8.216c) holds (or, equivalently, σ̊ is symmetric), thenA possesses the major symmetries
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Using (8.142), one needs to have W̃,ã = W,a(s−1)aã on the boundary of the cloak ∂oC, which implies
that Tξ|∂oC =
ξ
F|∂oC = id. Additionally, the boundary surface traction and moment in the physical
and virtual plates need to be identical on the boundary of the cloak, i.e., (δT̃>)ã = sãa(δT>)a, δT̃⊥ =
δT⊥, and δm̃ã = sãaδma, on ∂oC (see (8.142)). To ensure this one needs to impose the following










= 0, TΞ|∂oC =
Ξ
F|∂oC = id
(and thus, F̊|∂oC = id, given that
ξ




FF̊−1). Similarly, knowing that the hole
surface ∂Ẽ in the virtual plate is traction-free, the hole inner surface in the physical plate ∂E will be










= 0.37 Furthermore, the hole
must be traction-free in the physical plate in its finitely-deformed configuration, i.e., from (8.141),




































= 0, implies that L̊|∂oC = 0, and δL|∂oC = 0, (see (8.142) and (8.210d)), and thus



























= 0, and the fact that Ξ (and ξ) fixes the boundary of the cloak ∂oC to the third order were used.
341
abuse of notation) by
B̃ãÃb̃B̃ = b̃1G̃ãÃG̃b̃B̃ + b̃2(G̃ãb̃G̃ÃB̃ + G̃ãB̃G̃b̃Ã) , (8.219)
for some scalars b̃1 and b̃2. This is a consequence of the fact that the most general form of a fourth-
order isotropic tensor is given by a1δijδkl + a2δikδjl + a3δilδjk (for some scalars ai, i = 1, 2, 3) and
the minor symmetries of B̃ dictated by (8.203).
Remark 8.4.10. When restricting to the in-plane deformations, we recover our result [41, §4.4] for
the elastodynamic cloaking of a cylindrical hole in the context of the small-on-large theory of (classi-
cal) elasticity in 3D. For in-plane deformations, W = 0, and for a classical solid B (and C) vanishes.
Therefore, the out-of-plane equilibrium equation (8.205b) is trivially satisfied, and the in-plane equi-
librium equation (8.205a) would be the only non-trivial governing equation that needs to be studied
(and transformed) under a cloaking transformation. Note that in this case, the pre-stress is determined
such that the (only non-trivial) balance of angular momentum (8.215a) is satisfied. We should em-
phasis that in [41], the variation of the body force is assumed to be independent of that of the motion.
Therefore, the linearized equations involve the load increment δB independently of the infinitesimal
deformation δϕ (see [43, p.237]).
Remark 8.4.11. Note that (8.216b) is already satisfied. To see this, using (8.210c) and (8.210d), the

















































FF̊−1, and the Piola identity were used.
Remark 8.4.12. If B̃ vanishes for the virtual plate, which already does if one assumes the Saint
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Venant-Kirchhoff energy function (cf. (8.144)) for the virtual plate, then so does the tensor B for the
physical plate, i.e., B = 0. Moreover, if B̃ = 0, then B̊⊥ = 0, L̊ = 0, and the constraints (8.212b)
and (8.212c) are trivially satisfied.























































































Hence, the positive-definiteness of the second order variation of the energy of the physical plate
involves that of the virtual plate (i.e., δ2W̃ ), along with the elastic parameters and (in-plane and
out-of-plane) displacements of the virtual plate, the first and the second derivatives of the cloaking
map, and the pre-stress. This is in contrast to transformation cloaking in classical (and generalized
Cosserat) 3D elasticity, where δ2W = JΞδ2W̃ (see [41]), and thus, one would simply conclude that
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(the second order variation of) the energy density is positive-definite in the physical problem if and
only if it is positive-definite in the virtual problem.
A circular cloak in the presence of in-plane and out-of-plane displacements
Let us consider the cylindrical cloak example in the presence of the initial stress P̊, the initial body
force B̊, and the initial body moment L̊. The cloaking transformation ξ maps a pre-stressed cylin-
drical annulus (in the physical plate) with inner and outer radii ri and ro, respectively, to a cylindrical
annulus (in the virtual plate) with inner and outer radii ε and ro, respectively. Let, in polar coordinates,






where f(ro) = ro and f(ri) = ε. Let (R̃, Θ̃) = Ξ(R,Θ), (r, θ) = ϕ(R,Θ), and (r̃, θ̃) = ϕ̃(R̃, Θ̃)
such that ˚̃ϕ = id (and thus, ˚̃F = id). We assume that the physical plate is finitely deformed such that




















ρ̃0 , Ri ≤ R ≤ Ro . (8.228)
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Note that s = diag (1, r/f(r)). Assuming the Saint Venant-Kirchhoff constitutive equation (8.144)
for the virtual plate, C̃ is given by (8.159), B̃ = 0 (and thus, B = 0, see (8.210b), which using






































































38Note that in the case of a general isotropic energy function for the virtual plate B, L̊, and B̊⊥ do not vanish and their
expressions are given in Remark. 8.4.14.
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 1ψ′(R) ˆ̊P rR Rψ(R) ˆ̊P θR
0 0





































(ψ(R)) [(ν − 2)Rψ′(R) + 2ψ(R)]
+Rψ2(R)ψ′(R)f ′
6





+ f ′(ψ(R)) {−(ν − 1)Rψ′(R)− 2ψ(R)}
]
















(ψ(R)) [Rψ(R)ψ′(R)f ′′(ψ(R)) + f ′(ψ(R)) {ψ(R)− 2(ν − 2)Rψ′(R)}]
+ ψ(R)f 2(ψ(R))f ′
2
(ψ(R)) [f ′(ψ(R)) {νRψ′(R) + (ν − 2)ψ(R)} − νRψ(R)ψ′(R)f ′′(ψ(R))]
+ f 3(ψ(R))
[










Using (8.211b), one finds the components of the tangential body force as (B̊>)θ = 0, and
(B̊>)r =
Eh3





− 3f 2(ψ(R))f ′4(ψ(R))f ′′(ψ(R))










(ψ(R)) + f (4)(ψ(R))f ′
2




However, note that (8.210e) implies that (B̊>)r = 0, and thus, (8.234) can be viewed as a constraint.
Notice that (8.216c) is already satisfied. The constraint (8.212a) gives the following ODE
f ′(ψ(R)) [f(ψ(R))− ψ(R)f ′(ψ(R))] [ψ(R)f ′(ψ(R)) + (ν − 1)f(ψ(R))]
− νψ(R)f 2(ψ(R))f ′′(ψ(R)) = 0 .
(8.235)
Recalling that r = ψ(R), we may rewrite (8.235) as
f ′(r) [f(r)− rf ′(r)] [rf ′(r) + (ν − 1)f(r)]− νrf 2(r)f ′′(r) = 0 . (8.236)
Noting that (8.236) is a second-order ODE and the cloaking transformation ξ needs to satisfy f(ro) =
ro, f(ri) = ε, and f ′(ro) = 1, one concludes that cloaking is not possible. The balance of linear
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momentum in the finitely deformed configuration (8.216a) is simplified to read
3Rψ(R)3ψ′(R) (ψ(R)−Rψ′(R)) f ′(ψ(R))5 + ψ(R)2f(ψ(R))f ′(ψ(R))3
[
R2ψ(R)ψ′′(R)f ′(ψ(R))




(ν − 2)R2ψ(R)ψ′′(R)f ′(ψ(R))




(ν − 1)R2ψ′(R)2f ′(ψ(R))2 − (ν − 1)Rψ(R)f ′(ψ(R))
[





− 2νR2ψ′(R)2f ′′(ψ(R))2 + (ν − 1)f ′(ψ(R))2
+Rf ′(ψ(R))
(












Provided that ν 6= 0, one may use (8.236) to obtain expressions for f ′′(ψ(R)) and f (3)(ψ(R)) in terms
of ψ(R), ψ′(R), f(ψ(R)), and f ′(ψ(R)). Plugging these expressions into (8.237), it is straightforward
to verify that (8.237) already holds. Therefore, the balance of linear and angular momenta (cf. (8.216))
for the physical plate in its finitely deformed configuration are already satisfied as long as the cloaking
map satisfies the constraint given by (8.236).
Remark 8.4.14. Assuming that B̃ is given by (8.219), one obtains B, the initial normal body force










































− ψ(R)f ′5(ψ(R)) + f(ψ(R))f ′4(ψ(R))
+ 2f 2(ψ(R))f ′
2
(ψ(R))f ′′(ψ(R)) + f 3(ψ(R))
(















and the circumferential component of the body moment vanishes, i.e., L̊θ = 0.
Remark 8.4.15. General cloaking transformations: Next we show that if b̃2 > 0 and b̃1 + b̃2 > 0,
i.e., the tensor B̃ for the virtual plate is positive definite, then transformation cloaking would not be
realizable even if one uses a general cloaking map ξ for an arbitrary hole surrounded by a cloak (with
an arbitrary shape). Without loss of generality, we use Cartesian coordinates, where the shifters and
the metrics have trivial representations. Let us consider an arbitrary cloaking map ξ such that
ξ
F−1 =
F11(x, y) F12(x, y)
F21(x, y) F22(x, y)
 . (8.241)






























= 0 , (8.242b)
F11
(




F21(b̃1 + b̃2)− F12(b̃1 + 2b̃2)
)
− F211F22b̃2 = 0 . (8.242c)
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Provided that F212b̃1 + F
2
































12)(F11F22 − F212)(b̃1 + 2b̃2)
. (8.245)
Knowing that b̃2 > 0, and the Jacobian of the cloaking map cannot be singular, (8.244) implies that
F212F22b̃1 + F
2
11(F11 − F22)(b̃1 + 2b̃2) + F11F212(3b̃1 + 4b̃2) = 0 , (8.246)
where as long as F212b̃1 − F211(b̃1 + 2b̃2) 6= 0, gives
F22 = F11
F211(b̃1 + 2b̃2) + F
2
12(3b̃1 + 4b̃2)
F211(b̃1 + 2b̃2)− F212b̃1
. (8.247)






4b̃2(b̃1 + b̃2)(b̃1 + 2b̃2)
2(
F211(b̃1 + 2b̃2)− F212b̃1
)3 = 0 , (8.248)
where recalling that b̃1 + b̃2 > 0, implies that F12 = 0, and thus, F21 = 0 (cf. (8.243)), and from
(8.247), F11 = F22. Given that
ξ
F|∂oC = id, one concludes that ξ must be the identity, i.e., cloaking is
not possible.
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Let us consider the case where F212b̃1 + F
2













































= 0 . (8.250b)
















11F12F21 = 0 , (8.251b)
from which, one obtains F12 = −F21 and F211 = −F12F21. Thus, F211 = F212, and using (8.249), one
concludes that b̃1 + b̃2 = 0, i.e., B̃ is not positive definite, which is a contradiction. Similarly, it is
straightforward to show that assuming F212b̃1 − F211(b̃1 + 2b̃2) = 0, the Jacobian of the cloaking map
is forced to be singular.




Utilizing the transformation properties of nonlinear and linearized elasticity, in this PhD thesis, we
present theoretical frameworks to study some elastic and anelastic problems in solids.
In Chapter 2, we briefly review some fundamental elements of the geometric theory of nonlinear
elasticity and anelasticity for isotropic and anisotropic solids.
In Chapter 3, we studied the residual stress field generated by a circumferentially-symmetric dis-
tribution of finite eigenstrains in an incompressible, isotropic elastic wedge. Using a semi-inverse
method by assuming a specific class of deformations, we solved for the deformation and stress
fields in the wedge for an arbitrary circumferentially-symmetric distribution of finite eigenstrains.
We solved two examples. In the first one, we considered an inclusion with uniform eigenstrains in a
neo-Hookean wedge with traction-free lateral boundaries and obtained exact solutions for the residual
stress and deformation fields. We observed that if the eigenstrain distribution is purely circumferen-
tial, the pressure field remains continuous at the inclusion-matrix interface and the stress tensor is zero
everywhere. Moreover, we observed that the deformation of the wedge fails to be unidirectional for
an inclusion with a negative radial (ω1 < 0) and positive circumferential (ω2 > 0) eigenstrians even
for large negative values of the radial eigenstrain. Furthermore, we found that the total wedge angle is
reduced for any value of pure dilatational eigenstrains. In the second example, we considered a neo-
Hookean wedge with clamped lateral boundaries having a symmetric Mooney-Rivlin inhomogeneity
with uniform eigenstrains. We examined several cases of eigenstrain distributions for different rela-
tive stiffnesses of the inhomogeneity and the matrix. We observed that the circumferential and radial
deformations are more pronounced in wedges containing inhomogeneities with only radial and only
circumferential eigenstrains. In addition, we noticed that for a pure radial eigenstrain distribution, σ̂rr
and σ̂θθ are almost uniform in the inhomogeneity, and σ̂rr has a jump at the inhomogeneity-matrix
interface. In contrast, for a pure circumferential eigenstrain distribution σ̂rr and σ̂θθ are nonuniform
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in the inhomogeneity, with σ̂rr being continuous at the inhomogeneity-matrix interface.
In Chapter 4 we studied the residual stress and deformation fields of a solid torus containing a
toroidal inclusion with finite eigenstrains that is concentric with the solid torus. We used a perturbation
analysis and obtained the stress and displacement fields to the first order in the thinness ratio. We
showed that the stress field in the toroidal inclusion is nonuniform, unlike cylindrical and spherical
inclusions in infinitely-long and finite circular cylindrical bars and spherical balls, respectively, in
which the stress field inside the inclusion is uniform. We presented some numerical results for a
neo-Hookean solid torus having an inclusion with a uniform pure dilatational eigenstrain distribution.
In particular, we observed that all the first-order stress components in the inclusion have a linear
dependence on the referential radial coordinate. Moreover, the maximum shear stress in the torus is
first increasing, then decreasing as the relative size of the inclusion increases from zero. We observed
shear stress concentration regions across the inclusion-matrix interface for a torus with a negative pure
dilatational eigenstrain distribution. Interestingly, the torus exhibits different responses for positive
and negative eigenstrain values. It was observed that for the positive eigenstrians, b
B
monotonically
increases as the eigenstrain Ωo increases, and the increase is more rapid for inclusions with larger
relative sizes. For negative eigesntrains, nonetheless, b
B
reaches a minimum, the value of which
decreases as the relative size of the inclusion becomes larger. We noticed that the deformed shape
of the outer boundaries of the matrix and the inclusion are eccentric circles with the corresponding
zero-order radii in the first-order approximation with respect to the thinness ratio. Finally, we proved
that the stress field inside a toroidal inclusion with nonzero uniform pure dilatational (infinitesimal)
eigenstrains in an isotropic incompressible linear elastic solid torus is always nonuniform for any size
of the solid torus.
To this date the study of anisotropic inclusion problems in the literature has been restricted to linear
elasticity. In Chapter 5, we considered finite eigenstrains in transversely isotropic spherical balls and
orthotropic cylindrical bars made of both compressible and incompressible solids. We identified the
conditions under which the stress field in the spherical and cylindrical inclusions with a uniform
distribution of dilatational eigenstrains is uniform. We showed that the stress in a spherical inclusion
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with uniform eigenstrains contained in an incompressible transversely isotropic spherical ball with the
material preferred direction being radial is uniform and hydrostatic if the radial and circumferential
eigenstrains are equal. A similar result holds for cylindrical inclusions in incompressible orthotropic
cylindrical bars when orthotropic axes are in the radial, circumferential, and axial directions, provided
that the axial stretch is equal to a value determined by the longitudinal eigenstrain. Except for some
special cases for which the energy function is constrained depending on the eigenstrains, in the case
of incompressible solids a stress singularity emerges as a result of a mismatch between radial and
circumferential eigenstrains at the center of a ball or on the axis of a cylindrical bar.
We generalized the results of Yavari and Goriely [24] to any compressible isotropic material.
Specifically, we showed that for compressible isotropic spherical balls and cylindrical bars with spher-
ical and cylindrical inclusions with uniform eigenstrains, respectively, if the radial and circumferential
eigenstrains are equal the stress in the inclusion is uniform (and hydrostatic for the spherical inclu-
sion).
We observed that for compressible transversely isotropic and orthotropic solids the stress field in
the inclusion with uniform dilatational eigenstrains is not necessarily uniform. We showed, however,
that there are some energy functions for which for a given applied pressure on the outer boundary, the
ratio Ri/Ro is determined if a uniform stress field is to be maintained in the inclusion. Similarly, for
such special energy functions, fixing Ri/Ro uniquely determines the pressure that must be applied on
the outer boundary to maintain a uniform stress field inside the inclusion. Moreover, material param-
eters must satisfy certain conditions depending on the eigenstrains (and the axial stretch in the case of
cylindrical bars). To explore these special cases, we assumed some specific energy functions, namely
compressible Mooney-Rivlin and Blatz-Ko reinforced models and found analytical expressions for
the stress field in the inclusion.
Despite the crucial role that anisotropy plays in the overall response of materials in the presence of
large strains, the study of defects in nonlinear solids has been overwhelmingly restricted to isotropic
materials to this date. In Chapter 6, we presented a few analytical solutions for the stress fields in-
duced by distributed line and point defects in nonlinear anisotropic solids. We considered a parallel
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cylindrically-symmetric distribution of screw dislocations in infinite orthotropic and monoclinic me-
dia, and also, a cylindrically-symmetric distribution of parallel wedge disclinations in an orthotropic
medium. Because the material manifold is endowed with a nontrivial Riemannian metric that ex-
plicitly depends on the defect distribution, the material preferred directions, and hence, the class of
anisotropy of the defective body are, in general, different in the reference and current configurations.
We observed, in particular, that for a cylindrically-symmetric distribution of screw dislocations, as-
suming that the body is orthotropic in its reference (current) configuration, it is monoclinic in its
current (reference) configuration. We found that for an arbitrary cylindrically-symmetric distribu-
tion of parallel screw dislocations, and for a uniform wedge disclination distribution, the stress field
is logarithmically singular on the dislocation and the disclination axes unless the axial deformation
is suppressed. These stress singularities are inherently due to the anisotropy effects, e.g., the radial
fiber-reinforcement, and do not, in particular, arise in isotropic materials. This observation demon-
strates the significance of taking material anisotropy into consideration in the analysis of solids with
distributed defects. For a single screw dislocation, we employed the standard reinforcing model and
discussed the conditions that guarantee that the energy per unit length and the resultant axial force
are finite for a fiber-reinforced material as long as the isotropic base material has a finite energy per
unit length and a finite axial force. For a distribution of edge dislocations the resulting stresses are
calculated when the medium is orthotropic. Finally, we studied a spherically-symmetric distribution
of point defects in a transversely isotropic spherical ball. We showed that for an incompressible trans-
versely isotropic ball with the radial material preferred direction, a uniform point defect distribution
results in a uniform hydrostatic stress field inside the spherical region the distribution is supported in.
In Chapter 7, we investigated the problem of hiding an object from elastic waves in elastic solids.
We started by discussing the invariance of the governing equations of elastodynamics under time-
dependent spatial changes of frame and arbitrary time-independent referential changes of frame. We
presented a mathematically coherent formulation of the elastodynamic transformation cloaking prob-
lem. We note that the cloaking transformation is the mapping that transforms the boundary-value
problem of an anisotropic and nonuniform elastic body with a hole reinforced by a cloak to that of
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a homogeneous and isotropic body with an infinitesimal hole with negligible scattering effects on
the waves. The mechanical properties of the cloak are independent of the frequency of the incident
wave. In particular, we investigated the transformation cloaking problem in the classical elasticity;
in the context of the small-on-large theory of elasticity, and in solids with microstructure, namely the
gradient and (generalized) Cosserat solids.
Finally, in Chapter 8, we formulated the problem of elastodynamic transformation cloaking in
plates starting from nonlinear shell theory. In particular, we considered transformation cloaking in
Kirchhoff-Love plates as well as elastic plates with both the in-plane and out-of-plane displacements.
Using a Lagrangian field theory, the governing equations of nonlinear (and linearized) elastic shells
(and plates) were derived by characterizing the geometry of a shell as an embedded hypersuface in the
Euclidean space using the first and the second fundamental forms. The body forces and body moments
were taken into consideration in the boundary-value problem of an elastic plate using the Lagrange–
d’Alembert principle. A cloaking map transforms the boundary-value problem of an isotropic and
homogeneous elastic plate (virtual problem) to that of an anisotropic and inhomogeneous elastic plate
with a finite hole covered by a cloak (physical problem) that is designed such that the response of the
virtual plate is mimicked outside the cloak.
Cloaking in Kirchhoff-Love plates involves transforming the (out-of-plane) governing equation
of the virtual plate to that of the physical plate up to an unknown scalar field via a cloaking map. In
doing so, one obtains a set of constraints involving the cloaking transformation, the scalar field, and
the elastic parameters of the virtual plate. In addition, there are some conditions that the cloaking
transformation and the scalar field need to satisfy on the boundary of the cloak and the hole. In
particular, the cloaking map needs to fix the outer boundary of the cloak up to the third order and
the scalar field needs to be the identity up to the first order on the outer boundary of the cloak. In
the example of a circular hole, we show that cloaking a circular hole in Kirchhoff-Love plates is
not possible for a generic radial cloaking map; the obstruction to transformation cloaking are the
constraints and the boundary conditions that the cloaking map needs to satisfy.
In the case of a hole with an arbitrary shape, the constraints are a system of second-order nonlinear
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PDEs, and the balance of linear and angular momenta for the (physical) plate in its finitely-deformed
configuration lead to fourth-order and third-order nonlinear PDEs. The complexity of this system of
nonlinear PDEs makes studying the obstruction to cloaking for an arbitrary cloaking map very compli-
cated. This is in contrast to 3D elastodynamics and elastic plates with both in-plane and out-of-plane
deformations, where the linearized balance of angular is the obstruction to cloaking. The nature of
the linearized balance of angular momentum usually allows one to analyze these equations for an
arbitrary cloaking map and be able to prove obstruction to cloaking. Note that Kirchoff-Love plates
can only have bending deformations, and in this case, the linearized balance of angular momentum
only implies that the flexural rigidity tensor must have the minor symmetries. As the flexural rigidity
tensor preserves its minor (and major) symmetries under the cloaking map, the only non-trivial lin-
earized balance of angular momentum is already satisfied. Therefore, one only needs to analyze the
constraints and the balance of linear and angular momenta in the finitely-deformed configuration (of
the physical plate) to study obstruction to transformation cloaking.
Next, we relaxed the pure bending assumption and formulated the transformation cloaking prob-
lem for an elastic plate in the presence of in-plane and out-of-plane displacements. The physical plate
is initially stressed and is subjected to (in-plane and out-of-plane) body forces and moments in its
finitely-deformed configuration. This problem involves transforming the in-plane governing equa-
tions using the Piola transformation given by the cloaking map as well as transforming the out-of-
plane governing equation up to the Jacobian of the cloaking map. Assuming a general radial cloaking
map, we showed that cloaking in the presence of in-plane and out-of-plane excitations is not possible
for a circular hole; the constraints and the boundary conditions that the cloaking map needs to satisfy
obstruct transformation cloaking, similar to the case of Kirchhoff-Love plates. We also showed that
if for the virtual plate the elasticity tensor pertaining to the coupling between the in-plane and out-
of-plane displacements is positive-definite, then cloaking is not possible even if one uses a general
cloaking map for a hole and a cloak with arbitrary shapes; the balance of angular momentum is the
obstruction to cloaking similar to transformation cloaking in 3D elastodynamics.
As a sequel to this work, we see many paths for future research that we would like to explore.
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Transformation anelasticity can be utilized to study many anelastic phenomena in the context of non-
linear and linear elasticity. One line of investigation is to study the nonlinear anisotropic inclusion
problem for other types of material anisotropy and other geometries such as non-simply connected
bodies in order to understand how anisotropy and geometry affect the induced stress distribution of
nonlinear inclusions in anisotropic solids. Further developments are needed to investigate the role that
anisotropy plays in the dynamics, stability, and interactions of defects at finite strains, and in particu-
lar, how anisotropy affects stress singularity for a nonlinear anisotropic solid with a given distribution
of defects. Transformation elasticity can be used to extend our formulations of the transformation
cloaking problem. One extension of this work would be a further generalization of the developed
theory of transformation cloaking in elastic plates such that one can study cloaking in Cosserat shells.
This is done by assigning a set of deformable directors at each point of an elastic shell in its refer-
ence and current configurations. This will lead to a (normal and tangential) hyperstress in addition
to the stress and the couple-stress of the present theory. One should note that the balance of linear
(and angular) momentum and micro linear (and angular) momentum in this case are coupled in a
way that makes transformation cloaking highly non-trivial. Moreover, one needs to derive a set of
compatibility conditions for the normal and tangential components of the director gradient.
Interestingly, transformation elasticity has direct applications in developing the theory of perfectly
matched layer1 (PML) for modeling elastic waves. Accurate modeling of elastic waves often requires
modeling unbounded domains. This, to be computationally feasible, necessitates that the physical
domain be properly truncated to prevent unwanted wave reflections form the truncated boundaries. A
perfectly matched layer (PML), which is an artificial layer (medium in 3D) attached to the physical
domain can be used to truncate the computational domain properly as if an unbounded domain was
considered in the simulation. One can use transformation elasticity to design and optimize PMLs and
PMMs in the context of different theories of elasticity.





A NONLINEAR ELASTIC SOLID TORUS WITH A TOROIDAL INCLUSION





















































































































































































































































































































































































































































































A.2 Proof of the separability of the first-order deformation and pressure fields in the form
given in (4.41)
Let us represent r(1), φ(1), and p
(1)
µ
by appropriate Fourier series expansions, given that they are even,


























































(R, ζ) cos(nζ)dζ .
(A.6)
We now show that all the Fourier coefficients vanish except those with n = 1, giving us what we have






























































= 0 , Ri ≤ R ≤ Ro ,
(A.7)
1This immediately follows from the symmetry of the problem for radially-symmetric eigenstrain distributions.
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where η = R2i γo. Similarly, we substitute (A.5) into (4.29) and (4.30) to find the following ODEs for



































































′− 2nk 12R(R2 + η) 32φ(1)n = 0 , Ri ≤ R ≤ Ro ,
(A.8b)






























= 0 , 0 ≤ R ≤ Ri ,
(A.9a)
2n2R(R2 + η)φ(1)n −R2(3R2 + η)φ(1)n


























r(1)n = 0 , Ri ≤ R ≤ Ro .
(A.9b)







= 0, n = 0 and n ≥ 2 is a solution of the system of linear ordinary
differential equations (A.7), (A.8), and (A.9), and hence it is the unique solution satisfying the re-




NONLINEAR ELASTIC INCLUSIONS IN ANISOTROPIC SOLIDS



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































To make the chapter self-contained, in this appendix some basic concepts of Riemannian geometry
are tersely reviewed. It should be emphasized that only what has been used in the chapter is discussed
here.
For a smooth n-dimensional manifold B, the tangent space of B at a point X ∈ B is denoted
by TXB. Assume that S is another n-dimensional manifold and ϕ : B → S is a diffeomorphism
(smooth and invertible map with a smooth inverse) between the two manifolds. A smooth vector field
W on B assigns a vector WX ∈ TXB for every X ∈ B such that the mapping X 7→WX is smooth.
If W is a vector field on B, then the push-forward of W by ϕ is a vector field on ϕ(B) defined as
ϕ∗W = Tϕ ·W ◦ ϕ−1. Similarly, if w is a vector field on ϕ(B) ⊂ S, the pull-back of w by ϕ is a
vector field on B defined as ϕ∗w = T (ϕ−1) · w ◦ ϕ. Let us denote the tangent map of ϕ by F, i.e.,
F = Tϕ. Let {XA} and {xa} be the local charts for B and S, respectively. More specifically, a local
chart for B at X ∈ B is a homeomorphism from an open subset U ⊂ B (X ∈ U) to an open subset
V ⊂ Rn. {XA} are components of this map. The derivative map F is a two-point tensor with the
following representation in the local charts: F = F aA ∂∂XA ⊗ dxa, F aA =
∂ϕa
∂XA
, where { ∂
∂XA
} and
{dxa} are bases for TXB and T ∗ϕ(X)ϕ(B), respectively. Recall that T ∗ϕ(X)ϕ(B) denotes the cotangent
space (or the dual space) of Tϕ(X)ϕ(B). The push-forward and pull-back of vectors have the following
coordinate representations: (ϕ∗W)a = F aAWA, and (ϕ∗w)A = (F−1)Aawa.
A type (02)-tensor at X ∈ B is a bilinear map T : TXB × TXB → R, where in a local coordinate
chart {XA} for B reads T(U,V) = TABUAV B, ∀U,V ∈ TXB. A Riemannian manifold (B,G)
is a smooth manifold B endowed with an inner product GX (a symmetric (02)-tensor field) on the
tangent space TXB that smoothly varies in the sense that if U and V are smooth vector fields on
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B, then X 7→ GX(UX ,VX) =: 〈〈UX ,VX〉〉GX , is a smooth function. Let (B,G) and (S,g) be
Riemannian manifolds and let ϕ : B → S be a diffeomorphism (smooth map with smooth inverse).








In components, (ϕ∗G)ab = (F−1)Aa(F−1)BbGAB. Similarly, the pull-back of the metric g is a metric
in B, which is denoted by ϕ∗g defined as
(ϕ∗g)X(UX ,VX) := gϕ(X)((ϕ∗U)ϕ(X), (ϕ∗V)ϕ(X)). (C.2)
In components, (ϕ∗g)AB = F aAF bBgab. The diffeomorphism ϕ is an isometry between two Rieman-
nian manifolds (B,G) and (S,g) if g = ϕ∗G, or equivalently, G = ϕ∗g. An isometry, by definition,
preserves distances.
Affine connections, and their torsion and curvature tensors. A linear (affine) connection on a
manifold B is an operation ∇ : X (B)× X (B)→ X (B), where X (B) is the set of vector fields on B,
such that ∀ X,Y,X1,X2,Y1,Y2 ∈ X (B),∀ f, f1, f2 ∈ C∞(B),∀ a1, a2 ∈ R: i) ∇f1X1+f2X2Y =
f1∇X1Y + f2∇X2Y, ii) ∇X(a1Y1 + a2Y2) = a1∇X(Y1) + a2∇X(Y2), iii) ∇X(fY) = f∇XY +
(Xf)Y. ∇XY is called the covariant derivative of Y along X. In a local coordinate chart {XA},
∇∂A∂B = ΓCAB∂C , where ΓCAB are Christoffel symbols of the connection, and ∂A = ∂∂xA are natural
bases for the tangent space corresponding to a coordinate chart {xA}. A linear connection is said to
be compatible with a metric G on the manifold if
∇X〈〈Y,Z〉〉G = 〈〈∇XY,Z〉〉G + 〈〈Y,∇XZ〉〉G, (C.3)
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where 〈〈., .〉〉G is the inner product induced by the metric G. It can be shown that ∇ is compatible




− ΓSCAGSB − ΓSCBGAS = 0. (C.4)
Suppose V,W ∈ X (B) are vector fields and α : I → B is a smooth curve. The restriction of the
vector fields to α, i.e., V◦α and W◦α are called vector fields along the curve α. The set of all vector
fields along α is denoted by X (α). Covariant derivative along the curve α is a map Dt : X (α) →
X (α) with the following properties: Dt(V + W) = DtV + DtW, and Dt(fW) = dfdtW + fDtW.




〈〈X,Y(X, t)〉〉G = 〈〈DtX,Y〉〉G + 〈〈X, DtY〉〉G. (C.5)













RK + (all upper referential indices)







K + (all upper spatial indices)
− TAB···FG···Qab···f l···qγlgrF rK − (all lower spatial indices) .
(C.6)
The torsion of a connection is defined as T (X,Y) = ∇XY−∇YX−[X,Y], where [X,Y](F ) =
X(Y(F )) − Y(X(F )), ∀ F ∈ C∞(S), is the commutator of X and Y. In components, in a local





Y b. ∇ is symmetric if it is torsion-
free, i.e., ∇XY − ∇YX = [X,Y]. On any Riemannian manifold (B,G) there is a unique linear
connection ∇G that is compatible with G and is torsion-free. This is the Levi-Civita connection.
If the Levi-Civita connection ∇G is used, the covariant time derivative is denoted by DGt . In a
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manifold with a connection the curvature is a map R : X (B) × X (B) × X (B) → X (B) defined by









CD − ΓACMΓMBD. The Riemannian curvature is the curvature tensor of the Levi-Civita
connection ∇G and is denoted by RG. The Ricci identity for a vector field U with components
WA reads UA|BC − UA|CB = RABCDUD. Ricci identity for a 1-form α with components αA reads
αA|BC − αA|CB = RDBCAαD. The Ricci curvature Ric is defined as RicCD = RAACD, and is a
symmetric tensor. The Ricci curvature of the Levi-Civita connection∇G is denoted by RicG.
Vector bundles. Suppose E and B are sets and consider a map π : E → B. The fiber over X ∈ B
is the set EX := π−1(X) ⊂ E . For an onto map π fibers are non-empty and E = tX∈BEX , where t
denoted disjoint union of sets. Now suppose E and B are manifolds and assume that for any X ∈ B,
there exists a neighborhood U ⊂ B of X , a manifolds F , and a diffeomorphism ψ : π−1(U)→ U×F
such that π = pr1 ◦ψ, where pr1 : U × F → U is projection onto the first factor. (E , π,B) is called a
fiber bundle and E , π, and B are called the total space, the projection, and the base space, respectively.
If for any X ∈ B, π−1(X) is a vector space, (E , π,B) is called a vector bundle. The set of sections
of this bundle Γ(E) is the set of all smooth maps σ : B → E such that σ(X) ∈ EX , ∀ X ∈ B. An
important example of a vector bundle is the tangent bundle of a manifold for which E = TB.
Induced bundle and connection. Consider a map between Riemannian manifolds ϕ : B → S. The
tangent bundles of B and S are denoted by TB = tX∈BTXB and TS = tx∈STxS, respectively. We
define an induced vector bundle ϕ−1TS, which is a vector bundle over B whose fiber over X ∈ B is
Tϕ(X)S [257]. The connection∇g induces a unique connection∇ϕ on ϕ−1TS defined as
∇ϕWw ◦ ϕ = ∇gϕ∗Ww, W ∈ TXB, w ∈ Γ(TS) . (C.7)
∇ϕ is called the induced connection. It can be shown that its connection coefficients with respect
to the coordinate charts {XA} and {xa} of B and S, respectively, are ∂ϕb
∂XA
γabc. In particular, the
variation field δϕ defined in §3 is a section of Γ(ϕ−1TS), i.e., δϕ defines a vector fields in S along
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the map ϕ. For a two-point tensor, e.g., deformation gradient, covariant derivative involves both ∇g
















A − ΓCABF aC . We
denote the covariant derivative of the deformation gradient by ∇F = F aA|BdXB ⊗ dXA ⊗ ∂∂xa . It is
straightforward to show that [257]
∇ϕF(X,Y) = ∇ϕXϕ∗Y − ϕ∗∇GWY, ∇ϕXϕ∗Y −∇ϕYϕ∗X = ϕ∗[X,Y] . (C.8)

















AB, and then one
extends it linearly to arbitrary elements in Tϕ(X)S ⊗ T ∗XB. ϕ−1TS ⊗ T ∗B is the vector bundle whose
fiber at X ∈ B is Tϕ(X)S ⊗ T ∗XB. The two-point tensor F = Tϕ : B → ϕ−1TS ⊗ T ∗B, i.e., F ∈
Γ(ϕ−1TS⊗T ∗B). One can define a fiber metric 〈〈, 〉〉 on ϕ−1TS⊗T ∗B using the inner product 〈, 〉X in
Tϕ(X)S⊗T ∗XB as follows. For σ, τ ∈ Γ(ϕ−1TS⊗T ∗B), define 〈〈σ, τ〉〉(X) = 〈σ(X), τ(X)〉X , X ∈ B.
One can define a connection ∇ in ϕ−1TS ⊗ T ∗B using the Levi-Civita connections ∇G and ∇g:
consider a section W⊗α ∈ Γ(ϕ−1TS ⊗T ∗B) and let∇(W⊗α) = ∇ϕW⊗α+ W⊗∇Gα. This
connection is compatible with the fiber metric 〈〈, 〉〉 in ϕ−1TS ⊗ T ∗B.
The Piola transform. The Piola transform of a vector w ∈ Tϕ(X)S is a vector W ∈ TXB given




det F is the
Jacobian of ϕ with G and g the Riemannian metrics of B and S, respectively. It can be shown that
Div W = J(div w) ◦ ϕ. In coordinates, WA|A = Jwa|a. This is also known as the Piola identity.
Another way of writing the Piola identity is in terms of the unit normal vectors of a surface in B
and its corresponding surface in S and the area elements. It is written as n̂da = JF−?N̂dA, or
in components, nada = J(F−1)AaNAdA. In the literature of continuum mechanics, this is called
Nanson’s formula.
Lie derivative. Let w : U → TS be a vector field, where U ⊂ S is open. A curve α : I → S, where
I is an open interval, is an integral curve of w if dα(t)
dt
= w(α(t)), ∀ t ∈ I . For a time-dependent
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vector field w : S × I → TS, where I is some open interval, the collection of maps ψτ,t is the flow
of w if for each t and x, τ 7→ ψτ,t(x) is an integral curve of wt, i.e., ddτψτ,t(x) = w(ψτ,t(x), τ), and
ψt,t(x) = x. Let t be a time-dependent tensor field on S, i.e., tt(x) = t(x, t) is a tensor. The Lie





. Note that ψτ,t maps tt to tτ . Hence,
to calculate the Lie derivative one drags t along the flow of w from τ to t and then differentiates the Lie







. Thus, Lwt = ∂t/∂t+Lwt. For a scalar f , Lwf = ∂f/∂t+w[f ]. In a coordinate
chart {xa} this reads, Lwf = ∂f∂t +
∂f
∂xa
wa. For a vector u, one can show that Lwu = ∂w∂t + [w,u]. If
∇ is a torsion-free connection, then [w,u] = ∇wu−∇uw. Thus, Lwu = ∂w∂t +∇wu−∇uw.
When linearizing nonlinear elasticity one starts with a one-parameter family of motions ϕt,ε :
B → S . By definition of the variation field Ut = δϕt, ϕt,ε is the flow of the variation field. Given the



















= ϕ̊∗t (LUtt ◦ ϕ̊t) . (C.9)
Thus, δt = Lutt, where ut = Ut ◦ ϕ̊−1t .
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APPENDIX D
TRANSFORMATION CLOAKING IN ELASTIC PLATES
D.1 Variations of some geometric objects
In this appendix, we discuss the derivation of the variations of the right Cauchy-Green deformation
tensor C, the unit normal vector field (of the deformed shell) N , and Θ used in obtaining the Euler-
Lagrange equations in §8.3 (see also [267, 259, 268]).
Lie derivative. Let w : U → TS be a (C1) vector field, where U ⊂ S is an open neighborhood.
A curve α : I → S , where I is an open interval, is an integral curve of w provided that dα(t)
dt
=
w(α(t)), ∀ t ∈ I . Consider a time-dependent vector field w : S × I → TS, where I is some open
interval. The collection of maps ψτ,t is the flow of w if for each t and x, τ 7→ ψτ,t(x) is an integral
curve of wt, i.e., ddτψτ,t(x) = w(ψτ,t(x), τ), and ψt,t(x) = x. Assume that t is a time-dependent
tensor field on S, i.e., tt(x) = t(x, t) is a tensor. The Lie derivative of t with respect to w is defined





. Note that ψτ,t maps tt to tτ . Therefore, to calculate the Lie derivative one
drags t along the flow of w from τ to t and then differentiates the Lie dragged tensor with respect to






Lwt = ∂t/∂t + Lwt. The Lie derivative for a scalar f is given by Lwf = ∂f/∂t + w[f ]. In
a coordinate chart {xa}, this is written as, Lwf = ∂f∂t +
∂f
∂xa
wa. For a vector u, it can be shown





The rate of deformation tensor for shells is defined as [43]
2D[ = ϕ∗t
(
(∇gv>)[ + [(∇gv>)[]T − 2v⊥θ
)
, (D.1)











B − 2v⊥ΘAB . (D.2)
Note that
Lv>g = (∇gv>)[ + [(∇gv>)[]T . (D.3)
Therefore
2D[ = ϕ∗t (Lv>g)− 2v⊥Θ . (D.4)
Knowing that ϕ∗t (Lvg) = 2D
[ (see, e.g., [43, 55]), one obtains
ϕ∗t (Lvg) = ϕ
∗
t (Lv>g)− 2v⊥Θ . (D.5)







dxa ⊗ dxb . (D.6)

















>)c|A − 2 δϕ⊥ F aAF bBθab . (D.8)
Therefore, (8.51) is implied.
The covariant derivative of v is computed as
∇̄ḡv = ∇̄ḡ(v> + v⊥n) = ∇̄ḡv> + v⊥∇̄ḡn + dv⊥ ⊗ n . (D.9)
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Using the relations (8.9) and (8.11) in the ambient space, one obtains
∇̄ḡv = (∇gv> − v⊥θ) + (dv⊥ + θ · v>)⊗ n . (D.10)










n⊗ dxb . (D.11)










n⊗ dxb . (D.12)
Note that for an arbitrary vector field W = W> + W⊥N defined on a surface embedded in R3, the
tangential and normal components of the covariant derivative with respect to the surface coordinates
would be similarly given by
(∇̄ḡW)> = ∇gW> −W⊥θ , (∇̄ḡW)⊥ = dW⊥ + θ ·W> . (D.13)











Thus, one can use (D.14)1 to write the variation of the deformation gradient in components as
δF aA = (δϕ
>)a|A − θabF bAδϕ⊥ . (D.15)
Therefore, (8.100) follows.
At any time t, the deformation map ϕt : H → S is a smooth embedding of the (undeformed) shell
into the ambient space. For each X ∈ H let dϕt(X) : TXH → Tϕt(X)S be the tangent of ϕt at X .
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= ∇̄ḡδϕN . (D.16)
In order to compute the variation, let W be a vector field in S tangent to ϕt(H)
∇̄ḡδϕW = [δϕ,W] + ∇̄
ḡ
Wδϕ . (D.17)
From (D.10), one obtains
∇̄ḡWδϕ =
(

















where the second equality is a consequence of the metric compatibility of ∇̄ḡ (8.10). By arbitrariness
of W, we have










Hence, (8.59) and (8.60) are followed.
Note that δΘ[ = ϕ∗t (Lδϕθ), such that
Lδϕθ = Lδϕ>θ − δϕ⊥III + Hessδϕ⊥ . (D.22)
Thus
δΘ[ = ϕ∗tLδϕ>θ − δϕ⊥ ϕ∗t III + ϕ∗tHessδϕ⊥ , (D.23)
where for x,y ∈ X (ϕ(H)), the third fundamental form of the deformed hypersurface III and the
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Hessian of δϕ⊥, i.e., Hessδϕ⊥ are given by
III(x,y) = g
(









The Lie derivative with respect to the tangential component of the variation field is given in compo-









dxa ⊗ dxb . (D.25)



















Using (D.15) and the fact that ΘAB = F aAF bBθab, one obtains the variation of θ[ as
δθab = θab|c(δϕ
>)c + δϕ⊥θacθbdg
cd + (δϕ⊥,a)|b . (D.27)
Hence, (8.57) and (8.115) are followed.
Proof of the relation (D.23). Here, we give a brief proof of the relation (D.23), see also [267,
269, 270]. For the sake of simplicity, we assume that the surface is embedded in three-dimensional
Euclidean space. For this proof, we adopt different notations from the rest of the paper. Let us
consider an embedded surface denoted by Σ in R3. The surface geometry is locally described by three
functions x(x1, x2, x3) = X(να) in the Cartesian coordinates {x1, x2, x3} such that {να}, α = 1, 2,
is a local coordinate chart on the surface. Let us define two tangent vectors eα = ∂X/∂να on the
surface. We note that the surface geometry is completely described by its induced metric ηαβ and
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its induced second fundamental form Λαβ .1 Note that ηαβ = eα · eβ , where “·” denotes the dot
product in R3. Let us denote the surface covariant derivative with ∇α. Then, one can write the
Gauss-Weingarten equations as ∇αeβ = Λαβn, and ∇αn = −Λαβeβ , where n is the unit normal
vector to the surface. Let us consider the deformation of the embedding functions of the surface
X(ν)→ X(ν) + δX(ν) such that the variation field δX is decomposed into the tangential and normal
components as δX = (ψ>)αeα + ψ⊥n. Using the relation Λαβ = n · ∇αeβ , one may write
δΛαβ = δn · ∇α∇βX + n · ∇α∇βδX . (D.28)
Knowing that the variation of the unit normal vector is purely tangential, the first term vanishes, i.e.,
δn · ∇α∇βX = δn · ∇αeβ = Λαβ(δn) · n = 0. After some simplification and through using the
Codazzi-Mainardi equation∇αΛβγ = ∇βΛαγ , one obtains
δΛαβ = Λβγ∇α(ψ>)γ + Λαγ∇β(ψ>)γ + (ψ>)γ∇γΛαβ − ΛαγΛγβψ⊥ +∇α∇βψ⊥ . (D.29)
Notice that the first three terms correspond to the Lie derivative of the induced second fundamental
form with respect to the tangential component of the variation field, and thus, (D.29) can be rewritten
as
Λαβ = (Lψ>Λ)αβ − ΛαγΛγβψ⊥ +∇α∇βψ⊥ . (D.30)
Therefore, (D.23) follows.
1Note that η and Λ, respectively, correspond to C and Θ defined previously.
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D.2 The Euler-Lagrange equations of elastic shells
In this appendix, we discuss in detail the derivation of the Euler-Lagrange equations. Substituting

















































dAdt = 0 .
(D.31)
















































































































dAdt = 0 .
(D.32)
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dAdt = 0 .
(D.33)













































































































dL dt = 0 ,
(D.34)
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where T is the outward vector field normal to the boundary curve ∂H. Knowing that δϕ>, δϕ⊥, and
d(δϕ⊥) are arbitrary, the Euler-Lagrange equations (8.61), along with the boundary conditions (8.62)
are obtained from (D.34).
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Boston, 1992.
[48] P. Petersen, Riemannian Geometry. Springer Science & Business Media, 2006, vol. 171.
[49] A. Spencer, “Part III. Theory of invariants,” Continuum Physics, vol. 1, pp. 239–353, 1971.
[50] A. Spencer, “The formulation of constitutive equation for anisotropic solids,” in Mechanical
Behavior of Anisotropic Solids/Comportment Méchanique des Solides Anisotropes, Springer,
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[242] J. C. Á. Hostos, V. D. Fachinotti, and I. Peralta, “Metamaterial for elastostatic cloaking under
thermal gradients,” Scientific Reports, vol. 9, no. 1, p. 3614, 2019.
[243] T. Koschny, C. M. Soukoulis, and M. Wegener, “Metamaterials in microwaves, optics, me-
chanics, thermodynamics, and transport,” Journal of Optics, vol. 19, no. 8, p. 084 005, 2017.
[244] D. J. Colquitt, M. Brun, M. Gei, A. B. Movchan, N. V. Movchan, and I. S. Jones, “Trans-
formation elastodynamics and cloaking for flexural waves,” Journal of the Mechanics and
Physics of Solids, vol. 72, pp. 131–143, 2014.
[245] M. Brun, D. Colquitt, I. Jones, A. Movchan, and N. Movchan, “Transformation cloaking and
radial approximations for flexural waves in elastic plates,” New Journal of Physics, vol. 16,
no. 9, p. 093 020, 2014.
[246] I. Jones, M. Brun, N. Movchan, and A. Movchan, “Singular perturbations and cloaking illu-
sions for elastic waves in membranes and kirchhoff plates,” International Journal of Solids
and Structures, vol. 69, pp. 498–506, 2015.
[247] D. Misseroni, D. J. Colquitt, A. B. Movchan, N. V. Movchan, and I. S. Jones, “Cymatics for
the cloaking of flexural vibrations in a structured plate,” Scientific Reports, vol. 6, p. 23 929,
2016.
[248] A. Zareei and M.-R. Alam, “Broadband cloaking of flexural waves,” Phys. Rev. E, vol. 95,
p. 063 002, 6 2017.
399
[249] A. Darabi, A. Zareei, M.-R. Alam, and M. J. Leamy, “Experimental demonstration of an
ultrabroadband nonlinear cloak for flexural waves,” Physical Review Letters, vol. 121, no. 17,
p. 174 301, 2018.
[250] M Liu and W. Zhu, “Nonlinear transformation-based broadband cloaking for flexural waves
in elastic thin plates,” Journal of Sound and Vibration, vol. 445, pp. 270–287, 2019.
[251] D. J. Colquitt, I. S. Jones, N. V. Movchan, A. B. Movchan, M. Brun, and R. C. McPhedran,
“Making waves round a structured cloak: Lattices, negative refraction and fringes,” Proceed-
ings of the Royal Society A, vol. 469, no. 2157, 2013.
[252] L. Pomot, S. Bourgeois, C. Payan, M. Remillieux, and S. Guenneau, “On form invariance of
the Kirchhoff-Love plate equation,” arXiv preprint arXiv:1901.00067, 2019.
[253] N. J. Hicks, Notes on Differential Geometry, ser. Van Nostrand mathematical studies, no.3.
Van Nostrand Reinhold Co., 1965, ISBN: 9780442034108.
[254] A. Angoshtari and A. Yavari, “Differential complexes in continuum mechanics,” Arch. Ratio-
nal Mech. Anal., vol. 216, 193–220, 2015.
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