Abstract-Virtual Machine (VM) consolidation is a crucial process in improving the utilization of the resource in cloud computing services. As the cloud data centers consume high electrical power, the operational costs and carbon dioxide releases increases. The inefficient usage of the resources is the main reason for these problems and VM consolidation is a viable solution. VM consolidation includes host overload/under-load detection, VM selection and VM placement processes. Most existing host overload/under-load detection approaches of VM consolidation uses CPU utilization only for the determining host load. In this paper, three resources namely CPU utilization, memory utilization and bandwidth utilization are used for host overload detection and an adaptive regression based model called Multiple Regression Multi-Objective Seven-Spot Ladybird Optimization (MR-MOSLO) is proposed. This model is based on combining the benefits of adaptive threshold based and regression based host overload detection algorithms. This approach of combining these features provide more advantages for threshold setting in dynamic environments with accurate prediction of host overloading. For this purpose, initially, Multiple Regression (MR) algorithm is used which relay on CPU utilization, memory utilization and bandwidth utilization for estimation of the host load conditions. Then a Multi-Objective Seven-Spot Ladybird Optimization (MOSLO) algorithm is introduced to select the upper and lower threshold limits for host utilization. Based on these algorithms, the host overload/under-load is detected with high accuracy and less power consumption. The simulations are conducted in CloudSim tool and the empirical results shows that the proposed MR-MOSLO algorithm detects the host overload efficiently with reasonably similar energy and SLA values while comparatively lesser SLATAH, PDM, SLAV and ESV values than most of the existing methods.
INTRODUCTION
Cloud computing has developed into the most reliable and popular computing model. It provides interconnected computers to provision the computing resources based on the SLA (Service Level Agreement) between cloud users and service providers [1] . The cloud computing data centers consume high amount of energy and leads to high power costs and increased carbon dioxide emissions [2] . The inefficiency in utilizing the resources is one of the major reasons for these problems [3] . To overcome such utilization problems, the dynamic provisioning of resources using VM consolidation is a best option. The VM technologies provide opportunity for consolidation and environment isolation. VM consolidation consists of host overload/under-load detection, VM selection and VM placement processes for live VM migration [4] .
VM consolidation approaches perform live migration of VM to optimize the resource utilization of the cloud data centers [5] , [6] . It migrate the VMs into smaller number of active physical machines (PMs) in order to turn the VM-less PMs into idle state to reduce the energy wastage. However, performing VM consolidation aggressively can lead to performance degradation due to increased response time or resource failures when an application may encounter unexpected resources requirements. Also, performing the VM migration for VM consolidation may cause SLA violations. This will further reduce the reliable Quality of Service (QoS) for cloud providers [7] . Therefore the algorithms for VM consolidation must be developed that not only cut down power consumption but also attends preferred QoS and promising the SLA.
Many researches have focused on developing such features based VM consolidation but most host overload detection approaches are either static threshold [8] or adaptive threshold based methods [9] , [10] . The static methods are not suitable for dynamic provisioning while the adaptive methods are suitable for dynamic provisioning but lacks accurate prediction. Likewise the other major issue is that most approaches rely on only one parameter, i.e. CPU utilization in determining the VM load. This approach also reduces the overall effectiveness of the host overload detection algorithm [11] . In this research, the multiple regression and multi-objective seven-spot ladybird optimization algorithm [12] is proposed to detect the host overload and under-load conditions. It considers the multiple resource utilization parameters namely CPU utilization, memory utilization and bandwidth utilization for modelling the host load. The experimental results convey that the proposed approach improves the adaptive threshold concept and also presents a highly energy efficient VM consolidation.
The rest of the article is organized as follows: Section 2 presents a brief discussion of the recent related works. Section 3 presents the formulation of the dynamic VM consolidation and section 4 demonstrates the proposed multiple regression and MOSLO algorithm. The experimental results are highlighted in section 5 while the conclusion of this paper is provided in section 6.
RELATED WORKS
VM consolidation is a trending research topic and many researches have been focused on improving the performance of VM consolidation process. Arianyan et al. [13] introduced a VM consolidation method based on energy and SLA efficient resource management heuristics based on multi-criteria decision making method. This approach performs both the detection of under-loaded hosts and migrated VMs placement. This approach reduces the energy consumption, SLA violation, and number of VM migrations. The limitation of this model is that it considers only the CPU utilization for VM consolidation. Sharma and Saini [14] introduced a VM consolidation using median based threshold approach. This approach meets the SLA and also deals with energy-performance trade-off for the auto-adjustment of lower and upper threshold values for dynamic consolidation of VMs. This approach provided minimum level SLA with minimum performance degradation and same energy consumption. The limitation is that the power consumption is still slightly higher.
Mohiuddin and Almogren [15] presented a workload aware VM consolidation method using optimization of load of the server and cost of migration. This approach minimized the energy consumption, less heat generation and resource wastage but also improved the processing speed. However, this model has relatively low performance when the energy source has less power supply. Sharma et al. [16] proposed a failure-aware energy-efficient VM consolidation approach based on exponential smoothing. This approach considers the failure occurrence and threat rate of physical resources for VM consolidation along with VM resource management policies. This approach reduces the energy wastage and increased the reliability with high fault tolerance and less computation time. However, the presence of correlation failures is not considered in the approach. Lianpeng Li. [17] presented SLA-aware and energy-efficient VM consolidation using robust linear regression prediction model. This model utilized error to amend the prediction errors and reduced the power consumption and SLA violation. This model employed the adaptive lower utilization threshold based on the interquartile range to determine the host under loading. Empirical results showed that this model reduced energy consumption by 25.43% and SLA violations by 99.16%. However, this VM consolidation model considers only the CPU utilization and does not consider the other resources RAM and network bandwidth.
Li et al. [18] proposed an energy-efficient and quality-aware VM consolidation using a discrete differential evolution algorithm. This approach optimizes the energy efficiency and service quality by detecting a global optimum solution for VM placement problem. This model reduces energy consumption, avoids unnecessary host overloading risk, and improves QoS. However, this model considers only the energy efficiency and service quality for VM placement but the major feature of consolidation i.e. maximizing resource utilization is not given high priority. Li et al. [19] proposed an energy-aware dynamic VM consolidation (EC-VMC) method for VM migration based on checks on the possibilities of multiple types of resources being overloaded. This approach utilized multiple algorithms for different phases of VM dynamic consolidation and used artificial bee colony foraging behavior to find the mapping relation between PMs and VMs for feasible solution. The results provided better performance of VM consolidation with efficient performance metrics and maximized utilization and guaranteed QoS. Li et al. [20] also presented a Bayesian network-based VM consolidation for live VM migration based on energy consumption and QoS parameters like the dynamic workload, CPU utilization and number of VM migrations. This approach minimizes energy consumption, avoids extra insignificant VM migrations, and improves QoS along with reducing inefficient resource consumption. However, both these methods consider the CPU utilization only and avoid other resources.
Ranjbari and Torkestani [21] introduced learning automata-based algorithm for VM consolidation with energy efficiency and SLA guarantee. This algorithm considers changes in the user demanded resources to predict the overloaded PM and shuts down idle servers to reduce the energy consumption. However, this model only detects the host overload while the underutilized hosts are not effectively detected. Mahdhi and Mezni [22] proposed a prediction-based VM consolidation approach in which the Kernel Density Estimation technique is used to predict the future VM migration traffic and resources. Using this approach, the energy consumption is minimized and QoS are guaranteed. This is one of the approaches that consider CPU, RAM and Storage for VM consolidation. However, the traffic and security risks are high in this model. In a similar approach, Abdelsamea et al. [23] presented a VM consolidation approach using hybrid regression algorithms which considers the CPU, RAM and network bandwidth. This approach provided two models to detect the host overload and under-load effectively with reduced energy consumption and guaranteed QoS. However, it uses a regression formula to normalize the predicted utilization with a fixed triggering point which might degrade the effective performance.
From the literature, it can be inferred that most VM consolidation techniques utilize only the CPU utilization for detecting the overload and under-load conditions. This approach is easier to compute but there are drawbacks in effective prediction of load conditions when relying on single objective. Another important problem is the use of ineffective threshold methods for determining the overload thresholds. These problems are considered as the motivations for developing the proposed MOSLO based multiple regression algorithms for host overload and under-load detection approach.
DYNAMIC VM CONSOLIDATION AND VM SELECTION
Dynamic VM consolidation is the effective strategy to reduce the energy depletion by dynamically varying the number of active VMs and PMs based on the user resource demands. This problem is formulated in MR-MOSLO as a multiple regression based optimization problem. The host load conditions based on CPU, RAM and bandwidth resources are estimated using the multiple regression model. The predicted host utilization value determines the host overload condition but determining a fixed threshold will not be suitable for the dynamic computing environment. The dynamic host overload detection is formulated to support both the optimization and regression solutions. It can be modelled as
Where denotes the weight of CPU, RAM and bandwidth whose values are in the range of [0,1], denotes the physical host CPU utilization, denotes the physical host memory utilization, and denotes the physical host bandwidth utilization. By computing these values, the regression coefficients can be estimated and used to predict the future host utilization. The predicted utilization value should be accommodated by upper and lower threshold values that are determined optimally using the MOSLO algorithm.
Based on these predicted values, the host overload is detected. If the host is overloaded, the next step will be the migration of the VMs to reduce the performance degradation. However, the selection of VMs requires specific approaches. Maximum correlation is the most utilized selection model and hence it is used in this paper. Maximum correlation approach estimates the correlation between CPU utilizations and selects the VM with higher correlation for live migration. Once selecting a VM to migrate, the host is checked for overload at each iteration. If it is still overloaded, the selection approach again selects the next VM for migration. This process will be repeated until the host reaches a state where it is not overloaded.
MULTI-OBJECTIVE SEVEN-SPOT LADYBIRD OPTIMIZATION BASED MULTIPLE REGRESSION
The proposed MR-MOSLO algorithm performs the host overload detection in two stages. In the first stage, the multiple regressions are applied to estimate the predicted utilization of the host. In the second stage, the MOSLO algorithm optimally determines the upper and lower thresholds for predicted utilization. The general multiple regression model contains more than one regression variable or coefficients. This is modelled as the Ordinary Least Square (OLS) equation that contains the parameters of interest.
Minimization of this equation in terms of ordinary least squares criterion can provide the regression coefficients. It can be minimized with respect to the k-variables of the given system [23] .
Modelling the problem of dynamic VM consolidation host overload detection, the x variables are replaced by the CPU, RAM and BW. Primarily, the CPU, RAM and BW utilization values of each host is estimated as the division of the average utilizations of all VMs in the host by the maximum utilization of host. Then the multiple regression algorithms will have matrices of X and where matrix is formed based on the values obtained from Eq. (1) for each host. For a system where i = 1,2,3; the multiple regression problem can be modelled in matrix form based on multiple regression with three independent variables [24] .
From these matrices, the regression coefficients = ( , , ) can be computed. The values of are obtained by the following equations
Where is the mean of Y variables, is the mean of CPU utilization, is the mean of RAM utilization and is the mean of Bandwidth utilization. Based on the calculated regression coefficients, the predicted host utilization equation can be formed as
By replacing values of CPU utilization, RAM utilization and BW utilization in the equation, the predicted Utilization is obtained. Then the thresholds are determined for this predicted Utilization based on the MOSLO algorithm. The optimal lower threshold ℎ and upper threshold ℎ limits are determined based on current host utilizations (CPU, RAM and BW).
The MOSLO algorithm optimally selects the threshold levels by iteratively running the cloud host and estimating the utilization in 'n' runs. These utilization values are ordered by the algorithm by comparing the values of CPU, RAM and BW with CPU establishing the higher priority. Hence based on the CPU utilization as the primary sorting criteria, the host utilization values are ranked in descending order. From this ranking order, the highest ranking utilization value except 1 or 100% is taken as ℎ while the smallest utilization value apart from 0 is taken as ℎ . These thresholds are used in the host overload detection by comparing with the predicted utilization from MR. these threshold values are computation for each fresh new operation of the cloud system. MOSLO is based on the foraging behavior of seven-spot ladybirds and can solve the above mentioned threshold selection problem. Initially, the search space of the utilizations obtained is determined. Then the search space is divided into subspaces (patches) for easier comparison. Then the initialization population of seven-spot ladybirds are treated as a utilization value in the subspaces. Considering the number of seven-spot ladybirds as positioned randomly in the subspace, then the complete population size will be denoted by , = × . Then the fitness is calculated for each ladybird using the following equation
Where ( ) = ; ( ) = ; ( ) = ; is the high weight parameter and W is the smaller weight parameter. The CPU utilization is given high weight parameter to initiate its high priority in the ranking order determination. The fitness function is first decomposed into individual single-objective sub-problems which are solved in a collaborative manner to form the objective values.
The estimated current fitness values are compared with the other fitness to evaluate the best. First, the fitness of each ladybird is matched with best historical position denoted as best. When current fitness is better than best, the original best value and its position are replaced by the current fitness. When comparing the current fitness of all ladybirds in a patch with their preceding best position denoted as best, the better fitness takes the place of best or else it stays the same. Likewise, the comparison between fitness of all ladybirds in a population with their preceding best position denoted as best results in the better fitness positioned as best between the two values. Once this step is completed, the two threshold limits ℎ and ℎ are returned. Or else, the process is again repeated by reshuffling and recalculating the fitness until the solutions are obtained. Thus the thresholds are obtained and used to determine the host overload condition. When the predicted utilization is between ℎ and ℎ , the corresponding host is considered as normal loaded. Meanwhile, if the predicted utilization is less than ℎ , the host is under-loaded and if the predicted utilization is greater than ℎ , the host is considered as overloaded. Algorithm 1 summarizes the complete processes of MR-MOSLO. 
EXPERIMENTAL RESULTS
The performance of the proposed MR-MOSLO host overload detection algorithm for VM consolidation is evaluated in CloudSim tool. The performance of this algorithm is compared with the existing host overload detection algorithms presented in [23] and [25] namely THR, IQR, MAD, LR, LRR, MMSD [25] and MRHOD and HLRHOD [23] . The parameters used for comparison are Total energy consumption, SLA, SLATAH, PDM, SLAV and ESV parameters which are explained in [25] and [26] .
Performance metrics i. Total energy consumption (E) is the amount of electricity used by all resources in a data center and it is measured in kilowatt-hours (kWh). ii. Service Level Agreement (SLA) is an agreement between a cloud service provider and its customers which can be determined by characteristics as minimum throughput or maximum response time. It can be estimated as 100 divided by the percentage of the application performance done at any time. iii. SLA violation Time per Active Host (SLATAH) is the percentage of time when the host stays overloaded (CPU utilization is 100%).
SLATAH = ∑
where is the number of hosts, is the total time when the host has 100% utilization, is the total time when the host is in active state.
iv. Performance Degradation due to Migrations (PDM) is the estimated performance degradation due to the VM migrations.
where is the number of VMs, is the estimated performance degradation of the VM due to migrations, is the total CPU capacity.
v. SLA violation (SLAV) is the measure of violations occurred that effects the service experience of the clients. It is estimated as the product of SLATAH and PDM. SLAV = SLATAH * PDM (15) vi. Energy and SLA Violations (ESV) is measured as the product of Total energy consumption (E) and Service level agreement violation (SLAV).
ESV =E * SLAV (16) Table 1 shows the performance metrics obtained for the proposed MR-MOSLO when the number of hosts is set as 25 and number of Tasks is set as 500 while the number of VMs is varied from 30 to 190. Table 2 shows the performance metrics obtained for the proposed MR-MOSLO when the number of hosts is set as 800 and number of Tasks is set as 2500 while the number of VMs is varied from 30 to 190. From table 1 and 2, it can be seen that the proposed MR-MOSLO has significantly good performance results for all parameters. In Table 2 , the values of power and SLA are almost constant for all the VMs as the high number of hosts has resulted in high power consumption and SLA which is better result compared to the previous instances. Table 3 shows the comparison of the proposed MR-MOSLO with the existing host overload detection algorithms mentioned above. The comparison is in terms of all the parameters for fixed number of hosts, VMs and tasks -25 hosts, 30 VMs and 500 tasks. It is inferred that the proposed MR-MOSLO has better performance in most parameters as shown in Fig. 1 . Although not entirely superior, the proposed MR-MOSLO provides comparatively better performance. This can be a significant improvement in VM consolidation process. Thus the proposed MR-MOSLO provides comparatively better performance in host overload detection with high accuracy, almost equal energy and SLA values while comparatively lesser SLATAH, PDM, SLA violations and ESV values and improved QoS performance.
CONCLUSION
Multiple regressions based on Multi-Objective Seven-Spot Ladybird Optimization algorithm for hot overload detection has been developed in this paper. First, the predicted utilization of the host is computed by multiple regressions based on the CPU, RAM and BW utilizations. This increases the effectiveness of host utilization prediction due to the consideration of all three major resources in cloud data centers. Then to determine the host overload status, the adaptive thresholds are estimated optimally using the MOSLO based on host utilizations in number of iterations. The obtained utilizations are ranked in descending order with the three fitness parameters CPU, RAM and BW where CPU is prioritized for sorting the ranking order. The highest utilization (less than 1) and smallest utilization (greater than 0) are selected as upper and lower thresholds. Depending on these thresholds, the host overload status is determined as overload, under-load or normal loaded. Experiments results demonstrated that the proposed MR-MOSLO host overload detection algorithm improves the VM consolidation with reasonably equivalent energy and SLA values while lesser SLATAH, PDM, SLA violations and ESV values. As a future work, utilizing the new resource parameters other than CPU, RAM and BW will be investigated. Enhancing the performance of other VM consolidation processes of VM selection and placement is also an interesting direction of future work.
