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Growth and Distortion Results for a Class of
BiholomorphicMapping and Extremal Prob-
lem with Parametric Representation in Cn
Zhenhan Tu and Liangpeng Xiong∗
Abstract. Let Ŝα,βg (B
n) be a subclass of normalized biholomorphic map-
pings defined on the unit ball in Cn, which is closely related to the
starlike mappings. Firstly, we obtain the growth theorem for Ŝα,βg (B
n).
Secondly, we apply the growth theorem and a new type of the bound-
ary Schwarz lemma to establish the distortion theorems of the Fre´chet-
derivative type and the Jacobi-determinant type for this subclass, and
the distortion theorems with g-starlike mapping (resp. starlike map-
ping) are partly established also. At last, we study the Kirwan and Pell
type results for the compact set of mappings which have g-parametric
representation associated with a modified Roper-Suffridge extension op-
erator, which extend some earlier related results.
Mathematics Subject Classification (2010). 32H02 · 30C45.
Keywords. Distortion estimates · Extreme points · Growth theorems ·
Starlike mappings · Support points.
1. Introduction
In geometric theory of one complex variable, the following growth theorem
and distortion theorem for biholomorphic functions are well known.
Theorem A (Duren [8]) Let f be a biholomorphic function on the unit
disk D = {z ∈ C : |z| < 1}, and f(0) = f ′(0)− 1 = 0. Then
|z|
(1 + |z|)2 6 |f(z)| 6
|z|
(1− |z|)2 ,
1− |z|
(1 + |z|)3 6 |f
′(z)| 6 1 + |z|
(1− |z|)3 .
However, in the case of several complex variables, Cartan [3] has pointed
out that the above theorem does not hold. Therefore, in order to obtain some
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positive results, it is necessary to require some additional properties of map-
pings such as the convexity, the starlikeness and so on. Some results related
the growth theorems for starlike mappings and the subclasses of starlike map-
pings on different domains can be found in many papers (see, e.g. [16, 29, 30]).
Although there are a lot of significant results which cope with the distortion
theorems for convex mappings (see, e.g. [1, 7, 17]), there are only a few re-
sults directly concerning the distortion theorem for starlike mappings (see
[20, 21, 22]). Until now, it is difficult to obtain the corresponding distortion
theorems for normalized biholomorphic starlike mappings even on the unit
ball or the unit polydisc in Cn. This paper will make progress along this lines.
To proceed further, we first introduce some notations and definitions.
Denote by Cn the n-dimensional complex Hilbert space with the inner prod-
uct and the norm given
〈z, w〉 =
n∑
j=1
zjwj , ‖z‖ =
√
〈z, z〉,
where z, w ∈ Cn. Write Bn(0, r) = {z ∈ Cn : ‖z‖ =
√
|z1|2 + ...+ |zn|2 < r}
for the open ball with center 0 and radius r (0 < r 6 1) in Cn. The boundary
of Bn(0, r) is defined by ∂Bn(0, r) = {z ∈ Cn : ‖z‖ = r}. When r = 1,
Bn(0, 1) = Bn is the unit open ball in Cn. In the case of one complex variable,
B1 is denoted by D. Let H(Bn) be the family of all holomorphic mappings
from Bn into Cn. Throughout this paper, we write a point z ∈ Cn as a column
vector in the following n× 1 matrix form
z =

z1
z2
...
zn
 ,
and the symbol ′ stands for the transpose of vectors or matrices. For f ∈
H(Bn), we also write it as f = (f1, f2, ..., fn)
′, where fj is a holomorphic
function from Bn to C, j = 1, ..., n. The derivative of f ∈ H(Bn) at a point
a ∈ Bn is the complex Jacobian matrix of f given by
Jf (a) =
(
∂fi
∂zj
(a)
)
n×n
.
If f ∈ H(Bn), we say that f is normalized if f(0) = 0 and Jf (0) = In, where
In is the identity matrix. We say that f ∈ H(Bn) is locally biholomorphic
on Bn if Jf (z) is nonsingular at each z ∈ Bn. Let LS(Bn) be the subset of
H(Bn) consisting of all normalized locally biholomorphic mappings on Bn. A
holomorphic mapping f : Bn → Cn is said to be biholomorphic on Bn if the
inverse f−1 exists and is holomorphic on the open set f(Bn). Let S(Bn) be
the subset of H(Bn) consisting of all normalized biholomorphic mappings on
Bn. In the case of one complex variable, the family S(D) is denoted by S.
If f, g ∈ H(Bn), we say that f is subordinate to g (we denote by f ≺ g)
if there exists a Schwarz mapping v (i.e., v ∈ H(Bn) with ‖v(z)‖ 6 ‖z‖,
z ∈ Bn) such that f = g ◦ v.
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We next consider some subclasses of S(Bn). It is well-known that a
locally biholomorphic mapping f ∈ H(Bn) such that f(0) = 0 is starlike if
and only if (see, Suffridge [27])
ℜ〈(Jf (z))−1f(z), z〉 > 0, z ∈ Bn\{0}.
The following class of mappings plays the role of the Carathe´odory class in
Cn (see, e.g. Pfaltzgraff [24], Suffridge [27]):
M = {h ∈ H(Bn) : h(0) = 0, Jh(0) = In, ℜ〈h(z), z〉 > 0, z ∈ Bn\{0}}.
The class M is important in the study of various issues in the multidimen-
sional geometric function theory.
Definition 1.1. Let g ∈ H(D) be a univalent function such that g(0) =
1, g(ζ) = g(ζ) for ζ ∈ D (i.e. g has real coefficients), ℜg(ζ) > 0 on D, and
assume that g satisfies the following conditions for r ∈ (0, 1) :
min
|ζ|=r
ℜg(ζ) = min{g(r), g(−r)},
max
|ζ|=r
ℜg(ζ) = max{g(r), g(−r)}. (1.1)
The class Mg was given by Graham-Hamada-Kohr [9] as
Mg =
{
h ∈ H(Bn) : h(0) = 0, Jh(0) = In,
〈
h(z),
z
‖z‖2
〉
∈ g(D)
}
,
where g satisfies the assumptions of Definition 1.1 and z ∈ Bn\{0}. Clearly,
Mg ⊆M and if g(ζ) ≡ 1−ζ1+ζ , then Mg ≡M.
Let α ∈ [0, 1), β ∈ (−pi2 , pi2 ). We define M˜α,βg to be the class of mappings
given by
M˜α,βg =
{
h ∈ H(Bn) : h(0) = 0, Jh(0) = In,
−α+√−1 tanβ
1− α +
1−√−1 tanβ
1− α
〈
h(z),
z
‖z‖2
〉
∈ g(D), z ∈ Bn\{0}
}
.
Note that if α = β = 0, then M˜0,0g coincides with the Mg.
Definition 1.2. Suppose that g satisfies the assumptions of Definition 1.1 and
f ∈ LS(Bn), α ∈ (0, 1), β ∈ (−pi2 , pi2 ). The mapping f is said to be in the
class Ŝα,βg (Bn) if [Jf (z)]−1f(z) ∈ M˜α,βg .
Remark 1.3. (i) If α = β = 0 in Definition 1.2, then
z¯′[Jf (z)]−1f(z)
‖z‖2 ∈ g(D), z ∈ B
n\{0}.
We denote the class of g-starlike mappings on Bn by S∗g (Bn) (see [12]). Ob-
viously, if f ∈ S∗g (Bn), then f is also a normalized starlike mapping on Bn.
(ii) If α = 0 in Definition 1.2, then
√−1 sinβ
cosβ
+
e−
√−1β
cosβ
z¯′[Jf (z)]−1f(z)
‖z‖2 ∈ g(D), z ∈ B
n\{0}.
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We denote the class of g-spirallike mappings of type β on Bn by Ss∗g (Bn, β)
(see [5]).
(iii) If β = 0 in Definition (1.2), then
1
1− α
z¯′[Jf (z)]−1f(z)
‖z‖2 −
α
1− α ∈ g(D), z ∈ B
n\{0}.
We denote the class of g-almost starlike mappings of order α on Bn by
Sas∗g (Bn, α) (see [5]).
We now present the notions of Loewner chains and g-Loewner chains
(see Graham-Hamada-Kohr [9]).
Definition 1.4. A mappings f : Bn × [0,∞)→ Cn is called a Loewner chain
if f(·, t) is biholomorphic on Bn, f(0, t) = 0, Jf (0, t) = etIn for t > 0, and
f(·, s) ≺ f(·, t) whenever 0 6 s 6 t <∞.
The requirement f(·, s) ≺ f(·, t) is equivalent to the condition that
there is a unique biholomorphic Schwarz mapping v = v(z, s, t), called the
transition mapping associated to f(z, t) such that f(z, s) = f(v(z, s, t), t) for
z ∈ Bn, t > s > 0.
Lemma 1.5. Suppose that h(z, t) : Bn × [0,∞) → Cn satisfies the following
conditions:
(i) h(·, t) ∈ M for t > 0.
(ii) h(z, ·) is measurable on [0,∞) for z ∈ Bn. Let f = f(z, t) : Bn× [0,∞)→
Cn be a mapping such that f(·, t) ∈ Bn, f(0, t) = 0, Jf (0, t) = etIn for t > 0,
and f(z, ·) is locally absolutely continuous on [0,∞) locally uniformly with
respect to z ∈ Bn. Assume that
∂f
∂t
(z, t) = Jf (z, t)h(z, t), a.e. t > 0, ∀z ∈ Bn. (1.2)
Further, assume that there exists an increasing sequence {tm}m∈N such that
tm > 0, tm →∞ and limm→∞ e−tmf(z, tm) = F (z) locally uniformly on Bn.
Then f(z, t) is a Loewner chain.
The above characterization of Loewner chains was obtained by Graham-
Hamada-Kohr [9] and Pfaltzgraff [24]. Now, we are able to recall the notions of
a g-Loewner chain and g-parametric representation (compare with Chirila˘ [4]
for g(ζ) ≡ 1−ζ1+(1−2γ)ζ , γ ∈ (0, 1), |ζ| < 1 and compare with Graham-Hamada-
Kohr-Kohr [12] for g(ζ) ≡ 1−ζ1+ζ ).
Definition 1.6. A mapping f = f(z, t) : Bn × [0,∞) → Cn is called a g-
Loewner chain if f(z, t) is a Loewner chain such that {e−tf(·, t)}t>0 is a
normal family on Bn and the mapping h = h(z, t) in the Loewner differential
equation (1.2) (see Lemma 1.5) satisfies the condition h(·, t) ∈ Mg for a.e.
t > 0.
Let f : Bn → Cn be a normalized holomorphic mapping. We say that f
has g-parametric representation if there exists a g-Loewner chain f(z, t) such
that f = f(·, 0). The notion of parametric representation was considered
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in Bracci [2], Chirila˘ [5], Graham-Hamada-Kohr [9], Graham-Hamada-Kohr-
Kohr [11], Graham-Kohr-Pfaltzgraff [14]. Let S0g (Bn) be the set of mappings
which have g-parametric representation.
Remark 1.7. (i) If g(ζ) ≡ 1−ζ1+(1−2γ)ζ , γ ∈ [0, 1), then it reduces to the set
S0 1−ζ
1+(1−2γ)ζ
(Bn) of mappings which have 1−ζ1+(1−2γ) -parametric representation
(see [4]).
(ii) If g(ζ) ≡ 1−ζ1+ζ , then S01−ζ
1+ζ
(Bn) reduces to the usual set S0(Bn) of mappings
which have parametric representation (see, e.g., [9]). It is clear that S0(Bn) ⊆
S(Bn).
(iii) If g is a convex function and satisfies the assumptions of Definition 1.1,
then S0g (Bn) is compact in the topology of H(Bn) (see [12]).
Let F be a nonempty subset of H(Bn). A point f ∈ F is called an
extreme point of F provided that f = tg+(1− t)h, where t ∈ (0, 1), g, h ∈ F ,
implies f = g = h. A point g ∈ F is called a support point of F if there exists
a continuous linear functional L : H(Bn) → C such that ℜL is nonconstant
on F and
ℜL(g) = max{ℜL(h) : h ∈ F}.
We denote by exF and suppF the subsets of F consisting of extreme points
of F and support points of F , respectively (see, e.g., [5], [26]).
For n > 2, let z˜ = (z2, ..., zn) ∈ Cn−1 such that z = (z1, z˜) ∈ Cn. The
Roper-Suffridge extension operator Φn : LS → LS(Bn) is defined by
Φn(f)(z) = (f(z1), z˜
√
f ′(z1)), z = (z1, z˜) ∈ Bn.
We choose the branch of the power function such that
√
f ′(z1)|z1=0 = 1. It
provides a way of extending a locally univalent function on the unit disc D
to a locally biholomorphic mapping on the Euclidean unit ball Bn (see [25]).
A modification of the Roper-Suffridge extension operator was given by
Graham-Hamada-Kohr-Suffridge (see [13]):
Φ
n,α̂,β̂
(f)(z) =
(
f(z1), z˜
(f(z1)
z1
)α̂
(f ′(z1)β̂
)
, z = (z1, z˜) ∈ Bn, (1.3)
where α̂ > 0, β̂ > 0 and f is a locally univalent function on D, normalized
by f(0) = f ′(0) − 1 = 0, and such that f(z1) 6= 0 for z1 ∈ D \ {0}. We
choose the branches of the power functions such that ( f(z1)
z1
)α̂|z1=0 = 1,
(f ′(z1)β̂ |z1=0 = 1.
Many mathematicians have investigated kinds of operators that preserve
certain geometric and analytic properties (such as starlikeness, parametric
representation, extreme points and support points) (e.g. [2, 11]).
In this paper, we organize the contents as follows. In Section 2, we
shall establish the growth theorems for subclass Ŝα,βg (Bn) of biholomorphic
mappings. In Section 3, we shall apply the growth theorems and a new type of
the boundary Schwarz lemma for holomorphic self-mappings of the unit ball
Bn to establish the distortion theorems of the Fre´chet-derivative type and
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the Jacobi-determinant type for Ŝα,βg (Bn) with some special points, and the
distortion theorems associated with g-starlike mappings and some subclasses
of g-starlike mappings are partly established on the unit ball in Cn also.
In Section 4, we consider the extreme points and support points with the
extension operator Φ
n,αˆ,βˆ
and g-parametric representation.
2. Growth theorems associated with Ŝα,βg (Bn).
In this section, we shall obtain the growth theorems. These results generalize
the conclusions in Hamada-Honda-Kohr [16], Xu-Liu [29] and Zhang [30],
which are important for kinds of subclasses of g-starlike mappings. Using
Corollary 2.7, we give an example of bounded support points for S0g (B2) (see
Graham-Hamada-Kohr-Kohr [12], compare with Mg ).
Lemma 2.1 ([15]). Suppose that z(t) : [0, 1]→ Cn is differentiable at the point
s which belongs to [0, 1], and ‖z(t)‖ is differentiable at the point s with respect
to t. Then
ℜ
〈
dz(t)
dt
, z(t)
〉∣∣∣∣
t=s
= ‖z(t)‖d‖z(t)‖
dt
∣∣∣∣
t=s
.
Lemma 2.2 ([29]). Suppose that F is a mapping on Bn, z ∈ Bn \ {0}, and
z(t) = F−1
(
exp
(− e−√−1βt)F (z))(0 6 t < +∞).
Then (i) ‖z(t)‖ is strictly increasing on [0,+∞) with respect to t.
(ii) dz(t)
dt
= −e−
√−1β[JF (z(t)]−1F (z(t)).
(iii) d‖F (z(t))‖
dt
= − cosβ‖F (z(t))‖, lim
t→+∞
‖F (z(t))‖
‖z(t)‖ = 1.
Lemma 2.3. Suppose that g satisfies the conditions of Definition (1.1) and
h ∈ M˜α,βg , α ∈ [0, 1), β ∈ (−pi2 , pi2 ). Then the following conclusions hold:
(i) B1 6 ℜ〈e−
√−1βh(z), z〉 6 B2 for all z ∈ Bn, where
B1 = (1− α) cos β‖z‖2
(
min{g(‖z‖), g(−‖z‖)}+ α
1− α
)
(2.1)
and
B2 = (1− α) cosβ‖z‖2
(
max{g(‖z‖), g(−‖z‖)}+ α
1− α
)
. (2.2)
(ii) In particular, if g(z) = 1+Aξ1+Bξ , ξ ∈ D,−1 6 A < B 6 1, then
B3 6 |〈h(z), z〉| 6 B4 for all z ∈ Bn, where
B3 =
(
1 +A‖z‖
1 +B‖z‖ −
1
1− α
√
α2 + tan2 β
)
(1− α) cos β‖z‖2 (2.3)
and
B4 =
(
1−A‖z‖
1−B‖z‖ +
1
1− α
√
α2 + tan2 β
)
(1− α) cosβ‖z‖2. (2.4)
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Proof. Fix z ∈ Bn \ {0} and let P : D→ C be given by
P(ζ) =
{−α+√−1 tan β
1−α +
1−√−1 tan β
1−α
1
ζ
〈h(ζ z‖z‖ ), z‖z‖ 〉, ζ 6= 0
1, ζ = 0
. (2.5)
Then P(ζ) is a holomorphic function on D. Since h ∈ M˜α,βg ,P(0) = g(0) = 1,
it follows that P ≺ g, and from the subordination principle it follows that
P(rD) ⊆ g(rD), r ∈ (0, 1), where rD = {z ∈ C : |z| < r}. By the minimum
and maximum principle for harmonic functions, we have
min{g(|ζ|), g(−|ζ|) 6 −α
1− α +
1
(1− α) cos βℜ
[
e−
√−1β 1
ζ
〈
h
(
ζ
z
‖z‖
)
,
z
‖z‖
〉]
6 max{g(|ζ|), g(−|ζ|)}.
By letting ζ = ‖z‖ in the above relation, we obtain the conclusion (i).
Next, we prove the conclusion (ii). It is clear that the function g = 1+Aξ1+Bξ
(−1 6 A < B 6 1) satisfies the conditions in Definition (1.1). In view of
the above (i) arguments, we have P(ζ) ≺ 1+Aξ1+Bξ , ξ ∈ D. Geometrically, this
subordination condition means that the image of the {|ζ| < 1} by the function
P is in the open disk whose two diameter endpoints are [ 1+A|ζ|1+B|ζ| , 1−A|ζ|1−B|ζ|].
Thus, we deduce that
1 +A|ζ|
1 +B|ζ| 6 |P(ζ)| 6
1−A|ζ|
1−B|ζ| .
Further, using (2.5), we have
1 +A|ζ|
1 +B|ζ| 6
∣∣∣∣−α+√−1 tanβ1− α +1−
√−1 tanβ
1− α
1
ζ
〈
h
(
ζ
z
‖z‖
)
,
z
‖z‖
〉∣∣∣∣ 6 1−A|ζ|1−B|ζ| .
Elementary computations yield that(
1 +A|ζ|
1 +B|ζ| −
1
1− α
√
α2 + tan2 β
)
(1 − α) cosβ 6 1|ζ|
∣∣∣〈h(ζ z‖z‖
)
,
z
‖z‖
〉∣∣∣
(2.6)
and(
1−A|ζ|
1−B|ζ| +
1
1− α
√
α2 + tan2 β
)
(1 − α) cosβ > 1|ζ|
∣∣∣〈h(ζ z‖z‖), z‖z‖〉∣∣∣.
(2.7)
By letting ζ = ‖z‖ in (2.6) and (2.7), we get the conclusion (ii). 
Theorem 2.4. Suppose that g satisfies the conditions of Definition (1.1) and
α ∈ [0, 1), β ∈ (−pi2 , pi2 ). If F ∈ Ŝα,βg (Bn), then Φ1 6 ‖F (z)‖ 6 Φ2, z ∈ Bn,
where
Φ1 = ‖z‖ exp
∫ ‖z‖
0
(
1
(1− α)(max{g(y), g(−y)}+ α1−α) − 1
)
1
y
dy
and
Φ2 = ‖z‖ exp
∫ ‖z‖
0
(
1
(1 − α)(min{g(y), g(−y)}+ α1−α) − 1
)
1
y
dy.
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Proof. Since F ∈ Ŝα,βg (Bn), by Lemma 2.3 we have
B1 6 ℜ
〈
e−
√−1β [JF (z)]−1F (z), z
〉
6 B2 (2.8)
for all z ∈ Bn, where B1 and B2 are defined by (2.1) and (2.2) respectively. Fix
z ∈ Bn \ {0}, let z(t) = F−1( exp(−e−√−1βt)F (z)) (0 6 t < +∞). According
to (i) of Lemma 2.2, we have that ‖z(t)‖ is strictly increasing on [0,+∞).
Hence, ‖z(t)‖ is differentiable on [0,+∞) almost everywhere. Denote
M1 = max{g(‖z(t)‖), g(−‖z(t)‖)}+ α
1− α
and
M2 = min{g(‖z(t)‖), g(−‖z(t)‖)}+ α
1− α.
From Lemma 2.1, 2.2 and (2.8), we get
−(1− α) cosβ‖z(t)‖ ·M1 6 d‖z(t)‖
dt
6 −(1− α)‖z(t)‖ cosβ ·M2.
According to (iii) of Lemma 2.2, we have
1
‖F (z(t)‖ .
d‖F (z(t))‖
dt
(1 − α)‖z(t)‖ ·M1 6 d‖z(t)‖
dt
6
1
‖F (z(t)‖ .
d‖F (z(t))‖
dt
(1 − α)‖z(t)‖ ·M2.
For any T > 0, integrating both sides of the above inequalities with respect
to t, we obtain∫ T
0
1
(1− α)‖z(t)‖M2
d‖z(t)‖
dt
dt 6
∫ T
0
1
‖F (z(t)‖ .
d‖F (z(t))‖
dt
dt
6
∫ T
0
1
(1− α)‖z(t)‖M1
d‖z(t)‖
dt
dt. (2.9)
Making a chang of variable in (2.9), we have∫ ‖z‖
‖z(T )‖
1
(1− α)y
(
max{g(y), g(−y)}+ α1−α
)dy
6
∫ ‖F (z)‖
‖F (z(T ))‖
1
w
.dw 6
∫ ‖z‖
‖z(T )‖
1
(1− α)y
(
min{g(y), g(−y)}+ α1−α
)dy.
It is elementary to verify
M3 6 log
‖F (z)‖
‖F (z(T )‖ 6M4, (2.10)
where
M3 =
∫ ‖z‖
‖z(T )‖
(
1
(1− α)(max{g(y), g(−y)}+ α1−α) − 1
)
1
y
dy + log
‖z‖
‖z(T )‖
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and
M4 =
∫ ‖z‖
‖z(T )‖
(
1
(1 − α)(min{g(y), g(−y)}+ α1−α) − 1
)
1
y
dy + log
‖z‖
‖z(T )‖ .
By letting T → +∞ in the above inequality (2.10) and using Lemma 2.2, we
finish the proof. 
Remark 2.5. (i) In the case of β = 0, Theorem 2.4 was obtained by Zhang
[30].
(ii) In the case of α = 0, Theorem 2.4 was obtained by Zhang [30], and Xu-
Liu [29] obtained the corresponding result in the complex Banach space.
(iii) In the case of α = 0, β = 0, Theorem 2.4 implies the results related
g-starlike mappings on Bn. Hamada-Honda-Kohr [16] obtained the corre-
sponding result in the complex Banach space.
Corollary 2.6. Let −1 6 A < B 6 1, α ∈ [0, 1), β ∈ (−pi2 , pi2 ), T = A−Aα+Bα
and g(ξ) = 1+Aξ1+Bξ , ξ ∈ D. If F ∈ Ŝα,βg (Bn), then
‖F (z)‖ 6
{
‖z‖[1 + (A−Aα+Bα)‖z‖] (B−A)(1−α)A−Aα+Bα , T 6= 0,
‖z‖e(B−A)(1−α)‖z‖, T = 0.
and
‖F (z)‖ >
{
‖z‖[1 + (Aα−A−Bα)‖z‖] (A−B)(1−α)Aα−Bα−A , T 6= 0,
‖z‖e(A−B)(1−α)‖z‖, T = 0.
Proof. Since F ∈ Ŝα,βg (Bn) with g(ζ) = 1+Aζ1+Bζ , Theorem 2.4 implies
‖F (z)‖ 6 ‖z‖ exp
∫ ‖z‖
0
(
1
(1− α)(min{g(y), g(−y)}+ α1−α )
− 1
)
1
y
dy
= ‖z‖ exp
∫ ‖z‖
0
(B −A)(1− α)
1 + (A−Aα+Bα)xdx
=
{
‖z‖[1 + (A−Aα+Bα)‖z‖] (B−A)(1−α)A−Aα+Bα , A−Aα+Bα 6= 0,
‖z‖e(B−A)(1−α)‖z‖, A−Aα+Bα = 0.
By the similar computations, we can obtain the lower bound also. 
Corollary 2.7. Suppose that g satisfies the conditions of Definition 1.1 and
h(z) = (h1, h2) ∈ M˜α,βg , α ∈ [0, 1), β ∈ (−pi2 , pi2 ), z = (z1, z2) ∈ B2. Then
|q10,2| =
∣∣∣∣12 ∂2h1∂z22 (0)
∣∣∣∣ 6 3√32 min{a1, a2}, (2.11)
where
a1 = inf
r∈(0,1)
{
1− (1− α)(min{g(r), g(−r)} + α1−α)
r
}
(2.12)
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and
a2 = inf
r∈(0,1)
{
(1− α)(max{g(‖z‖), g(−‖z‖)}+ α1−α)− 1
r
}
. (2.13)
Proof. Using Lemma 2.3 and taking similar arguments as those in [2], we can
obtain the corollary immediately. 
Remark 2.8. Suppose that ρ, σ ∈ C\{0} and h ∈ H(B2) satisfies that h(0) = 0
and h(z) = (ρz1 + q
1
0,2z
2
2 + O(|z1|2, |z1z2|, ||z||3), σz2 + O(||z||2)) for z =
(z1, z2) ∈ B2 (see Definition 1.3 in Bracci [2] for references). Then the shearing
h[c] of h is given by h[c](z) = (ρz1 + q
1
0,2z
2
2 , σz2), z = (z1, z2) ∈ B2. In fact, if
h = (h1, h2) ∈ M˜α,βg , then, using the (2.11), we have∣∣∣∣ 1‖ z ‖2 〈h[c](z), z〉 − 1
∣∣∣∣ < a0 = min{a1, a2}, z = (z1, z2) ∈ B2 \ {0}, (2.14)
where a1 and a2 are defined by (2.12) and (2.13) respectively. Setting D(1, a0) =
{z : |z − 1| < a0} and if D(1, a0) ⊆ g(D), then h[c] ∈Mg by (2.14). Graham-
Hamada-Kohr-Kohr [12] relies on the shearing process (see [2]) to prove that
the mapping F (z) =
(
z1+
3
√
3
2 a0z
2
2 , z2
) ∈ S0g (B2) and F ∈ supp S0g (B2). This
constructs an example of a bounded starlike mapping in S0g (B2) which is a
support point.
3. Distortion theorems associated with Ŝα,βg (Bn).
Establishing various versions of the boundary Schwarz lemma has attracted
the attention of many mathematicians (see, e.g. Krantz [19], Liu-Wang-Tang
[20], Tu-Zhang [28]). In this section, we discuss the distortion theorems for
the subclass Ŝα,βg (Bn) of normalized biholomorphic mappings on Bn by using
a new type of the boundary Schwarz lemma in Liu-Wang-Tang [20].
Definition 3.1. Let z ∈ ∂Bn(0, ‖z‖). The holomorphic tangent space
T
(1,0)
z (∂Bn(0, ‖z‖)) to ∂Bn(0, ‖z‖) at z is defined by
T (1,0)z (∂B
n(0, ‖z‖)) = {w ∈ Cn : z′w = 0}.
If z ∈ Bn, then z0 = z‖z‖ ∈ ∂Bn. Thus, it is easy to see
T (1,0)z0 (∂B
n) = T (1,0)z (∂B
n(0, ‖z‖)).
Lemma 3.2. (Theorem 3.2 in [20]) Let f : Bn → Bn be a holomorphic map-
ping. If f is holomorphic at z0 ∈ ∂Bn, f(z0) = w0 ∈ ∂Bn and z0 6= w0, then
the following statements hold.
(1) There is λ ∈ R such that Jf (z0)
′
w0 = λz0 and λ > 0.
(2) ‖Jf (z0)δ‖ 6
√
λ‖δ‖ for any δ ∈ T (1,0)z0 (∂Bn) ∩ ∂Bn.
(3) | detJf (z0)| 6 λn+12 .
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Theorem 3.3. Let −1 6 A < B 6 1, α ∈ [0, 1), β ∈ (−pi2 , pi2 ) and g(ξ) =
1+Aξ
1+Bξ , ξ ∈ D. If F ∈ Ŝα,βg (Bn), then for every z ∈ Bn \ {0}, there exists an
unit vector v(z) = [JF (z)]
−1F (z)
‖[JF (z)]−1F (z)‖ such that
‖JF (z)v(z)‖ 6

[1+(A−Aα+Bα)‖z‖]
(B−A)(1−α)
A−Aα+Bα(
1+A‖z‖
1+B‖z‖
− 11−α
√
α2+tan2 β
)
(1−α) cos β
, A−Aα+Bα 6= 0,
‖z‖e(B−A)(1−α)(
1+A‖z‖
1+B‖z‖
− 11−α
√
α2+tan2 β
)
(1−α) cos β
, A−Aα+Bα = 0.
Proof. Since F ∈ Ŝα,βg (Bn), then, by taking h(z) = [JF (z)]−1F (z) in Lemma
2.3, we have(
1 +A‖z‖
1 +B‖z‖ −
1
1− α
√
α2 + tan2 β
)
(1− α) cosβ‖z‖2
6 |〈[JF (z)]−1F (z), z〉| 6 ‖z‖‖[JF (z)]−1F (z)‖. (3.1)
Hence, (3.1) implies
‖[JF (z)]−1F (z)‖ >
(
1 +A‖z‖
1 +B‖z‖ −
1
1− α
√
α2 + tan2 β
)
(1− α) cos β‖z‖.
(3.2)
Fix z ∈ Bn \ {0} and let v(z) = [JF (z)]−1F (z)‖[JF (z)]−1F (z)‖ . Then
F (z) = JF (z)[JF (z)]
−1F (z) = ‖[JF (z)]−1F (z)‖JF (z)v(z). (3.3)
Rewrite (3.3) as
‖JF (z)v(z)‖ = ‖F (z)‖‖[JF (z)]−1F (z)‖ . (3.4)
By Corollary 2.6, (3.2) and (3.4), we get the desired results. This completes
the proof. 
Theorem 3.4. Let −1 6 A < B 6 1, α ∈ [0, 1), β ∈ (−pi2 , pi2 ) and g(ζ) =
1+Aζ
1+Bζ , ζ ∈ D. Suppose f ∈ Ŝα,βg (Bn). We have the following estimates.
(1) If z ∈ Bn\{0} satisfies ‖f(z)‖ = max
‖ξ‖=‖z‖
‖f(ξ)‖, then we have
| detJf (z)| 6

[1 + (A−Aα +Bα)‖z‖]n(B−A)(1−α)A−Aα+Bα
(
1
̥1
)n+1
2
, T 6= 0,
en(B−A)(1−α)‖z‖
(
1
̥1
)n+1
2
, T = 0
and
‖Jf (z)δ‖ 6

[1 + (A−Aα+Bα)‖z‖] (B−A)(1−α)A−Aα+Bα
(
1
̥1
) 1
2
‖δ‖, T 6= 0,
e(B−A)(1−α)‖z‖
(
1
̥1
) 1
2
‖δ‖, T = 0.
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(2) If z ∈ Bn\{0} satisfies ‖f(z)‖ = min
‖ξ‖=‖z‖
‖f(ξ)‖, then we have
| detJf (z)| >
{
[1 + (Aα−A−Bα)‖z‖]n(A−B)(1−α)Aα−Bα−A ̥−
n+1
2
2 , T 6= 0,
en(A−B)(1−α)‖z‖̥−
n+1
2
2 , T = 0
and
‖Jf(z)δ‖ >
{
[1 + (Aα −A−Bα)‖z‖] (A−B)(1−α)Aα−Bα−A ̥−
1
2
2 ‖δ‖, T 6= 0,
e(A−B)(1−α)‖z‖̥−
1
2
2 ‖δ‖, T = 0.
In the above (1) and (2): δ ∈ T (1,0)z (∂Bn(0, ‖z‖)), T = A − Aα+ Bα, ̥1 =( 1+A‖z‖
1+B‖z‖− 11−α
√
α2 + tan2 β
)
(1−α) cosβ, ̥2 =
(
1−A‖z‖
1−B‖z‖+
1
1−α
√
α2 + tan2 β
)
(1− α) cos β.
Proof. (1) Without loss of generality, we may assume that z 6= 0. Let M =
‖f(z)‖ = max
‖ξ‖=r
‖f(ξ)‖ and ‖z‖ = r ∈ (0, 1). Take
g(w) =
f(rw)
M
, w ∈ Bn. (3.5)
Then g : Bn → Bn, g(0) = 0 and g is biholomorphic in a neighborhood of Bn.
Let z0 =
z
r
. Then w0 = g(z0) =
f(z)
M
. Thus, it follows z0, w0 ∈ ∂Bn and
Jg(z0) =
r
M
Jf (rz0) =
r
M
Jf (z). (3.6)
By Lemma 3.2, there is λ ∈ R such that Jg(z0)′w0 = λz0 and
λ = w0
′Jg(z0)z0 =
f(z)
′
Jf (z)z
M2
. (3.7)
From the (3.6) and (3.7), we have that w0
′ = λz0′[Jg(z0)]−1 and
f(z)
′
M
=
λM
r2
z′[Jf (z)]−1. (3.8)
This means that f(z)
′
and z′[Jf (z)]−1 have the same direction. Since f ∈
Ŝα,βg (Bn), using Lemma 2.3 and (3.7), we get
λ =
f(z)
′
Jf (z)z
M2
=
f(z)
′
‖f(z)‖
Jf (z)z
‖f(z)‖ =
z′[Jf (z)]−1
‖z′[Jf (z)]−1‖
Jf (z)z
‖f(z)‖
=
‖z‖2
|z′[Jf (z)]−1f(z)| 6
1( 1+A‖z‖
1+B‖z‖ − 11−α
√
α2 + tan2 β
)
(1− α) cos β
. (3.9)
Denote by ̥1 =
( 1+A‖z‖
1+B‖z‖ − 11−α
√
α2 + tan2 β
)
(1 − α) cosβ. Therefore, by
Lemma 3.2 and (3.9), we have
| detJg(z0)| 6 λ
n+1
2 6
(
1
̥1
)n+1
2
(3.10)
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and
‖ detJg(z0)δ‖ 6
√
λ‖δ‖ 6
(
1
̥1
) 1
2
‖δ‖, ∀δ ∈ T (0,1)z0 (∂Bn). (3.11)
From (3.6), we have Jg(z0) =
r
M
Jf (z).Moreover, it is easy to see T
(0,1)
z0 (∂B
n) =
T
(1,0)
z (∂Bn(0, ‖z‖)). Hence, by Corollary 2.6, we obtain
| detJf (z)| = (M
r
)n| detJg(z0)| 6 (‖f(z)‖‖z‖ )
n
(
1
̥1
)n+1
2
6

[1 + (A−Aα+Bα)‖z‖]n(B−A)(1−α)A−Aα+Bα
(
1
̥1
)n+1
2
, A−Aα +Bα 6= 0,
en(B−A)(1−α)‖z‖
(
1
̥1
)n+1
2
, A−Aα +Bα = 0
and for ∀δ ∈ T (1,0)z (∂Bn(0, ‖z‖)),
‖Jf(z)δ‖ = M
r
‖Jg(z0)δ‖
6

[1 + (A−Aα +Bα)‖z‖] (B−A)(1−α)A−Aα+Bα
(
1
̥1
) 1
2
‖δ‖, A−Aα+Bα 6= 0,
e(B−A)(1−α)‖z‖
(
1
̥1
) 1
2
‖δ‖, A−Aα+Bα = 0.
(2) Let m = ‖f(z)‖ = max
‖ξ‖=r
‖f(ξ)‖ and ‖z‖ = r ∈ (0, 1). Take
h(w) =
f(rw)
m
, w ∈ Bn. (3.12)
Then h(0) = 0 and h is biholomorphic in a neighborhood of Bn with h(Bn) ⊃
Bn. Let z0 =
z
r
. Then w0 = h(z0) =
f(z)
m
. Thus, it follows z0, w0 ∈ ∂Bn
and Jh(z0) =
r
m
Jf (rz0) =
r
m
Jf (z). Furthermore, we have that h
−1 : Bn →
Bn, h−1(0) = 0 and h−1 is biholomorphic in a neighborhood of Bn with
h−1(w0) = z0. By the similar proof as in (1), we also conclude that f(z)
′
and
z′[Jf (z)]−1 have the same direction. Since f ∈ Ŝα,βg (Bn), using Lemma 2.3
and Lemma 3.2, there is λ ∈ R such that
λ = z0
′Jh−1(w0)w0 = z0
′[Jh(z0)]−1w0 =
z′
r
[ r
m
Jf (z)
]−1 f(z)
m
=
z′
‖z‖
‖f(z)‖
‖z‖ [Jf (z)]
−1 f(z)
‖f(z)‖ =
z′[Jf (z)]−1f(z)
‖z‖2
6
(
1−A‖z‖
1−B‖z‖ +
1
1− α
√
α2 + tan2 β
)
(1− α) cos β. (3.13)
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Denote by ̥2 =
(
1−A‖z‖
1−B‖z‖ +
1
1−α
√
α2 + tan2 β
)
(1 − α) cosβ. Thus, using
Lemma 3.2 and (3.13), we have
| detJh−1(w0)| =
1
| detJh(z0)| 6 λ
n+1
2 6 ̥
n+1
2
2 (3.14)
and
‖Jh−1(w0)δ̂‖ 6
√
λ‖δ̂‖ 6 ̥
1
2
2 ‖δ̂‖, ∀δ̂ ∈ T (0,1)w0 (∂Bn). (3.15)
Note Jh(z0) =
r
m
Jf (z). Moreover, it is easy to see
T (0,1)z0 (∂B
n) = T (1,0)z (∂B
n(0, ‖z‖)).
Hence, by (3.14), we can obtain
1
| detJf (z)| =
( r
m
)n 1
| detJh(z0)| =
( ‖z‖
‖f(z)‖
)n 1
| detJh(z0)| 6
( ‖z‖
‖f(z)‖
)n
̥
n+1
2
2 .
Combining Corollary 2.6 and the above result, we have
| detJf (z)| >
(‖f(z)‖
‖z‖
)n
̥
−n+12
2
>
{
[1 + (Aα−A−Bα)‖z‖]n(A−B)(1−α)Aα−Bα−A ̥−
n+1
2
2 , A−Aα +Bα 6= 0,
en(A−B)(1−α)‖z‖̥−
n+1
2
2 , A−Aα +Bα = 0.
Note that Jf (z)T
(1,0)
z (∂Bn(0, ‖z‖)) ⊂ T (1,0)w0 (∂Bn) (see the proof of Theorem
3.2 in [20]) and
Jh−1(w0) =
‖f(z)‖
‖z‖ [Jf (z)]
−1. (3.16)
When the δ̂ is replaced by Jf (z)δ in (3.15), by using (3.16), we have
̥
1
2
2 ‖Jf(z)δ‖ > ‖Jh−1(w0)Jf (z)δ‖ =
‖f(z)‖
‖z‖ ‖δ‖, ∀δ ∈ T
(1,0)
z (∂B
n(0, ‖z‖)).
(3.17)
In view of Corollary 2.6 and (3.17), we get
̥
1
2
2 ‖Jf(z)δ‖ >
‖f(z)‖
‖z‖ ‖δ‖
>
{
[1 + (Aα −A−Bα)‖z‖] (A−B)(1−α)Aα−Bα−A ‖δ‖, A−Aα+Bα 6= 0,
e(A−B)(1−α)‖z‖‖δ‖, A−Aα+Bα = 0.
Thus, for ∀δ ∈ T (1,0)z (∂Bn(0, ‖z‖)), we have
‖Jf (z)δ‖ > ‖f(z)‖‖z‖ ‖δ‖
>
{
[1 + (Aα−A−Bα)‖z‖] (A−B)(1−α)Aα−Bα−A ̥−
1
2
2 ‖δ‖, A−Aα+Bα 6= 0,
e(A−B)(1−α)‖z‖̥−
1
2
2 ‖δ‖, A−Aα+Bα = 0.
which gives the desired result. 
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When α = β = 0 or α = β = 0, A = −1, B = 1 − 2γ(0 < γ < 1),
Theorem 3.4 implies the Corollary 3.5 and Corollary 3.6 as follows, which are
related the g-starlike mappings and starlike mappings of order γ (0 < γ < 1)
on Bn.
Corollary 3.5. Let −1 6 A < B 6 1 and g(ζ) = 1+Aζ1+Bζ , ζ ∈ D. Suppose
f ∈ S∗g (Bn). We have the following estimates.
(1) If z ∈ Bn\{0} satisfies ‖f(z)‖ = max
‖ξ‖=‖z‖
‖f(ξ)‖, then we have
| detJf (z)| 6

(1 +A‖z‖)n(B−A)A
(
1+B‖z‖
1+A‖z‖
)n+1
2
, A 6= 0,
en(B−A)‖z‖
(
1+B‖z‖
1+A‖z‖
)n+1
2
, A = 0
and
‖Jf (z)δ‖ 6

(1 +A‖z‖) (B−A)A
(
1+B‖z‖
1+A‖z‖
) 1
2
‖δ‖, A 6= 0,
e(B−A)‖z‖
(
1+B‖z‖
1+A‖z‖
) 1
2
‖δ‖, A = 0.
(2) If z ∈ Bn\{0} satisfies ‖f(z)‖ = min
‖ξ‖=‖z‖
‖f(ξ)‖, then we have
| detJf (z)| >
[1−A‖z‖]
n(A−B)(1−α)
−A
( 1−A‖z‖
1−B‖z‖
)−n+12 , A 6= 0,
en(A−B)‖z‖
( 1−A‖z‖
1−B‖z‖
)−n+12 , A = 0
and
‖Jf (z)δ‖ >
(1 −A‖z‖)
(A−B)
−A
( 1−A‖z‖
1−B‖z‖
)− 12 ‖δ‖, A 6= 0,
e(A−B)‖z‖
( 1−A‖z‖
1−B‖z‖
)− 12 ‖δ‖, A = 0.
In above (1) and (2): δ ∈ T (1,0)z (∂Bn(0, ‖z‖)).
Corollary 3.6. Let f(z) be a normalized biholomorphic starlike mappings of
order γ (0 < γ < 1) on Bn. We have the following estimates.
(1) If z ∈ Bn\{0} satisfies ‖f(z)‖ = max
‖ξ‖=‖z‖
‖f(ξ)‖, then we have
| detJf (z)| 6 (1− ‖z‖)2(γ−1)n
(
1− ‖z‖
1 + (1− 2γ)‖z‖
)−n+12
,
and
‖Jf (z)δ‖ 6 (1− ‖z‖)2(γ−1)
(
1− ‖z‖
1 + (1− 2γ)‖z‖
)− 12
‖δ‖.
(2) If z ∈ Bn\{0} satisfies ‖f(z)‖ = min
‖ξ‖=‖z‖
‖f(ξ)‖, then we have
| detJf (z)| > (1 + ‖z‖)−2(1−γ)n
(
1 + ‖z‖
1− (1− 2γ)‖z‖
)−n+12
,
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and
‖Jf(z)δ‖ > (1 + ‖z‖)−2(1−γ)
(
1 + ‖z‖
1− (1− 2γ)‖z‖
)− 12
‖δ‖.
In above (1) and (2): δ ∈ T (1,0)z (∂Bn(0, ‖z‖)).
Remark 3.7. (i) If we take A = −1, B = 1 in Corollary 3.5, then f becomes a
normalized biholomorphic starlike mappings on Bn. The corresponding result
was partly proved by Liu-Wang-Tang [20].
(ii) In particular, when n = 1, A = −1, B = 1 in Corollary 3.5, the result
coincides with the classical distortion theorem for starlike function in one
complex variable (see, Theorem A).
4. Extreme and support points associated with Φ
n,α̂,β̂
and
g-parametric representation.
Kirwan [18] and Pell [23] proved that if f ∈ exS (resp., f ∈ suppS) and
f(z, t) is a Loewner chain such that f = f(·, 0), then e−tf(·, t) ∈ exS (resp.,
e−tf(·, t) ∈ suppS). Graham-Hamada-Kohr-Kohr [10] proved that if f ∈
exS0(Bn) (resp., f ∈ suppS0(Bn)) and f(z, t) is a Loewner chain such that
f = f(·, 0) on Bn, then e−tf(·, t) ∈ exS0(Bn) for t > 0 (resp., e−tf(·, t) ∈
suppS0(Bn) for 0 6 t < t0). Chirila˘-Hamada-Kohr [6] proved that these
results hold for the set of mappings which have g-parametric representa-
tion. Furthermore, Chirila˘ [5] and Graham-Kohr-Pfaltzgraff [14] proved that
Roper-Suffridge extension operator and a general Pfaltzgraff-Suffridge ex-
tension operator Ψn,α̂ preserve these properties with extreme and support
points, where Ψn,α̂ is defined as Ψn,α̂ : LSn(Bn)→ LSn+1(Bn+1), α̂ > 0, z =
(z1, z2, ..., zn+1) ∈ Bn+1,
Ψn,α̂(f)(z) = (f(z1, z2, ..., zn), zn+1[Jf (z1, z2, ..., zn)]
α̂).
In fact, if α̂ = 1
n+1 , the Ψn,α̂ coincides with the Pfaltzgraff-Suffridge extension
operator Ψn. In 2014, Chirila˘-Hamada-Kohr [6] studied the above problems
on extreme and support points with Ψn.
Motivated by the above works, we will prove that this result also holds in
the modified Roper-Suffridge extension operator Φ
n,α̂,β̂
with the set S0g (Bn) of
mappings which have g-parametric representation. Since S0g (Bn) is a compact
(see, Remark 1.7(iii)), and thus a closed subset of S(Bn). Note that the
Φ
n,α̂,β̂
: LS → LS(Bn) is different from the general Pfaltzgraff-Suffridge
extension operator Ψn,α̂.
Theorem 4.1. Let f ∈ S0g (D) and let F = Φn,α̂,β̂(f) with α̂ ∈ [0, 1], β̂ ∈ [0, 12 ]
and α̂ + β̂ 6 1. Let F
α̂,β̂
(z, t) be the g-Loewner chain given by the below
(4.1) such that F = F
α̂,β̂
(z, 0). If F ∈ exΦ
n,α̂,β̂
(
S0g (D)
)
, then e−tF
α̂,β̂
(·, t) ∈
exΦ
n,α̂,β̂
(
S0g (D)
)
for t > 0.
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Proof. Here we use the similar way to those in the proof of Chirila˘ [5]. Since
f ∈ S0g (D), there exists a g-Loewner chain ft(z1) = f(z1, t) : D×[0,+∞)→ C
such that f = f(·, 0) and {e−tf(·, t)} is a normal family on D. Set
F
α̂,β̂
(z, t) =
(
f(z1, t), z˜e
(1−α̂−β̂)t
(
f(z1, t)
z1
)α̂
(f ′(z1, t))β̂
)
, (4.1)
z = (z1, z˜) ∈ Bn, t > 0, where the branch of the power function is chosen
such that ( f(z1)
z1
)α̂|z1=0 = 1, (f ′(z1)β̂ |z1=0 = 1. Then Fα̂,β̂(z, t) is a g-Loewner
chain such that F = F
α̂,β̂
(·, 0) and {e−tF
α̂,β̂
(·, t)} is a normal family on Bn
(see Theorem 2.1 in Chirila˘ [4]). Moreover, it is clear that e−tF
α̂,β̂
(·, t) =
Φ
n,α̂,β̂
(e−tf(·, t)) ∈ Φ
n,α̂,β̂
(
S0g (D)
)
for t > 0. Let vs,t(z1) = v(z1, s, t) be the
transition mapping associated with f(z1, t) and let V (z, s, t) be the transition
mapping associated with F
α̂,β̂
(z, t). By Theorem 3.1 in [4], we get
V (z, s, t) =
(
vs,t(z1), z˜e
(s−t)(1−α̂−β̂)
(v(z1, s, t)
z1
)α̂
(v′(z1, s, t))β̂
)
, (4.2)
where z = (z1, z˜) ∈ Bn, t > s > 0, the branch of the power function is chosen
such that (v(z1,s,t)
z1
)α̂|z1=0 = e(s−t)α̂ and (v′(z1, s, t))α̂|z1=0 = e(s−t)β̂ .
Fix t > 0. Let
e−tF
α̂,β̂
(z, t) = λM(z) + (1− λ)G(z), z ∈ (z1, z˜) ∈ Bn, (4.3)
where λ ∈ (0, 1) and M , G ∈ Φ
n,α̂,β̂
(
S0g (D)
)
. Taking V (z, t) = V (z, 0, t) for
z ∈ Bn. By (4.3), we obtain
F (z) = F
α̂,β̂
(z, 0) = F
α̂,β̂
(V (z, t), t)
= λetM(V (z, t)) + (1− λ)etG(V (z, t)) (4.4)
for z ∈ (z1, z′) ∈ Bn. Let m, g ∈ S0g (D) with M = Φn,α̂,β̂(m), G = Φn,α̂,β̂(g).
Also let vt(z1) = v(z1, t) = v(z1, 0, t). It is obvious that
etM(V (z, t)) = Φ
n,α̂,β̂
(et(m ◦ vt))(z)
and
etG(V (z, t)) = Φ
n,α̂,β̂
(et(g ◦ vt))(z).
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By (4.2), we have
etM(V (z, t)) = etΦ
n,α̂,β̂
(m)(V (z, t))
=
(
etm(vt(z1)), z˜e
t(α̂+β̂)
(
vt(z1)
z1
)α̂
(v′t(z1))
β̂
(
m(vt(z1))
vt(z1)
)α̂
(m′(vt(z1))β̂
)
=
(
etm(vt(z1)), z˜e
t(α̂+β̂)
(
m(vt(z1))
z1
)α̂
(v′t(z1))
β̂(m′(vt(z1))β̂
)
=
(
et(m ◦ vt)(z1), z˜
(
et(m ◦ vt)(z1)
z1
)α̂
(et(m ◦ vt)′(z1))β̂
)
= Φ
n,α̂,β̂
(et(m ◦ vt))(z). (4.5)
Similarly, etG(V (z, t)) = Φ
n,α̂,β̂
(et(g ◦ vt))(z) for z ∈ Bn. Further, since
m ∈ S0g (D), it follows that the composition et(m ◦ vt))(z1) is a function
in S0g (D). Hence etM(V (z, t)) ∈ Φn,α̂,β̂
(
S0g (D)
)
. Similarly, etG(V (z, t)) ∈
Φ
n,α̂,β̂
(
S0g (D)
)
. From (4.4) and (4.5), we have
F (z) = λΦ
n,α̂,β̂
(etm ◦ vt)(z) + (1− λ)Φn,α̂,β̂(etg ◦ vt)(z), z ∈ (z1, z′) ∈ Bn.
Since F ∈ ex Φ
n,α̂,β̂
(
S0g (D)
)
, we have
Φ
n,α̂,β̂
(etm ◦ vt)(z) ≡ Φn,α̂,β̂(etg ◦ vt)(z)
for z ∈ Bn. Finally, applying the identity theorem for holomorphic mappings,
we get Φ
n,α̂,β̂
(m) ≡ Φ
n,α̂,β̂
(g), i.e., M ≡ G. This completes the proof. 
We next consider the analog of a result of Pell [23] and Chirila˘ [5]
concerning support points and Loewner chains associated with the Roper-
Suffridge extension operator Φ
n,α̂,β̂
. Here we use the similar way to those in
the proof of Chirila˘-Hamada-Kohr [6].
Theorem 4.2. Let f ∈ S0g (D) and F = Φn,α̂,β̂(f). Assume F ∈ suppΦn,α̂,β̂(S0g (D)).
Then there exists a g-Loewner chain F
α̂,β̂
(z, t) given by (4.1) with α̂ ∈ [0, 1],
β̂ ∈ [0, 12 ], α̂+ β̂ 6 1 and t0 > 0 such that e−tFα̂,β̂(·, t) ∈ supp Φn,α̂,β̂(S0g (D))
for 0 6 t < t0.
Proof. Since f ∈ S0g (D) , there exists a Loewner chain f(z1, t) : D×[0,+∞)→
C such that f = f(·, 0), e−tf(·, t) ∈ S0g (D) and {e−tf(·, t)} is a normal family
on D. Similar to the proof of Theorem 4.1, there exist a g-Loewner chain
F
α̂,β̂
(z, t) defined as (4.1) such that F = F
α̂,β̂
(·, 0), {e−tF
α̂,β̂
(·, t)} is a normal
family on Bn. Moreover, it is clear
e−tF
α̂,β̂
(·, t) = Φ
n,α̂,β̂
(e−tf(·, t)) ∈ Φ
n,α̂,β̂
(
S0g (D)
)
for t > 0. Let V (z, s, t) be the transition mapping associated with F
α̂,β̂
(z, t)
and let V (z, t) = V (z, 0, t) for z ∈ Bn.
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Since F ∈ supp Φ
n,α̂,β̂
(
S0g (D)
)
, there exist a continuous linear functional L
on H(Bn) such that
ℜL(F ) = max
{
ℜL(M) :M ∈ Φ
n,α̂,β̂
(
S0g (D)
)}
(4.6)
and ℜL is nonconstant on Φ
n,α̂,β̂
(
S0g (D)
)
.
Fix t > 0. Let Lt : H(B
n)→ C be the functional given by
Lt(M) = L(e
tM ◦ V (z, t)), M ∈ H(Bn), (4.7)
where
etM ◦ Vt ∈ Φn,α̂,β̂
(
S0g (D)
)
(4.8)
for M ∈ Φ
n,α̂,β̂
(
S0g (D)
)
by (4.5).
Then Lt is a continuous linear functional on H(B
n) and
Lt(e
−tF
α̂,β̂
(·, t)) = L(F
α̂,β̂
(V (·, t), t)) = L(F
α̂,β̂
(z, 0)) = L(F ). (4.9)
Using (4.6)-(4.9), then
ℜLt(e−tFα̂,β̂(·, t)) = ℜL(F ) > ℜL(etM ◦ V (z, t)) = ℜLt(M) (4.10)
for all M ∈ Φ
n,α̂,β̂
(
S0g (D)
)
. Hence, (4.10) implies that
ℜLt(e−tFα̂,β̂(·, t)) = max
{
ℜLt(M) :M ∈ Φn,α̂,β̂
(
S0g (D)
)}
. (4.11)
Because F ∈ supp Φ
n,α̂,β̂
(
S0g (D)
)
, there exists a Q ∈ Φ
n,α̂,β̂
(
S0g (D)
)
such
that ℜL(Q) < ℜL(F ). Since Lt(Q) → L(Q) as t → 0+, there exists t0 > 0
such that
ℜLt(Q) < ℜL(F ) = ℜLt(e−tFα̂,β̂(·, t)), 0 6 t < t0.
Therefore ℜLt|Φ
n,α̂,β̂
(
S0g (D)
)
is nonconstant for 0 6 t < t0. Finally, in view
of (4.11), the conclusion follows, as desired. This completes the proof. 
Remark 4.3. (i) When n = 2, α̂ = 0, β̂ = 12 and g(ξ) =
1−ξ
1+ξ , ξ ∈ D, Theorem
4.1 and Theorem 4.2 were proved by Graham-Kohr-Pfaltzgraff [14].
(ii) In the case of α̂ = 0, β̂ = 12 and g(ξ) =
1−ξ
1+ξ , ξ ∈ D in Theorem 4.2,
Schleissinger [26] proved the corresponding result for 0 6 t < +∞. There is a
problem: whether will Theorem 4.2 still hold for all 0 6 t < +∞? The same
problem was given by Chirila˘ [5] when the operator Φ
n,α̂,β̂
is replaced by the
general Pfaltzgraff-Suffridge extension operator Ψn,α̂.
Acknowledgment
The project is supported by the National Natural Science Foundation of
China (No. 11671306).
20 Z. Tu and L. Xiong
References
[1] Barnard, R., FitzGerald, C., Gong, S.: A distortion theorem for biholomorphic
mappings in C2. Trans. Am. Math. Soc. 344, 907–924 (1994)
[2] Bracci, F.: Shearing process and an example of a bounded support function in
S0(B2). Comput. Methods Funct. Theory 15, 151–157 (2015)
[3] Cartan, H.: Sur la possibilite´ de´tendre aux fonctions de plusieurs variables com-
plexes la the´orie des fonctions univalentes, in: Montel P. (Ed.), Lecons sur les
Fonctions Univalentes ou Multivalentes, Gauthier-Villars, Paris, 1933
[4] Chirila˘, T.: An extension operator associated with certain g-loewner chains.
Taiwanese J. Math. 17(5), 1819–1837 (2013)
[5] Chirila˘, T.: Extreme points, support points and g-loewner chains associated with
Roper-suffridge and pfaltzgraff-suffridge extension operators. Complex Anal.
Oper. Theory 9, 1781–1799 (2015)
[6] Chirila˘, T., Hamada, H., Kohr, G.: Extreme points and support points for map-
pings with g-parametric representation in Cn. Mathematica (Cluj) 56(79), 21–40
(2014)
[7] Chu, C. H., Hamada, H., Honda T., Kohr G.: Distortion theorems for convex
mappings on homogeneous balls. J. Math. Anal. Appl. 369(2), 437–442 (2010)
[8] Duren, P. L.: Univalent functions, Grundlehren der mathematischen Wtssen-
schaften 259. New York, NY: Springer-Verlag
[9] Graham, I., Hamada, H., Kohr, G.: Parametric representation of univalent map-
pings in several complex variables. Canadian J. Math. 54, 324–351 (2002)
[10] Graham, I., Hamada, H., Kohr, G., Kohr, M.: Extreme points, support points
and the Loewner variation in several complex variables. Sci. China Math. 55,
1353–1366 (2012)
[11] Graham, I., Hamada, H., Kohr, G., Kohr, M.: Extremal properties associated
with univalent subordination chains in Cn. Math. Ann. 359, 61–99 (2014)
[12] Graham, I., Hamada, H., Kohr, G., Kohr, M.: Bounded support points for
mappings with g-parametric representation in C2. J. Math. Anal. Appl. 454,
1085–1105 (2017)
[13] Graham, I., Hamada, H., Kohr, G., Suffridge, T. J.: Extension operators for
locally univalent mappings. Michigan Math. J. 50, 37–55 (2002)
[14] Graham, I., Kohr, G., Pfaltzgraff, J. A.: Parametric representation and linear
functionals associated with extension operators for biholomorphic mappings.
Rev. Roumaine Math. Pures Appl. 52, 47–68 (2007)
[15] Gurganus, K. R.: Φ-like holomorphic functions in Cn and banach spaces. Proc.
Am. Math. Soc. 205, 389–406 (1975)
[16] Hamada, H., Honda, T., Kohr, G.: Growth theorems and coefficient bounds
for univalent holomorphic mappings which have parametric representation. J.
Math. Anal. Appl. 317, 302–319 (2006)
[17] Hamada, H., Kohr, G.: Growth and distortion results for convex mappings in
infinite dimensional spaces. Complex Variables 47(4), 291–301 (2002)
[18] Kikuchi, K.: Starlike and convex mappings in several complex variables. Pacific
J. Math. 44, 569–580 (1973)
[19] Krantz, S.: The Schwarz lemma at the boundary. Complex Var. Elliptic Equ.
56(5), 455–468 (2011)
Growth and distortion results 21
[20] Liu, T. S., Wang, J. F., Tang, X. M.: Schwarz lemma at the boundary of the
unit ball in Cn and its applications. J. Geom. Anal. 25, 1890–1914 (2015)
[21] Liu, X. S., Liu, T. S.: On the sharp distortion theorems for a subclass of starlike
mappings in several complex variables. Taiwanese J. Math. 19(2), 363–379 (2015)
[22] Liu, X. S., Liu, T. S.: Sharp distortion theorems for a subclass of biholomorphic
mappings which have a parametric representation in several complex variables.
Chin. Ann. Math. 37B(4), 553–570 (2016)
[23] Pell, R.: Support point functions and the Loewner variation. Pacific J. Math.
86, 561–564 (1980)
[24] Pfaltzgraff, J. A.: Subordination chains and univalence of holomorphic map-
pings in Cn. Math. Ann. 210, 55–68 (1974)
[25] Roper, K., Suffridge, T. J.: Convex mappings on the unit ball of Cn. J. Anal.
Math. 65, 333–347 (1995)
[26] Schleissinger, S.: On support points of the class S0(Bn). Proc. Am. Math. Soc.
142(11), 3881–3887 (2014)
[27] Suffridge, T. J.: Starlikeness, convexity and other geometric properties of holo-
morphic maps in higher dimensions. Lecture Notes in Math, vol. 599, pp. 146–
159. Springer, New York (1976)
[28] Tu, Z. H., Zhang, S.: The Schwarz lemma at the boundary of the symmetrized
bidisc. J. Math. Anal. Appl. 459, 182–202 (2018)
[29] Xu, Q. H., Liu, T. S.: On the growth and covering Theorem for normalized
biholomorphic Mappings. Chin. Ann. Math. 30(A), 213–220 (2009)
[30] Zhang, X. F.: The growth theorems for subclasses of biholomorphic mappings
in several complex variables. Cogent Mathematics 4, 1–11 (2017)
Zhenhan Tu
School of Mathematics and Statistics, Wuhan University, Wuhan, Hubei 430072,
Peoples Republic of China
e-mail: zhhtu.math@whu.edu.cn
Liangpeng Xiong∗
School of Mathematics and Statistics, Wuhan University, Wuhan, Hubei 430072,
Peoples Republic of China
e-mail: lpxiong2016@whu.edu.cn
∗
Corresponding author
