Clustering is a well-known approach in data mining, which is used to separate data without being labeled. Some clustering methods are more popular such as the k-means. In all clustering techniques, the cluster centers must be found that help to determine which object is belonged to which cluster by measuring the dissimilarity measure. We choose the dissimilarity measure, according to the construction of the data. When the overestimation and the underestimation are not equally important, an asymmetric dissimilarity measure is appropriate. So, we discuss the asymmetric LINEX loss function as a dissimilarity measure in k-means clustering algorithm instead of the squared Euclidean. We evaluate the algorithm results with some simulated and real datasets.
Introduction
Clustering is a popular approach in data mining, which is used to separate data without being labeled [10] . Using a clustering algorithm, a dataset is partitioned into groups with the largest similarity within a group, in comparison with others [12] . In all clustering methods, each object belongs to a cluster according to the cluster center, by measuring the dissimilarity. The optimal centers of a clustering algorithm depend on the loss function. The most popular partitioning algorithm is the k-means. It partitions a dataset into some different class of similar entities, which minimizes the dissimilarity between the entities and their related cluster centroids [3] . The dissimilarity measures have an important role in clustering. Many loss functions such as Euclidean squared, City-Block, Minkowsky and Relative Entropy have been used to measure the dissimilarity in the clustering and the Euclidean squared measure is the widely used one. Clustering with the Bregman divergence was introduced by Banerjee et al. [4] in which the loss of Bregman information is minimized. The minimum is always equal to the expected Bregman divergence of data and their relative cluster centroid [4] . The optimal point in a symmetric loss function is the conditional mean of the variable.
Suppose that ∈ Θ be an unknown parameter and ( ) be an estimator of based on a random observation X. Granger (1999) stated some required properties for a loss function (∆) where ∆ is the estimated error, ( ) − , and (∆) is the loss of estimating by the value ( ), as the following [7] . a) (0) = 0, b) ∆ (∆) = 0, so (∆) ≥ 0, c) (∆) is monotonic non-decreasing.
He also stated that a loss function might have some of the following properties: a) Symmetry, i.e., (∆) = (−∆), b) Homogeneous, i.e., ( ∆) = ( ) (∆), where ( ) is a positive function, c) Differentiability in order . The convex k-means clustering algorithm was proposed by Modha and Spangler [14] . They stated that the loss function, which is used as the dissimilarity measure, should be non-negative, convex and symmetric. They generalize k-means to the convex k-means algorithm [14] . When the positive and negative errors are of the same importance, the symmetric loss functions are used to evaluate the dissimilarities. However, in many situations, we need asymmetric measures. In 2005, Kummamuru et al. [13] proposed the class of asymmetric dissimilarity measures and referred them as the context sensitive learnable asymmetric dissimilarity measures.
We choose the loss functions according to the construction of the data. Parsian and Kirmani [15] , stated that when the overestimation and the underestimation are not equally important, the symmetric loss functions are not appropriate. For example, overfilling the containers in food-processing industries is more undesirable than under filling them [9] . The underestimation of water level is much more important than the overestimation when constructing a barrier [20] . Varian [19] proposed an asymmetric loss function, called linear exponential (LINEX) loss function. A LINEX loss function is convex and asymmetric. On one side of zero, it is approximately exponential and on the other side, it is linear. To study more about the properties of LINEX loss function, we refer to [20] .
In this work, first, we review k-means and k-median algorithms and some required concepts. Then we propose k-means clustering algorithm based on the asymmetric loss function, LINEX. We use some benchmarked dataset that their labels are available to check if the k-means clustering with LINEX loss function (LINEX k-means) could separate data well and to show its application. The available labels are useful to evaluate the accuracy of the algorithm. We also use the normalized variation information and the Davies-Bouldin index to evaluate the clustering algorithm results. Some simulated datasets are generated to complete evaluations.
The k-means clustering algorithm
Suppose we have a dataset = ( 1 , … , )′, which contains entities = ( 1 , … , ) with features. The k-means is an algorithm that used to partition into disjoint groups = { 1 , … , } of similar entities, which minimizes the dissimilarity between the entities and their related cluster centroids [3] . The cost (error) function between in group and its respective centroid, , which is randomly selected, is as follows:
where is the Euclidean distance (or loss) between ∈ and . Each entity assigns to the nearest centroid , and the function is computed. The algorithm stops if it is less than a determined threshold. Otherwise, the cluster centers are updated to the mean of S, until the new centroid does not differ from the previous one. The implementation of this algorithm depends on the number of clusters and their initial centroids. Therefore, the algorithm must be performed many times with different initial centroids. Performing centers continue until there are no non-clustered entities. The optimal centers of a clustering algorithm mostly depend on the dissimilarity measure that is used. In k-means clustering, if we use the Manhattan distance which is the absolute difference between two points as the dissimilarity measure, then the centers are updated at their median rather than their means and the outliers have less influence on the centroids [6] . This algorithm is named 'k-median'.
LINEX loss function
The LINEX is one of the interesting non-negative, convex and asymmetric loss function that is differentiable in order ≥ 1 and takes the following form [15] ,
where is a scalar and ∆ denotes the estimation error of using ( ) in order to estimate . If > 0 LINEX is exponential for positive ∆ and if < 0 it is linear in negative ∆. When = 1, (∆), is quite asymmetric and the overestimation is costlier than the underestimation. For small | | (close to zero), the loss function is nearly (but not completely) symmetric and it is similar to the squared Euclidean loss function. So the optimal estimates which obtained by the squared and LINEX loss functions are not so different when | | is small [15] , but for larger values of | |, the optimal points are quite different. In Figure 1 , for = −1, = 0.001 and = 1, we plot (∆) versus ∆. We can extend the LINEX loss function to estimate multi parameters [15] . Suppose ( ) is an estimator of and ∆ = ( ) − , for = 1, … , . We extend (1) to the -parameter case as bellow,
where ≠ 0 and = (∆ 1 , … , ∆ ).
LINEX k-means clustering
In this section, we want to use the LINEX loss function as the dissimilarity measure in k-means clustering algorithm when the overestimating and the underestimating are not of the same importance. The procedures are the same as a k-means clustering algorithm. We define the number of clusters (according to any knowledge, which is related to the data) and the initial centroids are randomly chosen from the entities. All the entities are assigned to their nearest centroid, using a LINEX loss function as the dissimilarity distance. The procedure continues until there is no change in clusters. Now consider the following optimization problem,
, where = ( 1 , … , )′, = ( 1 , … , ), for = 1, … , and is the LINEX distance in (2) and H is an × matrix such that, for each = 1, … , ,
. Now, we want to minimize ( , ) according to the above conditions similar to k-means [5, 17] . Therefore, we may solve the problem in the following two steps:
Step 1: Fix =̂ and solve ( ,̂), it minimized if and only if
Step 2: Fix =̂, then (̂, ) is minimized if and only if for each component
To prove, it is sufficient to minimize the following inner summand for fixed k,
. 
Set an initial
0 and solve ( , 0 ) in order to obtain 0 (we set = 0).
2. Put ̂= to solve (̂, ) and then obtain +1 .
We stop the algorithm if (̂, ) = (̂, +1 ), otherwise, we go to the next step.
3. This time, let ̂= +1 and solve ( ,̂) to achieve +1 .
We stop the algorithm if ( ,̂) = ( +1 ,̂), otherwise, put = + 1 and go to 2.
It can be proved that (• ,•) is strictly decreasing and similar to [14] , so after some iterations, this algorithm converges to a minimum point. The k-means algorithm based on LINEX loss function (instead of Euclidean distance) is the same as k-means except in distance measure and the optimal cluster centers.
Evaluation
In this section, we want to evaluate LINEX k-means clustering to partition some simulated and real datasets. To do it, we use the NVI, which is an external clustering evaluation measure and an internal criterion DB index. If NVI value lies in [0,1], the clustering performance considered as good. It decreases when the clustering is more homogeneous. Internal criterion is useful to evaluate a clustering algorithm, according to the inherited features and qualities of a dataset. DB criterion is based on the dispersion measure and the cluster similarity measure between each cluster. When DB index value is small, it means the clusters are separated better.
Results on simulated datasets
Gaussian dataset: We generated a Gaussian dataset of 500 observations, each with 6 features, a mixture coefficient equal to 0.2 and partitioned it into five clusters. This Gaussian model is generated using a NETLAB function and has spherical clusters of variance 0. We generate four datasets according to the above density functions such that each dataset contains 100 dependent entities with m features and partitioned into two clusters. We state the procedure in Table 1 . , Cauchy(4,2) for = 51, … ,100
, Gamma Now we run k-means, k-median, and LINEX k-means algorithms 500 times and compute the average accuracy results, i.e., an average of one minus percent of misclassification observations for 500 iterations. We note that, in LINEX k-means algorithm, the initial centers are chosen randomly from the dataset members similar to the kmeans. Then, all the n entities are assigned to their relative centers according to the minimum LINEX rule. The results are presented in Table 2 . They illustrate that the LINEX k-means clustering algorithm is sometimes more accurate in comparison with the traditional k-means and k-median. In our simulated dataset, the overestimation and the underestimation are not important for us, so we choose the parameter a close to zero. Therefore, the LINEX kmeans performance is not so different from the k-means. If we choose ≥ 0.1 the accuracies decrease, and some of the data are pushed to the wrong clusters because of overestimation. In some cases, an event might be near the border of two clusters and it is hard to assign it to the right cluster. For example, in each cluster of the above Poisson dataset, some events are of the same values. However, they are generated from two different Poisson distribution with different parameters. Suppose we like to assign these events to the cluster, which is generated from Poisson with = 1. Using the above algorithms (without assuming the over or underestimation) they might be misclassified. But if we use the LINEX k-means algorithm with > 0, it means that the overestimating is more important, these mentioned entities are guided to be placed in the second cluster and the results are improved, see Table 3 . When assuming overestimating, we choose a in step of 0.1 from 0.1 to 2. The lower values of NVI and DB helped us to choose a. When there are no overestimating and underestimating assumptions, a is chosen to be closed to zero. Now we want to see whether if the skewness of the entities might affect the value of a. We generate three datasets from Exponential distribution and classify them into two classes. In the LINEX k-means algorithm, we assume that there is no overestimation or underestimation, so the parameter is closed to zero. We compute the skewness of them and run the k-means and the LINEX k-means algorithms with different values of a. The results are presented in Table 4 . According to the results, it seems that the skewness affects the value of a, and in the skewed datasets, the accuracies of LINEX k-means algorithm with > 0 are better than k-means algorithm. Therefore, we suggest scrutinizing how choosing the value of a depends on the skewness of the frequency curve of a dataset. 
Evaluation in some real datasets
Here we compare the results of LINEX k-means with k-means and k-median algorithms on some real datasets. We run the algorithms 500 times and compute the average of accuracies due to a random selection of centers for each algorithm. These datasets are all available in the UC Irvine Machine Learning Repository [2] . All the data are labeled so that we can evaluate the algorithms. We normalize the data before running the algorithm. The results are summarized in Table 5 .
a) The Iris data set is a collection of 150-flower specimen each with four features and is divided into three clusters. b) The Wine dataset consists of 178 chemical specimens of wine with thirteen features that partitioned into three clusters. c) The Hepatitis dataset contains 155 specimens with 19 categorical and numeric features, which is partitioned into two clusters. In the LINEX k-means algorithm, we assume that there is no overestimation or underestimation. So we consider the parameter close to zero ( = 1 × 10 −3 ).
The results in Table 5 shows that LINEX k-means algorithm acts as well as the others and in some cases, it leads to better results. Normalizing the data improves the accuracy. As we state before, sometimes the overestimating or underestimating is of different importance (For example, estimating the number of earthquakes with high magnitude during a short period in an Earthquake-prone area) and classifying an event in a specific cluster is worse (or better). Now consider three datasets: Seismic bumps, Haberman's Survival and Magic Gamma Telescope.
d) The seismic bumps dataset includes 2584 data with 18 categorical and numeric features, which describe the problem of forecasting high energy (higher than 104 J) seismic bumps in a coal mine and is partitioned into two clusters, "high energy seismic bump" and "no high energy seismic bumps". Clustering a highenergy seismic bump as a no high-energy seismic bump is very hazardous. e) Haberman's Survival includes 306 data with three integer features from a study on the survival of breast cancer patients who had tolerated surgery. It is partitioned into two groups, "the patient survived five years or more" and "the patient died less than five years". f) Magic Gamma Telescope includes 19020 data with 11 real features, which use to describe high-energy gamma particles with the imaging technique in a ground-based atmospheric Cherenkov Gamma Telescope (The evidence of energy depositions is usually asymmetric along the major axis.). It is partitioned into two clusters, single and background. Classifying a background event as a signal is worse than clustering a signal event as the background. Therefore, the simple k-means algorithm is not appropriate for this dataset.
We use k-means and LINEX k-means algorithm with different values of (as explained in the previous part) to partition data. We choose a according to the accuracy results and the NVI and DB values. The results in Table 6 shows that LINEX k-means algorithm is more accurate, especially when the overestimating and the underestimating are not of the same importance. The k-means and k-median algorithms that are based on symmetric dissimilarity distances are appropriate for data, which the negative and positive errors are of the same importance. However, the LINEX dissimilarity measure is useful in both symmetric and asymmetric cases. 
Conclusion
Sometimes we need an asymmetric dissimilarity measure to calculate the distance between data. We use the LINEX loss function as the dissimilarity measure in k-means clustering algorithm instead of the common measures such as squared Euclidean and Manhattan. So, the centers in each cluster are not the mean (or median) of their entities. To evaluate the accuracy of our algorithm, we partition some real and simulated datasets that their labels and their number of clusters are available and the NVI and the DB indexes help us both to compare the results and to choose a. In some of these datasets, the misclassifying the data into a special cluster may lead to a high loss. Therefore, it is important to use an asymmetric dissimilarity measure to make the different between overestimating and underestimating. Comparing the results, we conclude that LINEX k-means algorithm acts in almost cases well and partitioned the data accurately, especially when classifying an event in a specific cluster is worse (or better).
