Pose estimation for spacecraft is widely recognized as an important technology for space applications. Many space missions require accurate relative pose between the chaser and the target spacecraft. Stereo-vision is a usual mean to estimate the pose of non-cooperative targets during proximity operations. However, the uncertainty of stereovision measurement is still an outstanding issue that needs to be solved. With binocular structure and the geometric structure of the object, we present a robust pose estimation method for non-cooperative spacecraft. Because the solar panel can provide strict geometry constraints, our approach takes the corner points of which as features. After stereo matching, an optimization-based method is proposed to estimate the relative pose between the two spacecraft. Simulation results show that our method improves the precision and robustness of pose estimation. Our system improves the performance with maximum 3D localization error less than 5% and relative rotation angle error less than 1°. Our laboratory experiments further validate the method.
INTRODUCTION
Autonomous proximity operations have received great attention recently due to the importance in many spacecraft missions, such as rendezvous and docking, resupply, on-orbit servicing, inspection, orbital debris removal, and space structure assembly [1] . Autonomous proximity operations have been demonstrated in space over the last few decades. Spacecraft, including the Russian Progress spacecraft, the European automated transfer vehicles (ATV) [2] , the Japanese H-II transfer vehicles (HTV) [3] , and the American Dragon and Cygnus spacecraft [4] , have completed the resupply missions for the International Space Station (ISS). The Japanese HTV, the SpaceX Dragon, and the Orbital Sciences Cygnus have accomplished rendezvous and docking maneuvers with the ISS. More recently, China's Shenzhou-8 has also demonstrated the capability for automatic rendezvous and docking with the Tiangong-1 space station. Other notable experimental missions validating proximity operation technologies include JAXA's ETS-VII [5] and Boeing's orbital express (OE) [6] [7] [8] . Unfortunately, the missions mentioned above dealt with cooperative targets [9] , i.e., spacecraft equipped with known fiducial markers. As a key technology for autonomous proximity operations, the relative pose estimation can be facilitated by the use of known markers.
However, the pose estimation method for non-cooperative targets, which refers to spacecraft without known markers, is also an urgent problem for space application. The sensor used in space applications usually includes stereo-vision, monocular vision [10] , and depth sensors [11] . Due to advantages of visual-based methods, pose estimation systems for noncooperative proximity operations relying on optical stereo sensors are an active area of research currently [12] [13] [14] . However, the uncertainty of stereo measurement impacts the accuracy of the pose estimation. To decrease the uncertainty, many existing techniques for stereo-vision rely on accurate feature extraction and correspondences. Liu et al. [15] discuss the effect of the parameters of stereo cameras on the image quality. Li et al. [16] extract the intersection of the associated lines as the feature points and use three points to calculate the relative pose between the object coordinates and the world coordinates. Yazdkhasti et al. [17] and Fourie et al. [18] compute a stereo disparity map by blocking matching algorithms. Yang et al. [19] propose an image rectification algorithm for parallel camera arrays. And an estimation method of relative pose based on stereo-vision and Kalman filter are proposed, such as Oumer and Panin [20] , Segal et al. [21] , and Yu et al. [22] , yet pose estimation for non-cooperative spacecraft is still challenging work, especially using small baseline stereo cameras for longdistance measurement.
To deal with the specific uncertainty of stereo data, we propose an optimization-based pose estimation algorithm by using the corner points on the rectangular panel. The proposed method applies a popular method of minimizing re-projection error, namely, the difference between original camera points and re-projected points. With initial values, relative 6-DOF pose is optimized by minimizing a global cost function with its relative position constraints. Benefitting from the binocular structure and the geometric structure of the object, the uncertainty of 3D measurement is reduced. Simulation results show that our method improves the pose estimation with maximum 3D localization error less than 5% and relative attitude estimation error less than 1°.
PROPOSED METHOD
Whenever we triangulate a pair of matched image points x and x 0 to a 3D world point X , an uncertainty on the coordinates of X is introduced, (see Fig. 1 ). The uncertainty impacts the accuracy of pose estimation.
To deal with the problem of uncertainty, we propose an optimization-based pose estimation method. Considering that a spaceship is an artificial object, its components have regular geometry, which can provide geometric constraints. In this paper, corner points of the solar panel, made in rectangular shape artificially, are used as features to estimate the relative pose between the two spacecraft. As we had no previous knowledge of the accurate size of the rectangle, we should estimate the pose of the target and the size of the rectangle simultaneously. As shown in Fig. 2 , gray-shaded areas denote the uncertainty of 3D points by using stereo-vision. With strict geometry constraints of the solar panel, the uncertainties can be reduced to a small region. In addition, the accurate feature extraction is important to improve the performance of pose estimation. Thus, we present a feature extraction method by extracting points from the line edges of the panel. The detailed flow diagram of the pose estimation system is illustrated in Fig. 3 .
A. Feature Extraction and Stereo Matching
The extraction of feature points is the basis of the proposed pose estimation algorithm. Feature detection and matching methods [23] are needed. In this paper, we use the line features to obtain the feature points.
First of all, line segments are detected from a region of interest (ROI) image with the line segment detector (LSD). Then collinear lines are merged based on a condition that the distance between the line segments is shorter than the predefined threshold value, as shown in Fig. 4(a) .
Second, feature points are extracted by computing the intersections of lines. The intersection point of the detected lines is calculated, and the local area of the intersection point is detected by the Harris corner detector. In case a corner point is detected, this intersection point represents one of the corners of the target. Then the two lines are associated lines, and the intersection point Third, according to the epipolar constraint, feature points are matched between the left and right images. Then we can reconstruct the 3D points in the stereo-camera coordinate system through triangulation.
B. Coordinate System Definition
The stereo-camera coordinate system Ssc is located at the center of the left camera lens. Ssc has its z axis pointed out from the boresight of the left camera, with y axis pointed vertically down across the left camera and the x axis making the right hand. The 2D camera image frame is centered in the image with x and y parallel to the camera coordinate system. The stereo-camera coordinate system Ssc coincides with the left camera coordinate system. Finally, the object coordinate system Soc is fixed to target client, the origin of Soc is located at the corner of solar panel; y axis points along the short side of the panel, x axis points along the long side, and z completes the right hand, as shown in Fig. 5 .
C. Optimization-Based Pose Estimation Algorithm
In our paper, the feature points are selected to be the vertices of the rectangular panel. As a result, the 3D positions are constrained by its rectangular structure.
We denote S L; W as the structure parameters of the object, where L and W describe the length and the width of the rectangular panel, respectively. The feature points' 3D positions in the object coordinates system are represented as follows:
To find the optimal arrangement of 3D features, we minimize the sum of the squared re-projection error with the constraint of the object's geometric structure. This is a common method in vision that has been used in many vision applications for pose estimation or for estimation of rotation and translation matrices, which the paper by Li et al. [16] has not used. This is the reason that the result in this paper is better than the result by Li et al.,
where ϵ i is the re-projection error due to the projection of the 3D feature, P i o , onto the camera's image plane. This problem can be solved by the Levenberg-Marquardt algorithm. To converge to the correct solution, the initial value should be somewhat close to the truth pose. L and W are initialized by the point's 3D positions through triangulation. The initial rotation R and translation T are computed by the Li et al. method, which is described as follows.
With calibrated stereo-camera parameters, the feature points' 3D position P i c in the stereo-camera coordinates system can be calculated through triangulation. The rigid transformation between object coordinate system and the stereo-camera coordinate system is
where R is the orthogonal rotation matrix and T is the translation vector. Considering
c . Taking the coordinates of P 1 ; P 2 ; P 3 in the stereo-camera coordinate system and object coordinate system into formula (3), R can be calculated directly.
EXPERIMENT AND RESULT
The proposed method has been tested on both computer-simulated data and real data. Under the same experimental conditions, the proposed method is compared with the Li et al. method. The algorithms are evaluated by estimation errors and time cost. In the following sections, the estimation errors are defined by the relative rotation error, the relative translational error, and the target structure error. The target structure error is denoted by the average error of the feature point locations on the target.
A. Simulation
Simulation
Here, a pose estimation simulation is conducted for assessing the performance of our algorithm. The simulations are done using C programming language. The simulation flowchart is illustrated in Fig. 6 .
The following example consists of a chaser and a target satellite. The chaser satellite is equipped with calibrated stereo cameras with a baseline b 150 mm. It is assumed that there are exactly four feature points, and the locations on the target satellite are shown as follows: Noisy observations are modeled by adding noises to the perspective projection of the simulated trajectories of the feature points. The observation noise is assumed to be zero-mean
Gaussian. The Box-Muller method is used for generating the synthetic noise.
Comparison of Methods
We simulate the pose estimation system using stereo cameras from 15 to 8 m. The first tests include a comparison between our algorithm and the Li et al. method with measurement noise covariance of 5 × 10 −2 . Figure 7 shows the estimation errors between two spacecraft, and one can see that the accuracy of the proposed algorithm is significantly higher than the Li et al. method. Compared to the Li et al. method, our algorithm improves the rotation angle dramatically, and the error of the roll angle is reduced to almost zero. Further, our algorithm is superior to the Li et al. method in the translational error. From Fig. 7(g) , it's obvious that the target structure error is smaller than the Li et al. method. Our method makes use of more information, including the binocular structure and the geometry of the target. Thus, the uncertainty of the 3D point is decreased. As a result, the rotation error and the translational error, impacted by the relative 3D positions of the feature points, are dramatically reduced. In all, the optimization-based pose estimation algorithm reduces the uncertainty of stereo-vision and improves the performance of pose estimation.
As an important validation of the proposed method, an analysis of the estimation performance with varying measurement noise levels is performed. At a measurement distance of 12 m, simulations with measurement noise covariance from 1 × 10 −2 to 2 × 10 −1 are carried out. Figure 8 compares the results of our method and the Li et al. method for the increasing noise levels. It is evident that the relative pose estimation of our method is robust when the measurement noise covariance is increased. As shown in Fig. 8 , our method improves the estimation errors significantly compared to the Li et al. method. The rotation error of our method is less than 1°, the maximum translational error is within 5%, and the target structure error is less than 400 mm at the measurement of 12 m. From Fig. 8 , the error of rotation angle varies slightly with the increasing of noise levels in the image, which shows that the optimization-based pose estimation algorithm contributes most to the good performance. Taking advantage of the geometry of the target and the binocular structure, the noise can be resisted to some extent. It is safe to state that the algorithm is robust to measurement noise covariance variations. Overall, results of both simulations confirm the superior performance of our method.
Influence Factors
In this section, we discuss the principal factors' influence on the result. In the following tests, we run our method 300 times, and the mean differences between the computed pose and the ground truth pose have been recorded. We focus on the performance of our method with the effect of the following factors.
a. Influence of the Image Noise
We simulate the pose estimation system using stereo cameras at the measurement distance of 12 m. Because the image is vulnerable to image noise, the robustness to noise is a crucial indicator for the pose estimation algorithm. We conduct the Figure 9 shows the rotation angle error and the translation error of our method. The average rotation error of our method is less than 0.3°a nd the average translational error is within 3% with 0.2 pixel standard deviation added. Therefore, our method is robust to image noise. With 0.15 pixel standard deviation noise, the performance of our algorithm for different baselines is tested. The measurement distance is 12 m. The expectation is that with increasing the baseline between stereo cameras, the pose estimation error would decrease. Yet a wide baseline makes stereo matching difficult, and there are strict restrictions for spacecraft on the size of the payload. From Fig. 10(a) , the average rotation angle error The influence of the measurement distance on our algorithm is tested. In the test, we conduct our method from 25 to 8 m. At the distance of 25 m, the average rotation angle error is about 1°, and the average translation error is about 800 mm; see Fig. 11 . The pose estimation error is reduced when the measurement distance decreases.
B. Ground Laboratory Experiment

Experiment Setup
In order to characterize the accuracy and precision of our algorithm, the stereo-vision system is experimentally validated in a Research Article dark room environment with the Chang'e-II 1/30 scale satellite model. A chessboard is attached to the panel of the satellite model, as in Fig. 12 . The ground truth of the 6D object pose is estimated based on the surrounding chessboards. Using the 6D object pose, the ground truth of the feature points in the image is computed by re-projection.
The system consists of a pair of calibrated and synchronized stereo monochrome Basler acA 1300-30 gm cameras with a baseline of 150 mm. The image resolution is 1296 × 966 pixels. The cameras are fixed on a 6-DOF motion platform, which is used to simulate the relative motion between two satellites. Finally, a solar simulator is used to produce different intensities of illumination, as in Fig. 13 .
A number of ground verification experiments are done with the vision method proposed in this paper. All the tests are performed on the PC equipped with an Intel(R) Core(TM) i5-3470 CPU at 3.20 GHz 3.20 GHz processor, 4.00 GB of RAM, and Win7 SP1 as the operating system.
Result
Experimental results show that the proposed feature extraction method is very stable to violent illumination variation. Figure 15 shows the results of the feature extraction and stereo matching. Figure 14(a)-14(g) shows the estimation errors in the distance from 1200 to 400 mm. Figure 14(h) shows the average error of feature extraction. Our method improves the estimation errors significantly compared to the Li et al. method. The result further validates the performance of our method.
The processing times for each step are measured. Table 1 summarizes the average processing times for image sequence. With the initial value obtained by the Li et al. method, the proposed pose estimation method can converge quickly. The algorithm improves the accuracy of pose estimation with a low computational cost. Experimental results demonstrate that the system is applicable for real applications.
CONCLUSION
This paper develops a stereo-vision-based pose estimation system for non-cooperative spacecraft. The proposed algorithm presents an optimization-based pose estimation method by taking advantage of the binocular structure and the structure of the target. We have also developed methods for feature extraction and stereo matching for the 3D object pose estimation. The simulation results show that our method significantly improves the robustness for various noise levels. Compared to triangulation, the proposed algorithm improves the accuracy dramatically for non-cooperative object pose estimation with only comparable computational cost. The method is also applicable to other types of systems with similar constraints. 
