Abstract. We consider a semilinear elliptic problem
Introduction
Given p ∈ (1, ∞), N ∈ N * = {1, 2, . . . } and α ∈ (0, N ), we consider the problem −∆u + u = (I 2 * |u| 2 )u in R 3 , u(x) → 0 as |x| → ∞, appeared at least as early as in 1954, in a work by S. I. Pekar describing the quantum mechanics of a polaron at rest [26] . In 1976 P. Choquard used (1.2) to describe an electron trapped in its own hole, in a certain approximation to Hartree-Fock theory of one component plasma [16] . In 1996 R. Penrose proposed (1.2) as a model of self-gravitating matter, in a programme in which quantum state reduction is understood as a gravitational phenomenon [23] . In this context equation of type (1.1) is usually called the nonlinear Schrödinger-Newton equation. If u solves (1.1) then the function ψ defined by ψ(t, x) = e it u(x) is a solitary wave of the focusing time-dependent Hartree equation
In this context (1.1) is also known as the stationary nonlinear Hartree equation. Problem (1.1) has a variational structure: the critical points of the functional
are weak solutions of (1.1). This functional is well defined by the Hardy-LittlewoodSobolev inequality which states that if s ∈ (1, [16, 17, 21] and with ordinary differential equations techniques [9, 23, 28] . We prove the following general existence result.
Theorem 1.
Let N ∈ N * , α ∈ (0, N ) and p ∈ (1, ∞ This existence result was mentioned without proof in [20, p. 457 ]. Here we provide a complete proof of theorem 1, with an emphasis on the case p < 2 and the condition p > 1 + α N which replaces the standard superlinearity condition p > 1 for similar local problems.
The existence result of theorem 1 is sharp, in the sense that if
does not have any sufficiently regular nontrivial variational solution. In particular, when p = 2 and α ≤ N − 4, (1.1) has no nontrivial smooth variational solution. Theorem 1 can be extended to a general class of nonhomogeneous nonlinearities [25] .
The proof of theorem 2 is based on a Pohožaev identity for (1.1).
We call groundstate a function that satisfies the conclusions of theorem 1. When N = 3, α = 2 and p = 2, E. H. Lieb has proved that the groundstate u is radial and unique up to translations [16] . Wei Juncheng and M. Winter have shown that the groundstate is up to translations a nondegenerate critical point [32] .
The symmetry and the regularity of solutions have been proved under the assumption p ≥ 2 and [2,
respectively by Ma Li and Zhao Lin [20] and by S. Cingolani, M. Clapp and S. Secchi [10] . We prove here the regularity, positivity and radial symmetry of groundstates of Choquard equation (1.1) for the optimal range of parameters.
, u is either positive or negative and there exists x 0 ∈ R N and a monotone function v ∈ C ∞ (0, ∞) such that for every
In order to treat the radial symmetry of the solutions in the case p < 2, we use a variational argument based on the techniques of polarization [4, 31] .
Finally we study the decay asymptotics of the groundstates. It was known that if p > 2, then
as |x| → ∞ and if p ≥ 2, then for every ǫ > 0,
as |x| → ∞ [10, proposition A.2; 17, remark 1]. We have already studied optimal lower bounds of the asymptotics of distributional supersolutions of Choquard equations in exterior domains [24] . Here we derive the following sharp asymptotics for groundstates.
Theorem 4.
Let N ∈ N * , α ∈ (0, N ) and p ∈ (1, ∞). Assume that
is a nonnegative groundstate of
, where
In the case where either p > 2 or p = 2 and α < N − 1, similarly to the local stationary Schrödinger equation, the linear part dominates the nonlocal term and nonnegative groundstates of Choquard equation have the same asymptotics as the fundamental solution of the Schrödinger operator −∆ + 1 on R N and thus u(x) ≍ |x| [8] . Note that for the nonlinear Schrödinger equation with fractional Laplacian the solutions also decay polynomially [12, theorem 1.3] ; in the latter case however the polynomial decay is inherited from the linear operator whereas in our case it comes from the nonlinearity. An interesting feature of the decay asymptotic is that it could be used to show that even though E α,p with p < 2 is nowhere twice Fréchet-differentiable, it is twice Gâteaux-differentiable at a groundstate u. In particular, the question of nondegeneracy of u makes sense.
When p = 2 and α ≥ N −1, the effect of the nonlocal term in the Choquard equation becomes strong enough in order to modify the asymptotics of the groundstates. All the three terms in the equation become balanced and each term should be taken into account in order to derive the asymptotics of the groundstates. If p = 2 and α = N − 1, the nonlocal term creates a polynomial correction to the standard exponential asymptotics, so that u(x) ≍ |x| (see remark 6.1). When p = 2 the asymptotics of I α * |u| 2 depend only on the groundstate energy E α,2 (u); this might be useful in order to prove uniqueness of the groundstate in these cases.
In the classical physical case N = 3, α = 2 and p = 2, where the uniqueness of the groundstate is known [16] , theorem 4 gives the decay asymptotics of the groundstate with an explicit polynomial correction to the standard exponential decay rate |x| −1 e −|x| of the fundamental solution of −∆ + 1 in R 3 . This polynomial correction seems to be missing in [32, Theorem I.1 (1.7)].
The sequel of this paper is organized as follows. In section 2 we explain the relations between different variational problems which were historically used in connection with Choquard equation. Then we provide a detailed proof of theorem 1, with an emphasis on including the case p < 2, which was not considered before in the literature. In section 3, we derive a Pohožaev identity for Choquard equation and prove the nonexistence result of theorem 2. The four last sections are devoted to the proof of theorem 3. We begin with the regularity (section 4), continue with the positivity (section 5.1) and the symmetry (section 5.2), and conclude with the asymptotics of the solutions in section 6.
Existence

Variational characterizations of the groundstate.
There are several ways to construct variationally a groundstate of (1.1).
The first way historically to construct solutions consists in minimizing the quantity 
One more approach to construct solutions variationally is to consider the functional associated to the interpolation inequality associated to the problem:
see [33] for the local analogue. The next proposition describes the relationships between the different minimization problems.
Proof. This is proved by a direct computation.
This proposition shows that under some restrictions on the exponents, any infimum of one of the variational problems described above can be written in terms of any other, and any minimizer of one problem is up to suitable dilation and rescaling a minimizer of the other problems. Note however that for In this rest of this section, we shall prove the existence of a minimizer for the variational problems S α,p .
Proposition 2.2. Let
Observe that theorem 1 is a straightforward consequence of propositions 2.1 and 2.2.
There are several strategies to prove proposition 2.2. A first strategy consists in minimizing among radial functions and then prove with the symmetrization by rearrangement that a radial minimizer is a global minimizer. This approach was used for normalized solutions [16, 21] .
The other approach is the concentration-compactness method of P.-L. Lions [18, 19] . In the sequel of this section we give a proof of proposition 2.2 that relies on the simplest tools of concentration-compactness. 
Proof. By the Gagliardo-Nirenberg-Sobolev inequality on the ball [1, theorem 5.8], for every x ∈ R N , one has
We reach the conclusion by integrating x over R N .
Our second tool is a Brezis-Lieb lemma for the nonlocal term of the functional.
In order to prove lemma 2.4, we state an easy variant of the classical Brezis-Lieb lemma [6] (see also [5, 
Also recall that pointwise convergence of a bounded sequence implies weak convergence (see for example [5, proposition 4.7.12; 35, proposition 5.4.7] ).
We now have the ingredients to prove lemma 2.4.
Proof of lemma 2.4. For every n ∈ N, one has
By lemma 2.5 with q = p and r = 2N p N +α , one has |u n − u|
By the Hardy-Littlewood-Sobolev inequality (1.3), this
as n → ∞, we reach the conclusion.
2.3. Proof of the existence. We now employ lemmas 2.3 and 2.4 in order to prove proposition 2.2.
Proof of proposition 2.2. Set
. By the Hardy-Littlewood-Sobolev inequality (1.3) and by lemma 2.3, taking into account that
Since the problem is invariant by translation, we can assume that for every n ∈ N, x n = 0. Because the sequence (u n ) n∈N is bounded, we can also assume without loss of generality that
and therefore
By lemma 2.4, since p > 1, we reach a contradiction if
We conclude that S α,p (u) = c α,p which completes the proof.
Pohožaev identity
In this section we prove the nonexistence result of theorem 2 and establish a relationships between the energy and L 2 -norm of a solution.
3.1. Pohožaev identity. We establish the following Pohožaev type identity.
G. Menzala has used a similar identity to prove the nonexistence of solutions to the equation −∆u + u − βI α (x) = (I α * |u| 2 )u [22] . When N = 3, α = 2 and p = 2, proposition 3.1 has been proved for smooth solutions [11, 
we have
We compute for every λ > 0,
By Lebesgue's dominated convergence theorem, it holds
Finally, we have for every λ > 0,
We can thus apply Lebesgue's dominated convergence theorem to conclude that
3.2. Proof of the nonexistence. We now complete the proof of theorem 2.
Proof of theorem 2. By testing the equation against u, we obtain the identity
Hence, we have
3.3. An integral identity. Proposition 3.1 allows to express R N |u| 2 in terms of E α,p (u). We will see in section 6 that the asymptotics of the groundstates when p ≤ 1 depend on R N |u| p . When p = 2, we will thus be able to express the asymptotics of a groundstate in terms of the energy of the groundstate. Proposition 3.2. Let α ∈ (0, N ) and p ∈ (1, ∞) be such that
Proof. The proof is a direct computation.
Regularity
In this section we study the regularity of a solution of (1.1).
S. Cingolani, M. Clapp and S. Secchi [10, lemma A.1] have proved that u ∈ L
s (R N ) for every s ≥ 2 and that u is smooth under the additional assumptions that p ≥ 2 and that (1.4) holds.
We shall split the proof of proposition 4.1 in the proof of three separate claims.
Claim 1. For every
one has u ∈ L s (R N ) and for every r > 1 such that
Proof of claim 1.
,
. In other words, we have thus proved that u ∈ W 2,r (R N ), for every r > 1 such that 2p
Finally, by the Sobolev embedding theorem, u ∈ L s (Ω) provided that and iterate. This allows to reach the conclusion after a finite number of steps.
Claim 2. For every
The proof of this claim is classical, we give a proof in the same style as the proof of claim 1 for the sake of completeness. 
Proof of claim 2. Since
2,r (R N ) for every r ∈ (1, r 0 ). Assume now that u ∈ W 2,r (R N ) for every r ∈ (1, r n ). By the classical Sobolev embedding theorem, u ∈ L s (R N ) for every s ∈ [1, ∞) such that
and the conclusion is reached after a finite number of steps. If p > 2, then since
the conclusion is again reached after a finite number of steps.
Claim 3. For every k ∈ N, λ ∈ (0, 1) and every ball B ⊂ R
Proof of claim 3. By claim 2 and by the Morrey-Sobolev embedding, the conclusion holds for k ∈ {0, 1}. LetB ⊂ R N be a ball such thatB ⊂B and infB|u|
On the other hand, if either k
and by the classical Schauder regularity estimates [14, theorem 4.6] , u ∈ C 2,λ (B).
Positivity and symmetry
5.1. Positivity. We show that any groundstate of (1.1) is a positive function.
Proof. If u is a groundstate note that |u| is also a groundstate, and therefore by proposition 4.1 one has |u| ∈ C 2 (R N ) and
By the strong maximum principle, either |u| > 0 or |u| = 0. Since u = 0, we conclude that either u > 0 or u < 0.
Proposition 5.1 can also be proved without using any regularity of the groundstates. Indeed, if u ∈ H 1 (R N ) and −∆|u| + |u| ≥ 0 weakly, then either u > 0, u < 0 or u = 0 almost everywhere [31, proposition 2.1].
5.2. Symmetry. In this section we prove that any groundstate of (1.1) is a radial and radially decreasing solution.
Proposition 5.2. Let α ∈ (0, N ) and p ∈ (1, ∞) be such that
is a positive groundstate of Our proof will follow the strategy of T. Bartsch, M. Willem and T. Weth [4, 31] , which consists in using the minimality property of the groundstate to deduce some relationship between the function and its polarization. The argument is simplified here because the nonlocal term has some strong symmetrizing effect.
Let H ⊂ R N be a closed half-space. Let σ H denote the reflection with respect to ∂H and u H : R N → R be the polarization of u :
(see [7] ). A first tool is the study of equality cases in a polarization inequality. 
This inequality is proved without the equality cases by A. Baernstein II [3, corollary 4] (see also [30, proposition 8] .
Proof. First note that the integrals are finite by the Hardy-Littlewood-Sobolev inequality. Also note that
and that a similar identity holds for u H . By an inspection of all the possible cases, we have, since u ≥ 0 and α < N , for every x ∈ H and y ∈ H
This was already proved [31, proposition 3.15] . We give here a simpler argument that does not rely on the approximation of symmetrizations by polarizations. In order to prove lemma 5.4, we recall the following result. 
The proof is elementary and was given for example in [29, lemma 4] . We also use a classical characterization of functions invariant under polarizations [7, lemma 6.3; 29, lemma 5].
Proof of lemma 5.4. Choose w that satisfies the assumptions of lemma 5.5 and define for x ∈ R N the function
This function is nonnegative, continuous and lim |x|→∞ W (x) = 0, and therefore admits a maximum point x 0 ∈ R N . In order to conclude with lemma 5.6, we now claim that for every closed halfspace H such that
Therefore, by lemma 5.5, if x 0 is an interior point of H, we have u H = u. The case x 0 ∈ ∂H follows by continuity.
Proof of proposition 5.2. Let H ⊂ R
N be a closed half-space. Note that
In view of the characterization of grounds states, we have necessarily
By lemma 5.3, for every closed half-space
We conclude by lemma 5.4.
Decay asymptotics
In this last section, we study the asymptotic behavior of solutions.
6.1. Asymptotics of the nonlocal term. We first study the asymptotics of the nonlocal term. We give explicit bounds on convergence rates that we shall need in the sequel.
and u is a groundstate of
then there exists C ∈ R such that for every x ∈ R N ,
The proof of this proposition will follow from regularity estimates together with a computation of the asymptotics of a Riesz potential.
Similar statements have already appeared in [13, lemma 2.1]. Here we emphasize the precise control on the rate of decay at infinity. The reader will see in the proof that C only depends on sup x∈R N |f (x)|(1 + |x| β ).
Proof of lemma 6.2. We need to estimate the quantity
On the one hand, there exists C ∈ R such that if x, y ∈ R N and |y| ≤ 2|x|, one has
and thus
On the other hand, there exists C ∈ R such that if x, y ∈ R N and |y| ≥ 2|x|,
2)
The conclusion follows from (6.1) and (6.2).
Proof of proposition 6.1.
and by proposition 5.2, |u| is radial and radially decreasing. Therefore for every x ∈ R N ,
The conclusion follows from the application of lemma 6.2 with f = |u| p and β = N p.
Superlinear case.
In the case p > 2, we are going to show that groundstates have classical exponential decay. 
Note that if α ≤ N − 4 then the assumptions of the proposition cannot be satisfied. S. Cingolani, M. Clapp and S. Secchi have proved that the limit is finite [10, lemma A.2] .
The proof of this result follows the standard proof for the nonlocal problem. Our main tool computational tool is an analysis of the decay rate of solutions of a linear Schrödinger equation. Proof of proposition 6.3 .
Hence, there exists ρ ∈ R such that in x ∈ R N and |x| ≥ ρ,
We have thus in R N \ B ρ ,
By lemma 6.4 with W = 1 4 , there exists µ ∈ R such that for every
Hence, by the comparison principle, for every
which implies that there exists ν ∈ R such that for every
We have now
and 
that is, the function u/u is nondecreasing. On the other hand, by (6.3), the function u/u is bounded. We conclude then that u/u has a finite limit at infinity and that
2 e |x| ∈ (0, ∞). 
, where 
Therefore, in the critical case α = N − 1 which includes the physical case N = 3 and α = 2, we have a polynomial perturbation of the previous asymptotics,
Larger values of α ∈ [N − We are now ready to establish the asymptotics of the solution in the linear case p = 2.
Proof of proposition 6.5. By proposition 6.1, there exists µ > 0 such that for every
One has, in R N \ {0},
and
One has for ρ large enough,
Note now that
from which we deduce that
We conclude that
as in the proof of proposition 6.3.
6.4. Sublinear case. Whereas in the case p > 2, the nonlinear term did not play any role in the asymptotics and for p = 2 all the terms were playing a role, in the case p < 2, the asymptotics are governed by the terms without derivatives in the equation.
Proposition 6.6. Let N ∈ N, α ∈ (0, N ) and p ∈ (1, 2). If
N +α and and u is a positive groundstate of
When u is merely a distributional supersolution to the equation, it was already known that [24, theorem 5] In the proof of proposition 6.6, we shall use the asymptotics of the nonlocal term derived in proposition 6.1, together with asymptotics of solutions to some linear equations. Let R ∈ (0, ∞) such that
If we choose now σ, σ ∈ R such that
for every x ∈ R N \ B R and τ ∈ R, we have We conclude that and the assertion follows from the combination of (6.5) and (6.6).
