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ABSTRACT
With a goal towards improving predictions of metallic armor damage observed in the
laboratory investigations of unnotched Charpy impact and Taylor-anvil impact experiments,
a systematic verification and validation (V&V) study is presented. Solid mechanics lags
behind other scientific communities in terms of code verification research. To address this
gap, increasingly complicated code verification tests appropriate for benchmark testing of
solid-mechanics codes are presented. Simple patch tests for frame-indifference and traction
boundary conditions under affine deformations, followed by two large-deformation problems,
are designed using method of manufactured solutions (MMS) technique for solid-mechanics
codes. These large-deformation verification problems have all particles undergoing identical
loading modes (simple shear or uniaxial strain) to various levels of intensity and with various
amounts of superimposed rotation. Initially, they are designed for nonlinear-elastic consti-
tutive models, and then two of them are extended to a more complicated path-dependent
model. Furthermore, systematic validation studies of two engineering applications (un-
notched Charpy and Taylor-anvil impact) are presented using damage theories that include
aleatory uncertainty and scale effects with the focus on comparing the predicted fields with
laboratory data. These features, however, sometimes mitigate mesh dependencies while
other times exacerbating them. The Brazilian indirect tension test, which is known to
exhibit mesh dependency when run with variability and scale effects is re-analyzed using a
novel numerical technique called data relocalization. For failure initiation, slow convergence
is first demonstrated using a 1D MMS with both low-order and high-order elements. Slow
convergence is likewise demonstrated for a more complicated Brazilian test, and then data
relocalization is shown to significantly accelerate convergence for the low-order case when
the prefailure stress field is known.
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CHAPTER 1
INTRODUCTION
1.1 Verification and validation
Computer simulations of physical events play a crucial role in decision making for
both industry and the scientific community. Systematic verification and validation (V&V)
establishes confidence in the predictions of these computer models. Code verification is the
process of demonstrating that the governing equations are solved correctly, whereas code
validation is the evidence that the predictions of these governing equations are acceptable
approximations to reality for a given engineering application [79].
Code verification is a necessary prerequisite to code validation. Different types of
verification tests commonly adopted by the scientific community include single-element
tests, trend tests, symmetry tests, comparison tests, convergence tests, the method of exact
solutions (MES), and the method of manufactured solutions (MMS). This research focuses
primarily on single-element and MMS testing, each of which is defined in greater detail
below. This verification work is then supplemented with validation testing for engineering
applications of constitutive damage theories that include aleatory uncertainty and scale
effects.
Single-element tests are very useful during the development stage of the constitutive
models where the numerical predictions of stress are compared against analytical solutions.
For the situations where the analytical solutions are not available, trend tests, convergence
tests, symmetry tests, and comparison tests are used to verify the code based on expert
judgment. With the known analytical solutions, convergence tests are also used to illustrate
the magnitude of the discretization error based on a grid refinement study. In the MES,
the source terms (e.g., boundary conditions and body forces) are chosen, and then the so-
lution of the governing equations is derived analytically. However, simplifying assumptions
(e.g., small deformations or otherwise simplistic displacement fields) are often required to
derive these solutions. In MMS, on the other hand, a solution is manufactured, and then
the source terms are found by solving the partial differential equations backwards [51].
2Of all the verification tests mentioned above, only MES and MMS can be used to assess
the error of the host-code solver of the momentum equation. The advantage of the MMS
is that it can more compellingly verify a majority of code capabilities compared to other
forms of verification testing. However, limitations of these manufactured solutions arise if
the code does not allow for applying variable forcing terms as an option to the user.
The MMS technique has been extensively used in fluid mechanics, electromagnetics, heat
transfer, nuclear engineering etc., but has been relatively ignored in the solid mechanics
community. The manufactured solutions in solid mechanics are limited to elastic consti-
tutive models under simplistic deformation modes (small deformations without rotations
and/or distortions). To address this gap, the primary purpose of this dissertation is to
develop code verification tests using the MMS technique for large deformations using both
elastic and more complicated path-dependent constitutive models. Section 1.2 provides an
overview of the MMS technique for solid mechanics. Chapters 2 and 3 provide a series of
increasingly complicated code verification tests designed for solid mechanics using elasticity
and plasticity. These problems are designed in such a way that they can be relatively easily
extended to special cases of damage models.
Predictive damage simulations benefit many industries like aerospace, automotive, de-
fense, safety etc. Previous work has shown that the computational mesh and the material
model significantly affect the damage patterns in impact simulations [90, 91, 6]. The
secondary purpose of this dissertation is to perform a validation study of damage observed
in unnotched Charpy and Taylor-anvil impact experiments along with resolving some veri-
fication convergence difficulties known to arise with such models. Section 1.4 provides the
overview of the constitutive model used for this validation study and Chapter 4 provides
the details of the numerical results. Non-convergence is demonstrated using a deterministic
model, and then improved results are shown with the inclusion of statistical variability in
strength and scale effects. These features, however, sometimes mitigate mesh dependencies,
while other times they aggravate them.
Chapter 5 provides a novel numerical alternative stress field regularization technique
(which we call data relocalization) designed to preserve probabilities of failure initiation.
To illustrate the concept, the strength is taken to be Weibull distributed (though the same
approach should apply to more realistic distributions). For the purpose of determining
failure probability, the uniform stress state assigned to a low-order finite element is set
equal to the m-norm of the actual (spatially varying) stress field on the element, where
m is the Weibull modulus. The use of an m-norm is shown to be sufficient to preserve
3probability of failure initiation of a finite subdomain of the body regardless of whether
it is discretized into few or many elements. The concept is first demonstrated using the
method of manufactured solutions in 1D. Using statistical variability and scale effects,
slow convergence is demonstrated for a more complicated Brazilian test using low-order
elements, and then data relocalization is shown to significantly accelerate convergence for
the low-order case when the prefailure stress field is known.
1.2 Method of manufactured solutions
This section provides a brief procedure of designing verification problems using method
of manufactured solutions (MMS). MMS is the process of deriving the analytical body
forces, tractions, and initial conditions required to achieve a predetermined deformation
field. These analytical forcing functions are supplied as inputs to the codes, and error
is then quantified by comparing the predicted and predetermined displacement and stress
fields. The primary governing equation of motion in continuum mechanics is balance of
momentum:
div(σ) + ρb = ρa , (1.1)
where σ is Cauchy stress, ρ is the spatial mass density, b is the body force, a is the
acceleration, and divσ is the spatial divergence of stress, having its ith component given
by ∂σij/∂xj (where repeated indices are implicitly summed from 1 to 3). Sometimes, the
reference form of the momentum equation,
DIV(P ) + ρ0b = ρ0a , (1.2)
is more convenient. Here, P is the first Piola-Kirchhoff (PK1) stress defined by P =
Jσ · F−T , ρ0 is the initial density, DIV(P ) is the backwards reference divergence of P ,







: I , (1.3)
where “:” is the second-order tensor inner product, and I is the second-order identity tensor,
F denotes the deformation gradient tensor, and J = detF .
First, a predetermined displacement/deformation field is chosen from which the initial
conditions for displacement and velocity can be computed. To determine the body force
from Eq. (1.1), the acceleration and the stress divergence need to be evaluated. Acceleration
is the second derivative of the displacement field with respect to time (which is known, by
4design, from the predetermined deformation). In solid mechanics, a constitutive model
gives stress as a function of deformation gradient/strain/strain history/etc., and knowing
the predetermined displacement field is sufficient (though nontrivial) to determine the stress
field and its divergence, thus allowing the body force to be found from Eq. (1.1). Since the
stress field is available, the boundary traction is given by t = σ ·n, where σ is the Cauchy
stress and n is the unit outward normal. Once all of the forcing functions are derived,
they are supplied as inputs to the code, and the accuracy of the constitutive model and
momentum solver is then quantified by comparing the predicted displacement and stress
fields with the manufactured fields.
Single-element tests are one of the simplest MMS cases, for which the predetermined
deformation field is homogeneous. Before solving a single-element test as an MMS, it
is helpful to first develop and test the constitutive models as MES problems in which the
forcing function is the prescribed homogeneous deformation field. To illustrate, this research
aims to verify and validate one particular general-purpose plasticity and damage code, called
Kayenta, which is summarized in Sec. 1.4.
1.3 The Material Point Method (MPM)
Validation studies on unnotched Charpy and Taylor-impact tests are performed in the
Uintah computational framework [34] using the Kayenta material model [15].
Uintah uses the material point method (MPM) [87] to solve the momentum equation.
Advantages of MPM over conventional Lagrangian finite-element methods or Eulerian finite-
difference methods is that MPM includes an automatic no-slip no-stick contact behavior
without any special revisions to the code and without needing to know a priori which
surfaces are going to interact. This has obvious appeal for applications of fragmentation
that introduce material fragments that might impact each other. Moreover, the MPM saves
constitutive internal field variables at Lagrangian particles that move arbitrarily through
an overlaid rectilinear grid on which the weak form of the momentum equation is solved.
The governing equations on the overlaid grid are identical to those for a conventional









σ(x, t) · ∇Si(x) dV. (1.4)
In either case, the problem is essentially to evaluate the integral some field hi(x, t) over the
entire domain, ∫
Ω
hi(x, t) dV . (1.5)
5For the internal nodal force vector, the generic integrand hi(x, t) is
hi(x, t) = σ(x, t) · ∇Si(x) . (1.6)
The integrand for the nodal mass is
hi(x, t) = ρ(x, t)Si(x) (1.7)
In a conventional finite-element method, these are evaluated by summing over element
domains and sampling the integrands at Gauss points:∫
Ω









Here, the subscript “e” refers to an element sum, while the the subscript “g” refers to Gauss
points (with the Gauss weight denoted Wg).
In the MPM, the same integrals are evaluated by summing over particle domains:∫
Ω






















Here, hip is the average of the field hi(x, t) over the p
th particle domain. Variants of MPM




f∗(x, t)χ(x) dV ∗
V ∗p
where V ∗p =
∫
Ω∗p
χ(x) dV ∗ (1.12)
Here, the desired average of f(x, t) over the particle domain is replaced with a weighted
average of an approximate function f∗(x, t), where χ(x) denotes the weighting function,
and this approximate average is evaluated over a domain Ω∗p that might not exactly coincide
with the actual particle domain. For example, the approximate function used in the nodal
force integral is typically taken as
f∗i (x, t) = σ(xp, t) · ∇Si(x) . (1.13)
which is identical to Eq. (1.6) except that the spatially varying stress σ(x, t) is approxi-
mated to be uniform over the particle. To recover original formulations of MPM [87], the
6weighting function is taken to be a Dirac delta χ(x) = δ(x− xp), while a different method
(called GIMP) typically takes the weighting to be a top-hat function equal to 1 over a
rectangle (or cuboid in 3D) centered around the particle and 0 elsewhere. A relatively
recent integration option, called convected particle domain interpolation (CPDI), uses a
first-order accurate approximation of the actual particle domain Ωp (i.e., Ω
∗
p is a paral-
lelepiped determined directly from the deformation gradient tensor). CPDI furthermore
makes the integrals tractable by replacing the conventional grid shape functions Si(x) with
alternative shape functions S∗i (x), as detailed in Ref. [77].
1.4 Overview of Kayenta
Kayenta is a generalized and unified stress-based plasticity model applicable to a broad
class of materials including rock, rock-like engineered materials, metals, etc. Similar to
engineering plasticity and damage models for concrete [16], Kayenta defines the limits for
allowable stress states using both a yield surface and a limit surface. As illustrated in
Fig. 1.1, the yield surface is the boundary of elastically obtainable stress states, and the
limit surface is the boundary of stress states attainable by any quasistatic means, elastic
or plastic. For high-rate loading, the model includes a Duvaut-Lions overstress formulation
[24] that permits apparent increase in strength with strain rate by allowing the stress to
fall transiently outside of the limit surface.
Damage in Kayenta initiates when the stress state of the material reaches the limit
surface. Depending on the model options, the stress state lingers at the limit surface for
a finite amount of time before softening, defined by collapse of the limit surface, which
takes place as illustrated in Fig. 1.2. During softening, the limit surface collapses to a user-
prescribed failed surface, which defaults to a limit surface commonly used for disaggregated
sand (which has strength in compression but not tension). In Fig. 1.2,
√
J2 is the square
root of the second stress invariant (equivalent shear stress in the material) and I¯1 is the first
stress invariant (positive in compression). Sections 1.4.1 and 1.4.2 provide a brief overview of
the Duvaut-Lions overstress formulation for rate dependence and different softening options
available in Kayenta.
1.4.1 Rate dependence
Many relatively simplistic engineering plasticity models (e.g., Johnson-Cook) take
strength to be a function of strain rate, whereas Kayenta takes strength to be a functional
of strain rate. In particular, Kayenta adopts a Duvaut-Lions viscoplastic formulation [24],
which permits a transient phase during which the strength under constant strain rate
7asymptotes to a final value. The difference between the dynamic and quasistatic strengths is
called the overstress. The steady-state overstress under conditions of constant strain rate is
used to infer the parameters in the viscoplastic model. Kayenta permits overstress using the
parameters T1 and T2 for rate effects. In the present build of Kayenta, these T-parameters
are used to assign a value of the characteristic time according to the following formula






A procedure to parameterize T1 and T2 from experimental data is provided in Chapter 4.
1.4.2 Softening
The distinguishing advantage of Kayenta is that it supports both time-to-failure and
strain-to-failure softening mechanisms. The difference between the two mechanisms is
illustrated via a uniaxial-strain single-element test shown in Fig. 1.3. The uniaxial-strain
single-element test is run for each type of softening model at both low strain rate and high
strain rate. The constant strain-to-failure model correctly (from a verification perspective)
exhibits similar behavior for both strain rates. In contrast, the time-to-failure model
takes the same amount of time to fail at all loading rates and therefore the amount of
strain accumulated during the failure process is smaller at low strain rates, leading to the
noticeably reduced apparent strain-to-failure evident in a time-to-failure formulation.
The different strain-to-failure softening options available in Kayenta are
1. Constant equivalent-strain-to-failure [98] model: Failure will occur when the equiva-
lent strain reaches a critical strain which is defined by a constant value.
εf = D1 (1.15)















where D1 through D5 are the model parameters, Tr and Tm are respectively the
room temperature and melt temperature, σm is the mean stress, σe is the von-Mises
equivalent stress, ε˙ is the equivalent plastic strain rate, and ε˙0 is the reference strain
rate.
83. Xue-Wierzbicki failure model [6, 96]: The equivalent strain to failure is
εf = D1e












where D1 through D4 are the model parameters, σm is the mean stress, σe is the von-
Mises equivalent stress, ξ is called the Lode parameter, n is the hardening exponent,
and J3 = det (S), where S is the deviatoric part of the stress tensor.
A comprehensive verification of the implementation of these strain-to-failure softening op-
tions is provided in [88]. Chapter 4 details the validation study on unnotched Charpy
and Taylor-anvil impact using the constant equivalent-strain-to-failure and Johnson-Cook
softening options.
9Figure 1.1: Difference between a yield surface and the limit surface. Reproduced with
permission [15]
Figure 1.2: The collapse of limit surface to a failed surface during softening. Reproduced
with permission [15]
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Figure 1.3: Time-to-failure vs. strain-to-failure softening for a single element uniaxial
strain simulation. A) Simulation using strain-to-failure predicting the same failure strain for
both the rates. B) Same simulations using time-to-failure predicting lower strain-to-failure
at low rates
CHAPTER 2
CODE VERIFICATION TESTS FOR NONLINEAR
ELASTIC CONSTITUTIVE MODELS UNDER
LARGE DEFORMATIONS
2.1 Abstract
Code verification against analytical solutions is a prerequisite to code validation against
experimental data. Though solid-mechanics codes have established basic verification stan-
dards such as patch tests and convergence tests, few (if any) similar standards exist for test-
ing solid-mechanics constitutive models under nontrivial massive deformations. Increasingly
complicated verification tests for solid mechanics are presented, starting with simple patch
tests of frame-indifference and traction boundary conditions under affine deformations, fol-
lowed by two large-deformation problems that might serve as standardized verification tests
suitable to quantify accuracy, robustness, and convergence of momentum solvers used in
solid-mechanics codes. These problems use an accepted standard of verification testing, the
method of manufactured solutions (MMS), which is rarely applied in solid mechanics. Body
forces inducing a specified deformation are found analytically by treating the constitutive
model abstractly, with a specific model introduced only at the last step in examples. One
nonaffine MMS problem subjects the momentum solver and constitutive model to large
shears comparable to those in penetration, while ensuring natural boundary conditions to
accommodate codes lacking support for applied tractions. Two additional MMS problems,
one affine and one nonaffine, include nontrivial traction boundary conditions.
2.2 Introduction
Computer simulations of physical events are now well integrated into engineering design
and analysis processes, often offering the only means of decision making in problems that
K. Kamojjala, R. Brannon, A. Sadeghirad, and J. Guilkey, Verification tests in solid mechanics Eng.
Comput., 2013, 1-21. Reprinted with permission from Springer.
12
are too dangerous or expensive to explore directly in the laboratory or in full scale tests.
Verification and validation (V&V) of computational codes that simulate physical events
is critical to establish confidence and credibility in the methods, and the mathematical
models used. Detailed (and now standardized) V&V definitions [79] and procedures are
documented in [73, 74, 67, 65, 66, 51, 72, 76, 93, 5]. Code verification is continually
accumulated evidence that the governing equations are solved correctly, and code validation
is evidence that the governing equations themselves provide an acceptable description of
the reality. Code verification can be used to test the implementation of numerical methods
and the computational models that affect the accuracy and robustness of the code. With
the multiphysics codes being so large, and consisting of many computational constitutive
models, simple computer bugs, or intrinsically flawed algorithms in a simulation might go
unnoticed unless aggressively searched for via code verification testing.
Different types of verification tests used by the scientific community include trend tests,
symmetry tests, comparison tests, convergence studies, method of exact solutions (MES),
and method of manufactured solutions (MMS) [51]. In MES, the source terms are chosen,
and then the solution for the governing equation is derived using mathematical methods.
In MMS, a solution is manufactured, and then the source terms are found by solving the
partial differential equations backwards [51]. Specifically, for solid mechanics, MMS is the
process of deriving the analytical body forces, tractions, and the initial conditions required
to achieve a predetermined deformation field. These analytical solutions for the forcing
functions are supplied as inputs to the codes, and error is then quantified by comparing
the predicted and predetermined displacement and stress fields. “MMS can be applied in
principle to any code, though of course some commercial codes make it difficult to modify to
provide the necessary user-defined source terms.” MMS has been extensively used in fluid
mechanics [75, 93], electromagnetics [72], heat transfer [18], nuclear engineering [68], etc.,
but very few MMS verification tests have been developed in solid mechanics. A simple 1D
MMS for solids [7], straightforward 2D examples with stationary reference stretch directions
and no material rotations [94, 82] constructed based on Ref [9], 2D examples under small
strain setting, for elastic wave equations and for friction laws used in rupture dynamics
[12, 4, 52] can be found in the literature. The advantage of the MMS is that it can expose
a broader range of errors in the implementation of computational models and host codes
compared to other forms of verification testing like single-element tests, patch tests, trend
tests, etc. This chapter presents the following code verification tests for solid mechanics:
1. Frame-indifference of constitutive models, with special attention to strong objectivity
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2. Homogeneous uniaxial strain MMS for traction boundary conditions
3. Generalized vortex MMS using nonlinear elastic constitutive model
4. Bending bar MMS using a nonlinear elastic constitutive model
All of these code verification problems focus on rate-independent constitutive models,
where “time” defines the motion parametrically. These problems, therefore, may be run at
high or low rates, making them appropriate for testing both dynamic and quasistatic codes.
These problems are certainly suitable to test implementations of the finite-element method
(FEM), but they are herein illustrated using the material point method (MPM) because
this relatively new technique has only recently been emerging as an alternative to FEM
for certain classes of problems. Accordingly, verification testing of the MPM is performed
for its contemporary interest (especially to expose its algorithmic shortcomings rather than
simply to catch coding bugs).
2.3 Frame-indifference verification test
The principle of material frame indifference (PMFI) requires the constitutive model to
be self-consistent under superimposed rigid rotations and translations. PMFI demands the
spatial tractions and stresses to rotate when the deformed material is rigidly rotated. While
so-called objective rates are often used to satisfy frame indifference, Ref [70] demonstrated
that numerical applications involving large rotations over a single time step (as might occur
in penetration, ball milling, etc.) can satisfy frame indifference far more accurately through
the use of polar Lie derivatives. This approach solves the constitutive model in an unrotated
frame, after which the results are transformed back to the spatial frame. When run as an
MES problem (i.e., specifying the displacements of the boundary) this test will be illustrated
herein to demonstrate that an approximation used in the implementations of strong objec-
tivity (namely, neglecting changes in the pull-back or push-forward transformation tensor
during the time step) results in failure to satisfy the PMFI. This problem may also be run
as an MMS problem (i.e., specifying tractions at the boundary) to test implementation of
“follower force” pressure boundary conditions. The test problem is defined as follows:
• An initially cube-shaped element undergoes uniaxial strain (along the x-axis) from
time t = 0 to t = 1. Being uniaxial strain, this problem is a special case of plane
strain.
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• This deformed element next undergoes superimposed rotation of 90◦ about the z-axis
from time t = 1 to t = 2.
The exact solution during the second leg is given by:
σ = R · σ ·RT , (2.1)
where
R =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1
 , and σ =
 σA 0 00 σL 0
0 0 σL
 . (2.2)
σ is the unrotated Cauchy stress, σA is the axial stress, σL is the lateral stress, and θ is
the rotation angle equal to zero from t = 0 to t = 1 and equal to pi2 (t − 1) thereafter.
Substituting Eq. (2.2) into Eq. (2.1) results in
σ =
 σA cos2 θ + σL sin2 θ (σA − σL) sin θ cos θ 0(σA − σL) sin θ cos θ σL cos2 θ + σA sin2 θ 0
0 0 σL
 . (2.3)
This solution applies to any constitutive model, as long as σA and σL equal whatever
their values would be without superimposed rotation. To illustrate, Fig. 2.1 shows the
analytical solution for the time history of the stress components (normalized by peak stress)
from Eq. (2.3) in the case of a linear-elastic rate-independent material. Regardless of the
complexity of the constitutive model, the in-plane stress components must change during
the second leg to account for the rotation of the principal directions of Cauchy stress.
This simple problem could – and should – be solved as part of basic testing of any
finite-element code. However, the urgent need to verify more contemporary (emerging) com-
putational solid-mechanics algorithms has motivated illustrating all verification tests herein
using the open-source Uintah computational framework [34] except the examples discussed
in Sec. 2.4 and Sec. 2.6 which were run using an in-house research MPM MATLAB code.
“Uintah is a software system designed with fundamental chemistry and engineering physics
fully coupled with nonlinear solvers to support highly dynamic physical processes”[34].
While lessons learned about Uintah are shared herein, each different code can be expected
to have different underlying bugs or algorithmic errors causing a failure to pass this crucial
pull-and-rotate test. In the case of Uintah testing, Fig. 2.2 shows a flawed stress update
While we here consider the superimposed rotation to be applied after the stretching, it is equally
important to test for appropriate predictions when the stretching and rotation are applied simultaneously,
including at various accelerations.
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algorithm that had been initially used for a newly implemented constitutive model, which
was designed (in principle) to satisfy frame indifference by applying the constitutive model
in the unrotated (material) frame. Preliminary frame-indifference test results (Fig. 2.3)
showed that the first implementation of the model failed this simplistic test. The symmetric
part of velocity gradient is zero during the second leg, so the constitutive model correctly
predicts no change in the unrotated stress. However, the unrotation/re-rotation operation
applied in the host code failed to include a necessary update in the rotation tensor over the
timestep. Even though changes in the rotation go to zero as the timestep goes to zero, this
test revealed that the same rotation tensor must not be used for both the unrotation and
re-rotation operations. Figures 2.4 and 2.5 show that the corrected algorithm passes this
simple test.
This problem aimed to demonstrate consistent results between a baseline (fiducial) non-
rotating uniaxial strain problem to the same problem with superimposed rotation applied
to the spatial domain. These frame-indifference comparisons have the same initial config-
urations in both problems. A fundamentally different – equally important – verification
test of any constitutive model likewise demonstrates consistency of predictions between a
fiducial problem (horizontal stretching) and a comparison problem (angled stretching) in
which the initial configuration in the comparison problem is rotated from the outset. This
second type of test verifies basis indifference of tensor equations, which might perhaps catch
implementation bugs in off-diagonal components of tensors. An outwardly expanding ring
(with and without superimposed rotation), or any similar problem having cylindrical or
spherical symmetry likewise can test a code’s basis and frame indifference. Such testing
has been recently demonstrated to be important in problems for which angled material
boundaries are poorly approximated (as is common when importing computed tomography
data into simulations without applying smoothing algorithms)[78].
2.4 Uniaxial strain MMS for traction boundary
conditions
A manufactured solution is a predetermined time-varying field for the displacement, u =
x−X, of points initially located at position X to points x in the deformed configuration.
Equivalently, noting that x varies with time t, an MMS prescribes the continuum mapping
function x = χ(X, t). Development of a manufactured solution begins with a statement
of the primary governing equation, which for continuum mechanics is Cauchy’s first law of
motion (i.e., balance of momentum):
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div(σ) + ρb = ρa , (2.4)
where σ is Cauchy stress, ρ is the spatial mass density, b is the body force, a is the
acceleration, and divσ is the spatial divergence of stress. An MMS analysis first applies
the constitutive model to infer the stress field associated with the prescribed deformation.
Then this stress field is substituted into the momentum equation to determine the body
force b.
Given a predetermined and time-varying displacement field, the acceleration on the








where the subscript emphasizes that X is held constant. Furthermore, an elastic consti-
tutive model in solid mechanics gives stress as a function of strain, or, more generally for
inelastic path-dependent media, the constitutive model gives stress as a functional of the
strain history. In either case, knowing a predetermined displacement field is sufficient
(though nontrivial) to determine the stress field and its divergence, thus allowing the
body force to be found from Eq. (2.4). Below, we illustrate this process of deriving a
manufactured solution for homogeneous uniaxial strain of a hyperelastic solid. Subsequent
sections address more challenging prescribed deformations. In the absence of translation,
the mapping for a homogeneous deformation of a point X in the initial configuration to x
in the deformed configuration is given by
x = F ·X, (2.6)
where the deformation gradient tensor F varies with time, but not position. Accordingly,
the acceleration in Eq. (2.5) is
a = F¨ ·X . (2.7)
As an example, consider a deformation gradient that varies linearly through time from
an initial value of I to a final value of G according to F = I(1 − t) + Gt, where G
characterizes the final deformed shape at the simulation stop time of t = 1s. For uniaxial
strain corresponding to a final stretch Λ in the 1-direction, the component matrix for G is
G =




and therefore the component matrix for the time-varying deformation gradient is
F =
 φ(t) 0 00 1 0
0 0 1
 , where φ(t) = 1 + (Λ− 1)t . (2.9)
Thus, for this example, F¨ = 0, which is a zero tensor and hence, the material acceleration
is zero.
For a homogeneous material, the constitutive model and its associated parameters are
the same at all points in space. Accordingly, for a homogeneous deformation, the stress
predicted by the constitutive model is the same at all points in space, making the divergence
of stress zero. Thus, with both the acceleration and stress divergence zero, Eq. (2.4) implies
that the body force must be zero.
Though the body force is zero, the initial velocity field, v = F˙ ·X, is nonzero (so this
problem offers a simple test for initializing velocity fields in a code). Also, boundary traction
is given by t = σ · n, where σ is the Cauchy stress and n is the unit outward normal. To







[F · F T − I] (2.10)
is adopted. Here λ and µ are the elastic Lame´ material constants. Substituting F from
Eq. (2.9) into Eq. (2.10) gives stress as a function of stretch Λ and time t, from which
application of t = σ · n gives tractions on the four faces of a 2D rectangular domain as
follows
t1 = −t2 =
[




t3 = −t4 =
[




where t1 is the traction on the positive x-face, t2 is the traction on negative x-face, t3 is
the traction on the positive y-face and t4 is the traction on the negative y-face.
Young’s modulus and Poisson’s ratio are 106Pa and 0.25, respectively, while the stop time
of the simulation is T = 1s; i.e., 0 ≤ t ≤ T . Figure 2.6(b) shows the deformed configuration
of the initial unit square (Fig. 2.6(a)) at the end of the simulation that was run using
an in-house research MPM MATLAB code to test this MMS using a traction boundary
condition option that had never been previously verified for large-deformation applications.
The initial results exhibited a nonzero lateral strain (i.e., a contraction in the y-direction)
which contradicted the manufactured solution and therefore exposed a limitation of the
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existing traction boundary condition option. Mesh refinement did not eliminate this error.
Code inspection revealed that discretized force applied to each boundary particle had
been calculated based on the pressure times the initial cross-sectional area, so this test
demonstrated the need for the code to be modified to update the area in response to
deformation. In general, the updated area element vector dA is related to the initial area
vector dA0 according to Nanson’s relation [57],
dA = JF−T · dA0 . (2.13)
Applied to this problem, this equation merely indicates that the force applied to each
boundary particle must increase with axial strain to maintain a constant boundary pressure.
Implementing appropriate code revisions resulted in a much improved result showing very
little anomalous lateral contraction, but then some error remained evident at the corners
of the domain, thus exposing the need for revision of the traction algorithm where surfaces
intersect. After both corrections were implemented, the manufactured displacement field
was reproduced exactly, as shown in Figure 2.7(b). Though simple, this manufactured
solution thus proved to be crucial to identify limitations of the existing traction boundary
conditions and to subsequently extend that feature to allow large deformations. As with
any verification test, a natural subsequent test would be to run the same problem at an
angle and with superimposed rotation.
2.5 Generalized vortex verification test
This verification test uses the method of manufactured solutions to derive analytical
solutions for the initial conditions, body forces, and tractions required to induce a deforma-
tion field for which all points in the domain are subjected to varying levels of simple shear
with superimposed rotation. The problem domain is a ring of inner radius a and outer
radius b, as shown in Fig. 2.8. This manufactured solution has zero displacements and (to
achieve traction-free boundaries) zero displacement gradients at the inner and outer radii.
Since material moves along circular paths only in the interior of the ring (see Fig. 2.9), this
problem may be alternatively regarded to apply on a square domain for which material
outside the ring is prescribed to be stationary. This problem simultaneously confirms basis
and frame indifference.
Even though the displacement field for this problem is more complicated than other
MMS problems in the solid-mechanics literature, the nature of the local deformation is
everywhere and at all times simple shear with superimposed rotation, thus making this
problem a good candidate for general constitutive model testing since the model response
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must be determined analytically (or in tabular form) for only a single loading mode. Details
of the derivation are provided in Sec. 2.8.1, allowing this section to focus exclusively on
stating the equations necessary to run and assess this problem in any host code.
2.5.1 Numerical simulation of the MMS on a
ring domain








[F · FT − I] , (2.14)
where, λ and µ are the elastic Lame´ material constants, J is the Jacobian of the deformation
gradient tensor F, and I is the identity tensor. The initial density, Young’s modulus and
Poisson’s ratio are chosen to be ρo = 1000
kg
m3
, 103Pa and 0.3, respectively, (corresponding to
λ = 577Pa and µ = 385Pa). The inner and outer radii are 0.75m and 1.25m, respectively.
The stop time of the simulation is T = 1s; i.e., 0 ≤ t ≤ T . The initial condition is
zero displacement and zero velocity everywhere. The deformation field is plane strain. As
explained in Sec. 2.8.1, the components of the body force may be evaluated at any location
(x, y) by the following sequence of calculations (see algorithm 1). The peak amplitude of
rotation, A = 1 radian. This manufactured solution was implemented in the open-source
Uintah MPM framework [34]. The results using two integrator options (called uGIMP [8]
and CPDI [77]) are presented.
As seen in Figs. 2.10 and 2.11, the simulation becomes unstable for this code’s uGIMP
option, while remaining stable for the CPDI option. Even though the CPDI method gives
superior results in comparison to all predecessor MPM methods, its final configuration,
shown in Fig. 2.12 (which for the exact solution should coincide with the initial configura-
tion), still shows clear evidence of mesh and/or particle distribution texture bias because it
is not circular in shape. This was further investigated by creating a ring domain with the
particles conforming to the boundary as shown in Fig. 2.13, and the improved final shape
can be seen in Fig. 2.14.
2.5.2 Numerical simulation of the MMS on a
square domain
Generalized vortex MMS can be also applied on a square domain since the material
motion occurs only in the interior of the ring, and material outside the ring is prescribed
to be stationary.
20
Algorithm 1 Generalized vortex MMS
1: Initialize the velocity and displacement to zero at time t = 0.
2: Evaluate R =
√
X2 + Y 2. Since all material motion is circular, this also equals the deformed radius.
3: Evaluate Θ = ArcTan[X,Y ] where the two-argument arc-tangent must be used.




5: Evaluate p2 = pi2R
(
15− 32R+ 16R2)4 sin(2pit)2 . temporary variable
6: Evaluate p3 = −16
(−45 + 188R− 240R2 + 96R3) . temporary variable
7: Evaluate p4 =
(−45 + 188R− 240R2 + 96R3) . temporary variable
8: Evaluate p5 =
(
15− 32R+ 16R2)2 . temporary variable
9: Evaluate br = p1 − p2 . Radial component of the body force
10: Evaluate bθ =
2µp3+2 cos(2pit)(16µp4+pi2Rρ0p5)
ρ0
. Tangential component of the body force
11: Evaluate the rotation angle α =
A(1−cos(2pit))(1−32(R−1)2+256(R−1)4)
2
12: Evaluate the deformed angular coordinate θ = Θ + α
13: Evaluate bx = br cos(θ)− bθ sin(θ) . x-component of the body force
14: Evaluate by = br sin(θ) + bθ cos(θ) . y-component of the body force
15: Set the z component of the body force bz = 0 if the simulation is run in 3D
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This section provides the results of the numerical simulation of the generalized vortex
problem when run on a square domain using CPDI and uGIMP. Figures 2.15–2.18 show
color plots of displacement near the peak rotation angle and the final shapes using CPDI
and uGIMP, respectively. The final shapes clearly show the advantage of CPDI over
uGIMP. This problem illustrates the potential of the uGIMP integrator to produce spurious
numerical fracture, which might have otherwise been incorrectly seen as a physical prediction
in a validation simulation (e.g., penetration).
Thus, this problem reiterates the importance of delaying validation assessments until the
model is demonstrated to pass verification tests in loading modes similar to the application
(in our case, large shears in penetration).
2.5.3 Convergence study
This section compares spatial convergence studies for displacement of the generalized
vortex problem on the ring domain (with and without particles conforming with the bound-
ary) and on the square domain. Following Wallstedt et al. [94], a temporal convergence
study was performed independently, and the smallest CFL number (0.05) in our temporal
convergence simulations were used for all the subsequent spatial convergence studies dis-
cussed in this section. As indicated by Wallstedt et al., this choice is made to ensure that
errors in the spatial convergence study are attributable to the spatial resolution, not the




‖ uexact(xp, t)− uapp(xp, t) ‖2
Np
, (2.15)
where uexact(xp, t) and uapp(xp, t) are, respectively, the analytical and calculated displace-
ment vectors at the pth particle position x, and Np is total number of particles in the
domain. To have a fair comparison of error for both the square domain and ring domain,
the error in the square domain was calculated only for the particles that lie in the circular
domain. Figure 2.19 compares the convergence for a peak amplitude of 1 radian. The L2
error is calculated at the end of the simulation t=1 s.
Sensitivity of the peak amplitude on the convergence was also studied. Figure 2.20
shows the comparison for both the ring and square domain for various peak amplitudes.
The results show poor convergence using uGIMP for both the ring and the square domain,
as the simulation is unstable for this peak amplitude. It can be concluded that, as the
peak amplitude of displacement is reduced and the mesh is refined, the uGIMP and CPDI
converge to the same solution. In other words, the uGIMP integrator is convergent in
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small deformations, but it fails verification testing in large deformations. Interestingly,
and disturbingly, the uGIMP method nevertheless continues to be used routinely in large
deformation problems because it tends to be more robust (i.e., it will still provide an
answer). Similar problems of spurious numerical fracture are known to affect other particle
methods, like smoothed-particle hydrodynamics [63], whenever particles separate without
a concomitant extension of the support domains of their associated basis functions.
2.6 Bending bar verification test
The problem domain is a rectangular bar with height H and base B. This problem is
similar to the generalized vortex problem in the sense that all material points undergo
an identical deformation mode: uniaxial strain with superimposed rotation, as seen in
Fig. 2.21. Unlike the generalized vortex, this problem also includes a time and space-varying
traction on the boundary, thus giving this problem the advantage of assessing the code’s
algorithms for geometrically nonlinear traction boundary conditions under nonhomogeneous
deformations. The analytical solutions are detailed in Sec. 2.8.2.







[F · FT − I] , (2.16)
where λ is the Lame modulus, µ is the shear modulus, J is the Jacobian of the deformation
gradient tensor F and I is the identity tensor. The initial density is chosen to be ρo =
1000 kg
m3
, Young’s modulus and Poisson’s ratio are chosen to be 103Pa and 0.3, respectively,
(corresponding to λ = 577Pa and µ = 385Pa). The height H of the bar is chosen to be 8m
and base B is 1m. The stop time of the simulation is T = 1s i.e., 0 ≤ t ≤ T . As explained
in Sec. 2.8.2, the components of the body force may be evaluated at any location (x, y) by
the sequence of calculations shown in algorithm 2.
Tractions are evaluated by the sequence of calculations shown in algorithm 3. The
peak amplitude A was chosen to be pi2 , and the simulations were run using an in-house
research MPM MATLAB code. The snapshots of the deformation during the loading and
the unloading phase can be seen in Figs. 2.22–2.23, respectively. Figure 2.24 shows the
spatial convergence plot for a peak amplitude of pi2 . The L2 error (defined by Eq. (5.13)) is
calculated at the end of the simulations i.e., t =1 sec. The spatial convergence plot shows
a decrease in error as the mesh resolution is increased, with the rate of convergence close
to 1.2. Ref [56] indicated that “the MPM algorithm inherits the conservation properties of
the grid solution.” This was indeed observed in [78] using an energy norm. Above, we use
a different norm and hence, different rate of convergence.
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Algorithm 2 Body forces in bending bar MMS
1: Initialize the velocity and displacement to zero at time t = 0
2: Evaluate an amplitude function β (t) =
A(1−cos( 2pitT ))
2
3: Evaluate the element rotation angle α (t) =
β(t)X2
H
, where X2 is the initial Y -coordinate of the element






cos(2pit) . temporary variable
5: Evaluate p2 = 4A2(2H +AX1)X22 cos(4pit)− 4A3X1X22 cos(6pit) +A3X1X22 cos(8pit) . temporary variable




























2Hρ0(2H+AX1−AX1 cos(2pit))2 . temporary variable
9: Evaluate p6 = −8H2λ+ 8AHµX1 + 3A2µX21 − 4AµX1(2H +AX1) cos(2pit) . temporary variable









11: Evaluate p8 = −12AHX2 − 4A2X1X2 +A(8H + 7AX1)X2
cos(2pit) + 4A(H −AX1)X2 cos(4pit) . temporary variable





















14: Evaluate br =
pi2 csc(pit)4(p1+p2+p3+p4)
32AH2
+ p5 (p6 + p7) . Radial component of the body force
15: Evaluate bθ =
pi2 csc(pit)4(p8+p9+p10)
8AH
. Tangential component of the body force
16: Evaluate bx = br cos(α)− bθ sin(α) . x-component of the body force
17: Evaluate by = br sin(α) + bθ cos(α) . y-component of the body force
18: Set the z component of the body force bz = 0 if the simulation is run in 3D
Algorithm 3 Tractions in bending bar MMS
1: Evaluate β (t) =
A(1−cos( 2pitT ))
2
2: Evaluate α (t) =
β(t)X2
H
3: Evaluate Λ (t) = 1 +
β(t)X1
H
, where X1 is the initial X-coordinate of the element, and H is the height of the bar





5: Evaluate the Jacobian J = det(U)











8: Evaluate the tractions on each face of the bar using t = Q · σ ·N , where N is unit outward normal on each face
in the reference frame
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2.7 Conclusions
This chapter has presented a sequence of code verification tests of increasing complexity
appropriate for benchmarks of solid-mechanics codes. Specifically, the verification tests and
their key conclusions are summarized as follows:
1. A simple uniaxial-strain frame-indifference verification test revealed that an approxi-
mation used in the implementations of strong objectivity (namely neglect of rotation
increments during the step) results in failure to satisfy the PMFI. Different polar
rotation tensors need to be used for different operations in the stress update algorithm.
2. A homogeneous uniaxial strain patch test was designed using the method of man-
ufactured solutions. This problem has pure tractions with no external body forces,
and hence can be used to verify the implementation of a code’s traction boundary
conditions in a relatively simple context.
3. A relatively complicated generalized-vortex manufactured solution was derived to
produce pure circular motion of all particles, and therefore all material elements are
subjected to a state of simple shear with superimposed rotation. The angular displace-
ment function was designed to provide the simplification that the initial conditions
were quiescent (zero displacement and zero velocity) and the boundary conditions
were traction free. In other words, this problem has a forcing function exclusively
provided by external body forces. This problem simultaneously confirms basis and
frame indifference. The extension of this problem to a square domain makes it a good
candidate to test Eulerian codes as well. A convergence study was performed on both
a ring-shaped and square domain to reveal advantages of a new material point method
integrator [77] over predecessor methods. This problem also revealed errors associated
with poor (stair-stepped) descriptions of angled boundaries, which are often adopted
in mesoscale validation simulations of imported computed tomography data without
requisite evidence of verification. The importance of boundary smoothing appears
to be recognized in the biomechanics community [53], but is relatively unrecognized
elsewhere in mechanics.
4. A bending bar problem was developed that, like the generalized vortex, involved all
points in the domain undergoing identical deformation modes, which for this problem
was uniaxial strain with superimposed rotation. This problem also simultaneously
tests basis and frame indifference. This problem is slightly more complicated than
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the generalized vortex in the sense that it has both external body forces and applied
tractions.
2.8 Analytical derivations of forcing functions
2.8.1 Derivation of analytical forcing functions for
generalized vortex problem
The dynamic equation of motion is:
DIV(P) + ρob = ρoa , (2.17)
where a is the acceleration, b is the body force, P is the first-Piola Kirchhoff (PK1) stress,
ρo is the initial density, and DIV(P) is the backwards reference divergence of T, defined







: I , (2.18)
where “:” is the second-order tensor inner product, and I is the second-order identity tensor.
The problem domain is a ring of inner radius a and outer radius b, as shown in Fig. 2.25. The
upcoming manufactured solution will have zero displacements and (to achieve traction-free
boundaries) zero displacement gradients at the inner and outer radii. Thus, since material
motion will occur only in the interior of the ring, this problem may be also regarded to
apply on a square domain for which material outside the ring is prescribed to be stationary.
This problem involves pure circular motion of all particles. The angular displacement varies
with the radial coordinate, thus inducing simple shear with superimposed rotation at all
times and at all spatial locations.
For plane strain circular particle motion, the mapping from the initial position X to the
current position x is given by
x = Q ·X. (2.19)
Here, Q is the orthogonal tensor with components
Q =
 cosα − sinα 0sinα cosα 0
0 0 1
 , (2.20)
where α is the rotation angle, which varies with time and radial coordinate R but not with
angular coordinate Θ. Specifically,
α(R, t) = g(t)h(R) (2.21)
where, g(t) controls the amplitude of the deformation, and h(R) is a function (having a
peak amplitude of unity) that defines the relative radial variation of the rotation angle.
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The h(R) function is selected in a way to ensure that material motion occurs only between
the inner and outer radii, a and b. Thus, h(R) = 0 for R < a and R > b. For continuous
displacements, this implies that h(a) = h(b) = 0. Moreover, choosing h′(a) = h′(b) = 0
ensures zero strain (and hence zero traction) at the boundaries, which is termed a “natural”
boundary condition because it is the default boundary condition in most momentum solvers
(requiring no special handling in the algorithm). The goal of the ensuing analysis is to find
the spatially varying body force field b(R,Θ) necessary to produce this motion.











where A is the axial tensor associated with the rotation axis. Namely,
A =
 0 −1 01 0 0
0 0 0
 . (2.23)
The axial tensor has the important property that, for any vector w,
A ·w = Ez ×w , (2.24)
where Ez is the unit cylindrical base vector along the axis of rotation. Thus, for example,
noting that the position vector is X = R ER,
A ·X = Ez × (R ER) = R EΘ . (2.25)
The following sections provide steps for determining the deformation gradient F, divergence
of the PK1 stress DIV(T), and acceleration a required to ultimately solve (2.17) for the
body force.
2.8.1.1 Deformation gradient and divergence of PK1 stress



















Using (2.22),(2.26), (2.25), and the fact that QT ·A ·Q = A , we have
F = Q · [I +R g(t)h′(R) EΘER] . (2.28)
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The terms in the brackets represent a state of simple shear in the Θ direction with the
shear plane tangent to the circumference. The multiplication by Q represents additional
superimposed rotation into the current configuration. Let
2 ξ(R) = R h′(R). (2.29)
Then the shear strain is given by
(t, R) = g(t) ξ(R). (2.30)
The deformation gradient in (2.28) may be written as
F = Q · q ·F · qT , (2.31)
where
F = I + 2(t, R)E2E1 and q =




F = r ·F · qT where r =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1
 . (2.33)
Here, θ = Θ + α = Θ + g(t)h(R), which is the angular coordinate of the particle in
the deformed configuration. Note that F is an angle-independent “baseline” deforma-
tion representing simple shear without superimposed rotation. Further note that dFdR =
2g(t)ξ′(R)E2E1. Also, q is independent of R, and dqdΘ = A · q. The tensor r depends
only on the deformed angular coordinate, but (since the deformed angle varies with radial
coordinate), this tensor implicitly depends on both angular and radial coordinates. Thus,
applying the chain rule,
dr
dθ












= g(t)h′(R)A · r , (2.34)
where subscripts are used to indicate what is held constant in partial derivatives. Let S
denote the second-Piola Kirchhoff (PK2) stress associated with the deformation F . Then,
for an isotropic material, it follows that the PK2 stress S associated with F must be
S = q · S · qT . (2.35)
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The first Piola-Kirchhoff (PK1) stress associated with deformation F is then
P = F · S = Q · q · τ · qT = r · τ · qT , (2.36)
where τ = F · S is the PK1 stress associated with the baseline deformation F , which
depends on R indirectly through dependence of the shear strain on R, but this baseline





































where the terms on the right-hand side are multiplied dyadically. Using (2.36), (2.34), and















(A ·P + P ·AT )EΘ.
Referring to (2.18), recognizing that qT ·ER = E1, and using (2.24) to note that AT ·EΘ =
ER, the reference divergence of PK1 stress is given by






(A ·P ·EΘ + P ·ER).
(2.40)
In terms of the deformed angular coordinate θ, the spatial cylindrical base vectors are
er = cos(θ)E1 + sin(θ)E2 , eθ = − sin(θ)E1 + cos(θ)E2. (2.41)
Dotting (2.40) by these spatial cylindrical base vectors, the spatial cylindrical components
of the divergence of PK1 stress are given by
ρo(ar − br) = (ξ′(R) dτ11
d
− h′(R) τ21) g(t) + 1
R
(τ11 − τ22) , (2.42)
ρo(aθ − bθ) = (ξ′(R) dτ21
d
+ h′(R) τ11) g(t) +
1
R
(τ12 + τ21). (2.43)
The key advantage of the above result is that it is expressed in terms of Cartesian com-
ponents of the PK1 stress corresponding to a baseline homogeneous simple shear, thus
requiring the constitutive model to be evaluated only for that special case. The introduction
of a specific constitutive model is avoided (for now) so that this result applies to any elastic
model or for an inelastic model if no unloading is applied.
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2.8.1.2 Velocity and acceleration
Using (2.19), (2.21) and (2.22), the velocity and acceleration of any given material
particle are
v = Q˙ ·X = g′(t)h(R) A · x = R ω eθ , (2.44)
a = g′′(t)h(R) A · x− (g′(t)h(R))2x = R ω˙ eθ −R ω2 er , (2.45)
where
ω = g′(t)h(R) and ω˙ = g′′(t)h(R). (2.46)
2.8.1.3 Body force
The body force vector is given by
b = brer + bθeθ. (2.47)
Using (2.42), (2.43), (2.45), and (2.46), the spatial cylindrical components of the body force
are























The Cartesian components are obtained by substituting (2.41) into (2.47).
2.8.2 Derivation of analytical forcing functions for
bending bar problem
The equation of motion in terms of Cauchy stress is given by:
divσ + ρb = ρa , (2.50)
where a is the acceleration, b is the body force, σ is the Cauchy stress, ρo is the initial
density, and divσ is the backward spatial divergence of σ, having its ith component given
by ∂σij/∂xj (where repeated indices are implicitly summed from 1 to 3).
















)  . (2.51)
As can be confirmed by direct substitution, the following sequence of calculations decom-
poses the deformation gradient into rotation and stretch F = R ·U, where R is the rotation









 cosα − sinα 0sinα cosα 0
0 0 1
 , U =
 1 0 00 λ 0
0 0 1
 . (2.52b)
Here, α is the angle of rotation at the material point of interest, λ is the amount of stretch
in the 2-direction. For uniaxial strain in the 2-direction, the rotation is R = I, and therefore
the deformation gradient is F = U, and the Jacobian is λ.
In the MMS, we assume that we have all the information in (2.50) except the body
force. It is possible (e.g., by running a single-element model driver) to obtain all stress
components as a function of uniaxial strain stretching in the 2-direction without rotation.
To apply this manufactured solution to an arbitrary, potentially anisotropic and even more
nonlinear, elastic constitutive model, the upcoming analysis presumes only that the response
functions for all components of stress under uniaxial strain in the 2-direction are known;
i.e.,
[σ¯] =
 σ11[λ] σ12[λ] σ13[λ]σ21[λ] σ22[λ] σ23[λ]
σ31[λ] σ32[λ] σ33[λ]
 . (2.53)
Then the Cauchy stress σ is computed using
σ = R · σ¯ ·RT , (2.54)






(Rim · σ¯mn ·Rjn) . (2.55)













Recalling from (2.53) that σ¯ depends only on λ, and noting that (2.52) shows that the polar




















= A ·R, where A =
















U−1sa Rja . (2.57c)













U−1sa Rja . (2.59)











+Rim σ¯mn Ajp Rpn
dα
dXs
U−1sa Rja . (2.60)


































U−1pt Rjt . (2.62)







(Aq1 σ¯12 +Aq2 σ¯22 + λ
∂σ¯q1
∂λ
+ σ¯q1) . (2.63)




















+ σ¯31) . (2.64c)
These are the unrotated force components. To apply these in a calculation of the body
force for the manufactured solution, the actual force vector can be computed by recalling
that f = R · f¯ . In general, this comes out to be in the form
f = frer + fθeθ . (2.65)
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The force contribution from the material acceleration is relatively easy because we already




















where the derivatives with respect to β are found by differentiating (2.52). The result gives
the cartesian components of acceleration which must be converted to polar components to
give a final acceleration of the form






Substituting (2.68), (2.67), and (2.65) in (2.50) after choosing the material model and
material constants, the total body force required for this deformation is:
b = brer + bθeθ , (2.69)
where
br = ar − fr
ρ




Figure 2.1: Analytical solution for a rate-independent linear-elastic medium
Figure 2.2: Flawed stress update algorithm
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Figure 2.3: Incorrect solution resulting from flawed application of strong objectivity
Figure 2.4: Corrected stress update algorithm
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Figure 2.5: Correct solution resulting from the corrected stress update algorithm
(a) Initial square domain (b) Flawed solution
Figure 2.6: Anomalous vertical contraction in a uniaxial strain MMS, exposing an
applicability limit of an existing traction boundary condition option. (a) shows the initial
configuration, and (b) shows the anamolous vertical contraction
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(a) Initial square domain (b) Corrected solution
Figure 2.7: Elimination of anomalous vertical contraction upon the extension of traction
boundary conditions to account for geometric nonlinearity of varying area. (a) shows the
initial configuration, and (b) shows the elimination of anamolous vertical contraction
Figure 2.8: The problem domain of the generalized vortex example using a ragged
(i.e., stair-stepped/nonconforming) boundary
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Figure 2.9: Problem domain of generalized vortex with the displacement field. The hue is
proportional to initial angular coordinate
Figure 2.10: Color plot of displacement magnitude using uGIMP where the simulation
becomes unstable. Red is maximum displacement (peak amplitude of 1 radian), blue is zero
displacement
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Figure 2.11: Color plot of displacement magnitude near the peak rotation angle using
CPDI. Red is maximum displacement (peak amplitude of 1 radian), blue is zero displace-
ment
Figure 2.12: Final configuration using CPDI at t = 1s. Red is maximum displacement
(peak amplitude of 1 radian), blue is zero displacement
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Figure 2.13: Domain with the particles conforming with the boundary
Figure 2.14: Final configuration using CPDI with conforming boundary. Red is maximum
displacement (peak amplitude of 1 radian), blue is zero displacement
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Figure 2.15: Color plot of displacement magnitude near the peak rotation angle using
CPDI. Red is maximum displacement (peak amplitude of 1 radian), blue is zero displace-
ment
Figure 2.16: The final configuration using CPDI. Red is maximum displacement (peak
amplitude of 1 radian), blue is zero displacement
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Figure 2.17: Color plot of displacement magnitude near the peak rotation angle using
uGIMP. Red is maximum displacement (peak amplitude of 1 radian), blue is zero displace-
ment
Figure 2.18: The final configuration using uGIMP. Red is maximum displacement (peak
amplitude of 1 radian), blue is zero displacement
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Figure 2.19: L2 error vs. cell spacing comparison for peak amplitude of 1 radian at the
end of the simulation
Figure 2.20: L2 error vs. cell spacing comparison for various peak amplitudes at the end
of the simulation
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Figure 2.21: Snapshot of deformation in time for the bending bar problem
Figure 2.22: Snapshots of the deformation during loading phase
44
Figure 2.23: Snapshots of the deformation during unloading phase
Figure 2.24: L2 error vs. cell spacing for a peak amplitude of
pi
2 at the end of the simulation
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Figure 2.25: The problem domain of the generalized vortex example
Figure 2.26: Snapshot of deformation in time for the bending bar problem
CHAPTER 3




Path-dependent constitutive models are intensely researched in solid mechanics due to
their importance for many practical engineering applications. Responsible use of these
models requires a rigorous verification and validation process. Previous work using method
of manufactured solutions (MMS) to verify elastic constitutive models is extended to include
two large-deformation problems using linear-elastic, perfectly-plastic constitutive models.
These verification tests include homogeneous and nonhomogeneous deformations subjected
to both loading and unloading. The nonhomogeneous MMS problem also includes varying
levels of superimposed rotations. These problems can be used to quantify the accuracy and
robustness of any plasticity model that includes von-Mises plasticity as a special case.
3.2 Introduction
Numerical simulations are now a common component in decision making for both
industry and the scientific community, which therefore implies an ongoing need to assess
solution quality. Verification and validation (V&V) definitions and procedures are well
documented in the literature [79, 73, 67]. Code verification is the process of confirming that
the numerical methods and the constitutive models are implemented correctly by comparing
the numerical solutions against known solutions, whereas code validation is evidence of how
close the numerical predictions are to reality (experimental data). In this work, we focus
on code verification problems using the method of manufactured solutions (MMS) [84].
This chapter has been submitted to “Engineering with Computers” and is under review.
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To date, verification has applied the MMS to test boundary-value solvers with mod-
erately simplistic (e.g., elastic) constitutive models (c.f., [12, 3, 52]), but tests of path-
dependent constitutive models are needed because of their prevalent use in various fields
such as aerospace, automotive, defense, safety etc. Verification of these models naturally
must precede validating them. MMS is the process of deriving the analytical body forces,
tractions, and the initial conditions required to achieve a pre-determined deformation field.
Different engineering fields including fluid mechanics [75, 93, 28], electromagnetics [72], heat
transfer [18], nuclear engineering [68], etc. have already adopted this verification technique.
In the area of solid mechanics, manufactured solutions available in the literature are limited
to elastic constitutive models and might furthermore entail deformation modes that are too
simplistic (e.g., lacking material rotation and/or distortion) to reveal shortcomings of the
constitutive model or the host-code solver of the momentum equation [94, 82].
The method of manufactured solutions (MMS), which is built up from a predetermined
deformation field, typically requires a nonzero body force in addition to boundary tractions.
The method of exact solutions (MES) [51], on the other hand, determines the stress and
deformation fields from specified boundary tractions, usually without body forces. To find
such solutions, simplifying assumptions (such as small strains, elasticity, and/or quasistatics
[2, 19]) are often required, and transients (such as unloading or changes in loading direction
and/or loading rate) are often avoided if the constitutive model is history dependent. In
elasto-plastic simulations, the loading and unloading parts behave differently, depending
on whether or not the yield criterion is met, and this complication is especially difficult if
plasticity is part of the unloading response. Closed-form mathematical expressions for ideal
plastic bending at finite strain were first presented by Ref [41], but neglecting elastic strains.
Ref [99] presented a closed-form solution to finite bending of a compressible elastic-perfectly
plastic rectangular block, but the analytical solution was limited to loading. Several other
exact solutions [102, 31] for elasto-plasticity are available in the literature, but they are also
limited to loading. These MES solutions therefore fall short of properly verifying the code
for arbitrary deformations.
This chapter presents two method of manufactured solutions for large deformation
plasticity:
1. Homogeneous deformation MMS for an elastic, perfectly-plastic constitutive model
under large deformations for both loading and unloading.
2. Nonhomogeneous deformation bending bar MMS for an elastic, perfectly-plastic con-
stitutive model under large deformations for both loading and unloading.
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For a manufactured solution, the analytical forcing terms are derived from balance of
momentum in continuum mechanics:
div(σ) + ρb = ρa , (3.1)
where σ is Cauchy stress, ρ is the spatial mass density, b is the body force per unit mass,
a is the acceleration, and div (σ) is the spatial divergence of Cauchy stress. An equivalent
form of the momentum equation is
DIV(P ) + ρ0b = ρ0a , (3.2)
in which ρ0 is the initial density, P is the first Piola-Kirchhoff stress defined in terms of the
deformation gradient F and its Jacobian determinant J by P = Jσ · F−T , and DIV(P ) is
the reference divergence of stress for which the ith component is ∂Pij/∂Xj (where Xj is the
jth component of the initial position vector).
The MMS problems are illustrated here using a particle-based method called the material
point method (MPM)[87], but they can also be used to verify any other momentum solver.
Our focus on the MPM is motivated by its increasing appeal in mechanics [42, 104] (not to
mention its usefulness in so-called physics-based animation [85]), requiring a greater urgency
to properly verify MPM in comparison to far more reliably established approaches such as
the finite-element method (FEM). For example, while patch tests (e.g., homogeneous defor-
mations) are more than adequately demonstrated in the FEM literature, such tests remain
almost entirely absent in the MPM literature and are much needed because algorithms for
traction boundary conditions in the MPM are still under active development (c.f., [103]).
3.3 Uniaxial strain MMS for traction boundary
conditions
This section describes a homogeneous uniaxial-strain MMS for a linear-elastic, perfectly-
plastic material under loading and unloading. Aside from being a crucial test for users
and developers of any elastic-plastic constitutive model (especially when run as an MMS
problem rather than MES), uniaxial strain deformation is the main subcomponent of the
inhomogeneous deformation problem of Sec. 3.4. To determine the analytical body forces
from Eq. (3.1), the constitutive model is used to infer the stress field, from which the
associated spatial divergence can be evaluated; for history-dependent materials, this step
is nontrivial because the stress is not determined exclusively from the deformed state:
finding the stress field requires consideration of the entire history of deformation up to
the current instant in time. Acceleration is evaluated from the predetermined displacement
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field. Because both the deformation and the material are assumed to be homogeneous, the
stress is the same at all points in space, making the divergence of the stress zero. Thus, the
body force from Eq. (3.1) is equal to the acceleration. To evaluate the boundary tractions,
we consider a linear-elastic perfectly-plastic constitutive model. The linear-elastic part is
governed by Hooke’s law,
σ = λ tr (ε) I + 2G (ε) , (3.3)
where λ, and G are the Lame´ material constants, ε is the logarithmic strain tensor, and I
is the identity tensor. Equivalently, the spectral form of Hooke’s law is
σ = 3K iso (ε) + 2G dev (ε) , (3.4)
where K and G are the bulk and shear moduli, respectively, and the operators “iso” and
“dev” take the isotropic and deviatoric parts, respectively. Classical von-Mises plasticity is
governed by a yield criterion, √
3J2 = Y, (3.5)
where J2 =
1
2 ‖devσ‖2, and Y is the yield stress in uniaxial stress. Analytical solutions
under uniaxial strain (in which lateral strain is zero) and uniaxial stress (in which lateral
stress is zero) (c.f. [14]) are shown in Fig. 3.1, where σA and σL are the axial and lateral
components of stress respectively, and εA is the axial strain.
From Fig. 3.1, the stress tensor components under different loading and unloading zones
are given below.
1. Under the initial elastic loading (EL), the stress tensor σEL for uniaxial-strain defor-
mation is
σEL =
σA 0 00 σL 0
0 0 σL















This leg of the solution applies until the yield criterion is met (i.e., until the stress






2. Once uniaxial-strain plastic loading (PL) commences, the stress tensor σPL is
σPL =
σA 0 00 σL 0
0 0 σL









3. During elastic unloading, the initial slopes for the axial stress-strain and lateral stress-
strain curves are the constrained modulus C, and the Lame´ modulus λ, respectively,
until the strain difference, |εA − εL|, accumulated during that leg equals twice the
yield strain. During this period, the stress state of the material falls within the yield
surface. The stress tensor during this elastic unloading phase (EUL) is
σEUL =
σA 0 00 σL 0
0 0 σL
 where, σA = σAPeak − C (εpeak − εA) ,
σL = σLPeak − λ (εpeak − εA) , σAPeak = σAY +K (εpeak − εY ) ,
and σLPeak = σLY +K (εpeak − εY ) .
(3.9)
4. Once the strain difference during unloading equals twice the yield strain, the particles
become plastic under compression and the slope of the axial stress-strain and the
lateral stress-strain changes back to the bulk modulus K. The stress state of the
material lies on the yield surface during this period, but changes by moving along the
surface in the direction of the hydrostat, thus accumulating an increase in pressure
during the plastic unloading (PUL) phase according to
σPUL =
σA 0 00 σL 0
0 0 σL
 where, σA = σPA −K (εP − εA) ,
σL = σPL −K (εP − εA) , σPA = σAPeak − CY
G
, σPL = σLPeak − λY
G
,




Once the stress is evaluated for all of the loading and unloading zones, the tractions on the
faces of the 2D rectangular domain are given by t = σ · n, where n is the unit normal to
the face.
Figures 3.2–3.4 show the snapshot of the initial discretized configuration of a unit square
domain (corresponding to time t = 0s), deformed configuration at the end of loading period
(corresponding to time t = 0.5s), and deformed configuration at the end of the unloading
period (corresponding to time t = 1s), respectively.
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The colors cyan and red, respectively, indicate particles that are elastic and plastic (for
which the stress state lies on the yield surface). The corresponding MMS algorithm is
presented in algorithm 4, which includes choices for material constants and other problem
data. As indicated in algorithm 4, the peak displacement (defined by β) for each particle at
the end of the loading period is 0.4m, and the final displacement at the end of the simulation
is zero. Appropriate displacement predictions can be seen in Figs. 3.2–3.4.
To verify the stress predictions, the time histories of stress components and stress
invariants were extracted for all particles during the simulation (shown in Fig. 3.5). Before
providing quantitative errors, we note that the equivalent stress
√
3J2 vs. time t plot in
Fig. 3.5(b) confirms that all particles yield at the right value (Y= 86646 Pa, defined in
algorithm 4). Once the particles yield, during the plastic loading phase (until the time
t = 0.5s), the stress state is on the yield surface (corresponding to zero slope in
√
3J2 vs.
t during loading). During unloading (time t > 0.5s), the stress state (
√
3J2) of all the
particles undergo elastic unloading until the strain difference equals twice the yield strain
(corresponding to the decrease in value of
√
3J2 and then increase back to yield). Once
the current strain equals twice the yield strain, the particles undergo plastic unloading
(corresponding to zero slope in
√
3J2 vs. t) where the stress state of the particles lie on the
yield surface.
For the components of the stress vs. strain plot (Fig. 3.5(a)), slope discontinuities occur
at the right values as the analytical solution (Fig. 3.1). I1 is defined as tr(σ). Similar
correct trends can be seen for
√
J2 vs. I1, and I1 vs. time t plots, though some error is
evident. The next section details the error quantification for displacements and stresses,
where it is shown that the small errors are rooted in spatial discretization scheme of the
material point method (which is an interesting observation since this problem is a patch test
having zero spatial discretization error in more established methods like the finite-element
method).
3.3.1 Convergence study
This section provides the spatial convergence studies for displacement and stress for the




‖ uexact(xp, t)− uapp(xp, t) ‖2
Np
, (3.11)
where uexact(xp, t) and uapp(xp, t) are, respectively, the analytical and calculated displace-
ment vectors at the pth particle position xp, and Np is total number of particles in the
domain.
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Algorithm 4 Uniaxial strain plasticity homogeneous deformation MMS
1: Generate a 2D rectangular plane strain (cuboid in 3D) computational domain (we used a 1 meter on each side, but
dimensions should be inconsequential since this is a homogeneous problem). The remainder of this algorithm refers
to the 2D case; extension to 3D should be self-evident with the understanding that the out-of-plane boundary
condition should be the lateral tractions.
2: Define the material constants and other problem parameters. For the MMS demonstrated here, the bulk and
shear moduli are respectively K = 416666.7 and G = 454545.5 Pa. The yield stress is Y = 86646 Pa (which has
been selected to initiate yield at 10% engineering strain). The stop time is T = 1 second.
3: Compute the Lame´ and constrained moduli: λ=K − 2G
3
and C=K + 4G
3
. All remaining steps in this algorithm
apply to each material point (e.g., each Gauss point in the case of FEM) and each timestep for time t satisfying
0 < t < T .





(a cyclic function is used here). Here, A = 0.4.
5: Define stretch Λ = 1 + β (t).
6: Define the stretch at yield. Here, ΛY = e
Y/(2G), which should evaluate to 1.1 for the data in step 1.
7: Evaluate the peak stretch. Λpeak = Λ (t = 0.5) = 1 +A = 1.4
8: Evaluate axial and lateral stress at yield in uniaxial strain. σAY =
CY
2G
, and σLY =
λY
2G
9: if (t ≤ T/2) then
10: σEA = C (log Λ) . Axial stress under elastic loading
11: σEL = λ (log Λ) . Lateral stress under elastic loading
12: σPA = σAY +K (log Λ− log ΛY ) . Axial stress under plastic loading
13: σPL = σLY +K (log Λ− log ΛY ) . Lateral stress under plastic loading













. Stress during the initial plastic loading leg
18: end if
19: else
20: if T/2 < t ≤ T then
21: σAPeak = σAY +K
(
log Λpeak − log ΛY
)
. Peak axial stress under plastic loading
22: σLPeak = σLY +K
(
log Λpeak − log ΛY
)
. Peak lateral stress under plastic loading
23: if
(
log Λpeak − log Λ ≥ YG
)
then
24: εUL = log Λpeak − YG . Value of strain where plastic unloading starts





. Value of axial stress where plastic unloading starts





. Value of lateral stress where plastic unloading starts
27: σAUL = σAULP −K (εUL − log Λ) . Axial stress under plastic unloading
28: σLUL = σLULP − λ (εUL − log Λ) . Lateral stress under plastic unloading
29: else
30: σAUL = σAPeak − C
(
log Λpeak − log Λ
)
. Axial stress under elastic unloading
31: σLUL = σLPeak − λ
(
log Λpeak − log Λ
)












38: Since all the stresses are available, tractions can be evaluated using t = σ · n, where n is the outward normal on
the four faces of the rectangular domain. If the simulation is run in 3D, the same lateral stress component is used
to evaluate the tractions on the other two faces of the domain.
39: Since the displacement scale function β is available, acceleration is the second derivative of the displacement scale
function with respect to time multiplied by the domain length.










, where X is the axial position
coordinate of the particle in the reference configuration. If the simulation is run in 3D, use bz = 0.
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The simulation was run for four different meshes, and the error in displacement was
calculated at the end of the loading and unloading phases (corresponding to times t = 0.5s
and t = 1.0s, respectively). Figure 3.6 shows the convergence plot for displacement with
the rate of convergence 2.4 at the end of loading period and 1.2 at the end of unloading






∥∥∥∥σexact(x, t)Y − σapp(x, t)Y
∥∥∥∥2 (3.12)
where σexact(x, t) and σapp(x, t) are, respectively, the analytical and numerical stress tensors
at location x, and Np is total number of particles in the domain. The divisor of Y is
introduced to avoid overflow from large stress values and to give a nondimensional error.
For the error in stress (using a fixed CFL) the rate of convergence is 1.2 at the end
of loading period and 0.94 at the end of unloading period. The convergence study was
also repeated using a fixed time step (the smallest one in the fixed-CFL study) with no
significant change in the convergence plot, thus indicating that the convergence behavior is
primarily due to spatial resolution, not the time-stepping algorithm.
This verification test can be used to verify the implementation of a von-Mises plasticity
model or any model that includes von-Mises plasticity as a special case [43, 15]. By
exploiting the knowledge of strain at the end of loading, this problem may also be used
to test a constant strain-to-failure option in damage models (c.f. [44, 96]).
3.4 Bending bar plasticity MMS
The problem domain for this test is a rectangular bar with height H and base B as shown
in Fig. 3.8. The deformation state at all times and all locations is uniaxial strain with su-
perimposed rotation, making this problem a natural extension of Sec. 3.3 to simultaneously
test for correct, frame-indifferent, results under nonhomogeneous deformation. Chapter 2
presented this manufactured solution for a nonlinear-elastic constitutive model, and this
section details the extension of the problem to the same von-Mises plasticity model discussed
in Sec. 3.3. This bending bar solution is complicated by the need to break the domain into
three sections: yield in compression, yield in tension, each surrounding an elastic core at
the centerline. As the boundaries between these domains move, there will always be a
collection of MPM particles (or, if applicable, FEM elements) that are theoretically in a
mixed discontinuous elastic-plastic state, but which are treated as either elastic or plastic
in the discretized solution (thus representing a source of error). The required body forces
and tractions are derived in the Sec. 3.6.1 and summarized in algorithms 5–6.
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Algorithm 5 Analytical body forces to run bending bar plasticity MMS
1: Define the material constants, problem domain dimensions, and other problem data. For the MMS demonstrated
here, these are: initial density ρ0 = 1000
kg
m3
, bulk modulus K = 416666.7Pa, shear modulus G = 454545.5Pa,
yield stress Y = 1.5377× 104 Pa, base of the bar B = 1m, height of the bar H = 8m, stop time T = 1s, and the
amplitude of rotation A = pi
4
. In the remainder of this algorithm, each time t should be understood to actually
time normalized by the stop time, t/T .
2: Compute derived constants. Stretch at yield under tension and compression are given respectively by ΛYT =
eY/(2G) and ΛYC = e
−Y/(2G). For the given problem data, these evaluate to ΛYT = 1.0171 and ΛYC = 0.9832.


















7: if (X1 < 0) then
8: Y = −Y . This is required for applying appropriate body forces for particles under compression
9: else
10: Y = Y . This is required for applying appropriate body forces for particles under tension
11: end if
12: if (t <= 0.5) then . Loading phase
13: if (Λ < ΛYT) & (Λ > ΛYC) then . Particles are elastic






cos[2pit] . Temporary variable
15: p2 = 4A2(2H +AX1)X2
2 cos[4pit]− 4A2HX22 cos[6pit]− 4A3X1X22 cos[6pit] . Temporary variable
16: p3 = A3X1X2




















18: p5 = 3pi2ρ0 csc[pit]4 . Temporary variable
19: p6 = 32A2H
(







sin[pit]2 . Temporary variable
20: p7 = −12AHX2 − 4A2X1X2 +A(8H + 7AX1)X2 cos[2pit] . Temporary variable



























(p7 + p8 + p9) . Tangential component of body force
25: else . Particles are plastic under loading





cos[2pit] . Temporary variable
27: p11 = 4A2(2H +AX1)X22 cos[4pit]− 4A2HX22 cos[6pit]− 4A3X1X22 cos[6pit] . Temporary variable























pi2 csc[pit]4 . Temporary variable








(p7 + p8 + p9) . Tangential component of body force. It is same for all the phases
34: end if . End for if-else block in line 13
35: end if . End of the loading if-block in line 12
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Algorithm 5 Continued..

















(p7 + p8 + p9) . Tangential component of body force
40: else . Particles are plastic under unloading










. Particles that were under compression during loading become plastic under tension during unloading








(p7 + p8 + p9) . Tangential component of body force
46: else . Elastic unloading
47: p17 = −128H3 + 8A2HX22 + 5A3X1X22 − 4A2(2H +AX1)X22 cos[4pit] . Temporary variable





















50: p20 = −3Λpeakpi2ρ0 csc[pit]4 . Temporary variable
51: p21 = 3KHΛpeak − 3HΛpeakY + 4HG− 2HΛpeakG+ 2AGX1 . Temporary variable














ρ0 csc[pit]4 . Temporary variable
54: p24 = 3KHΛpeak − 3HΛpeakY − 2HΛpeakG+ 2AGX1 . Temporary variable












(p17 + p18 + p19) p20 − 16A2 (p21 + p22) + 4 cos[2pit]
(
p23 + 4A2 (p24 + p25)
))




(p7 + p8 + p9) . Tangential component of body force











. Particles that were under tension during loading become plastic under compression during unloading




(p7 + p8 + p9) . Tangential component of body force





(p17 + p18 + p19) p20 − 16A2 (p21 + p22) + 4 cos[2pit]
(
p23 + 4A2 (p24 + p25)
))




(p7 + p8 + p9) . Tangential component of body force
66: end if . End for if block in line 60
67: end if . End for if block in line 41
68: end if . End for if block in line 37
69: end if . End of unloading period and end for if block in line 36
70: bx = cos (α) br − sin (α) bt . x-component of body force
71: by = sin (α) br + cos (α) bt . y-component of body force




Algorithm 6 Evaluating tractions to run bending bar plasticity MMS
1: Repeat steps 1 through 11 from Algorithm 5.
2: Axial stress and lateral stress at yield are given respectively by σAY =
CY
2G




3: if (X1 < 0) then
4: σPA = σAY +K (log Λ− log ΛYC) . Axial stress beyond yield for particles under compression
5: σPL = σLY +K (log Λ− log ΛYC) . Lateral stress beyond yield for particles under compression
6: else
7: σPA = σAY +K (log Λ− log ΛYT) . Axial stress beyond yield for particles under tension
8: σPL = σLY +K (log Λ− log ΛYT) . Lateral stress beyond yield for particles under tension
9: end if . End for if block in line 3
10: if (t <= 0.5) then
11: if (Λ < ΛYT) & (Λ > ΛYC) then . Particles are elastic under loading
12: σEA = C (log Λ) . Axial stress under elastic loading
13: σEL = L (log Λ) . Lateral stress under elastic loading
14: σ = [ σEL 0 ; 0 σEA ]
15: else . Particles are plastic under loading
16: σ = [ σPL 0 ; 0 σPA ]










then . Particles are elastic under unloading
20: σ = [ σEL 0 ; 0 σEA ]
21: else . Particles are plastic under unloading
22: if (X1 < 0) then . Tractions for particles under compression
23: σAPeak = σAY +K
(
log Λpeak − log ΛYC
)
. Peak axial stress for particles under compression
24: σLPeak = σLY +K
(
log Λpeak − log ΛYC
)










. Particles under compression during loading become plastic under tension during unloading
26: εPD = log Λpeak − YG . Strain at the slope discontinuity under unloading





. Axial stress at the slope discontinuity under unloading





. Axial stress at the slope discontinuity under unloading
29: σAUL = σAPD −K (εPD − log Λ) . Lateral stress during plastic unloading
30: σLUL = σLPD −K (εPD − log Λ) . Lateral stress during plastic unloading
31: σ = [ σLUL 0 ; 0 σAUL ]
32: else
33: σAUL = σAPeak − C
(
log Λpeak − log Λ
)
. Axial stress during elastic unloading
34: σLUL = σLPeak − λ
(
log Λpeak − log Λ
)
. Lateral stress during elastic unloading
35: σ = [ σLUL 0 ; 0 σAUL ]
36: end if . End for if block in line 25
37: else . Tractions for particles under tension
38: σAPeak = σAY +K
(
log Λpeak − log ΛYT
)
. Peak axial stress for particles under tension
39: σLPeak = σLY +K
(
log Λpeak − log ΛYT
)










. Particles under tension during loading become plastic under compression during unloading
41: εPD = log Λpeak − YG . Strain at the slope discontinuity under unloading





. Axial stress at the slope discontinuity under unloading





. Lateral stress at the slope discontinuity under unloading
44: σAUL = σAPD −K (εPD − log Λ) . Axial stress during plastic unloading
45: σLUL = σLPD −K (εPD − log Λ) . Lateral stress during plastic unloading
46: σ = [ σLUL 0 ; 0 σAUL ]
47: else
48: σAUL = σAPeak − C
(
log Λpeak − log Λ
)
. Axial stress during elastic unloading
49: σLUL = σLPeak − λ
(
log Λpeak − log Λ
)
. Lateral stress during elastic unloading
50: σ = [ σLUL 0 ; 0 σAUL ]
51: end if . End for if block in line 40
52: end if . End for if block in line 22
53: end if . End for if block in line 19
54: end if . End for if block in line 10
55: For all points on the boundary of the domain, evaluate and apply the tractions: t = Q · σ · n, where
Q = [ cos (α) − sin (α) ; − sin (α) cos (α) ], and n is the outward unit normal.
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Using B=1.0m and H=8.0m, the problem domain spans from -B/2m to B/2m in the
x-direction, and 0 to H in the y-direction.
The above algorithms for body forces and tractions were implemented in our in-house
research MPM code, giving the results summarized in Figures 3.9–3.10. Cyan indicates the
elastic particles, while red indicates the plastic particles. The thickness of the red plastic
zone grows to a maximum at the end of the loading phase. This zone decreases in size during
the unloading phase by elastic unloading. However, the effect of path dependence is evident
from the fact that this zone does not completely disappear. Similar to the homogeneous
deformation plasticity MMS in Sec. 3.3, this verification test can be used to verify von-Mises
plasticity model or any model that includes von-Mises plasticity as a special case. Also,
this problem (by running it for loading only) can be extended to verify a simpler case of
a material deformation/stress state that includes linear-elasticity with von-Mises plasticity
and constant strain-to-failure damage option. In particular, this section will allow the
material to damage, thereby breaking the domain into five sections: damage in compression,
damage in tension, yield in compression, yield in tension, surrounding an elastic core at the
centerline.
3.4.1 Convergence study
Error definitions are the same as Eqs. (3.11) and (3.12) that were used in the previous
section’s convergence study. The simulations were run for four different mesh resolutions.
Figures 3.11–3.12 show the convergence plots for displacements and stresses at the end of
loading and unloading period. For displacements, the rate of convergence was 1.9 at the
end of loading period and 0.46 at the end of unloading period. For stresses, the rate of
convergence was 1.2 at the end of loading period and 1.1 at the end of unloading period.
3.5 Conclusions
This chapter presented two of method of manufactured solutions (MMS) under large
deformations for von-Mises plasticity:
1. Transient spatially homogeneous uniaxial strain, though conceptually trivial, provides
a crucial preliminary test of time-stepping algorithms for inelastic loading with a load
reversal not commonly considered in other von-Mises verification tests. Convergence
studies were performed to test the accuracy of the constitutive model and the momen-
tum solver’s traction boundary conditions, and body forces. This test also helps users
to avoid a common error associated with nonstandardized definition of the phrase
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“yield stress” (which varies among different constitutive models to usually be either
yield in shear or yield in uniaxial stress).
2. A bending-bar MMS was developed for von-Mises plasticity with load reversals. This
problem simultaneously confirms basis and frame indifference. Unlike similar-looking
method of exact solutions (MES) verification tests in the literature, the MMS entails
(for all points in space and time) a single common deformation mode: uniaxial strain
with superimposed rotation. The forcing functions are applied through both the
external body forces and applied tractions. Both of these problems can be used to
verify the implementation of von-Mises plasticity model or any model that includes
von-Mises plasticity as a special case [43, 15]. By exploiting the knowledge of strain
at the end of loading, these problems (by running them for loading only) also can be
extended to verify a simpler case of a material deformation/stress state that includes
linear-elasticity with von-Mises plasticity and constant strain-to-failure damage option
(c.f., [44, 96]).
3.6 Analytical derivations of forcing functions
3.6.1 Derivation of analytical forcing functions for
bending bar problem
Though the derivations of the analytical forcing functions for the loading part are
identical as provided in the Chapter 2 (also, repeated here for relevance), the complication
increases for unloading. Also, the previous derivation was for nonlinear elastic constitutive
model, whereas the derivation is extended here for a more complicated path-dependent
model. The equation of motion in terms of Cauchy stress is given by:
divσ + ρb = ρa , (3.13)
where a is the acceleration, b is the body force, σ is the Cauchy stress, ρo is the initial
density, and divσ is the backward spatial divergence of σ, having its ith component given
by ∂σij/∂xj (where repeated indices are implicitly summed from 1 to 3).















)  . (3.14)
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As can be confirmed by direct substitution, the following sequence of calculations decom-
poses the deformation gradient into rotation and stretch F = R ·U, where R is the rotation









 cosα − sinα 0sinα cosα 0
0 0 1
 , U =
 1 0 00 λ 0
0 0 1
 . (3.15b)
Here, α is the angle of rotation at the material point of interest, λ is the amount of stretch
in the 2-direction. For uniaxial strain in the 2-direction, the rotation is R = I, and therefore
the deformation gradient is F = U, and the Jacobian is λ.
In the MMS, we assume that we have all the information in (3.13) except the body
force. It is possible (e.g., by running a single-element model driver) to obtain all stress
components as a function of uniaxial strain stretching in the 2-direction without rotation
for von-Mises plasticity. The upcoming analysis presumes only that the response functions
for all components of stress under uniaxial strain in the 2-direction are known. During
loading, the stress is just a function of λ, whereas during unloading, the stress is function
of both λ and λpeak i.e.,
[σ¯]L =




 σ11[λ, λpeak] σ12[λ, λpeak] σ13[λ, λpeak]σ21[λ, λpeak] σ22[λ, λpeak] σ23[λ, λpeak]
σ31[λ, λpeak] σ32[λ, λpeak] σ33[λ, λpeak]
 . (3.17)
Then the Cauchy stress σ is computed using
σ = R · σ¯ ·RT , (3.18)






(Rim · σ¯mn ·Rjn) . (3.19)


























= A ·R, where A =
















U−1sa Rja . (3.21c)













U−1sa Rja . (3.23)











+Rim σ¯mn Ajp Rpn
dα
dXs
U−1sa Rja . (3.24)



















3.6.2 Stress divergence during loading
Recalling from (3.16) that, during loading, σ depends only on λ, and from (3.15) that




















U−1pt Rjt . (3.26)







(Aq1 σ¯12 +Aq2 σ¯22 + λ
∂σ¯q1
∂λ
+ σ¯q1) . (3.27)






















These apply even for an anisotropic constitutive model. For a special case case of an






+ σ¯11) , (3.29a)
f¯2 = 0, (3.29b)
f¯3 = 0. (3.29c)
3.6.3 Stress divergence during unloading
Recalling from (3.17) that, during unloading, σ depends on λ and λpeak, where λpeak is
the peak value of λ (value of λ at the end of loading period). From (3.15), λ depends only






































U−1pt Rjt . (3.31)




















































These apply even for an anisotropic constitutive model. For a special case case of an












f¯2 = 0, (3.34b)
f¯3 = 0. (3.34c)
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These are the unrotated force components. To apply these in a calculation of the body
force for the manufactured solution, the actual force vector can be computed by recalling
that f = R · f¯ . In general, this comes out to be in the form
f = frer + fθeθ. (3.35)
The force contribution from the material acceleration is relatively easy because we already




















where the derivatives with respect to β are found by differentiating (3.15). The result gives
the cartesian components of acceleration which must be converted to polar components to
give a final acceleration of the form






Substituting (3.38), (3.36), and (3.35) in (3.13) after choosing the material model and
material constants, the total body force required for this deformation is:
b = brer + bθeθ , (3.39)
where
br = ar − fr
ρ




Figure 3.1: Analytical solutions under uniaxial strain/stress for a linear-elastic, perfectly-
plastic material (c.f. [14])
Figure 3.2: Initial configuration (corresponding to time t = 0s). Cyan indicates that
particles are elastic
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Figure 3.3: Final configuration at the end of loading phase (corresponding to time t =
0.5s). Red indicates plastic
Figure 3.4: Final configuration at the end of unloading phase (corresponding to time
t = 1s). Red indicates plastic residual stress
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Figure 3.5: Plot of (a) stress components vs. axial strain (b)
√
3J2 vs. time t (c)
√
J2 vs.
I1 (d) I1 vs. time t
Figure 3.6: Convergence plot for displacement at the end of loading (corresponding to
time t = 0.5s) and unloading (corresponding to time t = 1s)
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Figure 3.7: Convergence plot for stress at the end of loading (corresponding to time
t = 0.5s) and unloading (corresponding to time t = 1s)
Figure 3.8: Snapshot of deformation in time for the bending bar problem
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Figure 3.9: Snapshot of deformation during loading
Figure 3.10: Snapshot of deformation during unloading
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Figure 3.11: Convergence plot for displacement at the end of loading (corresponding to
time T = 0.5s) and unloading (corresponding to time T = 1s) period
Figure 3.12: Convergence plot for stress at the end of loading (corresponding to time
T = 0.5s) and unloading (corresponding to time T = 1s) period
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Figure 3.13: Snapshot of deformation in time for the bending bar problem
CHAPTER 4




Validation of a single computational model with multiple available strain-to-failure
fracture theories is presented through experimental tests and numerical simulations of the
standardized unnotched Charpy and Taylor-anvil impact tests, both run using the same
material model (Kayenta). Unnotched Charpy tests are performed on rolled homogeneous
armor steel. The fracture patterns using Kayenta’s various failure options that include
aleatory uncertainty and scale effects are compared against the experiments. Other quan-
tities of interest include the average value of the absorbed energy and bend angle of the
specimen.
Taylor-anvil impact tests are performed on Ti6Al4V titanium alloy. The impact speeds
of the specimen are 321 m/s and 393 m/s. The goal of the numerical work is to reproduce
the damage patterns observed in the laboratory. For the numerical study, the Johnson-Cook
failure model [44] is used as the ductile fracture criterion, and aleatory uncertainty is applied
to rate-dependence parameters to explore its effect on the fracture patterns.
4.2 Introduction
Applications in defense, aerospace, etc. use high-strength metals and alloys that can
resist penetration and damage. Rolled homogeneous armor (RHA) steel is one of the most
commonly used materials in armored vehicles and ammunition testing because of its low
cost and structural efficiency (c.f., , [62]). Titanium alloys are primarily used in aerospace
applications (c.f., , [13]) because of their high strength at extreme temperatures and im-
This chapter has been submitted as INL lab report and is under review.
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munity to corrosion. Predictive simulations of damage in such high-strength materials is
of ongoing interest for the scientific community. Several strain-to-failure models, including
void-growth models [35, 61, 71] and conventional damage models [97, 44, 6] have been
proposed in the literature to quantify damage. In void-growth models, damage is assumed
to initiate when the void volume reaches a critical value. Generally, in conventional damage
models, a scalar damage variable increases from zero to unity (fully damaged state) under
plastic loading, and these models assume no coupling between plasticity and damage. The
disadvantage of these conventional models is that there is no loss of strength or stiffness
until the scalar damage variable reaches unity. In Kayenta, softening is related to material
strength, and the material progressively loses stiffness and load carrying capacity when it
undergoes irreversible damage. The rate of damage progression can be controlled so that
Kayenta can emulate a broad range of other conventional damage models, which facilitates
deciding which of them (if any) appears to be imposing desirable model behaviors. This
chapter provides a systematic validation study on damage for the unnotched Charpy test
(performed on RHA steel) and the Taylor-anvil impact test (performed on Ti6Al4V alloy)
using Kayenta. Sections 4.3 and 4.4 provide the experimental details and the numerical
study performed on the unnotched Charpy test. And the subsequent Secs. 4.5 and 4.6
provide the details on the Taylor-anvil impact tests.
The Charpy test [21] is a standardized test used to determine impact toughness, which
is quantified by the amount of energy absorbed by the specimen before fracture. The
specimen is supported against two anvils, and a pendulum with a striker is released to
impact the specimen. For validating the unnotched Charpy test, the quantities of interest
for comparison are the bend angle of the specimen and the amount of energy absorbed by the
specimen. As per ASTM E23 [1] standard, “the absorbed energy is taken as the difference
between the energy in the striking member at the instant of impact with the specimen,
and the energy remained after breaking the specimen.” The Taylor-anvil impact test on
the other hand, is used to determine the dynamic behavior of materials at high strain
rates. Ref [89] first impacted a cylindrical specimen on a flat rigid target to determine
the dynamic yield stress. Countless papers about the Taylor-anvil impact test may be
found in the literature. Most of the experimental [100, 60], and numerical [32, 90] work
for the Taylor-anvil impact test focused on determining the constitutive model coefficients
and dynamic yield stresses, but relatively few papers presented the numerical predictions
of fracture mechanisms [101, 69] observed in the Taylor-anvil impact tests. This chapter
provides a validation study aimed at assessing which features in prevailing damage and
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plasticity models appear to be important to reproduce fracture patterns observed in the
laboratory for Taylor-anvil impact tests on Ti6Al4V.
4.3 Experimental data on unnotched Charpy
test
Six unnotched Charpy experiments were conducted on RHA steel at Idaho National
Laboratory. The RHA specimens were tested in a machine meeting the requirements of
ASTM E23 [1]. The pendulum was a C-type, with anvil and striker geometry conforming
to that of the standard [1]. The impactor mass was 60 lb (27.26 kg). Given the arm radius,
the striker velocity was calculated to be 5.147 m/s. All tests were conducted with the same
procedure (no striker or velocity changes). Striker kinetic energy was on the order of 361
J (266 ft-lbf), and the specimen dimensions were 5 × 10 × 55 mm. The average value of
the absorbed energy, and bend angle in these six experiments was taken as the measure
for comparison of the experimental data and numerical simulations. Figure 4.1 shows the
deformed specimens with the damage patterns at the bottom (convex side) of the specimen.
Large plastic deformation with multiple cracks on the tension surface was observed. The
average amount of energy absorbed in Fig. 4.2 was 106.833 ft-lbs (144.84 Joules), and the
average bend angle was 95◦. The definition used to calculate the amount of energy absorbed
in the specimen from numerical simulations was
• Initial K.E. of the striker - Final K.E. of the striker
where K.E. is the kinetic energy. This is likely to be the upper bound on the inelastic
absorbed energy since it does not remove reversible elastic stored energy. Bending angle
definition was also taken from Ref [1].
4.4 Numerical simulations of unnotched
Charpy test
All of the numerical simulations described herein use the open-source Uintah MPM
framework [34] and Kayenta [15] as the constitutive model. In classical Kayenta softening
routines, TFAIL and TGROW are the two parameters that control the softening. TFAIL
is the material-specific characteristic failure time for a given loading condition and element
size. When using the strain-to-failure option in Kayenta, TFAIL is set to an appropriate,
dynamically adjusted, value that would produce failure at the designated strain if the the
strain rate calculated in the problem were to be held constant. A numerical study was






2D and 3D damage simulations are presented in Sec. 4.4.1 using the deterministic scale-
insensitive model, where nonconvergence is evident. Section 4.4.2 shows improved results
when using statistical variability in strength and scale effects.
4.4.1 Simulations using deterministic model
Figure 4.3 shows the convergence study on damage for 2D plane-strain simulations using
the different softening options in Kayenta. Mesh resolution increases from left to right. Red
indicates damage and blue indicates intact material. For all softening options, damage zone
does not converge with mesh refinement. Since these simulations were symmetric about the
vertical axis, the results using this deterministic option should (and do) exhibit the same
symmetry. Comparing these 2D simulations against the experiments, the Johnson-cook
failure option was under-predicting damage in the specimen, and the time-to-failure option
was over-predicting damage in the specimen. For the constant strain-to-failure softening
option, the strain-to-failure was chosen to be 0.3.
When the same simulations were run in 3D (Fig. 4.4), similar predictions to the 2D
simulations were observed with the time-to-failure softening option over-predicting the
damage and Johnson-Cook softening under-predicting the damage compared to the ex-
periments. The prediction using a constant strain-to-failure softening option was closer
to the experiments, but convergence issues persisted. Ref [17] considerably reduced mesh
sensitivity in axisymmetric dynamic sphere-indentation problems using statistical variability
of strength and scale effects. The same features were therefore explored on unnotched
Charpy simulations, which are detailed in the next section.
4.4.2 Simulations using statistical variability of strength
and scale effects
Verification of the implementation of statistics in strength was performed using trend
tests by running 2D plane-strain simulations of the unnotched Charpy test.
Figure 4.5 shows the variable strength assigned to each particle. The simulations in
the top row of Fig. 4.3 were re-run using statistical variability in strength. Since these
simulations were run with variability, as expected, the results predicted the loss of symmetry
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which can be seen in Fig. 4.6. Once the implementation of statistics in strength was verified
using these trend tests, 3D simulations were run using this feature.
To make the simulations complete faster, and also to investigate the rate effects on the
specimen damage patterns, the initial research was conducted by running these simulations
at a striker velocity 10 times that used in the experiments. Results using realistic striker
speeds are discussed later in this section. Figure 4.7 shows the plot of damage using
constant strain-to-failure of 0.3. Moving from top to bottom in that figure corresponds
to tripling the fracture speed, and moving from left to right corresponds to tripling the
Weibull modulus (i.e., a decrease in variability). All of these simulations were run at the
same mesh resolution. Figure 4.8 is the same as Fig. 4.7, except the strain-to-failure was
chosen to be 0.4. As seen in these figures, increasing FSPEED noticeably increases the
size of the damage zone, whereas increasing the Weibull modulus (i.e., reducing variability)
decreases the size of the damage zone.
A similar investigation was performed using Johnson-Cook damage parameters provided
by INL, using both Uintah’s Johnson-Cook model and Kayenta with the Johnson-Cook
option. In both cases, the Johnson-Cook damage model was predicting failure at total
accumulated strain values close to 1.0. Since those values were actually not reached in the
simulation, complete damage of the specimen was not predicted. Figure 4.9 shows the plot
of scalar damage predicted by the Johnson-Cook fracture model. Moving from left to right
corresponds to tripling the Weibull modulus. These parameters do not have any significant
effect on the damage pattern.
Figure 4.10 shows the damage patterns, the amount of energy absorbed, and the bend
angle for the simulations that were run at 10 times the striker speed that was used in
the experiments. The simulations were run using the constant-strain-failure softening
model in Kayenta. Moving from left to right corresponds to tripling the Weibull modulus
(i.e., a decrease in variability of strength), and moving from top to bottom corresponds
to increasing failure strain from 0.3 to 0.4. As seen in this figure, increasing the Weibull
modulus or increasing failure strain decreases the size of the damage zone. The average
bend angle calculated from these simulations was 7.7% higher than those observed in the
experiments. The average amount of energy absorbed (Initial K.E. Striker - Final K.E.
Striker) was 24% higher compared to the experiments. Keep in mind, however, that these
simulations were run using a higher striking speed than were used in the actual experiments.
The Kayenta parameter called FSPEED controls the rate of loss in strength in the material after softening
starts to occur. A large value of FSPEED makes Kayenta emulate the first Johnson-Holmquist (JH-1) model,
while a lower value emulates the JH-2 model [45].
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Below, it is shown that realistic striker speeds give much better agreement with the data.
Unsurprisingly, this shows that impact speeds have significant influence on absorbed energy
and bend angle.
Figure 4.11 shows the same simulations as in Fig. 4.10, except the striker speed is the
actual speed (5.147ms ) calculated in the experiments. The trend in damage patterns is
similar to Fig. 4.10, but quantitative results were much closer to experimental values. The
average bend angle calculated from these simulations was 0.4% higher than those observed
in the experiments. The average amount of energy (Initial K.E. Striker - Final K.E. Striker)
absorbed was 1.2% lower compared to the experiments.
All of the simulations presented so far were run at one mesh size. When refining the mesh,
scale effects are expected to be needed for convergence with mesh refinement. In particular,
smaller domains (e.g., smaller elements) are stronger on average and also more variable
so that, in principle, the probability of failure initiation of a given domain is insensitive
to whether that domain is subdivided into few or many elements [86]. Scale effects for
progression of failure following initiation remains a subject of active research [33]. In light
of a known tendency for damage simulations to be mesh sensitive [91, 16], two convergence
studies were performed on the unnotched Charpy problem using Kayenta’s strain-to-failure
option (with the failure strain chosen to be 0.3). The speed of the striker was the same as
in the experiments. In the first convergence study, strength was statistically variable, but
no scale effects were imposed. The three cell spacings and the absorbed energy are listed
in the Table 4.1. The second convergence study includes scale effects in order to assess
whether or not they tend to at least mitigate mesh sensitivity.
The plot for the time history of the K.E. of the striker in the convergence study without
scale effects can be seen in Fig. 4.12. The rate of K.E. absorbed by the specimen is almost
constant for mesh 1 and mesh 2. For mesh 3, the rate of absorbed K.E. decreases during
the simulation and tends towards a steady-state value, thus indicating that the fine mesh
is predicting less striker K.E. being absorbed by the specimen. The results show mesh
convergence prior to specimen damage, but nonconvergence during the softening phase.
Such behavior is a typical and as-yet unresolved problem for softening models that lack scale
effects, thus motivating us to perform the convergence study again using both statistical
variability in strength and scale effects to see if this issue could be resolved. The resulting
time histories of the K.E. of the striker can be seen in Fig. 4.13.
Both cases show similar trends, with inclusion of scale effects only slightly mitigating
nonconvergence during the later times. To illustrate the influence of scale effects, Fig.
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4.14 shows the color plots of damage for both cases. Mesh resolution increases from top
to bottom. The left column corresponds to the simulations using statistical variability
in strength without scale effects, and the right column corresponds to the simulations
using both statistical variability in strength and scale effects. For lower and medium mesh
resolutions, the influence of scale effects is negligible, but the influence of scale effects can
be clearly seen in the highly refined case. The damage appears to be concentrating at the
bottom-center of the specimen using scale effects. It is evident that further mesh refinement
is warranted to check if this trend persists.
4.5 Experimental data on Taylor-anvil
impact test
Taylor-anvil impact tests were run for two different specimen speeds (321 m/s and 393
m/s). The material was Ti6Al4V and the specimen dimensions were 4.21 cm long and
1.27 cm in diameter. The average mass of the specimen was 24.21 gm. Figures 4.15–4.16
show the damage patterns observed in the experiments. At 321 m/s, a couple of cracks at
approximately 45◦ and two small fragments were separated from the bottom of the specimen,
and at 393 m/s, all material originally separated from the remainder of the specimen, again
with the failure surface angled at approximately 45◦.
4.6 Numerical simulations of Taylor-anvil
impact test
As this test involves large plastic deformations and damage at high rates, the constitutive
model should be rate-dependent. Kayenta includes two forms of rate dependence. For
softening, a scale-dependent time-to-failure option provides user control for the rate at which
damage propagates. The plasticity component of Kayenta further provides a conventional
Duvaut-Lions viscoplastic formulation [24] to account for rate effects at high-rate loading.
Since Kayenta’s Duvaut-Lions rate dependence option had not been previously tested or
used in combination with softening, a verification of the implementation of rate-dependence
was performed before using both features for validation.
4.6.1 Verification of rate dependence, hardening and
softening in Kayenta
An uniaxial-strain single-element test was run at low and high strain rates for von-Mises
plasticity to verify the effect of strain rates on the results. The following cases were used
for the trend tests:
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• Strain-to-failure softening with no rate dependence
• No softening with rate dependence
• Strain-to-failure softening with rate dependence
• Strain-to-failure softening with rate dependence and hardening
For the verification tests described below, the pertinent parts of the input deck are
shown in Table 4.2.
4.6.1.1 Strain-to-failure softening without
rate dependence
This section discusses the uniaxial-strain single-element test for von-Mises plasticity with
strain-to-failure softening and no rate dependence. The element was stretched until it failed.
From Fig. 4.18, it can be seen that the slope discontinuity happens at the right location
when it yields, and as COHER (which is the ratio of the current strength to the initial
strength) goes from 1 to zero, shown in Fig. 4.17, the element loses strength accordingly.
A similarly appropriate trend can be seen for the same problem at higher strain rates in
Figures 4.19 and 4.20. The plots at the two different strain rates are identical because this
problem is with strain-to-failure softening only, and not rate dependence.
4.6.1.2 No softening with rate dependence
This section discusses the same test but with rate dependence and no softening. Figures
4.21 and 4.22 verify that, under very small strain rates, the effect of rate dependence
is negligible. Since there is no softening, the COHER ISV will stay at unity, and the
normalized stress difference stays at yield. When run at higher strain rates, Fig. 4.23 shows
no change in COHER, which is correct as there is no softening, and Fig. 4.24 shows the
apparent increase in yield.
4.6.1.3 Strain-to-failure softening with rate dependence
This section discusses the results of the single-element test with both rate dependence
and strain-to-failure softening. At low strain rates where rate dependence is negligible, Fig.
That is, noting that the axes are nondimensionalized by the values of stress and strain at yield, the
graph should exhibit a slope discontinuity exactly at the point (1,1)
This is seen by the fact that the ordinate values exceed unity. Also, the post-yield decrease in stress is
an artifact of running the simulations at a constant stretch rate, which results in a nonconstant strain rate
that is higher at the beginning of loading than at the end (so the model is showing an appropriate decrease
in apparent strength).
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4.26 is similar to Fig. 4.18 where both lose strength in unison as COHER drops, according
to Fig. 4.25.
At higher strain rates and with large enough deformation for the element to get damaged,
both softening and rate dependence play a significant role. Figure 4.27 shows the normalized
time history of COHER at higher strain rates, where the element is completely damaged
(COHER approaches zero). Figure 4.28 shows that the normalized stress difference yields
above the value of 1, which indicates a higher apparent yield strength compared to the
quasistatic yield strength. Also, the element loses strength according to COHER. These
trends tests were performed to build confidence in the implementation of rate dependence
with softening in Kayenta.
4.6.1.4 Strain-to-failure softening with rate dependence
and hardening
Figures 4.29–4.30 show the single-element test results using hardening, rate dependence,
and softening. The figures show COHER (ratio of damaged strength to initial strength) vs.
normalized time, and normalized stress difference vs. normalized strain using hardening,
rate dependence, and softening, respectively. The stress response exhibits rate dependence
(i.e., has an apparent normalized yield stress greater than 1), hardening (nonzero slope
post-yield), and softening (reduction in strength and stiffness). Also, as COHER approaches
zero, the stress-difference approaches the failed strength, as desired.
After the constitutive model was verified using the single-element tests, Taylor-anvil
impact simulations were run switching on each of the features i.e., softening, rate depen-
dence, and hardening. Figure 4.31 shows the simulation results when each feature was
activated. Moving from left to right shows qualitatively expected trends. In particular, at
high rates, when rate dependence is activated, the specimen should predict less yielding and
less damage compared to one without rate dependence. Additionally, when hardening is
activated, the specimen should (and does) predict even less damage as evident in Fig. 4.31.
These are trend tests only; a more realistic simulation must naturally include statistics and
scale effects of failure properties.
4.6.2 Calibrating rate-dependence parameters for
Kayenta
Experimental data for rate-dependence of strength of Ti6Al4V is abundantly available in
the literature [55, 26, 49, 58]. For metals, the yield and flow stresses are shown to be sensitive
to hydrostatic pressures [80, 81]. For Ti6Al4V, up to confining pressures of 0.3 GPa, there
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was almost negligible effect of hydrostatic pressures on the material response [37, 48]. To
calibrate Kayenta for rate-dependence parameters, the experimental data were taken from
Ref [36], where the plastic deformation and ductile fracture investigations were performed
on Ti6Al4V for a variety of loading conditions (namely: tension, compression, shear) at
different strain rates. In the present build of Kayenta, rate-dependence parameters, T1 and
T2 are used to assign a value of the characteristic time according to the following formula






Taking the log of both sides, Eq. (4.1) becomes
log τ = log T1 − T2 log ε˙ (4.2)
Based on the unconfined compressive strength vs. strain rate data from Ref [36], a
single-element test was first run by tuning the hardening parameters to match the qua-
sistatic stress-strain curve. Then, the simulations were run at the strain rates provided
in the experiment, and the characteristic time τ was tuned for the results to match the
experimental stress-strain curves. These simulations were run using T2 = 0, thus providing
the value of τ needed at each different strain rate. Figure 4.32 shows the plot of log τ vs.
log ˙, from which a linear fit then gave the values for T1 and T2 by fitting to Eq. (4.2).
4.6.3 Validation simulations using deterministic model
After Kayenta was parameterized for rate dependence and hardening, deterministic
simulations were run at the experimental speeds (i.e., 321 m/s and 393 m/s) for two
different Johnson-Cook failure parameter sets published in Ref [36, 55]. The pertinent input
parameters for Kayenta are provided in Tables (4.3) through (4.5). Figures 4.33–4.34 show
the color plot of damage, where red is damaged and blue is intact material. At 321 m/s, the
published parameter set 1 [36] was under-predicting damage, and published parameter set
2 [55] was over-predicting damage compared to the experiments. At 393 m/s, both failure
parameter sets over-predicted damage. Also, the response was more ductile compared to
the experiments. These simulations did not include the Johnson-Cook effect of temperature
on the material strength.
At high rates, thermal effects are not negligible, and they need to be considered. An
equation of state (EOS), which describes the pressure as a function of the density and
temperature, characterizes the material response under such loading. Mie-Gru¨neisen is the
most commonly used EOS, and the parameters for various metals are readily available in
the literature. For Ti6Al4V, the EOS parameters were taken from Ref [83].
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Figures 4.35–4.36 are the same simulations as Figs. 4.33–4.34 except run with Mie-
Gru¨neisen EOS. When using the EOS, the damage zones are considerably reduced us-
ing both the failure parameter sets. Figure 4.37 shows the convergence study for the
Taylor-anvil impact problem using a deterministic model. For all meshes, the snapshots
of the deformation are taken at the same instant in time. Convergence issues persist
with the damage zone echoing mesh texture and failing to converge with mesh refinement.
Similar simulation shortcomings have been shown to be significantly alleviated for dynamic
indentation problems by including realistic strength variability and scale effects [17], so a
natural next step in systematic verification and validation is to investigate whether or not
inclusion of such modeling features can likewise improve results for Taylor-anvil problems.
4.6.4 Validation simulations using variability applied to
rate-dependence parameters
Failure parameters published by Ref (c.f., [55]) were used in this study. Previous work
[17] statistically perturbed the quasistatic strength, but similar changes did not mitigate
nonconvergence of the Taylor-Anvil problem, at least not when using a strain-to-failure
damage criterion. The previous work, however, was using a time-to-failure damage cri-
terion, which also included scale effects. The current Taylor-anvil study instead used a
strain-to-failure option, which lacks the intrinsic rate effect of a time-to-failure option. To
explore effects of variability on rate sensitivity, this Taylor-anvil study set variability of rate
dependence parameters T1 and T2 so that low rates would show ductile response while high
rates would (in principle) exhibit more brittle behavior. The T2 parameter controls the slope
of the line in Fig. 4.32, while T1 controls the intercept. An article has recently appeared in
the literature [50] that uses microphysical arguments and dimensional analysis to identify
a universal curve for rate dependence of strength for a wide range of brittle nonmetallic
solids. For metals, a different article [20] also reports typical statistical variability of rate
effects that is similar to observations for nonmetallics. To investigate if the universal curve
from Ref [50] also applies to rate-dependence data for Ti6Al4V, an analysis was performed










where σ0 and ε˙0 are the characteristic stress and strain rates defined in terms of the
material and the microstructural properties, both treated as fitting parameters. From the
compression strain rate test data [36], a method of least squares was used to fit the model
in Eq. (4.3). Figure 4.38 shows the least squares fit of the experimental data to the model
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with the characteristic stress and strain rates for the Ti6Al4V material, where the best-fit
parameters for Ti6Al4V were found to be σ0 = 1495MPa and ε˙0 = 6.004× 104s−1.
This section explores the effect of statistically variable rate effects in the Duvaut-Lions
component of the Kayenta model. Aside from material parameters, Taylor-impact simula-
tions are known to be sensitive to the properties of the specimen-anvil contact surface. In
the literature, choices for the friction coefficient (µ) are not always justified. Simulations
presented in this section use the common choice, µ = 0.1 (c.f., [90, 69]), but only because
research on contact theories falls outside the scope of this study.
Figure 4.39 shows the comparison of damage with and without variability for the speci-
men speed of 393 m/s. No EOS was used in these simulations. A Weibull modulus (m) of 1
(meaning very high variability) was applied on T1. Figure 4.40 shows the same simulations
as Fig. 4.39, except that a Mie-Gru¨neisen EOS was also used. Snapshots are taken at the
same instant in time for all simulations. The results using variability show an appropriate
and realistic break in symmetry, while the deterministic simulations exhibit typical mesh
texture bias. The level of damage and ductility observed when using a statistically variable
T1 was not significantly different from the results in the deterministic simulations. In other
words, despite this high level of variability in the T1 parameter, for the specimen speed of
393 m/s, noticeably brittle response was still not observed in the simulations.
A similar study was performed for the specimen speed of 321 m/s. With no EOS, the
results were again similar to the results in the deterministic simulation (see Fig. 4.41). With
the inclusion of an EOS, Fig. 4.42 shows the damage propagating at approximately 45◦ which
is a desired trait prior to fragmentation. However, at this speed, the numerical simulations
did not predict fragments as observed in the experiment. Next, statistics were put on T2,
and simulations with an EOS were run for a low Weibull modulus of 10 (moderately high
variability in T2), a higher Weibull modulus of 20 (medium variability in T2), and a very
high Weibull modulus of 30 (low variability in T2).
Figure 4.43 shows the snapshot of the simulations for different levels of variability in
T2 (with no variability or scale effects in any other parameter). As expected, when the
variability decreases, the results approach the deterministic model results. For a Duvaut-
Lions model, a nonzero value of T1 provides a rate sensitive material response. A nonzero
value of T2 (which is the exponent on strain rate) provides even greater rate sensitivity as
the strain rate is increased. Since Taylor impact is a very high-rate test, and since we are
seeking ductile behavior at low rates, but brittle behavior at high rates, this observation
suggests that the T2 parameter may play a significant role. A similar sensitivity study was
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performed on the simulations without an EOS for both specimen speeds to narrow down
the best set of parameters that predict results closer to the experiments.
Figure 4.44 shows the results of the sensitivity study for the specimen speed of 321 m/s.
For a higher Weibull modulus, the specimen was exhibiting localized damage, and for lower
Weibull modulus, the bottom of the specimen was completely damaged. Also, the amount
of ductility was decreased with the increase in variability.
The simulations presented so far used cylinder object that had stair-stepped descriptions
of the angled boundaries. To investigate the associated errors, the simulations were re-run
using a smooth cylinder object, where the particles are conformed with the boundary using
the CPDI integrator. Figure 4.45 shows the same simulation as Fig. 4.44, except run with
a Weibull modulus (m) of 12. For the damage plot, red is damaged material, and blue is
intact material. For the equivalent plastic strain plot, red is maximum equivalent plastic
strain (value of 0.5), and blue is zero plastic strain.
Figure 4.46 shows the same results as Fig. 4.45, except run with particles that are
conformed with the boundary. The effect of smooth cylinder object on the damage patterns
was negligible because all these simulations were run with considerable mesh refinement.
Particle deletion has become a common approach to accommodate fragmentation in
numerical simulations [69, 101], but its lack of a physical basis is why Kayenta’s ability to
induce loss of strength without particle deletion is preferred. The particle deletion technique
was nevertheless explored in our framework to establish a basis of comparison against what
is done in the literature [69, 101].
Figure 4.47 shows the damage plot with the specimen speed of 393 m/s and no particle
deletion (i.e., material separation is a pure constitutive response). Row A corresponds to
simulation run with Weibull modulus (m) 30 and with the Mie-Gru¨neisen EOS. The top
views of the specimen indicate several damaged zones oriented at 45◦, which is desired
(although these angled damage zones are not as large in size as evident in the experimental
data). Rather than hiding the fully damaged particles in postprocessing, the damaged
material is shown in light gray. Row A of Fig. 4.48 is the same as row B of Fig. 4.47. For
comparison, row B of Fig. 4.48 corresponds to the same simulation as row A and at the
same instant in time, except particle deletion was activated when the Kayenta’s COHER
value reached 0.005. It is evident that particle deletion gives different answers compared
to that without particle deletion, yet this technique is adopted in the literature to validate
constitutive models. The comparison study in Fig. 4.48 demonstrates that particle deletion
is nonphysical and hence inappropriate for model validation.
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To check if more localized damage zones and fragmentation can be predicted in the
numerical simulations, variability was simultaneously put on the melt temperature and
the Johnson-Cook failure parameter D5 (parameter associated with thermal softening).
Figure 4.49 shows the comparison study of damage for the best prediction achieved so
far in the numerical study. The effect of putting variability simultaneously on the melt
temperature and the Johnson-Cook failure parameter D5 had almost negligible effect on
the damage patterns.
4.6.5 Locking in Taylor-anvil impact test
Like conventional finite-element methods, the material point method can potentially
exhibit anomalous (i.e., nonphysical) kinematic locking because of the use of linear shape
functions on a rectangular grid. The nonphysical checker-boarding of the vertical component
of stress seen in row A of Fig. 4.50 is because of the locking issue. This locking is alleviated
by implementing standard antilocking algorithms [59]. Row B corresponds to the same
simulation as row A except run with one of these algorithms, called pressure stabilization.
Though the checker-boarding is alleviated, the effect of pressure stabilization on the damage
patterns is negligible.
4.7 Conclusions
For the unnotched Charpy test, the energy absorbed by the specimen, the bend angle
of the specimen, and the damage patterns using Kayenta’s various failure options that
include aleatory uncertainty and scale effects were compared against the experiments.
Initially, the simulations were run at 10 times the experimental striker speeds to make the
simulations complete faster, and also to investigate the rate effects on the specimen damage
patterns. The average bend angle was 7.7% higher than the experimental observation,
and the average amount of energy absorbed was 24% higher. Not surprisingly, when
the simulations were run at the same speeds as the experiments, the results gave much
better agreement with the data: the average bend angle was 0.4% higher than observed
in the experiment, and the average amount of energy absorbed was 1.2% lower. However,
mesh refinement is required to see if the results converge. The fracture patterns did not
converge using only statistical variability in strength, but results improved when using both
statistical variability in strength and scale effects to give damage patterns concentrated at
the bottom-center of the specimen. For the amount of energy absorbed by the specimen,
statistical variability in strength and scale effects using strain-to-failure softening option
did not eliminate convergence issues during the softening phase. Therefore, it is prudent to
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investigate if scale-dependent time-to-failure softening option with statistical variability in
strength and scale effects could mitigate the convergence issue during softening.
For the Taylor-anvil impact test, the damage patterns using aleatory uncertainty ap-
plied to rate-dependence parameters were compared against the experiments. Since rate
dependence was never used simultaneously with softening in Kayenta before, a systematic
verification study was presented. Mesh sensitivity using a deterministic model was demon-
strated. Aleatory uncertainty was applied to the rate-dependence parameters T1 and T2.
Though improved results were demonstrated, the results still do not adequately capture
the experimental observations. At the specimen speed of 321 m/s, the simulations with
statistics put on T1 with EOS were predicting results closer to the experiments. In these
simulations, though the damage was propagating at 45◦, that did not induce fragments in
the specimen as observed in the experiment. At higher speeds of 393 m/s, fragmentation
was observed, but the fragments were not as large in size as evident in the experimental
data.
In the numerical study presented for Taylor-anvil impact test, strength was taken to be
pressure independent based on the available experimental data (up to confining pressures
of 0.3 GPa). However, the actual impact pressures reached in the numerical simulations fall
well outside the experimental range. Therefore, it is recommended to run the simulations
with pressure-dependent strength to explore the sensitivity of damage patterns to this
feature.
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Figure 4.1: Experimental observations of damage patterns provided by INL. Used with
permission from INL (INL/MIS-14-31639)
Figure 4.2: Experimental observations provided by INL. Lengths are in inches, energy is in
ft-lbs, and the bend angle is in degrees. Used with permission from INL (INL/MIS-14-31639)
86
Figure 4.3: Convergence study using 2D plane-strain simulations. Mesh resolution
increases from left to right. Color plot of damage. Red indicates damaged and blue indicates
intact material
Figure 4.4: 3D simulations using different softening options. Color plot of damage. Red
indicates damaged and blue indicates intact material
Figure 4.5: Variability in the strength of the specimen
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Figure 4.6: The same simulations as in Fig. 4.3 except run using Kayenta’s option for
statistical variability and scale effects in strength. Mesh resolution increases from left to
right
Figure 4.7: Plots of damage (red is damaged, and blue is intact material) using constant
strain-to-failure softening model in Kayenta. Strain at failure is 0.3. Moving from top to
bottom corresponds to tripling the fracture speed (FSPEED parameter in Kayenta controls
the rate of loss in strength in the material after softening starts to occur), and moving from
left to right corresponds to tripling the Weibull modulus
Figure 4.8: Plots of damage (red is damaged, and blue is intact material) using constant
strain-to-failure softening model in Kayenta. Strain at failure is 0.4. Moving from top to
bottom corresponds to tripling the fracture speed (FSPEED parameter in Kayenta controls
the rate of loss in strength in the material after softening starts to occur), and moving from
left to right corresponds to tripling the Weibull modulus
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Figure 4.9: Plots of damage (red is damaged material, and blue is intact material) using
Johnson-Cook softening model in Kayenta. Moving from left to right corresponds to tripling
the Weibull modulus
Figure 4.10: Plots of damage (red is damaged material, and blue is intact material) using
constant strain-to-failure softening with an artificially increased striker speed of 51.47 m/s.
Moving from left to right corresponds to tripling the Weibull modulus (i.e., making the
material more deterministic in its response), and moving from top to bottom corresponds
to increasing failure strain from 0.3 to 0.4
Figure 4.11: Plots of damage (red is damaged material, and blue is intact material) using
constant strain-to-failure softening model with striker speed of 5.147 m/s. Moving from
left to right corresponds to tripling the Weibull modulus, and moving from top to bottom
corresponds to increasing failure strain from 0.3 to 0.4
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Figure 4.12: Time history of the K.E. of the striker for three meshes using statistical
variability in strength with no scale effects
Figure 4.13: Time history of the K.E. of the striker for three meshes using statistical
variability in strength and scale effects
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Figure 4.14: Color plots of damage. Blue is intact material and red is completely damaged
material. Mesh resolution increases from top to bottom. The left column corresponds to
the simulations using statistical variability in strength without scale effects and the right
column corresponds to the simulations using both statistical variability in strength and
scale effects
Figure 4.15: Experimental observations of damage patterns at specimen speed of 321 m/s.
Used with permission from INL (INL/MIS-14-31639)
Figure 4.16: Experimental observations of damage patterns at specimen speed of 393 m/s.
Used with permission from INL (INL/MIS-14-31639)
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Figure 4.17: Normalized time history of the COHER at low strain rates (softening only)
Figure 4.18: Normalized stress difference vs. normalized strain at low strain rates
(softening only)
92
Figure 4.19: Normalized time history of the COHER at high strain rates (softening only)
Figure 4.20: Normalized stress difference vs. normalized strain at high strain rates
(softening only)
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Figure 4.21: Normalized time history of the COHER at low strain rates (rate dependence
only)
Figure 4.22: Normalized stress difference vs. normalized strain at low strain rates (rate
dependence only)
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Figure 4.23: Normalized time history of the COHER at high strain rates (rate dependence
only)
Figure 4.24: Normalized stress difference vs. normalized strain at high strain rates (rate
dependence only)
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Figure 4.25: Normalized time history of the COHER at low strain rates (both rate
dependence and strain-to-failure softening)
Figure 4.26: Normalized stress difference vs. normalized strain at low strain rates (both
rate dependence and strain-to-failure softening)
96
Figure 4.27: Normalized time history of the COHER at high strain rates (both rate
dependence and strain-to-failure softening)
Figure 4.28: Normalized stress difference vs. normalized strain at high strain rates (both
rate dependence and strain-to-failure softening)
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Figure 4.29: Normalized time history of the COHER at high strain rates (rate dependence,
hardening and softening)
Figure 4.30: Normalized stress difference vs. normalized strain at high strain rates (rate
dependence, hardening and softening)
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Figure 4.31: Trend tests on Taylor-anvil impact simulations using deterministic material
properties (i.e., no statistical variability or scale effects). Blue is intact material and red is
damaged material
Figure 4.32: τ as a function of strain rate
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Figure 4.33: Plot of damage using Johnson-Cook failure model without thermal effects.
Parameter set published by Ref [36]
Figure 4.34: Plot of damage using Johnson-Cook failure model without thermal effects.
Parameter set published by Ref (c.f., [55])
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Figure 4.35: Plot of damage using Johnson-Cook failure model with thermal effects.
Parameter set published by Ref [36]
Figure 4.36: Plot of damage using Johnson-Cook failure model with thermal effects.
Parameter set published by Ref [55]
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Figure 4.37: Severe mesh dependency for damage using a deterministic scale-insensitive
model. Mesh resolution increases from left to right. Red is damaged and blue is intact
material. Each column indicates the front view, the bottom view, and the top view of the
damaged specimen, respectively
Figure 4.38: Least squares fit of Ti6Al4V experimental data [36] to Eq. (4.3)
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Figure 4.39: Sensitivity of rate-dependence parameter T1 on damage without EOS. The
top row corresponds to the front view of the specimen and the bottom row corresponds to
the top view of the specimen. Specimen speed is 393 m/s and Weibull modulus (m) is 1.
Red is damaged material, and blue is intact material
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Figure 4.40: Sensitivity of rate-dependence parameter T1 on damage with EOS. The top
row corresponds to the front view of the specimen and the bottom row corresponds to the
top view of the specimen. Specimen speed is 393 m/s and Weibull modulus (m) is 1. Red
is damaged material, and blue is intact material
Figure 4.41: Sensitivity of rate-dependence parameter T1 on damage without EOS.
Specimen speed is 321 m/s and Weibull modulus (m) is 1. Red is damaged material,
and blue is intact material
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Figure 4.42: Sensitivity of rate-dependence parameter T1 on damage with EOS. Specimen
speed is 321 m/s and Weibull modulus (m) is 1. Red is damaged material, and blue is
intact material
Figure 4.43: Color plot of damage with statistics put on T2. Blue is intact material and
red is completely damaged material. The specimen impact speed was 393 m/s. The Weibull
modulus (m) increases from left to right i.e., variability decreases from left to right
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Figure 4.44: Color plot of damage with statistics put on T2. Blue is intact material
and red is completely damaged material. Weibull modulus (m) increases from left to right
i.e., variability decreases from left to right
Figure 4.45: Color plot of damage and equivalent plastic strain with statistics put on T2.
Weibull modulus (m) is 12
Figure 4.46: Same simulation as Fig. 4.45 except run with particles conforming with the
boundary
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Figure 4.47: Results without particle deletion. A) Simulation with the Mie-Gru¨neisen
EOS. Each row represents the front view, the top view, and the bottom view of the damaged
specimen, respectively. Damaged material is shown in gray. B) corresponds to the same
simulation as row A, except run without an EOS, and the Weibull modulus (m) is 20 to
encourage discrete fragmentation. Impact speed is 393 m/s.
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Figure 4.48: Effect of particle deletion technique on the damage patterns. A) Simulation
without the Mie-Gru¨neisen EOS. Each row represents the front view, the top view, and
the bottom view of the damaged specimen, respectively, which used constitutive softening
without particle deletion. B) Same simulation as row A except run with particle deletion
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Figure 4.49: Effect of variability on melt temperature and Johnson-Cook failure parameter
D5 on the damage patterns. A) Simulations with variability put on just rate-dependence
parameters. B) Same simulation as row A, except variability was also put on the melt
temperature and the Johnson-Cook failure parameter D5
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Figure 4.50: Effect of pressure stabilization on the damage patterns. A) Simulation
without pressure stabilization technique. Color plot of σ22 where the checker-boarding is
the symptom of locking. B) Same simulation as row A, except run with pressure stabilization
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Table 4.1: Mesh configurations and the amount of energy absorbed using statistical
variability in strength with no scale effects.
Mesh Cell spacing

















Table 4.2: Input data used for single-element verification tests.





A1 = 570 MPa T1 = 1× 10−6s, T2 = 0 D1 = -0.81,
D2 = 1.18, D3
= -0.15, D4 =
-0.012, D5 =
2.10
HC = 1 GPa, RN =
-0.25 GPa
Table 4.3: Input data used for Taylor-impact tests.




= 44 GPa, K = 91.7
GPa
T1 = 16× 10−4 s, T2 = 0.84 HC = 1 GPa, RN =
-0.25 GPa
Table 4.4: Johnson-Cook failure model parameter sets.
Johnson-Cook Failure model D1 D2 D3 D4 D5
Hammer (Parameter set 1) -0.81 1.18 -0.15 -0.012 2.10
Johnson (Parameter set 2) -0.09 0.25 -0.5 -0.014 3.87
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CHAPTER 5
DATA RELOCALIZATION TO ACCELERATE




Nonlocal theories are often regarded as necessary to achieve mesh-insensitive predictions
of ceramic damage, while purely numerical sources of abnormally slow convergence have
been largely ignored. An alternative stress field regularization technique compensates
for under-resolution of the stress field by preserving the probability of failure initiation
regardless of whether the domain is discretized into few or many elements. This method,
called data relocalization, effectively replaces the uniform stress state assigned to a low-order
finite element with the m-norm of the actual (spatially varying) stress field, where m is the
Weibull modulus. As an example, a ceramic Brazilian indirect tension test (for which the
prefailure stress field is known) is shown to exhibit intolerably slow convergence when run
with only scale-dependent and statistically variable strength. Nearly convergent solutions
are then achieved even on a very coarse mesh using data relocalization, thus proving a
purely numerical (nonphysical) source of mesh sensitivity.
5.2 Introduction
Achieving mesh independent results in damage simulations has been a persistent un-
solved challenge to model developers. Lab data show a compelling size effect for strength, in
which large specimens are weaker on average [29, 47]. When analyzing lab data for strength,
the experimentalists need to report the specimen size that goes with that strength, which
K. Kamojjala and R. Brannon. Data relocalization to mitigate slow convergence caused by under-
resolved stress fields in computational damage mechanics J. Eur. Ceram. Soc., 2014. Reprinted with
permission from Elsevier.
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is a nontrivial requirement if the stress field is not constant over the specimen. Ref [40]
proposed an “effective volume” [22] approach given as a stress-weighted m-norm average of









where σ is a stress invariant (e.g., maximum principal stress), and σpeak is the maximum
value of σ in the domain V . This approach, called data delocalization [11, 10], appropriately
gives high stress regions higher weight.
Conventional plasticity theories fail to capture this size effect because there is no length
scale associated with the constitutive model. An alternative route to capture these size
effects is to use gradient plasticity theory [64] or nonlocal theory [25, 27], but their formula-
tions currently are based on overly simplistic constitutive models. Previous work [17] using
statistical variability of strength and scale effects has considerably reduced mesh sensitivity
in dynamic sphere indentation problems. The same features provided much more realistic
qualitative statistical variability of strength and scale effects [54], but failed to exhibit
similar benefits with respect to convergence. Achieving convergence on failure initiation is
a necessary pre-requisite to predicting mesh-insensitive failure progression.
This chapter addresses a numerical technique (which from here on is termed as “data re-
localization”) to achieve the first requirement i.e., convergence on failure initiation. Sec. 5.3
reviews the theory that an m-norm of the actual (spatially varying) stress field needs to be
applied to the element to preserve probability of failure initiation of a finite subdomain of
the body regardless of whether the domain is discretized into few or many elements. A 1D
exploratory problem is designed to test this technique. Sec. 5.4 solves a 1D problem using
the method of manufactured solutions in a finite-element code. With conventional methods,
significant mesh dependency is demonstrated for the onset of failure using low-order shape
functions, with only slight improvement using higher-order shape functions. Data relocal-
ization, on the other hand, provides a substantial improvement of convergence. Sec. 5.5
illustrates this technique on a more complicated Brazilian test problem.
5.3 Data relocalization
Based on classical Weibull theory [95] for a uniform stress field σ within a specimen of
volume V (considered as a single-element mesh), the probability that the sample is safe
from failure initiation is
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where σ¯ is the median strength associated with a reference volume V¯ , and m is the
Weibull modulus. For piecewise constant stresses, σ1 and σ2, applied to volumes V1 and V2
(considered as a 2-element mesh) covering the same total volume V , the whole volume is
taken to be safe if each individual volume is safe. This assertion implicitly neglects spatial
correlation of strength, which is appropriate if the volumes V1 and V2 are large in comparison
to imperfections such as microcracks that give rise to failure. Accordingly, the probability
that the whole volume V is safe is

















The goal is to preserve probability of failure initiation. Setting Eqs. (5.2) and (5.3) equal




























This is the effective uniform stress that would need to be applied to a specimen of volume
V to produce the same probability of failure as the actual nonuniform stress field on V .
This is an important observation because low-order shape functions effectively treat stress
as constant over each element. If the actual nonuniform stress field is known, we will
demonstrate that Eq. (5.6) gives an artificially intensified uniform stress that preserves the
failure probability. Rather than changing the stress itself (which would inappropriately
change elastic strain), we use Eq. (5.6) to artificially reduce the element strength based on
our assumed knowledge of the exact nonuniform stress field over the element domain. We
call this approach data relocalization because it accounts for the stress concentrations that
cannot be resolved on the grid, essentially reversing the data delocalization in Eq. (5.1).
Of course, an exact prefailure stress field is not known in practice, so this work is merely
serving as a demonstration that under-resolved stress fields caused by low-order shape
functions clearly contribute to mesh sensitivity of failure.
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To explore the consequences of a piecewise-constant stress representation, a problem was
designed having a large stress gradient. The new method to compensate for under-resolved
stress fields was tested using an exploratory problem under the assumption that we know
the actual prefailure stress field over a specimen a priori. The following sequence of steps
explain the method to draw Weibull plots from strength testing data (whether acquired
though actual or virtual experiments).
1. Obtain a table of measured stresses at failure initiation: {σ1, σ2, σ3, ....σn}.
2. Sort the failure stresses: σ1 < σ2 < σ3.... < σn.
3. Set σ¯ to be the median of the data.






5. For the kth point in a set of measured data points, set P safek = 1 −
k− 1
2
n . This is a
conventional complementary cumulative distribution estimator [38], which we have
found gives the best accuracy for small data sets.
6. Create a table of ordinate values defined by yk = log log
1
P safek
− log log 2
7. Plot yk vs. xk, which is the Weibull plot.
8. Optional: set V¯ equal to the effective specimen volume defined in Eq. (5.1). In practice
this usually requires analytical or numerical simulation to obtain the prefailure stress
field.
For the exploratory problem, we imagine generating virtual strength data by running the
finite element code a total of n times, each time noting the value of stress that resulted in
failure. By setting σ¯ and V¯ equal to 1, we are defining the failure stress on the abscissa
to be multiples of σ¯. The left plot in Fig. 5.1 shows five different nonlinear stress fields
(green lines), and their corresponding ordinary (1-norm) average approximations (blue lines)
for a two-element mesh. The plot on the right is the corresponding Weibull plot, where
green lines are the analytical failure probability curves, and blue lines are the corresponding
numerical failure probability curves found by assigning a standard Weibull scale-dependent
distributed strength to each element. The numerically computed failure probability curves
do not overlap with the analytical curves for this coarse mesh resolution. Figure 5.2 shows
the same analysis, except that the m-norm approximation of the actual stress field was
used to compute the numerical failure probability curves. Even though this is an extremely
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coarse mesh, the m-norm allows the simulated failure probability curves to nearly overlap
the analytical failure probability curves, as desired.
Figure 5.3 shows that an ordinary average requires an intractably high level of mesh
refinement in order to cause the numerical failure probability curves to converge to the
analytical failure probability curves. Our new m-norm relocalization method provides
convergence on significantly coarser meshes. The next section describes a similar verification
problem solved using a finite-element code.
5.4 Method of manufactured solutions
The method of manufactured solutions (MMS) is a rigorous verification technique used in
many engineering fields [75, 72, 18, 12]. “MMS is the process of deriving the analytical body
forces, tractions, and the initial conditions required to achieve a predetermined deformation
field. These analytical solutions for the forcing functions are supplied as inputs to the codes,
and error is then quantified by comparing the predicted and predetermined displacement
and stress fields” [46]. Continuum momentum balance in 3D is
div(σ) + ρb = ρa , or, in indicial notation,
∂σij
∂xj
+ ρbi = ρai, (5.7)
where σ is the Cauchy stress tensor, ρ is the spatial mass density, b is the body force per
unit mass, a is the material acceleration (equal to the material rate of velocity), and divσ
is the spatial divergence of the stress.
After data relocalization was seen to be effective in the exploratory problem of Sec. 5.3, a
simple 1D problem was designed using MMS to run in a finite-element code. Given that we
are ultimately interested in understanding the mesh dependency of the Brazilian problem,
the stress field in this 1D test was chosen to be the x-component of the stress across the
diameter of the Brazilian problem:








where SI units are used; P is the applied load which is a function of time given by P =
4× 1012 t and the length of the domain was chosen to be 0.5.
Reducing Eq. (5.7) to 1D gives
∂σ (x, t)
∂x
+ ρb(x, t) = ρa(x, t) (5.9)
To get the body force b(x, t) in Eq. (5.9), we need the acceleration. Using the stress
field from Eq. (5.8), its corresponding displacement field can be obtained by the following
set of equations
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Given a predetermined and time-varying displacement field, the initial velocity and








Substituting Eqs. (5.11) and (5.8) in Eq. (5.9), the body force is evaluated as
b(x, t) = − tx
(−1.59155× 1011 + 2.54648× 1012x2)
(0.0625 + x2)3 ρ
(5.12)
Simulations were run in the open-source Uintah computational framework [34], providing
the initial conditions and the body force as inputs to the code. Kayenta [15] was used as the
constitutive model. Kayenta is a stress-based plasticity model applicable to a broad class
of materials including rocks, rock-like engineering materials, and metals. Verification was
performed by running the 1D simulations for various mesh resolutions under linear elasticity.
Young’s modulus, density, and Poisson’s ratio were chosen to be 453 GPa, 3227 kg
m3
, and 0.0,
respectively. Simulations were run for five different mesh resolutions. Figure 5.4 compares
the analytical solution and the numerical solution at the end of the simulation for the






∥∥∥∥σexact(x, t)σref − σapp(x, t)σref
∥∥∥∥2 (5.13)
where σexact(x, t) and σapp(x, t) are, respectively, the analytical and numerical stress values
at location x, Np is total number of particles in the domain, and σref is a reference stress
(introduced to avoid overflow from large stress values) taken as σref = max|σexact(x, t)|.
The L2 error was calculated at the end of the simulation, t=0.001s. Figure 5.5 shows the
convergence plot, where the error decreases with the increase in mesh resolution with the
rate of convergence 1.1.
After verifying the elasticity solution, simulations were run using statistical variability in
strength and scale effects using low-order shape functions. For each of four mesh resolutions,
25 different seeds (each providing different spatial realizations of strength, as shown in
Fig. 5.6) were used to generate the data points on the Weibull plot. To focus exclusively
on the mesh dependence for the onset of failure, these simulations were terminated at the
instant that the first element became damaged inside the domain. The results from Fig. 5.7
demonstrate that a standard approach (i.e., using a low-order shape function without m-
norm relocalization) exhibits noticeable mesh dependence. The abscissa is normalized by
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the median value of the most refined mesh resolution (black line). As seen by the black and
blue (left-most) lines being closer to each other than any other pair of lines in Fig. 5.7),
the solution does eventually converge. However, the degree of mesh refinement needed to
achieve convergence would make this scale-dependent statistical damage theory impractical
in large-scale engineering problems. A faster-converging method is needed.
As we are attributing the slow convergence to the inability of low-order shape functions
to capture stress concentrations, it is natural to first investigate the benefit of using higher-
order shape functions. Hence, the same simulations (using the same 25 seeds) were rerun
using 3rd-order BSplines [23]. Running them with the same seeds is important because we
need to generate the same random realizations of strengths to have a fair comparison when
using different techniques. The results in Fig. 5.8 show only minor improvement for the
coarse mesh resolution compared to Fig. 5.7, but still not enough to warrant the increased
computational cost of high-order shape functions.
To demonstrate that under-resolution of the stress field is indeed a major contributor
to slow mesh convergence of the onset of failure, knowledge of the exact stress field prior
to failure was exploited with data relocalization using low-order shape functions. At each















Here, σx-exact is value of the exact stress in Eq. (5.8), V is the volume of the element,
σx-app is the numerical prediction of the stress from the constitutive model, and m is the
Weibull modulus. At each time step, the peak strength of each particle was reduced by
the above α factor, effectively compensating for under-resolved stress concentrations with
regard to material failure while allowing all other aspects of the model (such as elastic
strain) to remain unchanged. Figure 5.9 demonstrates mesh independence for the onset of
failure even at the coarsest resolution. This case study exploits a knowledge of the exact
prefailure stress field to demonstrate that slow convergence of probabilistic failure theories
can be at least partially attributed to a purely numerical problem of under-resolution of the
stress field. Eliminating this source of error when an exact stress field is unknown would
naturally require a nonlocal examination of the stress field, but such considerations are here
attributed purely to numerical shortcomings and not to any physical need for nonlocality.
All the failure probability curves nearly overlap with each other which is a much improved
Here and in all subsequent plots, stress is normalized by the median (sigbar) of the most refined mesh.
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result compared to Figs. 5.7–5.8. The next section explores the effect of data relocalization
on a more complicated Brazilian test problem.
5.5 Brazilian test
Stress analysis for an isotropic linear-elastic disc under diametrical compression has been




































where β21 = (R − y)2 + x2, β22 = (R + y)2 + x2, P is the applied load, D, R, and t are,
respectively, the diameter, the radius, and the thickness of the disc.
Figure 5.10 shows the problem set up for the Brazilian test, where each material particle
is assigned different strengths. A 2D plane-strain version of this problem was run in Uintah
using Kayenta [15] as the constitutive model and with force applied through a rigid platen
with prescribed displacement control. A linear Drucker-Prager was used as the strength
model and the strength was perturbed by assigning a variability on PEAKI1 (which is
the hydrostatic tensile limit of the intact material). The Brazilian simulations were run for
three different mesh resolutions with statistical variability in strength and scale effects using
low-order shape functions for the onset of failure (i.e., simulations were stopped once any
element inside the specimen was damaged). Weibull plots were generated for three different
mesh resolutions. For each mesh, 25 simulations (using 25 different random seeds) were run
to generate Monte-Carlo virtual test data that were then analyzed in the same manner as
real test data to construct the Weibull plot for statistically variable strength.
Figure 5.11 shows the Weibull plot for the failure probability curves. As the mesh resolu-
tion is increased, the strength of the specimen is decreased with clear lack of convergence at
the finest resolution. The results show a similar trend as the 1D MMS problem mentioned
in Sec. 5.4. In particular, noting that the gap between the medium and fine mesh resolution
is less than that of the coarse and medium mesh resolution, the Brazilian results indicate
that perhaps convergence might be eventually achieved on an extraordinarily fine mesh (but
which is too fine to be practical for nontrivial engineering applications).
Using the exact solution from Eq. (5.15), the data-relocalization technique was imple-
mented to determine if the method could indeed increase the convergence rate so that good
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results might be obtained on practical mesh resolutions. The relocalization stress intensifier















where ‖σ‖exact is the norm of the exact stress tensor, V is the volume of the particle, ‖σ‖app
is the norm of the numerical prediction of stress from the constitutive model, and m is
the Weibull modulus. The same simulations were rerun with data relocalization (using the
same seeds), and the results in Fig. 5.12 show significantly faster convergence (the failure
probability curves nearly overlap with each other even at the coarsest mesh).
5.6 Conclusions
This chapter presented an alternative numerical stress-field regularization technique to
improve rate of convergence for failure initiation statistics. By applying an m-norm strength
reduction factor that effectively reverses data delocalization methods commonly used to to
analyze experimental data, our new “data relocalization” scheme eliminated mesh sensitivity
(slow convergence) for the onset of failure in 1D statistically variable and scale-dependent
strength simulations. Similar benefits of data relocalization were demonstrated in a more
complicated Brazilian test problem. These exercises exploited knowledge of the prefailure
stress field in order to demonstrate clearly that under-resolution of the stress field is a
significant contributor to mesh sensitivity even when high-order shape functions are used.
Applying data relocalization to realistic problems for which the prefailure stress field is
unknown will require a nonlocal examination of neighboring stress states in order to estimate
stress concentrations, but a key difference of such work is that the nonlocal considerations
would then be mitigating a numerical shortcoming, rather than imposing any underlying
physical requirement of nonlocality.
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Figure 5.1: The two-element exploratory problem. Left: Green dashed lines are the known
stress fields over the element. Solid blue lines are the corresponding ordinary (1-norm)
average approximation over the element (i.e., thick blue line corresponds to thick green
line). Right: Green lines are the analytical Weibull lines. Blue lines are the corresponding
numerical failure probability curves
Figure 5.2: The same analysis as in Fig. 5.1 except the ordinary average is replaced with
the “relocalized” m-norm average
Figure 5.3: Mesh resolution increases from left to right. With mesh refinement, the
numerical failure probability curves approach the analytical failure probability curves
121
Figure 5.4: The analytical solution and the simulation at the highest
mesh resolution
Figure 5.5: Convergence plot for the elasticity solution
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Figure 5.6: Weibull strength realizations at locations on the 1D bar using different seeds.
Blue is 2.5× 108 Pa and red is 8× 108 Pa
Figure 5.7: Slow convergence for the onset of failure when using low-order shape functions
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Figure 5.8: Weibull plot using higher-order shape functions also exhibiting slow conver-
gence for the onset of failure
Figure 5.9: Weibull plot using data relocalization demonstrating mesh independence for
the onset of failure
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Figure 5.10: Problem set up for the Brazilian test. Colors depict homogeneous statistical
variability in strength
Figure 5.11: Weibull plot using low-order shape functions. As the mesh resolution is
increased the strength of the specimen is decreased with a clear lack of convergence
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Figure 5.12: Weibull plot using data relocalization, demonstrating a markedly improved
convergence rate compared to Fig. 5.11
CHAPTER 6
CONCLUSIONS
6.1 Novel contributions to the current state
of knowledge
This dissertation has advanced the current state of knowledge of verification and vali-
dation in solid-mechanics. Each subsection below describes one of these areas.
6.1.1 Code verification tests for nonlinear elastic constitutive
models under large deformations
As described in Chapter 2, code verification in solid mechanics lags behind other sci-
entific communities. To address this gap, several increasingly complicated verification
tests were presented for nonlinear elastic constitutive models. Previous researchers had
designed manufactured solutions for solid-mechanics codes, but the solutions were designed
for simpler cases i.e., small-strain settings, no material rotations, etc. Two nonhomogeneous
large-deformation verification problems with varying levels of superimposed rotations were
designed using the well-established verification technique called the “method of manufac-
tured solutions (MMS).” These tests might serve as standards suitable to quantify accuracy,
robustness, and convergence of momentum solvers used in solid-mechanics codes. Though
these verification tests were illustrated using the material point method (MPM), they are
suitable to test the finite-element method (FEM) as well.
6.1.2 Code verification tests for plastic constitutive models
under large deformations
Applications in aerospace, defense, automotive, safety, etc., often entail large deforma-
tions with plasticity and damage. Therefore, verification of such complicated constitutive
models is crucial before using them in the validation process. This is addressed in Chapter 3.
MMS deformation fields are designed for both homogeneous and nonhomogeneous large
deformations using von-Mises plasticity with load reversals. These tests can be used to
verify the implementation of a von-Mises plasticity model or any model that includes
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von-Mises plasticity as a special case [43, 15]. Also, by running them for loading only,
these problems can be used to verify a simpler case of constant strain-to-failure damage
option (c.f., [44, 96]). To our knowledge, these manufactured solutions are the first of their
kind designed for plasticity with load reversals.
6.1.3 Modeling damage and fragmentation using aleatory
uncertainty
Chapter 4 describes a detailed validation study performed on unnotched Charpy and
Taylor-anvil impact simulations using a single material model (Kayenta). For the unnotched
Charpy test, statistical variability was applied to quasistatic strength, and good agreement
was observed between the experimental and numerical results. The inclusion of scale effects
improved the fracture patterns in the simulations. Since Taylor-anvil impact involves high
rates, a verification suite was designed to test the implementation of rate dependence used
simultaneously with softening (this combined capability required modifications to Kayenta).
Statistically perturbing the quasistatic strength did not alleviate nonconvergence in Taylor-
anvil impact simulations. Therefore, this study instead put the statistical variability on
the rate dependence parameters T1 and T2 so that low rates would show ductile response
while high rates would (in principle) exhibit more brittle behavior. Improved results using
statistics on rate-dependence parameters were achieved, although the results still fall short
of adequately reproducing experimental observations of discrete fragmentation. A critical
assessment of validation studies on similar Taylor-anvil tests in the literature is provided.
6.1.4 Data relocalization
Chapter 5 presents a novel numerical alternative stress field regularization technique
called “data relocalization” to preserve the probability of failure initiation of a finite sub-
domain of the body regardless of whether it is discretized into few or many elements. This
technique effectively makes use of the known analytical prefailure stress and assigns the
m-norm of the actual stress field over the element to a low-order finite element. Though
convergence on failure initiation statistics was demonstrated for a fine mesh using variability
in strength and scale effects on a 1D MMS problem and a more complicated Brazilian test,
the rate of convergence was very slow. Data relocalization significantly accelerated the
rate of convergence for both problems with low-order elements when the prefailure stress
field is known. This work demonstrated (for the first time) a purely numerical source of
nonconvergence associated with scale effects.
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6.2 Suggestions for future work
This dissertation describes new developments in the area of verification and validation
for solid mechanics, and several suggestions are proposed for further research. In the area
of verification, the manufactured solutions provided in Chapters 2 and 3 are for nonlinear
elastic and perfectly plastic constitutive models. The loading leg of these plasticity MMS
problems can also be used to verify constant strain-to-failure damage models. These
solutions are directly applicable only to rate-independent constitutive models that do not
include hardening. However, starting with the simpler case of homogeneous deformation,
these MMS problems can be extended to von-Mises plasticity with hardening laws. For
applications that include high strain rates and damage (e.g., impact, penetration, etc.), the
constitutive models have to be rate dependent. In principle, these MMS problems may also
be extended to such rate-dependent constitutive models including damage.
Three-dimensional Charpy impact simulations are computationally very expensive. In
the long term, it would be prudent to use dimensional analysis (e.g., Buckingham-Pi
theorem) to identify dimensionless groups applicable to Charpy impact problems. This
might, for example, ultimately allow running simulations at an increased impact speed that
also have other input data scaled appropriately so that the fast-impact simulation is a pre-
dictive surrogate for the actual problem of interest. When using strain-to-failure softening
with statistical variability in strength and scale effects, nonconvergence was observed in
the energy absorbed by the specimen during the softening phase. This convergence study
can be re-analyzed using a scaled time-to-failure softening option with statistical variability
in strength and scale effects in Kayenta, which has previously reduced mesh dependency
during softening in a particular dynamic sphere indentation problem.
For the Taylor-anvil impact simulations in Chapter 4, based on the available experimen-
tal data, the yield strength was chosen to be pressure independent. The confining pressures
used in these experiments were in the range of 0 - 300 MPa. However, the impact pressures
in the numerical simulations of Taylor-anvil impact are of the order of 8 GPa, which are well
outside the available experimental data. Therefore, these simulations may be rerun using
pressure-dependent strength to investigate the sensitivity of the results to this feature.
In the open literature, numerical predictions of fragmentation in Taylor-anvil impact
simulations use modified conventional plasticity models and statistics on failure models.
First using these models to reproduce the published results, and then applying them to
the Taylor-anvil impact simulations of Ti6Al4V may provide insight into the importance of
features not in Kayenta that are needed to predict fragmentation.
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The data relocalization concept explained in Chapter 5 assumes that the analytical
solution for prefailure stress is known. For the 1D MMS problem, 3rd-order BSplines showed
only minor improvement on the convergence rate compared to low-order shape functions.
That analysis, however, did not evaluate the m-norm of the higher-order description of the
stress field. The same problem can be re-analyzed by taking the m-norm of the higher-order
description of the stress field and then calculating the convergence rate. If this improves the
convergence rate, then this technique can be used for problems where analytical solutions
for the prefailure stress are not known.
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