A simple approach to testing the significance of the branching order, estimated from protein or DNA sequence data, of three taxa is proposed. The branching order is inferred by the transformed-distance method, under the assumption that one or two outgroups are available, and the branch lengths are estimated by the least-squares method. The inferred branching order is considered significant if the estimated inter-nodal distance is significantly greater than zero. To test this, a formula for the variance of the inter-nodal distance has been developed. The statistical test proposed has been checked by computer simulation. The same test also applies to the case of four taxa with no outgroup, if one considers an unrooted tree. Formulas for the variances of internodal distances have also been developed for the case of five taxa. Conditions are given under which it is more efficient to add the sequence of a fifth taxon than to do 25% more nucleotide sequencing in each of the original four. A method is presented for combining analyses of disparate data to get a single P value. Finally, the test, applied to the human-chimpanzee-gorilla problem, shows that the issue is not yet resolved.
Introduction
Although phylogenetic reconstruction has long been recognized as a problem in statistical inference (Edwards and Cavalli-Sforza 1964) ) few authors have considered how to evaluate the confidence level for estimated phylogenies (Cavender 1978; Felsenstein 1981 Felsenstein , 1985a Mueller and Ayala 1982; Templeton 1983; Nei et al. 1985; Lake 1987; P. Pamilo, personal communication) .
This problem has become important because the rapid accumulation of molecular data has generated much interest in phylogenetic studies. How to test the significance of an inferred phylogeny is a difficult problem. A simpler problem is to test the significance of estimated internodal distances. As will be explained later, in the case of four taxa significance of the internodal distance can be taken as significance of the inferred phylogeny. When the number of taxa under study is more than four, the two problems are no longer equivalent and the requirement of all internodal distances being significantly greater than zero seems to be too stringent a test for the significance of the inferred branching order.
A simple way to test the significance of internodal distances is to study their variances. Mueller and Ayala ( 1982) proposed to compute these variances by the jackknife method, while Nei et al. ( 1985) derived analytic formulas for the case of a UPGMA tree, i.e., a tree estimated by the unweighted pair-group method of analysis (Sneath and_Sokal 1973 ) . The UPGMA method assumes a constant rate of evolution, Statistical Test of Phylogenies 425 but there is now strong evidence that this assumption is often violated (Wu and Li 1985; Britten 1986; Li et al. 1987) . It is therefore desirable to consider an approach that does not make this assumption.
In this paper I propose a two-step approach. The first step is to infer the branching order. One can use the transformed-distance method (Farris 1977; Klotz et al. 1979; Li 198 1) ) the neighbor-joining method (Saitou and Nei 1987) ) the maximum parsimony method (Eck and Dayhoff 1966; Fitch 1977) , or any other method that does not assume rate constancy and that has been shown to be effective for obtaining the correct tree. The second step is to estimate the branch lengths by the least-squares method (Cavalli-Sforza and Edwards 1967; Chakraborty 1977) . The variances of internodal distances are then obtained from the equations derived from the least-squares method. In this study analytic formulas for these variances have been developed for the cases of four and five taxa. Computer simulation of the case of four taxa confirmed that the statistical test proposed can indeed be used to test the significance of an inferred phylogeny. The present theory was applied to the human-chimpanzee-gorilla trichotomy problem.
Variances of Internodal Branch Lengths
In the following I shall explain how to derive the variance of a branch length, assuming that the tree topology has already been inferred by one of the methods mentioned above. Since the focus of this paper is on the internodal branches, the variances of the other branches are presented in an appendix; these variances are useful for evaluating the reliability of estimates of branch lengths.
Four Taxa
Denote the four taxa under study by 1, 2, 3, and 4. Suppose that the inferred tree topology is as shown in figure la; the root of the tree can be determined if one of the four taxa is an outgroup. The branch lengths should satisfy the following equations:
where dti is the distance between taxa i and j. From these equations I obtain the following least-squares solution: 
The variance (V) of c can be obtained using formula (9) and following the method of Nei et al. (1985) and Wu and Li (1985) : 
where f = 19 /20, p is the proportion of different amino acids between the two sequences, and L is the number of residue sites compared. For a pair of extant sequences, these formulas are readily applicable. However, the sequences at nodes 5 and 6 do not exist, and thus variances such as V( d16) and V( ds6) cannot be estimated directly from actual data. However, they can be estimated as follows (Nei et al. 1985) : I use V( d16) as an example. From formula ( 13) I obtain
Since d16 = a + c, p = f[ 1 -e-(a+c)'f] ; a + c can be obtained from formulas ( 7) and (9). Putting p into formula ( 14)) one readily obtains V( d16).
Next, consider nucleotide sequence data. Under the assumption of random substitution among the four types of nucleotide, i.e., the one-parameter model, the mean and variance of the number of substitutions per nucleotide site between sequences i and j are also given by formulas ( 13) and ( 14), except that now f = 3 /4, p is the proportion of different nucleotides between the two sequences, and L is the number of nucleotide sites compared (Jukes and Cantor 1969; Kimura and Ohta 1972) . Under the two-parameter model (Kimura 1980) ) the formulas corresponding to formulas (13) and (14) 
where P and Q are, respectively, the proportions of transitional and transversional differences between sequences i and j, x = 1 /( l -2P-Q) , ( 14)) formula ( 17) involves two parameters, P and Q. The formulas corresponding to formula ( 15 ) are given by
(Wu and Li 1985).
Five Taxa
Suppose that the inferred lengths are then given by branching order is as If two of the five taxa, say taxa 4 to obtain only the variance of c.
and 5, are known to be outgroups, then one needs
If only one or no outgroup exists, then one needs also to obtain the variance of e.
Computer programs for a floppy disk to the author. the above formulas are available on request bY sending
Test of Significance of an Inferred Phylogeny
In the case of three taxa with one or two outgroups, the above results can be used to test the significance of an inferred phylogeny. Since in this case there is only one internal branch, i.e., branch c, testing the significance of the internal branch is equivalent to testing the significance of the inferred phylogeny. More explicitly, the null hypothesis is that the true phylogeny is a trichotomy, i.e., the three taxa diverged at the same time. This hypothesis is the same as the hypothesis of c = 0. Therefore, if the estimated c is significantly ~0, the null hypothesis of trichotomy is rejected and the inferred branching order can be taken as statistically significant. The same argument applies to the case of four taxa with no outgroup if one considers unrooted trees. This is easy to see from figure la: since branch c is the only internal branch, the inferred topology can be taken as significant if c is significantly >O.
When the number of taxa under study is more than four, the situation becomes complicated.
For example, in the case of five taxa there are two internal branches ( fig.  1 b) , and the probability for (only) one of them to become by chance significantly greater than zero at the level of c1 = 5% is 2a = 10%. Thus, in this case one cannot reject the null hypothesis that all the internal branches have zero length, i.e., that all the taxa diverged at the same time point and forrn a "star" phylogeny; of course, this null hypothesis can be rejected if a I 2.5%. On the other hand, the probability for both internal branches to be by chance significant at the level of a = 5% is approximately only a . 2 = 0 0025 (it is not strictly o2 because the two internal branch lengths are not estimated independently).
Hence, the requirement of all internal branches being significant seems to be too stringent a test for the significance of the inferred topology. Another difficulty is that one cannot draw a conclusion about the significance of an inferred tree topology as long as one or more of the internodal distances are nonsignificant; of course, the uncertainty can be restricted to a subset of taxa. In short, a more careful study is required for understanding the problem of testing the significance of an inferred phylogeny when more than four taxa are involved.
I now come back to the case of three taxa, where the task is to test the null hypothesis of trichotomy or c = 0. The above formulas for the mean and variance of c were derived under the assumption that the inferred branching order of the three taxa was (( 1, 2) 3); the notation ((i, j)k) means that lineage k branched off earlier than did lineages i and j. If, instead, the inferred branching pattern is ( ( 1, 3 ) 2)) then the subscripts 2 and 3 in the above formulas should be exchanged, and if the inferred branching pattern is (( 2, 3) 1 ), subscripts 1 and 3 should be exchanged. Under the null hypothesis of trichotomy, the three branching patterns ( ( 1, 2) 3 ) , ( ( 1, 3) 2)) and (( 2, 3) 1) occur with equal probability. However, for each set of data only one pattern can occur and only one c can be positive and is tested for significant deviation from 0, so that there is no multiple-test problem. Moreover, regardless of which pattern occurs, the probability that c will assume a particular (nonnegative) value is the same. If the distribution of c is the same as the distribution of 1x1 , where x is a standard normal random variate, then the standard statistical test based on the standard normal distribution can be applied. In particular, the estimated c is significant at the 5% level if the ratio of mean to SE is 2 1.96, and it is significant at the 1% level if the ratio is 22.60. Obviously, the case of four taxa with no outgroup can be treated in the same manner, if one considers unrooted trees.
To test the accuracy of the level of significance defined by the above criteria, I conducted a computer simulation for the case of three taxa with one outgroup. I assumed that the three taxa diverged at the same time, and I used the two-parameter model of nucleotide substitution. The simulation results are shown in table 1. In the table a, b, and d denote the expected lengths of the three lineages (i.e., expected numbers of substitutions per nucleotide site), while e denotes the expected length from the common ancestor of the three taxa to the outgroup. Let Y be the ratio of the estimated c value to the SE. The percentage of replicates with Y 2 1.96 is <5% when a, b, and d are ~0.20 (table 1) but tends to be somewhat >5% when a, b, and d are 20.20, suggesting that under the latter situation a slightly higher r value, say 22.2, is required for the 5% significance level. On the other hand, the percentage of replicates with r 2 2.60 is usually < 1%. Therefore, although the simulation results do not support the assumption of normality for the distribution of c, the standard normal test appears to be generally applicable. In the two cases where d is larger than a and b, so that the rate-constancy assumption is violated, the percentages of replicates with Y 2 1.96 or 2.60 are similar to those for the cases where the rate-constancy holds.
In the above simulation I have not considered branch lengths >0.45 because at this stage of divergence the distance between two sequences is close to 1, so that estimates of the number of substitutions per site will become unreliable (e.g., see Li et al. 1985) .
Numerical Examples
To better understand the theory developed above, consider some numerical examples. I assume that the rate of nucleotide substitution is constant over time and that the observed number of substitutions between each pair of sequences is equal to the expected value.
First, consider the case of three species with an outgroup (taxon 4) ( fig. 1 a) . In table 2, c1 denotes the proportion of transitional changes; a = 1 / 3 if substitutions occur randomly. The SE, which is the square root of V(c), is larger for a = 2/ 3 than for a = 1 / 3. Since transitional changes generally occur more often than transversional changes (Brown et al. 1982; Li et al. 1984) ) the two-parameter model is more realistic NOTE.
-In all cases, the true value of c is 0. L = number of nucleotide sites studied; a = proportion of transitional substitutions; r = 1.96 is significant at the 5% level and r = 2.60 is significant at the 1% level under the assumption of the standard normal distribution. In each case the number of replicates is 1,000 for L = 1,000, 250 for L = 4,000, and 125 for L = 8,000. a Computed under the assumption that L = 1,000.
b Number of nucleotide sites required for the ratio c/SE to be 32 (i.e., to be -5% significant).
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The ratio c/SE can be used to test whether c is significantly ~0. A ratio of 2 can be taken as significant at the 5% level. All the values in table 2 were obtained for L = 1,000. When c = 0.0 1, the ratio is 2 or larger if a! I */3. Thus, this case requires only a small amount of sequence data to resolve the branching order of the three species. When c = 0.005, then the ratio is considerably smaller than 2; for example, the ratio is 1.28 for a = 1 / 3. Formulas ( 14) and ( 17 ) imply that V( c) is inversely proportional to L. Therefore, for the ratio to increase from 1.28 to 2 the L value should increase from 1,000 to L' = 1,000 X (2/ 1 .28)2 = -2,500. The other L' values in table 2 were obtained in the same manner. If c = 0.00 1, then the number of nucleotide sites needed to be studied is rather large, >50,000. Saitou and Nei ( 1986) have earlier considered this problem from a different angle. They studied the probability of obtaining the correct topology as a function of the number of nucleotides studied under various tree-making methods.
Next, consider the amount of reduction in V(c) when a second outgroup (taxon 5) is added ( fig. 1 b) . Let us denote the V(c) value for the case of one outgroup by V, (c) and that for the case of two outgroups by V2( c). A comparison of these two values is shown in table 3. The reduction increases as V,(c) becomes larger. Since V(c) is inversely proportional to L, a reduction in V(c) can also be achieved by increasing L. Is it more advantageous to increase L or to add a second outgroup? The total number of nucleotides sequenced is 4 L for the case of one outgroup and 5 L for the case of two outgroups, the latter being 1.25 times the former. Therefore, if the same total number of nucleotides is to be sequenced, it is less advantageous to add a second outgroup than to increase L if Vi (c)l V2( c) < 1.25, whereas the reverse is true if the ratio is > 1.25. In table 3 the ratio is ~1.25 for the first six cases and is > 1.25 for the last six cases. Since the ratio tends to increase with V, (c), in general it is more advantageous to increase L if Vi (c) is relatively small but more advantageous to add a second outgroup if I', (c) is relatively large. In all the cases in table 3, the distances from sequences 4 and 5 to the other three are the same, i.e., g = f in figure lb, so that the fifth sequence is as good a reference as the fourth one. If the fifth is more distantly related to the other three than the fourth sequence is, then the reduction in V(c) is expected to be smaller than those shown in table 3. Further, the effect will also be reduced if sequences 4 and 5 are closely related to each other.
Discussion

Heterogeneous Data
Phylogenetic studies often use sequence data from different DNA regions. If all the regions studied have similar rates of nucleotide substitution, then all the data can be combined together into one single set. However, if substantial variation in rates exists, regions with different rates should be treated separately. The question then arises as to how to test the significance when the results from different data sets are combined. A simple test procedure is the inverse x2 method (Fisher 1932) . Suppose that there are k different data sets. Let Pi be the significance level (probability) estimated from the ith data set. If the null hypothesis is true (i.e., the three taxa represent a trichotomy), then -21n(Pi) has a x2 distribution with 2 degrees of freedom and ' Obtained under the assumption that the second outgroup (taxon 5 in fig. 1 b) is not available.
has a x2 distribution with 2k degrees of freedom. The probability corresponding to the computed P value can be easily obtained from a x2 table.
Branching Order of Human, Chimpanzee, and Gorilla et al. ( 1988) have recently applied Lake's ( 1987) method of phylogenetic reconstruction to study the human-chimp-gorilla trichotomy problem by using two sets of data: ( 1) nuclear DNA for a IO-kb region around the t-l-globin pseudogene locus (Miyamoto et al. 1987; Maeda et al. 1988 , and references therein) and (2) mitochondrial (mt) DNA for the 896-bp fragment characterized by Brown et al. ( 1982) . I applied the present theory to the same two sets of data. From the nucleotide differences tabulated in table 2 of Holmquist et al. ( 1988 ) , I obtained the proportions of transitional and transversional differences between each pair of the four species: human, chimpanzee, gorilla, and orangutan (table 4). Here the problem is to determine the neighbor pairs. In both sets of data the transformed-distance method pairs human and chimpanzee in one clade. Applying the present theory to the nuclear DNA data, I obtain a = 0.006 1, b = 0.0077, and c = 0.00032 with SE = 0.00022 if the one-parameter model of nucleotide substitution is used and a = 0.0060, b = 0.0077, and c = 0.00034 with SE = 0.00024 if the two-parameter model is used. Under both models the ratio c/SE is -1.42 and the probability for this to occur is 5 16%. For the mtDNA data, I obtain a = 0.04 12, b = 0.05 17, c/SE = 0.0086 /0.0046 = 1.87, and a probability of 16% for the one-parameter model and a = 0.0422, b = 0.0532, c/SE = 0.0086/0.0055 = 1.56, and a probability of 5 12% for the two-parameter model (a more rigorous treatment of the mtDNA data should consider different types of regions separately). In this case the two-parameter model is much more realistic because there is a strong bias for transitional changes (Brown et al. 1982) . To test the significance of the combined results, note that P, = 0.16, P2 = 0.12, and -2 2 ln( Pi) = 7.90. Since the probability of x2 = 7.90 with 4 degrees of freedom is 0.10, one cannot reject the hypothesis of trichotomy.
Holmquist
For both sets of data Lake's test gave a probability of ~25% (Holmquist et al. 1988) , which is considerably larger than the probabilities obtained above. Holmquist et al. have combined the two sets of data in one set and obtained a probability of 13%. One reason for this low probability is as follows: In Lake's test one calculates a "parsimony-like" term P and a "background" term B for each of the three alternative trees. Under the null hypothesis that the tree under consideration is wrong, P and B are statistically equal. Holmquist et al. used the binomial distribution to test the equality of P = B. It happened that for both sets of data P = 3 and B = 0 for the tree with human and chimpanzee in one clade, and so, when the two sets of data were combined, P = 6 and B = 0, from which Holmquist et al. obtained a probability of 3%. Since the mtDNA segment used has evolved six to seven times faster than the nuclear DNA segment (see the above a and b values), both the P and B values should have different probability distributions for the two sets of data. It is therefore not clear that they should be combined together as was done by Holmquist et al. This problem deserves a more careful study. A more serious problem is that in Lake's method three independent tests (one for each of the three alternative trees) are conducted. Thus, the probability for rejecting the null hypothesis should be 1 -( 1 -P)3 = 3P = 9%, instead of 3%.
APPENDIX
Variances of Branch Lengths
The variances of internal branch lengths have already been given in the text. Here I present the variances of peripheral branch lengths. First, let us consider the case of four taxa. From equation ( 7 ) The four peripheral branches a, b, d, and e of figure la are "topologically equivalent," so that the variance for any of the other branch lengths can be readily obtained from the above formula by exchanging the subscripts; for example, a comparison of equation ( 7) and ( 10) shows that to obtain V(d) one needs to exchange between 1 and 3, 2 and 4, and 5 and 6 ( see fig. la 
