Abstract. In this paper we describe a parallel implementation of the trace minimization method for symmetric generalized eigenvalue problems proposed by Sameh and Wisniewski. The implementation includes several techniques proposed in a later article of Sameh, such as multishifting, preconditioning and adaptive inner solver termination, which accelerate the method and make it much more robust. A Davidson-type variant of the algorithm has been also considered. The different methods are analyzed in terms of sequential and parallel efficiency.
Introduction
Let A and B be large, sparse, symmetric (or Hermitian) matrices of order n. We are concerned with the partial solution of the generalized eigenvalue problem defined by these matrices, that is, the computation of a few pairs (λ, x) that satisfy Ax = λBx,
where λ is a real scalar called the eigenvalue and x is an n-vector called the eigenvector. This problem arises in many scientific and engineering areas such as structural dynamics, electrical networks, quantum chemistry, and control theory.
In this work, we focus on the particular case that the wanted part of the spectrum corresponds to the smallest eigenvalues. Also, we are mainly concerned with matrix pairs where B is positive (semi-)definite, although this condition can be relaxed under some circumstances. Many different methods have been proposed for solving the above problem, including subspace iteration, Krylov projection methods such as Lanczos or Krylov-Schur, and Davidson-type methods such as Jacobi-Davidson. Details of these methods can be found in [1] [2] [3] [4] . Subspace iteration and Krylov methods perform best when computing largest eigenvalues, but usually fail to compute the smallest or interior eigenvalues. In that case, it can be useful to Candidate to the Best Student Paper Award.
combine the method with a spectral transformation technique, that is, to solve (A − σB) −1 Bx = θx instead of Eq. 1. The problem with this approach is its high computational cost, since linear systems are to be solved at each iteration of the eigensolver, and they have to be solved very accurately. Preconditioned eigensolvers such as Jacobi-Davidson try to reduce the cost, by solving systems only approximately.
This work presents an implementation of the trace minimization eigensolver with several optimizations, including dynamic multishifting, approximate solution of the inner system and preconditioning. This method, described in section 2, can be seen as an improvement on the subspace iteration method that is able to compute smallest eigenvalues naturally. It can also be derived as a Davidsontype algorithm.
The implementation is being integrated as a solver in SLEPc, the Scalable Library for Eigenvalue Problem Computations. SLEPc is a software library for the solution of large, sparse eigenvalue problems on parallel computers, developed by the authors and other colleagues. An overview is provided in section 3, together with implementation details concerning the new solver, including the optimizations (preconditioning, multishifting and adaptive inner solver termination).
The paper is completed with section 4 showing the parallel performance of the implementations and the impact of the optimizations, and section 5 with some conclusions.
Trace Minimization Eigensolver
The trace minimization method for solving symmetric generalized eigenvalue problems was proposed by Sameh and Wisniewski [5] , and developed further in [6] . The main idea of the method is to improve the update step of subspace iteration for generalized eigensystems as explained below.
Let Eq. 1 be the order n generalized eigenproblem to solve, and assume that X k is a B-orthogonal basis of an approximate eigenspace associated to the smallest p eigenvalues, being 1 ≤ p n. In subspace iteration, the sequence of computed approximations X k is generated by the recurrence
where the initial solution X 0 is an n × p full rank matrix. During the process, B-orthogonality of the columns of X k is explicitly enforced. It can be shown that X k eventually spans a subspace that contains the required eigenvectors [4] . This procedure requires the solution of p linear systems of equations with coefficient matrix A at each step k (one system per each column of X k ). Moreover, this has to be done very accurately (otherwise the global convergence is compromised), which is significantly expensive. Trace minimization tries to overcome that difficulty by exploiting a property stated in the following theorem.
Theorem 1 (Sameh and Wisniewski [5] ). Let A and B be n × n real symmetric matrices, with positive definite B, and let X be the set of all n×p matrices X for which
where λ 1 ≤ λ 2 ≤ · · · ≤ λ n are the eigenvalues of Ax = λBx. The equality holds if and only if the columns of the matrix X, which achieves the minimum, span the eigenspace corresponding to the smallest p eigenvalues.
The trace of a square matrix, tr(·), is defined as the sum of its diagonal elements, and it can be shown to be equal to the sum of its eigenvalues [4] .
The trace minimization algorithm updates the current approximation X k by subtracting a correction ∆ k that it obtained by solving the following constrained minimization problem,
As shown in [5] , X k+1 satisfies
if X k+1 is a B-orthonormal basis of the subspace spanned by X k − ∆ k . By the method of Lagrange multipliers, the solution of the minimization problem, Eq. 4, can be computed by solving a set of saddle-point systems of linear equations,
being 2L k the Lagrange multipliers. Nevertheless, we are interested only in ∆ k , so Eq. 6 can be reduce further, resulting in a set of constrained positive semi-definite systems,
where P is the projector onto the orthogonal complement of BX k ,
These systems can be solved by means of an iterative linear solver such as conjugate gradient (CG) or generalized minimal residual (GMRES) method, with a zero vector as initial solution so that the constraint is automatically satisfied. It may seem that the projector of Eq. 8 will introduce an excessive overhead in the computation. However, in practice the overhead is not so high since p is normally small and the projector is applied implicitly, i.e., without building matrix P explicitly. Furthermore, P AP is better conditioned than A, thus reducing the required number of linear solver iterations.
Algorithm 1 summarizes the basic trace minimization method.
Algorithm 1 (Trace minimization)
Input: matrices A and B number of desired eigenvalues p dimension of subspace s ≥ p Output: resulting eigenpairs Choose an n × s full rank matrix
Test for convergence. 6. Solve the inner system of Eq. 7 approximately.
In step 2 of Algorithm 1, the eigenvalues have to be arranged in ascending order and the eigenvectors need to be orthonormalized. Note that the search subspace has dimension s, which can be for instance twice the number of wanted eigenpairs. At the end of the computation, the first p diagonal elements of Θ k contain the computed Ritz values, and the first p columns of X k contain the corresponding Ritz vectors.
It can be shown that the columns of X k in Algorithm 1 converge to the eigenvectors with an asymptotic rate bounded by λ i /λ s+1 [6, Th. 2.2]. Convergence can also be proved under the assumption that the inner systems in Eq. 7 are solved inexactly [6, §3.1].
Davidson-type version
The main drawback of Algorithm 1, inherited from subspace iteration, is that the dimension of the subspace of approximants is constant throughout the computation. In [6] , Sameh and Tong propose a variant with expanding subspaces, in which the number of columns of V k grows, as well as the dimension of the projected matrix, H k . This variant is related to the Generalized Davidson method, because it uses the preconditioned residuals for expanding the search subspace. These residuals will replace the right hand sides of the inner systems, Eq. 7. Integrating these two ideas with Algorithm 1 results in the Davidson-type trace minimization method, Algorithm 2.
Algorithm 2 (Davidson-type trace minimization)
Input: matrices A and B number of desired eigenvalues p block size s ≥ p maximum subspace dimension m ≥ s Output: resulting eigenpairs Choose an n × s full rank matrix
In Algorithm 2, the number of columns of V k is s initially, but grows as the iteration proceeds. The order of H k grows accordingly, but only s eigenpairs are computed in step 2, and therefore the number of columns of X k is constant. The other main difference with respect to Algorithm 1 is step 6, in which the system to be solved is different. Vectors r k,i and d k,i denote the ith column of R k and ∆ k , respectively. The role of σ k,i and other considerations will be discussed in subsection 3.2. Finally, step 7 expands the working subspace, except if the maximum dimension has been reached, in which case V k+1 is set to have 2s columns only.
Apart from a much better behaviour in terms of convergence of Algorithm 2 with respect to Algorithm 1, there is another significant benefit, namely the reduction of the cost of enforcement of the constraint. The orthogonality requirement X T k Bd k,i = 0 is now an implicit deflation of the s Ritz vectors, and s can be much smaller than in the original algorithm. In fact, our implementation defaults to s = p in Algorithm 2.
Implementation and Parallelization
The implementation has been developed in the context of the SLEPc library, being our intent to include the eigensolver in forthcoming releases.
Overview of SLEPc
SLEPc, the Scalable Library for Eigenvalue Problem Computations [7] 1 , is a software library for the solution of large, sparse eigenvalue and singular value problems on parallel computers. It can be used for the solution of problems formulated in either standard or generalized form, both Hermitian and nonHermitian, with either real or complex arithmetic.
SLEPc provides a collection of eigensolvers including Krylov-Schur, Arnoldi, Lanczos, Subspace Iteration and Power/RQI. It also provides built-in support for different types of problems and spectral transformations such as the shiftand-invert technique.
SLEPc is built on top of PETSc (Portable, Extensible Toolkit for Scientific Computation, [8] ), a parallel framework for the numerical solution of partial differential equations, whose approach is to encapsulate mathematical algorithms using object-oriented programming techniques in order to be able to manage the complexity of efficient numerical message-passing codes. All the PETSc software is freely available and used around the world in many application areas.
PETSc is object-oriented in the sense that all the code is built around a set of data structures and algorithmic objects. The application programmer works directly with these objects rather than concentrating on the underlying data structures. The three basic abstract data objects are index sets, vectors and matrices. Built on top of this foundation are various classes of solver objects, including linear, nonlinear and time-stepping solvers. Many different iterative linear solvers are provided, including CG and GMRES, together with various preconditioners such as Jacobi or Incomplete Cholesky. PETSc has also the provision to interface with third-party software such as HYPRE.
SLEPc extends PETSc with all the functionality necessary for the solution of eigenvalue problems. SLEPc inherits all the good properties of PETSc, including portability, scalability, efficiency and flexibility. SLEPc also leverages well-established eigensolver packages such as ARPACK, integrating them seamlessly. Some of the outstanding features of SLEPc are the following: -Easy programming with PETSc's object-oriented style.
-Data-structure neutral implementation.
-Run-time flexibility, giving full control over the solution process.
-Portability to a wide range of parallel platforms.
-Usable from code written in C, C++ and Fortran.
Implementation Details
The current prototype implementation incorporates several improvements described in [6] . Most of them refer to the solution of the linear system in step 6 in both algorithms, which is the most expensive operation.
Shifting strategy An important acceleration in the original algorithm, that has been incorporated also in the Davidson-type version, comes from shifts. Instead of Eq. 7, this technique solves the systems
where d k,i and x k,i are the ith columns of ∆ k and X k , respectively, and σ k,i is the associated shift at step k.
If the desired eigenvalues are poorly separated from the remaining part of the spectrum, the unshifted method converges too slowly. Choosing an appropriate value of σ k,i can improve the separation of eigenvalues and accelerate the convergence. The shift heuristic strategy implemented in both algorithms is detailed in [6] . This technique of multiple dynamic shifts consists in computing a different shift σ k,i for each required eigenvalue in every outer iteration. The heuristic can be summarized as follows (i 0 is the number of converged eigenpairs):
For practical reasons, employing 2-norms instead of B −1 -norms is recommended in [6] . However, this simplification does not result in a safe lower bound for some B matrices with λ max (B) > 1, because a vector r satisfying θ j − r B −1 ≤ θ j − r 2 exists if λ min (B −1 ) < 1, due to the property
To overcome this difficulty, our implementation can make use of an approximation of the smallest eigenvalue of B (provided by the user or computed by the Gershgorin circle theorem) to obtain a better estimation of the shifts, because
Linear solver and preconditioning When shifting strategies are used, the inner system of Eq. 9 may be indefinite or ill-conditioned. In order to make its resolution feasible with an iterative solver, it is necessary to use an effective preconditioner. In PETSc, it is very easy to precondition a linear system whose coefficient matrix is available explicitly. However, the preconditioning of Eq. 9 is not trivial. Eq. 9 is a projected linear system with an orthogonality constraint, much like the Jacobi-Davidson correction equation. In [9] , Sleijpen et al. describe how to solve
using a Krylov solver and an approximation K of A − σB. Adapting this idea to the context of trace minimization results in solving Eq. 9 using a Krylov solver with a left preconditioner K for A − σ k,i B, the operator (P KP )P (A − σ k,i B)P and right hand side vector (P KP )(P A)x k,i . The transformation
is employed to optimize the application of the operator because -if z = F y and P y = y, then P z = z and P KP z = y; and -if the initial solution fed into the Krylov solver, v 0 , belongs to the range of the operator, then all the subsequently generated vectors are in that subspace.
As a result, the matrix-vector product z = (P KP )P (A−σ k,i B)P v in the Krylov solver can be calculated as
The F transformation is precomputed as
In the implementation, in each external iteration a K −1 -orthonormal basis of BX is built and then premultiplied by K −1 . Consequently, the product by F only requires an application ofJJ T and K −1 on the vector, together with a subtraction.
Stopping criterion Another issue that has a significant impact on overall performance is the stopping criterion for the inner system solver. We adapt the strategy proposed in [5] to the shifted inner system, Eq. 9, as developed in [6] . Like preconditioning, monitoring the convergence of the linear system can avoid awkward breakdowns and unnecessary iterations. The linear solver is configured to stop when either the error estimate is less than a certain tolerance, τ k,i , or the iterations of the method exceed a certain maximum. The tolerances are calculated as
where tol is the tolerance demanded to the eigensolver. In some cases, τ k,i is too close to 1, resulting in a poor update of the associated eigenvector that slows down its converge. To avoid this, our implementation allows the user to specify a maximum value of the tolerance.
The maximum number of allowed iterations is also set by the user, since the optimal value is dependent on the preconditioner and the conditioning of the inner system. However too small values may prevent convergence of the method.
Orthogonalization In terms of optimizations for parallel efficiency, the implementation makes use of an efficient Gram-Schmidt orthogonalization procedure available in SLEPc and explained in [10] . The default option is set up to Classical Gram-Schmidt with selective refinement.
Performance Analysis
This section summarizes the experiments carried out in order to evaluate the parallel performance of the implementations and the impact of the optimizations in the global convergence. upper bound to 0.1. Finally, the combination of the two techniques is plotted in Figure 3 .
Parallel analysis We start the parallel performance analysis with a scalability study, that is, to measure the parallel speed-up for different number of processors when the problem size is increased proportionally. Figure 4 presents the scala- bility results in both clusters for the Davidson-type trace minimization method, and also for the Krylov-Schur method (with shift-and-invert spectral transformation), using diagonally dominant random tridiagonal A and B matrices. In this case, the Jacobi preconditioner was employed when solving the inner systems.
The plots in Figure 4 indicate that both algorithms are reasonably scalable, considering the fact that they consist in a nested inner-outer iteration requiring a lot of communication among processors. In Odin, trace minimization seems to scale better than Krylov-Schur, but the roles are reversed in MareNostrum. This different behaviour could be explained by noticing that trace minimization spends more time in vector dot products (VecMDot) and norms (VecNorm) than in vector additions (VecMAXPY) and matrix-vector multiplications (MatMult), see Table 3 . Vector products and norms scale worse, since they require a multireduction operation involving all processors, whereas VecMAXPY operations are trivially parallelizable and MatMult operations scale usually well. Maybe, the multi-reduction operation is less efficient in MareNostrum due to the hardware configuration.
We also presents results from some realistic problems, in particular those listed in Table 2 . The speed-up of Algorithm 2 for all three problems is shown in Figure 5 for both platforms. For reference, the figure plots also the speed-up for the preconditioner application only, showing a strong correlation between the speed-up of the method and the preconditioner. We can conclude that a bad speed-up in the eigensolver can be attributed to a non-scalable preconditioner or a matrix with a disadvantageous sparsity pattern. Finally, in Figure 6 , we compare the speed-up of the Davidson-type implementation and the original trace minimization with the largest test case, showing a slight advantage of the former.
A parallel implementation of the trace minimization method for generalized symmetric eigenvalue problems has been developed and analyzed, focusing on its Davidson-type version. This implementation will be made available as a new solver in the SLEPc library. Our tests with several problems show that the proposed optimizations, such as multishifting, preconditioning and adaptive inner solver termination, accelerate the method considerably and make it more robust.
The parallel performance is comparable to that of Krylov-Schur, but the main advantage is that trace minimization can find the smallest eigenvalues in problems where Krylov-Schur cannot. This development is the prelude to the implementation in SLEPc of more advanced preconditioned eigensolvers such as Jacobi-Davidson.
