In the real application, digital images may undergo the process of acquisition, compression, and transmission, which causes the excess blurring, quantization, and noise. However, the metrics of image quality assessment for multiply distorted images are very limited. In this paper, we propose a new multiscale learning quality-aware features blind image quality assessment algorithm for multiply distorted images by using both local phase and local amplitude. In the new model, a distorted image is decomposed into three scales by Gabor transform, and its phase congruency image (PCI), phase congruency covariance maximum image (PCCmax), and phase congruency covariance minimum image (PCCmin) are produced. Then, we calculate contrast sensitivity function and gray level-gradient co-occurrence matrix features from distorted image and its PCI, PCCmax, and PCCmin, and mean value of intensity of PCI, PCCmax, PCCmin, and overlapping blocked local amplitude of distorted image. At last, SVR is used to build the approximating function between these features and subjective mean opinion scores. Both local phase and local amplitude features are extracted at multi-scale images, which supply more flexibility than the previous single-scale methods in incorporating the variations of viewing scene. Comparative experiments between our proposed metric and the state-of-the-art full-reference and no-reference metrics are conducted on two newly released multiply distorted image databases (LIVEMD and MDID2013) that demonstrate the effectiveness of our proposed method.
I. INTRODUCTION
Image quality assessment (IQA) is a meaningful topic for both the scientific research and engineering application of digital image processing systems. IQA is widely used in image/video compression, restoration, denoising and enhancement. With the rapid development of image processing, IQA has attracted extensive attention from researchers [1] - [3] .
IQA approaches are generally divided into two categories, subjective and objective assessment. According to a series of presentation given by VQEG and ITU (e.g., the ITU-R BT.500), some image quality databases with subjective mean opinion scores (MOS) have been released. Many IQA methods were developed, especially the full-reference (FR) IQA, which has the high correlation between subjective scores and objective quality prediction, such as VIF (Visual Information Fidelity) index, MAD (Most Apparent Distortion), and MS-SSIM (Multi-Scale Structural Similarity) [4] , FSIM (Features Similarity) [5] , etc.
Furthermore, the No-reference (NR) metrics have sprung up. The distortion Identification-based Image Verity and Integrity Evaluation (DIIVINE) [6] extracts 88 features in the DWT domain for distortion identification before distortion-specific quality assessment, and BLind Image Integrity Notator (BLIINDS-II) [7] predicts image quality based on eight NSS features expressed as statistics of local DCT coefficients, and Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) [8] uses scene statistics of locally normalized luminance coefficients to quantify possible losses of naturalness in the image. Natural Image Quality Evaluator (NIQE) [9] is based on the construction of a ''quality aware'' collection of statistical features from space domain NSS model. Additionally, the Reduced-reference (RR) [10] - [12] metrics possess some part information of reference image, apart from the distorted image.
Even though there exist many powerful IQA metrics, most of them are only adapted for single distorted images. In practice, images are usually contaminated by more than one distortion category, which leads to much difficulty for IQA. Aiming to this challenge, a new LIVE multiply distorted image quality database (LIVEMD) [13] occurred and released multiply distorted images, which corrupted under two multiple distortion scenarios: 1) image storage where images are first blurred and then compressed by a JPEG encoder; 2) camera image acquisition process where images are first blurred due to narrow depth of field or other defocus and then corrupted by white Gaussian noise to simulate sensor noise. Some researchers begin to develop algorithms for these multiply distorted images, including FIve-Step BLInd Metric (FISBLIM) [14] consists of five parts, the scale invariant based noise estimator (SINE), block-matching and 3D filtering (B-M3D), blur metric, JPEG metric, and a HVS based fusion model; and its improved type a six-step blind metric (SISBLIM) [15] works to combine the single quality prediction of each emerging distortion type and joint effects of different distortion sources.
In this paper, we design overlapping blocked local amplitude of distorted image, learn both local phase and local amplitude features from multi-scale images via SVR, and propose a multi-scale learning quality-aware features (MS-LQAF) blind image quality assessment algorithm for multiply distorted images.
The remainder of this paper is organized as follows. In Section 2 the proposed quality perceptual features are introduced. Image multi-scale analyses are shown in Section 3. In Section 4, experimental results and comparative studies on two databases (LIVEMD [13] , and MDID2013 [15] ) are discussed. Finally, we conclude in Section 5.
II. QUALITY PERCEPTUAL FEATURES EXTRACTION
Study suggests a number of image features that possess quality perceptual content. These features are measurement of remarkable and complementary aspects of the image: structure information, light and shade contrast information, the texture information of image and human eye's ability to distinguish image's differences in luminance. Owing to they represent different and plentiful features of multiply distorted images, and each of these features is indispensable.
A. PHASE CONGRUENCY
Many research suggested that some perceptual information in an image signal is stored in the Fourier phase, rather than the Fourier amplitude, so image phase is an attractive quantity within the image quality.
Kovesi [16] developed a modified measure consisting of the cosine minus the magnitude of the sine of the phase deviation, which produces a more localized response as following.
where W (x) weights for frequency spread, A n is the amplitude of the nth Fourier component of I,
| is a sensitive measure of phase deviation; and T estimates the noise level (as detailed in [16] ), and ε is a small constant which used to avoid division by zero. For observing the phase congruency's variations, phase congruency (PC) is calculated independently in each orientation. Maximum and minimum moments of PC covariance are separately used as the indicators of edge and corner, namely M and m, are respectively given by
where a = (PC 2 (θ) cos(θ )) 2 , and b = 2 (PC 2 (θ ) cos(θ )· PC 2 (θ ) sin(θ ), and c = (PC 2 (θ) sin(θ )) 2 , and θ is orientation angle.
In this paper we use the equation (1), (2) and (3) to calculate PC image, and its covariance maximum and minimum images. The code for calculating PC can be found at http://www.csse.uwa.edu.au/∼pk/Research/MatlabFns/ index.html.
PC appears to be perceptually relevant, as shown in Fig.1 . It can be seen that phase congruency image of Fig.1 (c) highlights structural significance, but distortion destruct this in a certain extent shown in Fig.1 (d) . Phase congruency has been applied to IQA problems, such as Feature Similarity (FSIM) [5] , blind multiply distorted IQA using Relevant Perceptual Features [17] , Image Quality Assessment metric based on Hybrid Phase Congruency (IQA_HPC) [18] , Structural Saliency Model (SSM) based FR IQA [19] , NoReference Quality Index (NRQI) [20] , Quality of Experience (QoE) for 3D images [21] , No-Reference IQA using General Regression Neural Network (GRNN) [22] , and so on. Nevertheless, in above IQA metrics this phase congruency was only applied for singly distorted images, but has not yet been attempted to multiply distorted images.
B. OVERLAPPING BLOCKED LOCAL AMPLITUDE
It is widely known that the phase spectrum of an image contributes much more to the image's visual appearance than the magnitude spectrum. Several researchers have verified that this phase information can be computed indirectly from local magnitude information. Morrone and Burr [23] demonstrated that Gabor feature detectors are in-phase at the location of lines and edges. These locations are where the local energy is maximal, and then can compute these phase-congruent locations just given the local magnitude information.
Moreover, Morgan et al. [24] demonstrated that phase is of less importance than magnitude. They subjected natural images to patch-wise Fourier analysis and swapped the local magnitude and the local phase between the patches of different images. They found that when the patch sizes were relatively large (such as 50% of the image size), the perception of the image was due primarily to the phase. However, for relatively smaller patch sizes (such 2% of the image size), the perception of the image was due primarily to the magnitude. These findings suggest that the HVS uses the local magnitude information to determine the global (image-wide) phase information; thus, an image's appearance is determined indirectly by the local magnitude From a signal processing perspective experiment, Vilankar et al. [25] found that local magnitude is indeed an important factor for image appearance, however local phase can play an equally important role, and in some cases, local phase can dominate the image's appearance. These facts suggest that the HVS uses both local magnitude and local phase to determine an image's appearance.
In this paper, we use overlap block (2% of the image size) to calculate local magnitude, namely local energy calculated as equation E(x) = A n (x) φ n (x) − T , where A n , φ n and T are the same as the Equation (1). From Fig.2 , it can be seen that the distortion cause a certain influence on local magnitude images, and reduce the resolution of images. Overlapping blocked calculated local magnitude image represents more information than just calculating by formulation, which can better simulates human visual perception of images.
C. GRAY LEVEL-GRADIENT CO-OCCURRENCE MATRIX
The two most basic information of the image is gray level and gradient, which the former is an important constitution of image, and the latter is the elements of image edge contour. The gray level-gradient co-occurrence matrix (GGCM) [26] model can precisely reflect the distribution of gray level and gradient level, and also spatial relationship between the individual pixels and its neighbors in the image.
GGCM is a combination of gray level histogram and histogram of the image edge, reflecting the joint distribution of pixel grayscale and edge gradient size. Firstly, for a 2-D image f (i, j), its gradient imageg(i, j) is obtained by differential operator. Secondly, we apply the gray-level discretization to the gradient image by setting its gray-level number L g and its discrete interval 1/L g , thus the new gray-level is:
where g max is the maximum gradient of image, and INT means integer arithmetic, and N g is the normalized maximum gradient value, which is set to 32 in this paper.
H (x, y) is defined as the number of pixel point, whose corresponding value is the number of elements of gray image F (i, j) = x and gradient image G (i, j) = y. To normalize H (i, j) as following:
Gray level-gradient co-occurrence matrix has been popularized in image processing, including image segmentation [27] , feature extraction [28] , [29] , structure recognition [30] .
In this paper, we used all the 15 image texture parameters based on GGCM, including superiority of small gradient and big gradient, inhomogeneity of gray distribution and gradient distribution, energy, average of gray and gradient, gray and gradient mean square error, correlation, gray and gradient entropy, mixture entropy, inertia, inverse difference moment (which listed in Table 1 and more details can be got in [26] ), as the third kind of quality-aware features for measuring quality of multiply distorted images,.
D. CONTRAST SENSITIVITY FUNCTION
Contrast sensitivity function (CSF) is defined as the reciprocal of visual threshold that human visual system can detect, the lower visual threshold, the greater contrast sensitivity, and the less effect of visual perception. The widely used CSF VOLUME 6, 2018 
expression [31] is as following.
A(f ) = 2.6 × (0.0192 + 0.114f ) × exp[−(0.114f ) 1 .1 ] (6) where f = f 2 x + f 2 y (cycle/degree, cpd) represents spatial frequency, f x and f y separately represent the spatial frequency in horizontal and vertical direction. Commonly used CSF function response curve is shown in Fig.3 . As can be seen from Fig.3 , the sensitivity of the HVS in the region of the intermediate frequency is significantly higher than that in the high-frequency and low-frequency region. When f = 8.0, CSF reached a peak. Because of the limited number of photoreceptor cells in our eyes, we cannot distinguish the high-frequency region very well.
In the past, CSF has been widely used in image processing problem, such as image compression [32] , image watermarking [33] , image and video quality assessment respectively [34] , [35] , and here we take it as the fourth kind of quality-aware features for measuring quality of multiply distorted images.
III. IMAGE MULTI-SCALE DECOMPOSITION
Images can be decomposed into different scales by reducing its resolution. Degradation of different scales images is different. Some IQA metrics have demonstrated that multi-scale images have a better effect, i.e. BRISQUE [8] and MS-SSIM [4] .
We use 5 scales to decompose the distorted image, and the first scale is the original image, and the second scale is the original image at a reduced resolution (low pass filter and down sampled by a factor of 2), as far as the third, fourth and fifth scale. An example is shown in Fig.4 .
IV. MULTI-SCALE LEARNING IQA MODEL
Here we propose a multi-scale learning IQA algorithm for multiply distorted images. Firstly we decompose distorted image into n scales, and calculate the mean value of intensity of their PCI, PCCmax, PCCmin and overlapping blocked local amplitude, and then CSF and 15 texture features of GCCM from distorted image and their PCI, PCCmax, PCCmin. There are 68×n features in all. At last SVR is used to build the approximating function between these features and subjective mean opinion scores, which is realized by LIB-SVM package [36] . The whole flow chart is shown in Fig.5 . 
V. EXPERIMENTAL ANALYSES AND DISCUSSIONS

A. DATABASES AND EVALUATION PROTOCOLS
The performance of IQA models can be assessed by image databases, whose each image has been scored by human observers. Here we test two widely used multiply distorted image databases: LIVEMDand MDID2013. Basic information of these two databases is as follows:
The LIVEMD database [13] includes 15 reference images, which were used to generate 225 images for two parts of the study, whose 90 are singly distorted (45 of each type) and 135 are multiply distorted ( blur followed by JPEG and blur followed by noise).
The MDID 2013 databases [15] is a new multiply distorted image databases, its overall 324 testing images come from 12 primeval images simultaneously contaminated by three distortion types (blur, noise and JPEG).
Four commonly and widely used performance measures are used to measure the consistency between predict results and subjective scores as following:
Pearson linear correlation coefficient (PLCC) is computed between human DMOS and objective scores after nonlinear regression. It is defined as
where N is the number of images, X i and Y i are the i-the image's DMOS value and objective scores, and X and Y separately indicate the mean value of subjective scores and objective scores.
Spearman rank-order correlation coefficient (SROCC) is used to measure the sequence correlation of two ordinal sample, which is computed by
where Kendall's rank-order correlation coefficient (KROCC) is another important rank correlation metric as following.
Root mean-squared error (RMSE) represents the standard deviation of the DMOS value and objective scores, and the equation is as follows.
SROCC and KROCC measure the prediction monotonicity, and PLCC and RMSE denote the prediction accuracy. For PLCC and RMSE, the nonlinear regression need to be conducted to map the predicted IQA scores to the subjective scores, and the five-parameter logistic regression function is defined as follows:
A value of SROCC, KROCC and PLCC lie in the range [−1,1], which close to 1 or −1, yet close to 0 for RMSE, indicate a good performance in terms of the correlation with human subjective opinion.
B. IMAGE MULTI-SCALE ANALYSES
In the experiment, we extract 68 features at 5 scales from the LIVEMD database, and those features from randomly 12 reference images and their distorted images as training sets, and the rest (about 20%) as testing set, and repeat this training-testing procedure 1000 times, gain the median SROCC and PLCC over these iterations shown in Fig.6 . From  Fig.6 , it can be seen that when using 3 scales (1st +2nd+3rd scales), the SROCC and PLCC reaches the peak, so in the following experiment only 3 scales are used to decompose images.
C. MULTI-SCALE FEATURES ANALYSES
In order to verify the ability of different features at different scales, we extract mean value of intensity, CSF and GCCM from four images: distorted images, its phase congruency image (PCI), its phase congruency covariance maximum (PCCmax) and minimum image (PCCmin) at 3 scales, and the local amplitude and overlapping blocked local amplitude (blocks size are 50%, 30%, 10%, 5%, and 2%) from distorted images at 3 scales. Then those features of randomly 12 reference images and their distorted images are taken as training sets, and the rest as testing sets, the training-testing procedure are randomly repeated 1000 times, and the median SROCC are listed in Table 2 and Table 3 .
From Table 2 , it can be seen that for three types of features almost when using 3 scales, the highest SROCC is got, so in the following experiment 3 scales are adopted.
From Table 3 , it further suggests that using 3 scales is the best, and using overlapping blocked local amplitude is better than using the amplitude by complete image. Even though the SROCC of block size 50% is almost with 2%, and considering Morgan's [24] viewpoint, we choose 2% overlapping blocked local amplitude as a perceptual feature in the following test.
D. PERFORMANCE COMPARISON ON INDIVIDUAL DATABASES
In this experiment, the LIVEMD and MDID2013 databases are used. We use 3 scales image decomposition, and VOLUME 6, 2018 extract mean value of intensity, CSF and 15 types of GCCM features from four images: distorted images, its PCI, PCCmax and PCCmin, and 2% overlapping blocked local amplitude from distorted images. Then these features of randomly 80% reference images are taken as training sets, and the rest as testing sets, the trainingtesting procedure are randomly repeated 1000 times, and got median SROCC, PLCC, PLCC and RMSE are listed in Table 4 and Table 5 .
For comparison, we choose 9 representative and stateof-the-art IQA models: PSNR [1] , SSIM [2] , FSIM [5] , DIIVINE [6] , BLIINDS-II [7] , BRISQUE [8] , SIS-BLIM [15] , NIQE [9] and LQAF [16] , whose results on the LIVEMD and MDID2013 are also listed in Table 4 and  Table 5 . Since SISBLIM and NIQE are calculated by formulation other than by training-testing method, for fair comparison we randomly choose the 20% of predicted quality scores of SISBLIM and NIQE to calculate SROCC, PLCC, PLCC and RMSE.
From Table 4 and Table 5 , it can be seen that our proposed MS-LQAF is the best in Blur & JPEG, Blur & Noise image set and all image of LIVEMD database, and only a little inferior to SISBLIM in the MDID2013 database. SISBLIM uses six steps to weight noise, blur and JPEG degradation, which is specific distortion type, but our training-learning method don't consider distortion type, and have higher practicability. MS-LQAF is better than LQAF, which suggests that the multi-scales are better than single scale.
We also give the scatter plot of MS-LQAF on the LIVEMD and MDID2013 database, shown in Fig.7 and Fig.8 , which also suggest MS-LQAF have a high consistency with human subjective perception. , where δ i indicates the performance of each database, and ω i is the number of images of each database, such as 450 for LIVEMD, and 324 for MDID2013. The results are shown in Table 6 .
From Table 6 , it can be seen for comprehensive LIVEMD and MDID2013 multiply distorted database, our proposed MS-LQAF outperforms the state-of-the-art IQA models.
VI. CONCLUSION
In this paper, we propose a multi scale learning qualityaware features image quality prediction model (MS-LQAF), and used features include mean value of intensity, CSF and GCCM from four images: distorted images, its phase congruency image (PCI), its phase congruency covariance maximum (PCCmax) and minimum image (PCCmin) at 3 scales, and overlapping blocked local amplitude from distorted images. Experimental results show that our proposed MS-LQAF has a highly competitiveness to mainstream NR and FR algorithm, which is suitable for multi types of distortion.
