In model-based clustering methods using finite mixture models, the clustering is implemented on the outcome variables only and reference is not made to the associated covariates until the structure of the clustering is investigated in light of the information present in the covariates.
Introduction
We consider model-based clustering methods that account for external information that is available in the presence of covariates. In this case, each observation has two parts: a response variable y i on which the clustering is based and covariates (or 'concomitant' variables) x i which are used to explain the clustering structure.
In the standard mixture model framework, a clustering method is implemented on the outcome variables only, and reference is not made to the associated covariates until the structure of the produced clustering is investigated in light of the information present in the covariates. Therefore interpretations of the values of the model parameters within each component are guided by the covariates that were not actually used in the construction of the clusters. It would be desirable to have these covariates actually guide the construction of the clusters, thereby making them endogenous to rather than exogenous to the clustering model, to not only exploit clustering capabilities but to provide richer insight into the type of observation which characterises each cluster.
The mixture of experts model provides such a general modelling framework that extends the mixture model to accommodate the presence of covariates, achieved by modelling the parameters of the mixture model as functions of the concomitant variables. However, the flexibility afforded by the various parsimonious covariance parameterisations within the mclust family of finite mixture models has to date been lacking in the mixture of experts context. This paper aims to address the aim of incorporating covariates into the mclust family of models, or equivalently, the aim of incorporating the mclust covariance structures into the mixture of experts framework, by proposing the MoEClust family of models: the name comes from the interest in employing mixture of experts models chiefly for clustering purposes. From both perspectives, the MoEClust family of models demonstrates significant improvement in applications to univariate and multivariate data sets.
A software implementation for the full suite of MoEClust models is provided by the associated R package MoEClust (Murphy & Murphy, 2017) , which is available from www.r-project.org (R Core Team, 2017) , with which all results were obtained. The syntax of mclust (Scrucca et al., 2016) is closely mimicked, with formula interfaces for specifying covariates in the gating and/or expert networks.
The outline of the paper is as follows; Section 2 outlines the mixture of experts and MoEClust modelling frameworks; Section 3 describes the inferential procedure for both families of models; Section 4 discusses some factors which influence the performance of the MoEClust models, namely the initialisation of the EM algorithm used to fit the models (Section 4.1), and issues around model selection (Section 4). The performance of the proposed models is illustrated in Section 5 with applications to CO 2 emissions data (Section 5.1) and data from the Australian Institute of Sports (Section 5.2). The paper concludes with a brief discussion in Section 6.
Modelling
This section builds up the MoEClust models by first describing the mixture of experts (MoE) modelling framework in Section 2.1 -elaborating on the four special cases of the MoE model in Section 2.1.1 -and then extends to the family of MoEClust models comprising mixture of experts models with parsimonious covariance structures from the mclust models in Sections 2.2 and 2.2.1. Finally, a brief review of the existing software is given in Section 2.3.
Mixtures of Experts
The mixture of experts model (MoE) (Jacobs et al., 1991 ) extends the mixture model used to cluster response data y i by allowing the parameters of the model for observation i to depend on covariates x i , where y 1 , . . . , y n is an independent sample of outcome variables modelled by a G component finite mixture model, which can be univariate or of dimension p, and discrete or continuous, where the model parameters depend on associated covariates x 1 , . . . , x n of dimension d, again discrete or continuous.
The mixture of experts model is often referred to as a conditional mixture model (Bishop, 2006) , because given the set of covariates x i the distribution of the response variable y i is a finite mixture model. The density of each observation y i conditional on the covariates x i is given as:
where each of g = 1, . . . , G components is modelled by a probability density function f (y i | θ g (x i )), with component-specific parameters θ g (x i ) and mixing proportions τ g (x i ), where
This MoE framework facilitates flexible modelling. While the response variable y i is modelled via a finite mixture model, model parameters are modelled as functions of other, related, covariates x i from the context under study. Thus, both the mixing proportions and the parameters of component densities can depend on the covariates x i . It is worth noting that the terminology used to describe MoE models in the machine learning literature often refers to the component densities f (y i | θ g (x i )) as 'experts' or the 'expert network', and to the mixing proportions τ g (x i ) as 'gates' or the 'gating network', hence the nomenclature mixture of experts.
In the original formulation of the MoE model (Jacobs et al., 1991) , the mixing proportions (gating network) are modeled using a multinomial logistic regression model, though this need not strictly be the case -for instance, a multinomial probit structure could be imposed on the gating network instead (Geweke & Keane, 2007) . The mixture components (expert networks) are generalised linear models (GLM) (McCullagh & Nelder, 1983) . Thus:
for some link function ψ (·), a collection of parametersγ g in the component densities, a collection of parametersβ g in the gates, andx i = (1, x i ) ⊤ . Though the outcome data could be discrete data, rank data, etc., we restrict our attention to continuous outcome variables as per the mclust family of models. Therefore, component densities are assumed to be the p-dimensional multivariate Gaussian φ (p) , and the link function ψ (·) is simply the identity, such that covariates are linearly related to the response variables, i.e.:
The MoE Family of Models
Exactly as per the latent variable representation of the mixture model, we introduce the missing group labels z i , where z i = (z i1 , z i2 , . . . , z iG ) and z ig = 1 if observation i belongs to cluster g and z ig = 0 otherwise. As it's possible that some, none, or all model parameters depend on the covariates, this leads to four special cases of the MoE model, with the following interpretations, due to Gormley & Murphy (2011):
(a) in the mixture model, the distribution of y i depends on the latent cluster membership variable z i ; the distribution of z i is independent of the covariate x i ; y i is independent of the covariate x i conditional on z i :
in the expert network mixture of experts model, the outcome variable distribution depends on both the covariate x i and the latent cluster membership variable z i ; the distribution of the latent variable is independent of the covariate
in the gating network mixture of experts model, the outcome variable distribution depends on the latent cluster membership variable z i and the distribution of the latent variable depends on the covariate x i ; the distribution of the outcome variable is independent of x i conditional on z i :
in the full mixture of experts model (1), the outcome variable distribution depends on both the covariate x i and on the latent cluster membership variable z i . Additionally, the distribution of the latent variable z i depends on the covariate x i . In principle, the same covariate(s) can thus enter both parts of the model, but in this case the interpretation of the model and the effect of the covariates becomes more difficult. A model of this type can provide a useful estimation of the conditional density of the outcome given the covariates but as a clustering model it is more difficult to interpret.
Therefore, in the full mixture of experts model, the indicator variable z i has a multinomial distribution with a single trial and probabilities equal to τ g (x i ), and the latent variable representation is given as:
(a) Mixture model. The differences between the four special cases are due to the presence or absence of edges between the covariates x, and the latent variable z and response variable y.
Parsimonious Model-Based Clustering
Parsimonious covariance matrix parameterisations are obtained in mclust by means of an eigen-decomposition of the form
, where λ g is a scalar controlling the volume of the ellipsoid, A g is a diagonal matrix specifying the shape of the density contours with det(A g ) = 1, and D g is an orthogonal matrix which determines the orientation of the corresponding ellipsoid (Banfield & Raftery, 1993; Celeux & Govaert, 1995; Scrucca et al., 2016) . Table 1 offers a comprehensive breakdown of the covariance parameterisations currently comprising this mclust family, and the manner in which they control the volume, shape, and orientation of the fitted components. The geometric characteristics are shown in Figure 2 . Table 1 : Parameterisations of the within-group covariance matrix Σ g currently available in mclust for the EM algorithm. ' †' indicates availability in the mixture of experts context before and after the introduction of the MoEClust family; '•' indicates other models available in the MoEClust family. While all 14 multivariate models are possible when G = 1, they are all equivalent to one of the three highlighted available models.
Figure 2: Ellipses of isodensity for each of the 14 parsimonious parameterisations of Gaussian covariance matrices available within mclust, obtained by eigendecomposition, in the case of three components in two dimensions.
The MoEClust Family of Models
Interest lies in allowing more parsimonious covariance structures within the Gaussian mixture of experts model:
where Σ g can follow any of the models in the mclust family outlined in Table 1 above. We could say, equivalently, that interest lies in incorporating covariate information into the mclust suite of models. Using these covariance parameterisations, combined with the four special cases of the MoE model in Section 2.1.1, yields the MoEClust family of models. These models are capable of offering additional parsimony in the component densities compared to the current implementations of mixture of experts models.
Existing Software
A number of tools for fitting mixture of experts models are available in the R programming environment (R Core Team, 2017). These include flexmix (Grün & Leisch, 2007 , mixtools (Benaglia et al., 2009) , and others. The flexmix package (Grün & Leisch, 2007 can accommodate the full mixture of experts model outlined in Section 2.1.1 in the case where y i is a univariate outcome. The user can specify the form of the GLM and covariates (if any) to be used in the component density (expert network) and mixing proportions (gating network), for which the package has a similar interface to the generalised linear model (glm) functions within R. In the case of multivariate continuous outcome variables, there is functionality for multivariate Gaussian component distributions. However, only diagonal or non-diagonal 'full' covariance matrices are facilitated, which are equivalent to the VVI and VVV models in mclust. For univariate data, only models with unequal variance can be fitted.
The mixtools package (Benaglia et al., 2009) can also accommodate the full mixture of experts model as outlined in Section 2.1.1. The package allows for nonparametric estimation of the functional form for the mixing proportions (gating networks) and the component densities (expert networks), so it offers further flexibility beyond flexmix. However, the multivariate models in mixtools use the local independence assumption, so it doesn't directly offer the facility to model multivariate Gaussian component densities with non-diagonal covariance. For univariate data, only models with unequal variance can be fitted.
Finally, the mclust package (Scrucca et al., 2016) can of course accommodate the full range of parsimonious covariance parameterisations in Table 1 , but only under the standard finite mixture model framework; it doesn't facilitate dependency on covariates in any way.
Inference via EM
In terms of inferential tools for MoEClust models, we focus on maximum likelihood estimation using the EM algorithm (Dempster et al., 1977) . This is developed first for the mixture of experts context in Section 3.1 and then extended to the MoEClust family of models in Section 3.2.
MoE Inference
For the full mixture of experts model, the likelihood is of the form:
where τ g (x i ) and θ g (x i ) are as defined by (2). Thus the conditional distribution of (y i , z i | x i ) is of the form:
Hence, the complete-data likelihood is of the form:
and the complete-data log-likelihood has the form:
the expectation of which is obtained in the E-step of the EM algorithm. The iterative EM algorithm for the mixture of experts model follows in a similar manner to that for mixture models. It consists of an E-step (expectation) which replaces for each i = 1, . . . , n the missing data z i with their expected valueŝ z i , followed by a M-step (maximisation), which maximises the complete-data loglikelihood, computed with the estimatesẐ = (ẑ 1 , . . . ,ẑ n ) to provide estimates of the component weight parametersτ g and the component parametersθ g . Aitken's acceleration criteria is used to assess convergence (Böhning et al., 1994) . The parameter estimates produced on convergence are estimates which achieve at least a local maximum of the likelihood function of the data.
The E-step involves computing:
where β (t) ,γ (t) are the estimates of the parameters in the gating and expert networks, respectively, on the t-th iteration of the EM algorithm, and the log of the denominator corresponds to the log-likelihood.
For the M-step of the algorithm, we notice that the complete-data log-likelihood in (3) can be considered as a separation into the portion due to the gating network and a portion due to the expert network, which can be maximised separately under the EM framework.
The first term is of the same form as a multinomial logistic regression model:
. . , G} where β 1 = 0 and thus methods for fitting such models can be used to maximise this term and find estimates of the parameters in the mixing proportions (gating networks). The second term is of the same form as fitting G separate weighted multivariate GLMs, and thus methods for fitting such models can be used to estimate the component density (expert network) parameters. Note that these are multivariate in the sense of a multivariate outcome y i , with associated covariates having dimension d rendering these regressions possibly also multivariate in terms of the explanatory variables.
In the special case of the gating network mixture of experts model the second term in (4) is identical to the term used to find the component density estimates in a standard mixture model. Thus, the model fitting for mixture of experts models is straight forward in principle.
MoEClust Inference
Maximising the second term in (4), corresponding to the expert network, gives rise to the following expression:
from which it can be shown thatγ g does not depend on Σ g , much like a Seemingly Unrelated Regression model (SUR) (Zellner, 1962) . We first estimateγ g and then Σ g . Fitting G separate multivariate regressions (weighted byẑ ig ), yields G sets of n×p SUR residualsr ig = y i −γ ⊤ gx i . Crucially, these residuals satisfy n i=1ẑ igrig = 0. Thus, maximising (5) is equivalent to minimising the expression below, written in terms of the residuals:
which is of the same form as the criterion used in the M-step of a standard Gaussian finite mixture model with component covariance matrices Σ g , component means equal to zero, and a new augmented data setR. Therefore, when estimating the component covariance matrices from (6), the same M-step function as used within mclust can be applied to augmented data, constructed so that each observation is represented as follows:
1. Stack the G sets of SUR residuals into the (n × G) × p matrixR: 
Create the (n × G) × G block-diagonal matrixζ from the columns ofẐ: 
Structuring the model in this manner allows mclust covariance structures to be imposed on MoE models with gating and/or expert network covariates, hence the nomenclature MoEClust. In the end, the M-step involves three steps, each using the current estimate ofẐ: estimating the gating network parametersβ g and component weightsτ g (x i ) via multinomial logistic regression, estimating the expert network parametersγ g for each component via weighted multivariate multiple linear regression, and estimating the component-specific means and covariance matrices using the augmented data set comprised of SUR residuals, as outlined above.
In the absence of covariates in the gating and/or expert networks, under the special cases outlined in Section 2.1.1, their respective contribution to the expected complete log-likelihood in (4) is maximised as per the corresponding term under a standard finite mixture model. In other words, the gating and expert networks, without covariates, can be thought of as regressions with only an intercept term. Thus, for instance, the formula for estimating the gates in the absence of gating network covariates, becomesτ g = n −1 n i=1ẑ ig , rather than (2). The MoEClust package also facilitates modelling with an additional noise component to encompass clusters with non-Gaussian distributions, distributed as a homogeneous spatial Poisson process: & Raftery (1993) , with V estimated by the hypervolume of the convex hull, ellipsoid hull, or smallest hypercube enclosing the data, and the extension that covariates are allowed to influence the noise component's gating network, but such mixtures with a noise component are not considered further here.
MoEClust Performance
In this section, factors affecting the performance of the MoEClust models are discussed; namely, the necessity of a good initial partition to prevent the EM algorithm from converging to a suboptimal local maximum (Section 4.1), and the issue of model selection with regard to where and what covariates enter the model, if any (Section 4.2).
EM Initialisation
With regards to initialisation of the EM algorithm for MoEClust models, agglomerative hierarchical clustering and quantile-based clustering have been found to be suitable for multivariate and univariate data sets, respectively, as per mclust. Random initialisation of the allocations have also been found to be useful in both scenarios, despite the obvious computational drawback of the need to run the EM algorithm from multiple random starting points.
When covariates x (E) i
enter the expert network, it is useful to augment the initialisation strategy with an extra step, which takes the initial partition of the data (whether obtained by hierarchical clustering, random initialisation, or some other method) and iteratively reallocates observations in such a way that each subset can be well-modelled by a single expert. Algorithm 1 outlines the proposed initialisation strategy, similar to that of Ning et al. (2008 If at any stage a level is dropped from a categorical variable in subset V g the variable itself is dropped from the corresponding regressor for the observations with missing levels. Convergence of the algorithm is guaranteed and the additional computational burden incurred is negligible. By using the Mahalanobis distance metric (Mahalanobis, 1936) , each observation is assigned to the cluster corresponding to the Gaussian ellipse to which it is closest. This has the added advantage of speeding up the running of the EM algorithm. The estimates of η g (γ g , ·) at convergence are used as starting values for the expert network. The gating network is initialised by considering the partition itself as a discrete approximation of the gates.
When using a deterministic approach to obtain starting partitions V 1 , V 2 , . . . , V G for Algorithm 1, initialisation can be further improved by considering information in the expert network covariates x (E) i to find a good clustering of the joint distribution of y i , x (E) i . However, the present implementation only considers the continuous covariates within x (E) i at this stage. Figure 3 illustrates the necessity of this procedure using a toy example data set, with a single covariate and a univariate response clearly arising from a mixture of two linear regressions, which otherwise would not be discerned without including the covariate in the initialisation via Algorithm 1. 
Model Selection
Within the suite of MoE models outlined above, it is natural to question which covariates, if any, are to be included, and if so in which of the gating/expert networks. Unless the manner in which covariates enter the MoE model is guided by the question of interest in the application under study, this is a challenging problem as the space of MoE models is potentially very large, once variable selection for the covariates entering the gating and expert networks is considered. Thus in practice only models where covariates enter all mixture components or all component weights in a linear manner are typically considered in order to restrict the size of the model search space. However, even within this reduced model space, there are 2 d + (G − 1) × 2 2d models to consider. If the number of components G is unknown, the model search space increases further.
Model comparison for the MoEClust class of models is even more challenging, as for multivariate data there are potentially 14 different covariance parameterisations from mclust to consider for models when G ≥ 2, and 3 otherwise. However, model selection can still be implemented in a similar manner to other model-based clustering methods: the Bayesian Information Criterion (BIC) (Schwarz, 1978) and Integrated Completed Likelihood (ICL) (Biernacki et al., 2000) have been shown to give suitable model selection criteria, both for the number of component densities (and thus clusters) required and for selecting variables to include in the model. Furthermore, Gormley & Murphy (2010) demonstrates how such criteria can be employed to select the appropriate model structure, choose the appropriate number of components, and to guide the inclusion of covariates.
For MoEClust models involving generalised linear models of covariates, standard variable selection approaches can be used to find the optimal concomitant variables for inclusion in the multinomial logistic regression for the component weights or the optimal covariates for inclusion in the multivariate weighted least squares regression for the component densities. However, the thorny variable selection issue is complicated further when one considers that the selected variables may only be optimal for the given G and model type. Even stepwise selection approaches are therefore difficult because any step could involve adding or removing a covariate -in either the gating or expert networks -adding or removing a component, or altering the mclust model type.
Thus for MoEClust models, the recommended approach is to fix the covariates for inclusion in the component weights and component densities, and then find, according to some criterion, the model which is optimal in the sense of having the optimal G and optimal mclust model type. Different fits with different combinations of covariates can be compared according to the same criterion. The number of free parameters in the penalty term for the BIC and ICL criteria of course depends on the covariates included in the gating and expert networks.
Results
The clustering performance of the MoEClust family of models is illustrated with application to two well known benchmark data sets: univariate CO 2 data (Section 5.1), and multivariate Australian Institute of Sports data (Section 5.2). Henceforth, any mention of the initialisation of the allocations refers to the method used to find an initial partition for Algorithm 1. All results were obtained using the R package MoEClust (Murphy & Murphy, 2017) . BIC was used to determine the optimal number of components in all cases, and was also used for selecting the best subset of covariates, as well as where to put them.
CO 2 Data
As a univariate example of an application of MoEClust, we consider data on the CO 2 emissions and GNP for a number of countries in the year 1996 (Hurn et al., 2003) . There is interest in studying the relationship between CO 2 and GNP. Thus, it appears that a suitable model for these data would be a mixture of linear regression models, where the component density is a Gaussian distribution. Such a MoEClust model would be able to account for the fact that the relationship between CO 2 and GNP appears to be clustered around two different linear regression lines, one with a large slope value, and one with a slope of almost zero (see the scatter plot of the data in Figure 4 ). Thus, it appears that a suitable model for these data would be a mixture of linear regression models, where the component density is a multivariate Gaussian distribution. Such a MoEClust model would be able to account for the fact that the relationship between CO 2 and GNP appears to be clustered around two different regression lines.
Models with different numbers of components (G ∈ {1, 2}) with either the equal (E) or unequal variance (V) models from mclust were considered. Clustering alloca-tions were initialised randomly. Consideration was also given to inclusion/exclusion of GNP as a covariate in the gating and/or expert networks. Where gating covariates are present, only models where G = 2 are fitted. An optimal model was found by maximising the BIC. The final selected model had G = 2, unequal variance, and GNP entered the model in the expert network; as such, this is an expert network mixture of experts model. This same model maximised the ICL criterion.
A table of the BIC and ICL values of a number of models are given in Table  2 . Each model in this table is optimal with respect to G and the mclust model type, for the given set of covariates. The parameters of the final model are detailed in Table 3 , and the fit of the optimal model is exhibited in Figure 5 . It's worth noting where GNP is included and the E model is optimal that this constraint on the variance is a feature of MoEClust, and neither MoE nor mclust models can presently capture this. The first row of Table 2 is equivalent to calling mclust. The sizes of the text labels for each country are proportional to its probability of belonging to the cluster to which it was assigned. 
Australian Institute of Sport (AIS) Data
Various physical and hematological (blood) measurements were made on 102 male and 100 female athletes at the Australian Institute of Sport (AIS) (Cook & Weisberg, 1994) . The thirteen variables recorded in the study are detailed in Table 4 . A MoEClust model can be used to investigate the clustering structure in the hematological measurements of the athletes and investigate how covariates may influence these measurements and the clusters. A range of MoEClust models were fitted to this data, with G ∈ {1, . . . , 9}, with the covariates 'sex' and 'BMI', as well as linear combinations thereof, allowed to enter neither, both, or either of the gating and expert networks. Gating covariates were only considered for models with G ≥ 2. With 3 permissible covariance parameterisations for the single component models, and 14 otherwise, and 16 different possible combinations of gating and/or expert network covariate settings, this amounts to an exhaustive search over a total of 1,804 models under consideration. Cluster allocations were initialised using agglomerative hierarchical clustering. Table 5 gives the BIC and ICL values of a selection of these fitted models, ranked according to the BIC criterion, representing the optimal models according to certain special cases of interest. 1 and 2 give the optimal model using only the covariance parameterisations implemented previously in flexmix and mixtools. Among the more general MoEClust family, the final row gives the optimal model according to the ICL criterion and the remaining rows give the top models according to the BIC criterion for each of the four mixture of experts special cases, which include covariates in neither, either, or both of the gating and expert networks. As such, row 3 corresponds to the optimal model according to mclust. The initialisation strategy is the same for all scenarios. Clearly, the ability to incorporate covariates improves the fit compared to mclust models. Similarly, the use of parsimonious mclust covariance parameterisations clearly improves the fit compared to standard mixture of experts models. 'BMI' enters the gating network and 'sex' enters the expert network. The model parameters for the optimal 2-component EVE full mixture of experts model are given in Table 6 . The gating network had an intercept value of -5.03 and a slope coefficient for the 'BMI' variable of 0.21. Further details are given in Table 7 in the Appendix. Though the plots in Figure 5 are suitable for univariate data with a single continuous expert network covariate, visualising MoEClust results for multivariate data with a mix of continuous and categorical covariates constitutes a much greater challenge. For the optimal 2-component EVE model fitted to the AIS data, Figure  6 shows the gating network, while the data and clustering results are shown using a generalised pairs plot in Figure 7 . The generalised pairs plot depicts the pairwise relationships between the hematological response variables, the included covariates and the MAP classification, coloured according to the MAP classification. For the hematological response variables, ellipses with axes corresponding to the withincluster covariances are drawn. The marginal distributions of each variable are given along the diagonal. Mosaic plots are used to depict two categorical variables, scatter plots are used to depict two continuous variables, and a mix of box-plots and strip-plots are used for mixed pairs.
It's clear from Figure 7 that the variable 'plasma ferritin concentration' (Fe) and the covariate 'sex' are driving much of the separation in the clusters for the AIS data. The equal volume and orientation and variable ellipsoidal shape of the clusters, characteristic of EVE models, is also clearly discernible. It's also worth noting that a forward stepwise variable selection approach, using the BIC criterion with all covariates listed in Table 4 , converged to the same model, with only 'BMI' and 'sex' in the gating and expert networks, respectively. Interestingly, the correspondence between cluster assignment according to the fitted model and the 'sex' labels is poor, with an Adjusted Rand Index (Hubert & Arabie, 1985) of just 0.02; this is because subjects are divided by 'sex' within each cluster, rather than the clusters capturing the athlete's sex, and the covariate 'BMI' rather than 'sex' influences the probability of cluster membership.
Discussion
The definition, estimation and application of a suite of MoEClust models has been outlined, clearly demonstrating the utility of mixture of experts models for parsimonious model-based clustering where covariates are available. Their demonstrated use to cluster observations, and to appropriately capture heterogeneity in cross sectional data, provides only a glimpse of their potential flexibility and utility in a wide range of settings. The ability of MoEClust models to jointly model response and concomitant variables provides deeper and more principled insight into the relations between such data in a mixture model based analysis, and provides a principled method for describing, exploring, and explaining the clustering, with reference to information contained in covariates.
Improvement over the mclust suite of models has been introduced by accounting for the external information that is available in the presence of covariates. Similarly, improvement over mixture of experts models which incorporate concomitant variables has been introduced by generalising the covariance structures in the component densities to those in the mclust family of models. Due to sensitivity of the final solution obtained by the EM algorithm to the initial values, an iterative reallocation procedure based on the Mahalanobis distance has been proposed to mitigate against convergence to a suboptimal local maximum. This initialisation algorithm converges very quickly, and by virtue of providing a sensible (discrete) approximation of the gates, speeds up convergence of the EM algorithm itself.
On a cautionary note however, when a MoEClust model is employed as an analytic tool, care must be exercised in choosing how and where covariates enter the MoEClust model framework under the various parsimonious covariance parameterisations. The interpretation of the analysis fundamentally depends on where the covariates enter, which of the suite of MoE models is invoked, and also on which of the mclust covariance parameterisations is employed.
Due to the lower number of parameters in the parsimonious covariance matrices, MoEClust models tend to favour including covariates in the expert networks more than standard mixture of experts models would, as the number of parameters added to the penalty term for the BIC and ICL by the expert network covariates is made up for by the reduction in the number of covariance parameters. Thus, in cases where a mixture of experts model might elect to include a covariate in the gating network, a MoEClust model with fewer covariance parameters may elect to include it in the expert network instead; while this does lead to a better fit, it can make interpretation more difficult.
Possible directions for future work in this area include exploring the use of regularisation in the gating and expert networks to help with variable selection, investigating the utility of non-parametric estimation of the gating network, and introducing factor analytic covariance structures into mixture of experts models in a similar fashion.
