Statistical inference with nonresponse is quite challenging, especially when the response mechanism is nonignorable. The existing methods often require correct model specifications for both outcome and response models. However, due to nonresponse, both models cannot be verified from data directly and model misspecification can lead to a seriously biased inference. To overcome this limitation, we develop a robust and efficient semiparametric method based on the profile likelihood. The proposed method uses the robust semiparametric response model, in which fully unspecified function of study variable is assumed. An efficient computation algorithm using fractional imputation is developed. A quasi-likelihood approach for testing ignorability is also developed. The consistency and asymptotic normality of the proposed method are established. The finite-sample performance is examined in the extensive simulation studies and an application to the Korean Labor and Income Panel Study dataset is also presented.
Introduction
Missing data is frequently encountered in statistics. The complete-case method with ignoring missing data can lead to biased estimation and misleading inference (Rubin, 1976; Little and Rubin, 2014) . To adjust for the bias due to missing data, some assumption about the response model is often required. If the response probability does not depend on the unobserved variable, the response mechanism is called missing at random (Rubin, 1976) . Otherwise, the response mechanism is called not missing at random, also referred to nonignorable missingness. Nonignorable missingness is more challenging than missing at random, since the response model cannot be estimated from the data without extra assumptions. Furthermore, the model assumptions cannot verified from the observed data under nonignorable nonresponse.
To review the literature on nonignorable nonresponse, let Y be the study variable that is subject to missingness and X be the covariate variable that is always observed. Let δ be the response indicator function of Y , in the sense that δ = 1 if Y is observed, otherwise, δ = 0. Under the assumption of nonignorable nonresponse, Diggle and Kenward (1994) propose a fully parametric method, which assumes parametric models for f (Y |X) and pr(δ = 1 | X, Y ).The fully parametric method is very sensitive to model misspecification. Scharfstein et al. (1999) , Andrea et al. (2001) and Van Dyk and Meng (2012) suggest the sensitivity analysis for the fully parametric method.
Instead of assuming the parametric model for f (Y | X), Riddles et al. (2016) propose an EM algorithm using fully parametric models on f (Y | X, δ = 1). Since the data to fit f (Y | X, δ = 1) are fully available, the model assumption about f (Y | X, δ = 1) can be verified from the data. However, it is still a parametric approach subject to model misspecification problem.
To achieve robustness against model misspecification, Kott and Chang (2010) use a parametric model for pr(δ = 1 | X, Y ) and estimate the parameters by generalized method of moments. This proposed method avoids making the additional assumption on the outcome regression model. The method of Kott and Chang (2010) is still subject to model misspecification of pr(δ = 1 | X, Y ) and is not as efficient as the maximum likelihood method. Furthermore, Morikawa and Kim (2016) propose a semiparametric maximum likelihood method with the parametric assumption on the response model and use the nonparametric kernel method to approximate f (Y | X, δ = 1). Note that all these methods are based on the assumption of correctly specified response model and the model specification can not be verified. To improve the robustness of the response model, Kim and Yu (2011) consider a semiparametric response model. Their proposed method requires validation sample to estimate parameters in the response model. Shao and Wang (2016) All of these issues motivate us to propose a more robust method to handle nonignorable nonresponse. The proposed method uses the generalized partially linear model with nonparametric function of Y . The estimation method is developed from the profile likelihood method. An efficient computation algorithm is proposed based on the EM algorithm using fractional imputation (Kim, 2011) . Furthermore, hypothesis testing procedure is developed to test if the response mechanism is missing at random. The proposed method is robust, since the observed regression model can be justified from the data directly and the response mechanism is an unspecified function of Y .
The rest of this paper is organized as follows. The basic setup of nonignorable nonresponse is introduced in Section 2. The proposed method and the computation algorithm is presented in Section 3. In Section 4, the consistency of the proposed method and the asymptotic property are established. The performance of the proposed method is examined through simulation studies in Section 6. The proposed method is applied to the Korean Labor and Income Panel Study dataset in Section 7.
Some discussion and future work are shown in Section 8. Technical proofs are given in Appendix.
Setup
Assume that {(x 1 , y 1 ), (x 2 , y 2 ), · · · , (x n , y n )} are n independent and identically distributed realizations of a random vector (X, Y ). The parameter of interest is θ ∈ Θ, which is uniquely determined from solving E {U (θ; X, Y )} = 0. Assume x i are fully observed and y i are subject to missingness. Let δ i be the response indicator function of y i , in the sense that
independently follow a Bernoulli distribution with the success probability π(x i , y i ) = pr(δ i = 1|x i , y i ). Then, under nonresponse, a consistent estimator of θ could be obtained by solving
if the response probability π(x i , y i ) were known.
In this paper, we assume the response mechanism is not missing at random or nonignorable, in the sense that the response mechanism depends on unobserved Y .
To estimate π(x, y), under fully parametric assumptions, we can build the outcome model as f (y | x; ζ) and the response model as π(x, y; φ), where (ζ, φ) are unknown parameters. Then, the observed likelihood function is
Without additional model assumptions, maximizing
is not identifiable. To avoid the non-identifiability, we also assume that
where x i = (x i1 , x i2 ) and x i2 is the response instrumental variable (Wang et al., 2014) .
However, the parametric assumptions cannot be verified and the fully parametric method may be sensitive to model misspecification.
To achieve robustness, Kim and Yu (2011) consider a semiparametric model for the response mechanism. They assume the response model can be expressed as
where g(·) is unspecified. Note that, under assumption (3), the predictive model for nonresponse is
where γ = −φ y is the tilting parameter that describes the level of nonignorability
The consistency of the semiparametric estimation in Kim and Yu (2011) requires the correct assumption of the response model in (3). Even though g(·) is unspecified, the role of Y in the response model is limited to be linear, which can be a strong assumption.
Under the assumption of not missing at random, the function of Y in the response model is very important, but can not be verifiable directly from data. Therefore, we develop an alternative method to model the response mechanism without the generalized linearity assumption of Y . To cover a more general class of nonignorable nonresponse, we assume the response function satisfies
where φ is the unknown parameter and g(·) is an unspecified function. The proposed model in (4) implies that the predictive model for nonresponse is
Hence, the proposed method can be understood as a nonparametric exponential tilting technique. Note that f (y | x, δ = 1) can be estimated and validated from the observed data and g(y) is unspecified. Thus, the prediction model in (5) has less chance to suffer misspecification. The details of the proposed method is presented in next Section.
Proposed method
Under the setup in Section 2, we assume that the semiparametric response model satisfies (4). Without loss of generality, we also assume that x i1 exclude the intercept to avoid the non-identifiable issue between x T i1 φ and g(y i ). Denote
Hence, if g(y i ) = φ 0 + φ 1 y i , the proposed response model reduces to the parametric logistic model. Moreover, the proposed response mechanism degenerates to missing at random, if g(y i ) = φ 0 .
To estimate φ and g(·), the maximum profile likelihood method can be employed.
Under the complete data, the log-likelihood function can be written as
is a partially generalized model with nonparametric function g. Then, the maximum profile likelihood method can be described as the following two steps.
Step 1 : Fixing the parameter φ,ĝ φ (y) can be estimated by maximizing
respect to g(y), where K h (·) is the kernel function with bandwidth h.
Step 2 : Given the estimated functionĝ φ (y), a maximum profile likelihood estimator of φ is obtained by maximizing the profile likelihood l(φ |ĝ φ ) respect to φ, where
The maximum profile likelihood estimatorφ converges to the asymptotic normal distribution with the rate √ n. See Green and Yandell (1985) , Tibshirani and Hastie (1987) and Severini and Wong (1992) for the estimation procedures for the generalized partial linear models.
However, due to nonresponse, the complete log-likelihood in (6) is infeasible. Instead, the conditional log-likelihood, which is an unbiased estimator of the complete log-likelihood, is used to estimate parameters under nonresponse. The conditional log-likelihood is defined as Q(φ, g) = E {l(φ, g) | data}, which can be explicitly expressed as
Note that, in Q(φ, g), nonresponse are integrated out by the predictive model f (y | x, δ = 0). The parametric model assumption about f (y | x, δ = 0) is not justifiable due to nonresponse. Thus, we propose to use the nonparametric exponential tilting technique (Kim and Yu, 2011) and f (y | x, δ = 1) to avoid specifying f (y | x, δ = 0) directly. We can rewrite f (y | x, δ = 0) as
where the observed outcome model f (y | x, δ = 1) can be validated using the observed data. Assume the parametric model for Y given x and δ = 1 is f (y | x, δ = 1; η), which is known up to η. The consistent estimator of η, sayη, can obtained by solving
where s(η; x i , y i ) = ∂f (y i | x i , δ i = 1; η)/∂η is the score function of η. Using the exponential tilting technique in (8), Q(φ, g) in (7) can be rewritten as
.
Applying the maximum profile likelihood method to Q(φ, g |η) directly is computationally intensive due to the conditional expectation. To solve this issue, we propose to apply EM algorithm using the fractional imputation method (Kim, 2011) .
The proposed fractional imputation algorithm is described as follows:
I-
Step: For the sample unit with δ i = 0, generate y * ij independently from f (y | x i , δ = 1;η), whereη is the consistent estimator of η from solving (9), for j = 1, 2, · · · , M .
W-
Step: Using the current value g (t) (y) of g(y), we can assign the fractional weight as
where j w * ij = 1.
M-Step:
The maximum profile method can be applied to the approximation of Q(φ, g |η), which is defined as
where w * (t) is the set of fractional weights. Maximize Q(φ, g | w * (t) ;η) using the profile likelihood method to obtain φ (t+1) and g (t+1) (·).
Repeat W-Step and M-Step iteratively until the convergence is achieved. The fractional weights in (10) only depend on g(·). Since g(·) is modeled by a fully nonparametric function, the proposed method automatically generates the fractional weights to make
as close as possible. As we will show in the simulation study, the performance of the proposed method is robust to the misspecification of x T i1 φ in the response model in (4), since the predictive model in (8) 
, which can be expressed as
The details of M-Step can be described as the following two steps.
Step 1: We can update φ by
where
is the marginal gradient, Q(φ,ĝ φ | w * (t) ;η) is the profiled function of φ, and
is the Hessian matrix.
Step 2: Update g(y) by
is a gradient of the smoothed functionQ(φ, g(y) | w * (t) ;η) in (11) respect to g(y)
and
The technical derivations in the Step 1 and Step 2 are shown in Appendix A.
Once the convergence of the proposed EM algorithm is achieved, the final estimator of θ, sayθ, can be obtained by solving
Remark 2 Alternatively, we can also estimate θ by solving
which is an empirical approximation of
In this paper, we focus on the estimator in (12).
Remark 3 Note that, if Y is binary, then the proposed method is degenerated to the parametric model. The response mechanism is
which is a parametric function of {φ, g(0), g(1)}. For a general discrete Y , the proposed method still works by employing the kernel smoothing for discrete variables in Hall (1981) and Chen and Tang (2011) .
Remark 4 It is worth to mentioning that the parametric observed regression model f (y | x, δ = 1; η) can be replaced by a nonparametric regression model. We can show that for the function A(δ, x 1 , Y ) = log {1 − π(φ, g; x 1 , Y )}, we can express
under the model assumption in (4). Thus, using the kernel smoothing method, we can approximate E {A(δ,
where K(·) is the kernel function and H is a diagonal bandwidth matrix. Since we have already shown that O(φ, g; x 1 , y) = exp −φ T x 1 − g(y) , we can simply (14) aŝ
Using (15) to replace the conditional expectation in Q(φ, g |η), we can build the conditional log-likelihood function without any parametric assumption for the observed outcome model f (y | x, δ = 1).
Asymptotic Theory
In this section, we establish consistency and asymptotic normality of the proposed estimator in (12). We summarize the sufficient conditions for asymptotic theories as follows. The assumptions in details are presented in Appendix C.
(C1): The true response model π(x, y) satisfies (4).
(C2): The kernel function K(·) satisfies the following properties Lemma 1 Under Conditions (C1)-(C4), our proposed algorithm enjoys the monotone increasing property, in the sense of
whereQ(φ, g | w * (t) ;η) is defined in (11) for any y.
The proof of Lemma 1 is shown in Appendix C. From Lemma (1), the estimators from our proposed EM algorithm lead to the monotone increase of the profiled conditional log-likelihood of φ and the smoothed conditional log-likelihood of g.
Theorem 2 Under conditions (C1)-(C4), we have
in distribution, as n, M − → ∞. φ 0 is the true parameter value and
Σ 1 is the observed Fisher information. Σ 2 is the variability of estimating η 0 and Σ 3 is the covariance betweenφ andη.
The proof of Theorem 2 is presented in Appendix C. From Theorem 2, we can see that our proposed method has the √ n convergence rate for parameters, which is the same for fully parametric models.
Theorem 3 Under conditions (C1)-(C5), we can establish that
where θ 0 is the true value and Σ > 0.
The proof of Theorem 3 is shown in Appendix D. In Appendix D, we havê
Then, we can see that Σ is a composited variability from estimating equation in (12) and the profiled function of φ 0 in Q(φ, g | η 0 ).
Ignorability Test
In Section 2, we assume the response mechanism satisfies (4). Hence, if g(y) is a constant, say g(y) = c for some c ∈ R, the response mechanism degenerates to missing at random. If we are confident that the response mechanism is missing at random, estimation and inference can be greatly simplified without worrying about nonignorable nonresponse bias. Since our response model is a nonparametric model of Y , it is a great interest to test if the response mechanism is missing at random without specifying g.
Under the null hypothesis H 0 : g(y) = c, the response mechanism is a parametric model of unknown (φ, c). Furthermore, (φ, c) can be estimated from maximizing the log-likelihood function of (φ, c). Specifically, that is to maximize
respect to (φ, c), where
Note that, the likelihood ratio test statistic can not be used here due to the nonnegligible smoothing bias and different likelihood functions (smoothed and unsmoothed functions). See Härdle et al. (1998) and Lombardía and Sperlich (2008) for related clarification. To solve this issue, Härdle et al. (1998) proposed using the weighted distance test statistic based on the quasi-likelihood of the logistic model. Under complete response, we propose using
where (φ a ,ĉ a ) is the solution of (20) andφ is the estimator of the proposed profile method. Under the null hypothesis and some regularity conditions, Härdle et al. (1998) show
in distribution. However, (v n , e n ) are very difficult to compute. Under nonresponse, the test statistic in (21) can be approximated bŷ
Remark 5 Note that, under the null hypothesis,
almost surely, as M − → ∞. Thus, we can rewritê
Under the null hypothesis,
n (R − e n ) also converges to the normal distribution. If M is finite, v n can be inflated by the variability of imputation andη.
Since (v n , e n ) is difficult to compute, and the uncertainty of imputation needs to be incorporated properly, we propose to use the bootstrap method to test H a : g(y) = c. Under H 0 : g(y) = c, the parametric bootstrap is developed. The algorithm of the parametric bootstrap is shown in Appendix B.
6 Simulation Study
Simulation Study I
In this simulation study, we investigate the performance of the proposed method in the finite sample. The robustness of the proposed method is also examined when the model assumption is violated. The simulation study can be described as a 3 × 9 factorial design, where the factors are the outcome regression model and the response mechanism. Assume the covariate x i = (x i1 , x i2 ) are generated from N (u, Σ) with 
and e i ∼ N (0, 0.25) independently.
For the response mechanism, let δ i be generated from a Bernoulli distribution with the success probability π i independently. For the true response mechanism, we consider follows:
where (φ 0 , φ 1 ) = (0.7, 0.2).
R 2 : (Linear NMAR)
where (φ 0 , φ 1 ) = (1, 0.2, 0.2).
R 3 : (Non-linear NMAR with quadratic term in y)
, where (φ 0 , φ 2 , φ 2 ) = (0, 0.1, 0.7).
R 4 : (Non-linear NMAR with quadratic term in both x and y)
where (φ 0 , φ 1 , φ 2 ) = (0, 0.1, 0.5).
R 5 : (Non-linear NMAR with exponential term in x 1 and quadratic term in y)
where (φ 0 , φ 1 , φ 2 ) = (0, 0.1, 0.6) R 6 : (Non-linear NMAR with exponential term in y and interaction term)
where (φ 0 , φ 1 , φ 2 ) = (0, 0.1, 0.6).
where (φ 0 , φ 1 , φ 2 ) = (0, −0.1, 0.6) and Φ(·) is the normal cumulative distribution function.
R 8 : (Complementary log-log NMAR)
where (φ 0 , φ 1 , φ 2 ) = (0, −0.05, 0.3).
, where (φ 0 , φ 1 , φ 2 ) = (0, 0.1, 0.7).
The response mechanism R 1 is missing at random, in the sense of g(y) = φ 0 . R 2 is the logistic linear model assumption, which is mostly used to fit the nonresponse model in Kim and Yu (2011) and Shao and Wang (2016) . R 3 satisfies all model assumptions of the proposed method. R 4 and R 5 violate the linearity assumption of x i1 and R 6 has the interaction term of x i , y i , which leads to failure of the linearity assumption. R 7 and R 8 are used to check the robustness of the link function. R 9 is used to check the violation of the instrumental variable assumption.
For each response mechanism, the overall response rates are approximately 70%.
For each setup, we generate a Monte Carlo sample with n = 500 independently for replication B = 2, 000. Suppose we are interested in θ = E(y). Thus, U (θ; x, y) = y − θ. For each realized sample, we apply the following methods.
1. Full estimator θ f ull : Use the full sample to estimate θ, but which is not practical in real data analysis.
2. CC estimator θ CC : Ignore nonresponse and only use responses to estimate θ.
3. Kott and Chang (2010) 's method θ KC : Assume the response model is
The estimator can be obtained by solving
Riddles et al. (2016)'s method θ F I : The observed regression model is
The response working model uses (23).
5. θ SP : The proposed method with x 2 as the response instrumental variable. The bandwidths are chosen by rule of thumb (Silverman, 1986) . The working observed regression model is specified as
The simulation results for R 1 -R 3 , R 4 -R 6 and R 7 -R 9 are presented in Table   1 , 2 and 3, separately.
From From Table 3 , the misspecification of link function in the response model does not effect the consistency of the proposed method. Furthermore, the violation of the instrumental assumption also does not effect the proposed method heavily. In summary, the proposed method outperforms θ KC and θ F I . Also, the proposed method suffers less model misspecification.
Simulation Study II
In this section, we perform simulation studies to validate the proposed test statistic in Section 5. The power of the proposed test is related to the non-constant effect of g(y) and sample size. Thus, we design a 4 × 2 factorial studies, where factors are the coefficient of g(y) and the sample size.
Assume the superpopulation model is generated as as follows: First, covariate variables x i = (x i1 , x i2 ) are generated independently from multivariate normal distribution with mean (1, 1) and variance Diag(0.25, 0.25). Second, response variables y i are generated independently from normal distribution N (−1 + x i1 + x i2 , 0.25).
Assume the response function is
The response indicator functions are generated from a simple random sampling with replacement process with approximate response rate being 70%. The first order in-
The whole simulation process can be described as follows:
1. Generate the complete sample from the superpopulation model with size n ∈ {100, 500}.
2. Apply the response mechanism to create nonresponse with {0, 0.2, 0.5, 1}.
3. Apply the proposed bootstrap method in Appendix B to obtain the empirical distribution of the proposed test statistic.
4. Repeat step 1-3 B = 1, 000 times.
The simulation results are presented in Table 4 . The power of the test is that the probability of rejecting the null hypothesis, given that the alternative hypothesis is true. From Table 4 , the power of the proposed test statistic is increasing as the violation (φ y ) of constant g(y) increases for fixed sample size. For fixed φ y , the power of the proposed test statistic also increases as sample size increases. For φ y = 0, which indicates the null hypothesis is true, the proposed test statistic can achieves the type I error bound approximately when sample size is 500. In summary, the proposed test statistic and the bootstrap method can be used to test the ignorability effectively.
Application
In this section, the proposed method is applied to Korea Labor and Income Panel Survey (KLIPS). The introduction of the penal survey can be checked out at http: //www.kli.re.kr/klips/en/about/introduce.jsp. The study variable (y) is the average monthly income for the current year and the auxiliary variable (x) is the average monthly income for the previous year. The KLIPS has n = 2, 506 regular wage earners. And the boxplots for x and y are presented in Figure 1 . Note that both x, y has outliers which cause challenging to the nonparametric smoothing method.
Thus, we take the transformation to both x and y. Since the KLIPS data are completed, we artificially create the missingness and then apply the proposed method to the incomplete data. Assume the true response mechanisms are
The process is described as following:
1. Use Simple Random Sampling without Replacement (SRSWOR) to obtain n sample units.
2. Apply the response mechanism R to the sample and get the incomplete sample.
3. Apply the proposed method to the incomplete sample and obtain the parameter estimation.
Let n = 200 and replicate the process B = 2, 000 times. For each realized sample, apply Full, CC, Proposed and GMM method to estimate θ = E(y). The results are shown in Figure 2 . From Figure 2 , we can see that both proposed and GMM methods achieve consistent estimates and their efficiencies are comparable. CC methods are always biased.
The proposed method is consistent, since it does involve model specifications. The GMM method is consistent in the real data due to the linearity of x and y.
Discussion
In this paper, we propose a profile likelihood method to achieve robust estimation under a semiparametric nonignorable nonresponse model. From simulation results, our proposed method shows more robustness than generalized linear response models.
The proposed method uses the maximum profile likelihood method and an efficient computation algorithm based on fractional imputation is developed. From asymptotic properties, our proposed method enjoys √ n-consistency. Furthermore, our proposed method assumes the response mechanism is a flexible function of Y . Then, we propose a test procedure to check if the response mechanism is missing at random. The bootstrap method is proposed to obtain the empirical distribution of the proposed test statistic. Our proposed method can be used in survey data directly by replacing the likelihood function to the pseudo likelihood function.
A Derivations in M-Step
Note that,l obs (φ, g | w * (t) ) are generalized partially linear function of φ and g. Then, the profile method likelihood can be applied. The outlined procedures are described as follows. First, g(y) can be estimated by maximizing
given a fixed φ. Denote it asĝ φ (y). Then, φ can be estimated by maximizinĝ
The details of one-step Newton-Raphson algorithm are shown as follows. The maximization ofl obs (φ, g | w * (t) ) respect to g(y) is equivalent to taking the first order derivative respect to g(y). That is
To estimate g(y), it is equivalent to solving ∂l obs (φ, g | w * (t) )/∂g(y) = 0. Applying the one-step Newton-Raphson, we can update the estimator by
is the gradient ofl obs (φ, g | w * (t) ) respect to g(y), and
is the Hessian matrix ofl obs (φ, g | w * (t) ) respect to g(y).
Note that g(y) is the function of φ. Thus, take the partial derivative ofl obs (φ, g | w * (t) )/∂g(y) respect to φ and set it to be 0. That is
where g(y) = ∂g(y) ∂φ
. Solving ∂ 2l obs (φ, g | w * (t) )/ {∂g(y)∂φ} = 0, we can obtain a closed form for g(y) as
Then, φ can be estimated by maximizinĝ
which leads to solvingl
To compute the Hessian matrix ofl obs (φ, g φ | w * (t) ), we consider g to be constant with respect to φ (Müller, 2001) . This leads to
where A ⊗2 = AA T . Thus, applying Newton-Raphson algorithm, we can update φ by
B Algorithm for Bootstrap
From the proposed method in §3, a pseudo complete sample {(
As discussed in §5, under the null hypothesis, (φ a ,ĉ a ) can be obtained by maximizing (20) . Then, the proposed parametric bootstrap can be described as follows:
Step 1 : Using (φ a ,ĉ a ), we can regenerate the response indicators δ * i from the Bernoulli distribution with success probability π(φ a ,ĉ a ; x i ). Then, we can formulate the new pseudo sample {x i , δ *
Step 2 :
Step 3 :
to the proposed method and compute the test statisticR k in (22).
Step 4 : Repeat Step 1-3 B times and compute the p-value as
If the p-value is less than the type I error α, then we reject H 0 . Otherwise, we have no significant evidence to reject H 0 .
C Regularity conditions and Proof of Lemma 1 and Theorem 2
Regularity conditions of (C3) are described as follows.
C3 ( Regularity conditions of (C5) are described as follows.
C5(a):
The response probability π(X, Y ) is bonded below from 0 uniformly.
C5(b):
There exists θ 0 , such that E {U (θ 0 ; X, Y )} = 0.
C5(c):
For θ in a neighborhood of θ 0 , assume U (θ; X, Y ) is twice continuously differentiable for every X, Y .
C5(d):
For θ in a neighborhood of θ 0 , assume E { U (θ; X < Y ) 2 } < ∞ and E ∂U (θ; X, Y )/∂θ T exists and is nonsingular.
The road map of this proof can be outlined as follows.
Step 1 : We will show the asymptotic normality of the profile estimator of β under complete data using
Step 2 : Then, we can establish the asymptotic distribution under nonresponse using
Step 3 : The asymptotic distribution is further extended to incorporate the estimation of η 0 .
Step 4 : Finally, we will show that the proposed algorithm is equivalent to applying the profile method to l obs (φ, g;η) asymptotically.
Let us first show Step 1. Since g maps a scalar y into some space G, define
as the conditional distribution of δ given (x, y). Furthermore, let l(δ; φ, ζ) = log p(δ; φ, ζ).
Letĝ φ be the solution of maximizing
Letφ be the maximizer of l F ull (φ,ĝ φ ). Furthermore, we define the Fréchet derivative
Following the proof in Severini and Wong (1992) , we present the sufficient conditions to obtain the asymptotic distribution.
Assumption 1. For any fixed φ 1 ∈ Φ and ζ 1 ∈ G, let ρ(φ, ζ) = log p(δ; φ, ζ)p(δ; φ 1 , ζ 1 )dδ.
Assumption 2. Define the marginal Fisher information for φ as
AssumeĨ φ (φ, ζ) > 0 for all φ ∈ Φ and ζ ∈ G. Severini and Wong (1992) .
The following lemma is established from Severini and Wong (1992) and we are using the special case of logistic semiparametric model.
Lemma 4 Under Assumption 1-4, we can show
whereĨ φ 0 is the marginal Fisher information for φ 0 . Then, we can also establish that
where g 0 = g φ 0 is the true function,ĝ 0 =ĝ φ 0 and g = dg(y) dy . This completes Step 1.
Step 1 is a standard conclusion from Severini and Wong (1992) .
Then, we want to extent Lemma (4) to nonresponse. Note that l obs (φ, g; η 0 ) = E {l F ull (φ, g) | X, Y obs , R; η 0 }, where X = (x 1 , x 2 , · · · , x n ), Y obs is the observed part of (y 1 , · · · , y n ) and R = (δ 1 , · · · , δ n ). Similarly, the smoothed observed log-likelihood isl obs (φ, g; η 0 ) = E l F ull (φ, g) | X, Y obs , R; η 0 . Then, we can establish the following lemma.
Lemma 5 Letĝ φ be the maximizer ofl F ull (φ, g), thenĝ φ,obs = E(ĝ φ | X, Y obs , R; η 0 )
is the maximizer ofl obs (φ, g; η 0 ). Taking the conditional expectation to both sides, we can obtain that 
This completes
Step 2.
Note thatφ obs in Lemma (5) is a function of η 0 and we can denote it asφ obs (η 0 ).
However, our profiled estimation is applied tol obs (φ,ĝ φ,obs ;η), whereη is a solution of To obtain the limiting distribution ofφ obs (η), militarization can be used. Therefore, our final conclusion is that
