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ANALYTIC LINEARIZATION OF NONLINEAR PERTURBATIONS
OF FUCHSIAN SYSTEMS
RODICA D. COSTIN
Abstract. Nonlinear perturbation of Fuchsian systems are studied in regions
including two singularities. Such systems are not necessarily analytically equivalent
to their linear part (they are not linearizable). Nevertheless, it is shown that in the
case when the linear part has commuting monodromy, and the eigenvalues have
positive real parts, there exists a unique correction function of the nonlinear part
so that the corrected system becomes analytically linearizable.
1. Introduction
1.1. Setting. The paper studies linearization criteria of nonlinear perturbations of
Fuchsian systems of the form
(1) E [f ] :
du
dx
= M(x)u+
1
x2 − 1
f(x,u) (w ∈ Cd, x ∈ C)
(Systems (1) are denoted by E [f ] to distinguish among them by their nonlinear part.)
The linear part
(2) E [0] :
dw
dx
=M(x)w (w ∈ Cd, x ∈ C)
is assumed to be a Fuchsian system with three singularities in the extended complex
domain. Their location can be arbitrarily placed using a rational linear transforma-
tion, and in the present paper we assume they are located at x = 1, x = −1 and ∞,
therefore
(3) M(x) =
1
x− 1
A +
1
x+ 1
B A,B ∈Md(C)
It is assumed that the matrices A and B commute, and formal linearization results
are obtained; convergence is proved under the supplementary assumption that the
eigenvalues of A,B have positive real parts.
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The function f(x, ·) collects the nonlinear terms in u: it has a zero of order two at
u = 0 and f(x,u) is analytic for x in a simply connected domain D ∋ {±1} (which
will be assumed large enough) and for u ∈ Cd, |u| < R (for some R > 0).
Note that the nonlinear term, 1
x2−1
f(x,u), is therefore allowed to have at most
simple poles at the singularities x = ±1 of M(x).
Denote also
(4) Q(x) = x2 − 1
1.2. Motivation. The problem of linearization and the more general, of equivalence,
are fundamental in the theory of differential equations, and for many applications
and many classes of problems can be reduced to systems of the form (1) - see [1] for
references.
The case when the domain D contains just one singular point ofM(x) was studied
in [4]: generic such systems are linearizable (see §5.1 for details).
When the domain contains two singularities conditions for formal linearizability
of (1), (3) were found in [1], under polynomiality assumptions on the nonlinear part,
and not requiring commuting monodromy.
The present paper shows analytic linearization of canonically corrected systems for
general analytic nonlinear part, in the case of commuting monodromy, and positive
real parts of eigenvalues of A and B.
1.3. Existence of formal corrections and formal normal forms: results
proved in [1].
1.3.1. Assumptions.
(a) The function f(x,u), which collects the nonlinear terms, has a zero of order
two at u = 0, and is analytic for x in the simply connected domain D ∋ {±1} and
for u ∈ Cd, |u| < R.
(b) The eigenvalues a = (a1, . . . , ad) of A, and respectively b = (b1, . . . , bd) of B,
satisfy the Diophantine condition: there exist C, ν > 0 so that
(5)
∣∣∣n · a+ l − as∣∣∣ > C (|n|+ |l|)−ν and ∣∣∣n · b+ l − bs∣∣∣ > C (|n|+ |l|)−ν
for all l ∈ N, s ∈ {1, ..., d}, and n ∈ Nd with |n| ≥ 2, with the notation
n = (n1 . . . nd), n · a = n1a1 + . . .+ ndad, |n| = n1 + . . .+ nd
(c) No eigenvalue of A, or of B, is an integer: ai, bi 6∈ Z, i = 1, . . . , d.
(d) The eigenvalues λ1, . . . , λd of the matrix A + B satisfy the following nonreso-
nance condition:
(6) k + n · λ− λj 6= 0 for all n ∈ N
d , k ∈ N , j = 1, . . . , d
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1.3.2. Obstructions to linearization and formal correction. The following result was
proved in [1]. Note that there are no commutativity assumptions on A and B.
Theorem 1. Consider the system (1) under the assumptions of §1.3.1.
Assume that the nonlinear part is of polynomial type in x, in the sense that
(7) f(x,u) =
∑
|m|≥2
fm(x)u
m with fm(x) polynomials
with the usual notation
um = um11 u
m2
2 . . . u
md
d for u = (u1, u2, . . . , ud) ∈ C
d, m ∈ Nd
Then there exists a unique correction φ(u) of f(x,u) as a formal series
(8) φ(u) =
∑
|n|≥2
φ
n
un
so that the correction E [f − φ] of E [f ]:
(9) E [f − φ] :
du
dx
=
(
1
x− 1
A +
1
x+ 1
B
)
u+
1
x2 − 1
[f(x,u)− φ(u)]
is linearizable by a formal series transformation
(10) u = H(x,w) = w +
∑
|m|≥2
hm(x)w
m
where hm(x) are functions analytic on D (in fact, they are polynomials).
Note that the coefficients φ
n
, n ∈ Nd, |n| ≥ 2 represent the obstructions to lin-
earization, in the sense that the equation E [f ] is linearizable if and only if all φ
n
are
zero.
1.3.3. Remark. Obviously, formal linearization is a necessary condition for analytic
linearization.
2. Main Results.
While the assumptions of §1.3.1 are essential for the results of Theorem1 to hold,
it is natural to expect that the condition (7) that f be of polynomial type in x to be
generalizable to holomorphic functions of x. It is also to be expected that the series
(8) and (10) converge if the eigenvalues of A + B are not ”too close to resonance”
(see (6)).
The present paper considers the case when the matrices A and B commute, and
when their eigenvalues have positive real parts. Under these assumptions there are
no polynomiality assumptions on the nonlinear part f , which can be any holomorphic
function (on a domain large enough). It is shown that a unique formal correction
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φ(u) still exist for functions f(x,u) analytic in x - Theorem 2, and furthermore,
that the linearization series (10), and the series (8), converge, hence we have analytic
linearization - Theorem 3.
2.1. Setting. Consider the equation E [f ] given by (1),(3) under the assumptions of
§1.3.1.
Furthermore, it is assumed that A and B are simultaneously diagonalizable:
(11) A = diag(a1, . . . , ad), B = diag(b1, . . . , bd)
Theorem3 is proved under the additional assumption
(12) ℜaj > 0, ℜbj > 0 for all j = 1, . . . , d
2.2. Obstructions to linearization - equations with analytic nonlinear terms.
Theorem 2. Consider equation E [f ] given by (1),(3) under the assumptions of §2.1.
Let f be holomorphic for x ∈ D and |u| < R.
Then there exists a unique ”correction” φ(u) of f(x,u) as a formal series (8) so
that the ”corrected” equation E [f − φ] - see (9) - is linearizable by a formal series
(10) with coefficients hm(x) holomorphic on D.
2.3. Analytic linearization. Theorem3 shows that the series in Theorem2 con-
verge, therefore any nonlinear term f can be corrected to an analytic function so that
the resulting equation is analytically linearizable.
2.3.1. The numbers c and ρmin. These quantities are used in the statement of Theo-
rem3 to define a domain D (where the nonlinear term will be required to be analytic)
and are defined as follows. Denote
(13) cm =
(m/n) · (b− a)
(m/n) · (b+ a)
for m ∈ Nd, n = |m| ≥ 2
The set of all points cm given by (13) belong to a compact set K:
K =
{
g(t) =
t · (b− a)
t · (b+ a)
; t ∈ [0, 1]d, |t| = 1
}
(In fact the boundary of K consists of arcs of the circles g(t) obtained for t having
only two nonzero coordinates.)
Let c ∈ K and let ρmin positive and large enough so that the disk |x − c| < ρmin
contains the points −1, 1 and the set K.
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2.3.2. Analytic linearization theorem.
Theorem 3. Consider the system (1),(3) under the assumptions of §2.1. Let c and
ρmin as in §2.3.1.
Assume that the nonlinear part f(x,u) is holomorphic for |u| < R0 and x in a disk
|x− c| < ρ0 where ρ0 > ρmin.
Then the series (8) and (10) converge in a subdomain |u| < Re and |x − c| < ρe
(ρmin < ρe < ρ0, 0 < Re < R0).
Furthermore, ρe can be made arbitrarily close to ρ0 if Re is small enough.
2.3.3. Comments regarding the proofs. (i) The proof of Theorem1 in [1], which is
done under polynomiality assumptions of the nonlinear terms, relies on an algebraic
structure: the terms are expanded in a base of polynomials in x satisfying a gen-
eralized Rodrigues formula. Under the additional commutativity assumption of the
present paper, these special polynomials are Jacobi polynomials (see also [5]).
The natural approach to proving Theorem3 seems to be by expansions in Jacobi
series in the variable x, on an elliptic domain D with foci at x = ±1, see [6], and the
condition (12) could be replaced by a Diophantine condition in (6). However, some
technical results needed for estimates are not available yet, or at least, are not known
to the author. The proof of convergence is done here using estimates on a disk D by
saddle-point and Laplace’s method, §3.2.2. To avoid small denominator problems a
rapidly convergent iteration is used in the proof. The estimates of §3.2.3-§3.2.7 follow
the line in [7] §28. Additional refinements were needed in the proof of convergence
of the correction (8) in §3.2.8.
(ii) The fact that a formally corrected system which is formally linearizable turns
out to be analytically linearizable under the positivity assumption (12) is a result in
the spirit of the Poincare´-Dulac theorem (see e.g. [7]). It should be noted that this
theorem cannot be used in the present context because after subtracting the formal
correction φ(u) the equation is only presented as a formal series, hence not known
to be analytic. The convergence of both the linearization map and of the correction
series is proved here simultaneously.
3. Proofs.
3.1. Proof of Theorem 2.
3.1.1. Obstructions to linearization. Section §3.1.1 contains the first steps in the
proof. They follow [1] and are reproduced here for completeness.
If a map (10), u = H(x,w) = w+h(x,w), is a linearization map of (1) then then
it satisfies the nonlinear partial differential equation
(14) ∂xh+ dwhMw −Mh =
1
x2 − 1
[f(x,w + h)− φ(w + h)]
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where M is given by (3).
Denote by hn the homogeneous part of degree n of the function h(x,w)
(15) hn(x,w) =
∑
|m|=n
hm(x)w
m
and use a similar notation for other functions (f(x,w) etc.). Expanding in power
series in w equation (14) yields a recursive system for hn:
(16) ∂xhn + dwhnMw −Mhn =
1
x2 − 1
Rn(x,w) (n ≥ 2)
where
(17) Rn = fn − φn + R˜n
with R˜n a polynomial in φm, hm, fm with |m| < n.
Denote by Y (x) a fundamental matrix for the linear part: Y ′ = MY . Using the
variation of parameters formula for a linear nonhomogeneous equation, and choosing
the solution which is not branched at x = −1 we obtain
(18) hn(x,w) = Y (x)
∫ x
−1
Q(t)−1Y (t)−1Rn(t, Y (t)Y (x)
−1w)dt
is a particular solution of (16), and this solution is analytic at x = −1 (see the
Appendix, §5.2 for details).
Rewriting (18) as
(19) hn(x,w) = Y (x)
∫ 1
−1
Q−1Y −1Rndt+ Y (x)
∫ x
1
Q−1Y −1Rndt
the last term of (19) is the unique linearization map of (1) which is analytic at x = 1.
Then the linearization map h is analytic at both x = 1 and x = −1 if and only if
the first term in right hand side of (19) vanishes:
(20)
∫ 1
−1
Q(t)−1Y (t)−1Rn(t, Y (t)Y (x)
−1w) dt = 0 for all w ∈ Cd, n ≥ 2
Formulas (20) show the obstructions to linearization: there is, for every m ∈
Nd, |m| ≥ 2, one numerical condition (vector-valued in Cd).
3.1.2. Existence of the correction φ(u). Using (17) in (20) we obtain recursively for
n ≥ 2 equations for φn(w) of the form
(21)
∫ 1
−1
Q(t)−1Y (t)−1φn(Y (t)Y (x)
−1w) dt = Fn(x,w)
where Fn(x,w) are homogeneous polynomials in w degree n, with coefficients vector-
valued functions, analytic in x on D.
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The matrices A and B being given by (11), then Y (x) is the diagonal matrix:
Y (x) = diag [y1(x), . . . , yd(x)] where yj(x) = (x− 1)
aj (x+ 1)bj
and (21) becomes
(22)
∑
|m|=n
1
y(x)m
∫ 1
−1
(t− 1)m·a−1(t+ 1)m·b−1Y (t)−1 dtφmw
m =
∑
|m|=n
Fm(x)w
m
Equation (22) is a linear system for {φm}|m|=n. The left-hand-side of (22) is a
diagonal linear operator having as entries Eulerian integrals of the first kind
1
y(x)m
∫ 1
−1
(t− 1)αm,j−1(t + 1)βm,j−1 dt =
(−1)αm,j−12αm,j+βm,j−1B(αm,j, βm,j)
y(x)m
where αm,j = m · a− aj, βm,j = m · b− bj , and B(p, q) is the beta function
(23) B(p, q) =
∫ 1
0
sp−1(1− s)q−1ds =
Γ(p)Γ(q)
Γ(p+ q)
Therefore equation (22) has a unique solution if the nonresonance condition (6) is
satisfied, and Theorem 2 is proved. 
3.2. Proof of Theorem 3. The proof is written in dimension one, for simplicity of
notation. The only (minor) difference for dimension d > 1 is mentioned in §3.2.9.
3.2.1. Initial steps. Note that in view of Theorem2 it can be assumed that fn = 0
for 2 ≤ n < N for any chosen N > 2. It follows that also φn = 0 and hn = 0 for
n < N .
3.2.2. The functionals Φn and the operators Jn. We will consider ρ in a closed interval
I = [ρmin, ρ0] and δ ∈ (0, 1/2).
Let c = b−a
b+a
. Denote Dρ = {x ∈ C ; |x − c| < ρ}. Let Bρ be the Banach space of
functions analytic on Dρ, continuous on Dρ, with the sup norm:
‖F‖ = sup
x∈Dρ
|F (x)|
Denote for simplicity the sup norm on Bρe−δ by ‖ · ‖δ:
‖F‖δ = sup
x∈D
ρe−δ
|F (x)|
Note that using a Cauchy integral formula (see also Remark 3) we have
(24) ‖F ′‖δ ≤
‖F‖
ρ (1− e−δ)
≤
2
ρδ
‖F‖
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Let n ≥ 1. For F ∈ Bρ define the linear functionals
(25) Φn+1[F ] =
21−n(a+b)
B(na, nb)
∫ 1
−1
(1− t)na−1(1 + t)nb−1 F (t) dt
(see (23)) and the linear operators
(26) Jn+1[F ](z) = (1−z)
−na(1+z)−nb
∫ z
−1
(1−t)na−1(1+t)nb−1 (F (t)− Φn+1[F ]) dt
where Φn+1[F ] is given by (25) and therefore Jn+1[F ] is a function analytic at both
endpoints z = ±1 (see §3.1.1 and §3.1.2).
Note that
(27) Φn[1] = 1 , Jn[1] = 0 , Φn[x− c] = 0 , Jn+1[x− c] = −
1
n(a + b)
Denote
(28) F (x) =
∑
k≥0
Fk(x− c)
k = F0 + (x− c)F1 + F˜ (x)
Lemma 4. If F ∈ Bρ then
Φn+1[F ] = F (c) +
1
n + 1
Φ˜n+1[F˜ ]
with
(29) |Φ˜n+1[F˜ ]| ≤ const max {‖F‖, ‖F
′‖}
where the constant is independent of ρ ∈ I.
Lemma 5. If F ∈ Bρ then Jn+1[F ] ∈ Bρe−δ and
Jn+1[F ] = −
1
n(a + b)
F (x)− F (c)
x− c
+
1
n2
J˜n+1[F˜ ]
with
(30)
∥∥∥J˜n[F˜ ](x)∥∥∥
δ/2
≤ const max {‖F‖, ‖F ′‖}
where the constant is independent of ρ ∈ I and δ ∈ (0, 1
2
).
In particular,
‖J˜n[F˜ ]‖δ ≤ const δ
−1‖F‖
Corollary 6. The operators Jn satisfy the estimates
(31)
∥∥Jn+1[F ]∥∥δ ≤ constn δ−1‖F‖
with the constant not depending on δ or ρ for all ρ ∈ I and δ ∈ (0, 1
2
).
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Proofs
The proofs of Lemma4 and Lemma5, respectively, are done by finding the asymp-
totic behavior of the integrals for large n.
I. The lines of steepest ascent.
Consider the function
(32) g(x) = a ln(1− x) + b ln(1 + x), x ∈ Dρ
The function ℜg(x) has a saddle-point at x = c. The stable manifold intersects
the real line at c0 =
ℜ(b−a)
ℜ(b+a)
. To the left of the stable manifold steepest descent lines
wind toward x = −1, while to the right of this manifold they wind towards x = 1.
A straightforward calculation shows that, for any z, ℜg(x) is increasing on the
segment [−1, z] (steep ascent) if this segment does not intersect the disk C− bounded
by the circle passing through the points 1, c0 and c.
Similarly, ℜg(x) increasing on the segment [1, z] (steep ascent) if this segment does
not intersect the disk C+ bounded by the circle through the points −1, c0 and c.
II. Proof of Lemma 4. To obtain the behavior of the integral for large n the path
of integration in (25) must be taken to pass through c, along the unstable manifold.
The saddle-point method (see, e.g., [8]) gives
Φn+1[F ] ∼
21−n(a+b)
B(na, nb)
eng(c) F (c)
∫ ∞
−∞
eng
′′(c)/2 s ds as n→∞
and Lemma 4 follows by direct calculation and standard estimates of the remainder.
III. Proof of Lemma 5.
It was shown that the maximum modulus of (1− x)a(1 + x)b is attained for x = z
for any z 6∈ C− ∩ C+. (Note that if c0 = c these disks are tangent. This happens for,
e.g. a = b, or a, b > 0.)
For z ∈ C−∩C+ consider the following path of integration in (26), described here in
opposite direction: the line of steepest descent through z until this line exits C−∩C+,
followed by a segment to −1 (steep descent) if z is on the left-side of the unstable
manifold, or on a segment to 1, if z lies to the right of this manifold. Then, also in
this case the maximum modulus of (1− x)a(1 + x)b is attained at x = z.
Therefore in all cases the Laplace method yields
Jn+1[F ](z) ∼ e
−ng(z)
∫ z
·
eng(z)+ng
′(z)(t−z) F (z)− F (c)
1− z2
dt as n→∞
and Lemma 5 follows by direct calculation and standard estimates of the remainder.

3.2.3. The homological equation. The dominant part of (14) is
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(33) ∂xh+ dwhMw = Mh +
1
1− x2
(f(x, w)− Φ[f ](w))
where Φ[f ](w) is the unique power series for which equation (33) has a solution h as
a power series in w with coefficients analytic in x:
Φ[f ](w) =
∑
n≥2
Φ[f ]nw
n where Φ[f ]n = Φn[fn]
If h satisfies (33) then the map u = H(x, w) = w + h(x, w) is an equivalence map
between the equation
u′ =M(x)u +
f(x, u)− Φ[f ](u)
1− x2
and
w′ =M(x)u +
R[f ](x, w)
1− x2
where
(34) R[f ](x, w) = (1 + dwh)
−1 R0[f ](x, w)
with
(35) R0[f ](x, w) = f(x, w + h)− f(x, w)− Φ[f ](w + h) + Φ[f ](w)
Expanding in power series in w equation (33) gives
(36) (1− x2)h′n(x) + (n− 1) [(b− a)− (b+ a)x] hn(x) = fn − Φ[f ]n , n ≥ 2
with the solution
(37) hn = Jn[fn] and Φ[f ]n = Φn[fn]
(see (26), (25)).
3.2.4. Estimates on the solution of the homological equation. Let ρ ∈ I, R > 0,
δ ∈ (0, 1
2
). Denote by Π the Banach space of functions f(x, w) analytic on the
polydisk
∆ρ,R = {(x, w) ; |x− c| < ρ, |w| < R}
and continuous up to the boundary, with the sup-norm, denoted ‖ ‖.
Let ∆δ = ∆ρe−δ ,Re−δ and let Πδ be the space of functions analytic on the polydisk
∆δ, continuous up to the boundary; the sup-norm on this space is denoted by ‖ ‖δ.
For f ∈ Π having a zero of order 2 at w = 0 we have
(38) f(x, w) =
∑
n≥2
fn(x)w
n =
∑
n≥2,k≥0
fn,kw
n(x− c)k
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with
(39) |fn,k| ≤ ‖f‖R
−nρ−k , sup
Dρ
|fn(x)| ≤ ‖f‖R
−n
By (37) we have
(40) Φ[f ](w) =
∑
n≥2
Φn[fn]w
n h(x, w) =
∑
n≥2
Jn[fn](x)w
n
Lemma 7. If f ∈ Π the series (40) converge absolutely on Πδ and the sums satisfy
the estimates
(41) ‖Φ[f ](w)‖δ ≤ c1δ
−2‖f‖
and
(42) ‖h‖δ ≤ c2δ
−2‖f‖
with the constants c1, c2 independent of ρ ∈ I and δ ∈ (0,
1
2
).
Proof of Lemma 7
By Lemma 4 and (39) we have
‖Φ[f ](w)‖δ =
∥∥∑
n≥2
(
fn(c) +
1
n
Φ˜n[f˜n]
)
wn
∥∥
δ
≤
[∑
n≥2
(
1 +
c5
n
δ−1
)
e−nδ
]
‖f‖ < c1δ
−2‖f‖
The estimate (42) follows directly from (31), (39), (37). 
Denote by Π0 the functions f ∈ Π with f(x, 0) = 0 and let
(43) ‖f‖0 = sup
∆ρ,R
|f(x, w)|
|w|
Note that:
(44)
1
R
‖f‖ ≤ ‖f‖0, |fn,k| ≤ ‖f‖
0ρ−kR−n+1, sup
Dρ
|fn(x)| ≤ ‖f‖
0R−n+1
Remark 1. For f ∈ Π0 we have
‖f‖δ ≤ δ
−2R‖f‖0
This estimate is obtained using (39) and (44).
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Remark 2. For f ∈ Π0 Lemma 7 holds in ‖ ‖0, namely
‖h‖0δ ≤ c2δ
−2‖f‖0
The proof follows the same steps as the proof of Lemma 7.
Remark 3. Let 0 < R1 < R2. A standard Cauchy estimate and (44) shows that if
φ(w) is a function analytic for |w| < R2, continuous for |w| ≤ R2, with a zero of
order two at w = 0 then
max
|w|≤R1
|dwφ| ≤
1
1− R1/R2
max
|w|≤R2
|φ(w)|
|w|
Lemma 8. There exists a constant κ ≥ 2 such that for any numbers β ≥ 4 and
δ ∈ (0, κ−1) the following estimate holds: if ‖f‖0 ≤ δβ then
‖dwh‖δ ≤ c4δ and ‖(1 + dwh)
−1‖δ ≤ c3
Proof
Using Remarks 2 and 3 we have
‖dwh‖δ ≤
1
1− e−δ/2
‖h‖0δ/2 ≤
c2δ
−2
1− e−δ/2
‖f‖0
≤ c′2δ
−3 ‖f‖0 ≤ c′2δ
β−3 ≤ c4δ
Let κ ≥ 2 be large enough so that c′3 ≡ c4κ
−1 < 1. Then for δ ∈ (0, κ−1) we have
‖(1 + dwh)
−1‖δ ≤ (1− ‖dwh‖)
−1 < (1− c′3)
−1 = c3
which completes the proof of Lemma8. 
Lemma 9. There exists a number β2 depending only on c2 and κ such that for any
β ≥ max{β2, 2} and for any δ ∈ (0, κ
−1) we have: if ‖f‖0 ≤ δβ then
‖w + h‖δ ≤ R e
−δ/2
In particular, f (x, w + h(x, w)) ∈ Π0δ.
Proof
Using Remark 2 we have
‖w + h‖δ ≤ R e
−δ
(
1 + ‖h‖0δ
)
≤ R e−δ
(
1 + c2δ
−2‖f‖0
)
≤ R e−δ
(
1 + c2δ
β−2
)
which is less than R e−δ/2 if β ≥ 3 + ln(2c2)/lnκ ≡ β2. 
Corollary 10. If (x, w) ∈ ∆δ then
sup
[w,w+h]
∣∣dwf(x, ·)− dwΦ[f ]∣∣ ≤ eδ/4
1− e−δ/4
max
|w|≤Re−δ/4
|f(x, ·)− Φ[f ]
∣∣
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Lemma 11. Under the assumptions of Lemma9 we have
max
|x−c|≤ρe−δ
max
|w|≤Re−δ/4
|f(x, w)− Φ[f ](w)|
|w|
≤ c6δ
−2 ‖f‖0
Proof
A Taylor series expansion in w and Lemma4 give
|f(x, w)− Φ[f ](w)|
|w|
≤
∑
n≥2
|fn(x)− fn(c)−
1
n
Tn[fn]| |w|
n−1
≤
∑
n≥2
[
|x− c| sup |f ′n| +
1
n
|Tn[fn]|
]
|w|n−1
and Lemma11 follows from (42) and Remark 1. 
Lemma 12. Under the assumptions of Lemma9 the difference (35) satisfies
‖R0[f ]‖
0
δ ≤ c7 δ
−5
(
‖f‖0
)2
Proof
We have
R0[f ](x, w) ≤ |h(x, w)| max
z∈[w,w+h]
|dz (f(x, z)− Φ[f ](z)) |
‖R0[f ]‖
0
δ ≤ ‖h‖
0
δ max
|x−c|≤ρe−δ
max
|z|≤Re−δ/2
|dz (f(x, z)− Φ[f ](z)) |
Remark 3 and Lemma11 give
≤
‖h‖0δ
1− e−δ/4
max
|x−c|≤ρe−δ
max
|z|≤Re−δ/4
|f(x, z)− Φ[f ](z)|
|z|
≤
‖h‖0δ
1− e−δ/4
c6δ
−2‖f‖0
Remark 2 completes the proof. 
Lemma 13. Let κ be as in Lemma8 and assume β > max{β2, 5}.
Then there exists κ0 > κ so that if δ ∈ (0, κ
−1
0 ) then the remainder (34) satisfies
‖R‖0δ ≤ δ
−6 (‖f‖0)
2
.
The proof is immediate using Lemmas 9, 8, and 12. 
3.2.5. The sequence of parameters.
1. Choose β > max{β2, 5}. Fix ρ1 ∈ (ρmin, ρ0) ⊂ I.
2. Choose δ1 > 0 small enough, in the following way.
Define recursively the sequence δk+1 = δ
3/2
k . Therefore δk+1 = δ
(3/2)k
1 .
Define Rk+1 = Rke
−δk and ρk+1 = ρke
−δk . Therefore Rk+1 = R1e
−ηk(δ1) where
ηk(δ1) = δ1 + δ
3/2
1 + δ
(3/2)2
1 + . . .+ δ
(3/2)k
1
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The sequence of continuous functions ηk converges uniformly on the interval [0, κ
−1
0 ]
to a continuous function η, which satisfies η(0) = 0 and η(δ1) > 0 for all δ1 > 0.
Choose δ1 small enough so that the following three inequalities hold:
(i) ρ1e
−η(δ1) > ρmin.
(ii) e−δ1 + c2δ
4
1 < 1
(iii) c4δ1 < 1.
3. Choose ν ≥ max{β, 6}.
Notation. Denote ∆k = ∆ρk ,Rk , and the sup-norm on the polydisk ∆k by ‖ · ‖k.
4. Choose R1 small enough, so that the nonlinear term f of the given equation (1)
satisfies ‖f‖01 ≤ δ
ν
1 (possible since f(x, ·) has a zero of order two at w = 0).
3.2.6. The iteration. We construct recursively a sequence of analytic maps.
Let f [1] = f analytic on ∆1. We determine φ = φ
[1] so that equation (33) with
f = f [1] has a solution h[1] analytic at both x = ±1. By §3.2.3 the map H [1](x, w) =
w+h[1](x, w) is an analytic equivalence map between equation E [f [1]−φ[1]] (see (9))
and equation E [f [2]] where f [2] = R[f [1]] (see (34)). Note that f
[2]
2 (x) = 0, in other
words, f [2](x, ·) has a zero of order three at w = 0.
The construction is continued inductively. The second step produces a function
φ[2] and a map h[2] so that E [f [2] − φ[2]] is equivalent to E [f [3]] by the analytic map
H [2](x, w) = w + h[2](x, w) and so on.
3.2.7. Convergence of the sequence of equivalence maps. Consider the map Hk =
H [1] ◦H [2] ◦ . . . ◦H [k] (where composition is in the w-variable only).
Lemma 14. (i) H [k](∆k+1) is relatively compact in ∆k.
(ii) f [k], φ[k] are holomorphic on ∆k+1 and continuous on ∆k+1.
(iii) H [k] is a biholomorphism from ∆k+1 onto its image.
Proof
(i) is proved by induction on k. For k = 1, using (in order) Lemma7, §3.2.5 points
4 and 3, Remark 44, and §3.2.5 point 2 we obtain that |w + h[1](x, w)| < R1 on ∆2.
The other steps are similar.
(ii) follows by Lemmas 7, 9 and 13.
(iii) H [k] is one-to-one since assuming w′ + h[k](x, w′) = w′′ + h[k](x, w′′) it follows
that
|w′ − w′′| = |h[k](x, w′)− h[k](x, w′′)| ≤ |w′ − w′′| sup
∆k
|dwh
[k]|
which, by Lemma 8 is less or equal than |w′ − w′′|c4δk. Since c4δk < c4δ0 < c4δ1 by
§3.2.5 point 2, it follows that |w′ − w′′| = 0. 
Note that all the domains ∆k contain the polydisk ∆e of radii (ρ1e
−η(δ1), R1e
−η(δ1)).
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Lemma 15. (i) The sequence {Hk}k is Cauchy in the norm ‖ · ‖
0
e on Π
0
e.
(ii) The limit H = limHk is one-to-one and analytic on ∆e.
Proof
Since ‖f [k]‖0k ≤ δ
β
k (by §3.2.5 point 3) we may apply Lemma 8 and obtain that
‖dwh
[k]‖k ≤ c4δk and therefore
(45) ‖dwHk‖k ≤ ‖1+ dwh
[1]‖2 . . . ‖1+ dwh
[k]‖k+1 ≤ (1+ c4δ1) . . . (1+ c4δk) < e
c4η(δ1)
Then
‖Hk −Hk+1‖
0
e = max
|H [k](x, w)−H [k](x, w + h[k+1](x, w))|
|w|
≤ ‖dwH
[k]‖k+1 ‖h
[k+1]‖0e ≤ e
c4η(δ1) c2 δ
−2
k+1 ‖f
[k+1]‖0k+1 ≤ e
c4η(δ1) c2 δ
β−2
k+1
by Remark 2 and (45).
Since the series
∑
k δ
β−2
k+1 converges, using Remark 1, and noting that all the func-
tions Hk(x, ·) are perturbations of the identity the result follows. 
3.2.8. Convergence of the sequence of correction maps.
Remark 4. Suppose the function f ∈ Π has a zero of order (at least) p at w=0:
fn(x) = 0 for all n ≤ p− 1 (see (38)). Then φ[f ] has a zero of order p as well (see
(40)), while h and R[f ] (see (34)) have a zero of order 2p− 1.
As a consequence, f [k] and Φ[k] have a zero of order 2k−1 + 1 for all k ≥ 1.
A sequence of holomorphic functions Ψ[k](x, u) converging uniformly to the cor-
rection φ(u) of Theorem2 is now constructed as follows.
Denote by K [n] the w-inverse of H [n]: K [n](x,H [n](x, w)) = w.
Let Ψ[1] be the first correction of f : Ψ[1] = φ[1]. Note that φ[1](u) = φ2u
2 +O(u3).
The next approximation, Ψ[2], of φ is obtained as the second correction of f : the
image of f [2] − φ[2] through the w-the inverse of the map u = H1(x, w) is f(x, u) −
Ψ[2](x, u) where
Ψ[2](x, u) = Φ[1](x, u) +
1
∂uK [1](x, u)
Φ[2]
(
x,K [1](x, u)
)
= Φ[1](x, u) + ∂wH
[1]
(
x,K [1](x, u)
)
Φ[2]
(
x,K [1](x, u)
)
In general, the inverse of u = Hn(x, w) takes f
[n+1] − φ[n+1] into f −Ψ[n+1] where
Ψ[n+1](x, u) = Φ[1](x, u) + ∂wH
[1] (x,K1(x, u))Φ
[2] (x,K1(x, u))
+∂wH
[2] (x,K2(x, u))Φ
[2] (x,K2(x, u))+ . . .+∂wH
[n] (x,Kn(x, u))Φ
[n+1] (x,Kn(x, u))
where the following notation was used:
K1 = K
[1], and Kj+1(x, u) = K
[j+1] (x,Kj(x, u)) for j ≥ 1
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Lemma 16. Consider the Taylor expansion Ψ[n](x, u) =
∑
kΨ
[n]
k (x)u
k.
(i) We have that Ψ
[n]
k (x) ≡ Ψ
[n]
k do not depend on x for all k ≤ 2
n−1 + 1.
(ii) Furthermore, Ψ
[n]
k = φk for all k ≤ 2
n−1 + 1.
(iii) The Taylor coefficients of the expansions in powers of w of map Hn+1 and of
the map (10) coincide for all powers of w less or equal to 2n−1 + 1.
Proof
(i) Follows by induction using Remark 4.
(ii) Follows from the fact that the equation E [f − Ψ[n]] is analytically equivalent
(through the map u = Hn(x, w)) to an equation with the nonlinear term f
[n] having
a zero of order 2n + 1, and the correction is unique.
(iii) Is shown directly by induction. 
As a consequence of Lemmas 16 and 15 the series (10) converges, and therefore so
does (8).
3.2.9. The multidimensional case. In the vector-valued case the series are split by
degree of homogeneity, then the proof is similar to the one-dimensional case. A slight
change is that in Lemmas 4 and 5, which estimate Φm[F] and Jm[F], the saddle points
(for large n) are given by cm, see (13).
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5. Appendices
5.1. Region containing one regular singularity. Consider a nonlinear pertur-
bation of a system with a regular singular point
(46)
du
dx
=
1
x
L(x)u+
1
x
f˜(x,u) u ∈ Cd, x ∈ C
where L(x) is a matrix analytic at x = 0 and the nonlinear term 1
x
f˜(x,u) can be
allowed to have a first order pole at the singular point x = 0.
If the eigenvalues of L(0) are nonresonant, after an analytic change of coordinates
it can be assumed that L(x) is constant (see [1] for more details), hence consider
(47)
du
dx
=
1
x
Lu+
1
x
f(x,u) u ∈ Cd, x ∈ C
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It is assumed that f(x,u) is analytic for |u| < ρ (ρ > 0) and x in a domain Dr
which is either a disk centered at the origin: |x| < r′, or an annulus r′′ < |x| < r′.1
Such systems are generically analytically linearizable [4]:
Theorem 17. Assume that the eigenvalues µ1, ..., µd of the matrix L satisfy the
Diophantine condition (5) for all l ∈ Z if Dr is an annulus (respectively l ∈ N if Dr
is a disk), and for all s ∈ {1, ..., d}, and k ∈ Nd with |k| ≥ 2.
Then the system (47) is analytically equivalent to its linear part w′ = 1
x
Lw for
x ∈ Dr˜ ⊂ Dr and |u| < ρ˜ < ρ.
Remarks
1. The domain Dr˜ can be made arbitrarily close to Dr if ρ˜ is small enough.
2. The analytic equivalence map which is close to identity is unique if no eigenvalue
µj is integer.
5.2. Analyticity of (18) at x = −1. Let G be the monodromy matrix of Y ′ = MY
at x = −1: after analytic continuation along a closed loop around x = −1 the matrix
Y (x) becomes AC(−1)Y (x) = Y (x)G.
Then the analytic continuation of (18) on a closed loop around x = −1 yields
(48) AC(−1)hn(x, w) = Y (x)G
∫ x
−1
Q(t)−1G−1Y (t)−1Rn(t, Y (t)GG
−1Y (x)−1w)dt
= hn(x, w)
which means that (18) are the coefficients of the unique linearization map of (1)
which is analytic at x = −1.
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