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In this paper, we prove that 2-connected graphs have either a dominating path or two
disjoint paths, wherein the length of the two paths is bounded by the minimum among n
and a parameter defined on the neighborhood condition of any four independent vertices
of the graph.
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1. Introduction and notations
In this paper all graphs are undirected and simple. We use [5] for terminology and notations not defined here. For a
graph G, the neighborhood of a vertex u in G is NG(u) = {v | uv ∈ E(G)}. The degree of u in G is dG(u) = |NG(u)|. Without
causing confusion, we use N(u) and d(u) instead of NG(u) and dG(u). We use δ to denote the minimum degree of graph G.
A Hamiltonian cycle (resp. path) is a spanning cycle (resp. path) of the graph, and a graph G is called Hamiltonian if G has a
Hamiltonian cycle. A path P is called dominating if no component of G − P has more than one vertex. The following three
classic results are closely associatedwith the parameters σk and σ¯k. Here σk = min{d(x1)+d(x2)+· · ·+d(xk) | x1, x2, . . . , xk
are k independent vertices in G} and σ¯k = min{d(x1)+ d(x2)+ · · · + d(xk)− |N(x1) ∩ N(x2) ∩ · · · ∩ N(xk)| | x1, x2, . . . , xk
are k independent vertices in G}.
Theorem 1.1 ([6]). Let G be a graph on n ≥ 3 vertices. If the minimum degree δ is at least n/2, then G is Hamiltonian.
Theorem 1.2 ([11]). Let G be a graph on n ≥ 3 vertices. If σ2 ≥ n, then G is Hamiltonian.
Theorem 1.3 ([8]). Let G be a 2-connected graph of order n. If σ¯3 ≥ n, then G is Hamiltonian.
The circumference c(G) of a graph G is the longest cycle in the graph. These results are also generalized to the
circumferences of graphs.
Theorem 1.4 ([6]). Let G be a 2-connected graph on n ≥ 3 vertices. Then c(G) ≥min {n, 2δ}.
Theorem 1.5 ([2]). Let G be a 2-connected graph on n ≥ 3 vertices. Then c(G) ≥min {n, σ2}.
Theorem 1.6 ([13]). Let G be a 3-connected graph on n ≥ 3 vertices. Then c(G) ≥min {n, σ¯3}.
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Fig. 1. Extending P by Operation 1.
Since finding a Hamiltonian cycle in graphs is NP-hard, it is interesting to find the longest cycle in a graphwith parameter
σ¯k. For example, Li [10] studied the degree sum of four independent vertices in 3-connected graphs and obtained:
Theorem 1.7 ([10]). Let G be a 3-connected graph of order n. If σ¯4 ≥ n+ 3, then G has a dominating maximum cycle.
The optimization version of determining the approximation of the longest path in graphs is NP-hard since it includes the
Hamiltonian path problems as a special case. Therefore, it is natural to look for a polynomial-time algorithm to realize a long
path in graphs. Efforts have been made by different authors (see [3], [4,7,12]) to find long paths with a small performance
ratio, wherein the performance ratio is defined as the ratio of the longest path in the input graph to the length of the
path produced by the algorithm. Zhang and Li [14] obtained a polynomial algorithm to find a path with length bounded
by Γ3(x, P). Here ΓH(x, y, z) = dH(x) + dH(y) + dH(z) − |NH(x) ∩ NH(y) ∩ NH(z)| and for a vertex x ∈ H , Γ3(x,H) =min
{ΓH(x, y, z)|y, z ∈ H and x, y, z are independent}.
Theorem 1.8 ([14]). Let G be a 2-connected graph of order n ≥ 3. Then there exists a vertex x and a path P such that x is an
end-vertex of P and P contains at leastmin {n,Γ3(x, P)+ 1} vertices. Furthermore, P can be found in O(nm) time.
In this paper, we focus on another interesting problem. That is, if a long path can not be found in graphs in polynomial-
time, then whether is it possible to find two disjoint paths which together cover as many vertices as possible? We will use
n andm to denote the number of vertices and edges of G in what follows. Along this line, we establish the following result:
Theorem 1.9. 2-connected graphs have either a dominating path or two disjoint collectively long paths P1 and P2 such that
|P1| + |P2| ≥min {σ¯4, n}.
In the following sections, we show that finding a dominating path or two disjoint long paths of the graph can be realized
by a polynomial algorithm. Such an algorithm with time complexity O(mn) is given in this paper.
2. Algorithm
The technique exploited to design the algorithm is local improvements and switchings. First,we introduce somepertinent
notations that are essential for our proof. Denote by |P| the number of vertices of P . For a path P = u1u2...up and two indices
i < j, define P[ui, . . . , uj] = uiui+1...uj. Wewill consider P[ui, . . . , uj] as paths and as vertex sets. For any index i of P , we put
u+i = ui+1, u−i = ui−1. If ui = up, define u+i = ∅ and if ui = u1, define u−i = ∅. For any positive integer j, define u+ji and u−ji as
the iterations of u+i and u
−
i . That is, u
+j
i = ui+j and u−ji = ui−j. For a vertex set A ⊆ P , A+ = {v+ | v ∈ A}, A− = {v− | v ∈ A}.
Similarly, A+j = {v+j | v ∈ A}, A−j = {v−j | v ∈ A}. For brevity, we use NP(u) to denote NG(u) ∩ V (P), where P is a
path of graph G. Therefore, NP(u)+ = {v+ | v ∈ NP(u)}, NP(u)− = {v− | v ∈ NP(u)}, NP(u)+j = {v+j | v ∈ NP(u)} and
NP(u)−j = {v−j | v ∈ NP(u)}. Let P1, P2 and P3 be three paths satisfying:
(a) P1 ∪ P2 covers as many vertices as possible;
(b) subject to (a), P1 is as long as possible;
(c) subject to (a) and (b), P2 is as long as possible;
(d) subject to (a), (b) and (c), P3 is as long as possible.
Based on (a), (b) and (c), two paths P1 and P2 are constructed such that either P1 is a dominating path or |P1| + |P2| ≥min
{σ¯4, n}.
If |P2| = 1, then P1 is a dominating path. If P1 ∪ P2 = G, then P1 and P2 are paths with the desired length. Otherwise,
another path P3 is found. As P1 and P2 are optimal with respect to (a), (b) and (c) and G is a connected graph, two end-vertices
of P1, an end-vertex of P2 and an end-vertex of P3 compose an independent set of G. To meet our goal, we shall compute
the degree sum of these four vertices. We first investigate some properties of three maximal paths P1, P2 and P3. From an
algorithmic point of view, only eight operations to extend P1, P2 and P3 are sufficient, which are introduced in the following.
Let P = w0w1...wp, P ′ = x0x1...xq and P ′′ = y0y1...yr be three paths of graph G. Operations 1–4 focus on increasing the
number of vertices of a path. When operations apply to P1, P2 and P3, we are allowed for extension only outside the paths.
That is, the path Pi can only be extended by vertices in V (G)\(P1 ∪ · · · ∪ Pi), i = 1, 2, 3. Besides, Operations 1–4 applying to
P1 and P2 increase the number of vertices covered by P1 ∪ P2.
Circumstance 1: There is a vertex v ∈ V (G)\V (P)which is adjacent to one end-vertex of P .
Operation 1: Extend P by adding v (Fig. 1).
Circumstance 2:w0wi ∈ E(G),wi−1wp ∈ E(G) and there exists a vertex of V (G)\V (P)which is adjacent to P .
Operation 2: Let v ∈ V (G)\V (P) which is adjacent to wj of P . If i = p, reset P = wj+1...wpw0w1...wj. If i < p, reset
P = wj+1wj+2...wi−1wpwp−1...wiw0w1...wj (Fig. 2). Then extend it further by Operation 1.
Circumstance 3: There is a vertex v ∈ V (G)\V (P) such thatwi, wi+1 ∈ NP(v).
Operation 3: Reset P = w0...wivwi+1...wp (Fig. 3).
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Fig. 2. Extending P by Operation 2.
Fig. 3. Extending P by Operation 3.
Fig. 4. Extending P by Operation 4.
Fig. 5. Reset P and P ′ by Operation 5.
Fig. 6. Reset P and P ′ by Operation 6.
Fig. 7. Reset P and P ′ by Operation 7.
Circumstance 4: There is a vertex v ∈ V (G)\V (P) which is adjacent to wi and wj (j > i) of P , and wi+1wp ∈ E(G) or
w0wj−1 ∈ E(G).
Operation 4: If wi+1wp ∈ E(G), reset P = w0...wivwjwj+1...wpwi+1...wj−1; if w0wj−1 ∈ E(G), reset P = wp...wjvwiwi−1
...w0wj−1...wi+1 (Fig. 4).
Operations 5–7 focus on the extensions of a path by replacing a continuous subset of the path with another path. When
Operations 5–7 apply to P1 and P2, they leave the number of vertices covered by P1 ∪ P2 unchanged but increase the length
of P1. When Operations 5–7 apply to P1 and P3 (or P2 and P3), they increase the number of vertices covered by P1 ∪ P2.
Circumstance 5: x0wi ∈ E(G), i ≥ p− q+ 1 or i ≤ q− 1.
Operation 5: Reset P = xq...x0wi...w0 and P ′ = wi+1...wp or P = xq...x0wi...wp and P ′ = wi−1...w0 (Fig. 5).
Circumstance 6:wix0 ∈ E(G) andw0wi+j ∈ E(G) orwix0 ∈ E(G) andwi−jwp ∈ E(G), 1 ≤ j ≤ |P ′|.
Operation 6: Reset P = xq...x0wiwi−1...w0wi+j...wp and P ′ = wi+1...wi+j−1 or reset P = xq...x0wiwi+1...wpwi−j...w0 and
P ′ = wi−j+1...wi−1 (Fig. 6).
Circumstance 7: x0wk ∈ E(G),w0wi+j ∈ E(G) andwpwi ∈ E(G), 1 ≤ j ≤ |P ′|.
Operation 7: If k < i or k > i + j, reset P ′ = wi+1...wi+j−1 and P = xq...x0wk...w0wi+j...wpwiwi−1...wk+1 or
P = xq...x0wk...wpwi...w0wi+j...wk−1. If i ≤ k ≤ i+ j, extend P by Operation 6 and reset P ′ = wk+1...wi+j−1 (Fig. 7).
When Operations 8–9 apply to P1 and P2, they increase the number of vertices covered by P1 ∪ P2.
Circumstance 8:wix0 ∈ E(G) andwi+jy0 ∈ E(G) orwiy0 ∈ E(G) andwi+jx0 ∈ E(G), 1 ≤ j ≤ |P ′′|.
Operation 8: Reset P = xq...x0wi...w0 and P ′ = yr ...y0wi+j...wp or P = xq...x0wi+j...wp and P ′ = yr ...y0wi...w0 (Fig. 8).
Circumstance 9: x0wi ∈ E(G),wpwi+l ∈ E(G) and y0wj ∈ E(G), j ≥ i+ l, 1 ≤ l ≤ |P ′′|.
Operation 9: Reset P = xq...x0wiwi−1...w0 and P ′ = yr ...y0wj...wpwi+l...wj−1 (Fig. 9).
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Fig. 8. Reset P and P ′ by Operation 8.
Fig. 9. Reset P and P ′ by Operation 9.
For any triplet (P,Q , R) of pairwise vertex disjoint paths of a 2-connected graph G, let κ(P,Q , R) = (|P| +
|Q |, |P|, |Q |, |R|).
Algorithm
Input: A 2-connected graph G.
Output: A triplet (P1, P2, P3), with P2 and P3 possibly trivial or empty, with a lexicographically maximal κ(P1, P2, P3).
Step 1. Set P1 = v, where v is an arbitrary vertex in G.
Step 2. Extend P1 repeatedly by Operations 1–4 until such operations can no longer be carried out.
Step 3. If V (G)\V (P1) = ∅, output P1; stop. Else, set P2 = v, where v is an arbitrary vertex in V (G)\V (P1).
Step 4. Extend P2 repeatedly by operations 1–4 until such operations can no longer be carried out.
Step 5. If |P2| = 1, output P1; stop. If V (G)\V (P1) ∪ V (P2) = ∅, output P1 and P2; stop. Else, if one of circumstances 5–7
happens, extend P1 or P2 by the corresponding operation; go to step 2.
Step 6. If V (G)\V (P1) ∪ V (P2) = ∅, output P1 and P2; stop. Else, set P3 = v, where v is an arbitrary vertex in
V (G)\V (P1) ∪ V (P2).
Step 7. Extend P3 by Operations 1–4 until such operations can no longer be carried out.
Step 8. Extend P1 and P2 by one of circumstances 8–9 until such operations can no longer be carried out. Output P1 and
P2, stop.
Let P1 = P[u1, . . . , up1 ], P2 = P[v1, . . . , vp2 ] and P3 = P[w1, . . . , wp3 ]. By themaximality of (P1, P2, P3), in the nontrivial
case p2 ≥ p3 > 0, we make the following remarks:
a. {u1, up1 , v1, w1} is a stable set in G;
b. if u1, up1 , v1 andw1 have a common neighbor, such a neighbor lies on P1;
c. NP1(u1)
− ∩ (NP1(up1) ∪ NP1(v1) ∪ NP1(w1)) = ∅, NP2(v1)− ∩ NP2(w1) = ∅, NP1(v1)− ∩ NP1(w1) = ∅;
d. NG(u1) ∪ NG(up1) ⊆ V (P1), NG(v1) ⊆ V (P1) ∪ V (P2) and NG(w1) ⊆ V (P1) ∪ V (P2) ∪ V (P3);
e. NG(v1)∩ V (P1) is a stable set, moreover if for some j, uj ∈ NG(v1)∩ V (P1) then p2+ 1 ≤ j ≤ p2− p1. Analogously forw1.
Hence if NG(v1) ∩ V (P1) 6= ∅ then 2p2 + 1 ≤ p1;
f. if uiv1 ∈ E(G), ujv1 ∈ E(G), then ui+1up1 /∈ E(G) and u1uj−1 /∈ E(G). Analogously forw1.
g. if v1ui ∈ E(G),w1uj ∈ E(G) (j > i), then NG(u1) ∩ P[ui+1, . . . , ui+p3 ] = ∅ and NG(up1) ∩ P[ui+1, . . . , ui+p3 ] = ∅.
For our purpose, we need some lemmas.
Lemma 2.1. Let P1, P2 and P3 be three paths found by the algorithm and S = {u1, up1 , v1, w1}. Suppose that |P2| ≥ 2. Let
P = ulul+1...uk ⊆ P1 and λ = |NP(u1) ∩ NP(up1) ∩ NP(v1) ∩ NP(w1)|. Then
(i) if ul 6= u1 and uk 6= up1 , then
∑
s∈S dP(s) ≤ |P| + 2+ λ,
(ii) if ul = u1 or uk = up1 , then
∑
s∈S dP(s) ≤ |P| + 1+ λ,
(iii) if ul = u1 and uk = up1 (i.e. P = P1), then
∑
s∈S dP(s) ≤ |P| + λ.
Proof. We use induction to prove three results together. For (i), if |P| = 1, the result is trivial. Since G is connected and
|P2| ≥ 2, in case (ii), |P| ≥ 3. If |P| = 3, without loss of generality, assume that P = u1u2u3. By remark (c) and v1u2 /∈ E(G),
then
∑
s∈S dP(s) ≤ 5 = |P| + 1 + λ (see Fig. 10(a)). Similarly, in case (iii), |P| ≥ 5. If |P| = 5, as v1u−p1 /∈ E(G), then∑
s∈S dP(s) ≤ 6 = |P| + λ (see Fig. 10(b)).
Assume that the result holds for any path P
′
with |P ′ | < |P|. Suppose that NP(u1) = {ui1 , ui2 , . . . , uik}. Denote by
P0 = P[ul, ui1−1], P1 = P[ui1 , ui2−1], P2 = P[ui2 , ui3−1], . . ., Pk−1 = P[uik−1 , uik−1], Pk = P[uik , uk]. Possibly, P j = {uij},
1 ≤ j ≤ k, and if ul ∈ NP(u1) then P0 = ∅ and P1 = P[ul, ui2−1]. First, consider that ij− ij−1 ≤ 3, j = 2, . . . , k and i1− l ≤ 3.
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a b
Fig. 10. Illustration of case |P| = 3 and |P| = 5.
a b
Fig. 11. Illustration of case ij − ij−1 ≤ 3, j = 2, . . . , k and i1 − l ≤ 3.
SinceNP1(u1)
−j∩NP1(v1) = ∅,NP1(u1)−j∩NP1(up1) = ∅, 1 ≤ j ≤ |P2|,NP1(u1)−∩NP1(w1) = ∅ andNP1(w1)−∩NP1(v1) = ∅,
then ∑
s∈S
dP j(s) ≤ |P j| + λj, j = 0, . . . , k− 1.
So
k−1∑
j=0
∑
s∈S
dP j(s) ≤
k−1∑
j=0
(|P j| + λj) = |P| − |Pk| +
k−1∑
j=0
λj
(see Fig. 11(a)). By induction hypothesis, if uk = up1 , then
∑
s∈S dPk(s) ≤ |Pk|+1+λk. Otherwise,
∑
s∈S dPk(s) ≤ |Pk|+2+λk.
Therefore, if ul 6= u1 and uk 6= up1 , then∑
s∈S
dP(s) =
k∑
j=0
∑
s∈S
dP j(s) ≤ |P| − |Pk| +
k−1∑
j=0
λj + |Pk| + 2+ λk = |P| + 2+ λ.
If ul = u1, as P0 = {u1} and∑s∈S dP0(s) = 0, then
k−1∑
j=0
∑
s∈S
dP j(s) =
k−1∑
j=1
∑
s∈S
dP j(s) ≤ |P| − |Pk| − |P0| +
k−1∑
j=1
λj
(see Fig. 11(b)). Thus, if ul = u1, then∑
s∈S
dP(s) =
k∑
j=0
∑
s∈S
dP j(s) ≤ |P| − |Pk| − |P0| +
k−1∑
j=1
λj + |Pk| + 2+ λk = |P| + 1+ λ.
If uk = up1 , as
∑
s∈S dPk(s) ≤ |Pk| + 1+ λk, then∑
s∈S
dP(s) =
k−1∑
j=0
∑
s∈S
dP j(s)+
∑
s∈S
dPk(s)
≤ |P| − |Pk| +
k−1∑
j=1
λj + |Pk| + 1+ λk = |P| + 1+ λ.
If P = P1, then∑
s∈S
dP(s) =
k∑
j=0
∑
s∈S
dP j(s) ≤ |P| − |Pk| − |P0| +
k−1∑
j=1
λj + |Pk| + 1+ λk = |P| + λ.
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a b
Fig. 12. il − il−1 ≥ 4 or i1 − l ≥ 4.
Now, let uil be the first vertex of NP(u1) such that il − il−1 ≥ 4 or i1 − l ≥ 4. By the same reason as above,
vil−1 /∈ NP(u1) ∪ NP(v1) ∪ NP(w1) ∪ NP(up1). If uil−2 /∈ NP(u1) ∪ NP(v1) ∪ NP(w1) ∪ NP(up1), denote by P1 = P[ul, uil−3]
and P2 = P[uil , uk] (see Fig. 12(a)). By induction hypothesis, if ul 6= u1 and uk 6= up1 , then
∑
s∈S dP1(s) ≤ |P1| + 2+ λ1 and∑
s∈S dP2(s) ≤ |P2| + 2+ λ2. Hence∑
s∈S
dP(s) ≤ |P1| + 2+ λ1 + |P2| + 2+ λ2 = |P| + 2+ λ.
If ul = u1, then∑s∈S dP1(s) ≤ |P1| + 1+ λ1 and∑s∈S dP2(s) ≤ |P2| + 2+ λ2. Therefore,∑
s∈S
dP(s) ≤ |P1| + 1+ λ1 + |P2| + 2+ λ2 = |P| + 1+ λ.
By the same argument, if uk = up1 , the result holds. If P = P1, then
∑
s∈S dP1(s) ≤ |P1| + 1 + λ1 and
∑
s∈S dP2(s) ≤
|P2| + 1+ λ2. Hence∑
s∈S
dP(s) ≤ |P1| + 1+ λ1 + |P2| + 1+ λ2 = |P| + λ.
So assume that uil−2 ∈ NP(u1) ∪ NP(v1) ∪ NP(w1) ∪ NP(up1). Then uil−2 ∈ NP(w1). Therefore, vil−3 /∈ NP(u1) ∪ NP(v1) ∪
NP(w1) ∪ NP(up1). Denote by P1 = P[ul, uil−4], P2 = uil−2 and P3 = P[uil , uk] (see Fig. 12(b)). If ul 6= u1 and uk 6= up1 , then∑
s∈S
dP(s) ≤ |P1| + 2+ λ1 + |P2| + |P3| + 2+ λ3 = |P| + 2+ λ.
If ul = u1, then∑
s∈S
dP(s) ≤ |P1| + 1+ λ1 + |P2| + |P3| + 2+ λ3 = |P| + 1+ λ.
Similarly, if uk = up1 , the result holds. If P = P1, then∑
s∈S
dP(s) ≤ |P1| + 1+ λ1 + |P2| + |P3| + 1+ λ3 = |P| + λ.
The result holds. 
Since dP1(u1)+ dP1(v1)+ dP1(up1) ≤
∑
s∈S dP1(s), the following result holds immediately.
Lemma 2.2. Let P1, P2 and P3 be three paths found by the algorithm. Suppose that |P2| ≥ 2. Then dP1(u1)+ dP1(v1)+ dP1(up1)≤ |P1|.
Lemma 2.3. Let P2 and P3 be twopaths found by the algorithmand |P2| ≥ 2. If NP2(w1) 6= ∅, then dP2(v1)+dP2(w1) ≤ |P2|−|P3|.
Proof. We proceed by induction on |P2|. Since NP2(w1) 6= ∅, v1w1 /∈ E(G) andw1vp2 /∈ E(G), then |P2| ≥ 3. If |P2| = 3, then|P3| = 1 and {v1, w1, vp2} is an independent set. Hence dP2(v1)+ dP2(w1) ≤ 2 = |P2| − |P3|.
Assume that the result holds for P ′ with |P ′| < |P2|. Since NP2(w1) 6= ∅, let vi be the last vertex of NP2(w1).
Then NP2[vi+1,vi+j](v1) = ∅, j = |P3|. Denote by P1 = P[v1, vi+j] and P2 = P[vi+j+1, vp2 ]. By induction hypothesis,
dP2(v1)+ dP2(w1) ≤ |P1| − |P3| and dP2(v1)+ dP2(w1) ≤ |P2|. Thus
dP2(v1)+ dP2(w1) = dP1(v1)+ dP1(w1)+ dP2(v1)+ dP2(w1) ≤ |P1| − |P3| + |P2| = |P2| − |P3|.
The result holds. 
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3. Proof of Theorem 1.9
Since each of 9 operations either extends P1 or increases P2 by at least one vertex, at most O(n) extensions are needed.
Furthermore, each extension can be completed in O(m) time by graph searching (see for example [9]). Hence, a dominating
path or two disjoint paths can be found in O(mn) time. If P3 = ∅, the result holds. If |P2| = 1, by the choice of P2, G
has a dominating path. So assume that |P2| ≥ 2. In the following, we prove that G has two paths P1 and P2 satisfying
|P1| + |P2| ≥ min {σ¯4, n}. We follow the same notations defined in the last section. And the three paths found by the
algorithm are P1 = P[u1, . . . , up1 ], P2 = P[v1, . . . , vp2 ] and P3 = P[w1, . . . , wp3 ]. We distinguish the following three cases.
Case 1. NP1(v1) ∪ NP1(vp2) = ∅ and G[V (P2)] contains no Hamiltonian cycles.
Proof. By remark (b), N(u1) ∩ N(up1) ∩ N(v1) ∩ N(vp2) = ∅. As NP1(u1)− ∩ NP1(up1) = ∅, by remark (d), d(u1)+ d(up1) ≤|P1| − 2. As P2 is not extendable in G\P1, and NP1(v1) ∪ NP1(vp2) = ∅, then NG(v1) ∪ NG(vp2) ⊆ V (P2). As G[V (P2)] contains
no Hamiltonian cycles, NP2(v1)
− ∩ NP2(vp2) = ∅. Hence
σ¯4 ≤ d(u1)+ d(up1)+ d(v1)+ d(vp2)− |N(u1) ∩ N(up1) ∩ N(v1) ∩ N(vp2)|
≤ |P1| − 2+ |P2| − 2 = |P1| + |P2| − 4.
So |P1| + |P2| ≥ σ¯4 + 4. The result holds. 
Case 2. NP1∪P2(w1) ∪ NP1∪P2(wp3) = ∅ and G[V (P3)] contains no Hamiltonian cycles.
Proof. As P3 is not extendable in G\P1 ∪ P2, and NP1∪P2(w1) ∪ NP1∪P2(wp3) = ∅, then NG(w1) ∪ NG(wp3) ⊆ V (P3). By the
same arguments as above,
σ¯4 ≤ d(u1)+ d(up1)+ d(w1)+ d(wp3)− |N(u1) ∩ N(up1) ∩ N(w1) ∩ N(wp3)|
≤ |P1| − 2+ |P3| − 2 ≤ |P1| + |P3| − 4 ≤ |P1| + |P2| − 4.
Thus |P1| + |P2| ≥ σ¯4 + 4. The result holds. 
Case 3. NP1(v1) ∪ NP1(vp2) 6= ∅ or G[V (P2)] contains a Hamiltonian cycle and NP1∪P2(w1) ∪ NP1∪P2(wp3) 6= ∅ or G[V (P3)]
contains a Hamiltonian cycle.
Proof. If G[V (P2)] contains a Hamiltonian cycle, as P2 is not extendable in G\P1 and G is a connected graph, a vertex of P2
must be adjacent to some vertices of P1. Without loss of generality, assume that NP1(v1) 6= ∅. Similarly, if NP1∪P2(w1) ∪
NP1∪P2(wp3) 6= ∅ or G[V (P3)] contains a Hamiltonian cycle, then we can assume that NP1∪P2(w1) 6= ∅. If NP2(w1) 6= ∅, by
Lemmas 2.1 and 2.3,
d(u1)+ d(up1)+ d(v1)+ d(w1)− |N(u1) ∩ N(up1) ∩ N(v1) ∩ N(w1)|
= dP1(u1)+ dP1(up1)+ dP1(v1)+ dP1(w1)− |N(u1) ∩ N(up1) ∩ N(v1) ∩ N(w1)|
+ dP2(v1)+ dP2(w1)+ dP3(w1)
≤ |P1| + |P2| − |P3| + |P3| − 1 = |P1| + |P2| − 1.
Thus |P1| + |P2| ≥ σ¯4 + 1. The result holds. So assume that NP2(w1) = ∅. Then NP1(w1) 6= ∅. As G is a 2-connected graph,
there exist two vertices ui ∈ NP1(v1) and uj ∈ NP1(w1). By algorithm, |j− i| > |P3|. Assume that j ≥ i+ |P3| + 1. We choose
two vertices ui and uj such that
{ui+1, ui+2, . . . , uj−1} ∩ (NG(v1) ∪ NG(w1)) = ∅.
By algorithm,
{ui+1, ui+2, . . . , ui+p3} ∩ (NG(u1) ∪ NG(up1)) = ∅.
Denote by P ′ = [u1, . . . , ui] and P ′′ = [ui+p3+1, . . . , up1 ]. By Lemma 2.2, it follows that
dG(u1)+ dG(up1)+ dG(v1)+ dG(w1) ≤ |P ′| + 1+ λ1 + |P ′′| + 1+ λ2 + |P2| − 1+ |P3| − 1
= |P1| − |P3| + |P2| + |P3| + λ = |P1| + |P2| + λ.
Thus, |P1| + |P2| ≥ σ¯4. 
4. Conclusions
Finding long pathswhich can be realized by polynomial algorithm is an interesting problem in networks.Many important
methods have been used for this kind of problem. For example, by introducing the method of color-coding, Alon et al. [1]
presented a randomized algorithm to find long paths in graphs. In this paper, we studied another interesting problem. We
tried to find two disjoint paths in graphs which together cover as many vertices as possible. It is also obtained that in time
complexity O(mn), we can either find a dominating path or two disjoint paths of G.
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