Abstract. Trip duration is an important metric for the management of taxi companies, as it affects operational efficiency, driver satisfaction and, above all, customer satisfaction. In particular, the ability to predict trip duration in advance can be very useful for allocating taxis to stands and finding the best route for trips. A data mining approach can be used to generate models for trip time prediction. In fact, given the amount of data available, different models can be generated for different taxis. Given the difference between the data collected by different taxis, the best model for each one can be obtained with different algorithms and/or parameter settings. However, finding the configuration that generates the best model for each taxi is computationally very expensive. In this paper, we propose the use of metalearning to address the problem of selecting the algorithm that generates the model with the most accurate predictions for each taxi. The approach is tested on data collected in the Drive-In project. Our results show that metalearning can help to select the algorithm with the best accuracy.
Introduction
With fast-growing of Intelligent Transportation Systems (ITS) and Advanced Travelers Information Systems (ATIS), data collected by those systems can be useful to understand and improve processes in taxi companies and other organizations dealing with transportation, i.e. public transportation companies, logistics companies, and local government.
An example of a problem that can benefit from the analysis of data is trip duration in taxi companies; Especially knowing the estimated trip time duration beforehand can be very informative for taxi companies, drivers, and passengers to make the right decision for the scheduling and route planning. Data concerning the taxi trips (essentially GPS data) collected by taxis can be used for that purpose.
Data mining approaches can be used for the prediction of the trip duration. Using the data collected by taxis, these approaches relate trip duration with several variables describing the trip like origin, destination, time of day, day of week, and the weather.
Several algorithms have been introduced and can be used for the prediction of trip duration. But their predictive performance varies and causes several challenges. An important challenge for using data mining is to find out which algorithm has the best performance for a specific problem. But it has already been shown that there is no commonly best algorithm for a broad problem domain [1] . Algorithm selection for a specific problem is either based on a trialand-error approach or expert advice. Neither way is thoroughly acceptable for the end user who wishes to access the technology cost-effectively [2] . An approach to deal with this problem is metalearning [3] . Metalearning uses a machine learning approach to relate the performance of machine learning algorithms with the characteristics of the data.
The problem of algorithm selection is more complex in applications with multiple sources of data (e.g., multiple taxis). In this case, it may be expected that the best algorithm varies for different sources. For instance, the best algorithm to predict trip duration may vary for different taxis, due to differences in the brand of the vehicle, its usage, and driving habits. Therefore, algorithm selection should be made not at the global level but at a lower one, such as taxi itself.
On the other hand, in applications with multiple sources of data in which the data schema is the same, it is possible that the quality of the model for a given source can be improved by training it with data from other sources. Therefore, the problem of algorithm selection is also extended to the dataset granularity selection. For the purpose of trip duration prediction, each taxi can use its data, data from its neighbors, data collected at the nearest road-side unit, or whole dataset which is collected centrally throughout the city.
In this paper, we investigate the use of a metalearning approach to the problem of algorithm selection in a case study of predicting trip duration for a taxi company. The taxi dataset is obtained from the Carnegie Mellon Portugal project, DRIVE-IN (Distributed Routing and Infotainment through Vehicular Inter-Networking) [4] . Selection is made between four different machine learning algorithms and two levels of granularity; Two levels of granularity are taxi itself and the collected data in whole month. Four machine learning algorithms used at the base-level are: random forest, support vector machines (SVMs), linear regression and decision tree. The experiment is done on the data from five months in 2013, from February to June. In each month, the data is collected by 440 taxis.
The approach is evaluated at the meta-level (i.e. the ability of choosing the most accurate base-level algorithm) and at the base-level (i.e. the base-level performance of the algorithm selected by the metalearning approach). The results obtained are positive at both levels.
Background
We start by discussing approaches to predict trip duration (Sect. 2.1) and then metalearning (Sect. 2.2).
Trip Duration
There has been a significant amount of research on trip duration prediction. Kwon et al. [5] use the flow and occupancy data from single loop detectors and historical trip duration information to forecast trip duration on a freeway. Using real traffic data, they found out that simple prediction methods can provide a good estimation of trip duration for trips starting in the near future (up to 20 min). On the other hand, for the trips starting more than 20 min away, better predictions can be obtained with historical data. The same approach is used by Chien et al. [6] . Zhang et al. [7] propose using a linear model to predict the short-term freeway trip duration. Trip duration is a function of departure time. Their results show that for a small dataset, the error varies from 5 % to 10 % while for a bigger dataset, the variation is between 8 % and 13 %.
Support Vector Regression (SVR) is used for prediction of trip duration by Wu et al. [8] . They utilize real highway traffic data for their experiments. They suggest a set of SVR parameter values by trial-and-error which lead to a model that is able to outperform a baseline model. Balan et al. [9] propose a realtime information system that provides the expected fare and trip duration for passengers. They use historical data consisting of approximately 250 million paid taxi trips for the experiment.
Considering the rapid change of behavior of vehicular networks, using the same algorithm for forecasting the travel time over a long period and for different vehicles, will eventually end in unreliable predictions. Therefore, it is important to find the best algorithm for each context. One possibility is to use a trial and error approach. This means finding out the algorithm that fits best to the specific dataset (i.e. for a specific vehicle and for a specific period) by evaluating multiple algorithms and choosing the best one [10] . This approach would be very time consuming, given the amount of alternatives available. One alternative approach is metalearning which is still missing.
Metalearning
The algorithm selection problem was formally defined by Rice in 1976 [11] . The main question was to predict which algorithm has the best performance for a specific problem.
The first formal project in this area was MLT project [12] . The MLT project creates a system called Consultant-2 which can help to select the best algorithm for a specific problem.
Over the years, metalearning research has addressed several issues [13] . It may be important to select the best base-level algorithm not for the whole dataset, but rather for a subset of the examples [14] or even for individual examples [15] .
Tuning the parameters of base-level algorithms is another task that metalearning can be helpful to (e.g. the kernel width of SVM with Gaussian kernel [13, 16] ). Rijn et al. [17] have investigated the use of metalearning for algorithm selection on data streams. The metafeatures are calculated on a small data window at the start of the data stream. Metalearning uses this metafeatures to predict which algorithm is the best in the next data windows.
Methodology
In this section, the data used in this work (Sect. 3.1), the metalearning approach (Sect. 3.3) and the evaluation methodology (Sect. 3.4) are presented.
Taxi Dataset
The dataset is obtained from a large-scale scenario [4] , one of the taxi companies in the city of Porto. Porto is the second largest city in Portugal, with an area of 41.3 km 2 , and comprises 965 km of roads. It is the central city in a metropolitan area with more than one million inhabitants. There are 63 taxi stands in the city and the main taxi union has 441 vehicles. Each taxi has an on-board unit with a GPS receiver and collects the travel log. The provided dataset by the project [4] consists of five months in 2013 for all the vehicles. The dataset contains 13 variables characterizing events in the data: 
Base-level Approach
In this section the methodology which is used at the base-level is presented. In the traditional data mining, each entity E i is described by a set of features, X i , and there is a target variable, Y i . So the dataset used for the traditional data mining is like DB = {E i , X i , Y i }, ∀i ∈ {1, ..., n}, while n is the number of entities.
At the base-level, the same scheme is used. The features used at the base-level are described in Sect. 3.1. Each taxi is represented by an entity in the scheme, E i = T i . The target variable is the trip duration (Y i = DT ). So the base-level scheme is like DB = {T i , X i , DT i }, ∀i ∈ {1, ..., n}. Four algorithms are applied on the dataset (DB) at the base-level to predict the target variable: Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM), and Linear Regression (LM).
Metalearning at Different Granularity Levels
In this section the metalearning methodology is presented. The taxi application introduces an interesting challenge for metalearning. Each taxi generates enough data to learn its own model. However, it can be expected that, in some cases, the quality of the model generated from the full set of data, i.e. concerning all taxis, can be better than the model generated solely with "local" data. Therefore, besides selecting an algorithm to learn the best model for a taxi, a decision can be made also concerning whether only data from the taxi or global data.
In terms of the metalearning approach, the possibility of generating metaexamples at different levels of granularity of the data, adds another dimension to the meta-dataset. So for each entity, instead of having just one set of X i , other feature sets can be generated for different levels or categories of the data, C The proposed model used in this article is shown in Fig. 1 . In the proposed model, there are two different levels: taxi itself and the data for whole month. At the level one, each taxi (T i ) creates a unique category, C 1 i , ∀i ∈ {1, ..., n 1 } where n 1 is the number of taxis. The level two has only one category joining all the data from 440 taxis.
So after organizing the dataset in customized format,
, it is delivered to the performance evaluation process. In this stage, each taxi is evaluated by different algorithms, applying in different levels. As result, for each taxi, there are different performance indicators: P k ig which means the performance of the algorithm g at level k for taxi i.
Where w stands for the algorithms, i indicates taxis, and j shows levels. On the other hand, the metafeatures are calculated for each taxi and at different levels. In general mf j i is the calculated metafeatures for taxi i at the level j. For each taxi, the best performance obtained from the performance evaluation part is selected according to the Eq. 2:
Fig. 1. Proposed methodology used for metalearning
Finally the metadata structure for each taxi consists of the taxi identification, metafeatures for the first and the second level and the best performance obtained from Eq. 2.
The main idea in metalearning is to find out the best algorithm and the best level to apply the algorithm depending on the metafeatures obtained at different levels. Consequently, the metalearning maps the extracted features from the original datasets to the best performance obtained at different levels by applying different algorithms on the original dataset.
Our model recommends a level and an algorithms for each taxi in which, applying the recommended algorithm on the recommended level produces the best performance with high probability (see Eq. 4).
Evaluation
Base-level Evaluation. At the base-level, the problem of prediction of the trip duration is a regression problem. Each algorithm is applied on the dataset and tried to predict the trip duration. This prediction is evaluated by the Normalized Root-Mean-Square Error (NRMSE). RMSE is a frequently used measure which shows the differences between the predicted value by a model and the actual observed value. In results, the NRMSE is the RMSE divided by the standard deviation of the variable being predicted (See Formulas 5 and 6). Using R [18] , the package hydroGOF [19] is used for calculation of NRMSE. The standard deviation is used for the normalizing the RMSE.
Where n 1 is the length of the predicted values, σ is the standard deviation of the predicted variable, Dt i is the actual trip duration, andDt i is the predicted trip duration. Having the NRMSE for all the possible runs, the algorithm with the best NRMSE (the lowest one) is selected as the best algorithm for each taxi to be used at the meta-level.
Meta-level Evaluation.
At the meta-level, the proposed model predicts a base-level algorithms along the level of granularity which will have the best performance (lowest NRMSE) for a given taxi and month. Therefore, the problem in this level is a classification problem. This decision is taken based on metafeatures describing the dataset characteristics. The performance of the proposed model is evaluated by the accuracy of the prediction. In addition, we also evaluate the performance of the proposed model relative to the possible range of base-level performance. Scaled error shows the relative NRMSE of the metalearning model with respect to the best and the worst NRMSE of the base-level. It is shown in the following equation:
Where NRMSE ML is the NRMSE of the proposed metalearning model, NRMSE B is the best NRMSE obtained by the base-level algorithms, and NRMSE W is the worst NRMSE obtained by the base-level algorithms. The range of Scaled error is between 0 and 1. In addition, the lower the Scaled error the better performance is expected for the meta-level experiment.
Metafeatures. The extracted metafeatures noted above, are described briefly in this section. A comprehensive study was done by Peng et al. [20] for feature selection. Totally 31 metafeatures were proposed to describe the structure of the dataset. These metafeatures are selected based on the regression problem. Their effectiveness through extensive experiments were evaluated. A list of all metafeatures that we used for this study with a brief description is provided in Table 1 . The detail description of each metafeature is explained in [20] . 
Results

Meta-level Results
The overall results of the calculated Scaled error for each month are shown in Fig. 2 . The results seem interesting while the Scaled error is very low and near zero. It shows that the performance of the meta-level is close to the best performance obtained by the base-level.
Fig. 2. The average Scalederror[%] over all taxis for each month
This result also illustrates the usefulness of using metalearning. By using the dataset characteristics, the metalearning can guess the algorithm with the best performance at the base-level that should be used. It reduces the cost of running several algorithms on probably large datasets to find the one with the best performance at the base-level.
The distribution of calculated Scaled error for each taxi is shown in Fig. 3 . As we expected, the density concentrated around zero. This results show that the metalearning is useful because the results of metalearning are almost near the best performance obtained at the base-level. The normal distribution for RF and DT algorithms (black lines) show that on average the Scaled error is less than 0.2 in both cases. Although the density of Scaled error for RF algorithm has high concentration near the origin.
Base-level Results
To know the performance of the base-level, Fig. 4 shows the box-plot of calculated NRMSE for different taxis and in the different levels of granularity in each month. It can be seen that the NRMSE for all months is less than 5 %. The average NRMSE for each month is around 1 %. So the base-level error on average is 1 % which sounds considerably good. This means that the base-level algorithms can predict the trip duration very precisely. 
Base-level vs. Meta-level Results
In metalearning one of the most important metric for evaluation is the accuracy. The comparison of accuracy between the base-level and the meta-level is presented in Fig. 5a . According to this result, the performance of the meta-level outperforms the base-level for most of the months. In April 2013, due to the lack of enough observations for calculating the metafeatures, the performance of metalearning is dropped.
The accuracy of the base-level is calculated based on the majority algorithm with the best performance at the base-level. Although, the accuracy of the metalearning is calculated by considering the algorithm with the best performance at the base-level. On average, the meta-level accuracy is 17 % higher than the base-level accuracy that can be converted to 39 % improvement on the base-level.
To obtain the algorithm with the best performance at the base-level, performing a lots of algorithms is required. Therefore, the computational cost is considerably high. But by using metalearning, the algorithm with the best performance is found by high probability and lower computational cost.
In addition, the prediction of the best algorithm by metalearning is almost followed the best algorithm obtained by the base-level (Fig. 5b) . 
Conclusion
We proposed the use of metalearning for prediction of trip duration. The experiments are performed on the taxi dataset from Drive-In project. The machine learning and data mining algorithms are performed at two different levels of granularity: taxi and month levels. The results show that the metalearning can help predicting the algorithm with the best performance at the base-level with high accuracy. Furthermore the performance of the base-level itself is also considerably applicable. Therefore, the overall results show that the metalearning predicts the trip duration with the error rate less than 5 %.
