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RÉSUMÉ.Cet article s’intéresse à la synthèse automatique d’agentsenvironnement incertain,
se plaçant dans le cadre de l’apprentissage par renforcement, et plus précisément desprocessus
de décision markoviens partiellement observables. Les agents (dénués de modèle de leur en-
vironnement et de mémoire à court terme) sont confrontés à demultiples motivations/objectifs
simultanés, problématique qui s’inscrit dans le domaine dela sélection d’action.
Nous proposons et évaluons différentes architectures de sélection d’action. Elles ont en com-
mun de combiner de manièreadaptativedes comportements de base déjà connus, en apprenant
les réglages de la combinaison afin de maximiser les gains de l’ag nt. La suite logique de ces
travaux est d’automatiser la sélection et la conception descomportements de base eux-mêmes.
ABSTRACT.This article focusses on the automated synthesis of agents in an uncertain environ-
ment, working in the setting ofReinforcement Learning, and more precisely ofPartially Ob-
servable Markov Decision Processes. The agents (with no model of their environment and no
short-term memory) are facing multiple motivations/goalssimultaneously, a problem related to
the field ofAction Selection.
We propose and evaluate various Action Selection architectur s. They all combine already
known basic behaviors in anadaptivemanner, by learning the tuning of the combination, so
as to maximize the agent’s payoff. The logical continuationof this work is to automate the
selection and design of the basic behaviors themselves.
MOTS-CLÉS :processus de décision markoviens partiellement observables, motivations multiples.
KEYWORDS:partially observable markov decision processes, multiplemotivations.
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1. Introduction
L’ apprentissage par renforcement(A/R) vise à concevoir des agents en ne leur
spécifiant que l’objectif qu’ils doivent atteindre, et éventuellement en leur fournissant
un modèle de l’environnement au sein duquel ils se trouvent.Le formalisme despro-
cessus de décision markoviens(PDM) (Watkins, 1989, Kaelblinget al.,1996, Sutton
et al.,1998a) est particulièrement adapté à de tels problèmes de prise de décision dans
le cas où l’environnement est incertain. Considérant des problèmes où l’observabilité
de l’agent n’est que partielle, nous faisons plus précisément usage deprocessus de dé-
cision markoviens partiellement observables(PDMPO) (Smallwoodet al.,1973, Mo-
nahan, 1982, Cassandraet al., 1994). On se limite à l’utilisation de comportements
réactifsi.e., prenant une décision en fonction de l’observation actuelle.
Toutefois, les approches habituelles, qu’elles entrent das le cadre de la program-
mation dynamique ou de la recherche directe de politique, souffrent souvent de ne
pouvoir s’adapter à un nombre de motivations variables, l’ajout d’une motivation
conduisant à ré-apprendre une politique complète. C’est à ce problème de “passage
à l’échelle”1 que nous nous attachons.
Nous nous intéressons précisément au cas où l’apparition d’objets dans l’envi-
ronnements crée des nouvelles motivations pour l’agent. Les recherches s’attachant
à un tel cadre proposent en général des architectures de sélection d’action (Brooks,
1989, Maes, 1991, Tyrrell, 1993), dans lesquelles de nombreux églages sont né-
cessaires. Seul Humphrys (1997) propose d’utiliser l’apprentissage par renforcement
pour automatiser la conception d’une telle architecture. Comme lui, nous considérons
une architecture basée sur un certain nombre de comportements répondant chacun à
un type de motivation différent. L’agent est soumis à diverses motivations, lesquelles
déclenchent des comportements spécifiques, proposant chacun une réponse. L’agent
doit alors décider des actions à exécuter en fonction de ces réponses. Ce procédé sera
par la suite désigné comme étant l’opération de “combinaisodes comportements”.
Dans ce cadre, l’apprentissage par renforcement peut prendre deux formes :
– apprendre le procédé de combinaison ou régler ses paramètres, et
– apprendre les comportements associés aux diverses motivations.
Humphrys, dans ses travaux (Humphrys, 1997), aborde le second point en apprenant
les comportements “en utilisation”i.e., tous en parallèle pendant le fonctionnement de
l’agent, donc pour un usage particulier. Nous préférons apprendre les comportements
indépendamment les uns des autres, pour éviter de les spécialiser. L’apport principal
de cet article est relatif au procédé de combinaison lui-même. S’il n’est pas appris, les
paramètres permettant de le régler le sont, et différentes architectures sont proposées
et analysées.
1. Nous parlerions de “scalability” en anglais.
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Cet article présente d’abord en section 2 l’apprentissage pr renforcement et la
sélection d’action en insistant sur les aspects importantsdan notre cadre de travail. De
là, la section 3 décrit notre approche à travers un certain nombre de concepts qu’elle
met en œuvre, puis la section 4 précise les différentes combinaisons de comportements
envisagées. Les expérimentations menées viennent en section 5 avant une discussion
et conclusion.
2. Etat de l’art
2.1. Utilisation de l’apprentissage par renforcement
Le principe de l’apprentissage par renforcement (A/R) répond à notre souhait de
concevoir un comportement de manière automatique. En théorie, en utilisant uni-
quement un signal de renforcement scalaire pour qualifier lerésultat des actions de
l’agent, les algorithmes d’apprentissage par renforcement p rmettent en effet de cal-
culer des politiques de décision optimales pour contrôler un système quand on ne
connaît pas la dynamique de ce dernier. Dans notre cadre, cela revient à définir le
comportement de l’agent.
Du fait des contraintes considérées dans notre travail, et en particulier l’observabi-
lité partielle du système par l’agent, l’utilisation de l’apprentissage par renforcement
se place dans le formalisme des processus de décision markoviens partiellement ob-
servables (PDMPO) défini ci-dessous.
Définition 1 (Processus de décision markovien partiellement observable)
Un processus de décision markovien partiellement observableest défini par un
tuple〈S,A, T ,R, Ω,O〉 dans lequel :
– S = {s} est un ensemble fini d’états.
–A = {a} est un ensemble fini d’actions.
– T : S × A × S → [0; 1] est unefonction de transition. Elle donne la
probabilité de passer entre les instantst et t + 1 (le temps étant discret) de
l’état s à l’état s′ sachant l’action choisiea comme suit :
T (s, a, s′) = P (st+1 = s
′ | st = s, at = a).
–R : S ×A → R unefonction de récompense2. C’est par l’intermédiaire
de cette fonction de récompense que l’on spécifie les buts, les motivations de
l’agent.
– Ω est un ensemble fini d’observations.
–O : S × Ω → [0; 1] est unefonction d’observation. Elle donne la proba-
bilité de l’observationo sachant l’états par :
O(s, o) = P (ot = o | st = s).
2. On parlera aussi de renforcement ou de gain.
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Dans ce cadre, notre problématique de conception d’agent revient à chercher un
contrôle optimal du système ne dépendant que des observations car l’agent ne connaît
pas l’état réel du système. Si le système que l’on doit apprendre à contrôler s’exprime
avec un modèle markovien (la connaissance de l’état du système suffit à connaître sa
dynamique), alors certains algorithmes d’apprentissage pr renforcement permettent
de déterminer un contrôle optimal de ce système au sens d’un critère fonction du si-
gnal de renforcement (Puterman, 1994). C’est le cas duQ-learning (Watkins, 1989)
sous certaines conditions d’utilisation. Dans le cadre desPDMPO, on perd ce ca-
ractère markovien à moins de travailler sur des « états de croyances »(distribution de
probabilité sur les états), ce qui revient à travailler sur un espace d’états infini, opéra-
tion difficilement réalisable en pratique. C’est pourquoi nus avons fait le choix de ne
rechercher que des politiques “réactives” ne dépendant quede l’observation courante,
d’où le terme “agent sans mémoire”.
Un avantage de ces agents réactifs avec des perceptions partielles est de dimi-
nuer la complexité apparente du problème en travaillant surl’espace des observa-
tions (qui reste d’une taille raisonnable (Chadès, 2003)) comme s’il s’agissait de
l’espace d’états. Cette approche facilite le passage à l’échelle puisque seule une par-
tie limitée du système est perçue. Le problème, ainsi que l’expliquent plusieurs au-
teurs (Singhet al., 1994, Dutech, 1999), est que le système considéré n’est plus
markovien et qu’on ne peut assurer qu’un comportement optimal peut être appris.
Un moindre mal est alors dedoter les agents de comportements stochastiques, qui
peuvent être plus performants que des comportements déterministes (cf. (Singhet al.,
1994)). Nous chercherons ainsi à doter l’agent d’unepolitiquede contrôle de la forme
π : O → Π(A), où Π(A) dénote une distribution de probabilité sur l’ensembleA.
La mesure de performance adoptée sera l’espérance de récompense en moyenne :








Même ainsi, le problème que nous voulons résoudre reste difficile avec des mé-
thodes classiques car la complexité des algorithmes de renforcement est principale-
ment liée à un facteur|S| ∗ |A|. Or les caractéristiques de notre problème augmentent
la taille de l’espace d’états du système de manière considérable : celui-ci croît de
manière exponentielle avec le nombre d’objets présents. Enoutre, chaque modifica-
tion de la tâche à apprendre, même minime, peut nécessiter unnouvel apprentissage
qui peut se révéler aussi long, quand on utilise des méthodesd’apprentissage par ren-
forcement, que si l’agent était reparti de zéro. Cela tient au fait que les techniques
classiques passent par une évaluation d’une fonction qualité pour chaque couple (état,
action) et que la propagation des changements de cette fonction est très lente.
Ainsi, les techniques classiques actuelles de l’apprentissage par renforcement sont
limitées à des tâches peu complexes. Pour dépasser ces limitations, nous proposons de
replacer l’apprentissage par renforcement dans le cadre dela sélection d’action où il
ne s’agit plus d’appréhender une tâche dans son ensemble mais de la voir comme une
combinaison de tâches plus simples. Dès lors, et les tâches simple , et le problème de
combinaison peuvent être abordés par le biais de l’apprentissage par renforcement.
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2.2. Sélection d’action adaptative et extensible
A l’image de Humphrys (1997), par “sélection d’action” nousn’entendons pas le
problème de bas-niveau du choix d’une action dans la poursuite d’un unique but co-
hérent tel que trouver la sortie d’un labyrinthe. Nous entendons plutôt le problème de
haut niveau du choix d’une action dans le cadre de buts conflictuels et hétérogènes.
Ces objectifs sont poursuivis en parallèle. Ils peuvent parfois se combiner pour accom-
plir des objectifs à plus grande échelle, mais généralementils i erfèrent simplement
entre eux. Ils peuvent ne pas avoir de condition de terminaiso .
Un principe commun à diverses méthodes de sélection d’action est d’associerdes
comportements de baseà chacun des objectifs ou des motivations et de combiner
ces comportements pour obtenir une décision “globale”. Ceci p ut être vu comme
une décomposition du problème global en plusieurs sous-problèmesa priori moins
complexes (au sens vu précédemment), ce qui répond en partieaux limitations de
l’A/R que nous venons d’évoquer. En effet, plutôt que de traite directement une tâche
complexe, on peut traiter chaque comportement simple séparément et ensuite s’atta-
quer au problème de la combinaison de ces comportements. Si l’on retrouve diverses
formes de décomposition dans des approches hiérarchiques (Mataríc, 1997, Sutton
et al., 1998b, Dietterich, 2000, Hengst, 2002) ou usant de factorisation de l’espace
d’états (Boutilieret al.,2000, Guestrinet al.,2003), qui correspond à une structuration
du comportement tirée d’une structuration connue du système. Le terme de compor-
tement que nous employons apparaît aussi dans (Matarić, 1997), correspondant dans
(Suttonet al., 1998b) par exemple à la notion d’option. La différence majeure avec
notre travail est que nous cherchons à faire un compromis entre plusieurs comporte-
ments actifssimultanément, et non à apprendre à en sélectionner un en particulier à un
moment donné. Cette approche est d’ailleurs conseillée par(Tyrrell, 1993) qui la qua-
lifie dehiérarchie à flux libre(ou free-flow hierarchy) par opposition aux structures de
décisionwinner takes all. L’avantage principal d’une architecture à flux libre est que
l’action finalement choisie peut ne pas être une des actions préconisées par les divers
comportements mais bel et bien une action de compromis.
En outre, le fait de vouloir combiner plusieurs comportements simples répond aux
exigences de généricité et de passage à l’échelle que nous nous sommes fixées. En
effet, des comportements simples bien choisis pourraient être ré-utilisés pour résoudre
d’autres tâches complexes. Si on sait par exemple se déplacer et poser/prendre des
objets, on peut effectuer des tâches telles que distribuer du courrier, du café ou ramas-
ser les poubelles. De même, une partie des problèmes de passage à l’échelle peut être
résolue en combinant plusieurs fois le même comportement : pour peindre dix cubes,
c’est gérer dix fois le comportement peindreuncube en l’appliquant à des cubes diffé-
rents. Nous suggérons donc de doter les agents d’une bibliothèque de comportements
simples, que nous appelleronscomportements de base, ces comportements devront
être aussi indépendants que possible des tâches à réaliser et dev ont s’appliquer à des
types de situationsplutôt qu’à des instances de situations.
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2.3. Quelques travaux proches
Divers travaux ont déjà abordé l’apprentissage par renforcement sous l’angle de
la sélection d’action, se basant sur un ensemble de comportemen s. Nombre d’ap-
proches, telles que dans (Mahadevanet al.,1992, Lin, 1993), sont de typewinner takes
all, partageant ce caractère avec les approches hiérarchiquesévoquées précédemment.
D’autres ont le défaut de produire des comportements spécifiques à la tâche globale
choisie, ce qui les rend peu réutilisables. C’est le cas duW -learning (Humphrys, 1997)
ou duQ-learning parallèle (Laurent, 2002). Dans cette dernière approche, l’apprentis-
sage est même continuel, afin que l’agent bénéficie d’une mémoire à court terme de
ses échecs ou réussites. Pour finir, un défaut commun à la pluprt des travaux rencon-
trés est de se baser sur des algorithmes adaptés à un système markovien, tels que le
Q-learning, alors que cette hypothèse n’est clairement pas vérifiée.
2.4. Bilan
Notre approche fait l’hypothèse que l’agent à concevoir dispose de comportements
de base simples. Ces comportements, adaptés à différentes motivations et sous-tâches,
devront être génériques, réutilisables et stochastiques.Par un processus s’inscrivant
dans le cadre de l’apprentissage par renforcement l’agent va apprendre à combiner ces
comportements en utilisant une méthode de sélection d’action “flux libre” s’appuyant
sur un nombre minimal de paramètres. Ce principe est formalisé et décrit en détail
dans la section suivante.
3. Concepts mis en œuvre
3.1. Environnement et perception
Nous considérons qu’un agent évolue dans un environnement composé d’objets
de types définis et qu’il sait reconnaître. Il ne perçoit que partiellement le système à
travers une liste de percepts liés à chaque objet.
Ainsi, un agent perçoit la scène courante (la partie du système qui lui est acces-
sible) comme uneobservation qui est un ensemble d’objetsypés définis par leurs
percepts. La figure 1 explicite ces notions pour un agent placé dans un monde de type
grille dans lequel il perçoit deux tuiles, dont une qui lui est adjacente, et un trou.
En notantT l’ensemble des types d’objets présents dans le système, nous all ns
spécifier quelques concepts utilisés par la suite :
– objet perçuobj : défini par son type et la perception courante que l’agent en a:
obj = [t, per] où t ∈ T. Nous noteronst(obj) et O(obj) le type et la perception
courante de l’objet ;
– observationo : ensemble d’objets (typés) actuellement perçus par l’agent : o =
{obji} ;






L’ observationde cette scène par l’agent
est composée desobjetssuivants :
objetX : (direction ?, proche ?)
tuile O1 : (O, faux)
trouO2 : (SO, faux)
tuile O3 : (S, vrai)
Figure 1. Une scène avec quelques objets visibles et l’observation associée
– configurationc : une configuration est un sous-ensemble ordonné d’objets de
l’observation. L’ordre est important car deux objets de même type peuvent avoir des
rôles différents ;
– type de configurationCT : un type de configurationCT = 〈t1, . . . tn〉 est une
liste de types d’objets (non nécessairement uniques). Celanous permet de définir un
opérateurCT qui extrait d’une observation donnéeo toutes les configurationscompa-
tiblesavec le type de configuration :CT (o) = {c ⊆ o telles qu’il existe une application
bijectivem : CT → c} ;
– observation d’une configuration : liste des perceptions associées avec les objets
d’une configurationc : o(c) = (O(obj), obj ∈ c).
3.2. Comportements
Les comportements permettent à l’agent de prendre une décision d’action en fonc-
tion de son observation et de ses motivations. Dans notre cadre de sélection d’ac-
tion, nous allons formaliser deux types de comportements. Le comportements de
base constituent la bibliothèque de comportements de “bas niveau” de l’agent. Par
notre processus de combinaison de comportements, nous allon combiner les déci-
sions données par ces comportements pour constituer le comportement “extensible”
de l’agent.
Définition 2 (Comportement de base)
Un comportement de base3 b est défini par un tuple〈CTb , Pb, Qb〉, où :
1) CTb est un type de configuration. L’opérateur associé permet de sa-
voir avec quelles configurations de l’observation courantece comportement
de base est compatible et peut être apparié.
3. On abrégera parfois “comportement de base” parbb, acronyme de “basic behavior”. La lettre
’b’ de “behavior” désignera par la suite un comportement, demanière à réserver le ’c’ aux
configurations.
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2) Pb(a|o(c)) est une politique de décision stochastique apprise par ren-
forcement. Etant donnée une configurationc appropriée, cette politique as-
socie à l’observation dec une distribution de probabilité sur les actions :
Pb : A × O × Cb → [0, 1], où Cb est l’ensemble des configurations de type
CTb .
3) Qb(o(c), a) est une fonction que nous appelonsQ-valeur et qui mesure
la qualité de la politique. Elle donne, pour chaque action effectuée dans une
configuration particulière, une mesure de l’utilité de cette action.
Ainsi, un comportement de base étant associé à un type de configuration est géné-
rique et peut être utilisé plusieurs fois par l’agent si ce dernier détecte plusieurs confi-
gurations compatibles avec le comportement. Cette définition est tout à fait adaptée
à l’utilisation de méthodes classiques d’apprentissage par renforcement comme leQ-
learning(Watkins, 1989) (situation totalement observable) ou la descente de gradient
de Baxter et Bartlett (Baxteret al.,2001a, Baxteret al.,2001b) (dans notre situation
partiellement observable). On fait ici le choix de définirQb comme l’espérance de
récompense avec actualisation pour ce comportement de base.
Définition 3 (Comportement extensible)
Un comportement extensibleeb est défini par un algorithme de combinai-
sonfcombi et un ensemble de comportements de base avec les paramètres de
pondération associés, ce qui donne un ensemble de paires{(bb, θbb)}. C’est le
comportement complexe d’agent que nous cherchons à obtenir, da s lequel les
paramètresθ doivent être adaptés à la tâche globale.
Un point remarquable est qu’un comportement de base, tel queno s l’avons dé-
fini, doit être utilisé avec un ensemble donné d’objets dans le voisinage, alors qu’un
comportement extensible sera adapté à des nombres variables d’objets. Cette propriété
permet de répondre aux exigences de passage à l’échelle que nous avons exprimées.
Par la suite, nous allons proposer des formes différentes pour la fonction de com-
binaisonfcombi et montrer comment les paramètres de combinaisonθ peuvent être
adaptés automatiquement.
3.3. Algorithmes : décomposition, combinaison
L’algorithme principal suivi par notre agent s’inscrit dans le cadre général de l’ap-
prentissage par renforcement. Etant données une bibliothèque de comportements de
base et une fonction de récompenseglobaledéfinissant la tâche que devra accomplir
l’agent, cet algorithme permet de trouver automatiquementles paramètres définissant
un comportement extensible performant.
L’algorithme 1 donne le détail des opérations effectuées. Comme dans de nom-
breux algorithmes d’apprentissage par renforcement, il s’agit essentiellement d’ité-
rations pendant lesquelles l’agent perçoit le système, décide et effectue une action,
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observe le résultat de son action et modifie son comportementen fonction de la ré-
compense reçue.
Algorithme 1 Algorithme général
ALGORITHMEGÉNÉRAL
Entrées: B ensemble des comportements de base fournis
Sorties: Combine les comportements de base et améliore cette combinaison
boucle




r ← récompense immédiate de l’agent
o′ ← nouvelle observation
θ ← APPRENTISSAGERENFORCEMENT(o, a, r, o′, θ)
fin boucle
Quelle que soit la forme de la combinaison de comportements employée, la mesure
de performance utilisée est le renforcement moyen gagné pendant un pas de temps. Ce
critère est non seulement naturel, mais aussi simple à estimer expérimentalement.
Il reste à préciser dans cet algorithme le fonctionnement detrois étapes : la dé-
composition de l’observation, la combinaison des comportements, et le renforcement
des paramètres de la combinaison. Les sections suivantes décrivent les deux premiers
algorithmes, la question du renforcement étant traitée ultérieurement.
3.3.1. Décomposition de l’observation
L’objectif de la décomposition de l’observation courante est d’identifier les paires
(comportement de base, configuration) dans l’environnement accessible (paires
désormais notées(bb, cfg)), c’est-à-dire mettre en œuvre l’opérateurCT . L’applica-
tion qui à l’observation courante associe l’ensemble des paires (bb, cfg) de la scène
sera notéeBC. Ainsi, avec deux comportements de base :pousser une tuile dans un
trou (bp) et éviter un trou (be), l’analyse de la figure 1 par l’agent donne les trois
paires(bb, cfg) qui suivent :
BC(o) = {(be, 〈O2〉), (bp, 〈O1, O2〉), (bp, 〈O3, O2〉)}. [1]
L’algorithme 2 décrit comment décomposer l’observation courante. La fonction
TYPESUIVANT (t : type d’objet) renvoie le type suivantt dans le type de configuration
CTb . Le parcours récursif garantit de trouver toutes les configurations, quitte à ne faire
qu’échanger les rôles de deux objets : l’un peut servir d’outil pour manipuler l’autre,
et inversement. On aurait aussi pu choisir d’interdire ces échanges, ce qui permet de
réduire le nombre de paires(bb, cfg), mais au prix d’une perte d’information.
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Algorithme 2 Décomposition de l’observation
DÉCOMPOSITION(o : observation)
Entrées: Ensemble de comportements de baseB
Sorties: BC(o) ensemble de paires(bb, cfg)
BC(o) = ∅





AJOUTER(c : configuration,t : type d’objet)
pour tout obj ∈ o tel que¬(obj ∈ c) et t(obj) = t faire









3.3.2. Combinaison de comportements
La combinaison de comportements de base peut être faite de diverses manières,
lesquelles restent de simples heuristiques. Seules des situations particulières rendent
possible une convergence prouvée vers une politique optimale, comme dans le cas étu-
dié par (Singhet al.,1998), où une situation markovienne permet de joindre de mul-
tiples PDM, analogues à nos comportements de base, en un PDM composite unique.
Cette section va maintenant présenter la formulation générale de la fonction de com-
binaison que nous avons employée.
Etant donné un ensemble de paires(bb, cfg), le choix d’une action peut être fait de
nombreuses manières telles que vote, enchères ou choix aléatoire. La figure 2 illustre
de manière très schématique cette deuxième phase, en cachant dans la boîte “Combi-
naison” le point critique qui nous intéresse maintenant.
Pour mettre en œuvre une hiérarchie à flux libre, nous avons décidé de calculer
une politiqueP(a|o) donnant une distribution de probabilité sur les actionsa pour
chaque observationo. Connaissant l’ensemble des comportements de base à utiliser,






w(b, o(c), a) ⊗ Pb(a|o(c)) [2]
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fgk) Pbb1 (jo(fg1)); Qbb1 :::Pbb1 (jo(fg2)); Qbb1 :::Pbbn(jo(fgk)); Qbb2 :::... CombinaisonPolitique instantanee
Figure 2. Schéma de la phase de recombinaison : récupération des données liées à
chaque paire(bb, cfg) et production d’une politique immédiate
où :
– Lesw sont des fonctions positives desQ-valeurs et des paramètresθ. Appelées
poids, elles permettent de pondérer la proposition de décision qu’estPb(a|o(c)) selon
son importance estimée (nous reparlerons de ce poids en section 3.4).
– K est un facteur de normalisation (une correction pour avoir
∑
a P(a|o) = 1).
De plus, les opérateurs(⊕,⊗) peuvent être aussi bien(+, ∗) ou (∗, xy), ou encore
(max, +). Une fois ces probabilités calculées pour une observation don ée, l’action
est choisie selon la distributionP .
Par la suite, nous ferons aussi référence à la fonction de combinaison en écri-
vantP = fcombi(B) oùB est l’ensemble des comportements de base. Les différentes
formes defcombi seront présentées en section 4 dans un ordre correspondant àune
évolution vers des traitements de plus en plus efficaces et adaptés.
3.4. Rôle des poids
Nous avons choisi de faire dépendre les poidsw defcombi de deux facteurs :
– desQ-valeurs liées à chaque comportement, et fixéesavantd’entrer dans le pro-
cessus de combinaison ; et
– des paramètresθ, dédiés chacun à un comportement de base et apprispendantle
processus d’adaptation de la combinaison.
Toutefois, toutes les formes defcombi n’utiliseront pas ces deux termes.
3.4.1. Utilisation desQ-valeurs dans les poids
Nous avons choisi d’employer la classique définition deQ-valeur actualisée (0 <
γ < 1) :




γkrk|o0 = o, a0 = a
]
,
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même si elle n’est pas en relation directe avec la mesure de performance globale choi-
sie : l’espérance de récompense moyenne. En effet cette définition de la fonction de
valeur permet de bien différencier l’intérêt relatif entredeux actionsa1 eta2 possibles
pour une même observation, au contraire de critères comme la récompense moyenne
ou la distance à la récompense moyenne (cf (Bertsekas, 1987)qui assignent desQ-
valeurs identiques aux actions même quand les probabilitésassociées à ces actions
sont différentes).
On notera toutefois queQ doit être calculée pour des observations partielles et non
des états, ce qui empêche d’employer la formule d’estimation deQ-valeurs habituelle.
Nous avons donc utilisé la formule suivante :





[π(o′, a′) ∗Q(o′, a′)]
)
[3]
3.4.2. Rôle des paramètresθ
En fait, pour la combinaison de comportement, lesQ-valeurs seules ne permettent
pas une pondération des comportements de base suffisamment discriminante. LesQ-
valeurs sont certes discriminantes au sein d’un même comportement de base, et cette
propriété est conservée même si ce comportement est utilisédans un autre contexte
(toutes lesQ-valeurs seraient alors modulées de la même manière sans quecela ne per-
turbe leurs valeursrelatives). Par contre, pour pouvoir comparer deux comportements
appris séparément, il est nécessaire d’avoir recours à un facteur d’échelle indiquant
lespriorités relatives entre ces comportements: c’est là le rôle principal des para-
mètresθ.
Nous proposons ainsi d’introduire un simple paramètreθ pour chaque comporte-
ment de base, lequel servira à définir un facteur d’échelleeθ > 0 pour lesQ-valeurs.
L’utilisation de la formeeθ se justifie pour des raisons pratiques : cela permet de faire
une exploration simple sur l’ensemble des réels alors que les poids doivent être stric-
tement positifs.
3.4.3. Apprentissage
La valeur de ces paramètresθ qui viennent d’être décrits dépendent de la tâche
complexe considérée, contrairement auxQ-valeurs. En tant que tels, ils doivent être
appris spécifiquement, ce qui résulte en une combinaisonadaptativedes comporte-
ments de base.
Etant dans un cadre partiellement observable pour apprendre les paramètres de la
combinaison comme pour apprendre chaque comportement de base, c’est aussi vers
la recherche de politiques stochastiques que nous devons nous tourner ici. Si la des-
cente de gradient en ligne de Baxter et Bartlett (Baxtere al., 2001b) est destinée
précisément à régler les paramètres d’une politique stochastique, elle requiert mal-
heureusement des propriétés mathématiques qui ne peuvent être ici assurées. N’ayant
qu’un nombre limité de paramètres à considérer, nous avons opté p ur un algorithme
d’optimisation simple : le recuit simulé (Laarhoven, 1987).
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Cet algorithme requiert une évaluation assez longue de chaque vecteur de para-
mètres essayé (N pas de temps). Pour cette raison, ce vecteur reste en fait inchangé
pendantN répétitions de la boucle principale de l’algorithme général 1. A la fin d’un
tel cycle, les récompenses accumulées donnent une mesure dela performance de la
combinaison pour ce vecteur, mesure que l’algorithme de recuit simulé peut utiliser
pour choisir le prochain vecteur de paramètres à employer.
4. Détails de la combinaison de comportements
Nous explicitons maintenant les différentes formes defcombi que nous avons étu-
diées. A part la première formulation qui servira en fait de valeur de référence, toutes
ces formulations suivent la formule générale présentée précédemment. Un tableau fi-
nal récapitule les formulations présentées.
4.1. Combinaison directe deQ-valeurs
La première forme est tout à fait indépendante de la formulation générale présentée
auparavant. C’est une formulation “naïve” qui nous serviraà montrer qu’on ne peut
simplement pas additionner lesQ-valeurs de différents comportements pour espérer
obtenir un bon comportement extensible. Cette combinaisonse fait en deux étapes :





2) Ensuite, une distribution de probabilité sur les actionsest calculée à travers une










oùT est une température fixée.
On retrouve ici le principe d’additionner simplement desQ-valeurs déjà présent
dans la variante “maximiser la joie collective” duW -learning de Humphrys (Hum-
phrys, 1997). Mais le lien intuitif entreQ-valeurs et probabilités d’action peut être
dangereux, comme le montre un contre-exemple développé en annexe 7.
4.2. Un poids par configuration (+)
En considérant la formule générique defcombi avec les opérateurs+ et ∗ (on
parlera d’une combinaisonadditive, notée par le signe (+) dans le titre de la sec-
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tion), une première idée est d’employer l’utilité de l’observation d’une configuration
Vb(o(c)) = maxa Qb(o(c), a) comme poids.
Cette formule intuitivement séduisante est dangereuse quand on mélange des ré-
compenses négatives et positives. Par exemple, si un comportement de base permet
d’éviter un obstacle en attribuant une récompense négativeà cet obstacle et une ré-
compense nulle partout ailleurs, alors, pour ce comportement, Vb(o(c)) = 0 partout.
Les probabilités liées à cet important comportement auraient lors un poids de0 dans
la combinaison finale.
Comme nos comportements de base ne concerneront que des signaux de ren-
forcement la plupart du temps nuls, nous proposons de remplacer Vb(o(c)) =
maxa Qb(o(c), a) parWb(o(c)) = maxa |Qb(o(c), a)|. De cette façon, on donne de
l’importance aussi bien à des décisions permettant un gain (v leurs positives) qu’à
celles évitant un coût (valeurs négatives), les deux étant symétriques. Dans cette pre-









′)| ∗ Pb(a|o(c)) [6]
4.3. Un poids par configuration et par action (+)
Utiliser un poids unique pour toutes les actions est assez restrictif. Une mo-
dification possible de la forme précédente consiste à employer w(b, o(c), a) =
eθb .|Qb(o(c), a)|.
L’intérêt de faire dépendre les poids de l’action peut aussiêtre illustré par le même
cas d’un agent côtoyant un trou (figure 3a) :
– avec des poids différenciés par action, c’est la probabilité d’action liée à la plus
grande perte ou au plus grand gain possible qui prend le plus d’importance. Ici, la
probabilité nulle d’aller vers le trou va peser fortement dans la prise de décision car
cette probabilité est associée à une forte valeur négative.
– si d’autres comportements sont de bons conseils pour choisir parmi les autres di-
rections, leurs voix seront prééminentes car, pour ces actions, le comportement d’évi-
tement ne pèsera pas beaucoup dans la décision (poids quasiment nul).
La figure 3 illustre sur deux comportements de base la pertinence de la valeur absolue
desQ-valeurs pour qualifier l’importance d’une probabilité d’action.






eθb.|Qb(o(c), a)| ∗ Pb(a|o(c)) [7]
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O2
a- Eviter un trou
O2
O1
b- Pousser une tuile dans un trou
Figure 3. Probabilités d’action (flèches) pour deux exemples de comportements de
base, et lesQ-valeurs associées (colonnes, à valeurs négatives dans le ca a)
4.4. Un poids par configuration et par action (+)→ correction
La précédente formule, qui vise à différencier les informations données par les
comportement action par action peut être améliorée en évitant de ne faire qu’une seule
normalisation qui, finalement, mélange toutes les informations. Il est plus pertinent
d’utiliser d’abord les informations action par action et seulement ensuite la distri-
bution de probabilité sera normalisée par rapport aux actions. Nous suggérons alors
d’appliquer plutôt un processus en deux étapes :
– d’abord, pour chaque actiona, les comportements de base (vus ici comme des
experts) donnent leurs avis de manière à obtenir une nouvelle probabilité moyenne
R(o, a) d’effectuer l’action donnéea. On calcule ainsi la somme pondérée des proba-










eθb .|Qb(o(c), a)| [9]
– ensuite seulement ces résultats sont normalisés pour assurer qu’on obtient bien








On peut écrire cela à travers une unique formule plus synthétique où leseθb sont mis
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Ce calcul ne respecte en fait pas strictement la forme générique que nous avons don-
née : iciw est non seulement fonction deb,o(c) et a, mais aussi des autres paires
comportement-configuration dans la scène (à cause du terme1
k(o,a) ).
4.5. Un poids par configuration (∗)
Il n’y a pas de raison particulière d’utiliser des combinaison arithmétiques (addi-
tives) plutôt que géométriques (multiplicatives) dans lesh uristiques que nous déve-
loppons.4 C’est pourquoi nous avons aussi essayé les opérateurs(∗, xy), notés par le
signe (∗) dans le titre de section.
La première formule multiplicative proposée n’utilise queles paramètreseθ dans
les poids (des expériences avec la fonctionw définie dans la section 4.3 précédente









Comme nous travaillons sur des combinaisons multiplicatives, un problème de




eθb , on va tomber sur un cas problématique :K étant
lui-même nul, on obtient une division par zéro etP n’est plus une distribution de
probabilité.
Il faut en fait que la combinaison de comportements respectecer aines propriétés :
– stabilité : qu’elle fournisse une distribution de probabilités, et
– commutativitéet associativité: que l’ordre dans lequel sont traités les compor-
tements soit indifférent.
Dans les différentes formes de combinaison présentées, commutativité et associa-
tivité ne posent pas de problème. Par contre, le problème de division par zéro que l’on
vient de voir nuit à la stabilité. Pour qu’elle soit assurée,il faut “interdire” les probabi-
lités nulles dans les politiques des comportements de base.En pratique, on a remplacé
toute probabilité nulle parǫ > 0, puis renormalisé le tout.
En d’autres termes, nous avons restreint l’espaceΠ(A) des distributions de proba-
bilités sur les actions pour interdire les probabilités nulles. Le sous-espace résultant,
notéΠ∗(A), est stable pour notre fonction de combinaison.
4. Tyrrell (1993) fait un commentaire comparable sur un problème de combinaison de stimuli.
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4.6. Un poids par configuration et par action (∗)→ correction
Ce dernier processus de combinaison est la contrepartie multiplicative de la com-
















Le tableau 1 fait un rapide rappel de la liste des méthodes de combinaisons expo-
sées, de façon à les avoir toutes en tête.5
5. Application/Expériences
Trois séries d’expériences sont présentées ici, elles concernent :
1) l’évaluation des diverses formules de combinaison et l’analyse des résultats ob-
tenus,
2) l’utilité de l’ajout d’un comportement de base “bruit” qui puisse rendre le com-
portement extensible moins déterministe, et
3) l’adaptabilité et la réutilisabilité des poids (paramètresθ) appris.
5.1. Problème applicatif
L’exemple choisi est le problème dumonde des tuiles(Joslinet al.,1993, Wool-
dridgeet al.,1995), lequel va être utilisé dans les sections suivantes pour décrire l’ap-
proche que nous proposons et évaluer les résultats obtenus.Les idées qui sont intro-
duites à travers cet article n’en restent pas moins génériques et donc exploitables dans
d’autres situations.
Problème
Le monde des tuiles est un environnement quadrillé dans leque une case peut
contenir untrou, une tuile ou un agent. Dans le problème complet, l’agent (on en
considère ici un seul) doit pousser des tuiles dans des trousaussi souvent que possible,
tout en évitant de passer lui-même dans l’un de ces trous.
Quelques détails sur la simulation ont leur importance. D’abord, l’agent a la pos-
sibilité de pousser un groupe de plusieurs tuiles. Il peut aller librement dans un trou
5. Leurs numéros seront désormais utilisés pour les identifier.
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eθb .|Qb(o(c), a)| ∗ Pb(a|o(c))
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Tableau 1.Récapitulation des méthodes de combinaison proposées
(et aussi en sortir), mais recevra alors une récompense négative. De plus, quand une
tuile est poussée dans un trou, tuileet trou disparaissent et réapparaissent au hasard
quelque part sur la grille. Finalement, pour éviter quelques situations de blocage, tuiles
et trous ne peuvent être sur des cases en bord du quadrillage :es tuiles ne pourraient
être “décollées” du bord.















Figure 4. Une scène avec quelques objets : la tâche globale est une combinaison de
sous-tâches
Architecture de l’agent
En s’attachant à re-situer le problème du monde des tuiles dan le cadre de l’ap-
prentissage par renforcement de départ, l’architecture del’ag nt est décrite par les
éléments qui suivent.
perceptions: dans nos travaux, l’agent a toujours tous les autres objetsde l’environ-
nement en vue. Le principe de localité est toutefois présentda s le fait que les
perceptions sont imprécises. Pour tout objetO de la scène, laperceptionque
l’agent a deO donne :
– dir(O) : sa direction(N-NO-O-SO-S-SE-E-NE), et
– prohe(O) : la réponse à la question : “Est-il dans le carré de 9 cases
centré sur l’agent(vrai|faux)?”
Ainsi, pour chaque objet nous avons2 ∗ 8 = 16 perceptions possibles, d’où un
espace de taille au pire16n si n objets sont présents. Toutefois, des symétries et
situations impossibles permettent de réduire cette dimension.
actions : les seulesactionsdisponibles pour l’agent sont de se déplacer d’une case
vers lenord, le sud, l’est ou l’ouest. Avec ce choix, l’agent ne peut tenter de
rester sur sa case actuelle.
récompenses: il reste à spécifier l’objectif de l’agent, à savoir mettre le p us possible
de tuiles dans des trous, tout en évitant de tomber dans ces derniers. Dans ce but,
on définit larécompensereçue à chaque instant comme étant de :
(+1) quand une tuile tombe dans un trou,
(−3) quand l’agent passe dans un trou, et
(0) le reste du temps.
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Dans ces valeurs, le seul choix lié à notre approche est la valeur nulle quand
aucun événement particulier n’arrive : le signe desQ-valeurs doit refléter un
gain ou un danger proche. Sinon, les valeurs(+1) et (−3) ne dépendent que de
l’importance que l’on accorde aux différents événements.
Les comportements de base
Dans ce problème complexe complet, de nombreuses tuiles et trous doivent être
gérés. Comme on peut le voir sur la figure 4, une décompositionimple du problème
en deux comportements de base peut être faite intuitivement:
– [évite trou℄, qui met en jeu un trou, ce que l’on note(be, 〈trou〉) où 〈trou〉,
sur l’exemple, peut être instancié avecO2 et
– [pousse tuile dans trou℄, qui met en jeu à la fois une tuile et un trou, ce
que l’on note(bp, 〈tuile, trou〉). Ce comportement peut être instancié deux fois sur
l’exemple, avecO1 ouO3 comme tuile, etO2 comme trou.
Ces deux comportements, ou plus précisément les politiquesassociées, s’ap-
prennent très bien séparément l’un de l’autre. Dans ce but, on place l’agent dans un
environnement de taille6×6. Pour apprendre[évite trou℄ (resp.[pousse tuiledans trou℄), on fait interagir l’agent avec un trou (resp. une tuile et un rou) avec une
récompense de−3 en cas de chute (resp. +1 si la tuile est dans le trou). Dans chacun
de ces deux cas, on laisse l’apprentissage se faire jusqu’à stabilisation des comporte-
ments, l’algorithme utilisé étant dans notre cas la versionen ligne de la descente de
gradient de Baxter (Baxtert al.,2001a, Baxteret al.,2001b).
5.2. Les diverses combinaisons
Dans un premier temps, on va chercher simplement à évaluer l’efficacité des di-
verses combinaisons expérimentées et à identifier les difficultés ou comportements
inattendus qui peuvent apparaître.
5.2.1. Expériences effectuées
Pour évaluer l’efficacité de notre algorithme avec les différentes formes de combi-
naisons présentées en section 4, il a été testé dans différents environnements : la taille
de la grille a été fixée à6× 6, mais le nombre d’objets (tuiles et trous) change.
Dans l’idéal, la meilleure politique stochastique devraitêtre utilisée comme réfé-
rence dans chacun de ces cas. La seule façon de l’obtenir est de passer par un appren-
tissage par renforcement. A part avec une tuile et un trou, une descente de gradient ne
réussit pas ici à apprendre d’autres tâches que celle consista t à éviter les trous ce qui
correspond à un minimum local dans le processus d’optimisation. La meilleure réfé-
rence disponible a été obtenue avec unQ-learning boltzmannien adapté,6 lequel doit
6. Q-learning fournissant une politique stochastique grâce à une fonction de boltzmann (Dutech
et al.,2003).
Etude de combinaisons de comportements 331
souvent être loin de l’optimum, mais montre les résultats qu’une méthode classique
peut amener.
Le tableau 2 présente dans sa première colonne les situations dans lesquelles des
tests ont été conduits. Les résultats sont montrés dans la deuxième colonne7, où les
barres indiquent la récompense moyenne obtenue après une phas d’apprentissage
des deux paramètres, un par comportement, et les barres d’erreur donnent l’écart-type
observé. Dans chaque cas,10 simulations ont été effectuées avec :
– une phase d’apprentissage de70∗100 000pas de temps utilisant un recuit simulé,
et
– une phase d’évaluation de10 ∗ 100 000 pas de temps.
Cette “unité de base” de100 000 pas de temps est justifiée pour évaluer de manière
précise la qualité d’un ensemble de paramètres. Finalement, une ligne horizontale est
dessinée dans chaque figure au niveau atteint avec leQ-learning boltzmannien adapté.
La températureT∞ = 0, 08 utilisée a été choisie à travers diverses expérimentations
sur différents problèmes-jeu.
5.2.2. Analyse des résultats
Première impression.Une première remarque est que, globalement, les combinai-
sons semblent être toutes très efficaces avec une tuile et un trou, e subir une dégrada-
tion notable dans les autres cas. Toutefois, leQ-learning suit une évolution similaire.
Des combinaisons peu efficaces.L’idée qu’“estimer une politique d’après lesQ-
valeurs n’est pas une bonne intuition” est confirmée par les mauvais résultats de la
combinaison1 (combinaison deQ-valeurs). Il est aussi confirmé que la combinaison3
((+) un poids par configuration et action,on corrigé) ne devrait pas être utilisée, puis-
qu’elle amène même à produire un comportement extensible avec une récompense
moyenne négative dans le cas1-tuile/2-trous.
Des résultats instables.Quand il y a deux tuiles dans l’environnement, la plupart
des approches efficaces semblent donner des résultats très instables. Pendant l’explo-
ration, le système est enclin à tomber régulièrement dans des optima locaux. Cela
devrait être amélioré par des réglages du recuit simulé, mais aux dépens du temps de
calcul déjà important.
Des poids dépendants de l’action ?La combinaison4 ((+) un poids par configura-
tion et action, corrigé) peut être vue comme une évolution de la combinaison2 ((+) un
poids par configuration) vers des pondérations dépendantes de l’action. Néanmoins, la
comparaison des deux algorithmes additifs ne prouve pas quedes poids dépendants de
l’action constituent une amélioration. En comparant les combinaisons5 et 6 dans le
cas1-tuile/2-trous, des poids ne dépendant que du comportement peuvent apparaître
comme la meilleure solution. Sans explication claire de ce phénomène, il serait toute-
fois hasardeux de tirer des conclusions sur ce point sur la base des présents résultats.
7. La troisième colonne sera utilisée plus tard.
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1. Combinaison directe deQ-valeurs 4. (+) Un poids par configuration et action→ correction
2. (+) Un poids par configuration 5. (∗) Un poids par configuration
3. (+) Un poids par configuration et action 6. (∗) Un poids par configuration et action→ correction
Tableau 2.Efficacité des différentes combinaisons
Sur les figures ci-dessus, l’axe des abscisses indique les combinaisons utiliséesfcombi,
et l’axe des ordonnées est consacré à la mesure de récompense.
Dans chaque situation, on donne la récompense moyenne atteinte
dans nos expérimentations après apprentissage, ainsi que l’écart-
type. Ces deux grandeurs sont calculées sur100 000 pas de temps.
Les figures dans la dernière colonne montrent les mêmes tests
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Situations bloquantes.L’observation directe des comportements extensibles de
l’agent en activité amène des explications sur les problèmes rencontrés avec plus d’une
tuile et d’un trou. En effet, deux situations de blocage typiques apparaissent, montrées
sur les figures 5 et 6, dans lesquelles l’agent passe la plupart de son temps.
O3O2 O1
Ici, deux contrôleurs sont prépondérants
(momentanément) pour l’agent :
– pousser O1 dansO2 qui incite à
aller vers l’est, et
– pousser O1 dansO3 qui incite à
aller vers l’ouest.
Or le choix le plus judicieux serait plutôt
le sud, pour sortir la tuile d’entre les deux
trous.
Figure 5. Blocage avec1 tuile et2 trous
O2
O1 O3
Que ce soit pourpousserO1 dansO2 oupousser O3 dansO2, les deux contrô-
leurs prépondérants incitent à aller vers
l’ouest, ce qui ne permet pas au système
d’évoluer.
Mieux vaudrait aller vers le nord pour
aborder l’une des tuiles par un autre côté.
Figure 6. Blocage avec2 tuiles,1 trou, et des cases interdites à l’ouest
Dans les deux cas, l’action appropriée n’est suggérée par aucune des paires
(bb, cfg) impliquées. Dans la figure 5, l’agent hésite entre aller versl’ st et vers
l’ouest, d’où un mouvement oscillant. Dans la figure 6, les deux instances du com-
portementpousser veulent que l’agent aille vers l’ouest alors que cette direction est
bloquée par un mur. De tels phénomènes amènent des limitations fortes au principe
de combiner des comportements de base, d’autant qu’ils sontdifficiles à corriger. En
effet, si les décisions prises dans ces situations sont inappropriées, les décisions qui
mènent à ces situations peuvent aussi être fautives, même prises à plusieurs pas de
temps dans le passé.
5.3. Ajout d’un comportement aléatoire
Le fait de produire un comportement stochastique permet déjà ’ viter un grand
nombre de blocages en ne se bornant pas à essayer une seule action. Pour continuer
dans ce sens, une idée courante pour sortir un agent de situations bloquantes est d’ajou-
ter du bruit à son système de prise de décision, donc ici à sa politique. Jusqu’à un
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certain point, un tel bruit est bénéfique. Au delà de ce point,il sera la cause d’une dé-
gradation progressive de l’efficacité de l’agent. Dans notre approche, ce bruit va aussi
avoir l’avantage important de s’assurer que chaque action est toujours accessible. C’est
l’intérêt global d’un tel bruit supplémentaire que nous avons voulu mesurer ici.
5.3.1. Expériences effectuées
Pour mettre ce principe en application et aider à résoudre les deux blocages pré-
sentés dans les figures 5 et 6, un nouveau comportement de baseartifici l a été créé.
Ce comportement “aléatoire” est défini comme suit :
1) CTbe est vide (il n’y a pas d’objets dont il faille se préoccuper).
2) Pbe(a|o(c)) est équiprobable (toutes les actions ont toujours des chances égales
d’être choisies).
3) Qbe(o(c), a) est constante et non nulle (faute de quoi son poids serait nuldans
toutes les combinaisons, et ce comportement ne servirait à rien).
La phase d’adaptation des paramètres servira à régler le volume du bruit néces-
saire. Revenant au tableau 2, les quatre figures dans la troisième colonne corres-
pondent aux mêmes expérimentations que leurs voisines, maien faisant usage de
ce comportement de base aléatoire additionnel.
5.3.2. Analyse des résultats
En regardant le cas “non pathologique” à1 tuile et1 trou, le comportement aléa-
toire ne semble pas améliorer les résultats obtenus. Au contraire, une légère baisse
peut être observée. Ce point est à relier au plus grand nombrede paramètres à ajuster,
lequel agrandit l’espace à explorer.
Dans les trois autres cas de cette étude, la plupart des combinaisons bénéficient
de ce nouveau comportement de base. C’est évident dans les situations impliquant2
tuiles et au moins1 trou, probablement du fait d’une plus grande efficacité pourle
problème décrit par la figure 6. Si cela ne résout pas complètement les blocages, cela
peut aider dans le cas de combinaisons “trop déterministes”.
5.4. Réutilisabilité et “extensibilité”
L’intérêt d’une méthode de sélection d’action ne réside pasuniquement dans sa
capacité à résoudre un problème donné. On va donc voir ici si notre approche per-
met de réutiliser les paramètres appris, c’est-à-dire voirdans quelle mesure elle est
“extensible”.
5.4.1. Expériences effectuées
Les tests de réutilisabilité des paramètres s’organisent en deux parties :
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1) Dans le tableau 3 est comparé l’apprentissage de paramètres dans le cas2-
tuiles/2-trous (désormais noté(2 + 2)) quand ils sont initialisés soit avec des valeurs
nulles, soit avec la valeur moyenne des meilleurs paramètres appris dans les cas(1+2)
et (2 + 1).
2) Puis, le tableau 4 montre l’efficacité des différentes combinaisons quand on
réutilise les meilleurs paramètres pour(2 + 2) dans des situations mettant en jeu un
plus grand nombre d’objets.


























































Tableau 3.L’apprentissage est-il meilleur quand on réutilise des paramètres ?
5.4.2. Analyse des résultats
Le premier tableau de figures (tableau 3) montre clairement l’intérêt de ne pas
commencer l’adaptation des paramètres en partant de zéro. Les paramètres de départ
calculés donnent de bonnes initialisations : les niveaux moyens d’efficacité obtenus
sont notablement meilleurs et plus stables. Même s’il peut être nécessaire d’apprendre
avec précaution les paramètres dans les deux cas simples(1 + 2) et (2 + 1), c’est un
travail effectué pour le long terme.
Comme l’illustre le dernier tableau (tableau 4), quelques combinaisons semblent
mieux “passer à l’échelle”, puisqu’une simple réutilisation de bons paramètres du cas
(2 + 2) amène à des résultats très stables et très satisfaisants. C’est particulièrement
remarquable dans les approches4 et 6, ce qui fournit un argument en faveur de ces
deux méthodes dans lesquelles les poids dépendent aussi de l’action. Ces algorithmes
computationnellement plus complexes peuvent s’avérer inté essants avec un nombre
croissant de comportements à combiner. D’autres exemples que le monde des tuiles
devront toutefois être expérimentés pour renforcer cette hypot èse.
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Tableau 4.A quel point peut-on réutiliser des paramètres ?
6. Discussion, perspectives
6.1. Complétude et optimalité
La principale idée sous-jacente à notre cadre de conceptionautomatique est de
décomposer la tâche des agents en sous-tâches, chacune étant plus simple. Une utili-
sation classique de l’apprentissage par renforcement revient à apprendre une politique
de la formeπ = F (∆) où ∆ est un vecteur de|O| ∗ |A| paramètres à définir. Dans
notre cas, nous partons d’un ensemble déjà défini de comportemen s de baseB pour
chercher une politique de la formeπ = F (B, ΘB), avec seulement un paramètreθb
par comportement de base. L’idée est bien évidemment de rendre l’apprentissage plus
rapide et plus facile, en limitant le nombre d’optima locaux.
La contrepartie de cette approche est qu’il n’y a aucune garantie sur l’optimalité de
la solution obtenue. Cela vient de ce que nous nous limitons àchercher des politiques
dans un sous-ensemble de l’espace des solutions classiques. Si la politique optimale
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ne s’exprime pas sous la forme d’une combinaison des comportements de base, nous
ne pourrons pas la trouver. Une question importante, à laquele nous n’avons pas de ré-
ponse, est de savoir dans quelles conditions la famille de solutions que nous explorons
est complète au sens decapable de générer un comportement arbitraire donné.
Pour augmenter la complétude de notre algorithme, il est possible d’utiliser un
plus grand nombre de comportements de base, ce qui rend néanmoins l’apprentis-
sage plus difficile car il y aurait plus de paramètres à adapter par apprentissage. Une
meilleure solution pourrait alors être d’utiliser de meillurs comportements de base,
ou d’en ajouter d’autres quand un manque se fait clairement sentir. Il n’est pas non
plus impossible que l’ajout d’un comportement de base “bruit-blanc” comme réalisé
en section 5.3 participe en fait à augmenter la complétude denotr méthode. Enfin,
le processus de combinaison lui-même pourrait être amélioré, sujet que la section 6.2
aborde plus en détail.
La deuxième raison qui explique le caractère sous-optimal de nos comportements
extensibles tient au fait que nous utilisons des agents réactifs dans un cadre partiel-
lement observé. Comme nous l’avons déjà évoqué, la recherche d’un comportement
stochastique vise à répondre à cette difficulté. Une solution serait d’utiliser des com-
portements plus cognitifs, prenant en compte une partie du passé de l’agent. Idéale-
ment, cette complexité accrue pourrait être confinée dans les comportements de base,
ne changeant rien à la combinaison elle-même, laquelle garderait le nombre réduit de
paramètres à adapter.
6.2. Combinaison
Un élément crucial de notre approche est le processus de combinaison adopté.
Chacune des versions évaluées met en œuvre une règle simple sup osée efficace pour
tenir compte des différents comportements de base impliqués. Les règles utilisées ici
traitent de manière aveugle les données qui leur sont fournies, alors qu’elles pourraient
bénéficier d’informations de plus haut niveau, telles que savoir si les récompenses liées
à différentes motivations peuvent être cumulées ou pas.
Un exemple simple est celui d’un agent-loup ayant une très bonne raison dene
pas aller à gauche : un buisson épineux, mais à qui 27 autres moinsb nes raisons
disent d’aller vers la gauche, promettant des récompenses positives : 27 moutons. Il
faut alors distinguer deux cas :
– soit ces récompenses peuvent toutes s’additionner : il y a 27 sources de nourriture
dont on pourra profiter si celles-ci ne peuvent fuir,
– soit seule une des récompenses sera accessible si les autres s’échappent.
Dans le premier cas, il est vraisemblable que traverser le buisson est la meilleure
option vu le gain cumulé possible. Mais dans le second cas, une seule des 27 paires
(bb, cfg) incitant à aller vers la gauche devrait être considérée. Unrègle adaptée est
alors de choisir la paire la plus prometteuse.
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Cet exemple montre que les liens entre deux paires (bb, cfg) peuvent être de forme
additiveou concurrentielle, et que le traitement effectué devrait y être adapté. Mais
la relation entre les comportements de baseéviter le buisson et hasser uneproie est d’un autre type : le premier est une contrainte pour le second. De même, un
comportement lié à une ressource aura une plus grande importance si cette ressource
vient à manquer, ce qui peut être exprimé en reliant le poids de tels comportements à
des niveaux de ressource.
Idéalement, la manière de combiner les comportements de base, et donc les rela-
tions entre eux, ne devrait pas être fixée a priori mais être elle-même sujette à appren-
tissage.
6.3. Extensibilité, passage à l’échelle
Le fait de n’adapter qu’un paramètre par comportement de bas, même quand ce
comportement peut être impliqué plusieurs fois dans l’étape de combinaison, favorise
le côté extensible de notre approche. Les paramètres s’avèrent d’ailleurs réutilisables
quand le nombre d’objets change (voir les expériences de la section 5.4). Mais comme
nous venons de le voir, cette capacité est limitée, la méthode de combinaison n’étant
qu’une heuristique.
Il reste néanmoins un problème latent à notre approche, déjàévoqué en section
3.3.1. Il s’agit de la reconnaissance des différents comportements de base potentielle-
ment applicables à une configuration observée. La rechercheque nous faisons actuel-
lement est exhaustive, de complexité exponentielle, et donc limitée à des agents ne
percevant qu’un nombre réduit de percepts. L’extensibilité de notre approche dépend
donc essentiellement de cette phase qui est à cheval sur la perception et la combinai-
son. Pour l’instant, nous n’avons pas exploré plus avant ce point délicat, mais deux
axes de recherche paraissent prometteurs :
– utiliser des algorithmes plus efficaces pour rechercher les configurations com-
patibles. Une idée serait de ne faire les mises à jour des configurations que quand un
objet apparaît ou disparaît ;
– ne pas faire une recherche exhaustive si l’on considère qu’un comportement de
baseb1 en subsume un autreb2 : les objets liés à une configuration de typeCTb1 ne
doivent pas être considérés pourb2. C’est une question très ouverte, qui demande
notamment de se pencher sur les rôles et caractéristiques des comportements de base.
Par contre, la taille de l’environnement ne semble pas être un facteur limitant de
notre approche car nos agents n’ont qu’une vision partielleet limitée de celui-ci. Cela
reste bien sûr à confirmer par l’expérimentation sur d’autres problèmes.
Le passage à l’échelle de notre méthode semble ainsi plus liéau nombre moyen de
percepts vus par un agent plutôt qu’au nombre total d’objetsdu ystème ou à la taille
de ce dernier.
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6.4. Transfert, réutilisation, généricité
Ainsi que nous l’avons expliqué dans la partie qui détaille la combinaison de com-
portements (section 3), un aspect crucial de la généricité de notre approche s’appuie
sur le fait que nous utilisons destypes de configurationliés aux comportements et des
paramètres d’équilibrage (θ) lors de la combinaison. Comme l’ont montré les expé-
riences, ce type de combinaison donne de bons résultats, et devrait bien s’adapter à
des tâches nouvelles : le paramètreθ st le seul paramètre à adapter et il n’y a pas
besoin de modifier les comportements de base appris quand on s’intéresse à une autre
tâche globale.
C’est une des caractéristiques importantes de notre méthode. En effet, aussi bien
dans le domaine de l’apprentissage par renforcement que dans le domaine de la sélec-
tion d’action, les travaux précédents requièrent une adapttion des comportements de
base à la tâche globale, comme nous l’avons déjà mentionné ensection 2.3.
Une idée pour améliorer la généricité de notre approche est de rendre l’agent ca-
pable de définir destypes d’objets abstraits. Actuellement, la connaissance des types
d’objets présents dans l’environnement est donnée à l’agent : o suppose fourni un
module de perception identifiant les types utiles à distinguer. Mais nous pensons que
l’on pourrait se servir des données de l’apprentissage pourcatégoriser automatique-
ment les objets en classes comme par exemple “obstacles”, “but à bouger”, etc. Il
s’agirait là d’un pas supplémentaire vers un véritable méta-apprentissage.
7. Conclusion
Après avoir discuté du problème de l’apprentissage par renfo cement dans un cas
où plusieurs motivations sont concurrentes et après avoir introduit le domaine de la
sélection d’action, le présent article a proposé unearchitecture de sélection d’action
se basant sur des comportements de base appris par renforcement, t répondant aux
souhaits auxquels l’analyse du problème nous a conduit :
– que ce soit unearchitecture de type flux libre(de façon à trouver un compromis
parmi les comportements concurrents),
– que lecomportement produit soit stochastique(ce qui évite dans une certaine
mesure de provoquer des blocages), et enfin
– que lesparamètres de la combinaison soient, dans la mesure du possible, réglés
automatiquement(en faisant appel à des méthodes d’apprentissage par renforc ment).
L’article a présenté différents opérateurs de combinaisonde comportements de
base et les principaux enseignements qui en ont été tirés.
Les travaux effectués ont dans l’ensemble répondu à ces attentes, même s’il ne
s’agit que d’heuristiques, et que des formes de combinaisonplus perfectionnées
existent probablement. Ils ont aussi soulevé quelques difficultés persistantes ou as-
pects intéressants, parmi lesquels on peut citer :
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– la réutilisabilité des paramètresθ appris : ils peuvent efficacement servir de base
dans des situations plus complexes que celles auxquelles ils éta ent dédiés ;
– l’intérêt, même s’il reste limité, d’ajouter un comportemnt de base “aléatoire”
qui permet d’ajouter du bruit, est de sortir de blocages persistants ; et
– la grande perte de temps et donc d’efficacité liée à ces mêmesblocages, sur
lesquels il faudrait donc en priorité concentrer l’amélioration de la prise de décision.
Sur ce dernier point, l’observation d’agents en action montre que l’on est très gé-
néralement proche d’un bon comportement. De là, des travauxcomplémentaires ont
conduit à une méthode pour déterminer quels comportements dbase utiliser (Buffet,
2003, Dutechet al.,2004).
L’ensemble de la démarche a donc permis la conception d’un age t “extensible”,
dans le sens qu’il est capable de gérer avec succès un certainnombre de motivations
simultanées. Les perspectives évoquées dans la discussionen section 6 sont nom-
breuses, mais il semble prioritaire de mettre en application notre approche sur divers
problèmes afin d’approfondir son analyse.
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Annexe. Contre-exemple : pourquoi lesQ-valeurs ne donnent pas toujours une
bonne indication de la politique stochastique à suivre dansun PDMPO
En considérant les manières possibles d’obtenir une politique stochastique à partir
de comportements de base, nous avons considéré l’idée d’utiliser lesQ-valeurs pour
en déduire les probabilités des décisions possibles. Nous allons toutefois voir ici que
ce choix intuitif peut être mauvais.
Pour montrer que lesQ-valeurs ne sont pas directement liées à la politique, consi-
dérons le PDMPO représenté sur la figure 7, sans faire l’hypotèse qu’un algorithme
d’apprentissage par renforcement particulier est utilisé. Une unique observationo
cache à tout moment l’un des deux étatss1 ous2. Les transitions dépendent des deux
actions disponiblesa et b, et sont toutes déterministes, excepté quand on choisit l’ac-
tion b dans l’états1 : probabilitép de rester ens1 et (1 − p) d’aller ens2. La seule







Figure 7. Un exemple de PDMPO dont la politique optimale donne desQ-valeurs
assez inattendues
Supposons quep soit proche de1. La politique optimale est alors de choisir l’action
b la plupart du temps (a est requise de temps en temps, de manière à sortir de l’état
s2), l’état courant étant généralements1 :
P (o, a) ≃ 0 & P (o, b) ≃ 1, [14]
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Ainsi Q∗(o, b) ≃ Q∗(s1, b) est pratiquement la valeur optimale du PDMPO :V ∗.
Avec un facteur d’actualisationγ égal à0.9, on a :
Q∗(o, a) = 0 + γ ∗ (P (s = s1) ∗ V
∗(s1) + P (s = s2) ∗ V
∗(s2)) [15]
= γ ∗ V ∗(s1) ≃ 0.9 ∗ V
∗ [16]
Les deuxQ-valeurs ont des valeurs très proches, alors que les probabilités associées
aux deux actions sont complètement opposées. Cela montre qu’il n’y a pas de lien fort
entre lesQ-valeurs et les probabilités d’action.
Si unQ-learning boltzmannien adapté était utilisé sur cet exemplsimple, la tem-
pérature pourrait être réglée automatiquement pour atteindr une politique optimale.
Mais dans des situations plus complexes, il y a bien plus que cet unique degré de li-
berté à gérer. On a toutefois gardé la combinaison deQ-valeurs comme un algorithme
de référence dans nos expérimentations.
