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Abstract. Feng and Wang showed that two homogeneous iterated function systems in R
with multiplicatively independent contraction ratios necessarily have different attractors. In
this paper, we extend this result to graph directed iterated function systems in Rn with
contraction ratios that are of the form 1
β
, for integers β. By using a result of Boigelot et
al., this allows us to give a proof of a conjecture of Adamczewski and Bell. In doing so, we
link the graph directed iterated function systems to Bu¨chi automata. In particular, this link
extends to real numbers β. We introduce a logical formalism that permits to characterize
sets of Rn whose representations in base β are recognized by some Bu¨chi automata. This
result depends on the algebraic properties of the base: β being a Pisot or a Parry number.
The main motivation of this work is to draw a general picture representing the different
frameworks where an analogue of Cobham’s theorem is known.
1. Introduction
According to Hutchinson [Hut81], any iterated function system (IFS) Φ = {φi}ti=1 admits
a unique compact set K (called the attractor) such that K = φ1(K) ∪ · · · ∪ φt(K). Such a
set is said to be self-similar or self-affine when the contraction mappings are affine functions.
For instance, it is well known that the usual Triadic Cantor set is self-affine for φ1(x) = x/3
and φ2(x) = x/3 + 2/3.
IFSs play an important role in fractal geometry, notably thanks to the so-called Collage the-
orem stating that any subset of a complete metric space can be approximated (with arbitrary
precision) by a self-similar set [BD85].
Given an IFS, a natural question is whether its attractor can be obtained as the attractor of
another IFS. This question has recently been completely answered by Feng and Wang [FW09]
in the case of homogeneous self-affine sets in R (all contraction mappings have the same
contraction ratio) that satisfy the open set condition (OSC).
Theorem (Feng and Wang [FW09]). Let X be the attractor of a homogeneous IFS Φ =
{φi}Ni=1 in the Euclidean space R with contraction ratio rΦ and satisfying the OSC. Consider
ψ(x) = λx+ d.
(1) Suppose that the Hausdorff dimension of X, dimH(X), is less than 1 and that λ 6= 0.
If ψ(X) ⊂ X, then log |λ|log |rΦ| ∈ Q;
(2) Suppose dimH(X) = 1 and X is not a finite union of intervals and λ > 0. If min(X) ∈
ψ(X) ⊂ X, then log λlog |rΦ| ∈ Q.
Under a more restrictive separation condition (the so-called strong separation condition),
Elekes, Keleti and Ma´the´ [EKM10] proved an extension of this result for self-similar sets
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in higher dimension and without the homogeneous hypothesis. In their setting, if r1, . . . , rt
denote the different contraction ratios of the IFS and if ψ is a similarity with contraction
ratio rψ such that ψ(X) ⊂ X, then log |rψ| is a linear combination of log |r1|, . . . , log |rt| with
rational coefficients.
A way to understand these results is the following: If a “non-simple” set X ⊂ R (meaning
X is not a finite union of intervals) is the attractor of two different IFSs, then the contraction
ratios of these two IFSs have to be strongly linked.
Surprisingly enough, a rather similar result has recently been proved by Adamczewski and
Bell [AB11]. If X is a compact set in [0, 1] and if b ≥ 2 is an integer, the b-kernel of X is
the collection of sets (bkX − a) ∩ [0, 1] for a, k ∈ N, 0 ≤ a < bk. Such a set X is said to
b-self-similar if its b-kernel is finite.
Theorem (Adamczewski and Bell [AB11]). Let b, b′ ≥ 2 be two integers such that log blog b′ /∈ Q.
A compact set X ⊂ [0, 1] is simultaneously b- and b′-self-similar if and only if it is a finite
union of intervals with rational endpoints.
They conjectured an equivalent result in higher dimension.
Conjecture (Adamczewski and Bell [AB11]). Let b, b′ ≥ 2 be two integers such that log blog b′ /∈
Q. A compact set X ⊂ [0, 1]n is simultaneously b- and b′-self-similar if and only if it is a finite
union of polyhedra whose vertices have rational coordinates.
Even more surprisingly, a third similar result having an important meaning in the frame-
work of IFSs has recently been proved, but in a theoretical computer science setting [BBB08,
BBL09, BB09]: It concerns sets of points in Rn whose representations in some integer base b
are accepted by some particular Bu¨chi automaton. In this paper we provide a bridge between
these three results. This can be achieved by use of graph directed iterated functions systems
(GDIFS) and this allows us to provide extensions of the results in the three frameworks, for
instance by proving Adamcweski and Bell’s conjecture (which has also independently been
proved by Chan and Hare [CH]) and by extending the IFS results to a large class of GDIFS.
Furthermore, we also extend a logical characterization of recognizable sets in some non integer
bases, thus providing a fourth framework to study them.
Let us give a few more details about the result of Boigelot et al.. A Bu¨chi automaton
is a finite state automaton with an accepting procedure adapted to infinite words [PP04].
Given an integer base b ≥ 2, one can therefore study subsets X of Rn such that the base
b representations of the elements of X are accepted by some Bu¨chi automaton. Such a set
is said to be b-recognizable. These sets have been well studied and in particular, they can
be characterized by some first order formula in the structure 〈R,Z,+,≤〉 extended with a
special predicate related to the chosen base [BRW98]. This logical characterization has for
instance found applications in verification of systems with unbounded mixed variables taking
integer or real values. In that setting, timed automata or hybrid systems are considered
[BBR97, BJW05].
Weak Bu¨chi automata are a subclass of Bu¨chi automata that mainly behaves like automata
accepting finite words [Lo¨d01]. Sets recognized by weak automata are said to be weakly
recognizable.
Theorem (Boigelot, Brusten, Bruye`re, Jodogne, Leroux andWolper [BJW01, BBB08, BBL09]).
Let b, b′ ≥ 2 be two integers such that log blog b′ /∈ Q. A set X ⊂ Rn is simultaneously weakly
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b- and b′-recognizable if and only if it is definable by a first order formula in the structure
〈R,Z,+,≤〉.
Observe that subsets of Rn that are definable by a first order formula in the structure
〈R,Z,+,≤〉 are exactly the periodic repetitions of finite unions of polyhedra whose vertices
have rational coordinates.
As already announced, in this paper, we obtain a better and complete understanding
of the links and interactions existing between those results. The different notions under
consideration are not exactly equivalent but very closely related. By means of GDIFSs, we
are able to determine exactly what are the similarities and the differences between them.
GDIFSs generalize IFSs in the sense that the similarities can be applied accordingly to a
labeled directed graph (V,E) [Edg08]. As for IFSs, such a system admits a unique attractor
which is a list of non-empty compact sets (Kv)v∈V such that for all u ∈ V ,
Ku =
⋃
e:u→v
Se(Kv).
Using these GDIFS, we obtain the following picture of inclusions, in the extended framework
of some real base β > 1.
GDIFS
IFS
β-self-similar
m Theorems 62 and 64
particular GDIFS
m Theorem 57
particular weakly
β-recognizable
β-recognizable ⇔ β-definable
Theorems 16 and 22
Figure 1. General picture of our contributions.
It is interesting to determine the strengths and weaknesses of the different approaches.
On the one hand, the IFS method is very powerful from the point of view of contraction
ratios: these can be any number smaller than 1 although we are restricted to reciprocal
of positive integers in the automata framework. Furthermore we can simultaneously work
with different contraction ratios [EKM10]. From an automata point of view, this would
correspond to represent numbers by simultaneously using several bases. On the other hand,
the homogeneous case of IFS corresponds to recognizable sets whose underlying automaton
has a unique state. In this direction, Bu¨chi automata provide a more general result.
Observe that both the result of Adamwzewski and Bell and the one of Boigelot et al. belong
to a large class of results that are generalisations of a famous theorem in discrete mathematics
and theoretical computer science: Cobham’s theorem. As in the real case described above, one
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can consider sets of integers whose base b expansions are accepted by some finite automaton.
These sets are also said to be b-recognizable. In 1969, Cobham obtained a fundamental result
initiating the systematic study of b-recognizable sets and showing that the b-recognizability
depends on the chosen base [Cob69]. Let b, b′ ≥ 2 be two integers such that log blog b′ /∈ Q. If a
subset X of N is simultaneously b-recognizable and b′-recognizable, then it is a finite union of
arithmetic progressions.
Cobham’s theorem led to a deep study, for instance by considering non-standard numera-
tion systems: It is meaningful to consider other numeration systems to handle new sets of in-
tegers recognizable by finite automata. Making use of numeration systems like the Zeckendorf
system based on the Fibonacci sequence, other kinds of sets of integers can be recognized by
means of some finite automaton. The bibliography in [Dur11] provides many pointers to
various extensions of Cobham’s theorem.
In the setting of recognizable subsets of Rn, as for the representation of integers where
one has the opportunity to consider non-standard numeration systems, we are not limited to
base b expansions. We can consider other ways to represent real numbers. A large class of
extensively studied numeration systems is made of the so-called β-numeration systems [Lot02,
Chap. 7] and [Par60], where the idea is to replace the integer base with a real base β > 1.
In such a system, a real number usually can have more than one representation as an infinite
sequence and this redundancy can be exploited in information theory with the use of beta
encoders for analogues to digital conversion, see for instance [DY06, DGWY10]. The results
mentioned in Figure 1 depend on the algebraic properties of β and Pisot numbers play a
special role.
The paper is organized as follows. In Section 2 we recall the notions of β-expansions
and of Bu¨chi automata. In Section 3 and Section 4 we prove the equivalence between β-
recognizable sets and β-definable sets (Theorems 16 and 22). In Section 5, we prove the
equivalence between β-self-similar sets, attractors of particular GDIFS and particular weakly
β-recognizable sets (Theorems 57, 62 and 64).
2. Bu¨chi automata and β-expansions
In this section, we describe the conventions that we will use to represent real numbers or
n-tuples of reals numbers using a real base β. We recap some well-known results on Bu¨chi
automata.
Let A be a finite alphabet. We denote the set of nonempty finite words over A by A+ and
the set of infinite words by Aω.
2.1. β-expansions. Let β > 1 be a real number and let C ⊂ Z be an alphabet. For a real
number x, any infinite word u = uk · · · u1u0 ⋆ u−1u−2 · · · over C ∪ {⋆} such that
valβ(u) :=
∑
−∞<i≤k
ui β
i = x
is a β-representation of x. In general, the representation is not unique. For x ≥ 0, among all
such β-representations of x, we distinguish the β-expansion dβ(x) = xk · · · x1x0 ⋆ x−1x−2 · · ·
which is an infinite word over the canonical alphabet Aβ = {0, . . . , ⌈β⌉ − 1} containing one
symbol ⋆ and obtained by a greedy algorithm, i.e., we fix the minimal k ≥ 0 such that
x =
∑
−∞<i≤k
xi β
i and, for all i ≤ k, xi ∈ Aβ
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and, for all ℓ ≤ k, ∑
−∞<i≤ℓ
xi β
i < βℓ+1.
The choice of k implies that xk 6= 0 if and only if x ≥ 1 and that reals in [0, 1) have a
β-expansion of the form 0 ⋆ u with u ∈ Aωβ . In particular dβ(0) = 0 ⋆ 0ω.
To deal with negative real numbers and negative digits, we make use of the notation a to
denote the integer −a for all a ∈ Z. This notation is extended to a morphism acting on finite
or infinite words over Z: u v = u v, u ⋆ v = u ⋆ v and u = u. Let A¯β = {0¯, 1¯, . . . , ⌈β⌉ − 1}.
For x < 0, the β-expansion of x is defined as the word dβ(x) = u ⋆ v over A¯β ∪ {⋆} such that
dβ(−x) = u ⋆ v. With the identification 0¯ = 0, we let A˜β denote the alphabet Aβ ∪ A¯β.
Definition 1. A real number x is a β-integer, if dβ(x) is of the kind u ⋆ 0
ω. The set of
β-integers is denoted by Zβ.
Let β > 1. The so-called Re´nyi expansion of 1 plays a special role. It is the greatest word
w ∈ Aωβ (in the lexicographic order) not ending in 0ω such that 0 ⋆ w is a β-representation of
1. It is denoted by d ∗β (1). The next result characterizes the β-expansions of real numbers in
[0, 1) in terms of their shifted words. Recall that the shift map is the function σ : Aω → Aω
defined by σ(u1u2u3 · · · ) = u2u3u4 · · · .
Theorem 2 (Parry [Par60]). Let β > 1 be a real number. An infinite word u is such that
0 ⋆ u is the β-expansion of a real number in [0, 1) if and only if for all k ≥ 0, σk(u) < d ∗β (1).
Example 3. For all β > 1 one has dβ(1) = 1 ⋆ 0
ω . The definition of d∗β(1) indeed depends on
β. Let ϕ = (1 +
√
5)/2 be the golden mean. We have d∗ϕ(1) = (10)
ω . Theorem 2 shows that
the ϕ-expansions of real numbers in [0, 1) are of the form 0 ⋆ u, where u is an infinite word
over {0, 1} not containing 11 as a factor.
2.2. Bu¨chi automata and ω-regular languages.
Definition 4. Given an alphabet A, a Bu¨chi automaton over A is a labeled directed graph
given by a 5-tuple A = (Q,A,E, I, T ) where Q is the finite set of states, E ⊆ Q×A×Q is the
set of transitions, I is the set of initial states and T is the set of terminal states. An infinite
word u ∈ Aω is said to be accepted by A if there exists an infinite path in A whose label is
u starting in an initial state and visiting infinitely often the set T . The language L ⊆ Aω
accepted by A is the set of all infinite words over A that are accepted by A; such a language
is said to be ω-regular. A Bu¨chi automaton is said to be deterministic if I is a singleton and
for all states q ∈ Q and all letters a ∈ A, there is at most one transition in {q} × {a} × Q.
As usual when representing an automaton, initial states are depicted with an incoming arrow
and terminal states with an outgoing arrow.
If u = u0 · · · uℓ−1, v = v0 · · · vℓ−1 are two finite words of the same length ℓ (resp. u =
u0u1 · · · , v = v0v1 · · · are two infinite words), then one can define the direct product u× v of
u and v where the ith symbol is (u × v)i = (ui, vi) for all i < ℓ (resp. for all i ≥ 0). Let
L ⊆ Aω and M ⊆ Bω be two languages of infinite words, we define the direct product of L
and M as L ×M = {u × v | u ∈ L, v ∈ M}. The morphisms of projections are denoted by
π1 and π2, satisfy π1(u× v) = u, π2(u× v) = v and are naturally extended to the product of
languages. These notions of product and projection can obviously be extended to the direct
product of n words.
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Facts 5 ([PP04]). We collect some well-known result on ω-regular languages.
(1) The class of ω-regular languages is closed under complementation, finite union, finite
intersection, morphic image and inverse image under a morphism.
(2) If L and M are ω-regular languages over the alphabets A and B respectively, then
L×M is an ω-regular language over A×B.
(3) If L is an ω-regular language over an alphabet A×B, then the projections π1(L) and
π2(L) are ω-regular languages.
(4) The class of languages accepted by deterministic Bu¨chi automaton is strictly included
in the class of ω-regular languages.
Example 6. Let us illustrate Fact 5 (4). The non-deterministic Bu¨chi automaton in Figure 2
accepts the language over {a, b} of the words containing finitely many a’s. However it can
easily be shown that no deterministic Bu¨chi automaton accepts the same language.
b
a, b b
Figure 2. A non-deterministic Bu¨chi automaton
2.3. Recognizable and definable sets of reals. There is no obstacle to consider a multi-
dimensional framework. Let n ≥ 1 be an integer. Let us define the following three alphabets
of n-tuples:
Aβ = Aβ × · · · ×Aβ︸ ︷︷ ︸
n times
, A¯β = A¯β × · · · × A¯β︸ ︷︷ ︸
n times
and A˜β = A˜β × · · · × A˜β︸ ︷︷ ︸
n times
.
We also set
⋆ = (⋆, . . . , ⋆︸ ︷︷ ︸
n times
) and 0 = (0, . . . , 0︸ ︷︷ ︸
n times
).
Definition 7. Let x = (x1, . . . , xn) be a point in R
n. We define the β-expansion of x as being
the word dβ(x) over the alphabet A˜β∪{⋆} that belongs to 0∗dβ(x1)×0∗dβ(x2)×· · ·×0∗dβ(xn)
and that does not start with 0 except if |xi| < 1 for all i, in which case we consider the word
starting with 0⋆. Otherwise stated, the n β-expansions are synchronized by possibly using
some leading zeroes in such a way that all the ⋆ symbols occur at the same position in every
β-expansions.
Example 8. Take ϕ = (1 +
√
5)/2. Consider x = (x1, x2) = ((1 +
√
5)/4, 2 +
√
5). We have
dϕ(x) =
0 0 0 ⋆ 1 0 0 1 0 0 · · ·
1 0 1 ⋆ 0 1 0 1 0 1 · · ·
Where the first ϕ-expansion is padded with some leading zeroes. Consider an example where
all the components have moduli less than one. With y = (x1, x2) = ((1 +
√
5)/4,−1/2), we
get
dϕ(y) =
0 ⋆ 1 0 0 1 0 0 · · ·
0 ⋆ 0 1 0 0 1 0 · · ·
where the two ϕ-expansions start with one symbol 0 followed by ⋆.
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Definition 9. A set X ⊆ Rn is β-recognizable if there is some Bu¨chi automaton over the
alphabet A˜β ∪ {⋆} accepting the language dβ(X). We let Recβ(Rn) denote the set of β-
recognizable sets of Rn.
Fact 10. Let X ⊆ Rn. The following three assertions are equivalent:
(1) X is β-recognizable;
(2) there exists some Bu¨chi automaton over the alphabet A˜β ∪{⋆} accepting the language
0∗dβ(X);
(3) there exists a Bu¨chi automaton over the alphabet A˜β ∪ {⋆} accepting a language of
the form {0m(x)dβ(x) | x ∈ X} for some map m : x→ N.
A Parry number is a real number β for which the Re´nyi expansion of 1 is finite (simple
Parry number) or ultimately periodic (non-simple Parry number). The next result is a direct
consequence of Theorem 2. The following fact provides a justification to restrict ourselves to
Parry numbers. It is indeed desirable that the set of all β-expansions is accepted by some
(deterministic) Bu¨chi automaton.
Fact 11. [BM89, Par60] If β > 1 is a Parry number, then dβ([0, 1)
n) is accepted by a deter-
ministic Bu¨chi automaton.
Example 12. The following Bu¨chi automaton in Figure 3 accepts dϕ([0, 1)) where ϕ =
(1 +
√
5)/2.
1
0
0
Figure 3. A deterministic Bu¨chi automaton accepting dϕ([0, 1)).
The next definition introduces a predicate describing that some fixed digit occurs in a
specific position of the β-expansion of a given real number (assuming that β-expansions are
extended to the left with infinitely many zeroes).
Definition 13. Let x be a real number and let dβ(x) = xk · · · x0 ⋆x−1 · · · be its β-expansion.
For each a ∈ A˜β, the binary predicate Xβ,a(x, y) over R2 holds true whenever y is an integral
power of β and either
• |x| < y and a = 0, or
• |x| ≥ y and in the β-expansion of x, the coefficient corresponding to y is a, i.e., y = βi
for some i ≤ k and xi = a.
Let Xβ denote the (finite) collection of predicates {Xβ,a | a ∈ A˜β}. A set X ⊆ Rn is
β-definable if it can be defined by a first order formula in the structure
〈R, 1,≤,+,Xβ〉.
We let Defβ(R
n) denote the set of β-definable sets of Rn.
Remark 14. The property of being a power of β is definable in the structure 〈R, 1,≤,Xβ〉
by the formula
x is a power of β ⇔ (∃y) (Xβ,1(x, y) ∧ x = y) .
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We can also define the properties of being a positive or negative power of β by adding x > 1
or x < 1 respectively. Let b be a power of β. One can easily define the next (or the previous)
power of β as follows:
b′ = βb⇔ (b′ is a power of β) ∧ (b′ > b) ∧ (∀c)((c is a power of β ∧ c > b) =⇒ c ≥ b′).
Consequently, any constant (positive or negative) power of β is definable in the structure.
Remark 15. The two structures 〈R, 1,≤,+,Xβ〉 and 〈R,Zβ,≤,+,Xβ〉 are equivalent. In-
deed, the set Zβ can be defined in 〈R, 1,≤,Xβ〉 by the formula
z ∈ Zβ ⇔ (∀y)
[
(y is a negative power of β) =⇒ Xβ,0(z, y)
]
.
Conversely, 1 can be defined in 〈R,Zβ ,≤,+〉 by the formula
z = 1⇔ (z ∈ Zβ) ∧
[(
(x ∈ Zβ) ∧ (x > 0)
)
=⇒ (x ≥ z)]
where 0 is defined by (∀x)(x+ 0 = x).
3. If the base is a Parry number, recognizability implies definability
The main result of this section is the following one. Compared with the next section, note
that the only assumption is that β is a Parry number.
Theorem 16. Let β > 1 be a Parry number. If X ⊆ Rn is β-recognizable, then X is
β-definable.
The aim of the following technical lemma is to ensure the construction of some valid β-
expansions.
Lemma 17. Let β > 1 be a Parry number. There exists an integer k such that for any
infinite word u ∈ {0, 1}ω of the form 0n110n210n3 · · · with ni ≥ k for all i ≥ 1, there exists
some real x such that dβ(x) = 0 ⋆ u.
Proof. Since β is a Parry number, there exist two finite words u and v such that d∗β(1) = uv
ω
where v is nonempty and contains at least one non-zero digit. Taking k = |u|+ |v|, the result
follows from Theorem 2. 
In the proof of Theorem 16, we will make use of the following construction. We can replace
one automaton by M copies of this automaton in such a way that any path cyclically visits
these copies. The reason of this construction is to use a number of copies corresponding
to the constant k obtained in the previous lemma. Let M ≥ 1 be an integer. If A =
(Q,A,E, I, T ) is a Bu¨chi automaton, we define the automaton A(M) = (Q′, A,E′, I ′, T ′) as
follows. Its set of states is made of M distinct copies of the states of A: If Q = {q1, . . . , qt}
then Q′ = ∪Mn=1{q1,n, . . . , qt,n}. If (qi, a, qj) belongs to E, then (qi,n, a, qj,n+1) ∈ E′ for all
n ∈ {1, . . . ,M − 1} and (qi,M , a, qj,1) ∈ E′. The set of initial states I ′ is made of the sates qi,1
such that qi ∈ I. A state qi,n, 1 ≤ n ≤M , is terminal whenever qi ∈ T .
Example 18. Consider the automaton A depicted in Figure 3. We consider the automaton
A(3) depicted in Figure 4. All states are terminal but for the sake of readability, outgoing
arrows have been omitted. The three copies have been drawn consecutively from left to right.
Lemma 19. Let A be a Bu¨chi automaton. The automaton A(M) accepts the same ω-regular
language.
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1
0
1
0
1
0 0
0
0
Figure 4. An automaton of the kind A(3).
Proof. Clear from the definition of A(M). 
For the proof of Theorem 16, we follow essentially the same lines as [BRW98]. We code
runs (i.e., infinite sequences of states) in a Bu¨chi automaton A using a finite number of
infinite words over Aβ ∪ {⋆}. These infinite words in turn can be viewed as β-expansions of
some real numbers. Hence, this coding permits to replace runs with real numbers. Successful
computations in A can therefore be translated into a formula in 〈R, 1,≤,+,Xβ〉. The main
technical difference when dealing with β-expansions instead of classical base b expansions
is that we have to ensure that the infinite words that are built are valid β-expansions (cf.
Lemma 17).
We will make often use of the following fact.
Remark 20. Multiplication (or division) by β and thus by a constant power of β is also
definable:
y = βx⇔ (∀b)[
∧
a∈A˜β
(Xβ,a(x, b) =⇒ Xβ,a(y, βb))].
This formula expresses that we get the β-expansion of y simply by shifting the one of x.
Proof of Theorem 16. To keep notations as simple as possible, without loss of generality, we
may assume that n = 1. By assumptions, there exists a Bu¨chi automaton A with t states
accepting the language dβ(X). Moreover, we can also assume that it has a single initial state
by possibly adding a new initial state with convenient transitions.
Let k be given by Lemma 17. We replace A with the automaton A(k+1) = (Q, A˜β ∪
{⋆}, E, I, T ) having s := (k+1)t states. We can enumerate its states as Q = {q1, . . . , qs} and
assume that q1 is the initial state of A(k+1). Each state qj will be coded by a unit column
vector in {0, 1}s where each component is equal to zero except for the jth component. This
vector is denoted by c(qj).
To any infinite run r = (qij )j≥0 ∈ Qω in A(k+1), it corresponds an infinite sequence of
vectors {0, 1}s coding the sequence of visited states. If we concatenate these column vectors,
for each row, we get s infinite words w1, . . . , ws over {0, 1} with the property that each symbol
1 is followed by at least k zeroes. Indeed, the shortest cycles in A(k+1) have length at least
k + 1 and therefore, the same unit vector cannot be encountered more than once every k+ 1
times. As an example, consider the automaton A(3) depicted in Figure 4. One of the shortest
loops is given by 1
0−→ 3 0−→ 5 0−→ 1 and it is derived from the loop with label 0 in the
original automaton depicted in Figure 3. The periodic run (1, 3, 5)ω corresponds to the 6
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infinite words
w1 = 1 0 0 1 0 0 · · ·
w2 = 0 0 0 0 0 0 · · ·
w3 = 0 1 0 0 1 0 · · ·
w4 = 0 0 0 0 0 0 · · ·
w5 = 0 0 1 0 0 1 · · ·
w6 = 0 0 0 0 0 0 · · ·
Thanks to Lemma 17, the s infinite words w1, . . . , ws over {0, 1} are such that 0⋆w1, . . . , 0⋆
ws are valid β-expansions. We define the map
f : Qω → Rs, r = (qij )j≥0 7→ (valβ(0 ⋆ w1), . . . , valβ(0 ⋆ ws)).
In our running example, f(r) = ((1 +
√
5)/4, 0, 1/2, 0, 1/(1 +
√
5), 0).
We now define a (s+ 1)-ary predicate RA(x, y1, . . . , ys) over R
s+1 which holds true if and
only if there exists an execution of A(k+1) with the infinite word dβ(x) producing a successful
run r such that f(r) = (y1, . . . , ys).
Recall that a successful run must start in the initial state, be compatible with the transitions
of A(k+1) and visit infinitely often the set of terminal states. Our final task is to show that
RA(x, y1, . . . , ys) can be expressed in 〈R, 1,≤,+,Xβ〉. Therefore the set X of reals accepted
by A is β-definable:
{x ∈ R | (∃y1) . . . (∃ys)(RA(x, y1, . . . , ys))}.
We first overcome some technicalities to make some kind of synchronization between the
expansion of x and the expansions of y1, . . . , ys. Indeed, we have access through the predicates
Xβ,·(·, b) to the digits corresponding to a same power b of β in the β-expansions of x and
y1, . . . , ys. The sequence of visited states is encoded in y1, . . . , ys and we have to synchronize
the state reached at step n with the symbol read at the same step n and the state at step
n + 1. We assume in all what follows that x is positive (the final formula should involve a
disjunction of the two possible cases to take into account the sign of x). In the next formula
which is a part of the definition of RA(x, y1, . . . , ys), we define s new intermediate variables
z1, . . . , zs that are roughly shifted versions of y1, . . . , ys:
(∃b)[(b is a power of β) ∧ (b ≤ x < βb) ∧ (((x ≥ 1) ∧
s∧
i=1
(zi = βbyi)) ∨ ((x < 1) ∧
s∧
i=1
(zi = yi)))].
More precisely, if x ≥ 1, then dβ(x) = u ⋆ v where u is a finite nonempty word not starting
with 0. We set dβ(zi) = ui ⋆ vi for all i. Then at least one of the ui’s is non reduced to 0 and
the longest ui as the same length as u. If x < 1, then dβ(zi) = 0 ⋆ vi for all i and one of the
vi has 1 as prefix.
To give the reader an idea about this construction, we continue our running example with
(y1, . . . , ys) = ((1 +
√
5)/4, 0, 1/2, 0, 1/(1 +
√
5), 0) coding a sequence of states and taking
x = ϕ3. In such a case, we get zi = ϕ
4yi, for all i, and the following ϕ-expansions:
dϕ(x) = 1 0 0 0 ⋆ 0 0 · · ·
dϕ(z1) = 1 0 0 1 ⋆ 0 0 · · ·
dϕ(z2) = 0 0 0 0 ⋆ 0 0 · · ·
dϕ(z3) = 0 1 0 0 ⋆ 1 0 · · ·
dϕ(z4) = 0 0 0 0 ⋆ 0 0 · · ·
dϕ(z5) = 0 0 1 0 ⋆ 0 1 · · ·
dϕ(z6) = 0 0 0 0 ⋆ 0 0 · · ·
.
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The leftmost column contains the coding of the first state of the sequence of states but also
the first symbol that is read. Generally, the nth column contains the coding of the nth state
and the nth read symbol. Note that if |x| < 1, then the leftmost column is (0, . . . , 0) followed
directly with (⋆, . . . , ⋆).
The predicate RA(x, y1, . . . , ys) is true if and only if
(1) the run starts in the initial state:
(∃b0)
[
Xβ,1(z1, b0) ∧Xβ,0(z2, b0) ∧ · · · ∧Xβ,0(zs, b0)
∧ (∀c)[c > b0 =⇒ (Xβ,0(z1, c) ∧ · · · ∧Xβ,0(zs, c))]
]
.
Note that b0 is defined once and for all and corresponds to the largest power of β
occurring with a non-zero coefficients in one of the β-developments of z1, . . . , zs.
(2) The run follows the transitions: for all powers c of β less or equal to b0, being in
the state coded by the digits corresponding to c occurring in dβ(z1), . . . , dβ(zs) and
reading the digit corresponding to c occurring in dβ(x), the reached state must cor-
respond to the digits corresponding to c/β (we make use of Remark 20) occurring in
dβ(z1), . . . , dβ(zs). Such a finite transition relation can be coded by a formula:
(∀c)[c ≤ b0 =⇒ { ∧
(q,d,q′)∈E
c(q)=(a1,...,as)
c(q′)=(a′
1
,...,a′s)
Xβ,a1(z1, c) ∧ · · · ∧Xβ,as(zs, c) ∧Xβ,d(x, c)
=⇒ Xβ,a′
1
(z1, c/β) ∧ · · · ∧Xβ,a′s(zs, cβ)
}]
.
(3) Finally, the run must visit infinitely often a terminal state: for all powers c of β less
or equal to b0, there exists a power d < c of β such that the state coded by the digits
corresponding to d occurring in dβ(z1), . . . , dβ(zs) is terminal:
(∀c)[(c is a power of β)∧(c ≤ b0) =⇒ (∃d)(d < c)∧ ∨
q∈T
c(q)=(a1,...,as)
Xβ,a1(z1, d)∧· · ·∧Xβ,as(zs, d)
]
.

4. If the base is a Pisot number, definability implies recognizability
A real algebraic integer greater than 1 whose Galois conjugates have modulus less than 1 is
called a Pisot number. Under this stronger assumption, we get the converse of Theorem 16.
Fact 21. [Lot02, Chapter 7] If β is a Pisot number, then it is a Parry number. But the
converse does not hold.
Theorem 22. Let β > 1 be a Pisot number. If X ⊆ Rn is β-definable, then X is β-
recognizable.
To prove this result, we use the classical method consisting in proving the recognizability of
any formula by induction, i.e., we prove that sets defined by atomic formulae are recognizable
and that adding connectors and quantifiers does not alter recognizability. We first need a few
results.
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Lemma 23. If β > 1 is a Parry number, then Rn is β-recognizable.
Proof. LetAβ,frac = (Qfrac,Aβ∪{⋆}, Efrac, Ifrac, Tfrac) denote a deterministic Bu¨chi automaton
accepting the language dβ([0, 1)
n) (see Fact 11). Thus the language accepted by Aβ,frac is
included in 0 ⋆Aωβ . Let A′ be a deterministic Bu¨chi automaton over the alphabet Aβ such
that L(Aβ,frac) = 0 ⋆ L(A′). Starting from A′, we will show how to build an automaton Aβ
that accepts 0∗dβ(R
n). We then conclude by using Fact 10.
If r ∈ R we define sign(r) to be + if r ≥ 0 and − else. If x = (x1, . . . , xn) is a point in Rn,
then sign(x) = (sign(x1), . . . , sign(xn)). Given an n-tuple z = (z1, . . . , zn) whose components
belong to {+,−}, we will build a Bu¨chi automaton Aβ,z accepting 0∗dβ({x ∈ Rn | sign(x) =
z}). Then the Bu¨chi automaton Aβ accepting 0∗dβ(Rn) will be the (disjoint) union of these
2n automata.
We construct such an automaton Aβ,z by considering two copies of A′, one for the β-integer
part and one for the β-fractional part of the representations. In all labels of transitions of
both copies of A′, we replace the i-th component by its “opposite value” if sign(zi) = − and
we leave it unchanged otherwise.
W.l.o.g. we can pick the automaton A′ so that its initial state has a loop labeled by 0. The
unique initial state of Aβ,z is a new additional state i and, for each transition (p,a, q) with
a ∈ A˜β and p, q states of the β-integer part copy of A′ with p initial, there is a transition
(i,a, q) in Aβ,z. We add a loop on the initial state i with label 0.
The terminal states are the terminal states of the β-fractional part copy. We complete Aβ,z
by adding, for each state q of A′, a transition from (q, int) to (q, frac) labeled by ⋆, where
(q, int) (resp. (q, frac)) is the state of Aβ,z that corresponds to q in the β-integer part copy
(resp. β-fractional part copy). 
Remark 24. We illustrate the proof of the previous lemma. The automaton Aϕ,+ is depicted
in Figure 5.
1
0
0
1
0
0
⋆ ⋆
0 1
0
Figure 5. The automaton Aϕ,+.
Lemma 25. If β > 1 is a Parry number, then Znβ is β-recognizable.
Proof. Indeed, the automaton recognizing Znβ is simply the intersection of the one recognizing
Rn with the one accepting A˜+β ⋆ 0
ω. 
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Lemma 26. If β > 1 is a Parry number, then the set X< = {(x, y) ∈ R2 | x < y} is
β-recognizable.
Proof. For all x, y ∈ R, we have x < y if and only if dβ(x) ≺ dβ(y) where ≺ is a natural
generalization of the lexicographic order with negative digits: it is defined as the partial order
over A˜+β ⋆ A˜
ω
β by, for u = uk · · · u1u0 ⋆u−1u−2 · · · and v = vℓ · · · v1v0 ⋆ v−1v−2 · · · , u ≺ v if and
only if [(
u ∈ A¯+β ⋆ A¯ωβ
) ∧ (v ∈ A+β ⋆ Aωβ) ∧ (u, v 6∈ 0+ ⋆ 0ω)]
∨ [(u, v ∈ A+β ⋆ Aωβ) ∧ (k < ℓ)]
∨ [(u, v ∈ A¯+β ⋆ A¯ωβ) ∧ (k > ℓ)]
∨ [((u, v ∈ A+β ⋆ Aωβ) ∨ (u, v ∈ A¯+β ⋆ A¯ωβ )) ∧ (k = ℓ)
∧((∃i ≤ k)[(∀j ∈ {i+ 1, . . . , k})(uj = vj) ∧ (ui < vi)])].
Thus, the set X< is recognized by the intersection of the automaton accepting dβ
(
R2
)
with
the automaton represented in Figure 6. 
{(a, b) ∈ A˜β × A˜β | a < b}
{(a, a) | a ∈ A˜β ∪ {⋆}} (A˜β × A˜β) ∪ {(⋆, ⋆)}
Figure 6. Automaton for the order.
Definition 27. Let β > 1 be a real number and let C ⊂ Z be an alphabet. The normalization
function is the function
νβ,C : C
+ ⋆ Cω → A˜+β ⋆ A˜ωβ
that maps any β-representation of a real number x onto its β-expansion dβ(x).
Definition 28. Given two alphabets A and B, a transducer is a Bu¨chi automaton given by a
6-tuple T = (Q,A,B,E, I, T ), where the edges are labeled by elements in A∗×B∗ instead of
considering the unique alphabet A. Thus a transducer defines a relation RT ⊆ Aω×Bω given
by (u, v) ∈ RT if and only if (u, v) is accepted by T . A transducer is said to be letter-to-letter
if its edges are labeled by elements of A×B. If L ⊆ Aω is a language and T is a transducer,
we let T (L) denote the language over B such that L × T (L) ⊆ RT and which is maximal
(with respect to the inclusion) for this property.
Frougny [Fro92] studied the normalization νβ,C,frac : C
ω → Aωβ that maps any word u ∈ Cω
such that valβ(0 ⋆ u) ∈ [0, 1) onto the word v ∈ Aωβ such that dβ(valβ(0 ⋆ u)) = 0 ⋆ v. She
proved the following result.
Theorem 29 (Frougny [Fro92]). Let β be a Pisot number and C ⊂ Z be an alphabet.
The normalization νβ,C,frac is realizable by a (non-deterministic) letter-to-letter transducer
Tβ,C,frac = (Q,C,Aβ , E, {i}, T ): For every infinite word u ∈ Cω such that valβ(0 ⋆ u) ∈ [0, 1),
there exists a unique infinite word v ∈ Aωβ such that (u, v) ∈ RTβ,C,frac and, moreover,
dβ(valβ(0 ⋆ u)) = 0 ⋆ v.
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Example 30. Let ϕ be the Golden ratio (1 +
√
5)/2. Frougny’s transducer Tϕ,C,frac for the
alphabet C = {1¯, 0, 1} is the composition of the transducer T depicted in Figure 7 and the one
realizing the intersection with the set D(ϕ) = {w ∈ Aωϕ | ∃x ∈ [0, 1) dϕ(x) = 0 ⋆ w} = {w ∈
{0, 1}ω | w does not contain 11 as a factor}. In Figure 7 all states are considered terminal.
To obtain the transducer Tϕ,C,frac, we make the product of T and the automaton in Figure 3:
each state q of the transducer T is split into 2 states (q, 0) and (q, 1) in order to maintain the
information whether the last output letter is 0 or 1. If it was 1, then it is forbidden to output
another 1 at the next step. More precisely, (p, i)
a|b−−→ (q, j) is an edge if and only if p a|b−−→ q is
an edge in T and (i, b, j) equals (0, 0, 0), (0, 1, 1) or (1, 0, 0). Note that there is a transition in
−ϕ
−1 0 1
−ϕ+ 1
ϕ− 2
ϕ− 1
ϕ
ϕ+ 12ϕ
−ϕ+ 2
2ϕ− 1
1|0
0|0, 1|1
1|0
0|1, 1¯|0
0|0, 1|1
1|0
0|1, 1¯|0
0|0, 1|1
1|0
0|0, 1|1
0|1, 1¯|0
0|0, 1|1
1|0
1¯|1
0|1, 1¯|0 0|0, 1|1
0|1, 1¯|0
0|0, 1|1
1¯|1
0|1, 1¯|0 1¯|1
1¯|1
1|0
0|1, 1¯|0
1|0
1¯|1
0|1, 1¯|0
1|0
1¯|1
Figure 7. The transducer T .
T of the form r a|b−−→ s whenever ϕr+ a− b = s. In [FS10, Proposition 2.3.38] this transducer
is called the converter Cϕ.
Remark 31. The transducer Tβ,C,frac is built in such a way that for each state q in Q, there
is at most one pair of words (0k, u) such that u does not begin with 0 and that labels a path
from i to q.
The next result extends Theorem 29 to νβ,C . We first need to allow a transducer to have
an initial function instead of initial states.
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Definition 32. A transducer with an initial function is a transducer given by a 6-tuple
B = (Q,A,B,E, α, T ), where α is a partial function over Q with values in A∗×B∗. A pair of
infinite words (u, v) ∈ Aω×Bω is accepted by such a transducer if there is a state q ∈ dom(α)
and a pair of infinite words (u′, v′) ∈ Aω × Bω such that (u, v) = α(q)(u′, v′)1 and (u′, v′)
labels an infinite path in B starting in q and going infinitely often through terminal states.
Proposition 33. Let β > 1 be a Pisot number and let C ⊂ Z be an alphabet. The
normalization νβ,C is realizable by a (non-deterministic) letter-to-letter transducer Tβ,C =
(Qβ,C , C ∪ {⋆}, A˜β ∪ {⋆}, E, αβ,C , Tβ,C) with an initial function αβ,C : Qβ,C → {ε} × A˜∗β : For
every infinite word u ∈ C+ ⋆Cω, there exists a unique infinite word v ∈ (A˜β ∪{⋆})ω such that
(u, v) ∈ RTβ,C and, moreover, v ∈ 0∗dβ(valβ(u)).
Proof. Let us construct such a transducer T +β,C but only for words u ∈ C+ ⋆ Cω such that
valβ(u) ≥ 0. The case where valβ(u) < 0 is obtained by considering two copies of T +β,C where,
in one of them, we have exchanged all labels by their respective opposite value.
As in the proof of Lemma 23, we consider the transducer T that consists of two copies of
Tβ,C,frac, one for the β-integer part and one for the β-fractional part. The initial state of T
is the initial state of the β-integer part copy and the terminal states of T are the terminal
states of the β-fractional part copy. For any state q of Tβ,C,frac, we add a transition labeled by
(⋆, ⋆) from (q, int) to (q, frac) where (q, int) (resp. (q, frac)) is the state of T that corresponds
to q in the β-integer part copy (resp. β-fractional part copy).
By construction of T , a pair of words (u, v) ∈ (C+ ⋆ Cω) × (A˜β ∪ {⋆})ω is accepted by
T if and only if (u, v) ∈ (C × Aβ)+(⋆, ⋆)(C × Aβ)ω and v ∈ 0∗dβ(valβ(u)). Thus, what
remains to consider is the case where u = uk · · · u0 ⋆ u−1u−2 · · · ∈ C+ ⋆ Cω is such that
dβ(valβ(u)) = vℓ · · · v0 ⋆ v−1v−2 ∈ A+β ⋆ Aωβ with ℓ > k. The purpose of the initial function is
to deal with this situation.
To be able to define such an initial function, it is first easily seen that in that case, the
difference between k and ℓ is bounded. Indeed, if c = maxC, we have
valβ(u) ≤ cβ
k
β − 1 .
Note that we have c ≥ 1 because valβ(u) ≥ 0 and ℓ > k. The integer ℓ is the greatest one for
which βℓ ≤ cβk
β−1 , which is equivalent to
ℓ− k ≤
⌊
logβ
(
c
β − 1
)⌋
=: K.
Now let u = uk · · · u0 ⋆u−1u−2 · · · ∈ C+ ⋆Cω be such that dβ(valβ(u)) = vℓ · · · v0 ⋆v−1v−2 ∈
A+β ⋆ A
ω
β with ℓ > k. By construction of T , the pair of words (0ℓ−ku, dβ(valβ(u))) is accepted
by T . Thus, if q is a state reached after reading (0ℓ−k, dβ(valβ(u))[1 : ℓ− k]), we consider an
initial function α defined by α(q) = (ε, dβ(valβ(u))[1 : ℓ− k]). Notice that Remark 31 implies
that we can always define α in such a way.
Finally T +β,C is the transducer T to which we add the initial function α. 
The following result is folklore. The proof is not very difficult but quite long and technical.
Therefore we will only sketch the proof on an example.
1Concatenation of letters in A×B is as follows: (a, b)(c, d) = (ac, bd).
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Lemma 34. If T = (Q,A,B,E, α, T ) is a letter-to-letter transducer with partial initial func-
tion α : Q → A≤k × B≤ℓ for some positive constants k and ℓ, then the relation RT realized
by T is an ω-regular language over the alphabet A × B. In particular, if L is an ω-regular
language over an alphabet A then T (L) is an ω-regular language over B.
Sketch of the proof. Consider the transducer T of Figure 8. We build a new transducer con-
I1 I2
1|0
0|0, 1|1
1|0
0|1 1|1
0|0
0|0
ε|1
Figure 8. Transducer with partial initial function.
sisting of two modified copies of T , one for each initial state. The copy associated with I1
is unchanged, except that I2 is no longer initial. In the copy associated with I2, we remove
the initial function from I2 and then we must take into account the generated shift caused
by the incoming digit 1. From I2 we must write 1 instead of 0. Each state is duplicated if
one can write 0 or 1 when entering this state and we record this information by labeling each
new state by 0 or 1. Else we label the state by the unique digit that one can write when
entering the state. Each new state has the same incoming and outgoing transitions as the
state it comes from. The first component of the labels of the transitions are unchanged while
the second components are the labels of the outgoing corresponding state. The transducer
that we obtain (see Figure 9) and the transducer T both recognize the same language.
If, for a state q, the initial function α is such that α(q) = (ε, u1 · · · un) where n ≥ 2
and ui are digits, then in the copy corresponding to q, the new initial state q
′ is such that
α′(q′) = (ε, u1 · · · un−1). Then we iterate this process until the second component of the initial
function is empty. 
Corollary 35. Let X,Y ⊂ R. If X and Y are β-recognizable, then so is X + Y .
Proof. Let AX and AY be the Bu¨chi automata that respectively accept dβ(X) and dβ(Y ).
We build another automaton AX×Y that accepts dβ(X×Y ) by intersecting an automaton ac-
cepting 0∗dβ(X)× 0∗dβ(Y ) (see Fact 5) with an automaton accepting the words that contain
exactly one occurrence of the letter (⋆, ⋆). Now, let us consider the automaton A+ obtained
from AX×Y by replacing each label (a, b) by a + b and replacing (⋆, ⋆) by ⋆. By construc-
tion, the automaton A+ accepts a language L over the alphabet Bβ = {0, 1, 2, . . . , 2(⌈β⌉ −
1), 1¯, 2¯, . . . , 2(⌈β⌉ − 1)} such that valβ(L) = X + Y . Finally, using the transducer Tβ,Bβ of
Proposition 33, Lemma 34 and Fact 10 imply that X + Y is β-recognizable. 
Lemma 36. For all a ∈ A˜β, the set Xa = {(x, y) ∈ R2 | Xβ,a(x, y) is true} is β-recognizable.
Proof. Indeed, dβ(Xa) is accepted by the intersection of the automaton recognizing dβ(R
2)
with the one represented in Figure 10. 
We are now ready to prove Theorem 22.
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1|0
0|0, 1|1
1|0
0|1 1|1
0|0
0|0
0 1 0 1
0
1|0
0|0, 1|1
1|0
0|1 1|1
0|0
0|0
0|0
1|0
Figure 9. Modified transducer without a partial initial function.
(a, 1)
(a, 1)
(⋆, ⋆) (⋆, ⋆)
{(a, 0) | a ∈ A˜β} {(a, 0) | a ∈ A˜β}
{(a, 0) | a ∈ A˜β} {(a, 0) | a ∈ A˜β}
Figure 10. Automaton for Xa.
Proof of Theorem 22. We follow the lines of [BHMV94] by proving the result by induction on
the length of the formula. If φ(x1, . . . , xn) is a formula written in the structure 〈R, 1,≤,+,Xβ〉,
we let Xφ denote the set {(x1, . . . , xn) ∈ Rn | φ(x1, . . . , xn) is true} and we let Aφ denote a
Bu¨chi automaton (when it exists) accepting dβ(Xφ).
The existence of Aφ for atomic formulae φ comes from Lemma 23, Lemma 25, Corollary 35
and Lemma 36. We have to prove that β-recognizability is preserved under disjunction,
negation and existence, i.e., we prove that if Xφ and Xψ are β-recognizable, then so are
Xφ∨ψ, X¬φ and X∃xφ. As a consequence, we obtain that Xφ∧ψ = X¬(¬φ∨¬ψ), Xφ =⇒ ψ =
X(¬φ)∨(φ∧ψ) and X∀xφ = X¬(∃x¬φ) are also β-recognizable. This is a consequence of Fact 5
and Lemma 23:
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(1) Given a formula ϕ(x1, . . . , xn, y1, . . . , ym, z1, . . . , zℓ) defined by
φ(x1, . . . , xn, y1, . . . , ym) ∨ ψ(y1, . . . , ym, z1, . . . , zℓ).
The language dβ(Xϕ) is equal to (dβ(Xφ) × dβ(Rℓ)) ∩ (dβ(Rn) × dβ(Xψ)), which is
ω-regular if so are dβ(Xφ) and dβ(Xψ).
(2) Given a formula φ(x1, . . . , xn), the language dβ(X¬φ) is equal to dβ(R
n) \ dβ(Xφ),
which is ω-regular if so is dβ(Xφ).
(3) Given a formula φ(x, x1, . . . , xn), the language dβ(X∃xφ) is equal to (π[2,n+1](dβ(Xφ)),
where π[2,n+1] is the projection over the last n components, and (π[2,n+1](dβ(Xφ)) is
ω-regular if so is dβ(Xφ).

5. Towards a Cobham-like theorem for β-numeration systems
The famous theorem of Cobham from 1969 states that recognizability in integer bases of
sets of integers strongly depends on the chosen base b [Cob69]. If b and b′ are such that
log(b)/ log(b′) is irrational, then the only sets X ⊂ N that are simultaneously b- and b′-
recognizable are the finite unions of arithmetic progressions. In [BBB08, BBL09], the authors
studied particular β-recognizable sets of real numbers and obtained a Cobham-like theorem
about these sets. The authors of [AB11] independently obtained almost the same result with
other techniques. By means of graph directed iterated function systems, we provide here a
translation between the two results. In doing so we also answer a conjecture of [AB11] and
improve a result of [FW09]. Prior to this, we prove that when β is a Pisot number, the sets
X ⊂ Rn that are β-recognizable or βk-recognizable are the same.
5.1. Taking powers of the base does not change recognizability.
Proposition 37. Let β be a Pisot number. For all positive integers k, a set X ⊂ Rn is
β-recognizable if and only if it is βk-recognizable.
Proof. Let k be an integer greater than 1 (the case k = 1 is obvious). The number β being
a Pisot number, βk is also Pisot [Pis46]. We define the morphism ζk by ζk(i) = 0
k−1i for all
i ∈ A˜βk and ζk(⋆) = ⋆. To alleviate the proof, we only prove the result for n = 1. The general
case can be handled by considering multidimensional versions of the transducers we use.
If X ⊂ R is βk-recognizable, the language dβk(X) is ω-regular so the language ζk
(
dβk(X)
)
is also ω-regular, see Fact 5. Moreover, any element u in ζk
(
dβk(X)
)
is a β-representation of
an element of X: there exists x ∈ X such that valβ(u) = x. More precisely, if x ∈ dβk(X),
then valβ(ζk(x)) = valβk(x). If Tβ,A˜
βk
is the transducer of Proposition 33, the language
Tβ,A˜
βk
(
ζk
(
dβk(X)
))
is ω-regular so X is β-recognizable.
Now suppose that X ⊂ R is β-recognizable and let AX denote the Bu¨chi automaton
accepting dβ(X). Let Rβ ⊂ (A˜+βk ⋆ A˜ωβk) × (A˜+β ⋆ A˜ωβ) be the relation defined by Tβ,A˜βk .
It is ω-regular by Lemma 34. Let Lζk be the ω-regular language (0
k−1A˜βk)
+ ⋆ (0k−1A˜βk)
ω
accepted by the Bu¨chi automaton Aζk depicted in Figure 11. Since dβ(X) is ω-regular, if π1
is the projection on the first component, the language LX := π1 (Rβ ∩ (Lζk × 0∗dβ(X))) ⊂
A˜+
βk
⋆ A˜ω
βk
is ω-regular. Furthermore, due to the intersection with Rβ, any word u in LX
is such that valβ(u) ∈ X and, conversely, for all x ∈ X, the word ζk(dβk(x)) belongs to
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(0k−1A˜βk)
+ ⋆ (0k−1A˜βk)
ω and is such that
(
ζk(dβk(x)), 0
m(x)dβ(x)
)
belongs to Rβ for some
integer m(x). Thus we have valβ(LX) = X.
LetMX := ζ
−1
k (LX). This language is ω-regular by [PP04, Proposition 5.5] (also see Fact 5)
and valβk(MX) = X. Thanks to the transducer Tβk,A˜
βk
, the language dβk(X) is ω-regular.
q1 q2 q3 qk−1 qk
r1r2r3rk−1rk
s1s2s3sk−1sk
· · ·
· · ·
· · ·
0 0 0 0 0
00000
A˜βk
00000
A˜βk
A˜βk
⋆
Figure 11. Automaton for Lζk

5.2. Background on Cobham theorem for real numbers in integer bases.
Definition 38. Two real numbers β and γ greater than 1 are multiplicatively independent if
log β
log γ /∈ Q.
Definition 39. Let b ≥ 2 be an integer. A compact set X ⊂ [0, 1]n is b-self-similar if its
b-kernel is finite where the b-kernel of X is the collection of sets{
(bkX − a) ∩ [0, 1]n | k ≥ 0,a = (a1, . . . , an) ∈ Zn and (∀i) 0 ≤ ai < bk
}
.
Examples of b-self-similar sets are the Pascal’s triangle modulo 2 (it is 2-self-similar) that
consists in the adherence of the set{
(val2(0 ⋆ rep2(n)), val2(0 ⋆ rep2(m))) |
(
m
n
)
≡ 1 mod 2
}
depicted in Figure 12 and the Menger sponge (it is 3-self-similar) that consists in the adherence
of the set of points x ∈ [0, 1]3 such that rep3(x) does not contain occurrences2 of digits in
{(0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1)}; it is depicted in Figure 13.
2Each face of the Menger sponge is a Sierpinski carpet.
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Figure 12. Pascal’s triangle modulo 2 is 2-self-similar.
Figure 13. Menger sponge is 3-self-similar.
Theorem 40 (Adamczewski and Bell [AB11]). Let b and b′ be two multiplicatively indepen-
dent integers greater than 1. A compact set X ⊂ [0, 1] is simultaneously b- and b′-self-similar
if and only if it is a finite union of closed intervals with rational endpoints.
Conjecture 41 (Adamczewski and Bell [AB11]). Let b and b′ be two multiplicatively indepen-
dent integers greater than 1. A compact set X ⊂ [0, 1]n is simultaneously b- and b′-self-similar
if and only if it is a finite union of polyhedra whose vertices have rational coordinates.
The aim of this section is to prove that this conjecture holds true: this is a consequence of
Theorem 43, Theorem 57, Theorem 62 and Theorem 64 below.
Definition 42. A Bu¨chi automaton A = (Q,A,E, I, T ) is said to be weak if all its strongly
connected components are subsets either of T , or of Q \ T . A set X such that dβ(X) is
accepted by a weak automaton is said to by weakly β-recognizable.
The use of weak automata finds its motivation in [BJW01] where the authors prove that any
set definable by a first order formula in the structure 〈R,Z,+,≤〉 is weakly b-recognizable for
any integer base b ≥ 2. Moreover, the behaviour of such automata are comparable with finite
automata: minimal weak Bu¨chi automata can be defined, the class of weak Bu¨chi automata is
closed under complementation, etc. The next result shows that the converse also holds true.
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Theorem 43 (Boigelot, Brusten, Bruye`re, Jodogne, Leroux and Wolper [BJW01, BBB08,
BBL09]). Let b and b′ be two multiplicatively independent integers greater than 1. A set
X ⊂ Rn is simultaneously weakly b- and b′-recognizable if and only if it is definable by a first
order formula in the structure 〈R,Z,+,≤〉.
5.3. Background on graph directed iterated function systems. By means of graph
directed iterated function systems, we are able to determine the link between the notions of
weakly b-recognizable and b-self-similar. As in the first part of the paper, we extend these
notions to β-numeration systems for real numbers β > 1.
Definition 44. Let G = (V,E) be a directed graph. For all u, v ∈ V , we let Euv denote the
set of edges from u to v. An iterated function system realizing G is given by a collection of
metric spaces (Xv , ρv), v ∈ V , and of similarities3 Se : Xv → Xu, e ∈ Euv, of ratio re. An
attractor (or invariant list) for such an iterated function system is a list of nonempty compact
sets Ku ⊂ Xu such that for all u ∈ V ,
Ku =
⋃
v∈V
⋃
e∈Euv
Se(Kv).
A graph-directed iterated function system (GDIFS for short) is given by a 4-tuple
(V,E, (Xv , ρv)v∈V , (Se)e∈E)
with (V,E) the underlying directed graph, (Xv, ρv)v∈V the collection of metric spaces and
(Se)e∈E the collection of similarities.
Remark 45. In the directed graph of a GDIFS, it is always assumed that each vertex v has
at least one edge starting from v.
Example 46 (Rauzy fractal). A classical example of attractor of GDIFS is the Rauzy fractal
[Rau82] represented in Figure 14. It can obtained as follows. Let σ be the tribonacci sub-
stitution defined over the alphabet A = {1, 2, 3} by σ(1) = 12, σ(2) = 13 and σ(3) = 1. We
define the abelianization map P : A+ → R3 by, for u0, . . . , un ∈ A, P (u0 · · · un) =
∑n
i=0 eui
where {e1, e2, e3} is the canonical basis of R3. The incidence matrix Mσ of σ is primitive and
its dominating eigenvalue β is a unit Pisot number (real root of x3 − x2 − x− 1). Thus, the
space R3 can be decomposed into the expanding line He (eigenspace of Mσ associated with
β) and the contracting plane Hc (eigenspace associated with the conjugates of β). Then, if
σω(1) = u0u1u2 · · · , the sequence (P (u0u1 · · · un))n∈N describes a broken line whose distance
to He is bounded. If π : R
3 → Hc is the projection along He, then the Rauzy fractal is defined
by
R = {π (P (u0u1 · · · un)) | n ∈ N}
and its subtiles are defined by
T (i) = {π (P (u0u1 · · · un)) | n ∈ N, un = i}.
Then, the family {T (1),T (2),T (3)} satisfies the equations [AI01, SW02]
T (1) = h(T (1)) ∪ h(T (2)) ∪ h(T (3))
T (2) = h(T (1)) + π(P (1))
T (3) = h(T (2)) + π(P (1))
3Recall that a similarity of ratio r is a function f : Xv → Xu such that ρu(f(x), f(y)) = rρv(x,y) for all
x,y ∈ Xv.
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Figure 14. The Rauzy fractal is the attractor of a GDIFS.
where h is the similarity πMσ . So (T (1),T (2),T (3)) is an attractor of the GDIFS represented
in Figure 15.
T (1)
T (2) T (3)
h h
h
h+ π(P (1))
h+ π(P (1))
Figure 15. GDIFS for the Rauzy fractal.
Example 47. The Pascal triangle modulo 2 P (Figure 12) can be easily obtained by a GDIFS
construction: we have
P =
P
2
∪ P + (0, 1)
2
∪ P + (1, 1)
2
so P is an attractor of the GDIFS represented in Figure 16.
{
x
2 ,
x+(0,1)
2 ,
x+(1,1)
2
}
Figure 16. GDIFS associated with the Pascal triangle.
Similarly, the Menger sponge MS (Figure 13) can be obtained by the following GDIFS
construction: if E = {0, 1, 2}3 \ {(0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1)}, we have
MS =
⋃
e∈E
MS + e
3
so MS is an attractor of the GDIFS represented in Figure 17.
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{x+e3 | e ∈ E}
Figure 17. GDIFS associated with the Menger sponge.
The previous two examples are actually obtained by an iterated function system (IFS for
short): the underlying directed graph is useless. Furthermore, they are obtained by a so
called homogeneous IFS because all similarities are affine maps with the same contraction
ratio. Finally, these homogeneous IFS satisfy the open set condition: there exists an open set
V such that Si(V ) ∩ Sj(V ) = ∅ for any two distinct similarities Si and Sj. In that setting,
Feng and Wang proved, among other things, the following result which is closely linked to
our work.
Theorem 48 (Feng and Wang [FW09]). Let Φ = {φi}Ni=1 and Ψ = {ψj}Mj=1 be two homoge-
neous IFS with metric spaces R embedded with the Euclidean distance, with contraction ratios
rΦ and rΨ respectively, and that satisfy the open set condition. Suppose that X ⊂ R is an
attractor of both Φ and Ψ.
(1) If 4 dimH(X) = s < 1, then
log |rΦ|
log |rΨ|
∈ Q;
(2) If dimH(X) = 1 and X is not a finite union of intervals, then
log |rΦ|
log |rΨ|
∈ Q.
The result we obtain with our translation is therefore stronger than Feng and Wang’s one
in two directions: it is not limited to dimension 1 and it concerns GDIFS instead of IFS. It
is also weaker in the sense that the similarities are affine functions with contraction ratios of
the form 1/b for b ∈ Z≥2.
Let us provide an example of GDIFS with a non-trivial directed graph.
Example 49. Let G be the GDIFS whose directed graph is represented in Figure 18, whose
metric spaces are R with the Euclidean distance and whose similarities are Si : x 7→ x+i3
for i ∈ {−2, 0, 2}. If XT is the usual triadic Cantor set that consist of all real numbers
in [0, 1] whose ternary expansion does not contain the digit 1, then G admits the attractor
(XT ,−XT ,XT ∪ (−XT )). Indeed, XT corresponds to the vertex C, −XT to the vertex B and
XT ∪ (−XT ) to the vertex A since
XT = S0(XT ) ∪ S2(XT )
−XT = S0(−XT ) ∪ S−2(−XT )
XT ∪ (−XT ) = S0(XT ) ∪ S2(XT ) ∪ S0(−XT ) ∪ S−2(−XT )
The following result is well known.
Theorem 50 ([Edg08]). If G = (V,E, (Xv , ρv)v∈V , (Se)e∈E) is a GDIFS such that all (Xv, ρv)
are nonempty complete metric spaces and all similarities Se have a ratio re < 1, then G admits
a unique attractor.
In what follows, the complete metric spaces (Xv , ρv) are always R
n with the Euclidean
distance.
4dimH stands for Hausdorff dimension.
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AB C
S0 S0
S−2 S2
S0
S−2 S0
S2
Figure 18. Underlying directed graph of the GDIFS representing XT ∪ (−XT ).
5.4. Link between β-recognizable sets and sets obtained by some GDIFS construc-
tion. From the GDIFS point of view, we do not need to take care about properties of β such
as being Parry or Pisot, neither about limiting the coefficients of the similarities to canonical
alphabets such as Aβ. Thus, we consider another notion of recognizability as follows.
Definition 51. Let β be a real number greater than 1 and let C be the alphabet {−c,−c+
1, . . . , 0, . . . , c} for some c ∈ Z≥1. As in Section 2.3, we defined the alphabet
C = C × · · · × C︸ ︷︷ ︸
n times
.
A set X ⊂ Rn is (β,C)-acceptable if there exists a Bu¨chi automaton A over C such that
valβ(0 ⋆ L(A)) = X. We say that A is an underlying automaton for X.
Remark 52. Let C = {−c, . . . , c} for some c ∈ Z≥1. A (β,C)-acceptable set is always a
subset of
[
−c
β−1 ,
c
β−1
]n
.
Remark 53. Thanks to Proposition 33, Fact 10 and Lemma 34, if β is a Pisot number, then
for all alphabets C ⊂ Z, any (β,C)-acceptable set is β-recognizable.
Definition 54. Let A = (Q,A,E, I, T ) be an automaton. A state q ∈ Q is said to be
accessible (resp. co-accessible) if there is a path from I to q (resp. from q to T ). An automaton
is said to be trim if all its states are accessible and co-accessible. Given an automaton A, we
can also build a trim automaton A′ that accepts the same language (just by removing non
accessible and non co-accessible states). We say that an automaton is closed if for all states
q such that there is a nonempty path from q to q, q is final.
Remark 55. If an accessible Bu¨chi automaton A is closed then, for all infinite words w
labeling a path in A not necessarily starting from an initial state, w is an accepting tail, i.e.,
there is an infinite word v accepted by A that admits w as a suffix.
Remark 56. Any closed trim Bu¨chi automaton is weak: all its strongly connected compo-
nents are subsets of T .
Theorem 57. Let β be a real number greater than 1 and let C be the alphabet {−c,−c +
1, . . . , 0, . . . , c} for c ∈ Z≥1. A set X ⊂ Rn is (β,C)-acceptable set whose underlying trim
Bu¨chi automaton is closed if and only if X is a finite union of compact sets belonging to the
attractor of a GDIFS whose similarities are of the form Sa(x) =
x+a
β
for a ∈ C
We first need the following lemma.
Lemma 58. If the underlying trim Bu¨chi automaton of a (β,C)-acceptable set X is closed,
then X is a (topologically) closed set.
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Proof. Consider a sequence (xn)n∈N of elements ofX that converges to some x ∈ Rn and let us
prove that x belongs to X. Let (wn)n∈N be a sequence of infinite words over C accepted by A
such that valβ(0⋆wn) = xn for all n. There is no reason for which (wn)n∈N would converge to
a limit word. However, by the pigeonhole principle, (wn)n∈N admits a subsequence (wk(n))n∈N
such that wk(n) and wk(n+1) share a prefix of length at least n. Thus, (wk(n))n∈N converges
to some word w over C that labels an infinite path in A starting from an initial state and
such that valβ(0 ⋆w) = x. Since A is closed, w is accepted by A so we have x ∈ X. 
Remark 59. If a set X is (β,C)-acceptable with underlying trim automaton A, then its
adherence is also (β,C)-acceptable and an underlying automaton for it is A where all states
are final; this automaton is closed. Thus, for β Pisot, any (β,C)-acceptable set X ⊂ [−1, 1]n
is β-recognizable and its adherence belongs to the small rectangle in Figure 1 (page 3).
Proof of Theorem 57. Let A = (Q,C, E, I, T ) be a trim Bu¨chi automaton over C which is
closed and such that valβ(0 ⋆ L(A)) = X. The GDIFS that we build is obtained from A by
considering, for all states q ∈ Q, the complete metric space Xq = Rn (with the Euclidean
distance) and by replacing the label a ∈ C or each transition by the similarity Sa : x 7→ x+aβ
of ratio 1/β < 1. By Theorem 50, the GDIFS admits a unique attractor (Kq, q ∈ Q): for all
q ∈ Q,
Kq =
⋃
p∈Q
⋃
q
a−→p
Sa(Kp).
Let us prove that
X =
⋃
q∈I
Kq.
For all states q ∈ Q, we let Wq denote the set of infinite words that, starting from q, label
an infinite path in A (hence the tail of an accepted run since A is closed). We also let Yq
denote the set {valβ(0 ⋆ w) | w ∈ Wq}. The automaton A being closed, all sets Yq are closed
by Lemma 58 and so are compact sets of Rn that satisfy
X =
⋃
q∈I
Yq.
Now let us show that Yq = Kq for all q ∈ Q. By uniqueness of the attractor of the GDIFS, it
suffices to show that the list (Yq, q ∈ Q) satisfies
∀q ∈ Q, Yq =
⋃
p∈Q
⋃
q
a−→p
Sa(Yp).
This is clear from the following two observations:
∀q ∈ Q, Wq =
⋃
p∈Q
⋃
q
a−→p
aWp
∀w ∈ Cω,∀a ∈ C, valβ(0 ⋆ aw) = Sa (valβ(0 ⋆w)) .
Now let G be a GDIFS with underlying directed graph G = (V,E), V = {K1, . . . ,Km},
complete metric spaces Rn with Euclidean distance and similarities of the form Sa : x 7→ x+aβ
for a ∈ C. Suppose that X is the union of the compact sets K1, . . . ,Kl, l ≤ m.
Let A be the closed automaton (V,C, E, {K1, . . . ,Kl}, V ) where the transitions correspond
to the edges of G in which we have replaced the label Sa by a. Remark 45 ensures that,
starting from any state q, we can read infinite words so this automaton can be viewed as a
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Bu¨chi automaton. Let Y be the set valβ(0 ⋆ L(A)). By Lemma 58 Y is closed since so is A.
We also have Y = X because if we consider the GDIFS built from A as we did in the first
part of the proof, we would obtain the initial GDIFS whose attractor is {Ki | 1 ≤ i ≤ m}
and we would get Y =
⋃
1≤i≤lKi = X. 
Now let us extend the definition of b-kernel and of b-self-similar set to real numbers β and
arbitrary alphabets C. Let β be a real number greater than 1 and let C be the alphabet
{−c,−c + 1, . . . , 0, . . . , c} for c ∈ Z≥1. We let C[β] denote the set of polynomials in β with
coefficients in C, i.e., C[β] = {valβ(u ⋆ 0ω) | u ∈ C+} and for k ∈ Z≥0, we let C<k[β]
denote the set of polynomials of degree less than k in β with coefficients in C, i.e., C<k[β] =
{valβ(u ⋆ 0ω) | u ∈ C≤k}. We extend these notation to the multidimensional case, i.e.,
C[β] = C[β]× · · · × C[β]︸ ︷︷ ︸
n times
and C<k[β] = C<k[β]× · · · × C<k[β]︸ ︷︷ ︸
n times
.
Definition 60. A compact set X ⊂
[
−c
β−1 ,
c
β−1
]n
is (β,C)-self-similar if its (β,C)-kernel is
finite, where the (β,C)-kernel of X is the family of sets
Nk,b(X) = β
kX − b ∩
[ −c
β − 1 ,
c
β − 1
]n
,
with k ∈ Z≥0 and b ∈ C<k[β].
Example 61. Let us consider the notation of Example 49. If A˜3 is the alphabet {−2,−1, 0, 1, 2},
then the set XT ∪ (−XT ) is (3, A˜3)-self-similar since its (3, A˜3)-kernel is {XT ∪ (−XT ),XT ∪
{−1},−XT ∪ {1},XT ,−XT , {1}, {−1}, ∅}.
Theorem 62. Let β be a Pisot number and C be the alphabet {−c,−c + 1, . . . , 0, . . . , c} for
c ∈ Z≥1. If X ⊂ Rn is a finite union of compact sets belonging to the attractor of a GDIFS
whose similarities are of the form Sa(x) =
x+a
β
for a ∈ C, then X is (β,C)-self-similar.
We will need the following result where, again, algebraic properties of β enter the picture.
Theorem 63 (Berend and Frougny [BF94, FS10]). Let β > 1 be a real number. The set
C[β] ∩
[
−c
β−1 ,
c
β−1
]
is finite for all alphabets C = {−c,−c + 1, . . . , 0, . . . , c}, c ∈ Z≥1, if and
only if β is a Pisot number.
Proof of Theorem 62. By Theorem 50, the GDIFS has a unique attractor {Ki | 1 ≤ i ≤ m}.
Suppose that X = K1 ∪K2 ∪ · · · ∪Kr, r ≤ m. For all vertices p and q of the directed graph,
we let Eℓpq denote the set of words a1 · · · aℓ of length ℓ over C for which there is a sequence
of vertices q = q0, . . . , qℓ = p of the directed graph such that for all i, Sai labels an edge from
qi−1 to qi. For all i ∈ {1, . . . ,m} and all ℓ ≥ 1, it comes
Ki =
m⋃
j=1
⋃
a1···aℓ∈E
ℓ
ij
Sa1 ◦ · · · ◦ Saℓ(Kj)
and so
(1) X =
r⋃
i=1
m⋃
j=1
⋃
a1···aℓ∈E
ℓ
ij
Sa1 ◦ · · · ◦ Saℓ(Kj).
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Let us prove that the collection of sets
Nℓ,b(X) = β
ℓX − b ∩
[ −c
β − 1 ,
c
β − 1
]n
, ℓ ∈ Z≥0, b ∈ C≤ℓ[β]
is finite. Using (1), we get, for some ℓ and b,
Nℓ,b(X) =

βℓ

 r⋃
i=1
m⋃
j=1
⋃
a1···aℓ∈E
ℓ
ij
Sa1 ◦ · · · ◦ Saℓ(Kj)

− b

 ∩
[ −c
β − 1 ,
c
β − 1
]n
=
r⋃
i=1
m⋃
j=1
⋃
a1···aℓ∈E
ℓ
ij
((
βℓSa1 ◦ · · · ◦ Saℓ(Kj)− b
)
∩
[ −c
β − 1 ,
c
β − 1
]n)
Let D be the alphabet {−2c,−2c + 1, . . . , 0, . . . , 2c}. Observe that we have
βℓ (Sa1 ◦ · · · ◦ Saℓ(Kj))− b = Kj +
(
aℓ + βaℓ−1 + β
2aℓ−2 + · · ·+ βℓ−1a1
)
− b
and
x = aℓ + βaℓ−1 + β
2aℓ−2 + · · ·+ βℓ−1a1 − b ∈ D[β],
where
D = D × · · · ×D︸ ︷︷ ︸
n times
.
Since Kj is included in
[
−c
β−1 ,
c
β−1
]n
, Theorem 63 implies that there is only a finite number
of x ∈ D[β] such that
(Kj + x) ∩
[ −c
β − 1 ,
c
β − 1
]n
is nonempty and this number does not depend on ℓ. Consequently, if F is the family of sets
(Kj + x) ∩
[ −c
β − 1 ,
c
β − 1
]n
, x ∈ D[β], j ∈ {1, . . . ,m},
then F is finite and any set Nℓ,b is a finite union of elements of F . The (β,C)-kernel of X is
thus finite. 
Theorem 64. Let β > 1 be a real number and C be the alphabet {−c,−c + 1, . . . , 0, . . . , c}
for c ∈ Z≥1. If X ⊂
[
−c
β−1 ,
c
β−1
]n
is (β,C)-self-similar, then X belongs to the attractor of a
GDIFS whose similarities are of the form Sa(x) =
x+a
β
for a ∈ C.
Proof. Let
N (X) = {Nki,bi(X) | i ∈ {1, . . . ,m}, ki ∈ Z≥0,bi ∈ C<ki[β]}
be the (β,C)-kernel of X. We will build a GDIFS with m vertices, whose attractor is N (X).
This will prove the result since X belongs to N (X): X = N0,0(X).
For all k ∈ Z≥0 and all b ∈ C<k[β], we let fk,b denote the function x 7→ x+bβk . It comes
Nk,b(X) = f
−1
k,b(X) ∩
[ −c
β − 1 ,
c
β − 1
]n
and, for all k1, k2,b1,b2,
f−1
k1+k2,βk2b1+b2
= f−1k2,b2 ◦ f−1k1,b1
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Thus, for all k ∈ Z≥0 and all b ∈ C<k[β], we have⋃
a∈C
f1,a
(
Nk+1,βb+a(X)
)
=
⋃
a∈C
f1,a
(
f−1k+1,βb+a(X) ∩
[ −c
β − 1 ,
c
β − 1
]n)
=
⋃
a∈C
f−1k,b(X) ∩ f1,a
([ −c
β − 1 ,
c
β − 1
]n)
= f−1k,b(X) ∩
⋃
a∈C
f1,a
([ −c
β − 1 ,
c
β − 1
]n)
= f−1k,b(X) ∩
[ −c
β − 1 ,
c
β − 1
]n
= Nk,b(X)
To complete the proof, we build the following GDIFS whose attractor is N (X):
(1) the vertices of the directed graph are v1, . . . , vm, each vi corresponding to Nki,bi(X);
(2) for all vertices vi and vj, there is an edge from vi to vj if there is a letter a ∈ C such
that Nkj ,bj = Nki+1,βbi+a. This edge is labeled by f1,a = Sa.

We show that Conjecture 41 follows from Theorem 43, Theorem 57 and Theorem 64.
First, notice that rational polyhedra and sets definable in 〈R,Z,+,≤〉 are two equivalent
notions. More precisely, the theory 〈R,Z,+,≤〉 admits the elimination of quantifiers [FR75].
As a consequence of this result, a set is definable by a first order formula in 〈R,Z,+,≤〉 if
and only if it is a finite union of polyhedra whose vertices have rational coordinates. Indeed,
such a set can be expressed as a finite Boolean combination of linear constraints with rational
coefficients.
Let b ≥ 2 be an integer. It is clear that a finite union of polyhedra whose vertices have
rational coordinates is b-self-similar.
Let b, b′ ≥ 2 be two multiplicatively independent integers. Let X ⊂ [0, 1]n be a compact
set that is both b- and b′-self-similar. Applying first Theorem 64 and then Theorem 57, the
base b expansions of the elements in X are accepted by a trim Bu¨chi automaton that is closed.
From Remark 56 this automaton is also weak and we can therefore use Theorem 43.
6. Further work
To conclude the paper, let us describe what are the constructions for which an analogue of
Cobham’s theorem exists.
In Figure 1, the small ellipse concerns IFS and the analogue of Cobham’s theorem is
Theorem 48 for homogeneous IFSs in R. As explained in the introduction of the paper, this
result can been extended to non-homogeneous IFSs satisfying the strong separation condition
in Rn [EKM10].
In the small rectangle, an analogue of Cobham’s theorem exists in Rn for β ∈ Z: it is
Theorem 43. Another one also exists in the big ellipse but the condition of independence of
the integer bases is stronger: b and b′ cannot share common prime factors [BBB10].
There exist sets that do not belong to any of these cases, for instance the Rauzy frac-
tal (Example 46). Let α be a complex root of the polynomial x3 − x2 − x − 1. The
Rauzy fractal is the attractor of a non-homogeneous IFS (contraction ratios are different
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powers of α) not satisfying the strong separation condition. It is also the attractor of a
homogeneous GDIFS with contraction ratio α. Finally, it is the set of complex number{∑+∞
i=3 uiαi | ∀i ≥ 3, ui ∈ {0, 1} and uiui+1ui+2 6= 111
}
; the α-representation of its elements
are therefore accepted by some Bu¨chi automaton. Since these constructions do not meet the
settings where an analogue of Cobham’s theorem is known, there currently exists no result
attesting that this set cannot be obtained in another way (through an IFS, a GDIFS or an
automata for instance) with some contraction ratio “independent” from α.
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