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With a statistical measure of distance, we derive a classical uncertainty relation for processes
traversing nonequilibrium states both transiently and irreversibly. The geometric uncertainty asso-
ciated with dynamical histories that we define is an upper bound for the entropy production and
flow rates, but it does not necessarily correlate with the shortest distance to equilibrium. For a
model one-bit memory device, we find that expediting the erasure protocol increases the maximum
dissipated heat and geometric uncertainty. A driven version of Onsager’s three-state model shows
that a set of dissipative, high-uncertainty initial conditions, some of which are near equilibrium,
scar the state space.
Myriad phenomena generate structures and patterns
that are unique outside of thermodynamic equilibrium.
Efforts to understand these processes stretch back to
the very beginnings of thermodynamics – a pinnacle of
physics that encapsulates the quantitative understanding
of energy transfer and transformations [1]. A powerful
approach to studying thermodynamic processes focuses
on uncertainty principles [2–4]. Thermal uncertainty re-
lations have strong resemblances to their quantum coun-
terparts and rest on the foundations of equilibrium sta-
tistical mechanics. The recent introduction of nonequi-
librium uncertainty relations [5, 6] has generated a flurry
of activity [7–13], but these results are largely restricted
to nonequilibrium steady-states. They leave open the
question of whether there are uncertainty relations for
processes that are transient and nonstationary. We ad-
dress this question here.
There are growing links between thermodynamics and
information [14–17], some of which place bounds [18–
20] on entropy changes [21]. One important example in
this context is the erasure of physically-stored informa-
tion, which dissipates heat and limits the computational
power of physical devices [22]. There is still much to
be done to disentangle physical and logical irreversibil-
ity in order to clarify the processing of information and
thermodynamic function [23]. Of particular interest are
extending predictions into practically important regimes
where erasure is fast and devices are small – when dy-
namics and statistical fluctuations rule. Progress in this
direction requires a firm grasp on the information in the
distributions [24] sampled by processes driven transiently
away from equilibrium.
For nonstationary processes, it is natural to treat the
distributions evolving under certain control parameters
through ideas formalized in information geometry [25–
29]. There, the focus is on the structure of the mani-
fold of probability distributions, along with the distance
and velocity paths traversed by the dynamics of the sys-
tem. Though often presented in a general setting [25],
information geometry has connections to thermodynam-
ics [30–34]. For nonstationary irreversible processes, re-
sults are scarce, however, and our understanding between
thermodynamics and information geometry remains in-
complete. A significant challenge to the development of a
statistical-mechanical theory for nonstationary processes
is that there are few restrictions on the possible nonequi-
librium distributions over paths or states. In this Letter,
we establish a fundamental connection between the accel-
eration of the Shannon entropy and the Fisher informa-
tion that enables us to bring the mathematical machinery
of information geometry to bear on the problem.
Notation and setting.– At the ensemble level, a path
is the set of probability distributions a system sam-
ples as it evolves over a finite time interval. We de-
fine the set of probability distributions P(Ω) = {p :
Ω → R | px(t) > 0,∀x ∈ Ω,
∑
x px(t) = 1}. A sub-
set of these distributions belong to the manifold Θ ={
p(x|θ(t)) : θ(t) = {θ1(t), θ2(t), . . . , θN (t)}}, where θ(t)
represents the time-dependent control parameters [25]
determining the path across the manifold. Empirically,
one could sample trajectories through the system state
space and construct a distribution at each moment in
time from the ensemble of realizations (each distribution
being a point on Θ in the large sample limit). Together,
these distributions are the “path” in probability space
between the initial distribution, p(t0), and the final dis-
tribution, p(tf ), over the time interval τ = tf − t0. Here,
we assume no particular form for the distributions and
instead consider the system dynamics governed by the
master equation
p˙x(t) =
∑
y
Wxy(θ(t))py(t), (1)
where p˙x(t) = dpx(t)/dt and Wxy(t) is the transition rate
from state y → x. The occupation probability px(t) =
p(x|θ(t)) for state x is conditional on the control param-
eters θ(t). The rate matrix W(t) also depends on θ(t)
and follows the usual conventions: for Wxy(t) ∈ W(t),
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2Wxy(t) > 0 when x 6= y and Wyy(t) = −
∑
x6=yWxy(t) so
that
∑
xWxy(t) = 0.
A system satisfies detailed balance if the currents
or thermodynamic fluxes, Cxy(t) = Wxy(t)py(t) −
Wyx(t)px(t), are zero for all x, y. Otherwise, the exis-
tence of current implies the system is undergoing an ir-
reversible process [35]. The current is related to the dy-
namics through the master equations, p˙x(t) =
∑
y Cxy(t).
But, it does not satisfy the requirements of a metric and,
so, cannot be used to quantify the distance from equi-
librium. However, it is well known that the Fisher in-
formation is a metric [36], providing a notion of distin-
guishability between neighboring distributions related by
the time-evolution of the dynamics. Here, we arrive at
the Fisher information and the “geometric uncertainty”
accumulated along a path across Θ through the matrix,
Exy(t) = Wxy(t)− Cxy(t)
2py(t)
. (2)
The results that follow are built on the foundation set
by the properties of this matrix (see Supplemental Ma-
terial (SM)). Even when the current is nonzero, this ma-
trix satisfies a detailed balance condition, Exy(t)py(t) =
Eyx(t)px(t). It is similar to a symmetric matrix and,
thus, has a complete set of eigenvectors and real eigen-
values [37]. Matrices with a similar form and func-
tion are known for discrete-time, discrete-state Markov
chains [38, 39] but not for continuous-time Markovian
dynamics. As we will show, E allows us to connect the
Fisher information (from information geometry) to the
entropic acceleration (from thermodynamics).
Fisher information and thermodynamics.– The Fisher
matrix [25],
gij =
∑
x
px(t)
∂ ln px(t)
∂θi
∂ ln px(t)
∂θj
, (3)
is a metric tensor that gives a statistical measure of
distance over a manifold of probability distributions,
ds2 =
∑
i,j gijdθidθj . The Fisher information, IF (t), re-
flects a change in a probability distribution with respect
to a set of control parameters [40]. When parametrized
by time it is
IF (t) =
∑
i,j
dθi
dt
gij
dθj
dt
=
∑
x
px(t)
[
d ln px(t)
dt
]2
. (4)
Thus far, the Fisher information is purely a mathematical
construction. However, we can relate it to the accelera-
tion of the entropy through the entropy production/flow
and thereby add to the known connections between in-
formation and thermodynamics.
Shannon [41] showed that Iy(t) = − ln py(t) is the
information associated with state y. The difference
Ixy(t) = − ln py(t)/px(t) is then the local difference in
information or “surprise” between state y and state x.
With this context, consider the Shannon entropy entropy
rate,
S˙(t) ≡ −
∑
x
p˙x(t) ln px(t) = −〈〈I(t)〉〉, (5)
which we express as an average, 〈〈·〉〉 ≡∑
x,yWxy(t)py(t)[·], that is equivalent to an aver-
age over the current (up to a factor of 1/2) [42].
The connection to nonequilibrium thermodynamics
comes from decomposing the entropy rate at any
instant in time, S˙ = S˙i + S˙e, into the entropy pro-
duction rate from sources in the system, S˙i, and
the rate of entropy exchange with the environment,
S˙e = −∑x,yWxy(t)py(t) lnWxy(t)/Wyx(t) [43]. The
entropy production S˙i = 〈〈F 〉〉 is an average of the gener-
alized forces, Fxy = lnWxy(t)py(t)− lnWyx(t)px(t) [42],
which multiplied by Boltzmann’s constant, kB , are the
thermodynamic affinities [35]. Here, we set kB = 1.
The second derivative of the Shannon entropy is the
“entropic acceleration”,
S¨(t) = − d
dt
〈〈I(t)〉〉 = −
∑
x
p¨x(t) ln px(t)− 〈〈I˙(t)〉〉. (6)
Our first main result is that this acceleration relates
to the Fisher information, which for nonstationary irre-
versible Markovian processes is an average over the rate
of information change in the system,
IF (t) = −
∑
x,y
Wxy(t)py(t)
d
dt
ln
[
Eyx(t)
Exy(t)
]
= 〈〈I˙(t)〉〉. (7)
Combining Eq. (6) and (7), shows that the Fisher infor-
mation and the entropic acceleration are related:
S¨(t) = −
∑
x
p¨x(t) ln px(t)− IF (t) = S¨i + S¨e. (8)
This result can be cast in matrix form with E(t) (SM),
which can also be expressed in terms of the thermody-
namic forces. The entropic acceleration measures the
rate at which the bulk information changes in time,
the Fisher information is the local rate of information
change on average, and the remainder is their sum,
C = −∑x p¨x(t) ln px(t) = d〈〈I 〉〉/dt+ 〈〈dI/dt〉〉.
Uncertainty and deviations from the geodesic.– Now,
by introducing a measure of uncertainty over a path
across Θ, these results enable us to show that for any
initial and final distribution, the entropy rate is bounded
from above by the contributions from the local and bulk
information rates and the geometric uncertainty about
the path. Rao showed the Fisher information matrix
satisfies the requirements of a metric [36] and, so, the
Fisher information relates to the line element between
two distributions infinitesimally displaced from one an-
other, ds2 = IF (t) dt
2. The length, L, of a path on the
3(a) (b) (c)
FIG. 1. Scars on the state space (a)-(c) emerge over time from initial conditions that ultimately dissipate and have higher
path uncertainties. The entropy rate ∆S˙ = S˙(tf ) as a function of time τ for five initial conditions equidistant from equilibrium
(colors correspond to (b)). The initial conditions are marked by circles in (b), which shows the positive octant of a sphere
colored by S˙(tf ) when the path reaches the stationary distribution (white square). At t = 0, S˙(t0) = 0. (c) The upper bound
for S˙(t), C − σ2τ/2, for the five select initial conditions as a function of time.
manifold Θ can then be measured with the statistical
distance [44], L = ∫ tf
t0
dt
√
IF (t). The Cauchy-Schwarz
inequality yields the statistical divergence,
J ≡ τ
∫ tf
t0
dt IF (t) ≥ L2. (9)
Previous work has shown that J −L2 ≥ 0 is a temporal
variance [27, 28], and that, in one representation, can
measure cumulative fluctuations in the rate coefficients
for irreversible decay processes [45].
In the current context, the difference between the two
terms of the Cauchy-Schwarz inequality equals the vari-
ance or “geometric uncertainty” of the path connect-
ing p(t0) and p(tf ) that measures the cumulative devi-
ations from the geodesic. To illustrate this interpreta-
tion, we define the time average for a function, A(t), as
E[A(t)] = τ−1
∫ tf
t0
dtA(t). The difference between the
time average of IF and the squared time-average of
√
IF
over the path is the time-averaged variance
σ2 =
J − L2
τ2
= E [IF ]− E
[√
IF
]2
≥ 0. (10)
This geometric uncertainty is the cumulative deviation
from the geodesic connecting the initial and final distri-
butions. It depends on the path and the initial and final
distributions. We expect it to be nonzero for most irre-
versible processes. One notable exception are paths fol-
lowing the geodesic connecting two distributions. These
paths correspond to the condition J = L2 [44] and a
variance of zero. These “certain” paths are irreversible,
nonstationary paths with zero geometric uncertainty.
It has previously been shown that measuring cumu-
lative deviations from the geodesic amounts to measur-
ing the cumulative fluctuations in nonequilibrium observ-
ables [33, 45]. Past work has also used statistical dis-
tances (though with other metrics) to measure the dissi-
pation associated with quasistatic transformations [46].
These results, however, do not connect thermodynamic
quantities such as the entropic acceleration to the Fisher
information for general nonstationary irreversible pro-
cesses as we do here.
Our second main result is a bound on the entropy rate
by the geometric uncertainty. It follows from recognizing
that the variance satisfies the inequality:
σ2 ≤ 1
τ
∫ tf
t0
dt
(
IF + E
[√
IF
]2)
≤ 2J
τ2
. (11)
The last step uses J − L2 ≥ 0 and the nonnegativity of
the variance. Defining I ≡ τ−1 ∫ tf
t0
dt 〈〈I˙ 〉〉, this relation
becomes
I σ−2 ≥ 1
2
. (12)
The intuition behind this uncertainty relation is that
different paths across the manifold of probability dis-
tributions Θ can lower the time-averaged rate of infor-
mation change I, but only at the expense of a corre-
sponding decrease in uncertainty (a smaller excursion
from the geodesic). Simply put, the uncertainty places
a bound on the cumulative rate of information change.
It is worth noting that this information-uncertainty ra-
tio is valid for nonstationary, irreversible paths over any
finite time interval between arbitrary probability distri-
butions. To test this inequality, one only needs the basic
ingredients of a Markov state model, models that have
proven useful for discovering collective variables and an-
alyzing rare events in diverse areas, including protein
(un)folding [47, 48].
Another way to write the uncertainty relation is in
terms of the entropic acceleration, Eq. (8). Upon inte-
grating, it becomes a bound on the entropy rate
∆S˙ ≤ C − σ
2τ
2
, (13)
where, again, C = − ∫ tf
t0
dt
∑
x p¨x(t) ln px(t) and ∆S˙ =
S˙(tf ) − S˙(t0). The quantities C and σ2τ/2 can both be
zero only in a stationary state – that is, this uncertainty
relation applies specifically to the nonstationary regime
4– and are measurable from occupation/transition prob-
abilities. A direct connection to previous stationary un-
certainty relations appears to be a subtle question. How-
ever, the present result has a clear physical meaning: the
entropy rate (from thermodynamics) is bounded by con-
tributions from the local and bulk information dynamics
and cumulative deviations from the geodesic (from infor-
mation geometry). When no heat is exchanged, these in-
formation dynamics bound the entropy production. And,
when there are no internal sources of entropy production,
they bound the entropy (heat) flow.
The results so far avoid any assumptions about the
probability distributions, rate of driving, or “closeness”
to equilibrium. For additional insight into the bounds
placed on energy exchange, consider a system in con-
tact with a heat bath at fixed temperature T , in which
the energy of each state of the system is driven slowly.
At each moment in time, the probability of state x is
px(t) = e
−βx(t)/Z(t), where x(t) is the energy of state
x and Z(t) is the partition function. Eq. (34) becomes
τ−1
∫ tf
t0
Var [˙(t)] dt ≥ σ2/2β2. The uncertainty measures
the cumulative deviations from constant energy rate fluc-
tuations. The geodesic corresponds to a path where the
energy rate fluctuations are time independent. During a
nonstationary process operating near this bound, lower-
ing the time-average fluctuations in energy flux will mean
smaller excursions from the geodesic where these fluctu-
ations and IF (t) are constant: IF (t) = β
2Var [˙(t)] ≥ 0.
Uncertainty scarring in a single-cycle chemical
reaction.– To illustrate these results, we adapt the kinetic
scheme used by Onsager to demonstrate the reciprocal re-
lations of irreversible thermodynamics [49]. The model
consists of three states and a kinetics driven by the time-
dependent rate coefficients, k+ = 4 atan(ω1t) and k
− =
4 atan(ω2t), with ω1 = 4 and ω2 = 6. The inverse tangent
function ensures that for large t, every path reaches the
same stationary distribution, p∞x = (1/3, 1/3, 1/3). Our
criterion for a path to reach the stationary distribution
is that each initial condition must evolve to be within
‖px(t)− p∞x ‖2 ≤ 5× 10−3 of the stationary distribution.
Under the transformation γx(t) ≡
√
px(t), the system
travels across the positive octant of a sphere (Fig. (1)).
This system and driving protocol localize the effects of
the initial condition on the geometric uncertainty about
the nonequilibrium path (SM). What we find is that the
distance from the stationary state says little about the
uncertainty or the entropy rate (dissipation rate). Fig-
ure (1b) shows ∆S˙ = S˙(τ) for all physically-relevant ini-
tial conditions (color indicates final S˙). Five initial con-
ditions are marked (open circles), each point equidistant
from the equilibrium state, p∞x (white square). While
these initial conditions are all equally “far” from equilib-
rium, their entropy rates exhibit different behavior over
time (Figure (1a), color corresponds to those in (b)).
Moreover, paths originating on the “scar” (Fig. (1b)),
have a larger maximum value of S˙(τ) than those launched
FIG. 2. Accelerating the erasure of information (destroying
state x = 0), by increasing ω, generates more (a) uncertainty
(σ2τ/2, dashed lines) about the erasure path and maximum
heat dissipated (〈〈q(t)〉〉, solid lines). (b) The heat dissipated,
〈〈q(t)〉〉, follows the geodesic (σ2 ≈ 0) up until the maximum
amount of heat is being released. Beyond that point, the
system undergoes entropic deceleration. Time series are from
p(t0) = [0.5, 0.5] to p(tf ) = [1, 0] for ω = [0.05, 0.2, 7 = 0.3]
shown in blue, black, and red lines, respectively.
from off it. These initial conditions are also unique in
that they all dissipate for a period of time. Initial con-
ditions off the scar do not dissipate. Regardless of the
dissipative nature of these paths, the uncertainty rela-
tion holds. The time dependence of the upper bound is
shown in Fig. (1c) for the same five initial conditions.
Again, those initial conditions originating in the scar
have a larger uncertainty and upper bound the entropy
rate. Overall, these results are evidence that the dis-
tance from the stationary state can be a poor predictor
of transient nonequilibrium behavior.
Landauer’s principle and information erasure.– Per-
haps nowhere is the connection between information and
thermodynamics more apparent than in Landauer’s prin-
ciple [50]. According to this principle, erasing one bit of
information requires the dissipation of at least kBT ln 2
thermal energy as heat. Since the bound on ∆S˙(t) in
Eq. (13), holds for any Markovian evolution between any
two distributions, we can explore the connection between
the entropy (heat) dissipation and the uncertainty about
the erasure path. To examine correlation between era-
sure paths and the heat release, we consider the erasure
of one-bit of information in a model memory device.
The model 1-bit memory device initially consists of
two states x = {1, 0} that are equally probable, p(t0) =
[0.5, 0.5]. To measure the heat release, we choose W (t)
such that every distribution is of the form px(t) =
Z(t)−1e−βx(t), where Z(t) is the partition function, β is
the inverse temperature set to one, and x(t) is the energy
at state x (SM). The energy at x = 1, is held fixed and
2(t) = c1 + c2/pi atan(ωt) depends on ω. Here, c1 = 0.2
and c2 = 20. The parameter ω, controls the rate at
kBT ln 2 of energy is dissipated. This restriction on px(t)
means that the entropy rate, S˙ = −∑x,yWxypy(x(t)−
y(t)) = 〈〈q(t)〉〉, is the average heat exchange between
the system and surroundings at an instant in time. From
Eq. (13), we know that 〈〈q(t)〉〉 ≤ C−σ2τ/2. For this sys-
5tem, both C and σ2τ/2 are positive and 〈〈q(t)〉〉 ≤ 0, as
expected. The higher the rate at which heat is dissipated,
the larger the erasure path uncertainty (Fig. (2a)). The
uncertainty does not increase at a constant rate during
the erasure protocol. As energy is initially dissipated,
up to the maximum value, the system approximately fol-
lows the geodesic across Θ and σ2 ≈ 0. Figure (2b)
shows σ2τ/2 is near zero until the system reaches a state
of maximal dissipation, after which the path moves off
the geodesic. The faster physically-stored information is
erased, the faster energy is dissipated and the greater the
resulting uncertainty about the path to equilibrium.
Conclusions.– For processes arbitrarily far from equi-
librium, we have established a bound on the entropy pro-
duction and flow rates via the uncertainty in the path
connecting any two arbitrary distributions. This uncer-
tainty relation holds when the system evolves under a
time-inhomogeneous Markovian dynamics, making it ap-
plicable to a broad class of nonequilibrium processes. It
is clear that even for the classical single-cycle system,
the proximity to the stationary state is a poor indica-
tor of uncertainty: initial conditions that are statistically
equidistant from the stationary state can have dramati-
cally different geometric uncertainties, uncertainties that
we showed are linked to the entropy rate. When erasing
information in a model one-bit memory device, we find
that increasing the speed of erasure comes at the expense
of increasing the rate of energy dissipation and the ge-
ometric uncertainty about the path to equilibrium. We
expect these results to be usefully applied to other kinetic
phenomena, such as (bio)chemical reactions [51, 52], and
further expand the understanding of processes away from
equilibrium, both near and far.
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SUPPLEMENTAL INFORMATION
PROPERTIES OF THE MATRIX, E
In this section, we will derive properties of the matrix,
Exy(t) = Wxy(t)− Cxy(t)
2py(t)
, (14)
that underlie the results in the main text. We will use bra
and ket notation 〈·|·〉, so that given the N×N matrix, E,
we have [E |p〉]x =
∑
y Exypy and [〈p|E]y =
∑
x pxExy.
I. Master equation. The master equation can be re-
cast in terms of the matrix E(t). Multiplying E(t) by
the probability py(t) and summing gives,∑
y
Exy(t)py(t) =
∑
y
(
Wxy(t)− Cxy(t)
2py(t)
)
py(t),
∑
y
Exy(t)py(t) = p˙x(t)− p˙x(t)
2
,
2
∑
y
Exy(t)py(t) = p˙x(t) =
∑
y
Wxy(t)py(t). (15)
The final line shows that E(t) is an alternative represen-
tation of the dynamics governed by the master equation.
We should note that E(t) is not a trivial transforma-
tion of W (t). For example, 2E(t) 6= W (t). Instead, mul-
tiplying E(t) by two, shows that if Cxy(t) = 0 ∀x, y
then E(t) = W (t). In general, however, 2Exy(t) =
Wxy(t)+Wˆxy(t), where Wˆxy(t) is the time-reversed rates
defined [53] by
Wˆxy(t)py(t) = Wyx(t)px(t),
Wˆxy(t) =
1
py(t)
Wyx(t)px(t). (16)
The matrix Wˆ (t) defines the microscopically reverse dy-
namics of Wxy(t), which do not satisfy detailed balance
in general. In fact, only when W (t) satisfies detailed bal-
ance, does Wxy(t)py(t) = Wˆxy(t)py(t).
II. Detailed balance condition. The rate matrix has
the properties that Wxy(t) ∈W(t), Wxy(t) > 0 for x 6= y
and Wyy(t) = −
∑
x6=yWxy(t) so that
∑
xWxy(t) = 0.
Using the last property, the master equation becomes
p˙x(t) =
∑
y 6=x
[Wxy(t)py(t)−Wyx(t)px(t)]
=
∑
y
Cxy(t). (17)
The master equation exhibits detailed balance if each of
the currents vanish; that is, when the currents or thermo-
dynamic fluxes, Cxy(t) = Wxy(t)py(t)−Wyx(t)px(t), are
zero for all x, y. Otherwise, the existence of current im-
plies the system is undergoing an irreversible process [35].
Even for processes that are driven or transiently away
from equilibrium, Cxy(t) 6= 0, the matrix E(t) satisfies
a similar detailed balance condition. Since the master
equation can be recast in terms of E(t), it also has an
analogous form with source and sink terms. Applying
the definition of E(t) to the master equation gives
p˙x(t) =
∑
y 6=x
[Exy(t)py(t)− Eyx(t)px(t) + Cxy(t)]
=
∑
y
[
CExy(t) + Cxy(t)
]
. (18)
In the final line, we define the current (for E(t)) between
states x and y, CExy(t). Comparing this result to Eq. (17)
suggests CExy(t) = 0, akin to detailed balance, but valid
when Cxy(t) 6= 0. To prove this detailed balance condi-
tion, we can expand the current for E(t):
CExy(t) ≡ Exy(t)py(t)− Eyx(t)px(t)
= Wxy(t)py(t)− Cxy(t)
2
−Wyx(t)px(t) + Cyx(t)
2
=
Cxy(t)
2
+
Cyx(t)
2
= 0. (19)
The last equality follows from the anti-symmetry of the
current, Cxy(t) = −Cyx(t). When detailed balance is
satisfied for Cxy(t) it is also satisfied for C
E
xy(t): the
condition for both is Wxy(t)py(t) = Wyx(t)px(t).
III. Symmetrization. As is done at equilibrium with
W (t), we can show that E(t) is similar to a symmetric
matrix, S(t): E(t) v S(t). First, we define
Sxy(t) =
1√
px(t)
Exy(t)
√
py(t). (20)
7To show S(t) is symmetric, we use S(t) and the detailed
balance of E(t):
Exy(t)py(t) = Eyx(t)px(t),√
px(t)Sxy(t)
√
py(t) =
√
py(t)Syx(t)
√
px(t),
Syx(t) = Sxy(t). (21)
Since S(t) is a real, symmetric (Hermitian) matrix, it has
a complete set of eigenvectors and real eigenvalues [37].
Since E(t) is similar to S(t), it also has a complete set
of eigenvectors and real eigenvalues. We note that the
eigenvectors and eigenvalues of both matrices are time
dependent.
The E-representation of the master equation, Eq. (15),
does not imply that W (t) is similar to S(t). From the
definitions of E(t) and S(t), Eq. (14) and Eq. (20), we
know
Exy(t) =
√
px(t)Sxy(t)
1√
py(t)
.
Re-writing in terms of S(t) gives:
Sxy(t) =
1√
px(t)
Wxy(t)
√
py(t)− Cxy(t)
2
√
px(t)py(t)
.
By inspection, W (t) is only similar to S(t) when Cxy(t) =
0 ∀ x, y and E(t) = W (t). It can be further shown that
just because E(t) v S(t) through px(t), this does not
imply ∃ S′(t) v W (t), where S′xy(t) = S′yx(t). Defining
S′(t) as
S′xy(t) =
1√
px(t)
Wxy(t)
√
py(t).
and using the expression for the current,
Cxy(t) = Wxy(t)py(t)−Wyx(t)px(t)
=
√
px(t)S
′
xy(t)
√
px(t)−
√
py(t)S
′
yx(t)
√
px(t),
yields
S′xy(t) =
Cxy(t)√
px(t)py(t)
+ S′yx(t).
Thus, S′(t) cannot be symmetric unless the detailed
balance is satisfied, C(t) = 0, or S′ is the zero matrix.
It is the nonstationary, irreversibility of the system that
prevents W (t) from satisfying a similarity transform –
irreversibility is built into E(t).
IV. Surprisal rate. Shannon [41] identified the in-
formation gained or surprise in observing the state y as
− ln py(t) [24]. Using
∑
xExy(t) = [〈1|E(t)]y, where 〈1|
is a row vector of ones, the surprisal rate is related to E
by
[〈1|E(t)]y =
∑
x
[
Wxy(t)− Cxy(t)
2py(t)
]
=
p˙y(t)
2py(t)
=
1
2
d ln py(t)
dt
. (22)
This relationship also implies, through conservation of
probability, that 〈2|E(t) |p(t)〉 = ∑y p˙y(t) = 0.
V. Fisher information. Underlying the principal re-
sults of the main text is that E(t) is related to the Fisher
information, IF (t), through IF (t) = −〈2| E˙(t) |p(t)〉 =
〈2|E(t) |p˙(t)〉. Differentiating 〈2|E(t) |p(t)〉 with respect
to time gives
d
dt
〈2|E(t) |p(t)〉 = 〈2|E(t) |p˙(t)〉+ 〈2| E˙(t) |p(t)〉 . (23)
The first term on the right-hand side is the Fisher infor-
mation,
〈2|E(t) |p˙(t)〉 = 2
∑
x,y
(
Wxy(t)p˙y(t)− Cxy(t)p˙y(t)
2py(t)
)
=
∑
x,y
1
py(t)
Cyx(t)p˙y(t)
=
∑
y
p˙y(t)
2
py(t)
= IF (t). (24)
The second term is the negative of the Fisher informa-
tion:
〈2| E˙(t) |p(t)〉 = 2
∑
xy
(
W˙xy(t)py(t)
+
Cxy(t)p˙y(t)
2py(t)
− C˙xy(t)
2
)
=
∑
x,y
Cxy(t)p˙y(t)
py(t)
= −
∑
x,y
Cyx(t)p˙y(t)
py(t)
= −IF (t). (25)
From the first to the second line, we use conser-
vation of probability, d/dt
∑
xWxy(t) = 0, and
d/dt
∑
xy Cxy(t) = 0. Plugging Eq. (24) and Eq. (25)
into Eq. (23), we see that the conservation of probability
leads to ddt 〈2|E(t) |p(t)〉 = IF (t)− IF (t) = 0.
VI. Fisher information as entropic acceleration.
With the properties discussed so far, we can arrive at the
first main result: for systems with dynamics that are gov-
erned by continuous-time master equations, the Fisher
8information is part of the entropic acceleration. To show
this, we recognize that the matrix E(t) in Property IV
can be expressed in terms of the generalized thermody-
namic forces,
[〈2|E(t) ]y =
1
py(t)
∑
x
Cyx(t)
=
1
py(t)
∑
x
Wyx(t)px(t)−Wxy(t)py(t)
=
1
py(t)
∑
x
Wxy(t)py(t)
(
Wyx(t)px(t)
Wxy(t)py(t)
− 1
)
=
∑
x
Wxy(t)e
−Fxy(t), (26)
where Fxy(t) = lnWxy(t)py(t)− lnWyx(t)px(t). In Prop-
erty V, we proved that IF = −〈2| E˙(t) |p(t)〉. Using this
relation, together with the definition of the thermody-
namic forces, shows the Fisher information is given by
IF (t) = −〈2| E˙(t) |p(t)〉
= −
∑
x,y
[
d
dt
(
Wxy(t)e
−Fxy(t)
)]
py(t)
= −
∑
x,y
(
W˙xy(t)e
−Fxy(t)py(t)
−Wxy(t)F˙xy(t)e−Fxy(t)py(t)
)
= −
∑
x,y
Wxy(t)py(t)
d
dt
ln
(
py(t)
px(t)
)
= 〈〈I˙(t)〉〉. (27)
Since − ln py(t) is the surprisal of state y at time t, the
quantity 〈〈I˙(t)〉〉 is the time rate of change in the surprisal
difference (between y and x).
To connect IF (t) to the entropic acceleration, we dif-
ferentiate the entropy rate,
S˙(t) =
∑
x,y
Wxy(t)py(t) ln
[
py(t)
px(t)
]
, (28)
with respect to time:
S¨(t) = −
∑
x,y
d
dt
[Wxy(t)py(t)] Ixy −
∑
x,y
Wxy(t)py(t)I˙xy(t)
=
∑
x,y
d
dt
[Wxy(t)py(t)] Ixy(t)− IF (t)
= −
∑
x
p¨x(t) ln px(t)− IF (t), (29)
where Ixy = − ln py(t) + ln px(t). From Eq. (27), the sec-
ond term in the entropic acceleration is minus the Fisher
information. The entropy rate S˙(t) is an average over
the change in information I(t), so S¨(t) can be thought of
as the rate of change of the bulk, or average information,
S¨(t) = d〈〈I(t)〉〉/dt. The Fisher information, though, is
an average over the rate of change in information between
each set of states x and y, IF = 〈〈I˙(t)〉〉. Therefore, the
first term on the right hand side of Eq. (29) is the sum
of the bulk information rate and the average local infor-
mation rate,
−
∑
x
p¨x(t) ln px(t) = S¨ + IF
=
d〈〈I(t)〉〉
dt
+
〈〈
dI(t)
dt
〉〉
. (30)
SPECIAL CASES
An intuitive physical interpretation of the results in
the main text is acquired by considering several special
cases. The Fisher information is
IF ≡ 〈〈I˙ 〉〉 =
∑
x,y
Wxypy I˙xy = 〈〈S¨i〉〉+ 〈〈S¨e〉〉. (31)
It is important to note that the angled brackets on the
outside of the time derivative refer to the average over the
local change, instead of the change in the average quan-
tity, i.e., S¨i 6= 〈〈S¨i〉〉, in general. The average entropic
accelerations 〈〈S¨i〉〉 and 〈〈S¨e〉〉 are defined as
〈〈S¨i〉〉 =
∑
x,y
Wxy(t)py(t)
d
dt
ln
(
Wxy(t)py(t)
Wyx(t)px(t)
)
(32)
and
〈〈S¨e〉〉 = −
∑
x,y
Wxy(t)py(t)
d
dt
ln
(
Wxy(t)
Wyx(t)
)
. (33)
The uncertainty relation can be written as∫ tf
t0
dt IF =
∫ tf
t0
dt
[
〈〈S¨i〉〉+ 〈〈S¨e〉〉
]
≥ σ
2τ
2
. (34)
Steady-states. In a steady state, p˙x = 0 and the Fisher
information is IF = 0. As a consequence, there is zero
path uncertainty σ2 = I = 0. From Eq. (31), this means
that the local entropy production rate and entropy flow
rate are exactly in balance: 〈〈S¨i〉〉 = 〈〈F˙ 〉〉 = −〈〈S¨e〉〉.
Geodesic. If the average local rate of information
change is constant, (i.e., the path is certain):
I = 〈〈I˙ 〉〉 = 〈〈S¨i〉〉+ 〈〈S¨e〉〉 (geodesic). (35)
The average local entropic acceleration is constant, inde-
pendent of time and distance from the final distribution.
Zero entropy flow. If the entropy flow is zero, say,
when the system is connected to an idealized bath [42],
then the uncertainty principle becomes
τ−1
∫ tf
t0
dt 〈〈S¨i〉〉 ≥ σ
2
2
. (36)
9Zero entropy production. If the entropy production
is zero, then the uncertainty principle becomes
τ−1
∫ tf
t0
dt 〈〈S¨e〉〉 ≥ σ
2
2
. (37)
Exponential probability distributions. While the
above results are independent of the form of the proba-
bility distributions, the special case of an exponential en-
ergy distribution gives further physical insight. Of partic-
ular interest is a single-component, homogeneous, closed
system at thermal equilibrium with a reservoir at inverse
temperature β = 1/kBT :
px(t) = Z
−1e−βx(t). (38)
Using the detailed balance condition (Property II above),
which holds regardless of the distribution, the probability
of state y relative to state x is
py(t)
px(t)
=
Eyx(t)
Exy(t)
= e−β[y(t)−x(t)] = e−βqyx(t). (39)
We define the energy exchanged as heat during the tran-
sition from x to y as qyx = y(t) − x(t). With this
definition, the Fisher equation and the heat are directly
related,
IF (t) = −β〈〈q˙(t)〉〉xy = −
∑
xy
Wxy(t)py(t)q˙xy(t)
= −β〈〈˙(t)〉〉 = −
∑
xy
Wxy(t)py(t)˙x(t). (40)
As a result, the Fisher information is the rate at which
energy flows into the system as heat, scaled by the tem-
perature of the reservoir. The time average of this quan-
tity appears in the uncertainty principle, the second main
result in the paper. For a system evolving along the
geodesic, −β〈〈q˙(t)〉〉xy is independent of time: energy is
exchanged between the system and reservoir as heat at a
constant rate.
For this special case, we have the Shannon information,
S(t) = −
∑
x
px(t) ln px(t) = β 〈(t)〉 , (41)
the entropy rate,
S˙(t) =
∑
xy
Wxy(t)py(t) ln
py(t)
px(t)
= β〈〈q(t)〉〉xy, (42)
and the entropic acceleration,
S¨(t) = β
d
dt
〈〈q(t)〉〉xy
= β
∑
x
d
dt
[Wxy(t)py(t)] qxy(t) + β
〈〈
dq(t)
dt
〉〉
xy
= β
∑
x
p¨x(t)x(t) + β
〈〈
dq(t)
dt
〉〉
xy
. (43)
We now drop the subscript xy on the average. Integrating
from an initial time, t0, to a final time, tf , shows that
over any arbitrary interval of time,
〈〈q(t)〉〉∣∣tf
t0
=
∫ tf
t0
dt
∑
x
p¨x(t)x(t) +
∫ tf
t0
dt〈〈q˙(t)〉〉, (44)
there are two contributions to the energy exchanged as
heat. We note that if the heat flow is constant, as in a
nonequilibrium steady-state, or zero, as in an equilibrium
state, then both sides of this equality must vanish. Also,
we can recognize the second term as the time-integrated
(necessarily positive) Fisher information up to a factor
of β. In this case, the first inequality in the main text is
β
τ
∫ tf
t0
dt〈〈q˙(t)〉〉 ≥ σ
2
2
. (45)
Using this inequality, we get
〈〈q(t)〉〉∣∣tf
t0
≤
∫ tf
t0
dt
∑
x
p¨x(t)x(t)− σ
2τ
2β
. (46)
Energy fluctuations. Crooks, [54] showed that for a
canonical ensemble, the Fisher information is equal to the
infinitesimal change in energy with respect to a change
in the control parameter,
IF (θ) = β
2
〈(〈
∂
∂θ
〉
− ∂
∂θ
)2〉
. (47)
If β is the control parameter, this expression becomes
the variance measuring energy fluctuations around equi-
librium. Here, we derive a similar result. We will also
assume that our distributions are exponential, but that
the control parameter (here, time) is varied smoothly and
arbitrarily. The distributions are then time dependent
and β is fixed. In this case, IF measures the fluctuations
in the energy rates. Given px(t) = Z(t)
−1 exp(−βx(t)),
the change in probability is,
p˙x(t) = −β˙x(t)px(t)− px(t) Z˙
Z
= −β˙x(t)px(t) + βpx(t)
∑
x
˙x(t)px(t). (48)
Writing the ensemble average as
∑
x px(t)[·] = 〈·〉,
−d ln px(t)
dt
= β〈˙(t)〉 − β˙x(t),(
d ln px(t)
dt
)2
= β(˙x(t)− 〈˙(t)〉)2,
∑
x
px(t)
(
d ln px(t)
dt
)2
= β2Var[˙(t)],
IF (t) = β
2Var[˙(t)]. (49)
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FIG. 3. Scars on the state space (a)-(c) appear over time from either higher information rates or low path uncertainties. (a)
Initially, all initial conditions have a low ratio of the cumulative rate of information change, I, and uncertainty, σ2. (b) At
intermediate times, different initial conditions have a drastically different value of I/σ2. (c) At long times, slow initial conditions
are washed out by time averaging but those scarring the state space reach the stationary state (open circle) quickly. (d) The
uncertainty and cumulative rate of information change for four representative initial conditions. Green and blue lines are initial
conditions an equal distance from the stationary state (colored according to the value of I/σ2). Yellow lines correspond to the
bright I/σ2 regions in (c).
In this case, the energy is playing the role of our control
parameter and β is held fixed, so the Fisher information
measures the fluctuations in the energy rate. Using the
first inequality from the main text gives,
β2
τ
∫ tf
t0
dtVar[˙(t)] ≥ σ
2
2
. (50)
The uncertainty over the path lower bounds time-
averaged fluctuations of the energy rates. The geodesic
is a path traversed when systems have no fluctuations
in the energy rate. All other paths will have a positive
variance.
MODELS
Landauer principle. Consider a system initially ex-
changing energy with the reservoir at inverse temperature
β and relaxing to thermal equilibrium. The two states
x = {1, 0} are observed with probability px(t0) = [.5, .5]
initially and px(tf ) = [1, 0] at the final time. The net
result is the erasure of state x = 0. So that the heat can
be measured during this evolution, we choose a driving
protocol such that px(t) = Z(t)
−1e−βx(t), where Z(t) is
the partition function, β is the inverse temperature of the
bath, and x(t) is the energy at state x.
To ensure that our dynamics generates the prescribed
sequence of distributions, we work backwards. Given
px(t) for t0 ≤ t ≤ tf , we estimate p˙x(t) = [px(t + δt) −
px(t)]/δt, where δt = 1 × 10−4 was used for all simula-
tions. To find the W (t) that satisfies W (t) |p(t)〉 = |p˙(t)〉,
we solve the system of linear equations using conservation
of probability, W11(t) = −W21(t), W22(t) = −W12(t).
There is an infinite family of W (t) that satisfies these
conditions given by,
W (t) =
[
−A p˙1(t)+Ap1(t)p2(t)
A − p˙1(t)+Ap1(t)p2(t)
]
. (51)
We set A, which is arbitrary, to one. To calculate the
second inequality in the main text, we need to evaluate
−∑x p¨x(t) ln px(t). Given px(t) = Z(t)−1e−βx(t), the
first and second derivatives give,
p˙x(t) = βpx(t) (˙2(t)p2(t)− ˙x(t)) . (52)
p¨x(t) =βp˙x(t) [˙2(t)p2(t)− ˙x(t)] +
+ βpx(t) [˙2(t)p˙2(t) + ¨2(t)p2(t)− ¨x(t)] . (53)
For the energies, we hold 1(t) = 2(t0) constant, mak-
ing our initial distribution px(t0) = [0.5, 0.5], and vary
2(t) = c1 +
c2
pi atan(ωt), where we use c1 = 0.2, and
c2 = 20. The first and second derivatives for px(t) are
then
˙2(t) =
20ω
pi[1 + ω2t2]
, (54)
¨2(t) =
−40ω3t
pi[1 + ω2t2]2
. (55)
FIG. 4. The maximum instantaneous average heat and
maximum uncertainty grow linearly with increasing driving
rate, ω. The coefficients for max |〈〈q(t)〉〉| = a1ω + a2 are,
a1 = 1.349, a2 = −1.096 × 10−5, while for max[σ2τ/2] they
are a1 = 1.477 and a2 = −0.02.
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FIG. 5. Kinetic scheme for a driven version of Onsager’s
three-state model with (a) symmetry and (b) broken sym-
metry.
In the main text, we describe how the system ini-
tially follows the geodesic and only deviates after the
maximum heat has been dissipated. We also find for
this system that both max |〈〈q(t)〉〉| and max[σ2τ/2]
increase linearly with ω. For 20 evenly spaced values of
ω, ranging from 0.05 to 1.1 we evolve each for the same
time, and record the maximum value of 〈〈q(t)〉〉 and
σ2τ/2. These quantities are shown in Fig. (4), with the
maximum heat in red and maximum uncertainty in black.
Driven versions of Onsager’s three-state model
For the three state model in the manuscript, the rate
matrix takes the form:
W =
−2k−t k+t k+tk−t −(k−t + k+t ) k+t
k−t k
−
t −2k+t
 .
The k+t rate is given by k
+
t =
4
pi atan(ω
+t) and the k−t
rate is k−t =
4
pi atan(ω
−t) as shown in Fig. (6).
FIG. 6. Rate coefficients for different values of the driving
rate ω. The lines in blue and red correspond to ω = 4 and
ω = 6, respectively, used in the three state model.
As we see, increasing ω increases the rate that k ap-
proaches a limiting value. In this model, every ini-
tial condition reaches the same stationary state p∞ =
[1/3, 1/3, 1/3].
To test the uncertainty relation, we calculate the ratio,
I/σ2 to confirm that it is larger than 1/2, Fig. (3a-c).
Each initial condition starts with roughly the same ra-
tio of information to uncertainty, Fig. (3a). Because the
rate of information change and the variance are path de-
pendent, the dynamics quickly generate a wide range of
ratios, Fig. (3b). One prominent feature is the two (yel-
low, [55]) regions of initial conditions that have a large
ratio relative to the rest of the state space. The time
series of these initial conditions are shown in Fig. (3d)
(yellow), where we see that it is predominately the small
uncertainty that is generating the large ratio. We also see
that this large ratio disappears as the path approaches
p∞.
Fig. (3c) shows the ratio for the (minimum) time it
takes for all initial conditions to become within 5 ×
10−3 of p∞. Also prominent is a “scar” where ini-
tial conditions quickly close in on p∞ at the cost of
high cumulative entropic accelerations/change in infor-
mation. Fig. (3d) shows the time series for one of
these initial conditions (green solid/dashed lines q(t0) =
[0.6491, 0.5796, 0.4927]). To contrast paths originating
from the scar, the blue line in Fig. (3d) corresponds to
an initial condition (q(t0) = [0.4953, 0.5751, 0.6511]) that
is equidistant from p∞ but lies outside the scar. The
path followed from this starting point has a lower σ2 and
I, showing that the shortest distance from the stationary
point is a poor indicator of the behavior of the process.
In the main text, we analyze a driven three state model
with broken symmetry. For comparison, we show the
symmetric driven Onsager model. The same driving pro-
tocol is used but the rate matrix is
W =
−(k−t + k+t ) k−t k+tk+t −(k−t + k+t ) k−t
k−t k
+
t −(k−t + k+t )
 .
There is a forward cycle and a reverse cycle. We see in
Fig. (7) that there is no scarring from high entropy rate
initial conditions. Now every initial condition reaches ap-
proximately the same final entropy rate in the same time
τ . Initial conditions an equal distance from the station-
ary point seem to have nearly equivalent time evolutions,
varying only slightly in the final, maximum value of S˙(τ)
reached. The upper bound (on S˙(τ)) also has nearly the
same temporal behavior, regardless of initial condition.
It appears that the breaking of the symmetry in the rate
matrix leads to the scarring of state space and possibility
of dissipative initial conditions.
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FIG. 7. Lack of state-space scarring in the symmetric, driven Onsager model. (b) Each point on the octant of the sphere is
an initial condition that we evolve to the stationary distribution p∞ = [1/3, 1/3, 1/3]. Unlike the asymmetric case, each initial
condition generates the same final value of S˙(τ). (a) The entropy rate S˙(τ) for the set of conditions specifed by the blue circles.
(c) The upper bound of these points, all of which evolve similarly in time.
