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0. INLEIDING 
Cognitie-wetenschap. 
Man, though he have great variety of Thoughts, and 
such, from vAiich others, as well as himself, might 
receive Profit and Delight; yet they are all within 
his own Breast, and hidden from others, nor can of 
themselves be made appear. 
- Locke, 1700 -
Een van de boeiendste gedaanten waarin de rijkdom en de complexiteit van de 
menselijke cognitie aan het licht treden is de taal. Van de drie facetten 
waarin ze zich manifesteert: begrijpen, herinneren en voortbrengen van taal, 
belicht dit proefschrift het laatste. Dit gebeurt vanuit het gezichtspunt 
van een interdisciplinair vakgebied in opkomst: de cognitie-wetenschap (Cog-
nitive Science). Het is een vakgebied dat zich bezig houdt met de wijze 
waarop intelligente systanen informatie verwerken, opslaan en overdragen. 
Op zich is dit niet iets nieuws; de mens denkt al lang na over zijn eigen 
denken. Toch is de voorstelling die men zich 25 jaar geleden nog maakte van 
de menselijke cognitie volslagen verschillend van de huidige. Dit is voor 
een belangrijk deel veroorzaakt door de komst van de computer. 
De computer als gereedschap en als metafoor. 
De mens heeft voor het eerst een apparaat gemaakt dat zijn licht werpt op 
het functioneren van de menselijke geest, enerzijds doordat het er zoveel 
mee gemeen heeft, anderzijds doordat het er zozeer van verschilt. 
Diverse disciplines hebben aan de wieg gestaan van de cognitie-wetenschap. 
Aangezien het gaat on denken over taal, en meer in het alganeen cm denken 
over het denken, speelt de filosofie een rol. Voor de hand ligt verder de 
Artificiële Intelligentie (AI): hierdoor kunnen simulaties van het denken 
gemaakt vorden met een strengheid en precisie die voorheen onmogelijk was. 
Het spreekt vanzelf dat de psychologie tot. de kern behoort; ze houdt zich 
sinds haar ontstaan bezig met menselijke informatieverwerking. Tenslotte 
speelt de linguïstiek een niet te onderschatten rol, want ze bestudeert een 
van de meest opvallende menselijke cognitieve vermogens: de taal. 
Wat is er die laatste kwart eeuw gebeurd met deze disciplines? 
De computer als metafoor biedt wel haast onbegrensde mogelijkheden voor 
gedachte-experimenten betreffende de menselijke geest. Op dit gebied is de 
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laatste jaren dan ook een stroon van publicaties op gang gekomen waarbij 
bli jkt dat filosofen deze metafoor serieus nemen, en waaruit ook bl i jkt hoe 
uit heel andere hoek het wijsgerig denken op di t gebied wordt beïnvloed. 
Over de Artificiële Intell igentie kan ik kort zijn: ze bestond voordien nog 
niet . De taalkunde, in de vorm van de Transformationeel-Generatieve grarnna-
tica (TG) en haar spruiten, ontwikkelde een zeer krachtige en goed te han-
teren beschrijvende methodologie. Taalkundigen waren daardoor in staat re-
gelmaat te ontdekken binnen talen en tussen talen onderling. Ze konden 
uitspraken doen over taal in het algeneen, met een diepgang en oog voor de-
t a i l die voorheen onmogelijk waren. 
De psychologie voor zover die zich met taal bezig houdt is ook volslagen van 
gezicht veranderd. Riep men in het begin van de vijf t iger jaren nog om on-
derzoek naar overgangswaarschijnlijkheden van lexicale items, de betrekking 
tussen associatieve en linguistische structuren, cross-culturele betekenis-
inhouden e t c , onder invloed van de ontwikkelingen binnen de taalkunde wer-
den er vervolgens heel andere vragen gesteld. Men ging zich afvragen wat de 
psychologische r e a l i t e i t was van de door linguïsten voorgestelde gramat i -
cal e structuren. Daarbij probeerde men experimenteel te achterhalen wat het 
verband was tussen deze structuren en de representaties die gebruikt werden 
on zinnen te begrijpen, te produceren of te onthouden. Men werd het erover 
eens dat de bestudeerde structuren inderdaad een rol spelen. De belangrijke 
vraag echter hoe die rol wordt gespeeld binnen het proces van begrijpen, 
voortbrengen en herinneren van taaluitingen, i s tot op heden een even om-
streden als boeiend onderwerp van onderzoek. 
Prelude - de plaats van ccmputer-prograiina's in de theorie. 
Let 's forget about studying himans. Suppose we were 
to become interested in some organian or machine. 
Suppose some machine is placed in iront of us. We 
find lots of exanples of i t and, for some reason, 
we're interested in discovering how i t works. Here 
i s a problan of science, of engineering almost. 
- Chomsky, 1977 -
Een aantal Al-programa's ui t het verleden staan bekend als een eenmalige 
aangelegenheid: een mooi stuk ingenieurswerk, maar niet ie ts waar ganak-
kelijk op kan worden voortgebouwd. Andere progranma's zijn blijven steken 
in wat misschien een aardig idee was, maar waarvan de verdere uitwerking 
ontbreekt, terwijl niemand zin heeft cm ermee door te gaan. Het standaard-
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voorbeeld van het eerste із Wlnograd's [1972] SHRDLU-progranma; voor het 
tweede kan men denken aan Clippinger's ERMA [1974]. Beide prograima's heb­
ben de pretentie een theorie over taalverwerking te zijn, waarmee ze het 
probleem oproepen van de verhouding tussen theorie en programia. Dit pro-
blean wordt denk ik des te klenmender als men een prograima beschrijft alsof 
het een theorie is, of omgekeerd als men een theorie presenteert alsof het 
over een programna gaat. 
Procedurele Gramática (PG) zoals uitgewerkt in [Kempen & Hoenkamp, 1981] is 
een poging een vrij algemene theorie te lanceren die kan concurreren met 
taalkundige theorieön en tevens psychologisch interessante kanten heeft. De 
theorie wordt beschreven als een programma dat bepaalde (taalkundige en 
psychologische) eigenschappen heeft. Opdat deze theorie niet bij voorbaat 
hetzelfde lot beschoren is als de beide voorgaande programma's zal ik in dit 
proefschrift proberen zo goed mogelijk aan te geven wanneer er gesproken 
wordt over een prograima, en wanneer over een theorie. Het gevolg is dat ik 
me soms in details begeef die misschien niet direct relevant lijken. Gaat 
het de lezer cm een eerste oriëntering op de Procedurele Gramática dan zijn 
die details inderdaad niet relevant. Ze dienen echter als uitgangspunt voor 
nieuwe implementaties, anders is de PG bij voorbaat een eenmalige onderne-
ming. 
Een van de grote voordelen van progranneertalen boven andere formele 
beschrijvingswijzen is dat zij een middel geven om op een precieze manier te 
praten over processen. Progranmeertalen worden in het algemeen gebruikt 
voor het beschrijven van processen die door een computer worden uitgevoerd, 
terwijl het binnen de psychologie gaat om mentale processen. Er moet nu 
echter onderscheid gemaakt worden tussen het programna als definitorisch 
hulpniddel, en het programa als middel om een computer te instrueren. In 
concreto: is de PG een theorie over menselijke taaiproductie, of is het een 
beschrijving van een programma dat taaluitingen produceert? 
Over het verband tussen programma en theorie is een scala van opvattingen in 
omloop. Aan de ene kant bevindt zich de uitspraak "Het programna is de 
theorie" [Bractinan 4 Einith, 1980] en aan de andere kant de uitspraak "Het 
programa is een middel om de representatie van de ene theorie (de specifi-
catie) weer te geven in een andere theorie (de machine)" [Burstall 4 Coguen, 
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1977]. Mijn eigen standpunt houdt een meer wetenschapsfilosofische benader-
ing in, en sluit aan bij Kuhn's [1970] opvattingen over wetenschap. Dit 
heeft consequenties voor het begrip 'falsificatie van de theorie' (de 
theorie kan niet worden gefalsifieerd), en voor de rol die het programma kan 
spelen in de theorie. Kuhn's benadering voorkomt de moeilijkheden die 
ontstadn indien men een theorie opvat als een verzameling verifieerbare 
uitspraken. Mijn opvatting komt er op neer dat de rol van het progranma in 
de theorie te vergelijken is met de rol die wiskundige formules spelen in 
bijvoorbeeld de mechanica. Ook daar geldt evermin dat de formule de theorie 
is, of dat formules kunnen worden gefalsifieerd. Voor dit proefschrift voert 
het echter te ver hier in meer detail op in te gaan. Een nadere uitwerking 
is gegeven in [Hoenkamp 4 Jansen, 1981], waar ook wordt ingegegaan op het-
geen er gebeurt als het programma in werking afwijkt van het te simuleren 
gedrag. 
Indeling van dit proefschrift en samenvatting. 
Hoofdstuk 1^ - Hoe psychologisch verantwoord is de P C 
So I would assume that being a linguist I am au-
tomatically a psychologist. 
- Chomsky, 1977 -
In het eerste hoofdstuk worder de belangrijkste aspecten van de Procedurele 
Granmatìca uiteengezet. Dit hoofdstuk kan dan ook worden gezien als een wat 
uitgebreidere inleiding op de PG. In de eerste plaats wordt er ingegaan op 
de psychologische plausibiliteit van de theorie. Centraal daarbij staan de 
volgende twee vragen l: 
1) welke taalpsychologische observaties kunnen door de PG worden verklaard; 
2) wat. is het mechanisme van de PG, anders gezegd hoe kan de PG deze obser-
vaties verklaren. 
In latere hoofdstukken zal nog uitgebreid op deze vragen worden ingegaan. 
In hoofdstuk I wordt aangegeven hoe de volgende drie processen van taaipro-
ductie met elkaar verweven zijn: het bedenken van de boodschap (beteken-
isinhoud), het formuleren van een uitdrukking die deze boodschap in taal 
weergeeft en ten slotte het uitspreken daarvan. Vervolgens wordt de 
grondgedachte van de PG hierbij naar voren gebracht: een zin wordt in het 
1
 Uitgedrukt in de terminologie uit Hoenkamp en Jansen [1981]: vraag 1) 
dient om de beschrijvende adequaatheid van de PG af te palen, en vraag 
21 heeft betrekking op de verklarende adequaatheid.) 
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algemeen niet in zijn geheel afgeleverd, maar in stukjes en beetjes. Deze 
zogenaande increméntele productie stelt speciale eisen aan het mechani sue 
dat de zin formuleert. Het hoofdstuk gaat vervolgens dan ook in op het 
formuleerproces, een van de drie zojuist genoemde processen. In dit formu-
leerproces zijn een aantal 'specialisten' aan het werk die ieder een 
gedeelte van de zin voor hun rekening nemen. Deze specialisten vertonen 
verwantschap met begrippen uit de gewone taalkunde zoals onderwerp en 
lijdend voorwerp, werkwoord, naanwoord etc. Het formuleerproces demonteert 
als het ware de boodschap; er worden onderdelen uit gehaald die in woorden 
zijn uit te drukken. Welke onderdelen dat zijn hangt daarom af van de taal 
waarin de boodschap moet worden uitgedrukt. Het onderlinge verband tussen 
de onderdelen van de boodschap geeft aanleiding tot taalkundige betrekkingen 
tussen de verschillende zinsdelen. 
Nadat deze betrekkingen door de formulator zijn aangebracht hoeft de zin nog 
niet af te zijn, inners het is niet van te voren te zeggen of de boodschap 
in zijn geheel is uit te drukken als een zin. Andere aspecten van de 
psychologische plausibiliteit zullen in latere hoofdstukken worden behandeld 
en nader worden aangevuld. 
Hoofdstuk II: - Hoe taalkundig verantwoord is de PG? 
This view [J.S. Mill's] takes the bull by the horns: 
theories cannot be justified and their excellence 
cannot be shown without reference to other theories. 
- Feyerabend, 19B1 -
Increméntele productie beschrijf ik in taalkundige termen waardoor een ver-
gelijking met bestaande taalkundige theorieën wordt verganakkelljkt. Deze 
termen krijgen echter een nieuwe interpretatie waardoor ze verwijzen naar 
processen. Dit laatste maakt het mogelijk een vergelijking aan te gaan met 
die theorieBn uit de psychologie die betrekking hebben op het proces van 
menselijke zinsproductie. 
Beide vergelijkingen, die met de taalkundige en die met de psychologische 
theorieën, spelen in dit proefschrift een belangrijke rol. Gaat hoofdstuk I 
vooral over psychologie, hoofdstuk II zal meer in detail treden over de ver-
gelijking van de PG met de taalkunde. Het hoofdstuk gaat met andere woorden 
dieper in op de taalkundige plausibiliteit van de PG. De werkwijze die ik 
daarbij op het oog heb is gebaseerd op de volgende veronderstelling: een 
theorie die zowel psychologische als taalkundige verschijnselen kan 
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verklaren veronderstelt een structuur waarmee op zijn minst zowel psycholo-
gische als taalkundige observaties zijn te beschrijven. Aangezien de 
psychologische beschrijving in termen van cognitieve processen i s gegeven en 
de taalkundige in termen van syntactische structuren, s te l ik (abstractere) 
structuren voor die beide interpretaties toelaten. Als basis introduceer ik 
de 'D-structuur', een verzaneling 'knopen' met daarop een part iele ordening. 
Vanuit deze basis wordt vervolgens een nieuwe ordening geconstrueerd die 
tezamen met de oorspronkelijke verzameling knopen de zogenaamde S-structuur 
vormt. Een belangrijke eigenschap van deze constructie i s dat de S-
structuur monanorf kan worden afgebeeld in de D-structuur. Hieruit volgt in-
direct een belangrijk deel van de taalkundige betekenis van de PG. De taa l -
kundige en psychologische beschrijvingen worden nu aan elkaar gerelateerd 
via d i t model van D- en S-structuur. Voor de taalkunde worden deze struc-
turen geïnterpreteerd als "deep-structure" en "surface-structure", waarbij 
de ordening overeenkcmt met de re la t ie 'danineren'. Voor de psychologie 
hebben de D- structuur en de S-structuur betrekking op de interpretat ie van 
de knopen als syntactische processen, geordend naar het t i jds t ip waarop ze 
ontstaan, respectievelijk ophouden te bestaan. Voor een nauwkeurige defini-
t i e van deze processen worden gangbare progranmeerbegrippen gebruikt. Daar-
bij i s de D-structuur op te vatten als een procedure-aanroephiërarchie, en 
de S-structuur als procedure-terugkeerhitrarchie. 
In d i t hoofdstuk wordt ook, z i j het minder gedetailleerd, ingegaan op de 
woordvolgorde. 
Hoofdstuk I I I - de machine die de mens te woord s taa t . 
" . . .Praten?", herhaalde h i j . "Ik dacht dat jouw 
soort alleen maar woorden kon zeggen, zoals de 
meeste eenvoudige lieden. Wie heeft er nu ooit 
gehoord van een robot die kon praten. Zeg nu z e l f . 
- u i t : Heer BoDiDel en net ontsollen. -
Er zijn twee redenen waarctn er taalonderzoek gedaan wordt dat op AI-leest i s 
geschoeid. In de eerste plaats i s het onderzoek theoretisch interessant zo-
als ik in de vorige hoofdstukken uit de doeken heb proberen te doen. His-
torisch gezien was de drijvende kracht echter veeleer het geloof in de 
mogelijkheid on in natuurlijke taal met de computer te kunnen coommiceren. 
Computergebruikers verschillen nogal van elkaar. Het zijn ervaren gebruikers 
of leken, ze gebruiken de machine maar af en toe, of ze gebruiken hem vaak. 
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Haar er zijn steeds situaties waarin de gebruiker weet wat hij van de com-
puter verlangt, dit ook in gewone taal kan zeggen, maar moeite heeft het te 
formuleren in de aan de machine aangepaste code. Dit is een argunent cm te 
streven naar cannunlcatie in een natuurlijke taal. Maar is dat wel zo? Goed 
beschouwd pleit het alleen voor het gebruik van de moedertaal, want de weg 
vragen in een land waarvan men de taal niet spreekt blijft een probleen. In 
èèn ding lijkt de natuurlijke taal echter uit te blinken, en dat is de 
mogelijkheid cm tamelijk ingewikkelde zaken op korte en bondige wijze uit te 
drukken. Voor mens-machine interactie is de natuurlijke taal dus zeer te 
wensen: de gebruiker hoeft zich niet speciaal in te spannen, hij kan zich 
bondig uitdrukken, en het minimaliseert fouten. 
Nu zijn er bij een dergelijk dialoogsystean twee partijen betrokken. In de 
huidige systemen is het taalvermogen tussen deze partijen echter nogal 
ongelijk verdeeld. De mens kan door zijn welbespraaktheid een bepaalde 
boodschap op vele manieren uitdrukken zonder dat de betekenis essentieel 
verandert. De machine moet dus met een dergelijke variëteit aan uitdruk-
kingasogelljkheden cm kunnen gaan. Aan de andere kant zijn mensen in het 
alganeen tolerant wanneer iemand anders zich niet nauwkeurig uitdrukt; als 
de bedoeling maar voldoende wordt overgebracht. Ik denk dat deze twee fac-
toren (welbespraaktheid en tolerantie van de gebruiker) er de oorzaak van 
zijn dat er in de AI-wereld zo veel aandacht is besteed aan het begrijpen 
van taal en zo weinig aan taaiproductie. Om dezelfde reden wordt het 
genereer-gedeelte van een dialoogsystean niet als problematisch gezien. Nu 
moet men zich realiseren dat een dialoogsystean in het alganeen een speciale 
interne code hanteert voor het redeneren en het opzoeken van informatie. Is 
het dan niet merkwaardig dat de informatie die het systeem aan de gebruiker 
wil overdragen netjes in woorden is uit te drukken, en bovendien precies op 
maat om zinnen te vullen? Problanen die hier eventueel bij rijzen worden 
gedelegeerd naar de ontwerper van het generator-gedeelte. Maar deze kan 
goede redenen hebben cm de bal terug te spelen zoals in dit hoofdstuk zal 
worden aangetoond. Het is daarbij blijkbaar van belang in te gaan op aard en 
omvang van de fragmenten waaruit een boodschap kan bestaan. 
Hoofdstuk Г - theorie en programa: hoe taalkundige localiteit sanenhangt 
met paranetennechanismen. 
We hebben het eerder gehad over de vraag: "Is de PG een theorie over men-
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selijke taaiproductie, of is het de beschrijving van een programa dat 
taaluitingen produceert?". Verwarring hierover wordt in de hand gewerkt door 
de terminologie die ontleend is aan de informatica, en in het geval van de 
PG bestaat er inderdaad een een progranma (zelfs verschillende). 
Een voorbeeld hiervan is het begrip 'scope' dat wordt geïntroduceerd naar 
aanleiding van het verschijnsel van taalkundige 'localiteit', en dat 
samenhangt met het binden van waarden aan variabelen. In dit hoofdstuk wor-
den daarom drie zaken onderscheiden: 
1) het begrip 'scope' uit de informatica, 
2) het begrip 'scope' uit de PG. 
3) het begrip 'localiteit' uit de TG. 
Nu ontstaat er een probleem waar men zich in de AI doorgaans niet druk over 
maakt. We hebben te maken met twee theorieën die met elkaar in verband 
staan: er is de PG-theone, die claimt een taalkundig plausibele theorie te 
zijn, en er is een taalkundige theorie in de vorm van de Transformationele 
Gramática (TG). Hoewel er een verband bestaat tussen beide, kan men toch 
moeilijk de equivalentie aantonen van een niet geformaliseerde theorie (PG) 
met een andere slechts gedeeltelijk geformaliseerde theorie (TG). In 
hoofdstuk II werd weliswaar formeel ingegaan op het verband tussen taalkun-
dige begrippen en psychologische processen, maar deze laatste werden niet 
gedefinieerd. 
In dit hoofdstuk laat ik zien hoe de PG-theone weerspiegeld wordt in het 
progranma, en hoe de structuren die het progranma oplevert aan restricties 
onderworpen zijn die ook teruggevonden worden m moderne versies van de TG. 
Hoofdstuk V - theorie en programa: hoe het zoeken naar een geschikt 
beschrijvingsnivo leidt tot de keuze van besturingsstructuren. 
...die uitvinding was de oude klokkermaker naar het 
hoofd gestçgen. De hoogmoed, opkruipend in zijn hart 
als het kwik m een thermometer, was gestegen tot 
een hitte van onaardse waan. Het principe van de 
analogie verleidde hem tot materialistische conse-
quenties, en werkend aan zijn uurwerken meende hij 
het mysterie van lichaan en geest te hebben ontdekt. 
- Jules Verne: Meester Zacharias, 1854 -
In hoofdstuk IV werd aangegeven hoe begrippen in de PG-theone overeenkwanen 
met begrippen in de informatica. Het centrale begrip was de werking van 
parametermechanianen. Dit hoofdstuk gaat een stap verder: stel dat men een 
idee heeft hoe het progranma globaal in elkaar zou moeten zitten; hoe valt 
dit dan weer te geven in een bepaalde programmeertaal? Er zijn twee zaken 
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die men niet moet verwarren: a) de abstracte ideeën over de organisatie van 
een programa, en b) de wijze waarop aan deze ideeën gestalte wordt gegeven 
met bepaalde progranmeerconstructies. 
Hoe komt men aan die abstracte ideeën over de organisatie van het programa? 
Bij het definiëren van processen heeft men bepaalde operaties op het oog. 
Men kan hierbij denken aan een algoritme of aan cognitieve processen die men 
probeert te simuleren. Het gaat er mij bi j de PG-theorie in eerste instan-
t i e om deze operaties te beschrijven. In het progranma probeer ik de opera-
t i e s zo precies mogelijk weer te geven met behulp van procedures, en ik hoop 
dat deze bi j het uitvoeren in werking overeenkomen met de bedoelde opera-
t i e s . Anders gezegd, in de ac t iv i te i t van de machine moet een analogie zijn 
terug te vinden met het beschreven cognitieve proces. Dit hoofdstuk gaat in 
op de verschillende nivo's waarop deze analogie tot stand kan konen. 
Hoofdstuk VI - hoe te handelen als er ie ts fout gaat. 
...Many very interesting suggestions have not been 
considered in the discussion given here. The most 
interesting observations are yet to be made. 
- Garrett, 1980 -
De voorafgaande hoofdstukken gaven verschillende gezichtspmten van waaruit 
de PG kan worden bekeken. Tot de interessantste verschijnselen die de PG 
probeert te verklaren behoort stuksgewijze productie: de observatie dat men-
sen al met een zin beginnen voordat de boodschap helemaal i s uitgewerkt. Is 
het daarom niet wonderlijk dat er toch meestal een goed lopende zin ui t 
voortkomt? Echter, het grootste deel van de psychologische gegevens waarop 
theorieën over taaiproductie worden gebaseerd gaan over een speciaal ver-
schijnsel, namelijk versprekingen. Voor de PG i s hier van belang dat veel 
versprekingen nog tijdens het uitspreken van de zin worden gecorrigeerd. Dit 
houdt in dat de spreker een raechanisne ter beschikking moet hebben om 1) de 
discrepantie tussen boodschap en haar verwoording op te merken, en 2) deze 
discrepantie op te heffen. In hoofdstuk VI nu wordt een voorstel gedaan 
voor een dergelijk mechaniane: de monitor. In di t hoofdstuk wordt ervan 
uitgegaan dat de formulator een goed systeem is voor incranentele productie, 
en voor de rest wordt h i j beschouwd als een black box. 
dn een discrepantie te ontdekken tussen boodschap en de verwoording ervan 
moeten ze met elkaar kunnen worden vergeleken. De eerste i s echter anders 
gerepresenteerd dan de tweede. Daarcm wordt het geformuleerde fragment eerst 
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vertaald in een conceptuele representatie van dezelfde soort als waarin de 
boodschap i s weergegeven. Aangezien een verspreking op a l ler le i plaatsen in 
de zin kan optreden i s een 'increméntele begnjper' nodig. Deze zogenoemde 
'parser' geeft het vertaalde fragment terug aan de monitor die het ver-
gelijkt met de binnengekomen boodschap en die vervolgens bepaalt hoe de 
discrepantie moet worden gecorrigeerd. 
In het hoofdstuk wordt uitgewerkt hoe de verschillende onderdelen (formula-
tor , parser en monitor) zich verhouden en hoe ze met elkaar cormuniceren. 
Vervolgens worden verschillende typen correcties ('montage') besproken. 
Het hier behandelde mechanisne wordt dus gebruikt ten behoeve van taaipro-
ductie: de parser ondersteunt het productie-proces. Men kan ook aan het 
omgekeerde denken; een taaibegrijpend systeem dat voor syntactische kennis 
kan terugvallen op de generator. Een onderzoek naar deze mogelijkheid (b la 
analyse-door-synthese) wordt manenteel onderzocht door Schotel [Schotel, 
Kenpen, Hoenkanp, 1982]. 
Een synthese van deze beide systemen vormt een voorbeeld van een ccnkeerbare 
gramática. (Streeft men niet naar een psycholinguistisch model, dan is een 
t r iv iaa l voorbeeld van een omkeerbare grannatica elke contextvrije gramiati-
ca; zie verder [Kay, 1975].) Het volgende model staat me nu voor ogen: b i j 
het spreken werkt de formulator op volle toeren terwijl de parser met lage 
pr ior i te i t kan bijspringen op het gebied van de conceptuele informatie; b i j 
het luisteren werkt de parser volop en kan de formulator desgewenst 
aangesproken worden op zijn syntactische expertise. 
Enige opmerkingen over de tekst 
In d i t proefschrift wordt vr i j vaak verwezen naar l i teratuur die niet off i -
cieel is gepubliceerd: meestal technische rapporten (Winograd [1983] spreekt 
in d i t geval zelfs van een "underground press"). Dit hangt samen met de d is -
cipline waarbinnen mijn onderzoek zich heeft afgespeeld (AI) en ik denk dat 
er verschillende oorzaken aan te wijzen zijn waarom het betreffende werk 
niet i s gepubliceerd. In de eerste plaats het mediun: het i s voor AI-
onderzoekers regel dat ze de rapportage over hun onderzoek vastleggen met 
dezelfde machine als waarmee ze hun onderzoek doen. In de Verenigde Staten 
zijn de belangrijke AI-instellingen via een computernetwerk verbonden (het 
ARPA-net), wat er daar toe leidt dat de geïnteresseerden een rapport al 
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langs electronische weg kunnen lezen voordat het officieel wordt verspreid. 
Het tweede punt betreft de continuïteit van het onderzoek: het leeuwedeel 
van het onderzoek wordt door Ph.D.-studenten verricht. Het komt dan 
bijvoorbeeld in de proceedings van een conferentie, waarna het nog zijn 
beslag kri jgt in een disser ta t ie , maar daarna verhuist de gepromoveerde 
meestal naar een andere plaats en gaat ander onderzoek doen. Een derde 
mogelijkheid waar we over kunnen speculeren i s dat de ontwikkelingen zo snel 
gaan dat een idee al verouderd is voordat het goed en wel tot rijping i s 
gekomen. 
Rapportage in twee talen. 
De voertaal in d i t proefschrift i s Nederlands. Stukken die al in het Engels 
waren geschreven en een afgerond geheel vormen heb ik echter als zodanig, 
zi j het ingekort, opgenomen. Het gaat hierbij cm twee conferentie-papers 
(zie de hoofdstukken I I I en VI), en een stuk dat ik sanen met Bill Ferguson 
heb geschreven (zie hoofdstuk V ) . 
Verschillende Implanentaties 
In de tekst wordt geregeld verwezen naar implementaties van de PG, 
programa's dus waarin de mechanismen van de Procedurele Gramática zijn 
beschreven. In de loop van het onderzoek was de computer steeds het experi-
menteermediun voor ideeBn over de PG, en het programma waarin die ideeën 
werden beschreven heeft daardoor een evolutie ondergaan. Dit heeft er toe 
geleld dat het progranna driemaal van de grond af aan opnieuw i s geschreven. 
De eerste versie schreef ik in het voorjaar van 1978. Deze versie zal ik 
aanduiden als PG-I. De tweede versie, PG-II, stamt uit 1979 en werd 
geschreven door Peter Desain als baccalaureaats-opdracht voor de afdeling 
wiskunde van de TH Twente. Niet alleen volgde hi j daarbij de ontwikkelingen 
in de theorie op de voet, maar zijn belangrijke bijdrage was een systema-
tische boekhouding ten behoeve van hervattingen. Dit programna gebruikte ik 
als onderdeel voor de 'monitor' die ik schreef in het begin van 1980, en die 
behandeld wordt in hoofdstuk VI. In datzelfde jaar werden de ideeën uit 
hoofdstuk V geïmplementeerd. Dit werd de derde versie van de generator: de 
EMPG. Bill Ferguson (Yale University) heeft geholpen cm de benodigde 
besturings-structuur in LISP te implementeren. De morfologie in PG-I, PG-II 
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en EMPG is bepaald rudimentair. Daarom vermeld ik nog twee implementaties 
die in di t proefschrift niet aan bod komen: de ene i s een uitbreiding van 
PG-II die Henks Schotel (KUN) samen met studenten van de Hamburgse Universi-
t e i t heeft gemaakt voor het Duits, en gekoppeld heeft aan het daar aanwezige 
morfologie-systeem. De andere i s van Koen de Smedt (Universitaire Instel-
lingen Antwerpen); in dit progranma wordt van een andere besturingsstructuur 
gebruik gemaakt 2. 
Sloto pnerking 
Werken aan drie uiteenlopende disciplines heeft verschillende aspecten. Ik 
heb me soms minder diep in een bepaalde materie kunnen ingraven als ik wel 
zou hebben gewild. Waar dat wel kon moest ik dan soms weer terwille van de 
lezers van di t proefschrift een beetje worden afgerand. Maar er is gelukkig 
ook een positieve kant. Welke wetenschapper wil niet over de grenzen van 
zijn eigen vakgebied heenkijken? Niet om te annexeren, maar om een beetje 
toe te geven aan de droom van een universele wetenschap? 
In het veelstromenland van de cognitie-wetenschap bevindt di t proefschrift 
zich (zoals de t i t e l al aanduidt) op een plaats waar drie stromen bij elkaar 
komen: de Artificiële Intel l igentie, de taalkunde en de psychologie. Om de 
hoofdstroom beter te leren kennen zullen vanaf di t punt verschillende toch-
ten strocmopwaarts worden gemaakt, om uiteindelijk met meer succes een klein 
stukje stroomafwaarts te kunnen gaan. 
2
 Wat de hardware betreft: PG-I werd geïmplementeerd op een DEC-10, PG-II en de EMPG op een PDP11/34. Voor latere versies werd overgegaan op een VAX11/780. Б Б F 
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I. OVERZICHT VAN DE PROCEDURELE GRAMMATICA 
De theorie van Procedurele Graimatica vooronderstelt dat aan menselijke 
zinsproductie een drietal cognitieve processen ten grondslag liggen, die 
betrekking hebben op inhoud, vorm en klank. Het eerste proces bepaalt de 
conceptuele inhoud van taaluitingen. Het proces is gericht op de te verwoor­
den 'boodschap', die zodanig wordt samengesteld dat de luisteraar ze kan 
verwerken, m.a.w. ze moet begrijpelijk zijn, interessant, niet overbodig 
maar toch gedetailleerd genoeg, enzovoorts. Qn dit te bereiken is het niet 
alleen nodig dat een geschikte conceptuele structuur wordt opgebouwd die de 
betekenis van de boodschap weergeeft, maar ook kan het nodig zijn de 
boodschap te verdelen in kleinere stukjes informatie die ieder uit te druk­
ken zijn als een gehele of gedeeltelijke zin. Al deze activiteiten tezamen 
worden samengevat onder de term conceptualізегеп. De tweede groep activi­
teiten vertalen de boodschap in een syntactische vorm. Dit proces wordt 
aangeduid als formuleren. (De confrontatie tussen de processen van concep­
tualiseren en van formuleren koot ter sprake in hoofdstuk III.) Tenslotte 
worden de syntactische structuren in geluid ongezet, en dit heet 
articuleren. 
Dit hoofdstuk, en Procedurele Granmatica in het alganeen, gaat over formu­
leren. Procedurele Gratmatica is een theorie over zinsproductie, waarbij 
zowel psychologische als taalkundige plausibiliteit wordt nagestreefd. Het 
eerste duidt aan dat rekening wordt gehouden met de psychologische gegevens 
over onvoorbereid spreken, zodat de beschreven processen zo goed mogelijk 
overeenstemmen met wat er bekend is over menselijke zinsproductie. Met 
linguistische plausibiliteit wordt bedoeld dat de Procedurele Granmatica 
structuren beschrijft die aan regels voldoen (syntactische, lexicale, mor­
fologische) die door taalkundigen niet als 'ad hoc' worden afgewezen. Het 
door de theorie beschreven danein moet getoetst kunnen worden aan de 
maatstaven van het huidige taalkundig onderzoek. In het bijzonder is het van 
belang cm te laten zien dat de voorgestelde taalkundige regels voldoen aan 
de bekende beperkingen op mogelijke syntactische configuraties - een be­
langrijk onderdeel van de hedendaagse linguistische theorieën. 
Het eerste gedeelte van dit hoofdstuk gaat over de psychologische plausibi-
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l i t e i t van de voorgestelde theorie. Twee verschillende typen argunenten wor-
den aangevoerd: argunenten op grond van introspectie en argunentatie op 
grond van empirische evidentie. 
Het tweede gedeelte van dit hoofdstuk geeft de belangrijkste facetten van de 
theorie zelf. ûndat het gaat om een theorie over het proces van formuleren, 
wordt ze voor een gedeelte ontwikkeld In termen van programmeerbegrippen. 
Programma's zijn bi j uitstek geschikt om processen te beschrijven. Hoe de 
processen concreet in computerprogramma's kunnen worden omgezet wordt uitge-
breider onderzocht in hoofdstuk IV. 
In hoofdstuk II wordt gezocht naar een nadere precisering van de re la t ie 
tussen d i t formuleerproces en begrippen die door taalkundigen worden gehan-
teerd. Er wordt daarbij tevens aan de hand van voorbeelden ingegaan op de 
taalkundige plausibi l i te i t van de Procedurele Granmatica. 
1.1. Psychologische plausibi l i te i t : increméntele productie 
Als men bedenkt hoe ingewikkeld de processen zijn die aan zinsproductie 
ten grondslag liggen, dan is het wel bijzonder opmerkelij!. hoe vloeiend de 
uitvoer i s . De belangrijkste factor die hiertoe bijdraagt moet gezocht wor-
den in het verloop in de t i jd van de processen van conceptualiseren, formu-
leren en articuleren. In veel modellen van taaiproductie volgen deze pro-
cessen elkaar op in de t i jd . De 'conceptualisator' werkt de boodschap u i t , 
deze wordt dan doorgegeven aan de 'formulator' die een syntactische struc-
tuur bouwt, en tenslotte wordt aan deze structuur een fonetische realisering 
gegeven door de ' a r t i cu la tor ' . Dit seriële model is weergegeven in figuur la 
(overgenomen uit [Kempen & Hoenkamp, 1981]). 
semantic 
s t ructure Π 
С Conceptualizing 
F Formulating 
Α· · · · « A r t i c u l a t i n g 
ι syntact ic 
structure 
phonetic 
f iguur la * * s t r u c t u i e 
De mij bekende progranma's die betekenisrepresentaties omzetten in zinnen 
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werken volgens d i t model. De meest directe consequentie van zo'η model is 
echter de voorspelling dat aarzelingen tijdens het spreken vallen tussen de 
zinnen, terwijl de zin zelf vloeiend verloopt. Dit i s in tegenstelling met 
wat in de l i teratuur over aarzelpauzes wordt gevonden. Dit brengt ons meteen 
op het volgende — introspectieve — argiment. 
De meeste sprekers kennen de s i tuat ie dat ze een zin beginnen ui t te spreken 
voordat de boodschap volledig is uitgewerkt. Tijdens het uitspreken van de 
zin komt nog een gedeelte van de informatie naar boven. Dergelijke argunen-
ten leiden er toe het seriële model te verlaten, en vragen om een alterna-
t ief model. (Wong [1975] onderkent het probleem wel, maar geeft geen oplos-
sing; Clippinger [1974] geeft wel een model ' . ) Figuur 1b geeft een alterna-
t ie f model aan. 
cfl cf2 cf3 
(b) 
U-
u f l uf2 uf3 
figuur 1b 
Zodra een fragment van de boodschap is berekend vrordt het doorgegeven aan de 
formulator die het probeert om te zetten in een zinsfragment, dat dan weer 
wordt doorgegeven aan de articulator (cf = conceptual fragment; uf = utter-
ance fragment). 
Terwijl de formulator aan het werk i s , kan de conceptualisator doorgaan met 
het bepalen van een nieuw fragment van de boodschap. Figuur la geeft niet 
aan hoe en óf de processen elkaar beïnvloeden. Een voorstel van Kempen 
[1977] is om de processen parallel te laten lopen. Het is daarmee alleen 
nog niet duidelijk hoe de processen met elkaar coranuniceren. In het a l -
gemeen is het nodig on de vrijheid van para l l e l l i t e i t enigszins te beteu-
gelen (door de processen bijvoorbeeld te definiëren als 'concurrent' of 
' co l la te raa l ' . ) *. Wat de figuur duidelijk maakt i s dat de volgorde waarin 
1
 Dit model wordt geformuleerd aan de hand van het in CONNIVER geschreven 
computerprograrana ERMA. 
In figuur ib is aangegeven dat de conceptualisator de fragmenten cf l , cf2 
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de conceptuele fragmenten worden aangeboden niet overeen hoeft te komen met 
de volgorde waarin deze fragmenten vrorden uitgedrukt. De syntaxis is wat di t 
betreft een beperkende factor, onder andere omdat we ervan uitgaan dat de 
conceptualisator geen toegang heeft to t syntactische kennis. Het feit dat de 
gearticuleerde fragmenten met dezelfde volgorde hebben als de conceptuele 
fragmenten die er aan ten grondslag liggen heeft echter niets te maken met 
para l l e l l i t e i t van de processen. Wil een conceptueel fragment uiteindelijk 
door de articulator in geluid verden omgezet, dan zal toch de cyclus 
conceptualiseer-formuleer-articuleer moeten worden doorlopen. Wat het on-
derzoek naar aarzelpauzes kan leren t . a .v . het temporeel verloop i s dat de 
cyclus met begint en eindigt op een zinsovergang. Hiervoor kan ook nog een 
a priori argunent worden gegeven: als de conceptualisator geen syntactische 
kennis bevat, dan is er ook geen manier om te bepalen welk conceptueel frag-
ment of 'boodschap' gerealiseerd kan worden als een volledige zin. (Hierop 
MDrdt uitgebreid ingegaan in hoofdstuk I I I . ) Het verschil tussen het seriftle 
model en het parallel le model wordt in [Kempen & Hoenkamp, 1981] niet behan-
deld. D.w.z. er i s nergens in de theorie een verschil te merken tussen een 
formulator die pas wordt aangezet als de conceptualisator een conceptueel 
fragment heeft opgeleverd, of een formulator die aanstaat en op dit fragment 
moet wachten. Of de processen serieel of parallel lopen vormt geen vooron-
derstelling voor de werking van de formulator, maar i s een vooronderstelling 
voor het zinsproductieproces als geheel. Daarom speelt d i t ook pas een rol 
bi j een wat vollediger model zoals uiteengezet wordt in hoofdstuk VI. 
Welk model men ook aanhangt, de stukjes die vanwege de syntaxis nog niet 
kunnen worden gearticuleerd moeten worden opgeslagen. Dit brengt ons tot 
een belangrijke eigenschap van de Procedurele Gramática: het i s een theorie 
van stuksgewijze productie. Naar aanleiding van zijn model formuleert Clip-
pinger het verschijnsel van stuksgewijze productie als volgt [Clippinger, 
1975]: 
en cf3 achtereenvolgens afwerkt. Dit geldt ook voor de articulator 
t .o .v . fragment ufi, uf2 en uf3. Volgens de figuur kan de formulator op 
een bepaald manent met twee fragmenten tegelijk bezig zijn. Hoe d i t 
precies zou moeten gebeuren is niet uitgewerkt in de Procedurele Gramma-
t ica . (Er wordt wel een bepaalde vorm van pa ra l l e l l i t e i t verondersteld 
voor de processen binnen de formulator.) 
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"She [the speaker] does not seem to know what she i s finally going 
to say from the s t a r t , but modifies, qualifies, and corrects herself 
as she speaks. [ J She doesn't so much generate discourse — as that 
implies too neat and linear a process — as she regulates i t . [ , . . ] 
there are a nunber of different and conflicting control mechanians 
operating [ . . . ] " . 
De PG was dus niet het eerste model van stuksgewijze productie. Dit roept 
onmiddellijk de vraag op: waarin onderscheidt het model zich dan? Op de 
eerste plaats ging het in Clippinger's [1974] model voornamelijk on het 
proces van conceptualiseren dat hij in vijf concurrerende processen 
opspli tste. De manier waarop deze processen elkaar in de weg zaten ver-
klaarde hoe taaluitingen sons met horten en stoten worden geproduceerd. PG 
daarentegen modelleert het proces van formuleren. Beperkingen op het formu-
leren van zinnen zijn vooral van syntactische aard, iiraers een conceptueel 
fragment kan niet al t i jd zonder meer in de lopende zin worden ingepast, 
ju i s t vanwege granmaticale beperkingen. Tenslotte heeft in Clippinger's 
model de conceptualisator toegang tot linguistische kennis, ie t s wat in de 
PG wordt uitgesloten. Blijkbaar kan stuksgewijze productie op verschillende 
manieren worden benaderd; wat er b i j de PG beoogd wordt zal aangeduid worden 
met de term increméntele productie. 
Het zal inniddels duidelijk zijn dat we ons niet richten op voordracht -
zinsproductie die aanzienlijk i s voorbereid - maar op onvoorbereid spreken. 
Het l i g t dus niet vooraf vast hoe een bepaald conceptueel fragment als 
zinsfragment in een lopende zin zal worden gerealiseerd. Voor een beschrij-
ving van di t laatste proces i s het idee van increméntele productie in-
gevoerd. 
! Spontaan spreken veronderstelt een mechaniane voor increméntele pro- ! ¡ ductie. [ 
Bij increméntele productie wordt de conceptuele informatie gelexicaliseerd 
en door de fonnulator zo ver mogelijk in een syntactische structuur omgezet. 
Vanwege granmaticale beperkingen kan er lexicaal materiaal overblijven dat 
nog niet kan worden uitgesproken, informatie die dus even moet worden vast-
gehouden. Dit le idt uiteraard tot eisen ten aanzien van een werkgeheugen. 
Volgens McGuire ' zou het ideale model er een zijn waarbij al le taalkundige 
beslissingen nodig om een woord te uiten, genaakt konden worden oriniddellijk 
5
 McGuire, R.. (AI-department Yale University) persoonlijke comnunlcatie ok-
tober 1980. 
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vóór het uitspreken van het woord, en daarna weer onmiddellijk kunnen wor-
den vergeten. Hij noemt di t model ideaal omdat het helemaal geen werkgeheu-
gen veronderstelt. Het aardige van het standpunt i s , dat elk toevoegen van 
werkgeheugen nu moet worden verantwoord. Toch neemt de PG di t extreme 
standpunt niet in. We nemen een wat soepeler (en voorlopig vager) ui t-
gangspunt: de belasting van het werkgeheugen moet minimaal zijn, anders 
gezegd er moet zo min mogelijk informatie worden vastgehouden. Sanengevat 
luidt daarom het uitgangspunt: 
! Principe van de increméntele productie: ! 
! wat uitgesproken kán worden moet ook onmiddellijk worden uitgesproken. ! 
De vraag is uiteraard hoe men d i t doel kan realiseren. De PG brengt tijdens 
het formuleerproces syntactische betrekkingen aan tussen de verschillende 
delen van de zin die moeten worden uitgesproken. Zoals we hebben gezien 
kant de volgorde van de stukjes zin niet noodzakelijk overeen met de vol-
gorde waarin de conceptuele fragjnenten worden aangeboden. Maar le t op: het 
gaat hier om de volgorde waarin de zinsdelen uiteindelijk worden uitgespro-
ken. Niets verbiedt het aanbrengen van de syntactische betrekkingen zonder 
de zinsdelen uit te spreken. Bij a l ler le i syntactische beschrijvingen 
(Transformationele Graimatica, ATN's, Functional Graraiar, Systemic Granmar 
etc.) i s de woordvolgorde een syntactische betrekking die mede bepalend i s 
voor de verdere operaties op zinsstructuur. In de PG vormt de woordvolgorde 
een aparte canponent. De syntactische betrekkingen bepalen hier alleen de 
wijze waarop de zinsdelen hiërarchisch met elkaar zijn verbonden. Dit laat 
toe dat ook gedeelten van de zin die weliswaar nog niet zijn uitgesproken, 
wel al syntactisch kunnen vrorden gerelateerd aan andere zinsdelen, en als 
zodanig kunnen worden opgeslagen. Dit wijkt af van het hierboven genoemde 
ideale model van McGuire; urniers nog ui t te spreken gedeelten van de zin 
moeten in het werkgeheugen worden opgeslagen. Die pri js wordt niet voor 
niets betaald: als het zinsdeel aan de beurt i s hoeft er niet meer te worden 
gerekend, het kan meteen worden uitgesproken. Dit draagt bi j tot een ver-
klaring van het verschijnsel vloeiendheid; het feit dat mensen ondanks het 
ingewikkelde genereerproces toch in staat zijn vloeiende zinnen voort te 
brengen. Het houdt wel in dat het formuleerproces op verschillende fronten 
tegelijk actief moet zijn: er moeten Iraners verschillende zinsdelen tegelijk 
worden geformuleerd, anders gaat de redenering niet op. In de PG wordt 
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verondersteld dat dit inderdaad het geval ia, door er van uit te gaan dat 
een aantal processen parallel kunnen verlopen (er zijn ook andere oplos-
singen mogelijk). De vraag die hier meteen op aansluit i s : welke processen 
zijn het dan die parallel verlopen? Hierop kom ik zo dadelijk terug; eerst 
zal ik een schets geven vai niet-ideale zinsproductie die voor de PG van be-
lang i s . 
1.1.1. Niet-Ideale zinsproductie 
Interessant i s het verschijnsel dat mensen de meeste tijd moeiteloos en 
vloeiend kunnen formuleren. Men zou kunnen volhouden dat dit maar schijn 
i s , aangezien bij nauwkeurige observatie een aantal onvolkomenheden te 
ontdekken i s . Inderdaad i s veel onderzoek naar niet-ldeale zinsproductie 
gebaseerd op nauwkeurige registratie van spontane taal. Er zijn verschil-
lende typen niet-ideale zinsproductie, die vanuit de PG ieder op een speci-
fieke manier verklaard kunnen worden. Als de spreker begint te formuleren 
voordat alle benodigde informatie aanwezig i s kan het zijn dat hij moet 
wachten op nieuwe informatie om de zin af te kunnen maken, of er i s tijd no-
dig om de woorden op te zoeken die bij de boodschap passen. Het kan ook zijn 
dat delen van de zin moeten worden hernemen andat ze niet overeenkomen met 
wat de spreker uiteindelijk wil mededelen. Dit soort verschijnselen, aar-
zelingen en valse starts, zijn het makkelijkst te verklaren vanuit incremén-
tele productie. Op deze verschijnselen kan ik terug in hoofdstuk VI. 
Het komt ook voor dat een zin vloeiend wordt uitgesproken, maar dat er ver-
sprekingen optreden. Zo kan de zin "Hij stopte de la in de br ie f vloeiend 
worden opgeleverd, terwijl de woorden "la" en "brief zijn verwisseld. Dit 
soort verschijnselen wordt uitgebreid beschreven door Garrett [1975], en 
eerder al door bijvoorbeeld Cohen [1965 ' ] . Als de zin "Hij stopte de la in 
de br ie f increnenteel wordt opgeleverd, dan moet er in ieder geval al voör 
het uitspreken van "brief een codering voor "la" aanwezig zijn. Met andere 
woorden er moet tegelijkertijd aan verschillende delen van de zin wordt 
gewerkt. Deze veronderstelling uit de PG wordt door Garrett's onderzoek on-
dersteund. Meer hierover volgt zo dadelijk bij de bespreking van de com-
ponent voor woordvolgorde. 
* Cohen bestudeert deze verschijnselen echter vanwege het belang voor de 
taalkunde en noant ze "per se psychologisch oninteressante gevallen" (ibid. blz. 178). 
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Naast deze vormen van niet-ideale productie kan men ook nog kijken naar 
taaiproductie waar het normale verloop van de zinnen ernstig en op niet 
voorbijgaande manier i s gestoord, zoals bij afasie. Gegevens uit onderzoek 
van Kean [1977] enerzijds en Kolk [1978] anderzijds over й-oca's afasie die 
in eerste instantie onverenigbaar li jken, kunnen worden verklaard met in de 
PG beschreven mechanianen (zie [ Kempen 4 Hoenkanp, 1981] voor deta i l s ) . 
Deze paragraaf was een sanenvatting van een belangrijk deel van de psycholo­
gische plausibi l i te i t die de PG nastreeft. Laat ik de punten nog eens op een 
r i j zetten. 
A Als belangrijk kermerk werd genoemd de incranentele productie: het vermo­
gen om tijdens het formuleren nieuwe informatie in de zin op te nemen. 
Hoofdstuk V gaat in op een aantal verschillende manieren waarop incranen­
tele productie kan worden verwezenlijkt. 
В Een volgend punt dat de PG vanuit psychologisch oogpunt interessant 
maakt, i s dat ze een verklaring geeft voor de opvallende vloelendheid van 
spontane t a a l . Deze vloelendheid i s te danken aan het feit dat verschil­
lende delen van een zin gelijktijdig kunnen worden geformuleerd. Het i s 
dan wel nodig een aparte instantie in het leven te roepen voor het 
bepalen van de woordvolgorde (zoals in de PG i s gedaan). 
С Het vermogen tot parallelle verwerking van verschillende syntactische 
eenheden verklaart een belangrijke groep versprekingen. 
D Ook op het gebied van pathologisch taalgebruik heeft de PG een ver­
klarende waarde. 
1.2. Syntactische procedures 
. . . there i s an obvious moral: of the two systems, 
reduction and comprehension, the a priori l ike l i -
ood of close correspondence betveen gramatical 
processes and the computational processes which ac­
count for sentence use i s greatest for the former. 
- Garrett [1980] -
In de vorige paragraaf werd gesteld dat tijdens het formuleerproces gebruik 
genaakt wordt van parallel verlopende processen, maar er werd niet gezegd 
S 
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over welke processen het daarbij ging. Er moet een keuze gemaakt worden, im­
mers het zinsproductieproces heeft heel wat componenten. Begripsmatig wordt 
het proces van het formuleren van een zin verdeeld in deelprocessen die 
ieder een zinsdeel formuleren. 
! Het formuleerproces wordt opgebouwl gedacht uit een aantal deelpro- ! 
cessen die ieder een zinsdeel voor hun rekening nanen. Zo'η deelproces 
• wordt aangeduid met de naam van dat zinsdeel. ! 
Zo spreken we van het proces 'Subj' dat een subject bouwt, of van het 
proces 'lObj' dat een Indirect Object voor zijn rekening neemt. We delen de 
processen die bi j het formuleren betrokken zijn dus in naar het zinsdeel dat 
erdoor wordt geformuleerd, en zien dat ieder op zich weer bestaat u i t deel­
processen: Subj i s zelf een deelproces van het proces S (zin). Het formu­
leerproces wordt zo als het ware van buitenaf bekeken: we zien a l l e r le i ac­
t iv i te i ten en geven die activiteiten namen. In de PC als theorie draaien we 
de zaak on: de naan van een proces geeft aan welk zinsdeel wordt opgebouwd. 
(Dit gebeurt ook verder in di t proefschrift.) Voortaan zullen syntactische 
symbolen zoals S, Subj, NP e tc . dan ook betrekking hebben op processen. De 
syntactische hiërarchie i s dus op te vatten als een hiërarchie van pro-
cessen. In de PG worden definities gegeven van deze processen. Een u i t s te -
kende manier om processen te beschrijven bestaat in het geven van een defi-
ni t ie ín een prograimeertaal. Zo'η definitie heet een procedure. Een der­
gelijke procedure kan worden opgevat als een expert die gespecialiseerd i s 
in het samenstellen van een bepaalde constituent. Zo i s PP een procedure 
die de expertise vertegenwoordigt voor het maken van een voorzetselgroep 
(Prepositional Phrase). Evenzo i s 'Subj' de procedure die het maken van het 
subject van de zin voor zijn rekening neemt. Syntactische procedures kunnen 
waar nodig andere experts aan het werk zetten. De procedure S bijvoorbeeld 
zal in het algeneen een gedeelte van het werk delegeren naar de procedure 
Subj, en deze laatste zal op zijn beurt weer NP gebruiken voor het sanen-
stellen van een naanwoordsgroep. De procedure-aanroepen vormen een hiSrar-
chie die hier aangegeven zal vrorden met een boomstructuur. De zin "Beethoven 
componeerde een opera" geeft de volgende aanroephiërarchie te zien: 
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(1 ) , s , 
Sybj VFÍn 0¿j 
ij? V , NP , 
NPÍlead Dçt NPl)ead 
I I I 
N Art N 
figuur 2 
Men kan de syntactische procedures ook opvatten als processors, machientjes 
die een bepaald syntactisch product afleveren. In bovenstaande is 
aangegeven dat de processor S de processors Subj, Vfin en Obj aanzet. Hier-
bi j kunnen deze processors (Subj, Vfin en Obj) hun werk tegelijkertijd u i t -
voeren. Of er Inderdaad sprake is van een parallel verloop laat ik voorlo-
pig even in het midden omdat het er op di t moment niet toe doet. Figuur 2 
geeft dus wel een ordening aan van boven naar beneden, maar niet van links 
naar rechts. Dus NP wordt voorafgegaan door Subj, maar NP en V zijn niet 
vergelijkbaar wat het verloop in de t i jd betreft ' . 
De procedures kunnen verdeeld worden in twee groepen: functie-procedures en 
categorie-procedures. Die tweedeling komt men in de taalkunde ook wel tegen 
en ze wordt soms ook expliciet b i j een graimiatica aangebracht, zoals 
bijvoorbeeld bij Dik [197Θ], Davey [1978], Kay [1979b] en Bresnan [1981 · ] . 
Een categorie i s een woordgroep die men buiten het zinsverband kan benoemen 
dus "King Lear" i s een categorie, en wel een naanwoordsgroep (NP). 'Subject' 
daarentegen is een granmaticale re lat ie die alleen binnen het zinsverband 
kan worden toegekend, zoals in "King Lear i s een tragedie van Shakespeare" 
waarin "King Lear" ae functie heeft van subject. De functies en categorieën 
die in de PG worden gebruikt worden hieronder opgesomd (deze benaningen wor-
den ook gebruikt in de implementaties). 
5
 be lezer die gewend is adn afleidings-bomen kan de figuur beter opvatten 
als een 'mobile' dan als een boon. In di t proefschrift wordt in de 
figuren de links-rechts ordening gekozen die overeenkant met de woord-
volgorde, de figuren blijken dan makkelijker te interpreteren. 
Merk echter op dat bijvoorbeeld bij Bresnan [op.ci t . ] ce categorieën en 
functies tot twee verschillende structuren behoren (de constituenten-
structuur en de functionele structuur) terwijl ze in de PG beide 
tegelijk in een structuur voorkomen. 
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Categorie-procedures (CPROCs): 
S clause 
NP noun phrase 
PP prepositional phrase 
AP adjectival or adverbial phrase 
V main verb 
Aux auxiliary verb 
-3un 
A adjective or adverb 
Ρ preposition 
Art a r t i c i 
N no  
et 
os 
_ _l le Conj subordinating conjunction 
Functie-procedures (FPROCs): 
VFin finite verb 
Vinfin infinitive verb 
Subj subject 
lObj indirect object 
SMoa sentence modifier 
Comp canpl ementi zer 
NPHead head of noun phrase 
NMod noun phrase modifier 
Det determiner 
PPHead head of prepositional phrase 
PObj prepositional object 
PMod prepositional phrase modifier 
APHead head of adjectival or adverbial phrase 
AMod modifier in adjectival or adverbial phrase 
ι.e verschillende procedires zijn in de hiërarchie aan elkaar gerelateerd. 
Op de eerste plaats i s er steeds een afwisseling van functie-procedures 
verder aangeduid als FPROCs, en categorie-procedures, voortaan CPROCs 
genoemd. (Die afwisseling is niet toevallig, zoals we zullen zien.) Boven-
dien l i g t vast welke FPROCs door welke CPROCs kunnen worden gestart . Dit i s 
weergegeven in de volgende tabel (tabel 1): de FPROCs onder (b) kunnen wor-
den gestart onder de CPROCs ui t r i j (a) erboven. 
(2) clauses noun phrases prepositional adjectival 
phrases or adverbial 
phrases 
( a ) S NP PP AP (b) Subj , Obj. NPHead, »tod, PPHead, PMod, APHead, AMod 
VFin,' V I n h n , Det PObj 
lObj , SMod, 
(c) O t o x , Conj N, Art Ρ A 
tabel 1 
Men kan de tabel ook zien als de weergave van een functie die aan elke FPROC 
een CPROC toevoegt. Deze functie noem ik voortaan de 'bestemmingsfunctie' 
aangegeven als Δ. IXis Δ: FPROC —» CPROC. In de onderste r i j (c) staan de 
zogenaande ' lexicale ' procedures: d i t zijn procedures die lexicaal materiaal 
opleveren; ze worden ook TPROCs genoemd (terminale procedures). 
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Conj V/Aux 
Comp VFin/VInfin 
PPHoad 
figuur 3: Ее confrontatie-functie uit PG-II. 
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" Een syntactische procedure heeft een aantal taken te volbrengen, In het a l -
geneen zijn dit de volgende: 
A. Lexicaliseer 
B. Bepaal de subprocedurea 
C. Voer de procedures ui t stap B. ui t 
D. Bereken de bestemning voor het resultaat van 
deze procedures 
Verderop zal blijken dat stap A. steeds een nieuw s te l syntactische proce-
dires oplevert. Deze procedures moeten worden uitgevoerd; soomige otmiddel-
l i jk , andere na tussenkomst van andere procedures. Beslissingen hierover 
worden genenen in stap B. Zo zal de procedure S vaak aanleiding zijn voor 
het uitvoeren van de procedu-es SubJ, V en Obj. Die informatie korat via stap 
A. uit het lexicon. Volgens regel (b) u i t tabel 1 kan echter niet zonaar 
elke procedure onder elke andere worden uitgevoerd. Subj kan bijvoorbeeld 
rechtstreeks onder S gedraaid worden, terwijl dat niet geldt voor V. Qn di t 
op te lossen zal tussen S en V eerst de procedure VFin of Vinfin uitgevoerd 
moeten worden: 
(3) S 
t 1 - I 
Subj VFin Oij 
Ì 
Het tussenvoegen van een procedure, zoals VFin tussen S en V, i s vaker no-
dig. Daarvoor is de confrontatie-ftnetie ontworpen. Deze geeft aan welke 
procedure of procedures moeten worden ingevoegd, gegeven de syntactische 
procedure die de lexicalisering verricht, en de procedure(s) die bi j deze 
lexicalisering wordt gevonden. Het i s een functie van paren procedure-namen 
naar r i j t j es procedure-nanen (waarbij het originele paar als eerste en 
laatste element optreedt). Bijvoorbeeld : 
(S, Subj) — (S, Subj) (S, V) -* (S, VFin, V) 
Als een S geconfronteerd wordt met het uitvoeren van een N, dan wordt het 
r i j t j e wat langer: 
(S, N) -* (S, Subj, NP, NPHead, N) 
Figuur 3 geeft een re la t ie weer die de confrontatie-functie bevat. (Qn de 
functie volledig te bepalen zijn er een paar extra condities nodig ' ) . In 
7
 Neem het laatste voorbeeld: wat i s het beeld van (S, N)? In de figuur zijn 
er twee paden tussen de procedure-nanen S en N namelijk via Subj en Obj. 
Als er nog geen Subj aanwezig i s wordt het pad via Subj genonen. Deze 
condities zijn niet in de figuur aangegeven. Ze zijn wel ontworpen om 
te zorgen dat de paden eenduidig bepaald zijn zodat er inderdaad sprake 
i s van een confrontatie- functie. 
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deze figuur kan men de afwisseling van FPROC en CPROC zien. 
In het volgende hoofdstuk zal blijken dat de hibrarchie van procedure-
aanroepen op een aantal punten te vergelijken is met de structuur die in de 
transformationele granmatica wordt aangeduid als D-structuur ("deep-
structure"). De aanduiding D-structuur zal daarom ook gebruikt worden als 
naam voor de procedure-aanroephiërarchie, tenzij uit de context niet 
duidelijk is over welke D-structuur het gaat. Ook is er in de PG een analo-
gon voor de S-structuur ("surface-structure"). Deze structuur geeft (net als 
in de TG) de syntactische (oppervlakte-) relaties aan tussen de verschil-
lende delen van de geformuleerde zin. Over de S-structuur in de PG hebben we 
nog niets vast gelegd, maar dat komt in het volgende hoofdstuk. Wel zal ik 
vast aangeven wat er in [Kempen & Hoenkanp, 1961] mee wordt bedoeld. Zoals 
daar de S-structuur wordt aangeven is er nog al wat ruinte voor interpreta-
tie. Aldaar (op. cit.) wordt de S-structuur opgevat als value return 
hierarchy. Dit komt overeen met de implanentatie in PG-I en PG-II. In een 
apart hoofdstuk komt nog een geheel andere interpretatie aan de beurt 
(hoofdstuk V), die ik de EMPG heb genoemd. De S-structuur wordt daarbij op-
gevat als procedure return hierarchy ·. 
De weergave van de D-structuur als een boom (in feite een mobile) geeft een 
representatie van deze structuur als een partieel geordende verzameling, met 
de knopen als elenenten en de relatie 'danineren' als ordening (waarbij de 
wortel van de boom het eerste element van de structuur is). Merk op dat de 
links-rechts volgorde van de knopen, en dus ook van het lexicale materiaal 
hier geen rol speelt. Die links-rechts volgorde, dus uiteindelijk de woord-
volgorde in de zin, wordt in de PG op een speciale manier gerealiseerd. 
Hierover gaat de volgende paragraaf. 
' Voor de volledigheid zij vermeld dat momenteel een vierde implementatie 
wordt ondernomen door Koen de Smedt (Universitaire Instellingen Antwer-
pen). De implementatie ligt wat prograrmeertechniek betreft (object-
georienteerd) in de lijn van de EMPG: in dit proefschrift wordt geen ge-
ruik gemaakt van bevindingen hieruit. 
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• 1.3. Een onafhankelijke woordvolgordecomponent 
Want men kan zich wel denken dat een machine zodanig 
ís genaakt dat ze woorden uitbrengt [ . . . ] maar niet 
dat ze die woorden verschillend rangschikt om te 
antwoorden op de zin van alles wat men tot haar zeg-
gen zal, zoals de domste mensen kunnen. 
- Descartes, 1637 -
Voor het invoeren van een onafhsnkelijke woordvolgordecomponent wil ik twee 
typen argunenten aanvoeren: het eerste is ontleend aan empirisch onderzoek, 
het andere i s een argunentatie a priori . Laat ik beginnen met het eerste . 
Er i s een uitgebreide l i teratuur op het gebied van versprekingen. Dit on-
derzoek z i t echter vol voetangels en klam en. Een zo'n voetangel i s , naar 
Brovman [1977] aantoont, dat een ' s l i p of the tongue' van de proefpersoon 
sans te herleiden i s tot een ' s l i p of the ear' van de proefleider. Ik richt 
me daarom op d i t manent op het zorgvuldige onderzoek van Garrett [1975], 
speciaal met het oog op woordverwisselingen. Men kan hierbij denken aan een 
zin als 
(4) Hij stopte de la in de brief 
Deze zin kan zijn ontstaan doordat eerst de lexicale items ter beschikking 
kwanen, waarbij vervolgens een verkeerde positie werd uitgerekend. Misschien 
i s het wel andersom gegaan: eerst werd een positie berekend, en daarna werd 
op die positie het verkeerde lexicale item neergezet. Garrett heeft het in 
di t verband echter niet over de volgorde van deze processen in de t i j d , maar 
over nivo's van processen, die hi j aanduidt als het functionele en het 
positionele nivo. Deze twee nivo's bouwen een "plaining frane". Het plan-
ning frane wordt gebruikt on aan te geven waar in de zin welk lexicaal ma-
teriaal zal worden aangebracht. Kort gezegd, het functionele nivo zorgt 
voor de lexicale items, en het positionele nivo bepaalt de volgorde hiervan 
binnen een woordgroep. Door het positionele nivo wordt verder ook nog 
gezorgd voor informatie over inflecties en graimaticaal bepaalde morfologie. 
(Overigens zijn deze nivo's niet geheel autonoom, zie [Dell & Reich, 19S1].) 
Deze nivo 's , beter gezegd de werking van deze nivo's zijn terug te vinden in 
de PG. Daar wordt het functionele nivo weerspiegeld in het uitvoeren van een 
lemma ' . Zo bezien is het lama op te vatten als een deel van het planning 
frane. De woordvolgordecomponent van de PG neent maar een deel van het posi-
* De lezer kan het lamia voor d i t manent beschouwen als een data-struetuur 
die ergens in het lexicon te vinden i s . Verderop kom ik er nader op 
terug. 
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tionele ñivo voor zijn rekening, namelijk alleen het bepalen van de volgorde 
van de lexicale items binnen de zin. De rest wordt behandeld door een mor-
fologische component, waarover dadelijk meer. 
Een eigenschap van woordverwisselingen is dat de verwisselde woorden tot 
verschillende frasen kunnen behoren. Dit ondersteunt sterk de veronderstel-
ling die we gemaakt hebben over de syntactische hiërarchie als een mobile 
i .p.v. een boom. Immers voor processen die afhangen van een dergelijke 
representatie i s de afstand tussen de woorden in de uiteindelijke zin i r -
relevant. 
Ken moet zich afvragen wat de aard i s van het lexicaal materiaal dat in de 
mobile is gerepresenteerd. Garrett redeneert dat op een dergelijk nivo de 
klank-informatie niet al te abstract kan zijn; hoe kan er anders foutieve 
klankinformatie tot stand kanen? Anderzijds kan ook niet a l le morfologie op 
dat nivo bepaald zijn. Hiervoor voert h i j voorbeelden aan a ls de volgende 
(5) a) I t certainly run outs fast 
b) I t certainly runs out fast [z] 
waarbij bl i jkt dat er accanodatie plaats heeft van de klank aan de omgeving 
van de verspreking. Kortom er hebben morfologische processen plaats die in 
de t i jd gezien konen na het functionele en positionele nivo. Garrett 
bespreekt nog een aantal andere observaties (bijvoorbeeld met betrekking tot 
intonatie-contour) waar ik niet verder op in zal gaan. Wel hebben deze ob-
servaties binnen de PG geleid tot het invoeren van twee stadia in het zins-
productieproces, Stadium-I en Stadium-II genoand. In d i t proefschrift zal 
verder alleen worden gesproken over processen in Stadiun-I l 0 . 
Er zijn dus twee dingen die ik overneem uit Garret t ' s onderzoek: een 
schelding in functioneel en positioneel nivo en een globale verdeling van 
het zinsproductieproces in twee stadia. Aangenomen wordt dat functioneel en 
positioneel nivo zich afspelen in Stadium-I. In de PG wordt de scheiding van 
deze twee nivo's deels weerspiegeld door de processen die een syntactische 
hiërarchie opbouwen te scheiden van de woordvolgordecomponent. 
Bnpirische gegevens zoals die voortkomen uit Garrett 's onderzoek (en gerela-
" Er zijn binnen de PG wel ideeën over Stadium-II, maar die zijn onvol-
doende geïmplementeerd. Overigens wordt door Koen de Smedt (Universi-
ta ire Instellingen Antwerpen) gewerkt aan een PG-implementatie die 
vooral aandacht besteedt aan de morfologie. 
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teerd onderzoek) vormen niet de enige ondersteuning voor een onafhankelijke 
woordvolgordecomponent. Wat d i t betreft zijn er ook andere argunenten die 
bi j het ontwerp van de PG een rol hebben gespeeld. 
De PG produceert syntactische constructies vanuit het lexicon, op basis van 
binnenkomende sanantische (conceptuele) informatie. Zoals we gezien hebben, 
hoeft de volgorde van sanantische informatie niet overeen te komen met de 
volgorde waarin deze informatie uiteindelijk lexicaal gerealiseerd zal wor-
den. Bij increméntele productie kan het dus gemakkelijk voorkomen dat er 
eerst iets binnenkomt dat pas later in de zin kan worden uitgesproken. Het 
is op dat moment de vraag waar precies dat fragment terecht komt, omdat dit 
vaak afhangt van wat er eerder in de zin i s gebeurd. Met andere woorden het 
i s van te voren niet mogelijk de volgorde te bepalen, terwijl misschien op 
dat moment wel al ie ts gezegd kan worden over de syntactische af-
hankelijkheid van het fragment. Nemen we even concreet aan dat de doeltaal 
Nederlands i s , en dat er een conceptueel frapnent binnenkomt, dat tot een 
werkwoords-lenma lexicaliseert , laten we zeggen het werkwoord 'bedenken'. 
Na het lexicaliseren moeten de ui t te voeren subroutines bepaald worden. 
Dit geeft bijvoorbeeld aanleiding tot de volgende structuur: 
S 
Subj VFin 0¿j 
ι 
bedenken 
Als bij het uitvoeren van het lemma van de procedures de volgorde meteen 
bepaald moet worden, dan kan dit tot problanen leiden als Subj niet kan lex­
icaliseren (doordat de gewenste informatie nog ontbreekt). Moet er dan zo­
lang een plaatsje vrij worden gehouden voor het subject dat nog ontbreekt? 
Stel dat er inmiddels een conceptueel fragment binnenkomt dat betrekking 
heeft op het tijdstip van de handeling. Dit fragment kan dan bijvoorbeeld 
als adverbiale frase gerealiseerd worden. Zo'n frase kan gebruikt worden om 
de zin mee te beginnen ("Morgen bedenk..."). Passen we nu het principe van 
de incranentele productie toe: 'Wat uitgesproken kán worden moet ook onmid-
dellijk worden uitgesproken', dan moet er niet gewacht worden op het subject 
van de zin, want in het Nederlands kan een zin beginnen met een adverbiale 
frase. Het voordeel van een onafhankelijke woordvolgordecomponent is nu 
duidelijk: de syntactische hiérarchie kan in elkaar worden gestoken waarbij 
- 29 -
zoveel mogelijk informatie wordt gelexicaliseerd. De woordvolgordecomponent 
bepaalt dan een rangschikking waarna zoveel mogelijk van het lexicale ma-
teriaal wordt uitgesproken. 
[Noot] Een ander belangrijk voordeel van de onafhankelijke woordvolgorde 
component heeft te maken met een nog niet geïmplementeerd stuk van de PG. 
Zoals opgenerkt stellen we ons voor dat de verschillende syntactische pro-
cessen parallel verlopen. Dit betekent dat verschillende takken van de syn-
tactische 'mobile' tegelijk tot stand komen. Het is op dit manent niet 
duidelijk hoe transparant die processen voor elkaar zullen zijn, of met an-
dere woorden, hoeveel informatie ze van elkaar kunnen betrekken. Zolang 
hierover geen beslissing is genomen blijven we met een aparte volgordecom-
ponent aan de veilige kant. Deze kan dan immers als het ware van buiten af 
naar de 'mobile' kijken om de takken te rangschikken. Aan de rangschikking 
is vervolgens te zien welk lexicaal item op een bepaald moment aan de beurt 
is cm uitgesproken te worden. 
[Einde Noot] 
Sanenvatting hoofdstuk 1^  
Dit hoofdstuk was een korte beschrijving van de Procedurele Grarmatica. Een 
theorie over de wijze waarop mensen zinnen produceren kan niet voorbijgaan 
aan de drie belangrijke onderdelen van dit proces, nanelijk 
conceptual1seren, formuleren en articuleren. Om een dergelijke theorie te 
kunnen beooroelen is het van belang dat duidelijk wordt over welk van de on-
derdelen uitspraken worden gedaan. Een theorie die bedoeld is om het hele 
proces van zinsproductie te beschrijven zal ook moeten aangeven hoe de ver-
schillende onderdelen met elkaar verbonden zijn. De Procedurele Granmatica 
beoogt slechts ten dele het zinsproductieproces te beschrijven; de aandacht 
is vooral gericht op het gedeelte formuleren. Toch blijkt dat de meest in-
teressante beperkingen op dit formuleerproces ontleend worden aan de in-
teractie met het proces van conceptualiseren. In de PG wordt uitgegaan van 
de autonomie van de conceptualisator: het conceptualiseren mag niet beperkt 
worden door eigenschappen van het formulatorgedeelte. Eer directe consequen-
tie is het verschijnsel van stuksgewijze productie. Het model dat hiervoor 
wordt ontwikkeld is dat van increméntele productie, een proces waarbij 
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tijdens het formuleren nieuw binnenkanende conceptuele fragmenten in de zin 
kunnen worden verwoord. Een onderdeel van di t proces wordt gevormd door een 
onafhankelijke woordvolgordecomponent. 
Increméntele productie wordt beschreven met behulp van taalkundige begrip-
pen, waardoor een vergelijking met bestaande taalkundige theorieën wordt 
verganakkelijkt. Deze termen krijgen echter een nieuwe interpretatie doordat 
ze verwijzen naar processen. Dit laatste maakt het mogelijk een vergelijking 
aan te gaan met die theorieën uit de psychologie die betrekking hebben op 
het proces van menselijke zinsproductie. 
Beide vergelijkingen, die met de taalkunde en die met de psychologie, spelen 
in dit proefschrift een belangrijke ro l . Dit hoofdstuk gaf een inleiding op 
de vergelijking met psychologische gegevens, en deze draad zal in andere 
hoofdstukken weer worden opgencmen. Het volgende hoofdstuk zal meer in de-
t a i l treden over de vergelijking met de taalkunde. 
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I I . VAN D-STRUCTUUR NAAR S-STRUCTUUR 
Het vorige hoofdstuk was een algemene inleiding op de procedurele graima-
tica met als belangrijkste onderwerp de psychologische plausibi l i te i t van de 
PG. Centraal daarbij staan de volgende twee vragen: 
1) welke taalpsychologische observaties kunnen door de PG worden verklaard, 
2) wat is het mechanisme van de PG, anders gezegd hoe kan de PG deze obser-
vaties verklaren. 
In latere hoofdstukken zal ik nog uitgebreid op deze vragen terugkomen. 
In di t hoofdstuk zal ik dieper ingegaan op de taalkundige plausibi l i te i t van 
de PG. Ik volg daarbij de volgende strategie. Een theorie die zowel psycho-
logische als taalkundige verschijnselen kan verklaren veronderstelt een 
structuur waarmee op zijn minst zowel psychologische als taalkundige obser-
vaties zijn te beschrijven. Aangezien de psychologische beschrijving in 
termen van cognitieve processen i s gegeven en de taalkundige in termen van 
syntactische structuren, s te l ik een abstractere structuur voor die beide 
interpretaties toelaat . 
Laten we de draad opnemen bij het vorige hoofdstuk waar gesproken werd over 
D-structuur en S-structuur. Als aanknopingspunt kan men hierbij denken aan 
de "deep-structure" en "surface-structure" ui t de Standard-Theory van de TG. 
Men moet echter bedenken dat de deep-structure u i t de TG iets anders i s dan 
de bomen die in taalkundeboeken te vinden zijn, net als het getal 1 ie t s 
anders i s dan de notatie 1 die meestal voor d i t getal wordt gegeven. Even-
min is de D-structuur van de PG het statische plaatje dat we eerder hebben 
gezien; het is evenwel een procedure-aanroephiërarchie. Elke procedure kan 
nu worden geïdentificeerd met een uniek object, dat ik 'knoop' zal noemen. 
In PG-I en PG-II, implementaties van PG dus, worden deze knopen gemaakt door 
de syntactische procedures zelf. Een S-structuur in de PG bestaat nu uit een 
geordende verzaneling van dergelijke knopen l . 
De volgende paragraaf gaat dieper in op de ordening op de verzameling kno-
1
 Str ict genenen moet ik onderscheid maken tussen de knopen ui t de S-
structuur en de knopen die door de procedures worden gemaakt. Echter, 
deze procedures zijn op zichzelf weer abstracte entiteiten die om-
schreven kunnen worden in een programmeertaal. Bij het uitvoeren van die 
procedures op een concrete machine zullen deze knopen ook weer 
gerepresenteerd moeten worden etc. Ik zal verder in di t proefschrift om 
didactische redenen een dergelijk onderscheid achterwege laten. 
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pen. 
2 .1 . Een monomorfie van S- naar D-structuur 
In di t proefschrift wordt onder S- en D-struotuur ie t s anders verstasn 
dan onder de begrippen oppervlakte- en dieptestructuur in de TG, hoewel er 
grote overeenkomsten zijn. De structuren worden echter heel verschillend 
geïnterpreteerd. Zo is in de TG een dieptestructuur een boom die onder 
invloed van transformaties in andere bomen worden omgezet. In de PG is dr 
dieptestructuur een groeiende boom, waarvan eerst alleen de wortel bestaat, 
en waar takken aan verschijnen. Tijdens di t proces ontstaat een tweede 
structuur die oppervlaktestructuur wordt genoemd. Men zou kunnen zeggen dat 
deze laatste een boom is die bi j de blaadjes begint, en langzamerhand naar 
de wortel toe groeit . De beide bonen lijken veel op elkaar. In deze 
paragraaf wil ik aangeven hoe de vorm van belde bomen aan elkaar i s gerela-
teerd. Omdat het gaat om de vorm en niet om de wijze van ontstaan, zal ik de 
beide structuren beschrijven als geordende verzanelingen waarvan de een in 
de ander vrerdt afgebeeld. De Procedurele Graninatica legt een bijzondere 
beperking op aan deze afbeelding: de afbeelding heeft een inverse. Met an-
dere vroorden elke knoop in de S-structuur heeft precies èèn origineel in de 
D-structuur. Nog anders gezegd, elke knoop in de S-structuur komt overeen 
met precies èèn syntactische procedure. Het zal blijken dat de ordening 
onder deze inverse gehandhaafd b l i j f t , zodat er sprake is van een 'monomor-
f i e ' *: met d i t begrip kan een belangrijke r e s t r i c t i e op het formuleerproces 
worden sanengevat 
Í De afbeelding van D-stuctuur naar S-structuur heeft een inverse; ten ! 
! aanzien van de ordening i s deze inverse een monanorfie. j 
Representeren we de D- en S-structuur als een boom dan kunnen we deze eigen-
schap als volgt omschrijven: 1) elke knoop in de S-boon komt ook voor in de 
D-boon (er kunnen dus geen knopen bijkomen), en 2) als een knoop een andere 
knoop in de S-boom domineert, dan geldt de domineer-relatie ook in de D-boom 
(het omgekeerde hoeft niet te gelden). 
[Voorbeelden] In onderstaand plaatje is links de D-structuur en rechts de 
1
 Zijn X en Y geordende verzanelingen met respectievelijk ordening < en < ' , 
en zij g een afbeelding van X in ï . Deze afbeelding heet een monomorfie 
als voor elke x1.x2 waarvoor geldt x1<x2 ook geldt g(x1)<'E(x2),—en 
bovendien voor x1¿x2 geldt g(x1)*g(x2). 
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S-structuur aangegeven. Hier geldt dat alle knopen die A in de S-structuur 
domineert, ook in de D-3tructuur door A worden gedomineerd. Maar knoop В 
domineert knoop D in de D-structuur maar niet in de S-structuur. 
(6) 
А 
\ 
В 
\ 
С 
\ D 
D-structuur А 
/ \ D В 
\ 
С 
S-structuur 
Een concrete illustratie vormt de zin 
(7) Jan wil een appel eten 
De eerste implementatie van de PG, PG-I, gaf de volgende D- en S-structuur 
voor deze zin: 
D-structuur 
Sybj 
*P 
NPHead 
H 
S 
Vfin 
Ψ 
Det 
\ 
Obj ComoS 
Obj Vinfin 
/ \ 
NPHead 
Art N 
S-structuur 
/ — ^ - s — * — \ 
Subj VFin Obj Vinfin 
N¿ Ψ NÍ1 V 
! (wil) / \ (eten) 
NPHead Det NPHead 
I I I 
N Art N (Jan) (een) (appel) 
figuur 3. D- en S-structuur in PG-I. 
Ook hier bl i jkt dat de ordening (de domineer-relatie) gehandhaafd b l i j f t 
gaande van S- naar D-structuur. De andere kant op geldt de eigenschap niet: 
CanpS bijvoorbeeld, domineert Vinfin wel in de D-, maar niet in de S-
structuur. 
Denk erom dat het bi j transformaties in de taalkunde gaat om overgangen van 
D- naar S-structuur. Dit moet niet worden verward met de monomorfie die zo-
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ju i s t i s ingevoerd. Deze gaat imners de andere kant op; het i s een afbeel-
ding van S- naar D-struotuur. (Ik karakteriseer hier de taalkundige afbeel-
ding dus in termen van zijn inverse.) Dit vastgesteld hebbend kunnen we zien 
hoe de moncmorfie-eigenschap twee interessante taalkundige eigenschappen 
samenvat. De eerste komt ui t de Standard Theory; daar blijken constituenten 
alleen te kunnen worden verplaatst dichter naar de wortel van de boom toe 
(bijvoorbeeld ' ra is ing ' ) maar niet verder van de wortel vandaan ' . De 
tweede eigenschap komt ui t de Extended Standard Theory waar bli jkt dat een 
knoop zijn ' t race ' c-ecmnandeert. Beide feiten worden nader besproken in 
hoofdstuk IV, maar ze volgen direct u i t de moncmorfie van S-structuur naar 
D-structuw *. De moncmorfie-eigenschap i s echter algemener: ook bij in-
creméntele productie b l i j f t de eigenschap gelden voor elk geformuleerd frag-
ment. 
Bij een gegeven S-structuur zijn er talloze moncmorfieën te bedenken, maar 
welke hiervan levert de D-structuur op? Eigenlijk i s d i t niet de vraag waar 
het om gaat; het formuleerproces gaat inmers ui t van de D-structuur en 
beeldt die af op de S-structuur. (Waarom is dat geen monomorfie? Antwoord: 
dan zouden S- en D-structuur isomorf zijn.) De monomorfie-eigenschap legt 
echter zekere beperkingen op aan de gezochte afbeelding. Daarom i s het t i jd 
om de ordening op de S- en D-structuur nader te bekijken. 
Eén eigenschap i s al aan de orde geweest: de elementen zijn te verdelen in 
CPROCs en FPROCs, en deze wisselen elkaar af in de hiërarchie. De CPROCs 
zijn weer te verdelen in enerzijds de frasen: S, NP, PP en AP, (zie r i j (a) 
in tabel 1. en anderzijds de lexicale procedures (de TPROCs): V, H, A e tc . 
(zie r i j (c) in tabel 1). Voor S- en D-structuur gelden nu de volgende 
' Bij het toepassen van de топаіюгfieregel zou men makkelijk op een dwaal­
spoor kunnen raken zoals bleek bij een cemmunicatie met Dave McDonald (MIT). In zijn progranma MUMBLE komt informatie in de S-structuur 
terecht op plaatsen die men volgens de monomorfieregel daar niet zou 
verwachten (verder van de wortel vandaan), hoewel d i t bi j zijn weten in 
de TG niet mogelijk i s . Bij nadere bestudering van zijn voorbeeld [McDonald, 1982] bli jkt het echter te gaan om een syntactisch gezien ad­
verbiale structuur die het planning-mechanisme opbouwt op grond van 'ad­
verbiale' informatie u i t de aangeboden betekenisrepresentatie. Dit i s 
niet in stri jd met de monomorfieregel omdat die geen uitspraak doet over 
het verband tussen conceptuele structuur en S-structuur, maar over de 
afbeelding van S- naar D-structuur. 
* Wat betreft ' r a i s ing ' : Stel een knoop kan wel verder van de wortel terecht 
komen. Noem deze knoop K. Het pad van de wortel tot К bevat dan minstens 
èèn knoop meer dan in de D-structuur. Deze knoop domineert К in de S-
structuur maar niet in de D-structuur, maar dan geldt de monomorfie 
niet , en i s de veronderstelling onjuist ( q . e . d . ) . 
Wat betreft eigenschap van c-conmanderen, deze komt in in hoofdstuk IV 
uitgebreid aan de orde. 
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eigenschappen 
- CPROC en FPROC wisselen elkaar af 
- er is een kleinste element, dit is van type S. 
- de maximale elementen zijn TPROCs (i.e. CPROCs die geen frasen zijn). 
Tot nu toe is er nauwelijks enige taalkunde aan de orde geweest, behalve dan 
dat de namen van de knopen overeenkomen met namen die in de taalkunde ge-
bruikt worden. De volgende stap zou kunnen zijn cm de afbeelding van D- naar 
S-structuur te gaan beschrijven in taalkundige termen. Een reden om dit niet 
te doen is dat iets dergelijks al uitgebreid is gedaan, zie hiervoor de 
literatuur over Transformationele Taalkunde s. Een andere reden om dit niet 
te doen is dat de D-structuur in de PG niet opgevat wordt als een structuur 
waarop transformaties worden losgelaten, maar een representatie van het 
proces dat de S-structuur oplevert. Wat de taalkunde in ieder geval biedt 
zijn ideeën over gramatical iteit van zinnen en andere syntactische 
bouwsels. Welnu, aangezien het proces van zinsproductie toch minstens gram-
maticale zinnen moet kunnen opleveren, moeten eisen te stellen zijn ten aan-
zien van de granmaticaliteit van de S-structuur. Op dit moment is er niets 
te zeggen over de granmaticaliteit van de zin als zodanig, en wel om twee 
redenen. Op de eerste plaats is nog niet aangegeven hoe lexicaal materiaal 
gerelateerd is aan de S-structuur. Op de tweede plaats, als dat lexicale ma-
teriaal wel wordt aangebracht, dan nog is de S-structuur een mobile en geldt 
de granmaticaliteit alleen modulo permutatie. 
Zoals in het begin van deze paragraaf al is aangekondigd zal ik nu de S- en 
D-structuur beschrijven als (partieel) geordende verzamelingen ·. Nemen we 
figuur 3 weer even en volgen het pad van S naar de N van 'appel'. 
S->Obj->CompS->Obj->NP->NPHeEd->N 
In de D-structuur nemen we de dcmineer-relatie als ordening. De knoop S is 
dus kleiner dan de knoop Obj, en NPHead kleiner dan N. Geven we 'directe 
voorganger' aan met 'pred', dan geldt dus pred(S,Obj) en pred(NPHead,N). 
In dit geval komt 'pred' dus overeen met de manier waarop de boom gegroeid 
Er zijn verscheidene computerprogratima's geschreven voor het uitvoeren van 
transformaties volgens de TG. Ik wil hier alleen wijzen op een mogelijke 
ingang voor correctheidsregels ten aanzien van dergelijke prograima's 
rçamelïjk [Burstall, 1972]. 
Bij een geordende verzameling gebruiken men de volgende termen. Zij < de 
ordening en <(a,b) ook geschreven als a<b, dan is a een 'voorganger' van 
b. Ook wordt a 'kleinerY genoemd dan b. Als a een 'directe voorganger' 
is van b dan bestaat er geen с zodat a<c en c<b. Een element a neet 
'minimaal' als er geen element aan voorafgaat. Analoog spreekt men van 
'opvolger', 'groter', 'directe opvolger' en 'maximaal' element. 
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i s van af de wortel. In de S-structuur werden de knopen van onder naar boven 
met elkaar verbonden volgends het pad 
S<-Obj<-NP<-NPHead<-N 
De r e l a t i e 'directe voorganger' wordt bij de S-structuur aangeduid als 
' susp ' . Dus 3usp(N,NFHead). Nu de lezer een eerste indruk heeft van de or­
dening op deze heel concrete S- en D-structuur wil ik overgaan op een meer 
abstracte definit ie van de ordeningen. Hierbij zal de ordening op de S-
structuur worden geconstrueerd vanuit de ordening op de D-structuur. 
Als een element χ een directe voorganger (predecessor) heeft zal ik die aan­
duiden met pred(x) ' . De transitieve afsluiting pred· i s de ordening "<" in 
de D-structuur (D,<). Verder grijp ik terug op de eerder gedefinieerde 
bestenmingsfunctie Δ (zie ook tabel 1). Deze functie beeldt FPROCs af op 
CPROCs en i s dus geen functie op de D-structuur. Van elementen u i t de D-
structuur kan echter wel gezegd worden dat ze van een bepaald type zijn · . 
Verder wordt met ' m a x ^ y ) ' het grootste element van type y bedoeld dat 
kleiner i s dan x. Met deze relat ies wordt nu op de D-structuur (D,<) een 
re la t ie 'susp' gedefinieerd. 
voor χ u i t (D,pred·): 
1. i s χ maximaal dan geldt 3usp(x,pred(x)) 
2. is χ niet maximaal dan bestaat ... it er een y zodat susp(y.x) dan en slechts dan als er een y' bestaat zodat suspCy',yJ 
3. als χ van type CPROC i s dan geldt susp(x,predu5) 
4. als χ van type FPROC is dan geldt suspCx.maxCx^Cx))) 
Definitie van susp 
[Voorbeeld] Laten we eens een gewone taalkundige interpretat ie geven van de 
regels u i t deze def init ie . We gaan er van ui t dat de knopen kunnen worden 
verplaatst, en we interpreteren dan susp als de r e l a t i e 'wordt opgehangen 
aan'. In dat geval zegt de eerste regel dat een TPROC (lidwoord, voorzetsel 
etc.) aan zijn directe voorganger wordt opgehsngen. De tweede regel zegt 
dan dat een knoop alleen kan worden opgehangen als er al ie ts aan hangt. 
Vergelijk figuur 3, in de S-structuur komt CompS niet meer voor; CompS i s 
namelijk een CPROC waar mets meer aan i s opgehangen. Ten gevolge daarvan 
In taalkundige termen: pred(x) domineert χ 'onmiddellijk'. Uit de 
afwisseling van CPROCs en FPROCs volgt meteen pred ε (CPROC X 
FPROC U FPROC X CPROC). N.B. In een boomstructuur heeft elk element 
hoogstens èèn voorganger. 
Men zou het volgende precieser kunnen formuleren door een many-sorted 
âlgebr? in te voeren met CPROC en FPROC als verschillende soorten. Een ergelijke behandeling valt echter buiten het bestek van d i t 
proef schrif t . 
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wordt de bovenste Obj ook m e t opgehangen. Regel drie zegt dat een CPROC 
aan zijn directe voorganger wordt opgehangen. De vierde regel tenslotte 
geeft aan dat een FPROC wordt opgehangen aan de dichtstbijzijnde knoop waar-
van het type gegeven is via de bestemmingstabel. (Men moet er daarbij aan 
denken dat een knoop kleiner is naarmate hij hoger in de boom hangt.) 
[Einde voorbeeld] 
Uitgaande van D-structuur (D,<) volgt uit de definitie dat als suspCa.b) dan 
b<a '. De transitieve afsluiting susp* is weer een partiële ordening, en 
uit susp^Ca.b) volgt b<a. Nu 13 de inverse van een partiële ordening weer 
een partiële ordening. Voor de inverse susp*" geldt dus als susp*"(a,b) dan 
a<b. Er bestaat dus een monomorfie van (D.susp*-) naar (D,<). Aangezien we 
op zoek waren naar een afbeelding van D- naar S-structuur waarvan de inverse 
een monomorfie was neem ik de volgende definitie van S-structuur: 
! Met een D-structuur (D.pred*) wordt een S-structuur geassocieerd: ! 
¡ (D.susp»-). j 
Aan deze definitie voldoen bijvoorbeeld de D- en S-structuur uit figuur 3-
deze definitie is natuurlijk m e t beperkt tot boomstructuren want die hebben 
speciale eigenschappen zoals de eigenschap dat er een eerste element bestaat 
en dat elk element hoogstens èèn voorganger (pred) heeft. Ik zal echter de 
formele beschrijving van de S- en D-structuren m e t verder uitdiepen. 
Laat ik even samenvatten wat er tot nu is gezegd over S- en D-structuren. 
Eerst werd er verteld dat de PG werkt met syntactische procedures, en dat de 
aanroephiërarchie hiervan werd beschouwd als D-structuur. Met deze D-
structuur werd een S-structuur geassocieerd die de syntactische (op-
pervlakte) relaties aangaf tussen de delen van de geformuleerde zin. Ook 
werd informeel het verband tussen deze twee structuren aangegeven, en werd 
de moncmorfie-eigenschap opgesteld. Vervolgens werd geabstraheerd van de 
D-structuur als mobile naar een meer algemene D-structuur (een partieel 
geordende verzaneling). Tenslotte werd een relatie susp geconstrueerd die 
een nieuwe ordening voortbracht waarmee de S-structuur werd gedefinieerd. 
• Inmers als a van type CPROC is, dan b = pred(a) en dus b<a. Als a van type 
FPROC is, dan Ь - max(a,4(a)); aangezien max(a,y) het grootste element 
van type y is dat kleiner dan a, gelat b<a (qed). 
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• 2.2. Procedure-aanroephlërarchie als D-struetuur 
In de vorige paragraaf werd een re la t ie susp besproken uitgaande van een 
D-3tructuur. Voor een Interpretat ie van de D-structuur l i g t het voor de hand 
naar de Transformationele Gramática te k i j ken. De vraag i s dan uiteraard 
hoe de re la t i e ie ts vastlegt ten aanzien van zinnen u i t een natuur l i j ke 
t a a l . In de TG i s du ide l i j k waar de D-structuur vandaan komt: ze wordt 
voortgebracht door een gr climatica. Hoe z i t dat nu b i j de PG? B i j de PG wor-
den stukjes programna uitgevoerd: de zogenaande syntactische procedures. 
Voor het uitvoeren van zo'η procedure kan het nodig z i j n dat bepaalde taken 
worden overgelaten aan andere syntactische procedures. We nemen nu a l l e 
procedure-aanroepen b i j elkaar die t i jdens het formuleren van een zin t o t 
stand komen, en definiëren op deze verzameling een ordening. Daartoe in te r -
preteren we eerst de re l a t i e ' p red ' : z i j n A en В twee procedures dan geldt 
pred(A(B) dan en slechts dan als A de procedure В heeft aangeroepen. De 
t rans i t ieve a f s l u i t i n g van pred, pred* i s weer een par t ië le ordening. (Het 
i s dus geen synmetrische re l a t i e ' ' ) . Zoals eerder a l i s opgemerkt wordt in 
PG-I en PG-II door een syntactische procedure als z i j wordt uitgevoerd een 
'knoop' gemaakt; de naan van de knoop geeft aan door welke procedure h i j i s 
gecreëerd en de waarde i s een uniek object waarmee verschillende aanroepen 
van dezelfde procedure kunnen worden onderscheiden " . 
De aanduiding 'knoop' zal verder worden gebruikt ter aanduiding van deze 
unieke objecten. Er i s dus een 1-op-1 re l a t i e tussen de knopen en de pro-
cedureaanroepen. Een isomorf ie tussen de verzandingen ontstaat als de kno-
pen de ordening van de aanroepen erven. Zo ontstaat weer een D-structuur, en 
daarop kan een re la t i e susp worden gedefinieerd. Deze susp-relat ie b l i j k t nu 
een bijzondere eigenschap te hebben. Een procedure kan op verschillende 
manenten door verschillende procedures worden aangeroepen, maar een bepaalde 
aanroep kan n ie t door twee procedures gezanenlijk worden gedaan. Anders 
gezegd, elke procedure heeft hoogstens èèn directe voorganger. Dus als А, В 
1
· In de d e f i n i t i e van een procedure (de tekst) kan de naam van de procedure 
áe l f weer voorkomen, denk aan een recursieve d e f i n i t i e . Men zegt dan at de procedure zichzelf weer aanroept. Merk op dat h i e r u i t n i e t volgt 
dat pred r e f l e x i e f i s . Immers het proces dat ontstaat b i j hetmïtvoeren 
van de ingebedde aanroep i s een ander dan het aanroepende proces ze l f . (Was d i t n ie t zo, dan zou pred" een equivalent ierelat ie z i j n . ) 11
 Zo maakt de procedure S een knoop Snode, die bijvoorbeeld b i j de ene keer 
äitvoeren de waarde Snode023 k r i j g t , en b i j de andere keer de waarde -iode1001. (Eigenl i jk hadden In figuur 3 zulke waarden moeten staan.) 
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en С procedureaanroepen zijn en pred(A,B) en pred (Ο,Β) dan A=C, kortom pred 
is een afbeelding. Daaruit volgt dan (met behulp van de definitie van susp) 
dat susp ook een afbeelding is. Dit geldt tevens voor een isomorfie van de 
procedure-aanroepen, dus voor de knopen l2. Hieruit volgt dat de D- en S-
tructuur op de knopen voorgesteld kunnen worden als een boom (in plaats van 
bijvoorbeeld een spinneweb). Een dergelijke voorstelling is dus een speciale 
interpretatie van de hier gegeven partiële ordeningen. 
De ordening op D- en S-structuur zijn tot nu toe tanelijk abstract behan-
deld, en ik wil nu een mogelijk model voor deze structuren geven. De orde-
ning op de D-structuur werd voortgebracht door de relatie pred, waarbij 
pred(A,B) werd geïnterpreteerd als: A roept В aan. Men kan dus zeggen dat de 
D-structuur er pas is nadat alle syntactische procedures zijn aangeroepen. 
Naar analogie van de TG zou men nu een proces kunnen starten dat de relatie 
susp aanbrengt naar aanleiding van de relatie pred. Er is echter nog niet 
aangegeven hoe die relatie pred in verband staat met het uitvoeren van pro­
cedures. De syntactische procedures hebben weliswaar knopen gecreëerd, maar 
dat is het enige spoor dat ze achterlaten nadat ze zijn uitgevoerd. Ken zou 
dus maatregelen kunnen treffen om de volgorde vast te leggen. Van de andere 
kant is de relatie pred impliciet gerealiseerd zolang de procedures nog niet 
teruggekeerd zijn van hun aanroep. (De machine die het prograima uitvoert 
moet nanelijk een boekhouding bijhouden van de procedure-aanroephiftrarchie.) 
Op dat tijdstip moet het dus mogelijk zijn om de relatie susp aan te 
brengen, en dat is precies wat er gebeurt m PG-I en PG-II. In deze 
progranma's wordt de afbeelding susp geïmplementeerd als een procedure, de 
procedure 'suspend'. Als voor een tweetal knopen geldt susp(A,B) dan zorgt 
de procedure-aanroep suspendí A) ervoor dat er vanuit de knoop A een 
blijvende verbinding loopt naar ae knoop B. (Het maken van zo'n verbinding 
vanuit A naar В noem ik het ophangen van knoop A aan knoop B.) Uitgaande van 
knoop A moet bij de aanroep suspend(A) eerst de knoop В gezocht worden waar­
voor geldt susp(A,B). Gaan we te rade bij de definitie van susp dan blijkt 
dat we moeten beschikken over een realisering van de functies pred, max en 
Δ. De realisering van Δ IS een tabel zoals tabel 1. Voor de realisering van 
pred wordt gebruik gemaakt van het begrip 'locale variabele' en voor max 
12
 Vanwege deze isomorfie zal ik dezelfde notatie 'pred' en 'susp' gebruiken 
voor de overeenkomstige relaties op de knopen. 
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wordt gebruik genaakt van het begrip 'scope' van variabelen. Het i s hier 
niet de plaats om deze begrippen precies uit te leggen (zie hiervoor 
hoofdstuk IV). Kort gezegd, maar daarmee onnauwkeurig, kont het hier op 
neer. Als in een programa een procedure wordt aangeroepen ontstaan er ob-
jecten die de variabelen uit de proceduredefinitie representeren. De varia-
belen heten locaal omdat ze alleen een betekenis hebben met betrekking tot 
de procedureaanroep. Ze hebben bijvoorbeeld een beperkte levensduur, ze be-
staan alleen tijdens het uitvoeren van de procedure. Dat de variabelen een 
scope hebben wil zeggen dat ze tijdens hun bestaan niet zichtbaar hoeven te 
zijn voor andere procedures die op dat moment worden uitgevoerd. Als een 
procedure naar een variabele verwijst, dan i s met de naan van de variabele 
ondubbelzinnig een waarde verbonden. Later zal ik meer in detail treden over 
de wijze waarop waarden aan variabelen worden toegekend, het zal daarbij 
blijken hoe de fmctiea pred en max kunnen worden gerealiseerd in een pro-
gratnna. 
[Toegift op EMPG ' · ] Er i s nog minstens èfen ander model voor de D- en S-
structuur, de EMPG. Dit model berust op een besturingsstructuur die een 
aantal lezers onbekend zal voorkanen, en die pas later in hoofdstuk V aan de 
orde kant. Daarom volsta ik met een korte samenvatting. In EMPG i s de S-
structuur op een andere manier gerealiseerd dan in PG-I en PG-II. In de 
besturingsstructuur die in EMPG wordt gebruikt zou men niet moeten spreken 
van een procedure-aanroephiSrarchie, maar eerder van procedure-doorgeef-
hiBrarchie ("continuation-passing"). Neem daarom eerst een re la t ie 
pred'(A,B): A geeft В door. Merk nu op dat de transitieve afsluiting pred ' · 
geen ordening meer i s , want ze bevat symnetrische elenenten. Neem imners het 
simpelste geval: een procedure A continueert naar B, en В weer naar A. 
Anders gezegd er geldt zowel pred'(A,B) als pred'(B,A) en dus bevat pred' 
symnetrische elenenten. We zonderen daarom een re la t ie pred af door zulke 
cykels er u i t te halen. De r e l a t i e pred(AFB) wordt nu gedefinieerd a l s : 
prediA.B) dan en slechts dan als bf A i s minimaal t .a .v . pred' bf 
pred'(A,B) en er i s een С zodat pred(C,A) en A i s niet van type TPROC. 
Dit laatste (TPROC) komt overeen met de eis die we eerder hebben gesteld 
nanelijk dat de maximale elementen van de D- en S-structuur de knopen van 
1
 ' Het volgend stukje geeft de basis aan van de EHPG. Voor de lezer die niet 
gewend is aan geavanceerde besturingsstructuren kan het moeilijk zijn 
zich een concrete voorstelling te maken van het gebodene. 
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type TPROC zijn. De ENPG is nu zó ingericht dat susp het compianent i s van 
pred in pred', ofwel susp = (pred' - pred)". 
[Voorbeeld] Neen de verzaneling {A,B,C,D,E} met de volgende pred": 
pred' = ((A,B), (B.C). (C.D), (D.C), CC,A), (Β,Ε)} 
waarin D van type TPROC 
Volgens de zojuist gegeven definitie geldt nu: 
pred = {(Α,Β), (Β,Ο, (Β,Ε), (C,D)} 
en 
susp = {(D,C), (C,A)) 
[Einde voorbeeld] 
Een interessante verzaneling i s R = susp \ pred", oftewel de tweetallen die 
wel ín susp maar niet in pred voorkomen. Spreken we R u i t als raised-to, 
dan geldt in het voorbeeld van zojuist dat С raised-to A. Een bekend voor­
beeld hiervan ui t de vroegere TG is 'Subject raised to Object' zoals in de 
overgang van "Einstein believed that Heisenberg was wrong" naar "Einstein 
believed Heisenberg to be wrong". 
[Einde Toegift] 
In deze paragraaf werd ingegaan op modellen voor de D- en S-atructuur. Het 
bleek dat in PG-I en PG-II de procedure-aanroepen tezamen met de volgorde 
van aanroepen geïnterpreteerd kon worden als D-structuur, en dat voor deze 
progranna's ook de S-structuur kon worden geïnterpreteerd, nanelijk als een 
data-structuur die door deze prograrana's werd geconstrueerd. Een tweede 
model werd gevormd door de EMPG. Hierbij werd een gedeelte van de aanroepen 
als D-structuur geïnterpreteerd, en een ander gedeelte als S-structuur. An-
dere interpretaties van D- en S-structuur als procedure-hiërarchie zullen in 
di t proefschrift niet aan bod komen. 
2.3. Syntactische procedures als superroutines 
Prograrana's kan men opgebouwd denken ui t een aantal onderdelen die in 
grote l i jn aangeven van wat het progranma achtereenvolgens moet doen. Deze 
onderdelen kunnen verder worden opgesplitst in kleinere stukken en zo ver-
volgens, waardoor een steeds fijner wordende structuur ontstaat. Het zgn. 
'gestructureerd progranmeren' gaat ui t van de veronderstelling dat bi j het 
programieren vooraf een dergelijke indeling te maken is " . Bij zo'n indel-
'* Bij AI-toepassingen i s dat vaak niet zo. Zie bijvoorbeeld [Beekman e t 
a l . , 1976І 
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ing worden procedures in de verfijndere structuur aangeduid als 
'subroutines' om dat ze ten dienste staan van de procedures in de grovere 
structuur. Bij de meeste progranneertalen is er een arsenaal van 
subroutines ter beschikking met een gestandaardiseerd gedrag waarmee de de-
tails van een bepaald progranma kunnen worden ingevuld. Niettemin zijn er 
toepassingen waarbij het hoofdprogranma een gestandaardiseerd gedrag moet 
vertonen, maar waarbij dat progranma voor verschillende toepassingen te ge-
bruiken is door de subroutines te variëren (een voorbeeld wordt gegeven in 
noot " ) . Sandewall [1979] stelt in dit verband voor om naar analogie van 
het ireord subroutine het woord superroutine te gebruiken. 
Met het woord 'subroutine' wordt een procedure aangeduid die in een ver-
scheidenheid van aanroepende omgevingen wordt gebruikt. Het woord 'super-
routine' duidt procedures aan die bedoeld zijn cm te worden gebruikt met 
verschillende aangeroepen omgevingen. (Merk op dat een procedure soms 
tegelijk superroutine en subroutine kan zijn.) 
Syntactische procedures zijn superroutines. Kijken we naar de procedure S, 
dan is er in het Nederlands een verschil tussen een S als hoofdzin en een S 
als bijzin (bijvoorbeeld de woordvolgorde). Een ander voorbeeld is te vinden 
in het verschil tussen PG-I en PG-II. Bij PG-I was er sprake van een pro-
cedure CompS (canplementzin) deze wordt in PG-II opgevat als een variant van 
S. Deze verschillen kunnen worden gerealiseerd met een bekende techniek voor 
het implanenteren van superroutines. Bij deze techniek worden paraneters van 
de procedure gebruikt voor het doorgeven van de variabele subroutines. Cm 
bijvoorbeeld een hoofdzin te maken is de aanroep van S: (S ... (Main)) ", 
waarbij Main een procedure is die er voor zorgt dat de S zich als hoofdzin 
gedraagt. 
" Bekende technieken voor het implanenteren van dergelijke progranma's zijn 
loaders, macro's en switches. 
Níet het begrip, maar wel het gebruik van superroutines komt veelvuldig 
voor bij commerciële toepasssingen van progranmatuur. Een software-buro 
maakt een algemeen toepasbaar programa (de superroutine) zonder alle 
mogelijke variaties die een klant eventueel zou kunnen wensen in het 
progranma op te nanen. Voor elke klant worden dan de voor zijn speci-
,. fieke toepassing belangrijke subroutines geschreven. 
* Ik zal voor procedure-aanroepen de LISP-syntaxis gebruiken. De aanroep 
van een procedure 'proc' met argimenten a en b wordt genoteerd als (proc 
a b). De argimenten a en b kunnen ook weer procedure-aanroepen zijn. Een 
lege procedure wordt aangeduid als "()" zoals in (proc a O ) . Als proc 
geen argunenten heeft wordt de aanroep aangeduid als (proc). In gewone 
functie-notatie zouden de aanroepen uit deze voetnoot aangegeven vrorden 
als achtereenvolgens proc(a,b), proc(a,()) en procO. Deze gewone nota-
tie reserveer ik echter voor operatoren. 
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In de AI worden superroutines vaak op een andere manier geïraplanenteerd. 
Denkt men aan een gramática die geldig moet zijn voor verschillende talen, 
dan kunnen de taalkundige overeenkomsten worden vastgelegd in de syntac-
tische procedures, maar de vereiste f lex ib i l i te i t moet dan wel op een ander 
nivo worden afgehandeld. In de AI i s voor zulke gevallen een methode in ge-
bruik die aangeduid wordt met de term "data-driven prograiming". Het kant 
er op neer ddt de data-basis voor een belangrijk deel bepaalt welke pro-
cedures op een bepaald manent worden aangeroepen, terwijl het programia dat 
deze data-basis gebruikt de gang van zaken op een meer algemeen nivo 
bepaalt. De werking van een procedure hangt in d i t geval dus niet u i ts lui -
tend af van de waarde van de argunenten die bi j de aanroep worden gebruikt. 
De PG maakt ook op een dergelijke manier gebruik van een data-basis. Deze 
data-basis bestaat voor een belangrijk gedeelte uit het lexicon. Laat men de 
definit ie van de syntactische procedures ongenoeid, maar brengt men veran-
deringen aan in het lexicon dan veranderen daarmee ook de zinnen die de ge-
nerator produceert. We gebruiken dus twee manieren cm de syntactische pro-
cedures als superroutine te beïnvloeden: 1) het meegeven van procedures als 
argunent en 2) het variftren van de data-basis. Cmdat de data waarmee de ge-
nerator wordt gestuird bestaat uit het lexicon, wordt in de PG ook даі 
gesproken van een lexicaal gestuurd (lexically driven) syntactisch proces. 
Laten we eens nader bekijken hoe deze principes toegepast zijn in de PG. 
Als de syntactische procedures a l t i jd hetzelfde gedrag zouden vertonen, zou 
de PG maar èèn D-structuur kunnen voortbrengen. Dat is uiteraard niet de 
bedoeling. Een gedeelte van de verscheidenheid aan zinnen kan verklaard wor-
den door de syntactische procedures te beschouwen als superroutines waarbij 
verschillende procedures aan deze superroutine als paraneter worden 
meegegeven. De belangrijkste bron voor de verschillende D-structuren i s 
echter afkomstig van een andere parameter van de syntactische procedures, 
nanelijk het te verwoorden conceptuele fragment. Gegeven deze laatste 
pdraneter hebben we voldoende informatie om de aanroep van syntactische pro-
cedures te beschrijven. De alganene gedaante i s 
(Synproc CON SYN) 
waarbij CON het te verwoorden conceptueel fragment voorstelt, en SYN een 
syntactische specificatie die de nodige varianten van de Synproc kan 
opleveren. Deze SYN duidt een r i j t j e (een of meer) procedure-aanroepen aan. 
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Een voorbeeld hiervan z i j n we zoeven tegengekcmen b i j de procedure 'Main' 
d ie de S modificeerde t o t hoofdzin. De SYN beïnvloedt de syntaxis van de zin 
op directe wi jze; CON beïnvloedt de syntaxis v ia het lexicon. limiers, i n de 
lexlcal iseerstap wordt b i j CON een passend lama gevonden. Het lama ver-
bindt conceptuele informatie met syntactische zoals dadel i jk zal b l i j k e n . 
2 . 3 . 1 . De paraneters van een syntactische procedure 
Zojuist zagen we dat de syntactische procedures u i t de PG twee argunenten 
hadden: het te verwoorden conceptuele fragment (CCN) en een syntactische 
speci f icat ie (SÏN). Zoals we in het begin gezien hebben voert een syntac-
t ische procedure een aantal stappen u i t , waarvan een van de eerste i s het 
lexical iseren van het conceptuele fragment. Hierb i j wordt een verband gelegd 
tussen het argunent CON en de procedures die moeten worden uitgevoerd om CON 
te verwoorden. De data-basis waar de benodigde informatie l i g t opgeslagen 
heet het lexicon. Qn een programa te schri jven dat PG implenenteert moet 
er dus een lexicon worden genaakt, en hiervoor i s het van belang welk sym-
bolisme wordt gebruikt on het conceptueel fragment te representeren. Er 
wordt van de representatie gegist dat z i j i s op te spl i tsen in stukken die 
de conceptuele basis kunnen vormen voor verschil lende onderdelen van de z i n . 
De representatie-systanen d ie gebruikt worden in bestaande zinsgeneratoren 
hebben allenaal deze eigenschap (z ie ook [Hoenkamp, 1979]), en i k zal me 
híer beperken to t twee voorbeelden: de CD-notatie gebruikt in Goldtoan's BA-
BEL ([Goldman, 1974]) en FÍL zoals gebruikt in McDonald's MUMBLE. Der-
ge l i j ke frane-achtige representaties bevatten ' s l o t s ' en ' f i l l e r s ' waarbij 
een f i l l e r zel f weer kan bestaan u i t een structuur met s lots en f i l l e r s " . 
Men kan aldus een bepaalde f i l l e r Idealiseren door een hiBrarchie van s lo ts 
af te lopen. Die r i j s lots vormt dan een pad door het frame. Goldman ge-
bru ik t in z i j n generator dergel i jke pad-beschrijvingen voor twee doeleinden: 
als hulpniddel b i j het lex ical iseren en voor het afbeelden van semantische 
naar lex icale informat ie. Veronderstel dat de volgende representatie (coni) 
wordt aangeboden aan de generator: 
coni = ( ingest (actor »BONAPARTE») (object »GRAND-MARNIER»)) 
waarmee bedoeld wordt aan te geven dat een bepaalde historische figuur een 
" Een ' s l o t ' in de representatie van een werkwoord kan men vergel i jken met 
wat elders een 'case' van het werkwoord wordt grnoand. Voor een korte 
bespreking van een dergel i jke vergel i jk ing zie [Charniak, 1981]. 
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zekere vloeistof tot zich neemt. Om deze representatie in de vorm Vdn een 
hoofazin te verwooiden wordt dt volgende proceaure-aanroep gedaan· 
(S coni (main)) 
be procedure S zal nu eerst een beroep doen op de lexicalisator ar uit het 
data-bestand (het lexicon) gegevens op te halen waarmee deze cori kan worden 
uitgedrukt. Dit levert een lenina op· een stukje programna dat de conceptuele 
inhoud koppelt aan tal ige informatie. Het lemma zal er in grote trekken als 
volgt ui t zien ' " : 
(8) lema for_ingest-liquid 
[TSubj (actor van cd) ()) (Obi (object-van cd) ()) (V O (Lex drink)) 
In d i t lenma wordt aangegeven dat er drie procedures moeten worden aangeroe-
pen: V, Subj en Obj. Het eerste argunent van Subj geeft aan dat het subject 
van de zin de verwoording zal zijn van de actor van de handeling (de pro-
cedure actor_van geeft het pad aan dat door coni moet worden doorlopen). 
Daardoor zal binnen de aanroep "(S coni (main))", de aanroep "(Subj 
•BONAPARTE» O)" worden gedaan. De conceptuele representatie »BONAPARTE» 
zal binnen Subj weer worden gelexicaliseerd en aanleiding geven tot een 
nieuw lemma. Het tweede argunent van V bevat een aanroep van Lex, een pro-
cedure waarmee uiteindelijk een lexeem wordt geproduceerd. (Het eerste argu-
ment van V i s leeg.) Als de S in zijn geheel i s uitgevoerd zal er bijvoor-
beeld de zin "Napoleon dronk cognac" uitkomen " . Er kunnen ook Israna's 
worden gedefinieerd voor idiomatische expressies, of andere wat langere 
standaard-frasen. Het lemna voor "in de olie zijn" zou er als volgt ui t kun-
nen zien *': 
(9) lemna for in-de-olie-zijn in-de-c 
rtSubt ()) 
(PP ÍP O Lex in) 
pobj o - -CPObj 0"(NP""() (N O (Lex olie)) (Art O (Lex de)))) (V O (Lex zijn)) 
' In di t proefschrift wordt vaak de aanduiding 'cd' gebruikt. 
Oorspronkelijk was zij bedoeld als afkorting van 'conceptual dependency' 
met verwijzing n^ar de notatie die Schänk introduceerde. Ik ben het op 
den duur gaan gebruiken als een meer algemene aanduiding voor 
betekenis-representaties. In het voorbeeld wordt een paraneter bedoeld 
die moet verwijzen naar zo'η representatie. 
" In plaats van het subject 'Napoleon' had er ook ui t kunnen kenen 'de man 
die de slag bij Leipzig verloor". Of eventueel "de keizer van China"; 
het enige wat het lenma hier vast legt i s dat het subject een 
uitdruk king zal zijn van de actor van de handeling. 
" Het 'PObj' in het lemma kan s t r i c t genanen ook worden weggelaten, het kan 
immers worden geintercaleerd via de confrontatieregels. 
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Voor een andere representatietaal kunnen we kijken naar het prograoma MUMBLE 
[McDonald, 1980] dat zinnen kan genereren vanuit FRL (Frane Representation 
Language). Van Lady Macbeth was de volgende representatie aanwezig * ' . 
(LADY-MACBETH 
(part>of (value (MACBETH-STORY))) 
(MACBETH-STORY 
Cako (value (STORY))) (part (value (MACBETH)(LADY-MACBETH)(DUNCAN)(MACDUFF))) (subpart (value (HEATH-SCENE)(MURDER-SCENE)(BATTLE-MA)))) 
De verwoording van het frane LADY-MACBETH lu id t "Lady Macbeth spee l t een 
hoofdrol in Shakespeare's Macbeth". Het lexicon beschikt over een lanma dat 
de frase ' s p e e l t een hoofdrol in' bevat (en dat wordt geactiveerd a l s een 
bijpassend frane wordt aangeboden). Men kan zich daarbij het volgende 
voorstellen : 
(lO)lenma for hoofdrol-spelen 
FtSuBJ . . . ( )5 , 
(PObj (part-of'frane) . . . О ) 
loofdrol) (Art een)) ) 
(V (5 (Lex spelen)"ï 
] 
De verwijzingen die in het lenma gedaan worden naar de verschil lende onder-
delen van de aangeboden representatie z i jn n iet a l t i j d zo recht-toe-recht-
aan a l s u i t het vorige voorbeeld zou blijken. 
Een nadere bespreking hiervan zou echter een uitgebreidere behandeling ver-
gen van het lex ica l i seerproces , i e t s wat buiten het bestek va l t van d i t 
proefschrift . Dit wil n ie t zeggen dat de wijze waarop de l a m a ' s in de PG 
worden gedefinieerd onvolledig zou z i jn . Ik wil s lechts aangeven dat de 
manier waarop het lexicon de conceptuele informatie aan de t a l i g e informatie 
verbindt ingewikkelder i s dan u i t de voorbeelden zou kunnen bl i jken. In de 
PG zijn er twee manieren waarop het probleem dat aan de pad-beschrijvingen 
k lee f t wordt benaderd. In de eerste plaats kinnen sommige zinswendingen 
verklaard worden va iu i t increnentele productie. Neem bijvoorbeeld de CD-
representatie 
(11) (atrans (actor »STIEFMAMA·)(object »APPEL*)(to »WITJE»)) 
Het vol ledige frane voor Lady Macbeth zag er a l s volgt u i t (hq = 'has 
qua l i ty ' . ako = 'a kind of ' . MA verwijst naar het verhaal): 
CLADY-ЙАІВЕТН (part-of (value (MACBETH-STORY))) 
l,married-to (value (MACBETH))) 
ι,ako (value (WOMAN))) 
i,hq (value (GREEDY)(AMBITIQUS))) 
ι,persuade (value (MACBETH)) (cause (value (MURDER-MA)))) 
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Dit kan verwoord worden a l s "De boze stieftnoeder gaf een appel aan 
sneeuwwitje" 2 J , of "Sneeuwwitje kreeg een appel van de boze stieftnoeder". 
In de PG i s he t ve r sch i l t e verklaren door aan t e nenen da t de gever danwei 
de ontvanger a l s e e r s t e conceptueel fragment wordt aangeboden. 
Het bovenstaande ve r sch i l in volgorde van de conceptuele fragmenten wordt in 
de implenentat ies PG-I en PG-II ook gebruikt om het ve r sch i l tussen a c t i e f 
en pass ief verk la ren . Als de u i t e i n d e l i j k e r e p r e s e n t a t i e d i e de forraulator 
ontvangt de bovenstaande i s , nadat het object "APPEL* a l s e e r s t e fragment 
wordt aangeboden, l u i d t de z in : "De appel werd door de boze stieftnoeder aan 
sneeuwwitje gegeven". 
Nog een tweede aspect van het l e x i c a l i s e r e n moet worden genoand. In de im-
plementat ies van de PG wordt uitgegaan van een r e p r e s e n t a t i e t a a l d ie veel 
l i j k t op de CD-notatie. Een r e p r e s e n t a t i e b e s t a a t daa rb i j u i t een p red i caa t , 
gevolgd door een s t e l s l o t - f i l l e r paren. We gaan e r van u i t da t b i j he t 
l e x i c a l i s e r e n a l t i j d p rec ies èèn lemma wordt gevonden. Daardoor kan het 
voorkanen dat n i e t a l l e informatie u i t de r e p r e s e n t a t i e via pad-
beschrijvingen aan syntac t i sche procedures wordt doorgegeven. Dit i s de 
reden waarom er modifier-procedures z i jn gedefinieerd voor de hoofdft-asen: 
SMod, PMod, NMod en AMod. Voor de onderliggende be tekenis van "Een s tukje 
appel bleef in haar keel s teken", wordt in de PG e e r s t een l a m a gevonden 
voor "bl i jven s teken" , en de nadere bepaling "in haar keel" kan gerea l i seerd 
worden met een SMod. De D-structuur z i e t er dan schanatisch a l s volgt u i t : 
S _ 
/ 1 \ \ 
Sybj VFin SMod Vinfin 
N¿ V ¿Ρ іУ 
Ten s l o t t e nog i e t s over verschi jnse len waarover taalkundigen het met e lkaar 
oneens z i j n , en waarvan ik ten aanzien van de PG geen claims naar voren wil 
brengen. Het z i jn verschi jnselen waarbij de een beweert dat ze senant isch 
van oorsprong z i j n , en de ander beweert dat ze s y n t a c t i s c h bepaald z i j n . I s 
het e e r s t e standpunt j u i s t dan moet een d e r g e l i j k ver schi jnse l a l in het 
conceptueel fragment gecodeerd z i j n , in het andere geval v indt het ver­
schi jnse l haar oorsprong in de lemna-def in i t ie . McGuire heeft (geheel in de 
2 2
 het predicaat ' a t r a n s ' geeft aan d a t er een bez i t soverdracht p l a a t s 
h e e f t . 
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t radi t ie van de Yale-AI groep) geprobeerd ora zijn zinnengenerator zo veel 
mogelijk beslissingen te laten nemen op semantische gronden. Neem een simpel 
voorbeeld. Hij [McGuire, 1978] laat in zijn zinnengenerator het getal van 
het werkwoord afghangen van het fei t of de actor van de handeling enkelvoud 
of meervoud i s . Dus de meervoudsvorm are in "my pants are worn out" ontstaat 
doordat 'pants ' naar zijn idee een meervoudig ie t s i s (twee pijpen). De syn-
tactische verklaring i s uiteraard dat de persoonsvorm in getal overeenkomt 
met het onderwerp. Hoe men deze zaak ook bekijkt, indien men een programa 
wil schrijven moeten er 
stappen worden ondernomen an het probieen op te lossen gegeven de concep-
tuele codering waarvoor werd gekozen. Het probleem heeft zich voorgedaan in 
verband met het aanbrengen van functiewoorden en inflect ies. Voor de lm-
plenentatie werd de volgende oplossing gekozen. Meteen na het lexicaliseren 
maar v66r het uitvoeren van het lama zijn drie dingen bekend: de lexical-
iserende procedure, het gelexicaliseerde conceptuele fragnent en het launa. 
Er kunnen regels worden geformuleerd die op grond van deze gegevens een syn-
tactische specificatie aanbrengen in de procedureaanroepen van het lemna 
(zodat d i t verder a l le beslissingen zelf kan nemen). 
[Eerste voorbeeld] Neen S als aanroepende procedure, en neem aan dat ui t het 
conceptuele fragment duidelijk i s dat er een toekomende t i jd moet worden 
aangegeven. In het Nederlands kan er dan naast de procedure V een procedure 
Aux aan het lama worden toegevoegd. 
[Tweede voorbeeld] In het zinnetje "Een stukje appel bleef in haar keel 
steken", wordt onder S het lemna voor "blijven steken" gevonden. Er moet 
nog worden verwoord "in haar keel", waarvoor een 3nod wordt gebruikt. Via 
lexicaliseren komt het naanwoord (N) "keel" te voorschijn, dat 
geïntercaleerd moet worden via een PP. Als we er van uit gaan dat het onder-
liggend conceptueel fragment een locatie aanduid, wordt een Ρ ingevoegd met 
syntactische specificatie "(Lex i n ) " . 
[Einde voorbeelden]. 
[Noot over modulariteit van het lenma] Het heeft zich b i j PG-II voorgedaan 
dat er in het lanma moest worden gekeken om bepaalde beslissingen te kunnen 
nanen. Het lemna wordt in d i t geval op twee manieren gebruikt: ten eerste 
als stukje programa dat kan worden uitgevoerd; ten tweede als een datas-
- 49 -
structuur die kan worden bekeken ". Ik heb bezwaar tegen een dergelijke 
gang van zaken omdat ik het lenma liever zie als een stukje code dat kan 
worden uitgevoerd maar dat ondoorzichtig is voor de buitenwereld (en daarom 
alle beslissingen zelf moet kunnen nemen). Zou het lemma transparant zijn 
voor bijvoorbeeld de syntactische procedures, dan betekent dit dat de gram-
maticale kern van het taalsysteem (laten we zeggen de universele grannatica) 
als het ware kan manipuleren met taalafhankelijke informatie (het lexicon). 
Men kan de mogelijkheid hiervan niet van te voren uitsluiten, maar hiervoor 
moeten wel goede, empirisch gefundeerde argunenten worden aangedragen. 
[Einde Noot] 
Gaven eerdere paragrafen een wat abstracte behandeling van de D-structuur 
als ordening op de aanroepen van syntactische procedures, in deze paragraaf 
werd dieper ingegaan op de procedures zelf. Syntactische procedures zijn su-
perroutines waarbij twee middelen worden gebruikt om variaties aan te 
brengen in het globale gedrag, namelijk 1) het doorgeven van procedures als 
paraneter: de syntactische specificatie, en 2) het construeren van een 
aata-basis: het lexicon. Het lexicon verbindt lexicale informatie met de 
betekenisrepresentatie als geheel, en relateert syntactische rollen aan on-
deraelen van de representatie **. 
2.4. De woordvolgorde 
Tot zover hebben we de syntactische structuren beschouwd als mobile: er 
was wel een hiërarchie (volgens ordening pred), maar geen links-rechts vol-
gorde. Dit gold voor zowel D- als S-structuur, en beide hiërarchieën werden 
met elkaar verbonden doordat vanuit de ordening pred* uit de D-structuur een 
ordening susp*~ geconstrueerd werd voor de S-structuur. Op de S-structuur 
wordt nu weer een nieuwe ordening 'precede' aangebracht uitgaande van susp. 
! 1) Als er een A bestaat zodat susp(B,A) en susp(C,A) dan zijn В en С ! 
vergelijkbdar volgens precede. . . . 
2) Als geldt precede(B,C) en susp«(B',B) en susp*(C',C), dan geldt 
! precedetB'.C·). j 
Hiermee wordt 'precede' een volledige ordening op de knopen van de S-
2
' Vanwege de eenvormigheid in LISP van data en progranma is zoiets gemak­
kelijk te implementeren. 
г
' Er wordt vanuit gegaan dat informatie zoals focus opgeslagen is in de 
betekenisrepresentatie, en deze beïnvloedt de lexicalisatie en de woord-
volgorde . ) 
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structuur. Deze geordende verzaneling i s geen mobile meer maar een boon. De 
TPRGCs (de blaadjes vai de boem) zijn nu lineair geordend. 
De bedoeling van d i t a l les i s nu on de constituenten onder een woordgroep 
van links naar rechts te ordenen. In de eerstvolgende zin komt het on-
derwerp vôôr de persoonsvorm, en in de tweede erna: 
(12) Jan kant morgen wat l a te r . 
Morgen kant jan wat l a t e r . 
Die ankering van onderwerp en persoonsvorm komt in het Engels bijna met 
voor. Ook kan het persoonsvorm van plaats wisselen met het lijdend 
voorwerp, zoals bi j onderschikkend zinsverband: 
(13) Jan kont niet and at h i j geen t i jd heeft. 
Jan komt niet want hi j heeft geen t i jd . 
De bijzinnen vertonen dezelfde syntactische hiérarchie, of anders gezegd ze 
hebben eenzelfde ordening op de S-structuur. Toch i s er een verschillende 
woordvolgorde. Het bl i jkt dus 1) dat de re la t ie precede niet uitsluitend op 
basis van susp geconstrueerd kan worden en 2) dat de re la t ie precede taalaf-
hankelijk i s . 
Zoals gezegd, knopen В en С zijn vergelijkbaar volgens precede als susp(B,A) 
en susp(C,A). Nu kan er in de PG aan de meeste knopen slechts èèn knoop war-
den opgehangen. Uitzondering hierop zijn S, NP, PP en AP. Alleen voor deze 
categorieën hoeven we dus aan te geven hoe de knopen die eraan worden op-
gehangen geordend zijn (volgens precede). Uit de eigenschap van precede 
volgt dan limiers dat de ordening volledig i s bepaald. 
In PG-II werd een dergelijke karakterisering van precede uitgewerkt voor het 
Nederlands. Hiertoe werd met elke woordgroep een aantal 'posi t ies ' geasso-
cieerd. Zie figuur 4 (overgenanen ui t [Kempen 4 Hoenkanp, 1981]). Qn te zien 
hoe deze figuur moet worden gelezen, kijken we naar zin (12) "Morgen kant 
Jan wat la ter" . We gaan er vanuit dat deze zin ontstaat door increméntele 
productie waarbij het t i jds t ip van de handeling als eerste (conceptueel) 
fragment wordt verwoord. Vervolgens kant er een nadere specificatie van de 
handeling. Laten we beginnen in de toestand waarbij het woordje "morgen" net 
i s uitgesproken. De persoonsvorm ("komt") i s een VFin, die aan S moet wor-
den opgehangen. 'Destination' i s dus S en 'source' is VFin. Volgens het d i -
agran in figuur 1 komt VFin in een hoofdzin op de tweede positie (P2) 
terecht. Voor het onderwerp van de zin ("Jan") geldt dat 'destination' i s S 
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destination 
P2 РЗ P4 P5 P6 
f iguur 1 ; Woordvolgorde regels voor het Nederlands (PC-I1) 
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en 'source' is SubJ. Lopen we het diagran af van boven naar beneden dan vin-
den we voor het onderwerp de derde positie (P3) onder S. Zo voortgaande ko-
men alle woorden op hui plaats terecht. Voor meer voorbeelden en nadere de-
t a i l s verwijs ik naar [Kempen 4 Hoenkanp, 1981]. 
2.5. Increméntele productie 
De voorbeelden tot nu hadden èèn ding geneen: het ging om volledige zin-
nen waarbij werd verondersteld dat de onderliggende betekenisrepresentatie 
inderdaad in zijn geheel als zin was uit te drukken. Er i s in d i t opzicht 
geen verschil te zien tussen de uitvoer van een PG-generator en generatoren 
die door anderen zijn ontworpen. Wat i s nu de winst van het systeem dat in 
d i t hoofdstuk u i t de doeken werd gedaan? De belangrijkste winst i s dat d i t 
systeem incranentele productie toelaat. Laat ik beginnen met het een-
voudigste geval van incranentele productie *' . Daartoe nanen we een aantal 
D-structuren, Dl, D2, D3 e tc . waarvoor geldt dat elke volgende in de r i j een 
voortzetting i s van de vorige *'. Qndat het D-structuren zijn kan bi j ieder 
een S-structuur SI, S2, S3 e t c . worden geconstrueerd. Uit de definit ie van 
susp i s dan af te leiden dat ook d i t een r i j voortzettingen i s . Laten we een 
concreet voorbeeld nanen. Veronderstel dat Dl, D2 en D3 zijn voortgekcmen 
ui t betekenisrepresentaties Cl, C2 en C3 voor de volgende drie zinsfragmen-
ten: 
(14) La te r . . . 
Edison bedacht l a t e r . . . 
Later bedacht Edison de kooldraadgloeilanp... 
Zien we even af van de woordvolgorde dan is in te zien dat de onderliggende 
D-structuren een r i j voortzettingen vormen *'. Anders uitgedrukt betekent 
het fei t dat SI, S2 en S3 een r i j voortzettingen i s : "er kant steeds ie t s 
b i j , waarbij de oude structuur vervat i s in de nieuwe". Het aantrekkelijke 
van een onafhankelijke woordvolgordecomponent i s nu dat Cl, C2 en C3 geheel 
kunnen vwrden uitgedrukt in Dl, D2 en D3 en vervolgens in SI, S2 en S3. 
Stel nu dat de generator steeds het nieuwe stukje (het increment) uitdrukt, 
Dit was begin 1978 al geunplanenteerd in PG-I, hoewel de PG toen nog 
nauwelijks van de grond was gekomen. (A',<·) i s een voortzetting van (A.O als AcA' en <c<'. Qngekeerd heet (A,<) dan een beginsegment van (A' ,< ' ) . 
Voor representaties zoals de conceptual dependency netwerken geldt dat 
dan ook Cl, C2 en C3 een r i j voortzettingen i s . Deze eigenschap werd in 
de implementatie PG-I en PG-II gebruikt on de increméntele productie na 
te bootsen. 
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dan kan de woordvolgorde zo worden gekozen dat de zin gramnaticaal blijft: 
(15) Later...bedacht Edison...de kooldraadgloeilamp... 
Hierbij wordt het principe gevolgd dat het reeds geproduceerde zinafragment 
zoveel mogelijk intakt moet blijven. Vanwege de onafhankelijke woord-
volgordecomponent kan de S-structuur geheel worden uitgewerkt, waarna de 
woordvolgorde kan worden aangepast aan het zinsfragment dat reeds is uit-
gesproken. Stel nu dat Cl verwoord kon worden als "later", en dat er in C2 
bijkomt "Edison". Dan kan het woord "Edison" wel in de D-structuur worden 
aangebracht, maar pas worden uitgesproken als het werkwoord van de zin be-
kend is. Het is uiteraard nodig om bij te houden welke woorden wel en niet 
zijn uitgesproken. Laten we eerst nog een andere sequentie van betekenis-
representaties bekijken. 
(16) De kooldraadgloeilarap... 
Later bedacht Edison de kooldraadgloeilamp... 
Ook dit kan incrementeel en gramnaticaal worden geformuleerd: 
(17) De kooldraadgloeilamp...werd later door Edison bedacht... 
Om het beginstuk mtakt te laten wordt hier de lijdende vorm gebruikt. Waar 
komt die lijdende vorm vandaan? Om Dl en D2 op te bouwen moet eerst gelexi-
caliseerd worden. Het lexicaliseren van Cl leverde op "de kool-
draadgloeilamp", dit is een NP die via de confrontatieregels als subject in 
de D-structuur Dl wordt aangebracht en bijgevolg in de S-structuur SI. Bij 
het lexicaliseren van C2 wordt het lerma voor het werkwoord "bedenken" 
gevonden. Bij PG-I was er voor elk werkwoord èèn leona en dat lemna trof 
zelf maatregelen voor het construeren van de lijdende vorm. Met andere 
woorden, lijdende en bedrijvende vorm waren beide in het lemna gecodeerd. In 
PG-II is een andere oplossing gekozen. De vraag bij het lexicaliseren is: 
welk lerana past het beste bij de gegeven betekenisrepresentatie en syntac-
tische omgeving? In het gegeven voorbeeld komt de vraag hierop neer: zoek 
een werkwoord bij de gegeven representatie, zodanig dat het object van han-
deling de rol van gramnaticaal subject vervult. In PG-II is het resultaat in 
dit geval het lemma aat de lijdende vorm geeft voor het werkwoord "bedenk-
en". Het geformuleerde zinsfragment hoeft niet per se te leiden tot een 
lijdende vorm, maar kan ook de keuze van het werkwoord bepalen, neem de 
werkwoorden "geven" en "krijgen". Nemen we aan dat А, В, С en D beteken­
isrepresentaties zijn, waarbij A verwijst naar "Anke", В verwijst naar 
"Bram", С verwijst naar "cadeau" en D aangeeft dat een object van eigenaar 
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verwisselt. Hieronder wordt schematisch weergegeven hoe de volgorde van de 
binnenkomende conceptuele fragmenten leidt tot verschillende realisaties van 
de totale betekenisstructuur ". 
(18) A, A&C&D, A&C&O&B: Anke...geeft een cadeau...aan Bran... 
A, A&B4D. A&B&D&C: Anke...geeft Bram...een cadeau... 
A. A&B. A&B&D&C: Anke...geeft Bran een cadeau... 
A&D. A&D&B, A&D&B&C: Anke geeft...Bran...een cadeau... 
B, B&C&D, B&C&D&A: Bram...krijgt een cadeau...van Anke... 
B, BÄA&D, B&A&D&C: Bram..krijgt van Anke...een cadeau... 
etc... 
Deze voorbeelden geven twee eigenschappen van de generator aan: 1) wat 
gezegd is wordt niet herhaald, en 2) bij de verwoording van nieuwe concep-
tuele fragmenten wordt het reeds uitgesproken gedeelte van de zin zo veel 
ongelijk intakt gelaten. Kort sanengevat luidt deze strategie: 
j De generator herneemt zo min mogelijk van hetgeen is uitgesproken. j 
Deze strategie moet op de een of andere manier samenhangen met het formu-
leerproces. Het formuleerproces is echter vastgelegd in de D-structuur. Hoe 
moet men zich nu het proces voorstellen dat gerepresenteerd wordt door de 
rij D-structuren? Het simpelst is dit te zien bij een rij voortzettingen. 
Zij D2 een voorzetting van Dl. Nadat het begin van de zin is geformuleerd, 
wordt een nieuw betekenisfragment aangeboden. Elke procedure-aanroep wordt 
als het ware bevroren. Dit houdt in dat de informatie die bij een aanroep 
aanwezig was, de 'omgeving', wordt opgeslagen. Wordt een procedure opnieuw 
aangeroepen in een omgeving die niet verschilt van de oude, dan betekent dit 
dat het bij deze omgeving behorende zinsfragment al is geformuleerd * · . Is 
dit niet het geval dan wordt de procedure uitgevoerd in de nieuwe omgeving. 
Het kan zijn dat daarbinnen een procedure wordt aangeroepen in een een 
omgeving die overeenkomt met zijn oude omgeving; die procedure heeft zijn 
resultaat dan al afgeleverd, en hoeft dus niet opnieuw te worden uitgevoerd. 
Dit alles verloopt probleemloos als de D-structuren voortzettingen zijn. 
Wat gebeurt er als een nieuwe D-structuur geen voortzetting meer is van de 
oude? Noem de oude D-structuur D en de nieuwe D'. Tenzij er een volslagen 
verschillende betekenisstructuur wordt aangeboden, bevat D een gedeelte D'' 
waarvan D een voortzetting is. De S-structuur S " behorende bij D " kan nu 
*' Deze voorbeelden hebben geen pretentie ten aanzien van in de 
werkelijkheid voorkomende pauzes, maar zijn slechts bedoeld om te laten 
zien hoe verschillende conceptuele voortzettingen leiden tot verschil-
lende realiseringen, verder heb ik voor de eenvoud de lijdenden vorm 
achterwege gelaten. 
** N.B. Het noett nog niet te zijn uitgesproken. 
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worden uitgesproken (of is al uitgesproken). Er zijn nu twee mogelijkheden: 
D D ' is een voortzetting van het reeds uitgesproken gedeelte van D. Als 
alle procedures opnieuw worden aangeroepen, dan wordt de zin aangevuld met 
het gedeelte D ' -D" . Met andere woorden de zin hoeft niet te worden herno-
men. 
2) D' is geen voortzetting van D. Dan moet het gedeelte D-D" worden herno-
men zoals in de volgende zin (zogenaamde ' r epa i r ' ) : 
(19) Later vond Edison de kooldraad u i t . . . uhh... de 
kooldraadgloeilanp... 
Als D-D" leeg i s begint de zin van voren af aan. 
ad 2) Volgens di t moael zou er bij een herneming slechts een minimaal frag-
ment worden uitgesproken. Hoewel een dergelijk fragment alle aanvullende in-
formatie bevat, i s een op deze wijze voortgezette zin in het algemeen niet 
welgevormd. In werkelijkheid gaan mensen bij een hervatting vaak verder in 
de zin terug dan op grond van een minimaal fragment zou worden verwacht. 
Levelt [1983] heeft een regel ontdekt die een structureel verband aangeeft 
tussen het zinsfragment voorafgaand aan de herneming, en de voortzetting van 
de zin. 
Deze paragraaf gaf een beschrijving van een belangrijk aspect van PC 
nanelijk incranentele productie. Er werd van uit gegaan dat een zo groot 
mogelijk gedeelte van de conceptuele invoer via de D-structuur wordt 
verwerkt tot een S-structuur. Vervolgens wordt dat gedeelte van de S-
structuur dat het begin kan vormen van een granmaticale zin ook inderdaad 
uitgesproken (in Stadium-2). Als er een nieuwe D-structuur ontstaat die een 
voortzetting i s van de voorafgaande, dan wordt de zin zodanig gecontinueerd 
dat er slechts een minimaal fragment hoeft te worden geformuleerd. Voor een 
beschrijving van hernemingen is het hier behandelde model te zuinig. 
2.6. Taalkundige argunentatie in de PG 
When we speak of a granmar as generating a sentence 
with a certain description we mean simply that the 
graimar assigns this structural description to the 
sentence. 
- Chomsky, 1965 -
Bij het ontwerpen van de Procedurele Granmatica i s voortdurend geput ui t een 
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rijke bron van taalkundige regels: de Transformationele Gramática. Ook de 
beslissing of de PG bepaalde syntactische verschijnselen goed behandelt 
loopt meestal via theoretische noties uit de TG. 
Gesteld dat ik van een bepaalde taalkundige constructie wil aantonen dat ze 
beschreven kan worden met behulp van de Procedurele Granmatica. Ik ga dan 
indirect te werk. Eerst probeer ik te achterhalen aan welke configurationele 
beperking de constructie voldoet, en daarna laat ik zien hoe deze beperking 
door de PG wordt behandeld. De redenering i s als volgt: 
1) de configuratie wordt beperkt door een bekende taalkundige regel, 
2) deze regel val t onder Roster's [1978] local i tei tsprincipe(s) , 
b) indien de localiteitsprincipe(s) gedekt worden binnen de Procedurele 
Granmatica, volgt ui t 1) en 2) dat de configuratie correct geformuleerd 
zal worden door de PG. 
Ctn punt (1) toe te passen moet men de taalkundige regel vinden waar de con-
figuratie door wordt beperkt (zie de l i teratuur; een goed overzicht geeft 
tSoanes & Perlmutter, 1979]), voor punt (2) kan men b i j Koster [1978] 
terecht, en voor punt (3) verwijs ik naar hoofdstuk IV. Als de PG op een 
bepaald manent niet adekwaat b l i jk t , dan is het goed om deze drie punten te 
controleren. Punt (1) i s een empirische kwestie, de kwestie nanelijk of de 
taalkunde ( i . e . de TG) in staat b l i j f t cm nieuw gevonden taalkundige feiten 
te beschrijven. (Mij gaat het er dus niet om te laten zien of de taalkun-
dige theorie opgaat. Dat laat ik aan taalkundigen over.) Punt (2) i s half 
empirisch, half formeel: veel taalkundige l i teratuur introduceert regels aan 
de hand van voorbeelden met uitzonderingen, zonder formele fundering. Het 
kan dus best dat Koster's localiteitsprincipes op een bepaald manent niet 
opgaan. Aangezien de PG gebruik maakt van een analoog principe (zie 
hoofdstuk IV) moet er in di t geval apart worden nagegaan of de PG de zin 
goed produceert. Punt (3) i s een formele aangelegenheid want men moet daar-
bij fonnalismen vergelijken en eventueel als equivalent beti telen. Op deze 
zaken wordt verderop in d i t proefschrift dieper ingegaan. 
Ik zal nu twee concrete voorbeelden geven van beperkingen op linguistische 
regels en laten zien hoe ze in de PG worden behandeld. 
Voorbeeld 1 : de Complex NP Constraint . 
Een complexe NP i s een NP zoals bijvoorbeeld "the wanan who writes novels", 
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die in de TG de volgende onderliggende structuur heeft 
NP 
/ \ 
NP S 
De Complex NP Constraint (CNPC) beperkt de extractie van een Wh-constituent 
ui t een NP. Dat het moet gaan om een complexe NP bli jkt bij het vergelijken 
van zin (b) met (d) en ( f ) : 
(20) a) John believes that Nary writes novels. 
b) What does John believe that Mary writes 9 
c) John believes the claim that Mary writes novels. 
d) "What does John believe the claim that Mary writes? 
e) John knows the vroman who writes novels 
f) *What does John know the woman who writes? 
Ross [1967] beschrijft de CNPC alsof er een aantal transformaties zijn die 
alganeen geldig zijn, maar die iets beperkt moeten worden (d.m.v. de CNPC) 
om de speciale gevallen te kunnen behandelen. Volgens Koster [1978] i s 
echter het tegenoverstelde standpunt productiever: begrenzing (boundedness) 
is het algemene geval. De si tuatie waarbij er extractie kan optreden door de 
begrenzing heen vormt de uitzondering. Extractie van Wh-constituenten vormt 
zo'η uitzondering, en di t verschijnsel hangt sanen met het gebruikte 
werkwoord (en soms nog meer). Werkwoorden die een dergelijke extractie toe­
laten worden 'brug' genoemd. De opvatting dat 'begrenzing' de algemene re­
gel i s , wordt gedeeld binnen de PG, en deze algemene regel wordt gerea­
liseerd door gebruik te maken van de 'scope van variabelen' (zie verder 
hoofdstuk IV). De CNPC is een bijzonder geval van deze algemene regel. 
Aangezien binnen de PG 'begrenzing' de alganen regel i s , moet er een manier 
zijn om te verklaren hoe er soms toch extractie kan optreden. Het ver­
schijnsel bli jkt sanen te hangen met het gebruikte werkwoord, en daarom 
wordt de verklaring gezocht m de lermia-definitie van het werkwoord. Het 
overbruggmgs-verschijnsel kan optreden als er een complement-constructie 
wordt gebouwd. Het geldt voor een werkwoord dat een complement kan hebben, 
en dat bovendien een brug i s , zoals het werkwoord "to say". Het heeft een 
lemma dat er schematisch als volgt u i tz ie t : 
lenma for say 
Ì0bìl
-ls.r 
(bridge) . . . 
waarbij de functie 'bridge' zorgt voor een ontsnappingsroute om de 
dichtsbijzijnde knoop van type S heen. Voor meer evidentie dat het ver-
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schijnsel 'overbruggen' van het lenna afhangt, vergelijk (a) en (b) met (a ' ) 
en (b') in het volgende voorbeeld: 
(20)-cont 
a') John pipes up that Mary writes novels. 
b') ^What does John pipe up that Mary writes? 
Als het werkwoord "pipe up" uit (b') wordt vervangen door "say", dan 
verdwijnt de ongrannaticaliteit: 
(20)-cont 
b " ) What does John say that Mary writes? 
Op grond van d i t voorbeeld kan men toch proberen vol te houden dat ( b " ) het 
normale geval i s , en (b ') de uitzondering. De werkwoorden die zich gedragen 
volgens (b ') vormen een echter een speciale groep zoals "crackle", "munble" 
en "snap" * · , zodat het voor de hand l i g t een lexicale oorsprong te zoeken 
voor di t verschijnsel. Of het nu z* i s of andersom, de informatie moet op-
geslagen liggen in het lenna van het werkwoord. 
Voorbeeld 2: Eén knoop volstaat 
De eerste echte taalktndige generalisatie was de 'subjacentie condit ie ' , een 
conditie die de hele groep beperkingen van Ross onder een noemer bracht. Be-
langrijk i s dat Subjacentie een conditie is die betrekking heeft op twee 
knopen. Een voorbeeld dat we al hebben gezien i s de Complex NP Condition. 
Volgens de subjacentie conditie is in het volgende voorbeeld (a) granmati-
caal, maar (b) Is dat niet omdat daar de Wh-constituent wordt verplaatst 
over twee (zogenaamde cyclische) knopen. 
(21) a) Mio did John read a novel of? 
b) *Who did John read a review about a novel of? 
De eerste stap in de argioientatie i s gezet: de taalkundige regel i s geselec-
teerd. Uiteindelijk moet ik dus laten zien hoe de subjacentie conditie bin-
nen de PG wordt gerealiseerd. Nu doet zich een probleem voor. De Wh-
constituent die in de zinnen voorkant i s diep in de D-structuur ontstaan en 
is in de S-structuur boven in de boem terecht gekomen (in de bovenste S). De 
enige manier waarop dat kan i s via de re la t ie susp, en dus via de bestem-
mingsfunctie Δ. Kaar het donein van deze functie bestaat u i t knopen en niet 
uit paren knopen, terwijl de subjacentie conditie ju i s t wel met paren knopen 
werkt. Hoe nu verder? 
" De bijbehorende complementen worden aangeduid als Krispy Klauscs. 
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Laten we eens naar de tweede stap in de &rgunentatie kijken, de vertaling 
van de regel in Roster's local i te i tspnncipes. Koster toont o.a. aan dat de 
"cruciale" evidentie voor subjacentie voortkomt uit een nadruk op Engelse 
constructies. Bij het bestuderen van andere talen (bijvoorbeeld Nederlands) 
bli jkt een een-knoops conditie meer voor de hand te liggen. Daartoe formu-
leert Kosters zijn begrenzingsconditie waarmee de subjacentie-regel overbo-
dig wordt. Het i s geen conditie op transformatie-regels, maar op configura-
t i e s ; en de regel heeft een correlaat in de PG, zoals zal blijken in 
hoofdstuk IV. Aangezien de begrenzingsconditie de gegeven taalfeiten ver-
klaart , kan ook de PG deze taalfeiten verklaren. 
Een aantal keren i s het begrenzingsprincipe ter sprake gekonen. Waarom is 
het zo belangrijk cm daarop in te gaan? Om de reden die we al een paar keer 
zijn tegengekomen: Het grote voordeel van het begrenzingsprincipe is dat er 
voor de 'suspend' procedure maar èèn knoop van belang i s (uiteraard als de 
op te hangen knoop i s gegeven). De procedure hoeft daarom geen toegang te 
hebben tot a l l e r le i configurationele eigenschappen van de S-structuur die 
gebouwd wordt. Zoals we zullen zien kan deze procedure daardoor worden gede-
finieerd op grond van een simpel mechanisme, het zgn. 'scope' mechamsne. 
De gegeven voorbeelden zijn uiteraard onvoldoende om de taalkundige plausi-
b i l i t e i t van de PG aan te tonen. Wel i s het zo dat inzicht in de wijze 
waarop in de PG de configuraties ontstaan kan lelden tot een scherper onder-
scheid op twee verschillende fronten: In de eerste plaats bli jkt wat gefor-
muleerd moet worden als universeel taalkundig principe, in tegenstelling tot 
verschijnselen die te maken hebben met gegevens ui t het lexicon. In de 
tweede plaats kan blijken hoe een aantal verschijnselen te maken hebben met 
increméntele produktie. 
Sanenvatting hoofdstuk II 
In di t hoofdstuk werd een meer formele basis gelegd voor de Procedurele 
Graranatica. Er werd een partiBle ordening ten tonele gevoerd: de D-
structuur. Hiervoor werd uitgegaan van een verzaneling van objecten die 
'knopen' werden genoemd, en waarop een binaire re la t ie 'pred' was gede-
finieerd. De knopen tezamen met de transitieve afsluiting van 'pred' heette 
D-structuur. Vervolgens werd een nieuwe ordening 'suspend' gegenereerd die 
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tezanen met de oorspronkelijk verzaneling de zogenaamde S-structuur vormde. 
De belangrijke eigenschap die volgde ui t deze constructie was dat de S-
structuur hanonorf afgebeeld kon worden in de D-structuur. Deze D- en S-
structuur kunnen worden geïnterpreteerd als "deep-structure" en "surface-
structure". Uit de moncmorfie-eigenschap volgen dan een tweetal bekende 
taalkundige beperkingen: de afnenende structuur bi j transformaties, en de 
conditie van C-conmanderen. Op deze beperkingen zal in hoofdstuk IV dieper 
worden ingegaan. Een andere interpretatie van D- en S-structuur had betrekk-
ing op de interpretat ie van de 'knopen' als syntactische processen. Deze 
syntactische processen kunnen worden beschreven met gangbare prograimeer-
begrippen. Zo i s de D-structuur op te vatten als een procedure-aanroep 
hiërarchie, en de S-structuur als een procedure-terugkeer hiërarchie. Hier-
over wordt verder uitgeweid in hoofdstuk V. 
Aan het eind van het hoofdstuk werd kort ingegaan op drie onderwerpen ui t de 
PG: de woordvolgorde, de incrsnentele productie, en de taalkundige argunen-
ta t i e u i t de PG. 
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Ш . GENEREREN VANUIT EEN DIALOOG-SYSTEEM: EEN DOZIJN PROBLEMEN 
Abstract 
The output siae of a dialogue system is supposed to produce natural 
language utterances. In most applications the program responsible for 
these utterances, the generator, is only rudimentary. This paper ex­
plores a few problems arising in the design of such a generator. Two 
topics are addressed. Oie is tne psychological data that would have to 
be accounted for if the language generation side of a system is to be 
taken seriously. The other concerns the interface between the mes­
sages from the dialogue system (in a formal language) to the natural 
language of the generator. What is the nature of the message chunks 
with respect to their size, their order and the way they are connect­
ed? At which stage do the problems arising have to be solved, in the 
generator, on the dialogue side, or in the interface9 
3.1. Introduction 
The essential feature of a dialogue is the presence of two parties taking 
turns as speaker and listener. In contemporary dialogue systems the language 
capabilities are not divided equally between the two parties. The hunan is 
an eloquent speaker, able to express a single message in different modes 
each bearing essentially the sane meaning. Consequently, his machine coun­
terpart must be flexible enough to deal with this diversity of expression. 
On the other hand, people are usually quite tolerant towards someone who, 
though not very articulate, is still able convey his ideas sufficiently well 
to be understood. These two facts may explain why so much AI-work goes into 
language understanding and so little into language production. This is con­
trary to ccmmon practice in linguistics, a field m which much is known 
about production but little about parsing. In this respect psychology is 
much like AI, one finds that the literature dealing with psycholinguistics 
is voliminous, whereas only a few pages on language generation are offered. 
Starting from the little that is known, this paper explores some of the 
problems that will have to be dealt with before the language producer of a 
dialogue system can come of age. 
In the systems of today three elements can be distinguished· a parser, a 
generator, and the actual dialogue component (henceforth we shall use 'di­
alogue component' in refering to this particular element of the system, and 
het dank aan Wolfgang Wahlster en Lee Sallows voor conmentsar op eçn eerdere 
versie van dit hoofdstuk. De tekst van dit hoofdstuk is op kleine wijzi-
gingen na gelijk aan [Hoenkamp, 1981]. 
- 62 -
'dialogue system' to refer to the system as a whole). This, by the way, 
does not imply that the different elanents need be independent. (For exem­
ple, parser and generator msy share syntactic knowledge see [Kay, 1975a].) 
ι ^ •> — 1- H 1-
>| parser ¡——>! dialogue ! >! generator ! > 
H —t- 1 component ! + — к 
language conceptual conceptual language 
input representation representation output 
Some of the problems that arise in parsing have their counterparts in gen­
eration. It is even reasonable to say that generating is carried out in s 
way that makes parsing possible. (The term 'parsing' is used here for the 
activity of extracting the meaning of a sentence, not as a method for deriv­
ing the syntactic structure.) In order to parse a sentence, a considerable 
anount of world-knowledge will often be required. The listener can infer 
some of this knowledge fron preceeding text, since sentences are seldan ut­
tered in isolation. The speaker on his part also relies on his previous 
utterances, assuning that the conveyed knowledge is then available to the 
listener. Such observations however, seen to relate more to the issue of 
what to say, than of how to say it. This paper deals with the output ele­
ment of the dialogue system, and it is obvious that how to say something 
will depend on what is to be said. It is that dependence which forms the 
focus of this paper. 
In practice then we are faced with two different languages: the formal 
language used by the dialogue canponent, e.g. to solve problens, and a na­
tural language for the interaction with hunans. Where interfacing these two 
languages gives rise to problems, we shall have to ask ourselves where their 
solution should be sought: in the domain of the generator, the dialogue com­
ponent, or in the interface itself? A careful exanination will be made here 
as a first step toward a solution. 
3.2. Accountability of the generator 
...we tried to talk it over, but the words got in 
the way... 
-Leon Hussel- (popsinger) 
In the diagram above, the input of the generator comprises conceptual struc­
tures encoding the messages to be expressed. As mentioned before, a message 
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may be expressible in various ways. (Where the speaker's conmand of the 
language is sufficient, different wordings will be to a certain degree op-
tional.) However, the selection of different wordings for the same message 
is usually based on the knowledge of both speaker and listener. This is ex-
emplified in a piece of AI-research investigating the influence of the 
speaker's ideas concerning the listener's knowledge and beliefs [Perrault, 
Cohen, 1977]. Take a sentence such as "pass me the bottle". This will prob-
ably be a request. But before a speaker can legitimately issue a request, 
three conditions will have to be met: First, the speaker must believe that 
the hearer is able to fulfill the request. Second, he must believe that the 
hearer himself will believe that he is able to fulfill it. Finally, the 
speaker must assune the hearer is willing to carry out the necessary ac-
tions. What we have here is simply an instance of current work on 'speech 
acts'. It is a line of research presently attracting much attention in AI 
(but lying beyond the scope of this paper). A further complication which 
emerges is that the speaker must decide at which level of detail the message 
is to be delivered. If a computer were to report a problan about its own 
circuitry, it makes a difference whether the problan is addressed to the 
operator, to the maintenance staff, or to the management of the computer 
centre. This may also influence the choice of words and style (e.g. in 
choosing a polite form). Part of the difficulty can be understood in terms 
of Grice's co-operation principle [Grice, 1975]: speakers attempt to be 
truthful, clear, informative and relevant. In turn, the listener is to in-
terpret what is said on the assunption that the speaker is acting in accor-
dance with these rules. The principle itself, enlightening as it may sound, 
supplies little concrete direction for an implementation. The task of making 
oneself clear, informative, and relevant calls for an accurate assessment of 
the listener's beliefs, a problem which has only begun to be explored. Lack 
of insight into these matters can create a headache for the designer if the 
dialogue system is to be flexible in responding to different users. These 
issues hardly seem linguistic in flavor, and hence the designer of a genera-
tor may wish to delegate their solution further back in the dialogue system. 
But since the designer of the dialogue component may have a similar inclina-
tion in the opposite direction, the construction of a generator calls for an 
answer to the following question· 
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j Problem I: "" ί 
! What issues should not be solved at the level of the generator? 
It is conceivable that if such problems of style, level of detail etc. are 
capable of being handled at all, this could be done at the conceptual level. 
A further txanple of this can be seen in the following part of an instruc­
tion at an assembly line (taken from [Hobbs, Robinson, 1978]): 
A: Use the ratchet wrench on the top... 
B: What's a ratchet wrench? 
A: The ratchet wrench is the object lying between the wheel 
puller and the box wrenches... 
It would have been inappropriate here to give a dictionary definition of 
such a wrench. The choice of answer obviously lies beyond the responsibili­
ty of the generator. On the other hand, would the dictionary definition be 
an incorrect answer? What counts as an answer is apparently not determined 
by the generator ·. Oie could argue that these two possible expressions in 
fact convey two different messages, or stated differently: the expressions 
are different because the messages are different. But this cannot be the 
whole story. Let us therefore go back to the exanple of the sentence "pass 
me the bottle". Another meaning this sentence can be taken as signifying is: 
"my glass is enpty". Making such a decision may be a difficult task for an 
analyser, but the fact of the matter is that the generator should be able to 
produce it. How is the generator to know which wording to select? The mes­
sage must first have been worked out at the conceptual level, and the gen­
erator should possess sufficient linguistic knowledge to be able to express 
it. Why then does the problem not show up in actual dialogue systems? The 
designer of such a system knows fairly well what kind of output to expect. 
Hence he can opt for a particular style and choice of words, and the 
listener will not notice it. As a result, a particular message can always 
be expressed in a standardized form (not counting e.g. anaphora). Another 
possibility would be to allow for different styles, but then stylistic in­
formation should accompany the message. Such information might range from 
"use polite form", to "use indirect speech act of type desire". 
The examples given premote a tendency to re-route much of the work away from 
the generator, without, however, relieving the uncertainty about what can be 
left to the generator's responsibility. Perhaps the choice of words for ε 
1
 For an introduction to the problem of what makes an answer appropriate see 
the first chapter in [Lehnert, 1978]. 
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given message (lex leali zing) i s a task that can be trusted to the generator9 
Well, consider the next dialogue, taken from [Wahlster, 1980], describing s 
situation in which a traveler wants to make a hotel reservation. 
A: Does the roan have a big desk? 
B: Why do you ask? 
A: Because I have a lot of work to do. 
B: . . .yes, i t ' s fairly large. 
an alternative conclusion to the dialogue could have been: 
A: Does the room have a big desk? 
B: Why do you asW 
A: Because I hate big tables. 
B: . . . i t ' s not particularly large. 
The size of one and the sane desk has been described in two different ways, 
depending on the 'partner model' used by the speaker. How is this to be en­
coded in the message? Let us explore the following avenue. Suppose the 
necessary information consists of two parts : the underlying meaning which i s 
commimcated and in addition, that information necessary for the generator 
to make i t s choice of a suitable expression. Both parts will then be encoded 
in one message. Working from the point of view of the machinery to produce 
the messages, a progranmer will invent a (formal?) language in which to ex­
press them. The difficulty which arises here i s obviously not the syntax, 
but rather that messages which have been assanbled in a certain prescribed 
way may not be expressible in the target language. Stated differently, i t i s 
not at al l clear whether the generator will accept al l possible messages and 
express than as well-formed language utterances. To be more precise: 
! Problan I I : І j What will guarantee that the generator can express the message i . e . [ (1) canpletely work out the content, and 12) produce a well-formed 
! language utterance? ! 
In order to investigate this problem, we must take a closer look at the na­
ture of the messages. We will do this f i rs t from the standpoint of the pro-
graimer who designs a generator, and second from the standpoint of the 
psychologist who investigates hunan sentence production. 
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J .3 . Exanples of generator prograns 
. . . Well, look, I mean, you know...* 
During the las t decade, many prograns for generating language utterances 
have been written. Some were developed as part of a dialogue system, others 
simply as a goal in themselves, for instance in order to develop a theory of 
graimar. This category of research includes Woods' [1970] ATNs and Davey's 
[1978] t ic-tac-toe progran. Of course, giving a theory of graimar in the 
iorm of a progran i s one thing, but building a module for a dialogue system 
i s another. ATNs for exanple, can be studied in isolation fron the whole 
system. Where the progran forms part of a bigger system, i t will receivt in-
put in the shape of seme conceptual representation. Various representational 
techniques are being used, depending on the research lab where the system as 
a whole is under developement. 
A progran anploying sanantic nets as input was written by Sinnons & Slocun 
[1972]. (The semantic nets they used consisted of wordsense nodes conrected 
by case relations.) Their idea was as follows: in isolation a graimar can 
only generate wellfonned str ings, which are usually semantically nonsensi-
cal; conversely, a semantic net generates understandable str ings, which will 
be syntactically ill-formed. This i s so because linearizing a semantic net 
can be done m more than one way, depending on the path followed through the 
net. Siuinons and Slocun's progran uses an ATN to follow a path which 
results m a graimatical sentence. In the context of a dialogue system, the 
knowledge base has scmetimes been represented as a huge semantic network. 
In order to answer a question from the knowledge base, that part of the net-
work encoding the answer i s f i r s t isolated. This subnet i s then transferred 
as input to the generator and will be expressed as an English sentence. 
A semantic net is a set of nodes and relations connecting the nodes. In 
this sense i t does not have a particular 'top-node'. Consequently, many 
nodes can serve as a starting point for the linearization. Experience shows 
that different starting points in the same net can provide s ty l i s t ic varia-
tion, in this case, in the form of different paraphrases. 
Let us look at some other prograns. The generator BABEL [Golctnan, 1974], 
winch formed part of the MARGIE system [Schänk et a l . , 1975], took conceptu-
* heard during a discussion on granmaticality. 
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al dependency networks as input. For an understanding of BABEL one could 
think of a program that f i rs t translates a conceptual dependency network 
into a sanantic network, and then uses Sinmons 4 Slocum's generator to do 
the main l inguistic work. This task i s by no means t r iv ia l since conceptual 
dependency i s not as close to the target language (English) as the semantic 
nets used by Sinmons & Slocun *. Goldnan therefore had to provide BABEL 
with a lexicalizer, a piece of code for finding words to express the 
representation. (The lexicalizer included a discrimation net for identifying 
verbs in the sentence.) In principle both prograns (Goldnan's program, and 
that of Simons and Slocum) are of the type 'one message - one utterance' . 
However, both prograns are also able to produce paraphrases. BABEL achieves 
this not by choosing a different path through the network, but by manipulate 
ing the lexicalizer (which then comes up with less specific words [Goldman, 
1975]). This results in a limited f lexibil ity in style. 
Chester's [1976] EXPOUND i s an exanple of a program that receives logical 
formulas as input. In this progran lexical and syntactic information i s as­
sociated with every predicate allowed in the system. For exanple if 'Man' i s 
of type noun and ' югк' i s of type clause, the formula 'Manix) 4 Worktx)' 
becanes expressed as "a man who works". I think this progran does better 
with linearization ( i . e . on the order in which the sentences appear in the 
text) than with style. Look at how the well-known "Barber's Paradox" would 
sound in the mouth of th is language generator: 
Suppose that there i s some barber such that for every person the 
barber shaves the person iff the person does not shave himself. Let A 
denote such a barber. Now he shaves himself iff he does not shave 
himself, therefore a contradiction follows. Therefore . . . 
In EXPOUND, every predicate corresponds to precisely one lexical item. As a 
result there i s no real lexicalization step to speak of. The same holds for 
Sinmons 4 Slocimi's progran, since the lexical items were already encoded in 
the network. The situation i s different for a representation language based 
upon conceptual dependency theory [e.g. Schänk, 1975], which uses very few 
'primit ives ' , the meaning being encoded rather in the structure created by 
using these primitives. I t was for this reason that Goldman's BABEL had to 
have a lexicalization step. This was realized by using a discrimination net 
to find that word closest to the given meaning representation, a pure i l lus -
J
 As they put i t (p.895): "Our purpose here, however, i s not primarily to 
show how the semantic network represents meanings but demonstrate how i t 
can be used to generate sequences of coherent English sentences". 
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tration of the lexicallzation problem: 
- given the representation language, what information Is needed to 
find words for an expression? 
- how i s this information extracted, given the particular representa-
¡ tion? ! 
As the exanples may suggest, the answers to these questions will depend or 
the representation at hand. Goldnan's method could be generalized by pro-
viding the progran with translators for different representation languages. 
Another avenue i s pursued in McDonald's progran MUMBLE, in which v*iat he 
ca l l s 'micro-speakers' [McDonald, 1980] are defined. A micro-speaker i s an 
expert that relates the representation of a particular demain to the words 
used in talking about that demain. A micro-speaker i s not restricted to lex-
ical information, but can also carry data about the s ty l i s t i cs pertinent to 
a certain demain, for instance. The core of the generator contains the 
language i n v e r s a i s . McDonald wrote micn>-speakers for predicate calculus, 
for franes (FRL) and for KL-ONE networks. The micro-speaker he wrote for 
predicate calculus delivered an output for the Barber's Paradox, which 
s t a r t s as follows: 
Assune that there i s sane barber who shaves everyone who doesn't shave 
himself (and no one else) . Call him Guisepce. Now, anyone who doesn't 
shave himself would be shaved by Guiseppe. This would include Guiseppe 
himself... 
Besides MUMBLE'S flexibil i ty with respect to the danain language i t also in-
corporates a vast knowledge of the syntax of English. Anyone looking for a 
language module would do well to consider th is progran. Building a micro-
speaker is not a t r iv ia l task though, and one i s quite likely to soon h i t 
upon the probi an s raised in this paper. But MUMBLE includes an indispensable 
knowledge of l inguist ics . 
The various prograns discussed so far - different as they may be - a l l have 
one thing in common: they essentially produce sentences. For a dialogue 
systen this raises an importait question: 
i Probien IV: ! 
ι How i s the non-linguistic elanent to know what will be realized as a ! j sentence? ί 
This will not be a problem for the prograrmer as long as he confines himself 
to playing with the progran as a separate module. He knows how to make for-
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raulas that can be expressed as a conplete sentence, and uses these as input 
for the progr<m. Readers familiar with Chester's and McDonald's prograns, 
may feel that I have been doing them an injustice here. After a l l , their 
prograns do generate coherent discourse. For exanple, Chester's program 
discovers the order in which formulas are to be produced in order to render 
a proof digestible. This is achieved in a clever way. Nevertheless, every 
'atonic' message, a formula, is known to be expressible as a sentence be­
cause every predicate has a verb string associated with i t . 
But le t us stay at the sentence level for a l i t t l e longer. Part of the in­
formation needed to produce a sentence has a definitely non-1inguistic char­
acter. This i s not only true for the meaning representation i tsel f , but also 
for information about the hearer and about the response a speaker wishes to 
bring about in the hearer. This will be determined at the strategic level as 
Thompson [1977] cal ls i t , saying: "Given a coranmicative intention, a 
representation of the propositional content to be connunicated, and access 
to a model of the hearer, say scmething." The other level he refers to, the 
tactical level, i s concerned with the detai ls of the syntax. This level 
would therefore sean to fall under the responsibility of the actual genera­
tor . 
There i s scmething tricky here. For exanple, not being a native speaker of 
English, in writing this paper I have to tai lor my sentences to my limited 
ccmnand of the language. That i s , although the strategic level i s probably 
alright, there are limitations at the tactical level. I t may be that sane 
messages are easy to express in one language, but difficult in another. 
This implies that for different languages the strategic level would be dif­
ferent. I t is on this level however, that the messages are bui l t , and conse­
quently they too will be different. They could differ not only in what they 
encode, but also in how they encode i t . In other words: 
Ι Γ Ι « J U X U I I V . I 
Is the message, - i . e . what i s encoded and how - independent of the 
I target language? ¡ 
Vhy doesn't th is problan show up more often? The answer is that existing 
prograns have always been aimed at one particular target language. 
As we shall see, a similar answer holds for Problan IV. In the above para-
graph we have turned our attention elsewhere, so I shall return now to the 
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probi en: How will the conceptual!zer know how to produce messages which at a 
later stage must be expressed as precisely one sentence? As I stated be-
fore, the existing prograns do produce sentences. Sentences were taken as 
the unit in which messages were to be expressed. Linguistically this may be 
quite acceptable, but ft·on a psychological point of view i t i s not particu-
lar ly plausible. People often allude to the sensation of starting a sen-
tence before the message has been completely worked out. Hence the unit of 
speech-planning cannot be the sentence. Che strategy that has not been 
tried so far i s to circuovent the problem; that i s , to develop a method 
which does not depend on units of speech-planning. A progran could be writ-
ten that cannences by expressing an 'incanplete' message, and then t r i e s to 
incorporate new incaning information. The construction of a generator for 
such 'incremental' production was undertaken by Kempen 4 Hoenkanp [1981]. 
The resulting "Procedural Gramar" i s relat ively insensitive to the speech-
unit probi an because i t exhausts the message as far as syntactically possi-
ble, even where that fai ls to produce a canplete sentence. In essence, 
every new message i s knitted into the sentence, leaving intact what has al-
ready been said. This achieves a degree of f lexibi l i ty not present in other 
prograns. In the process i t brought to l ight a mechanian for incranental 
production. In actual speech, after the speaker has arrived at mid-
sentence, new incaning information may conflict with what has been expressed 
so far. This gives r ise to corrections. At this point a mechanism for incre-
mental production i s indispensable. To a modest degree such a progran can 
actually make repairs . 
This i s a step forward, but what will happen i f the new message cannot be 
incorporated in a syntactically well-formed vhole? Should the generator be-
gin a new sentence? Presuning there are such things as units of speech-
planning, the problan lingers. The issue i s not at a l l clear. Vhy not try 
inputting canplete paragraphs, or just words, for instance? 
I t i s time to consult psycholinguistic research, an inventory of which will 
be given in the next section. 
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З.Ц. The search for psycholinguistic units 
. . . things cone into mind . . . but as the words that 
replace i t arrive, i t welccmes than successively and 
cal ls than right if they agree with i t , i t rejects 
them and cal ls them wrong if they do not. 
-William Janes-
. . . the sentence i s the dissection of a tota l i ty 
present as a whole in consciousness. 
-Wilhelm Wundt-
In practice, l inguist ics has been based on written language and, in a few 
rare cases, on the written records of spoken language. The same can be said 
of AI research into language. But th i s excludes characteristics of language 
in action: intonation, rhytta, stress, voice intensity, speed, hesitations. 
To quote Goldman-Eisler [1968] fron her comprehensive study of mprepared 
speech: 
. . . i n the flow of normal speech voluntary and automatic act iv i t ies 
are closely interlaced, symbolic behaviour alternates with habitual 
verbalization, the construction of propositions with anotional expres­
sion and with the use of ready-made phrases, choice in f i t t ing words 
to meaning takes turns with submission to the routine course and to 
the constraints of learned sequences, and abstract detaclrnent in the 
use of word symbols gives way to concrete merging of situation and 
sign. 
I will concentrate here on hesitation phenanena, rarely met with in written 
language but occurring very frequently in unprepared speech. Spontaneous 
speech cones in f i t s and s tar t s . I t involves pauses, "uh 's" , repeats and 
corrections. These phenanena indicate the presence of cognitive activity 
vhich is ccomonly assuned to be bornd up in the service of speaking itself . 
No wonder that virtually a l l information about speech execution i s derived 
from data about dysfluencies (in the l i te ra ture also referred to as "speech 
errors" or "hesitation phenanena". See [Clark & Clark, 1977] for an sur­
vey). Camion types of dysfluency are: 
(1) Silent pause Strike the // return key. 
(2) Filled pause Strike ,uh, the return key. (3) Repeats Strike the return / the return key. (4) False s tar t s Strike the control / the return key. 
(5) Corrections Strike the rubout — I mean, the return key. 
I t i s generally supposed that these phenanena reveal something about the or­
ganisation of the underlying process of conceptualization. The generator re­
ceives as input certain chmks of information representing the "underlying 
meaning", "idea", or "message" to be expressed. In AI and elsewhere, many 
attempts have been made to invent a set of primitives which would serve as 
tokens for the "underlying meaning" of a sentence. Such primitives go by 
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nanea starting with the adjective 'semantic', followed by a noun such as 
'luarker' , ' canponent', 'category' , ' case ' , and 'pr imit ive ' , or s tar t with 
'underlying' followed by 'predicate ' , 'verb ' , 'conceptualization' etc . Actu-
ally the structures they denote sean to me to be lacking any real diversity, 
but s t i l l they becane sirromded by an abundance of claims. The f i rs t 
psychologists to contenplate such structures have already been quoted at the 
beginning of this section. The quotations i l lus t ra te two opposing views, so 
to pre-empt any claims I have borrowed their f i r s t in i t i a l in coining the 
label 'W-structure'. 
In what follows I will go deeper into the relation between these W-
struct i res and the behaviour resulting when they becane expressed in 
language. 
3.4.1. The 'uni ts of encoding' (W-structures) 
Let us go back in time for a manent. In the heyday of information theory 
i t seaned natural to try to describe behaviour in terms of 'Markov-
processes' . Such processes produce chains of phenonena which depend on 
transition probabilities. Lomsbury [1954] formulated a nunber of hy-
potheses which related pauses to 'units of encoding', and which initiated a 
whole tradition of research (see [Maclay, Osgood, 1959] for a classical 
reference). These new investigations attempted to shed more light on the 
relationship between linguistic units and 'uni ts of encoding' (our W-
stuctures). I t i s an interesting exercise to restate Lomsbury's hypotheses 
in the terminology of today. Here they follow; the only thing I have done 
i s to substitute 'cognitive activity ' for his ' s t a t i s t i c a l uncertainty'. 
(L-1 ) Hesitation pauses correspond to the points of highest cognitive ac-
t iv i ty in the sequencing of u i i t s of any given order. 
(L-2) Hesitation pauses and points of high cognitive activity correspond to 
the beginning of units of encoding. 
(L-3) Hesitation pauses and points of high cognitive activity frequently do 
not fall at the points where immediate-constituent analysis would es-
tablish boundaries between higher-order l inguist ic units or where syn-
tac t ic junctures or 'facultative pauses' would occur. 
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(L-4) The units given by mmediate-constituent analysis, and especially 
those bomded by facultative points, do correspond to units of decod-
ing, however. 
(L-5) Units of encoding for easy oft-repeated canbinations approach coin-
cidence with those of decoding. 
Aside fron the frequency of hesitations, researchers have also looked at 
their type (pause, repeat), and in the case of pauses, at their duration. 
This line of research presupposes that the verbal material can indeed be 
partitioned in such a way as to reflect the underlying W-structures. 
¡ — Problem VI: j j Is the sequencing of input-messages reflected in the verbal output of 
! the hunan speaker (e.g. in hesitation phenanena)? Ì 
Furthermore, the partitioning of this material used to be carried out in 
terms of (traditional) l inguistic units. This led researchers to relate 
their data to the following levels at viiich speech can be organized: 
- paragraphs 
- sentences 
- constituents 
- words 
- phonanes/morphemes 
Tins brings us to the next problan: 
¡""Problem VII: j 
Can the sequencing of input-messages be related to traditional 
¡ l inguistic units? | 
Several implicit assunptions in the l i tera ture on hesitation phenanena ought 
f i rs t to be made explicit . To start with we need: The more hesitations, the 
more cognitive activity i s occurring for the purpose of speaking. This hy-
pothesis i s necessary, for otherwise hesitations could be interpreted as 
mere noise, or a randera walk phenomenon [Jaffe et a l . , 1972]. Such cogni-
tive activity can be divided into a) activity due to the construction of the 
message (conceptualizing) and b) activity due to the formulation of the 
linguistic material (formulating). Most of the research following 
Lomsbury's hypotheses did indeed appear to confirm a correlation between 
linguistic units and the preceding hesitation - as characterized by type, 
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duration or frequency (cf. probiens VI and VII). But there are s t i l l seme 
implicit assunptions underlying these results : (H-1 ) Hesitation occurs at 
the tnanent when cognitive activity takes place for the purpose of speaking 
(H-2) The cognitive activity Is related to the l inguist ic material inmedi-
ately following the hesitation. 
Such 'proximal relat ions ' may sound rather t r iv ia l to an AI researcher. 
They beccme t r iv ia l however, only in the context of prograns of a certain 
kind, e.g. prograns without parallel processing. This alleged t r i v i a l i t y 
also becanes disputable when we take into consideration the work of Butter-
worth and Beatty [1978], who investigated body movements in relation to 
speech production. In their study of 'para-linguistic' behaviour (e.g. body 
posture and gestures) the distinction between speech planning and speech 
execution becane more prominent. In contrast with other research, their view 
i s that syntax i s not a part of speech planning, but a restr ict ion on speech 
execution (cf. problem V). What this al l anoints to i s the observation that 
there may be several sources of dysfluency whose canbined disruption could, 
in principle, accunulate. Is i t not surprising then, that the system does 
not break doun more often? I t i s truly renar kable that the blend of 
processes, enabling the speaker to think on his feet, i s able to sustain a 
reasonably fluent form of speech. According to Golchian-Eisler [op.ci t . ] 
however, this fluency i s illusory. If th is i s true we find ourselves with 
the following problen: 
I Г І UUJ.CU1 V X ± J . . I 
ι Given that the fluency of spontaneous speech i s illusory, how can a 
generatorprogran evoke a similar illusion? ! 
Intuitively one would think that the impression of fluency i s enhanced by 
pausing less frequently, or making the pause so short as to go unnoticed. 
Interestingly, a low pause frequency does not render a speaker more fluent, 
but simply distinguishes a fast fron a slow speaker. As regards the duration 
of the pause, i t i s not really the absolute length that counts, but rather 
the duration as related to i t s position in the sentence. A transition from 
one sentence to the next taking half a second would go tnnoticed, whereas 
fluency vrould be markedly disrupted were i t to occur between art ic le and 
noun. 
Goldnan-Eisler, l ike most researchers, has sought her explanations on the 
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sentence level. Butterworth and Beatty argue that hesitations may also find 
their explanation at a higher level, for which reason at least several sen-
tences would have to be taken into account. One might therefore expect that 
the origins of these kinds of hesitation ought to be sought in the phase of 
speech planning. Yet a progran incorporating such a phase would call for a 
theory of how ideas merge in the speaker's mind, a matter about which very 
l i t t l e is known. Furthermore, i t i s uncertain which part of the work i s de-
voted to the generation of speech i tse l f . (We will return to th is problem 
la ter . ) For the manent we shall have to presuppose this activity; at least 
i t seans to me pranature to try to incorporate i t in a model of language 
production. 
This section has discussed the size of psycholinguistic units. The follow-
ing section turns to the question "How are are they ordered'". 
3.4.2. Ordering the W-structures. 
Grosz [1979] exanined samples of task-oriented dialogues between two co-
operating people. In this case the idea was for an expert to help an ap-
prentice locate an object. The parties were only allowed to interact ver-
bally so as to simulate a coranon restriction in a real man-machine situa-
tion. In the following part of a dialogue some screws had to be loosened. 
A: . . . I can only find one screw. Where's the other one' 
B: On the hub of the flywheel. 
A: That's the one I found. Where's the other one'' 
B: About ninety degrees aromd the hub fVan the f i rs t one. 
A: I don't understand. I can only find one. Oh wait, yes I think I was 
on the wrong wheel. 
B: Good. Now loosen the screw in the center of the shaf t . . . 
In the assembly tasks used by Grosz [1979], most of the objects lacked prop-
er nsines. This raises the problan of creating a description. Grosz points 
out that such a description will be influenced by the knowledge of the ob-
ject shared by speaker and hearer, th is holds just as much for a generator 
program as for a hunan speaker. For exanple, an object is sonetunes indi-
cated by f i rs t bringing i t into focus and then using a definite a r t i c le . 
Paraphrasing may provide linguistic clues which aid focussing, but th is may 
or may not be acccraplished by the generator. For example, in Goldnan's BABEL 
a paraphrase i s determined by the lexicalizer (since i t results from the 
choice of a verb) and thus depends on the generator. But i t could also 
depend on the conceptualizer, as in Procedural Grammar where i t is related 
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to the order of the messages (e.g. in active/passive paraphrase). Even wher 
a linguistic tool such as paraphrasing i s available, i t i s not clear vAierr 
the decision to use i t i s to be made. In the case of the assenbly-line task: 
! Problem IX· ! 
Is there a task for the generator in describing an object for which no 
! proper плпе i s available? ! 
I think the dialogue above is one of those cases in which a speaker i s well 
aware of his inability to produce a proper nane. If the generator is to 
play a part in the solution of such cases, couldn't the sane method be ap­
plied when the lexicalizer fai ls to retrieve a suitable word? 
*! Problem X: " ! 
- Can the generator switch to a "description mode" when the lexical iz­
er fai ls to find a word for an object? 
! - If so, does this imply that the conceptualizer must be consulted'' ! 
(This problem seems to l i e somewhere between problen II and I I I . ) 
3.4.2.1. Linearization at the conceptual level 
In Grosz's dialogue the l i s t e n e r ' s attention had to be directed to the 
right place. At least part of the work done toward acccmplishing this i s 
apparently non-1inguistic. Grosz suggests a few helpful rules, such as seg­
menting a systan mto subumts by means of which the focus can be shifted. 
But in general, several different routes can lead to the same point in 
space, even when travel is restricted by the rules given. Can there exist 
an alternative that will minimalize errors? Levelt (e.g. [1982]) did exper­
iments in viiich subjects had to verbally describe a figure of connected 
coloured dots, in such a way that a l istener could reconstruct i t . Two of 
his arranganents are given below; ' e ' indicates the 'entrance ' . 
o-o-o-o-o-o-o-o о 
I I 
I i 
e о- о- о- о- ρ- о- γ 
a) b) e о 
In describing figure (a) , one might f irst turn to the r ight, but in order to 
get back to the branching point the 'return address' would have to be re­
tained longer than in the case of an in i t ia l left turn. In figure (b), the 
nunber of dots to the lef t and to the right j.s equal, but after an i n i t i a l 
right turn, there cones a point where two return addresses must be retained. 
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What one might expect on the basis o f memory load i s confirmed by experimen-
t a l evidence: the subjects choose a route vii ich minimalizes the nunber of 
return addresses and the time during which they have to be retained. 
In canbining the ideas o f t h i s section, we can Imagine a canputer progran 
assisting in an assembly task. I b i s would use Groz's proposal for subdivid-
ing the object in question into submi ts , coupled with Level t 's f indings for 
determining the best possible route to take in sh i f t ing the focus o f at ten-
t i o n . 
In the previous section I elaborated a l i t t l e on conceptual l inear izat ion to 
show how d i f fe ren t and independent i t can be fren gramat ical l i near iza t ion . 
This may pose a probi en in wr i t ing a generator progran, as there i s nothing 
to guarantee that a sentence w i l l resul t from the accunulating messages. To 
my knowledge, very l i t t l e has been done ( i n terms o f strategies needed) to -
ward coping with th is probi en. I t seems to me that the minimal requiranent 
for real iz ing the features discussed in th i s section i s to construct a gen-
erator vil ich expresses i t s messages incranental ly. The next section w i l l 
explore the pros and cons of t h i s approach. 
3.5. Incranental production 
In a conversation, speakers always make i t clear (often unconciously) 
when they s t i l l have something to say. This allows them to keep the i r t u rn . 
As we noticed ea r l i e r , a careful inspection o f spontaneous speech uncovered 
pauses which go unnoticed by the l i s tener , but which help to preserve the 
i l l u s i on of a continuous output. Many hesitat ions however, resu l t in dys-
fluencies. The advantage o f a generate»* working incrementally w i l l becone 
apparent in the next two exemples of dysfluency: that of sel f -correct ion and 
that o f in ter rupt ion by another person. 
3 .5 .1 . Sel f-correct ion 
Among the observations which detract from an ideal del ivery are those i n -
stances where the speaker corrects himself. I t i s part of the price one 
pays for fluency and, i nd i rec t l y , a consequence of the l imi ted working capa-
c i t y available to the speaker. In producing a correct ion, the speaker must 
f i r s t real ize that what he has said i s incanpatibie with the message he was 
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about to express. He 'monitors' his utterances so to speak. One way of ac-
complishing th is , has already been described in [Hoenkamp, 1980] *. In that 
paper I introduced a feedback loop frcm the output of the generator to a 
stage preceeding i t . The meaning of an utterance i s then ccmpared with the 
message available at the manent of hesitation. 
I'm having trouble getting the screw out — or rather, getting i t 
loose 
Turn the wheel round ninety degrees — well, eighty degrees will do. 
Since not every shot has to hi t the bull 's-eye, fluency can be promoted by 
getting the systan to begin the expression of a message even before i t has 
been fully worked out. Were a dialogue systan able to benefit fron a high 
degree of fluency, i t will be of interest to incorporate some form of feed-
back in the systan. In such a way the systan will be able to make correc-
tions if i t paints i t se l f into a corner ' . 
3.5.2. Interruptions 
In using a dialogue systan, the hunan participant usually has to wait for 
a prcmpt. Were he to just s i t there waiting, he might eventually discover 
that the systan i s off on an unintended track, a developnent which vreuld be 
a waste of time in terms of man and machine resources. Similarly, in a s i -
tuation vrtiere two people are talking, i t would indeed be boring and incon-
venient if the listener had to patiently s i t out a monologue on things he 
didn' t want to hear. Incranental production oould contribute to the solu-
tion of this problan. I t leads to a more continuous output, and hunans are 
able to interrupt this output, for ex an pie before too much work i s done by 
the systan. (More about interruptions and normal turn-taking can be found 
in [Hein, 1980].) Once incremental production i s made feasible, i t i s not 
difficult to envisage a generator capable of dealing with interruptions by a 
hunan interlocutor. More difficult however, i s the following problan: 
! Suppose a generator implementing incremental production and able to 
handle interruptions, how should i t proceed immediately following an 
I interruption? I 
One way would be for the generator to f i rs t finish i t s current sentence and 
' Zie hoofdstuk VI van deze d isser ta t ie . 
* There would s t i l l be a difference with hunan speech, as corrections are 
often found in esses where the sentence could have been continued 
correctly given the syntactic and conceptual comnibnents. 
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then deal with the Interruption. Another would be for i t to stop and react 
limediately, but there are different poss ibi l i t ies . Designs can be con-
ceived incorporating an intermediate solution in which the generator expli-
c i t ly indicates where interruptions are pennissable. In any case, the oppor-
tu i i ty for making interruptions i s clearly a point in favour of increnental 
production. 
Incremental production also enhances the ' sociabi l i ty ' of the systan by 
relieving the usual staccato pattern of bursts of information alternating 
with periods of silence. Yet however desirable these qualities may be, their 
realization will cal l for a better insight into the co-ordination of concep-
tual and grammatical linearization. 
! "probîënTxnl ! 
What heuristics are necessary to co-ordinate conceptual and grannati-j cal linearization? 
To make this more concrete, suppose the generator is in mid-sentence *iien a 
new message (W-structure) i s received as input. Several possibi l i t ies exist; 
e .g . : 
1) The new information i s not necessary to a (gramatical) conpletion of 
the sentence. The message can then be expressed in the next sentence. 
2) The generator halts without completing the sentence ( 'aposiopesis ') , and 
then cûtamences a second sentence with the new message. This might be a 
possible strategy for dealing with an interruption. Conceivably, in a hunan 
speaker such a halt also interrupts the specification of the f i rs t W-
structure, but in that case i t will result in a retrace. Another example i s 
that of the 'anacoluthon' as in: "Maybe we better -oh, well- I guess i t 
won't matter". 
Now consider different cases which might result from a new messie arriving 
in mid-sentence. СП the one hand, at that point the generator may be able to 
complete the sentence without making use of the new information. On the 
other, i f the prior message was an only partly specified W-structure, i t 
could mean 'too l i t t l e information' . In both cases, the generator must 
choose whether to complete the sentence gramiatically or ungraimatically, or 
alternatively, to produce a hesitation. A tentative l i s t ing of the various 
possibi l i t ies i s given in the following table *: 
* By "too much information" i s meant that the inccming information does not 
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too much 
information 
too l i t t l e information 
grammatical 
completion 
conceptual 
remainder to 
new sentence 
transition to 
new sentence 
postpones de-
non-granmatical 
completion 
1 .remainder to 
new sentence 
2.retrace 
do not wait for further 
specification 
hesitation ! 
attempt to f i t 
in ranainder 
syntactically j 
wait for ! further 
specification 
! c i s ión 
Examination of this table leads us to the following suppositions: 
(H-3) The expression of a W-structure can extend over several sentences. 
The above scheme does not show how the degree of specification of the W-
structure i s reflected in the hesitation. For instance, suppose the sentence 
i s graimaticaly canpleted. I t could be that the speaker knew (in mid-
sentence) that there was more to say, but that the W-structure was not suf-
ficiently specified for expressing i t fluently in the same sentence. A de-
lay will be needed to work out the message, and this would suggest a long 
pause before the new sentence. In the case of superfluous information that 
cannot be fitted into the sane sentence, one vrould expect a very fluent 
transition. So perhaps: 
(H-4) Qualitatively similar hesitations can be distinguished quantitativily 
in the duration of the transition, depending on the degree to vhich 
the W-structure has been specified. 
Here again we see an exanple in which experimental data about language pro-
duction become related to the mderlying message-chunks. In a generator 
progran one must select an encoding language to represent the W-structures. 
Whatever encoding language i s chosen for the underlying specification, i t 
will have to provide an explanation for the phenomena described. However, a 
study of the l i tera ture on hesitation phenomena reveals - somewhat paradoxi-
cally - that the average durations of a transition can be related to the 
linguistic m i t s they precede, and seem to correlate with complexity (e .g. 
[Goldnan-Eisler, 1972]). To be precise, sentence to sentence transitions are 
longest, then cane co-ordinates ( i . e . a sentence which contains the conjuno-
fi t well in the current sentence, "too l i t t l e information" means that 
the incaning conceptual fragment is not sufficient to complete the sen-
tence. 
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tions 'and', ' o r ' , 'but ' ) and subordinates (because, while), followed by 
subordinate relatives (wh-sentences) and finally, individual words. I t would 
be interesting to canpare the 'cognitive activity ' of a (prograimed) genera­
tor in each of these cases. 
3.6. From message to language utterance 
Here I would like to present a l i s t of features, or desiderata, for 
enhancing the psychological plausibility of a generator (and which can serve 
as a research strategy). 
(D-1) A generator translates meaning-representations into natural language. 
The operation should be independent of the chosen representation 
language. 
(D-2) As in a hunan interpreter, the translation performed by the generator 
should proceed virtually simultaneously with receipt of the incoming 
information. The generator has to "think on i t s feet" as i t were. 
(D-3) The units produced by a generator need not be restricted to the 
linguistic units of any particular level (paragraph, sentence, clause, 
or word). The verbalization of a message nevertheless seens to be at 
least the size of a (clause-level) constituent. 
(0-4) The ccmputational load of the generator i s related to l inguistic pro­
perties of the m i t inder preparation. 
(D-5) The operation of the generator must allow for hesitation phenomena. 
(D-6) The operation of the generator will exhibit the modes of behaviour 
suggested in hypotheses (H-1) through (H-U). 
(D-7) The kind of corrections and interjections produced does not have to be 
based on the operation of the generator, but should be accounted for 
at the level of conceptualization. 
(D-θ) A model of the speaker should be described as a feedback systan. 
These points are l isted in order of increasing canplexity. The l i s t doesn't 
pretend to be an exhaustive recipe for achieving psychological plausibility, 
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but merely represents a starting point for further research. 
3.7. Conclusion 
The intent of th i s paper has not been to try to produce cr i ter ia for the 
evaluation, comparison or selection of a generator for a dialogue systen. 
Neither has the question been raised as to whether such a generator should 
produce natural language at a l l . Although expressive power and ease of 
aquisition are obvious advantages in favor of using natural language as a 
vehicle for ccranunication between hunans, i t i s not yet clear whether th i s 
will be the case when dealing with a machine. In th i s respect much research 
renains to be done fVorn the viewpoint of the user of the system [Morris, 
1979]. But as long as natural language i s assuned to represent the best 
solution ([Woods, 1977],[Naur, 1975]), one may as well exploit i t s advan­
tages by making i t as natural as possible. Cne avenue of approach in th i s 
direction i s an evaluation on the basis of the psychological plausibil ity of 
the generator. In this respect problens VI, VII, VIII and XII arise, with 
(D-1) through (D-8) comprising i n i t i a l desiderata. 
On the other hand, i t i s almost certain that natural language will not pro­
vide the best vehicle for solving the problens at the level of the dialogue 
canponent. This brings us to the task of interfacing th i s conponent to a 
progran which delivers natural language output. I t i s not clear at which 
stage(s) in the system the problems here discussed will have to be solved. 
Will i t be in the generator (problens I, I I I , VIII, IX, and Π ) ? Or on the 
dialogue side (problens I I , IV, and V)? Or will they have to be solved some­
where in between, at the interface (problens V, VIII, X and XII)? 
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IV. THEORIE EN PROGRAMMA I : PARAMETERMECHANISMEN 
Once a person Паз understood the way in which v a r i ­
ables are used in progra imng he has understood the 
quintessence of proeramiing. 
-Di jks t ra [1975]-
Wie de t h e o r i e van Procedurele Gramá t i ca voorgeschoteld k r i j g t , zou 
t e r e c h t in dubio kmnen geraken over de vraag of het een theor i e over men-
s e l i j k e t a a ip roduc t i e i s , dan wel een beschr i jv ing i s van een programa d a t 
t aa lu i t i ngen produceert . Inmers, de terminologie i s ontleend aan de in fo r -
mat ica , en in het geval van PG b e s t a a t er inderdaad een prograrana ( z e l f s 
v e r s c h i l l e n d e ) . Als een programa d r a a i t , worden b i j het ui tvoeren van een 
procedure waarden toegekend aan de parane te rs van de procedure (argunenten 
van de f u n c t i e ) . Dit kan op versch i l l ende manieren gebeuren, afhankeli jk van 
he t gebruikte paranetermechaniane. Ook in de t h e o r i e van de PG kant he t 
toekennen van waarden aan paraneters t e r sprake , waarbij he t begr ip ' s cope ' 
een r o l s p e e l t , met nane naar aanleiding van he t versch i jnse l van taalkun-
dige ' l o c a l i t e i t * . Er moeten daarcni d r i e zaken worden onderscheiden: 
1) het begrip scope ui t de informatica, 
2) het begrip scope uit de PG, 
3) 'granndticale loca l i te i t ' ui t de TG. 
Nu i s er een probleen waar men zich in de AI doorgaans me t druk over maakt, 
maar dat in d i t hoofdstuk de kop op steekt. We hebben te maken met twee 
theorieSn die met elkaar in verband staan: er i s de PG-theorie, die claimt 
een taalkundig plausibele theorie te zijn, en er is de taalkmde in de vorm 
van de Transformationele Gramática. Hoewel er een verband bestaat tussen 
beide, kan men toch moeilijk de equivalentie aantonen van een niet gefor-
maliseerde theorie met een andere slechts gedeeltelijk geformaliseerde 
theorie. In d i t hoofdstuk wordt geprobeerd te laten zien dat de PG-theorie 
weerspiegeld wordt in het programa, en dat de structuren die het programa 
oplevert aan res t r ic t ies onderworpen zijn die ook terug te vinden zijn in 
moderne versies van de TG. 
4 .1 . PG-theorie vs. PG-programa 
Er kan verwarring bestaan over de vrjag of de PG een theorie i s over men-
Met dank aan René Collard (Psych.Lab. KUN) en Hans Meyer (Informatica KUN) 
voor commentaar op een eerdere versie van d i t hoofdstuk. 
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selijke taaiproductie, dan wel de beschrijving van een prograrma. De 
computer-metafoor bevordert dat men praat over processen in termen van 
programia's; en inderdaad, een van de grote voordelen van prograimeertalen 
boven andere formele beschrijvingswijzen i s dat zi j een middel geven om op 
een precieze manier te praten over processen. Progranraeertalen worden in 
het alganeen gebruikt voor het beschrijven van processen die door een com-
puter worden uitgevoerd, terwijl het binnen de psychologie gaat om mentale 
processen. De beide typen beschrijvingen kunnen door de wetenschapper wor-
den geïnterpreteerd en dienovereenkcmstig met elkaar worden vergeleken. 
Hierdoor kunnen de mentale processen tot op zekere hoogte op een ccmputer 
worden gesimuleerd. Niettemin bestaat het prograrma onafhankelijk van een 
ccmputer, preciezer gezegd, onafhankelijk van het substraat waarop het 
proces zich afspeelt. Het i s daarom van belang om bi j het beschrijven van 
een proces in de vorm van een prograrana ie ts te zeggen over de machine 
waarop het proces verondersteld wordt zich af te spelen. Het l i j k t echter 
de gewoonte cm d i t achterwege te laten. Men springt b i j de l i teratuur op het 
gebied van de Cognitie-wetenschap moeiteloos van het ene substraat (de mens) 
naar het andere (de ccmputer). Dit komt niet doordat deze l i tera tuur 
geschreven wordt door relatieve leken op het gebied van de informatica. Ook 
door informatici binnen de Cognitie-wetenschap wordt het onderscheid niet 
al t i jd duidelijk aangegeven. Men kan dan ook AI-geschriften soms vanuit twee 
gezichtspunten lezen: a) alsof het een prograrmiabeschrijving betreft , en b) 
als een theorie over bepaalde menselijke cognitieve vermogens. 
Waarom is het van belang op d i t a l les in te gaan? Eèn van de redenen werd 
zojuist naar voren gebracht: begrippen ontleend aan de informatica hebben 
daarbuiten d n de psychologie of taalkunde) geen precíese betekenis. 
Voorzichtigheid i s dan geboden. Een tweede reden i s hiermee verwant. 
Veronderstel dat op een bepaald moment bl i jkt dat een programa niet het 
gedrag vertoont dat de theorie zou moeten beschrijven. Het is dan van belang 
om te kunnen beslissen of d i t l i g t aan het prograrana, of dat de theorie niet 
adequaat is voor het beschrijven van de beoogde verschijnselen. Meer con-
creet: Stel de PG-theone beschrijft de constructie van een aantal zinnen, 
en een prograrma produceert diezelfde zinnen. Een misschien met zo voor de 
hand liggende vraag is of het prograrana wel ie ts met de theorie te maken 
heeft. Men kan immers een programma schrijven dat precies a l le voorbeelden 
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produceert die bij het overdragen van de theorie gegeven worden (de 'para-
digmatische' voorbeelden). Maar ook m het minder extreme geval, a ls het 
verband tussen theorie en programia valt in te zien, dan b l i j f t toch het 
problean: wat te doen met de theorie als het programa zich afwijkend 
gedraagt (zie ook [Hoenkamp & Jansen, 1981]). Kijken we naar de Procedurele 
Gramiatica, dan zien we dat in deze theorie een paar termen worden gehan-
teerd die ook binnen de informatica in gebruik zijn. In de informatica heb-
ben ze een enigszins precíese betekenis, maar dat hebben deze begrippen niet 
binnen de psychologie of de taalkunde. Zo'η begrip i s de 'scope' van varia­
belen. Bij de PG spreekt het allesbehalve vanzelf wat hiermee bedoeld wordt, 
en cm de zojuist aangeduide redenen zal ik moeten proberen aan te tonen dat 
d i t begrip binnen de PG veel geneen heeft met wat er in de informatica onder 
wordt verstaai. Daartoe zal ik een vergelijking moeten maken tussen ener­
zijds de theorie van Procedurele Grammatica, en anderzijds een programa 
waarvan de claim i s dat het PG implenenteert ' . In de beschrijving van PG 
in [Kenpen & Hoenkanp, 1981] worden functies aangeroepen en worden waarden 
aan variabelen toegekend volgens een niet gespecificeerd paranetermechan-
iane. We hebben in feite te maken met drie begrippen: 1) het begrip scope 
ui t de informatica, 2) het begrip scope uit PG en 3) 'gramaticale locali-
t e i t ' ui t TG. De verbinding tussen deze drie bestaat hierin dat (2) werd 
ingevoerd naar model van (1) en als een procedurele variant van (3). We 
zullen zien dat de graitmaticale loca l i te i t het bereik van de regels uit de 
TG beperkt door knopen vanuit een bepaalde plaats in de boon onbereikbaar te 
maken. Er bestaat een overeenkomst met de scope van variabelen in een pro-
graumeertaal, waarmee iets dergelijks wordt bewerkstelligd. Het scope­
mechanisme zorgt er nanelijk voor dat aan variabelen m e t vanuit elke pro­
cedure kan worden gerefereerd. Hoewel hier sprake i s van 'de' scope van 
variabelen, werkt d i t mechanisne bi j verschillende prograimeertalen niet al­
t i jd op dezelfde wijze (zie voor een overzicht [Schwanke, 1978]). In d i t 
hoofdstuk zullen verschillende vormen van scope de revue passeren. Voor de 
alganeenheid worden hierbij twee uiteenlopende prograimeertalen gebruikt: 
LISP en ALGOL-60. De ALGOL voorbeelden staan voor een tamelijke grote 
kldsse van progratmeertalen met overeenkonstige paranetermechanianen. LISP 
is gekozen omdat het alganeen wordt opgevat als buitenbeentje onder de pro-
1
 Nauwkeuriger gezegd, een programna dat een gedrag vertoont dat sanenvalt 
met het beaoelde model van de theorie. 
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grarraneertalen, en op de tweede plaats omdat dit de taal is waarin verschil-
lende versies van de Procedurele Granmatica werden geïmplementeerd. 
4.2. Dynamische scope 
Het PG programma is geschreven in een taal (LISP) waar het parameter 
mechanisme gebruik maakt van dynamische scope 2. Veel andere talen, 
bijvoorbeeld ALGOL, gebruiken een ander mechaniane: statische scope. Bij 
statische scope kan men aan de tekst van de procedure-definitie, of van het 
blok, zien wat het bereik is van de variabele, vandaar dat statische scope 
ook wel textuele scope wordt genoemd. Een van de eigenschappen van deze 
scope is dat aan variabelen buiten de tekst niet kan worden gerefereerd *. 
In LISP wordt met 'scope' in het algemeen dynamische scope bedoeld. Varia-
belen zijn daarbij buiten de tekst var de procedure-definitie bereikbaar, en 
ze zijn daarom vergelijkbaar met 'vrije variabelen' in een logische expres-
sie. De vrije variabelen in een procedure verwijzen naar een binding die in 
een andere procedure tot stand is gekomen. Het verband tussen binding en 
verwijzing wordt dynamisch vastgesteld, namelijk op het moment dat de pro-
cedure wordt uitgevoerd. Als de procedure wordt gedefinieerd hebben de 
vrije variabelen nog geen waarde. Dit kan aanleiding geven tot 
moeilijkheden. De prograraneur moet zich zeer goed bewust zijn naar welke 
variabelen precies door welke functies worden gerefereerd. Ook bij het 
lezen van een programna kan het lastig zijn te ontdekken waar een bepaalde 
variabele voor wordt gebruikt. In de praktijk probeert men de namen van 
variabelen vaak ζδ te kiezen dat duidelijk is welke objecten ermee bedoeld 
worden. Zo kunnen we in het programma de naam 'Snode' gebruiken om aan te 
geven dat deze variabele op een knoop van type 'S' slaat. Maar er is geen 
garantie dat er niet een of andere procedure is die ook een variabele met 
naam 'Snode' gebruikt, zonder dat het de bedoeling is naar hetzelfde soort 
object te verwijzen. Ook als iemand anders (niet de ontwerper) aan de slag 
gaat met het programma moet hij goed op de hoogte zijn van de namen. De na­
men zijn dus tot op zekere hoogte niet arbitrair, hetgeen bij statische 
variabelen wèl het geval is, omdat er in de tekst precies is terug te vinden 
bij welke procedures de variabele wordt gebruikt. 
a
 Variabelen met dynamische scope worden ook wel 'fluid variables' genoemd. 
' Aan de toegankelijkheid binnen procedures en blokken kunnen nog allerlei 
eisen worden gesteld zie bijvoorbeeld [Dijkstra, 1976]. 
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Behalve dit praktische aspect is er nog een meer formeel probleem met dy-
namische scope. Stel we hebben een expressie e waarin vrije variabelen voor-
konen. De waarde van de expressie hangt dan af van de omgeving waarin ze 
wordt geëvalueerd. Stel e bevat χ als enige vrije variabele. Omgevingen ri_ 
en r2 binden beide de χ aan variabele y. Betekent dit nu dat e(x) in beide 
omgevingen hetzelfde wordt geëvalueerd? Neen, want het kan best zijn dat y 
verschillende bindingen heeft in deze omgevingen. Opdat e(x) in beide om-
gevingen hetzelfde wordt geëvalueerd, moet het dus zé zijn dat de omgevingen 
dezelfde binding toekennen aan de variabelen die vrij voorkonen in de bin-
ding van de vrije variabelen... etc. Is dat het geval, dan zegt men dat de 
omgevingen voor χ "sterk" overeenkomen. (Zie bijvoorbeeld [Gordon, 
1975a,b].) 
Dit formele probleem kan leiden tot een practische moeilijkheid bij het com­
pileren van een programa. Hierop ga ik niet verder in omdat het PG-
programa nooit is gecompileerd *, maar alleen geïnterpreteerd. 
Er is ook nog een stylistische kant aan het verhaal. Bij progranneertalen 
wordt veelal gestreefd naar een grote mate van modulariteit. De dynamische 
scope van LISP heeft tot gevolg dat een belangrijk deel van de transparantie 
van het prograima verloren gaat. Als men vast wil houden aan transparantie, 
dan moet hiervoor een prijs worden betaald die, naar ik meen, veel AI-werk 
zou lanleggen. Een prograima moet dan steeds als een grote klont aangeboden 
worden, waarbij alle definities in een keer moeten worden ingelezen. Het kan 
dan niet meer stukje bij beetje worden opgebouwd, waarbij de programneur 
steeds kan testen of de nieuw definities het systeem in de juiste richting 
beïnvloeden. Grote systemen zijn dan moeilijk te ontwikkelen. (Er moet een 
compromis worden gevonden tussen modulariteit en referentiële transparantie, 
zie ook [Steele & Susanan, 1978]). 
In deze paragraaf kwanen de begrippen dynanische en statische scope aan de 
orde. In LISP geïmplementeerde programma's zoals het PG-programma maken ge-
bruik van dynanische scope. In het AI-onderzoek is dit niets bijzonders, 
maar voor programieurs die statische scope gewend zijn kunnen zulke 
programma's soms wat merkwaardig aandoen. In de praktijk blijkt dat het 
* In het geval er ooit een practische toepassing wordt beoogd met dit pro-
gramma, dan zal het ongetwijfeld worden gecompileerd, en dan is het van 
Belang te weten welke variabelen vrij voorkomen. 
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zgn. gestructureerd programneren (à la de Dijkstra-school) nogal ver af 
staat van het AI programneerwerk. De verschillende st i j len kmnen zeer goed 
te maken hebben het gebruik van dynanische scope in LISP en de daarop 
gebaseerde talen. 
4.3. Call-by-nane, Call-by-value en Call-by-need 
In de Transformationele Granmatica i s het vaak nodig απ vast te stellen 
of NP's verwijzen naar dezelfde e n t i t e i t , of ze coreferentieel zijn. Een 
bekend voorbeeld i s de TG regel voor equl-NP-deletie zoals in "Jan wil 
gaan", waarbij in de afleiding van deze zin 'Jan' ook optreedt als als in­
gebed subject. Een andere regel i s de verplichte reflexivering (in het 
Engels) van het direct object als het coreferentieel i s met het subject: 
"John shaves himself" (in tegenstelling tot "John shaves him"). Bij de 
beschrijving vai transformatieregels wordt coreferentie aangegeven met een 
index: "John(i) shaves himself(i)", m.a.w. de coreferentie wordt aange­
bracht. Dit kan alleen als de linguist die de regel toepast die coreferentie 
kan verifiëren. In een programa dat van een dergelijk principe gebruik 
maakt, zoals een PG-implementatie, moet de coreferential i tei t dus ook kunnen 
worden vastgesteld. Dit le idt tot de vraag: wanneer zijn twee nanen core-
ferentieel? Zoals boven al aangegeven, de referenties moeten verwijzen naar 
dezelfde en t i te i t . Dit verplaatst het problean naar de vraag: wat betekent 
hier "dezelfde"? Er zijn progranmeer-voorbeelden te geven waarbij het pro-
blean tot verschillende oplossingen kan leiden (zie bijvoorbeeld [Steele & 
Susanan, 1978]), maar d i t gaat het bestek van d i t proefschrift te buiten. 
(Analoge canplicaties bestaan er ten aanzien van 'equi ' condities: "Elke 
kandidaat wil worden gekozen" i s ie ts anders als "Elke kandidaat wil dat 
elke kandidaat wordt gekozen".) Het i s nuttig aan t e geven waar het problean 
zich voordoet in het prograrana. Voor het progranma vrordt er nanelijk van 
uitgegaan dat kan worden verwezen naar "dezelfde" knoop (in een syntactische 
structuur). Dit gebeurt in twee gevallen: 
a) Bij het ontstaan van de syntactische afhankelijkheden. De bedoeling i s 
bijvoorbeeld dat de procedures Object en Subject beide hun resultaat 
ophangen aan (retourneren naar) dezelfde Snode. 
b) Bij de volgorde-berekening. On de positie van Subject te berekenen moet 
bekend zijn of de eerste positie onder (de) Snode al i s bezet. 
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Er i s een verschil tussen geval (a) en (b). In het eerste geval i s het niet 
van belang welke effecten Object heeft op Snode, of welk proces het eerste 
naar deze knoop verwijst. In het tweede geval i s dit wel nodig. Hoe i s dat 
geimplasenteerd? Laten we uitgaan van een procedure KNOOP die met knopen in 
de weer gaat en die ik daarom NODE als parameter zal geven. Neen aan dat 
NODE op twee plaatsen in de definitie voorkomt: 
(DEF KNOOP (NODE) 
( . . . NODE . . . NODE . . . ) ) 
aanroep: (KNOOP Snode) 
Het i s de bedoeling 1) dat beide NODEs naar dezelfde knoop (denk aan Snode) 
verwijzen, 2) dat de operaties die op de eerste NODE zijn uitgevoerd blijven 
gelden voor de tweede, en 3) dat de operaties op NODE een blijvend effect 
hebben op de actuele paraneter '. Qn dit te bewerkstelligen moet men het 
juiste paranetermechaniane kiezen. Voor (2) moeten er neven-effecten worden 
veroorzaakt. Als men de ALGOL call-by-value zou gebruiken gaat dit fout. Er 
wordt dan nanelijk bij de binding van NODE een copie genaakt van Snode, en 
wat er bij het uitvoeren van de procedure met NODE gebeizt, i s na afloop 
niet meer bekend. Het gebruik van neven-effecten i s dus essentieel en wordt 
in dit geval mogelijk genaakt door het call-by-nane mechaniane van LISP. 
Het call-mechaniane bepaalt hoe de paraneters van een procedure worden ge-
bonden. De term 'dynanische scope' waar we het eerder over hadden in verband 
met LISP heeft te maken met het tijdstip waarop die binding tot stand kent. 
Nu wordt er in PC op verschillende plaatsen in het formuleerproces gebruik 
gemaakt van knopen met dezelfde naam (bijv. Snode) maar met verschillende 
bindingen. Het i s daarom maar de vraag of er geen problanen zullen optreden. 
Als een variabele met dynanische scope wordt gebonden, dan verandert daarmee 
de werking van elke procedure waarin die variabele vrij voorkomt. Dit i s 
een neven-effect van de binding. Dít neven-effect wordt weer netjes 
ongedaan genaakt als de procedure waarin de variabele wordt gebonden is uit-
gevoerd. Dynanische scope veroorzaakt een gestructureerde vorm van neven-
effect; alle procedures krijgen, nadat ze zijn uitgevoerd hun oude binding 
weer terug. 
In de rest van deze paragraaf wordt ingegaan op het call-by-value mecha-
' In het voorbeeld is NODE de formele paraneter, en Snode de actuele parane-
ter. 
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піяпе, тч г 'Ί». ^ η uri ieü overgeslrgen zonder de grote l i jn te verliezer 
(er zijn overigens nog een aantal andere typen ' c a l l - b y - . . . ' ) . 
In [Hoenkanp 4 Ferguson, 1981] wordt een generator beschreven dio 
geïmplsnenteerd i s in SCHEME. Deze taal gebruikt het call-by-value mecha-
nisme en men zou zich daarom kunnen afvrdgen of de PG constructies nog wel 
mogelijk zijn. Dit kan inderdaad omdat het call-by-nane mechaniane gesimu-
leerd kan worden in call-by-value (voor de formele kant zie [Piotkin, 1975]) 
6. Call-by-nane is inefficiënt omdat voor elke verwijzing naar dezelfde 
variabele de binding opnieuw moet worden berekend (bij ALGOL kost het t e l -
kens een procedure-aanroep). Er kan heel wat rekenwerk bespaard worden door 
een 'call-by-need' mechanisme te gebruiken waarbij de paraneter na de eerste 
verwijzing wordt vervangen door zijn waarde [Steele 4 Susanan, 1976]. 
[Speculatie]. Ik heb gezocht naar een verschijnsel in de taal waar ie t s 
dergelijks zou kunnen plaats hebben. In onderzoek naar aarzelpauzes blijken 
pronomina zich te gedragen als functiewoorden: ten opzichte van inhoudswoor-
den i s de pauze die eraan vooraf gaat minder frekwent, en de duur is korter. 
Dit zou erop kunnen duiden dat er minder rekenwerk wordt verricht 7. Men 
s te l le zich nu een call-by-need mechanisne voor, waarbij een paraneter m e t 
wordt vervangen door zijn waarde, maar door zijn proncmen. Allerlei re-
kenwerk, zoals het lexicaliseren kan dan achterwege blijven. [Einde specu-
l a t i e ] . 
In deze paragraaf ging het vooral over het call-by-nane mechaniane. Dit i s 
een vorm van paraneteroverdracht die aansluit op de PG-theone, omdat 
neveneffecten nodig zijn voor het construeren van een S-structuur. 
4.4. Geen correctheidsbewijs 
Sieh Dir den Beweis an, dan wirst Du sehen was hier 
bewiesen wird, 
-Wittgenstein-
Zoals gezegd, in d i t hoofdstuk wordt niet ingegaan op een correctheidsbewijs 
van enig concreet progranma. Wel hoop ik de re la t ie tussen PG theorie en 
programna wat aan te scherpen en de claims omtrent deze re la t ie aannemelijk 
te maken Θ. 
6 zoals men d i t ook bij ALGOL compilers tegenkomt. 
7 Zie hoofdstuk III voor een overzicht van vooronderstellingen. 
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un eigenschappen van programa'з te bewijzen, heeft men een sanantiek nodig. 
Zo'η semantiek abstraheert in het algeneen van het lopend proces dat door 
het progrstma wordt beschreven, omdat procedures die men doorgaans opvat als 
gedeelten van draaiende progranna's worden geïnterpreteerd als wiskundige 
f ino t i e s . Dsarcm zijn eigenschappen die heel vanzelfsprekend aandoen vanuit 
het proces-standpunt vaak moeilijk te bewijzen in een formalisne waar de 
dynamiek aan ontbreekt. Voor grote progranna's i s het op zich al onbegonnen 
werk om de correctheid te bewijzen (zie [DeMillo et a l . , 19793 en [Winograd, 
1979]), en een interessant AI progranma heeft al gauw een behoorlijke omvang 
' . Bij de mij bekende generator progranna's i s ook geen sprake van enige 
poging tot correctheidsbewijzen, evenmin i s er aangetoond dat de betreffende 
generator a l t i jd gracmaticale zinnen zal formuleren. (Vanuit de taalkunde 
gezien i s d i t hun zwakheid). In d i t hoofdstuk wordt èèn aspect van het PG-
progrsnma belicht, het verband tussen 'scope' en localiteits-principea uit 
de TG. 
Informeel werd in [Kempen & Hoen kamp, 1981] aangegeven waarom 'scope' zo be-
langrijk was: a ls een knoop werd opgehangen aan Snode, dan moest dat de 
dichtsbijzijnde Snode zijn. Als de procedure S een Snode declareert, dan 
zorgt de scope ervoor dat b i j de aanroep 
suspendU, Snode) 
de knoop X aan de dichtsbijzijnde Snode wordt opgehangen. Dat het programa 
werkt zegt alleen dat het werkt voor de gekozen voorbeelden. Men zou kunnen 
zeggen "dat i s de manier waarop scope werkt". Dit i s zo, maar het problean 
verschuift dan naar de vraag of het programna de scope op de juis te manier 
gebruikt. Laat ik daarom aangeven hoe een programna zó kan worden ingericht 
dat de 'suspend'-functie goed werkt. Het gaat er dus niet om t e bewijzen dat 
een speciaal programa correct i s , maar cm aan te geven hoe de gebruikte 
functies moeten worden gedefinieerd " . 
" Vanuit formeel standpunt valt er op de PG-theorie wel wat af te dingen. 
- Het i s niet t r iviaal dat bij parallel uitvoeren van de procedures de 
loca l i te i t gewaarborgd b l i j f t . Dit is eenvoudig zo ornaat de theorie 
niets vastlegt over de ccmmmioatie tussen de paral lel le processen. 
- Het i s niet aangetoond dat bij een hervatting de loca l i te i t gewaar-
borgd b l i j f t . 
Deze twee punten konen hier verder niet aan de orde, ik praat dus verder 
over incranentele productie zonder claims omtrent pa ra l l e l l i t e i t . 
Voor theorem-proving progranna's z i t er niets anders op dan het toch maar 
te proberen: die zijn trouwens vaak gebaseerd op algoritmen die een 
eigen leven leiden buiten de implanentatie. 
' De bestaande implementaties van PG maken gebruik van een speciale data-
structuur: de 'p roper ty- l i s t ' . Dit i s in LISP een van de meest gebruikte 
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In de PG wordt het begrip 'згорь' op twee imnieren gebruikt: als onderdeel 
van de theorie, en als progranmeerbegnp. Het is de bedoeling on hiermee 
bepaalde taalkundige verschijnselen te bepalen. We worden geconfronteerd 
met de wtlhaast ormogelijke taak om de equivalentie aan te tonen tussen een 
niet geformaliseerd systeem, en een geformaliseerd systeem. Ik denk er in te 
moeten berusten dat er alleen kan worden aangetoond dat de geïntendeerde 
modellen van de beide systemen een grote overlap vertonen. 
1.5. Localiteits-prIncipes 
In de Procedurele Craimatica wordt bi j het genereren van een zin een 
structuur in elkaar gestoken die een acceptabele weergave moet zijn van de 
syntactische verbanden tussen verschillende zinsdelen. De PG i s ook bedoeld 
als een model voor spontaan spreken, en de PG theorie zal zich daarom vaak 
bezig houden met taalfeiten die gewoonlijk niet binnen de taalkunde worden 
bestudeerd. Een belangrijk feit i s echter dat mensen wel degelijk in staat 
zijn graimaticale zinnen te produceren, en het i s daarcm een eis aan de PG 
dat deze theorie kan verklaren hoe granmaticale zinnen tot stand komen. Wat 
d i t betreft maakt de taalkundige plausibi l i te i t deel ui t van de psycholo-
gische p laus ib i l i te i t . Of de syntactische verbanden die door de PG worden 
beschreven acceptabel zijn zal getoetst moeten worden aan de recente taa l -
kundige inzichten, zoals die zich de laa ts te tien jaar in de school van 
Chansky hebben ontwikkeld. De kanende paragrafen zijn bedoeld on t e laten 
zien dat de beperkingen die de PG oplegt aan syntactische structuren, 
overeenkanen met de configurationele beperkingen die men in de TG heeft 
ontwikkeld. Voor de PG zijn de local i te i ts-pnncipes het meest van belang. 
Voorbeelden daarvan zijn Clause Mate Principles, Head Constraint, Minimal 
distance Principles en Subjacency. Van al deze principes zou men kunnen na-
gaan of ze binnen de PG beschreven kunnen worden. Ik volg hier een andere 
route. Koster heeft in zijn proefschrift [1978] laten zien dat deze prin-
cipes zijn sanen te vatten in twee local i te i t s -pnncipes : wat hi j noant het 
structuren. Wil men over d i t progranma ie t s bewijzen, dan zou men eers t 
een equivalentie kunnen aantonen met een progranma zonder property-
l i s t s . waarvoor geldt: 
1) De boom die in het PG-progranraa gebouvd wordt met property-lists i s 
equivalent met een S-expressie. 
<?) De 'suspend' procedure heeft als waarde een S-expressie die de 
part iëlç boom representeert, 
3) Bij de 'suspend' procedure kan worden aangetoond of omgevingen 
"sterk" overeenkomen. 
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"Bounding Principlen en het "Locality Principle". Naderhand heeft h i j deze 
twee principes nog eens sanengetrokken tot èèn principe [Koster, 1981]. Dit 
laatste i s de leidraad voor de rest van d i t hoofdstuk. 
1.5.1. Syntactisch daneln en ' cannanderen' 
Het 'Bounding Principle* hangt nauw sanen met het begrip 'syntactisch 
danein' en daar zal ik het eerst over hebben. Er zijn een paar termen in 
gebruik on de re la t ie tussen knopen in een boem aan te geven. In onder-
staande boom (figmr 5) geldt dat A de knoop E 'demineert' en dat В de knoop 
С ' precedeert'. 
А 
В Ó D / \ ! / \ 
E F G Η I 
figuur 5 
Verder zegt men dat A de knoop В 'onmiddellijk' demineert. Met deze re la t ies 
kunnen uiteraard weer nieuwe re lat ies worden gedefineerd, zoals 'coiman-
deren' [Langacker, 1966]: 
! (Langacker) Een knoop A comnandeert een knoop В als geen van beide de [ 
ander danineert, en als de S-knoop die A omiddellijk demineert ook В 
! demineert. ! 
Stel dat in figuir 5 knoop A van type ' S ' i s , dan volgt uit deze definit ie 
dat В de knopen C, G, D, H, en I corrmandeert. [leze geecmnandeerde knopen 
vormen, tezasen met В zelf, het 'syntactisch danein' van В ten aanzien van 
de re la t ie 'corananderen'. 
Voor het toepassen van interpretatie-regels u i t de TG (die een betekenis 
toekennen aan S-structuren) zijn d i t soort definit ies van belang. Met behulp 
daarvan kunnen nanelijk doneinen worden aangegeven waarop de interpretatie-
regels van toepassing zijn. Een i l lu s t ra t ie vormt Langacker's coreferentie-
regel, waarbij de re la t ie ' precedeert-en-cormandeert' (P&C) een interessant 
danein bepaalt. Volgens Langacker geldt dat een naamwoordsgroeρ (NP) niet 
coreferentieel kan zijn met een niet-pronanen uit zijn danein: 
(22) aan schrijft een boek over het onderzoek dat hi j doet. 
b) Hij schrijft een boek over het onderzoek dat Jan doet. 
In (a) kan ' h i j ' verwijzen naar ' Jan ' , in (b) kan dat niet. Het i s gebleken 
dat de P&C regel niet waterdicht i s , wat mag blijken u i t : 
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(22)-cont 
с) Voordat hi j zijn boek af heeft, moet Jan nog heel wat 
onderzoek doen. 
Laten we even terugkeren naar de Procedurele Graimatica. De taalver-
sohijnselen uit de voorbeelden (a) , (b) en (c) moeten in principe verklaard 
kunnen worden binnen de PG. Daarvoor zouden we kunnen gaan zoeken naar 
mechanianen die qua werking ove reen kerne η met de TG-regels. 
- Voorbeeld (&) en (b) volgen de P&C r e s t r i c t i e ; dit levert meteen een 
moeilijkheid op voor wat betreft het gedeelte 'precedeer'. In de PG wordt 
de woordvolgorde bepaalt door een cemponent die onafhankelijk is van de 
procedure-hiSrarchie. Aangezien constituenten zoals subject en object 
verondersteld worden 'para l le l ' te worden geproduceerd, kunnen betekenis as­
pecten (zoals referentie van pronomina), niet worden toegeschreven aan de 
links-rechts ordening. De betekenisrepresentatie resulteert bij de generator 
in een 'mobile', waardoor de re la t ie 'precedeer' geen betekenis heeft, en 
daarom niet in aarmerking komt voor rechtstreekse vertaling in een PG 
mechanisme. 
- Voor (o) zijn er binnen de TG voorstellen gedaan on de P&C regel te kunnen 
handhaven. De meest voor de hand liggende oplossing is het invoeren van een 
ordening bi j het toepassen van TG-regels. In de PG i s er echter maar êên 
gelegenheid tot 'transformatie' nanelijk als de knopen worden opgehangen. 
Verklaringen gebaseerd op ordening van transformatie-regels komen dus niet 
in aarmerking. Verder wordt bi j de PG steeds een canplete constituent op-
gehangen aan een hogere knoop. Een natuurlijke defini t ie van 'danein' zou 
daaran betrekking moeten hebben op constituenten. Bij de P&C regel bestaat 
het danein vaak ui t een onsanenhangende groep knopen. (Zie het voorbeeld in 
figuur 5; het danein van В i s de groep B, C, G, D, H, en I.) 
Hoe nu verder? In de TG zijn er ook problanen gerezen ten aanzien van de 
coreferentieregel: 1) een ordening van transformatie-regels biedt geen ver­
klaring voor de uitzonderingen, en 2) lineaire ordening (binnen de boom) kan 
geen rol spelen. 
Door Reinhart [1976] i s een vorm van coimanderen voorgesteld die afwijkt van 
P&C, n l . het 'o-commanderen'; een recente versie van deze definit ie lu idt : 
! Knoop A o-coimandeert knoop В als en slechts als de vertakkende knoop ! 
! waardoor A onmiddellijk wordt gedomineerd, ook knoop В domineert. ! 
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Het dcroein dat b i j deze re la t ie behoort kan gebruikt worden in Langacker's 
coreferentieregel ("een NP kan niet coreferentieel zijn met een niet-
prononen ui t zijn danein"). De gevallen die niet door het P&C danein werden 
gedekt worden wel gedekt door di t o-ccmandeer danein. (Zie het voorbeeld 
"Voordat h i j zijn boek af heeft, moet Jan nog heel wat onderzoek doen".) 
Voor PG springen de volgende twee voordelen in het oog met betrekking tot 
deze laa ts te doneindefinitie (P&C): 
- de l ineaire ordening in de boon kant niet meer ter sprake 
- het domein bij o-caimanderen i s a l t i jd een constituent. 
(Voor d i t laa ts te moet men definiëren dat een knoop zichzelf danineert.) De 
term 'o-eaiinanderen1 i s een afkorting van 'constituent-conmanderen'.) Laten 
we eens kijken naar de configiratie die ontstaat bi j de operatie 'suspend'. 
In de figuur hieronder wordt de knoop Ζ opgehangen aan de knoop X (X do­
mineert Y, en dus ook alle knopen onder Y). 
X X 
\ / \ 
Y — > Ζ Y 
... 
ζ 
Of de knoop X nu wel of niet vertakkend geweest i s , na de 'suspend' i s X een 
vertakkende knoop geworden die Z onmiddellijk danineert, en bovendien Y do­
mineert. Volgens de definit ie veroorzaakt 'suspend' dus vanzelf een ver­
plaatsing naar een positie die de oude positie o-commandeert. In termen van 
de Extended Standard Theory uitgedrukt, de knoop Ζ c-ccrmandeert het 'spoor' 
(d.w.z. de oude positie) van Z. 
[Noot o-cannaderen] Laten we het begrip o-ccrananderen eens bekijken vanuit 
de monanorfie-eigenschap uit hoofdstuk I . Stel we hebben de D-structuur uit 
( a ) , en de knoop D moet worden verplaatst. Hieruit kunnen twee mogelijke S-
s truc ture η (mobiles) ontstaan: (b) en ( c ) . 
A 
В D С 
(с) 
Volgens de mononorfie van S- naar D-structuur i s (b) uitgesloten, imners in 
(b) geldt dat В de knoop D domineert terwijl dat in (a) niet zo i s . De 
eigenschap dat verplaatste knopen hm spoor o-ccrananderen volgt rechtstreeks 
u i t de monanorfie-eigenschap. [Einde Noot] 
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A 
/ \ 
В С 
\ D 
а 
А 
/ \ 
В С 
/ D 
b 
Een andere definit ie van o-carananderen, laten we zeggen C-ccmnanderen (met 
hoofdletter dus), komt precies overeen met 'suspend' namelijk: 
! Knoop A C-ocmmandeert knoop В als en slechts als de vertakkende knoop ! 
! waardoor A onmiddellijk wordt gedomineerd, ook knoop E domineert en А 
i domineert niet В. \ 
Dit i s de definit ie die Koster geeft van o-conrianderen, en deze l i g t ook 
dichter bij de oorspronkelijke definitie in Reinhart's d i sser tat ie [1976]. 
Ik ben bij de configuraties van de PG echter geen voorbeeld tegengekomen 
waar het verschil van belang is ' ' . 
In deze paragraaf kwanen verschillende re la t ies 'conmanderen' ter sprake. 
Het c-coran anderen is een aantrekkelijke re la t ie ten aanzien van de PG. De 
suspend-functie u i t de PG transporteert een knoop naar een plaats die de 
plaats waar de knoop onstond in de aanroephiftrarchie, C-comnandeert. (Later 
wordt d i t precieser uitgedrukt.) Voor knopen in Koster's loca l i te i t s -
principes geldt steeds de C-caimandeerrelatie, met de functie 'suspend' zijn 
we dus op de goede weg. 
4.6. Bounding 
Het i s goed on twee eigenschappen van Procedurele Graimatica in herinne­
ring te roepen. In de eerste plaats is er geen sprake van transformaties in 
de zin van de Standard Theory. In de tweede plaats speelt er bij het 
'ophangen' van knopen maar èèn andere knoop een ro l , de knoop waaraan wordt 
opgehangen. Wat betreft het eerste punt is van belang Chomsky's opvatting 
dat het a l t i jd mogelijk i s een S-structuur af te lelden zonder transforma-
tionele afleiding vanuit een D-structuur [Chomsky, 1981]. Het s lu i t daarom 
beter bij de PG aan cm uit te gaan van de Extended Standard Theory (EST). 
Wat betreft het tweede punt i s het raadzaan te zoeken naar die elenenten ui t 
de EST die betrekking hebben hebben op fefen knoop. Een aansluitingspunt vormt 
dan bijvoorbeeld de Minimal Governing Category. Voor mijn doel komt het 
meest in aamerking Koster's analyse van bounding waarbij de res t r i c t i e s op 
configuraties afhankelijk zijn van precies ëên knoop. 
11
 Verbazingwekkend i s dat n ie t , omdat cruciale verschillen alleen optreden 
in gevallen van S' over S en VP' over VP, maar deze constructies doen 
zich met voor b i j PG. Dit wil niet zeggen dat er geen verschillen 
gevonden zouden kinnen worden, maar alleen dat ik het verder met heb 
uitgezocht. 
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1.6.1. Antecedent en consequent 
Het is gebleken dat binnen het derivationele paradigma van de TG weinig 
plaats is voor een theorie van anaforen (zie bijv. [Jackendoff, 1972]). 
Bovendien maakt de EST het mogelijk een aantal feiten te verklaren zonder 
een transformationele afleiding te veronderstellen. Men kan zeggen dat veel 
linguistische feiten teruggebracht kunnen worden tot beperkingen op de con­
figuratie van de S-structuur, in plaats van beperkingen op transformatiere-
gels. Ik zal beginnen dergelijke configurationele beperkingen aan te geven 
voor anaforen. Het blijkt namelijk mogelijk om de open plekken die ontstaan 
door deletie of verplaatsing op te vatten als nul-anaforen [Koster, 1981]. 
In Koster [1978] wordt de 'Bounding Condition' op nul-anaforen als volgt 
geformuleerd: 
j Γ kan niet vrij zijn ín В in: 
[ ...[ e]...] 
В Г 
De theorie erbij wordt in drie stappen ontwikkeld op grond van de volgende 
overwegingen: 
- Reflexieven zijn onderworpen aan precies anschreven configurationele re­
laties binnen een S-structuur 
- Deze relaties zijn te generaliseren voor andere anaforen (zoals persoon­
lijke voornaanwoorden) 
- Deze generalisatie is op zichzelf weer uit te breiden naar algemene 
antecedent-consequent relaties buiten het gebied van de anaforen. 
Laat ik deze stappen in het kort weergeven. 
Reflexieven. Deze elenenten kunnen niet op hun eentje voorkomen in een syn­
tactische structuur. Vergelijk: 
(23) a) John hates himself 
b) »I hate himself 
Uit zulke voorbeelden blijkt dat een reflexief een antecedent nodig heeft, 
anders gezegd, een antecedent is verplicht [Jackendoff, 1972]. Een tweede 
observatie is dat reflexieven slechts èèn antecedent kunnen hebben. 
(24) Jan moest Piet tegen zichzelf verdedigen 
Deze zin heeft twee lezingen, waarbij "zichzelf" ofwel op "Piet" ofWel op 
"Jan" kan terugslaan, maar niet op beiden tegelijk. Op reflexieven zijn 
verder van toepassing de restricties die in het algeneen gelden voor 
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anaforen. In de eerste plaats zijn dat localiteits-principes zoals Postal 's 
'Clause Mate Conditie' , vergelijk: 
(25) с) John hates himself 
d) *The irother of John hates himself 
Ten tweede gelden er 'primacy' re lat ies zoals het reeds besproken 'pre-
cederen' en 'commanderen'. Koster vat de condities op reflexieven sanen met 
de volgende vier eigenschappen: 
a) Obligatoriness (er moet een antecedent z i jn), 
b) Uniqueness (er is maar èèn antecedent), 
c) Prominence (antecedent o-ccmnandeert consequent) , en 
d) Locality (antecedent en consequent bevinden zich in hetzelfde danein). 
Sporen. De eigenschappen voor anaforen zijn ook toe te passen op sporen, 
en dus op configuraties die in de Standard Theory vrorden beschreven met 
behulp van verplaatsingsregels (move-α). De eerste drie eigenschappen kun­
nen zo worden overgenomen: Géén spoor zonder verplaatste categorie (obliga-
toriness) , niet meer dan êèn antecendent (uniqueness), en d i t antecedent c-
ccranandeert de spoor (praninence). De vierde eigenschap heeft i e t s meer 
voeten in de aarde. Dit hangt samen met het feit dat Koster probeert een 
danein af te bakenen dat afhangt van èèn daninerende knoop, terwijl 
Chansky's 'subjacency' geformuleerd i s met behulp van twee knopen. Ik zal 
hier niet a l le evidentie herhalen tegen een twee-knopen criterium en v66r 
een res t r i c t i e met èèn knoop, (zie hiervoor Koster [1978]). Een gedeelte 
van de evidentie kant uit Nederlandse taalfeiten voort, wat het extra in-
teressant maakt voor een Nederlandse zinnengenerator. Daarcm een voorbeeld: 
(26) a) Jules Verne heeft [een re is naar de maan] beschreven 
b) 'Jules Verne heeft naar de maan [een re i s e] beschreven 
Subjacentie voorspelt de graimaticaliteit van zin (b) , terwijl bounding deze 
mogelijkheid blokkeert. Tot de feiten die met de bounding-conditie kunnen 
worden verklaard horen 'move-a', 'predicat ie ' , werkwoord-congruentie, com-
pi enenter ing, extrapositie en V-raising. In deze gevallen kan men steeds 
spreken van een antecedent^consequent re la t ie die voldoet aan de vier 
genoande eigenschappen. Deze vier eigenschappen kunnen beknopter worden 
weergegeven, zoals we zullen zien. 
Neen een configuratie (S-structuur) en vorm twee verzanelingen knopen, waar-
bij de ene de consequenten bevat, en de andere de mogelijke antecenten. Voor 
een regel die van toepassing i s op de configuratie worden deze verzanelingen 
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eerst ingeperkt t o t de elanenten waarop de regel van toepassing kan zijn. 
Laten we voor de regel R deze beperkte verzamelingen aangeven met r/R en A/R 
(dit heet de r e s t r i c t i e van г en A tot R). Koster vat zijn bounding-theorie 
nu sanen door een functie te postuleren die voldoet aan de volgende eigen­
schap l t i 
! Voor elke regel ρ i s er een functie van r/R naar A/R, zodanig dat ori- ! 
! gineel en beeld in eikaars syntactisch danein liggen. ! 
Vte hebben eerder gezien dat er verschillende definit ies van syntactisch 
danein bestaan. Bij de definit ie van zojuist hoort een danein dat bepaald 
wordt door een 'minimal governing category' (hierover dadelijk meer). Van 
belang i s dat de 'bounding' categorie van taal tot taal kan variëren. 
Universeel i s dat er steeds zo'n functie bestaat, laten we d i t de 
'bouiding-functie' noenen. In het Engels zijn S en NP de categorien die het 
danein bepalen voor de reflexieven. Voor nul-anaforen zijn het de 
categorieün S(bar), NP, AP en PP. Deze categorieën keren terug in de PG bi j 
de berekening van het ophangpunt ( t .b .v . de suspend procedure), een bereken-
ing die bepaald wordt door de zogenaande 'bestermings-regels' (destination-
rules) uit de PG. 
In deze paragraaf werd de bounding-functie ten tonele gevoerd waarmee de re-
l a t i e tussen antecedent en consequent op beknopte wijze kan worden weer-
gegeven. Wat i s nu de winst voor de PG? Belangrijk is ten eerste dat de 
gevonden functie beperkingen legt op configuraties en niet op transforma-
t i e s . De suspend-operatie hoeft dus niet de rol te spelen van een of meer 
transformaties waarvoor een groot aantal condities gelden. Neen, 'suspend' 
vertegenwoordigt een simpele re la t ie tussen de plaats waar een knoop wordt 
geproduceerd, en de plaats waar hij wordt opgehangen. 
Laat ik even recapituleren hoever we zijn gekcmen met de loca l i t e i t s -
prlncipes: De prominence betrekking tussen antecedent en consequent (c-
copmanderen) wordt vanzelf door 'suspend' teweeg gebracht, zoals we in de 
vorige paragraaf zagen. De uniqueness eigenschap geldt ook, want een knoop 
wordt maar êèn keer opgehangen. De overblijvende eigenschappen zijn obliga-
toriness (er is 'n antecedent) , en locality (antecedent en consequent bevin-
den zich in hetzelfde danein). Deze eigenschappen zullen blijken samen te 
11
 Deze formulering i s beknopter dan die van Koster. 
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hangen met de bestenmings-regels u i t ae PC. 
4.7. Iroplanentatie vsn local i te i ts-pruiclpes 
We liebben gezien dat de bounding-fimctie aan elke consequent precies èén 
antecedent toevoegt, die bovendien in hetzelfde domein l i g t . Er werd echter 
niet aangegeven hoe het domein moet worden gekozen, daarover dadelijk meer. 
Laten we eens uitgaan van de zin 
(27) Zij stelden elkaar aan de gastvrouw voor. 
Aan de consequent "elkaar" wordt hier het antecedent " z i j " toegewezen. 
Breiden we de zin nu verder u i t to t 
(28) * Ze hadden verwacht dat i k elkaar aan de gastvrouw 
zou voors te l l en . 
dan b l i jk t de toekenning niet meer gedaan te kunnen worden, zodat de zin 
ongraranaticaal wordt. Vfe hebben hier te doen met een configuratie waarbij 
twee mogelijke antecedenten, A(i) en A(i+1) beide de consequent G c-
ccoinanderen : 
X 
«if \ . 
Y / \ 
A(i+1) Ζ / \ 
G 
Nog een (ongraimaticaal) voorbeeld van deze configuratie i s : 
(29) * Phil ias Fogg believed Kadan Aouda to like himself. 
Laten we even de eigenschappen van de bounding-functie nagaan om te ontdek­
ken waarom deze zin ongraranaticaal i s . Er i s 'n antecedent (obl igatori­
ness); er i s er maar èèn want "himself" kan niet op "Madan Aouda" terugslaan 
(uniqueness), verder c-comnandeert het antecedent de consequent (prom-
inence); b l i j f t over de vierde e i s , nanelijk de l o c a l i t e l t , daar zou dus 
ie t s mee mis kunnen zi jn. Het zou betekenen dat antecedent en consequent 
m e t in het zelfde domein liggen, anders zouden ze met elkaar kunnen worden 
verbonden. In een plaat je: 
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• ζ 
neen! / \ 
• A(i+1)G 
t + 
t + 
In de TG wordt een zin als "John believed Mary to like himself" uitgesloten 
door middel van de zgn. 'specified subject condition'. Dit is een confi-
gurationele beperking uit een hele klasse van beperkingen. In Koster's 
dissertatie wordt deze klasse gerepresenteerd in zijn Localiteits-Principe 
(LP): 
Geen regel heeft betrekking op de knoop A(i) en G (waarbij A de knoop 
G c-ccmmandeert) in: 
...A(i) A(i+1), ..., G, ..., A(i+1), .... A d ) , ... 
tenzij: ... 
(Op 'tenzij' volgt een rij hulphypothesen.) Het feit dat de consequent G al­
leen naar A(i+1) kan verwijzen, en niet naar A(i) lijkt een beetje op wat er 
zich in het volgende progranmaatje voordoet 
BEGIN INT A 
ÊÉÔIN INT A, G 
A := fun(G) 
END" 
END* 
In het binnenste blok is een verwijzing naar de variabele "A" vanzelf een 
verwijzing naar de "A" die in het binnenste blok is geïnitialiseerd, de bui-
tenste "A" is van daaruit onbereikbaar. 
Ik zal nu in plaats van het Localiteits-Principe de abstractere bounding-
functie als uitgangspunt nemen. Zoals in het begin van deze paragraaf al 
aangegeven, is het dan zaak een concreet domein te kiezen. On zoveel 
mogelijk aan te sluiten bij recente theorieën, kies ik het domein dat 
bepaald wordt door een zgn. 'regerende' categorie. (In Chomsky [1980] heet 
deze 'minimal governing category' en m Chomsky [1981] 'governing ca-
tegory'). Chomsky [1981; biz. 163] geeft hiervan de volgende definitie: 
A governs G if and only if 
1| A . Χ' 
2) A c-commands G, and if В c-connands G then В either c-conmands A or i s 
c-coramanded by G. 
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^d _!_) Χ· i s een notatie u i t de zog. X-bar theorie. Het betekent hier 
niets anders dan dat de categorie van knoop A gekozen moet worden uit 
{Ν,ν,Α,Ρ}. Stel nu we kiezen een consequent, en we willen het bijbehorende 
antecedent vinden. (Vanwege de bound mg-functie kunnen we limiers spreken van 
het antecedent.) Aangezien het antecedent zich binnen het domein moet bevin­
den, moet de regerende categorie worden gezocht. Punt (1) maakt een eerste 
selectie uit de mogelijke antecedenten. Hoe i s d i t punt nu in de PG gerea-
lizeerd? Het zoeken van een antecedent doet zich in de PG voor bi j de 
operatie 'suspend'. Zoals we hebben gezien voegt de bound mg-functie aan 
een consequent een antecedent toe uit hetzelfde donein, en wel zodanig dat 
het antecedent de consequent regeert. Het i s daarom van belang dat de 
operatie 'suspend' ervoor zorgt dat de opgehangen knoop de plaats regeert 
van waaruit hi j werd opgehangen. Dit legt beperkingen op aan de categorie 
van de op te hangen knoop zelf, en aan diens positie ten op ziehte van de 
consequent. Echter, voor 'suspend' is niet zozeer het antecedent zelf van 
belang, als wel de knoop waaraan het antecedent moet worden opgehangen. Hoe 
nu verder? Aangezien het antecedent de consequent regeert, komt de volgende 
r e s t r i c t i e [Chomsky, 1981] ons goed van pas: 
"...Thus the maximal projections (S ' , NP, AP, VP) are absolute bar­
r i e r s to government;..., none of these maximal projections may dom­
inate G unless i t also daninates A, if A governs G." 
We zullen d i t vergelijken met de 'bestamungs-regels' u i t de PG die aangeven 
waar een procedure zijn resultaat moet afgeven. Aan elke FPROC wordt door 
deze regels precies èèn bestaiming (doelpositie) toegekend (genoemd naar de 
bijbehorende CPROC). Deze 'bestatmings-regels' bepalen daarom een functie, 
die ik zal aangeven met Δ. Voor het Engels en het Nederlands geldt daarbij 
Δ : FPROC -» {Snode,NPnode,APnode,PPnode,} 
De maximale projecties u i t de TG zijn hier dus terug t e vinden in het bereik 
van de bestenmings-regels. 
ad 2) Nadat i s vastgesteld welke knopen in aarmerking kanen als an­
tecedent, wordt met behulp van punt (2) het antecedent uitgekozen dat zich 
op minimale afstand van de consequent bevindt. Als iemand in werkelijkheid 
een configuratie bekijkt om de regel toe te passen, dan zullen in ieder 
geval de knopen van elkaar moeten kunnen worden onderscheiden. Om formeler 
aan te geven hoe dat in zijn werk gaat, gaan we weer u i t van het voorbeeld 
dat het Localiteits-Principe inleidde: er zijn twee antecedenten, Ad) en 
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A(i+1) die beide de consequent G c-conmanderen. 
Χ 
A(i( \ . 
Y 
A(i+1) Ζ 
G 
De indices van A zijn uiteraard te vinden door de boon vanaf de wortel te 
doorlopen en bij elke A die men tegenkomt de index te verhogen. De index­
ering associeert een knoop met een getal zodat de knopen van elkaar zijn te 
onderscheiden. In plaats van een getal had men natuurlijk ook een ander 
miek object kunnen kiezen. Laten we dat eens doen, waarbij de associatie 
van A met d i t object o wordt aangeven met [o/A]. Definieer nu verder een 
functie ρ die afhangt van de plaats in de boon: 
ρ[ο/Α] = λχ. i f x=A then α else ρ(χ) 
Nanen we de configuratie uit het Localiteits-Principe dan i s bi j knoop G het 
antecedent van type 'A' eenduidig bepaald, nanelijk: p(A) = A(i+1). 
Hoe i s d i t puit nu in de PG gerealizeerd? In eerste instantie wil ik hier 
abstraheren van een bepaalde progranneertaal, en ook wil ik me niet uit laten 
over de te gebruiken data-structuren, anders zou de theorie van PG staan of 
vallen met de gekozen progranneertaal. Welnu, TG-regels worden vervangen 
door procedures, waarbij we voor de verplaatsingsregels een procedure 
'suspend' definiëren. De regels grijpen aan op een boomstructuur die bi j PG 
i s terug te vinden in de aanroep-hiftrarchie van de syntactische procedures. 
Hoe ontstaat die hiBrarchie ook weer? De syntactische procedures i n i t i a l i -
zer en een variabele die een knoop in de S-structuur representeert. Een 
ALGOL-achtige definit ie voor zo'η syntactische procedure ziet er schematisch 
als volgt u i t : 
PROCEDURE A: 
BEGIN initialize (A_node); 
suspendC); 
END; '•' 
De functie * i n i t i a l i z e ' zorgt voor een associatie van A_node met een uniek 
object α. Deze associatie zij in de semantiek van de implenentatietaal als 
volgt gedefinieerd: voor een omgeving ρ en de associatie [a/A_node] van 
A_node met α geldt: 
pCo/A node] = λχ. i f x=A node then α else p(x) 
- 104 -
Aan de tekst van de procedure A mag nu verder van alles worden toegevoegd, 
mits A_node slechts èèn keer wordt geinit ial iseerd. Verder mag binnnen 
'suspend' geen in i t i a l i sa t i e plaats vinden. Als aan deze beide eisen i s vol-
daan, dan geldt: 
Zij A(i) een aanroep van procedure A, en A(i+1) een aanroep van A bin-
nen Ad) , dan kan een 'suspend' binnen A(i+1) niet verwijzen naar de 
A_ncide uit A( i) . 
Dit begint al aardig te lijken op het Localiteits-Principe. Bij een gegeven 
implementatie-taal moet men de procedures zó kiezen dat kan vrorden 
aangetoond dat de bijbehorende functies aan deze e i s voldoen. Als we uitgaan 
van de zojuist gekozen cmgevingsfunctie dan kan de volgende redenering wor-
den opgezet: 
Neem de consequent G die onstaat b i j het uitvoeren van een syntactische pro-
cedure. A(G) zi j X. Het antecedent van G noemen we A, de top vai het 
domein, X, noemen we XI. Stel er bevindt zich in de configuratie nog een X 
genaand X2 zodanig dat XI domineert X2. (Zie plaatje.) 
XI / \ 
A Y 
+ \ 
t X2 
·??? / \ 
' +' Β Ζ 
t / \ 
«----'"'-"'-G 
We moeten nu ui t elkaar houden de positie van G, en de knoop die vanuit die 
positie wordt opgehangen. Laten we deze laatste knoop aanduiden met B. XI 
domineert X2 en G, en X2 dcmineert G, dus op de positie van G geldt p(X)=X2. 
Als vanuit G de knoop В wordt opgehangen, dan i s daarvan de bestenming dus 
X2. Aangezien A het antecedent is van G geldt A regeert G. Verder geldt В 
o-ccranandeert G. Pas nu punt (2) u i t de definit ie van 'regeren' toe (voor 
het ganak hier even herhaald) : 
2) A o-commands G, and if В ocanmands G then В either o-ccmnands A or i s 
c-commanded by G. 
A regeert G, en В o-comnandeert G, verder wordt В niet door G ge-c-
conmandeerd dus В c-commandeert A. Maar dan geldt ook X2 domineert XI. Er 
was verondersteld dat XI domineert X2, dus X1=X2. Maar dan geldt ook A=B. 
Kortom, de knoop die 'suspend' ophangt (B) i s het antecedent van G ( q . e . d . ) . 
Kiest men LISP als implenentatietaal, dan onstaat het probleem dat deze taal 
op een aantal punten niet gestandaardiseerd i s , en voor zover mij bekend 
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bestaat er alleen een senantiek voor "pure LISP" [McCarthy, 1969]· (Voor een 
beschrijving van zo'n senantiek zie bijvoorbeeld [Cordon, 1975a].) Ondanks 
deze beperking moeten er twee dingen worden aangetoond, namelijk dat a) de 
procedure A in LISP i s te schrijven, en b) het Localiteits-Principe correct 
wordt geïmplementeerd. 
Ad (a) Een van de constructies die wel in ALGOL maar niet "pure" LISP 
aanwezig i s , i s 'sequencing' zoals die in de bovenstaande definitie van de 
procedure A gebruikt i s (aangegeven met n;n). We kinnen echter gebruik maken 
van de sequencing die impliciet aanwezig i s b i j de 'applicative ordering' 
vai de LISP evaluatie. De sekwentie 
CI; C2 
kan men in pure LISP veroorzaken door de volgende applicatie 
(Uanbda (x) C2) Cl) 
(waarbij χ niet voorkant in C2). De procedure i s dus in LISP te schrijven 
Ad (b) De omgevlngs-functie ρ komt overeen met de omgevings-functie die 
Cordon [1975a] geeft voor de waarde van variabelen. De scope van variabelen 
in pure LISP geeft daarmee een correcte implenentatie van het Localiteits-
Principe. 
Hoewel de semantiek in feite betrekking heeft op de waarde van expressies, 
zorgt de sequencing ui t (a) voor het beoogde resultaat ten aanzien van 
dynanische scope. Daartoe kiezen we in Cl een i n i t i a l i s a t i e van A_node die 
bestaat u i t het toekennen van een unieke waarde aan de locale variabele 
A_node, en voor C2 kiezen we de procedure 'suspend*. Is er binnen 'suspend' 
een vrije variabele A^ode, dan zal deze verwijzen naar de A_node die in Cl 
werd geinit ial iseerd. 
In deze paragraaf ging het cm een implenentatie van de grondslag van het 
Localiteits-Principe. Koster's principe bevat echter een l i j s t extra regels 
onder " tenz i j " . Hierover gaat de volgende paragraaf. 
4.7.1. Paraneteroverdracht voor 'bridging' 
Het Localiteits-Principe i s geformuleerd cm een aantal bekende regels u i t 
de TG onder èèn noemer t e brengen. Het gevolg i s echter dat er een regel 
"tenzij" in voorkant die een waslijst van uitzonderingen bevat. De onderlig-
gende gedachtengang is dat er een core gr aunar is die aangevuld wordt met 
perifere regels, bijvoorbeeld om eigenschappen van een bepaalde taal aan te 
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geven. Een van de uitzonderingen hangt sanen met Wh-constituenten die zich 
soms over een grotere afstdna verplaatsen dan op grond van de l o o a l i t e i t Ie 
verwachten i s . Dit verschijnsel hangt sanen met het werkwoord waaronder ce 
Snode wordt geproduceerd. Is het werkwoord een zgn. 'brug' dan wordt de Vft-
constituent niet opgehangen aan de dichtsbijzijnde Snode, maar een Sno< e 
hoger. Vergelijk het werkwoord 'zeggen' dat een brug i s , met 'weten' d t t 
het niet i s . 
(30) Tan zegt dat Piet De Telegraaf lees t . 
Wat zegt Jan dat Piet leest? 
. Jan weet dat Piet De Telegraaf lees t . 
* Wat weet Jan dat Piet leest? 
S 
/!\ 
/ ! \ 
wat zegt Jan 
S 
Piet leest X 
Is de hogere Snode zelf een complement van een brug, dan wordt deze ook weer 
overgeslagen, zoals in 
(31) Wat zegt Jan dat Piet wil dat Marie leest? 
Eerder hebben we gezien dat het scope-mechaniane nu j u i s t gebruikt wordt om 
steeds de dichtsbijzijnde Snodt te refereren. Moet d i t weer ongedaan worden 
ganaakt? Neen: scope implementeert de algemene regel (Localiteits-Principe) , 
er moet alleen een ontsnappingsclausule worden ingevoerd. In [Kempen Sc 
Hoenkamp, 1981] wordt de volgende weg bewandeld: a l s een Snode wordt 
gecreBerd, dan ontstaat er tegelijk ook een variabele die aangeeft waar de 
Wh-constituent naar toe moet. In het gewone geval i s de waarde van deze 
"whdest" (destination for Vii) de waarde van Snode, zodat de Wh-constituent 
overeenkomstig zijn categorie wordt opgehangen (in de taalkunde vindt men 
hier de COMP canpositie). Door nu deze variabele t e 'verwijderen' kooit een 
verwijzing naar whdest overeen met een verwijzing naar een Snode die ζιοΊ 
hoger in de boom bevindt. Nu hoort het 'verwijderen' van variabelen niet tot 
het gebruikelijke arsenaal van programeerconstructies, en daarom wil ik 
deze wat ongedisciplineerde gang van zaken iets netter beschrijven. 
Veronderstel dat we bereid zijn een extra paraneter in te voeren in de syn­
tactische procedures. De waarde van whdest kan dan via deze paraneter vai 
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moeder op dochter worden overgedragen, en waar nodig kan er een andere 
waarde aan worden toegekend " : 
(de S ( . . . whdest) 
(oond ((not bridge) (:= whdest Snode))) 
Als nu de variabele 'bridge' de conditie 'onwaar' aangeeft (het geval dat 
het werkwoord geen brug i s ) , dan kri jgt whdest de waarde van Snode. In het 
launa van een brug zoals 'zeggen', wordt de variabele 'brug' uiteraard op 
'waar' gezet. 
leoma for say [•proír(bridge) (:= bridge t ) (Subj t... ) (V . . . say) 
] ( S · · · 
Als S nu wordt aangeroepen met 'whdest' a ls actuele paraneter, 
(S whdest) 
dan wordt aan de formele paraneter whdest de waarde van de actuele whdest 
toegekend, met het beoogde resultaat . Dit is de methode die in de implallen-
t a t i e van PC i s gevolgd ' · . 
Men zou zich kunnen afvragen of di t niet een ad hoc oplossing i s . De vraag 
i s terecht, en wel om twee redenen. De eerste is min of meer een kwestie van 
esthetica. Er moet inners i e t s gebeuren met de core gr aunar, in d i t geval 
met de procedure S, die een paraneter meekrijgt cm een uitzondering op het 
alganene Localiteits-Principe te kunnen beschrijven. Voor een taal zoals 
het Russisch, dat geen bruggen kent [Koster, 1978] is er geen enkele reden 
waarcoi die paraneter aanwezig zou moeten zijn. Bovendien, als elke u i t -
zondering een extra parameter vergt is het hek van de dam. In het LP van 
Koster [1978] staat b i j de uitzonderingen voor welke taal ze gelden, daarom 
is het in PG zaak de ontsnappingsclausule geheel onder te brengen in het 
lexicon. In het voorbeeld van zojuist ('zeggen') stond in het lama dat het 
werkwoord een brug was, maar de defini t ie van S moest daaraan worden 
aangepast, en dat i s weer niet zo mooi. De methode met de extra paraneter 
berust op het feit dat whdest in de tekst twee verschillende objecten kan 
aanduiden, nanelijk whdest als formele en als actuele paraneter. 
De globale waarde zij NIL. Hier zien we een ( t r iviaal) voorbeeld waar de beschrijving van de theorie 
afwijkt van de implanentatie. 
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Het invoeren van de extra paraneter heeft nog een ander bezwaar, het resul-
taat hangt namelijk af van het parametermechanisme van de gekozen implemen-
tatietaal. Het call-by-name mechanisne in LISP bijvoorbeeld, werkt anders 
dan in ALGOL. Neem eens een analoge procedure-definitie in ALGOL: 
BEGIN 
BOOLEAN bridge; 
INTEGER whdest 
INTEGER PROCEDURE S(dimny, whdest) 
INTEGER diony, whdest: 
BEGIN 
INTEGER Snode; 
IF N8T"bridge THEN whdest := Snode; 
S := whdest; 
END 
bridge := FALSE; 
whdest := 1 ; 
S(2, whdest): 
print(whdest); 
Wat wordt er nu afgedrukt: 1 of 0? In ALGOL wordt de toekenning gedaan aan 
het object dat als actuele parameter wordt meegegeven. De waarde van whdest, 
na de aaroep van S is dus 0, en dat is wat er wordt afgedrukt. Dit is een 
ander resultaat dan het overeenkomstige geval van zojuist dat in LISP was 
gedefinieerd. Wat ik hiermee wil aantonen is dat de voorgestelde oplossing 
(extra paraneter) niet voor elke implementatietaal even geschikt is. Hoe nu 
verder? 
Als in ALGOL een variabele wordt gedeclareerd, is de waarde ervan niet gede-
finieerd . On nu te voorkomen dat de waarde wordt opgevraagd voordat een 
toekenning is gedaan, stelt Dijkstra voor dat de variabele verplicht geini-
tialiseerd zou moeten worden [Dijkstra, 1976, p.92]. Ik stel voor om het 
mechanisme zó te laten werken dat bij de initialisatie de oude waarde nog 
beschikbaar is, dan kan die eventueel worden toegekend. In LISP bestaat de 
'progranbfeature' waar variabelen gedeclareerd kunnen worden die geinitia-
liseerd worden tot NIL. In sommige implementaties (ook die waarin PG werd 
geprograraneerd) kan men een andere initialisatie kiezen. De constructie 
ziet er als volgt uit: 
(prog ((ab)) ... 
waarbij een nieuwe variabele 'a' ontstaat die de waarde van 'b' krijgt. 
Kies voor a en b nu beide 'vAidest' en de waarde van whdest wordt netjes 
doorgegeven. (Dit laatste idee werd me in enigszins gewijzigde vorm aan de 
hand gedaan door Martin Kay [1979].) 
Zoals opgemerkt wordt het verschijnsel van 'overbruggen' bepaald door het 
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gebruikte werkwoord, en daarom l i j k t me dat het lema de juis te plaats i s om 
de viidest te ini t ia l iseren. Het lema voor 'zeggen' kan er dan als volgt 
ui t zien, 
lama for say [•proiTUwhdest whdest) (bridge t ) ) (Subj ( . . . ) ) 
- y ) V . . . say) 
^Obj {.
 s 
(cónd ((not bridge) (:= whdest Snode)))))) 
In Appendix A worden voorbeelden van d i t mechaniane uitgewerkt. 
4.7.2. Implementatie van de boundlng-functie 
In het geval van zinnen die een brug-werkwoord bevatten hebben we gezien 
dat constituenten soms op een andere plaats worden opgehangen dan volgens de 
bestenmings-regels zou worden verwacht. Hiertoe werd een speciale variabele 
'whdest' geïntroduceerd. Codât 'suspend' daardoor meer mogelijke doelposi-
t i e s heeft, wordt het bereik van Δ uitgebreid met Whdest: 
A : FPROC —- {Snode,NPnode.APnode.PPnode.Whdest} 
Er i s nu genoeg gezegd over loca l i te i t om een vergelijking van PG en de EST 
(extended standard theory) te maken. Een verschil tussen PG en EST i s dat 
in de S-structuur van de PG de 'consequent' meestal verdwenen is l s . In de 
EST i s er in S-structuur een spoor, terwijl we bi j de PG zouden moeten ki j­
ken naar de procedure-aanroep hiërarchie om de 'consequent' terug te vinden. 
(Deze presentatie zou eenvormiger te geven zijn met behulp van de later te 
behandelen 'continuation-passing-style' u i t hoofdstuk V.) Onder 'consequent' 
in de PG moeten we dus een plaats in de procedure hiërarchie verstaan. Met 
d i t voorbehoud in gedachte kan d i t hoofdstuk op een compacte wijze worden 
sanengevat. Enerzijds hebben we de taalkundige formulering van het verband 
tussen antecedent en consequent. Anderzijds hebben we de realizering hiervan 
in PG. De taalkundige feiten kunnen nu op de volgende manier in verband 
l s
 Er zijn voorzieningen te treffen om ook in de PG een spoor achter te la -
ten. Dit kan van articulatorisch belang zijn. Kean [i982j geeft hiervan 
de4volgende voorbeelden: 
a) John's in the kitchen and Fred's in the basement. 
b) »John's in the kitchen and Fred's too. 
In de volgende zin is het ambigu wie het onderwerp i s van 'succeed': 
c) John is the man I want to succeed. 
echter in de volgende zin kan alleen ' I ' onderwerp zijn: 
d) John i s the man I wanna succeed. 
De beide gevallen hebben gemeen dat het elanent dat de uitspraak 
beïnvloedt met meer in de zin voorkomt. In de PG zou men een procedure 
die niet to t lexicaal materiaal le idt toch als knoop m de S-structuur 
kunnen laten voorkomen. Dit is niet uitgewerkt. 
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worden gebracht met een implementatie (waarbij ρ en Δ zoals eerder gede­
finieerd): 
! Voor een taalkundige regel R die de antecedenten A in verband brengt ! 
met de consequenten г bestaat er een surjectie f : г —• Α. Voor een 
PG-programma met 'besteimings-regels' Δ, en waaraan een omgevingsfunc-j t i e ρ wordt toegevoegd geldt voor de S-structuur: j 
f = Ρ · Δ 
Ik wil nu van deze formule twee verschillende, op zichzelf interessante in­
terpretat ies geven. Daarbij heb ik geen enkele pretentie ten aanzien van de 
kwaliteit van de interpretat ie, anders dan een heuristische ondersteuning 
van het gevonden verband. Eerst dan een taalkundige formulering naar aan­
leiding van de localiteits-principes zoals ze in Koster's d isser tat ie werden 
gegeven als "Bounding Condition" en "Locality Principle". De functie Δ geeft 
een begrenzing aan het dcmein waarbinnen een consequent gebonden moet worden 
door een antecedent. Als zodanig kan het worden opgevat als een variant van 
de "Bounding Condition". De functie ρ bepaalt dat als er een keuze i s tussen 
een aantal antecedenten van dezelfde categorie, dat dan de dichtsbijzijnde 
moet wrden gekozen. Dit i s een variant op het "Locality Principle". De 
functie f i s nu de het gezanelijk resultaat van deze twee principes. 
Een andere interpretat ie . Stel iemand wil op grond van de PG-theone een 
progranna schrijven voor een bepaalde natuurlijke t a a l , en hi j wil dat doen 
in een bepaalde progranmeertaal. De functie Δ hangt af van de gekozen 
natuurlijke taal; het geeft de categorieën aan die een dcmein begrenzen. De 
functie ρ (zoals eerder gedefinieerd) geeft een r e s t r i c t i e op de semantiek 
van de gekozen progranmeertaal. 
4.8. Sanenvatting en perspectief 
In d i t hoofdstuk i s niets bewezen over de bestaande implanentatie van PG. 
Bij de implementatie zijn geen maatregelen genomen die het voeren van een 
correctheidsbewijs zouden vergemakkelijken, en verder was er geen semantiek 
voorhanden voor het gebruikte LISP-dialect. Wel heb ik enige belangrijke in­
grediënten opgediend die voor zo'n bewijs nuttig kunnen zijn. Ik hoop 
echter het volgende te hebben aangetoond: 
1) dat locali tei ts-principes kunnen worden vertaald in progranmeercon-
struct ies , 
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2) dat de scope van variabelen een comfortabele manier i s om die vertaling 
tot stand te brengen, 
3) dat het gebruik van scope bij verschillende progranneertalen tot ver­
schillende vertalingen kan leiden wan localiteits-principes. 
Ю dat er een eenvoudige betrekking i s aan te geven tussen de taalkundige 
formulering van local iteit en de werking van een PG-progrsnma. 
De taalkundige principes in dit hoofdstuk hebben in feite betrekking op taal 
waarbij de geproduceerde zinnen keurig worden geformuleerd. Bij onvoor­
bereid spreken konen allerlei constructies voor die niet gedekt worden door 
de besproken principes " . 
Misschien i s het goed om daarom het volgende nog eens te benadrukken. Meisen 
zijn in staat om gramatical e zinnen te formuleren. In staat zijn om grama-
ticale zinnen te formuleren i s daarom een minimale e is aan een psychologisch 
plausibele zinnengenerator. Als de generator voldoet aan deze eis wordt 
echter tevens de taalkundige plausibiliteit gedanonstreerd. Over ruimere 
eisen ten aanzien van psychologische plausibiliteit gaan andere hoofdstuk­
ken. 
Cmgekeerd blijven somige relaties ook gelden voor constructies die mçn 
alleen in de omgangstaal aantreft. Zo blijkt dat het Engelse woordje 
'like' in de betekenis van 'ongeveer' en 'bijvoorbeeld' in de o-
connandeer relatie staat tot de constituent die net modificeert [Ross 4 
Cooper, 1979]. 
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V. THEORIE EN PROGRAMMA II: BESTURINGS-STRUCTUREN 
Het vorige hoofdstuk ging over de relatie tussen PG-theone en PG-
programna. Daarbij werd aangegeven hoe bepaalde begrippen in de PG-theorie 
overeenlmamen met bepaalde begrippen in de informatica, en op grond daarvan 
werd deze relatie wat formeler aangepakt. Het centrale begrip was de werking 
van parametennechanismen. Dit hoofdstuk gaat een stap verder. Stel dat men 
een idee heeft, hoe het progranma globaal in elkaar zou moeten zitten; hoe 
is dit dan weer te geven in een bepaalde programieertaal? Er zijn twee za-
ken die men niet moet verwarren: a) de abstracte ideeën over de organisatie 
van een programma, en b) de wijze waarop aan deze ideeBn gestalte wordt 
gegeven met bepaalde progranneerconstucties. (Denk aan het aan het oplossen 
van een bepaald probleem in verschillende programneertalen '.) Neem het 
geval van de procedure S die Subj start. De scope is bedoeld om ervoor te 
zorgen dat functies onder S, die refereren naar Snode, de juiste Snode 
evalueren waardoor de localiteit behouden blijft. Localiteit is een taal-
kundig begrip, met behulp waarvan beperkingen worden opgelegd aan syntac-
tische structuren. Het zegt niets over de procedures die zulke structuren 
voortbrengen. 
Om inzicht in processen te krijgen, is het nodig om het goede 
beschrijvingsnivo te ontdekken. Door de ontwikkeling van hogere programneer-
talen hoeft men met te letten op allerhand zaken, die zich op machine-mvo 
afspelen en die op het nivo van het probleem irrelevant zijn. De taal komt 
daardoor dichter te liggen bij het nivo van de concepten, waarin het prob-
leem kan worden opgelost. Kijkt men naar het LlSP-progranma voor PG, 
dan is uit de progranmatekst niet precies duidelijk, welk gedeelte van deze 
tekst zich bevindt op het conceptuele nivo van de theorie. (Dit is overi-
gens een veelvoorkomend euvel bij Al-progranma's.) Om aan deze situatie iets 
te doen gaan we in dit hoofdstuk op zoek naar het meest adequate nivo 
waarop de besturingsstructuur (control structure) van het programma kan 
worden beschreven. Er zullen twee alternatieve besturingsstructuren worden 
behandeld: streams en coroutines. 
1
 Veel discussie met betrekking tot het zgn. 'gestructureerd programeren' 
en de al of niet wenselijkheid van de TGOTO' constructie kan worden 
teruggebracht tot een verwarring van deze twee zaken, zie bijvoorbeeld 
[Steele, 1977]. 
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5.1. Streams 
In deze paragraaf wordt het begrip 'stream' ingevoerd; echter niet pre-
ciezer dan nodig is on de volgende paragraaf begrijpelijk te maken. 
Stel oen heeft een lijst en men wil alle elementen op noemen. Men kan dan 
beginnen met eerst de lijst op te splitsen in de kop (het eerste element) en 
de staart (de reset van de lijst), (In LISP: de CAR en CDR van de lijst.) De 
kop wordt dan opgenoand, het procède wordt herhaald met de staart, en zo 
vervolgens totdat er geen elementen meer over zijn ("door de lijst CDR-en"). 
Stel nu dat de lijst nog al lang is, bijvoorbeeld de lijst N die de rij na-
tuurlijke getallen bevat. 
N = ( 1 2 3 ·•·>· 
Hiervoor geldt: , , 
(CAR M) -> 1, en (CDR Ν) -> (2 3 Ч ...) 
(Lees "->" als "levert" of "heeft als waarde") In LISP zou men een represen­
tatie nodig hebben voor deze oneindig lange lijst; inmers de drie puntjes in 
deze notatie staan voor "enzovoorts". "Enzovoorts" is echter niet zozeer een 
representatie van de rij opeenvolgende getallen, maar eerder een aanduiding 
voor een procedure die de volgende getallen oplevert. Die 'enzovoorts' pro­
cedure zal ik aangeven met de functie *ENZ. Laten we de lijst met natuur­
lijke getallen, te beginnen bij K, als volgt definieren: 
(DEF NG (K) 
(LIST К (»ENZ 'NG (+ К 1)))) 
waarbij »ENZ zich zó gedraagt dat (NG 4) -> (4 (»ENZ (NG 5))). De expressie 
(4 (·ΕΝΖ (NG 5))) is een voorbeeld van een stream. Een stream is een lijst 
van echte elementen en "virtuele" of potentiële elementen. Hier bestaat de 
stream uit het elanent 4 en een object, dat de lijst kan voortzetten, dat de 
virtuele elementen vertegenwoordigt. Analoog aan de LISP functies CAR en 
CDR, die kop en staart van een lijst pakken, horen bij streams de functies 
SAR en SDR, die kop en staart van de stream nemen, zodat geldt: 
(SAR (NG 4)) -> 4, 
^(SDR (NG 4)) -> (5 (»ENZ (NG 6))) 
Op deze manier is de oneindig lange lijst vervangen door een potentieel 
oneindig lange lijst. Men kan naar believen elk volgend element opnoemen. De 
SAR geeft het volgend elanent uit de rij en de SDR geeft een object, dat 
alle informatie bevat om de rest van de rij te produceren. 
Abstraherend kunnen we ons een andere functie NG voorstellen: namelijk voor 
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een 'multi-process executive'. Daartoe interpreteren we (NG 5) als "voer 
proces 5 uit". De stream wordt daarmee een 'agenda'. Dit is een technische 
term voor bepaalde besturingsstructuren, waarbij als het ware punten op een 
agenda worden afgewerkt. De stream (NG 5) is de agenda vanaf punt 5. De SAR 
werkt punt 5 af, en de SDR geeft de agenda vanaf punt 6. Er is niets tegen 
om nieuwe punten aan de agenda toe te voegen. Die komen dan vanzelf aan de 
orde, mits ze niet geplaatst worden voor de reeds behandelde punten. In de 
bovengenoemde definitie van NG, wordt proces 5 gevolgd door proces б enz. 
Met een wat ingewikkelder definitie kan er op zo'η manier ook een keuze 
aangeboden worden uit een aantal verschillende processen. De functie *ENZ 
is in dat geval op te vatten als scheduler van de processen. 
5.1.1. Increméntele productie met streams 
Het voorbeeld van de natuurlijke getallen liet zien, hoe elk element van 
de rij kon worden geproduceerd, zonder eerst de hele rij ineens te berek-
enen. Daarmee werd tevens het idee van een rij getallen als een starre en-
titeit vervangen door het meer dynamische idee van een stream: een object 
dat zelf de rij kan voortzetten (waarbij de rij stukje bij beetje werd 
geproduceerd). Geheel analoog hieraan kunnen we een zin enerzijds opvatten 
als een starre entiteit, een rij woorden, maar ook kunnen we denken а<зп een 
woordenstroom. Om dichter te komen bij het idee van een zin als woordenst­
room, zullen we een zin definieren als een stream. De SAR van de stream is 
het eerste fragment van de zin en de SDR is een object, dat aangeeft hoe het 
volgende fragment kan worden berekend. Zoals (CAR(CDR D ) het tweede ele­
ment is van lijst L, is (SARCSDR S)) het tweede element uit stream S, i.e. 
het tweede fragment uit zin S. (Hierbij laten we even in het midden hoe 
groot zo'n fragment is, d.w.z. hoeveel woorden tegelijk worden geprodu­
ceerd.) Het idee om increméntele productie op te vatten als een stream, werd 
uitgewerkt door Rod McGuire [1978] voor de generator van het programma PAM 
2
. Aan het begin van het zinsproductieproces bevindt zich in het werkgeheu-
gen een cd (conceptual dependency structure), die de betekenis weergeeft van 
de zin, die uiteindelijk moet worden geproduceerd. In het voorbeeld van de 
lijst natuurlijke getallen is er een functie nodig, die door de lijst SDR't 
2
 PAM hoort nu tot de historie van de Yale-Productions, en McGuire's werk is 
wat dit betreft niet voortgezet. Zijn programma is niet erg leesbaar 
geschreven. daarom heb ik de voorbeelden wat omgewerkt, maar het idee is 
interessant genoeg om hier te behandelen. 
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(de functie ·ΕΝΖ moet geactiveerd worden). Zo'η functie і з hier natuurlijk 
ook nodig on de generator te activeren ' . Laten we eens kijken naar de 
strean BAKKEN die een zin met het werkwoord "bakken" oplevert ' , 
BAKKEN = ((SUBJ (PATH ACTOR))(»ENZ (VERB-GROUP bak j ) ) 
Zoals deze representatie suggereert, wordt het eerste elanent vai de strean 
BAKKEN gebruikt on een subject te produceren en het tweede elanent zal verd­
er gaan met het construeren van een werkwoordsgroep. In het voorbeeld "Ton-
nie bakt een cake", ontstaan achtereenvolgens uit de strean de volgende 
el an enten: 
(SAR BAKKEN) -> Tonnie 
(SDR BAKKEN) -> ((V bak )(»ENZ (OBJ PATH BAKSEL))) 
(SAR (SDR BAKKEN)) -> bakt 
e tc . 
In McGuire's programa wordt er van uitgegaan dat de hele cd aanwezig i s op 
het manent dat de generator begint met het produceren van een zin. De gen­
erator zoekt als het ware een zodanige weg door de cd, dat de substructuren 
in de syntactisch juis te volgorde worden afgewerkt. Zo bekeken l i jk t het op 
een Sinnons en Slocun generator [1972], geïmplanenteerd met behulp van 
streans. Het i s dus weliswaar een generator, die stuksgewijs en van links 
naar rechts produceert, maar het i s geen incranentele productie in de zin 
van PG. Kenmerkend voor increméntele productie i s daar nanelijk dat de zin 
wordt geproduceerd tijdens veranderende conceptuele invoer. Bij McGuire's 
generator worden streans gebruikt cmdat ze een implementatie vormen van een 
virtuele l i j s t . De grondliggende gedachte i s daarbij dat een zin steeds kan 
worden voortgezet. De te verwoorden cd l i g t al geheel en al klaar. Hij 
maakte gebruik van een 'menoryless stream'. Dat wil zeggen: tweenaal door 
zo'n strean SDR-en levert in beide gevallen het zelfde resul taat . Cat geldt 
ook in het voorbeeld van de stream (NG 0) van natuurlijke getallen: bij de 
tweede keer SDR-en kant er weer dezelfde r i j getallen te voorschijn. Er i s 
nu een simpele uitbreiding naar incranentele productie mogelijk. Bij PG 
stopt de generator als de conceptuele informatie i s uitgeput of als de over-
blijvende informatie niet gramiaticaal i s in te passen. De generator wordt 
opnieuw gestart a ls er een nieuw conceptueel fragment arriveert , Hoe zou dat 1
 Buiten de context van zinsgeneratie wordt de functie *ENZ -verwarrende 
coincidentie- technisch aangeduid als 'generator' van de strean. 
Die strean komt natuurlijk niet ui t de lucht vallen, maar voor het voor-
beeld is het niet van belang waar de strean vandaan komt. (McGuire's 
prograjma maakt gebruik van een discriminatienet. en de elanenten van de 
strean ontstaan door zgn. procedural attachment.) 
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gaan bi j de generator op basis van streans? Deze generator SDR't door de 
stream en houdt op als de strean leeg i s . Dat is bijvoorbeeld het geval als 
het BAKSEL voor (OBJ (PATH BAKSEL)) niet bekend i s : de SAR van het 
bijbehorend element zal dan leeg zijn. Om een nieuw conceptueel fragment te 
verwoorden, wordt de generator opnieuw gestart , en deze gebruikt het 
stream-elanent opnieuw. Is er op dat moment wel een BAKSEL, dan kan dat 
alsnog worden geproduceerd. Er is dan als het ware een punt aan de agenda 
toegevoegd, dat nog moet worden besproken. Laten we aannemen dat bij het 
eerste fragjnent de zin is gekomen tot "Tonnie bakt"; de cake ontbreekt dus 
nog. De stream i s dan ZOVER: 
ZOVER = ((OBJ (PATH BAKSEL))(»ENZ NIL))) ' (SAR ZOVER) -> NIL 
even la te r , als de cd i s veranderd (BAKSEL is ingevuld), néant de generator 
nogmaals de SAR: 
ZOVER = ((OBJ (PATH BAKSEL))(«ENZ NIL))) 
(SAR ZOVER) -> een cake 
5.2. Coroutines 
Als een volgend elanent ui t de strean wordt opgevraagd, kan men d i t ook 
opvatten d s het uitvoeren van een procedure die dat element oplevert. Het 
aardige daarbij i s , dat d i t nieuwe element zelf de procedure bevat, waarmee 
het volgende element kan worden berekend. Z6 beschouwd i s de SDR van de 
strean dus zelf weer een procedure die kan vrorden uitgevoerd. De strean kan 
aan een variabele worden toegekend, zoals hierboven gedaan werd bi j de vari-
abele ZOVER. De toestand van het proces wordt dan als het ware bevroren, en 
waar nodig kan de strean tijdens het uitvoeren van het programna weer aan 
het werk gezet worden. Of, om een andere metafoor te gebruiken: nadat de 
zitt ing was geschorst, wordt de agenda gewoon verder afgewerkt. 
Dit mechamane is nog met zo lang bekend in de historie van progranmeer-
talen. Een taal als ALGOL is z6 ontworpen dat de procedures dezelfde nest-
ing vertonen als de tekst waarin ze beschreven staan. Als in de tekst een 
' Als de functie OBJ neveneffecten kan veroorzaken dan kan de stream ie ts 
van zijn verleden bewaren. Daardoor ontstaat er op beperkte schaal de 
mogelijkheid om nevenschikkingen te produceren Bij de derde keer draaien 
zou er dan uit kunnen komen " . . . en een appeltaart". Merk overigens op 
dat met di t mechamsne niet al le transitieve werkwoorden plotseling 
'middle verbs' worden, omdat de transitieve en intransitieve vorm 
ontsta&n u i t verschillende lemna's. 
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procedure KNECHT i s beschreven binnen de tekst van procedure BAAS, zal 
KNECHT ook worden uitgevoerd binnen BAAS. Daar kleeft echter een nadeel 
aan: BAAS kan niet interacteren met KNECHT; deze i s inners alweer verdwenen 
tegen de t i jd dat BAAS de besturing terugkrijgt zodat alleen het resultaat 
van KNECHT's actie kan worden bekeken. (De laats t geactiveerde procedure 
houdt het eerst op te bestaan.) Bij streams hebben we gezien dat de pro-
cedure na afloop van de aanroep kan blijven bestaan *. We kunnen een stream 
als het ware opvatten als een KNECHT die b l i j f t bestaan nadat hij klaar i s 
met zijn werk ' , anders dan gewoonlijk bi j het uitvoeren van procedures. 
Eèn BAAS kan beschikken over verschillende KNECHTen door een aantal streans 
in het leven te roepen. De BAAS kan het proces als geheel van bovenaf 
bepalen door de KNECHTen cm de beurt aan het werk te zetten. Men kan zich 
ook voorstellen dat de KNECHTen elkaar onderling te hulp kunnen roepen, 
waarbij de ene knecht de andere aan het werk zet. In de procedurehiërarchie 
bevinden de KNECHTen zich op gelijk nivo: daarom worden ze coroutines 
genoemd. Hieronder staan twee verschillende configuraties waarbij coroutines 
worden gebruikt. Bij een centrale beheersing van het proces zijn er wel-
iswaar coroutines, maar de procedure BAAS bepaalt de volgorde van de 
werkzaanheden. In de traditionele (ALGOL) procedurehlfcrarchie gaat een ber-
icht a l t i jd van BAAS naar KNECHT en weer terug. Dat is niet nodig bij 
decentrale uitvoering van de procedures. Bij een decentrale uitvoering kan 
de besturing door de coroutines zelf worden geregeld, zonder tussenkomst van 
de BAAS. 
1 3 Centrale uitvoering. 
<— +====+ — > BAAS bepaald de volgorde 
! IBAAS! ! waarin de KNECHTen hun 
I —>— +====+ — < - - , \ werk doen. 
ÎKNËCHTÏI !KNËCHT2Î 
=+ 
ι 3 
— < — +====+ — < Decentrale uitvoering. 
¡BAAS! ! de KNECHTen bepalen de 
ÎKNÊCHTTÎ — > ІкйЁснтгІ 
ι volgorde van d  werk-
! zaanheaen. 
Dit kamt overeen met het begrip 'class' bij SIMULA. 
' Vandaar dat een strean overeenkomt met wat Dahl [Dahl et al., 1972] 'sem-
icoroutine' noemt. 
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De pijlen in bovenstaande figuren kan men opvatten als indicatie voor de 
volgorde waarin de routines elkaar aan het werk zetten. Aangezien de 
coroutines onderling informatie uitwisselen kan men ae pijlen ook zien als 
de weg waarlangs berichten worden gestuurd van de ene procedure naar de an-
dere. In de eerste figuur stuurt BIUVS een bericht naar KIJECHT1, en deze stu-
urt een bericht naar hem terug. In de tweede figuur gaat er een bericht 
naar KNECHT"!, deze stuurt een bericht naar KNECHT2 en zo verder. Het 
metaforisch taalgebruik van zoBven is verheven tot programmeertaal o.a. in 
PLASMA [Hewitt, 1976] · . Men spreekt in dat verband wel van "control struc-
tures, viewed as a society of actors sending messages". 
Ter afsluiting van deze paragraaf en ter voorbereiding op de volgende 
paragrafen wil ik nog het volgende voorbeeld geven. Stel we hebben de vol-
gende functies: 
(DEF BOVENBAAS ( . . . ) 
. . . (BAAS . . . ) . . . ) (DEF BAAS ( . . . ) (KNECHT . . . ) ) (DEF KNECHT ( . . . ) 
Als BOVENBAAS wordt uitgevoerd roept deze BAAS aan en deze dan op zijn beurt 
KNECHT. Als KNECHT klaar i s , heeft BAAS mets anders meer te doen dan het 
resultaat van KNECHT doorgeven aan BOVENBAAS. BAAS zou hiervoor dus over-
geslagen kunnen worden, oftewel de toestandsinformatie van BAAS kan al wor-
den verwijderd voordat de procedure KNECHT wordt uitgevoerd ' . In de termi-
nologie van berichten sturen: BOVENBAAS stuurt BAAS een bericht, deze stuurt 
KNECHT een bericht, maar deze laatste kan zijn post rechtstreeks bij BOVEN-
BAAS afleveren zonder tussenkomst vai BAAS. (In klassieke prograimeertermi-
nologie: de 'GOTO'-constructie kan worden opgevat als een speciaal geval van 
een procedure-aanroep.) 
" Er kan worden aangetoond [Steele, 1976] dat het formalisme u i t de volgende 
paragrafen equivalent is met het mechanisme van PLASMA. 
Sterker nog, al le informatie (zoals het terugkeerpunt van BAAS) hoeft niet 
eens opgeslagen te worden. 
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5.3. Syntactic functions and categories as coroutines 
" In [Kempen & ttoenkanp, 1982] and at various other places i t was no-
ticed that syntactic fmctions and syntactic categories alternate in a syn-
tact ic tree. In the current report th is idea i s heavily exploited by 
describing the related processes as coroutines. Other active processes are 
being created as instantiations of lexical entr ies . There are a few differ-
ences with procedural gramar; in the Implementation no control stack i s im-
plied, and variables are no longer fluid. The gist of this report is to 
describe in a procedural way what i s usually described as data-structures. 
Below a possible deep- and surface-structure i s given for the Dutch sentence 
"Jan wil een appel eten" (John wants to eat an apple). 
/ -
sybj 
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I NPH^ad 
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Ь 
> 
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A¿t 
\ 
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¿ ==: 
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1 
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S \ 
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det nphead 
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The sane sort of diagrans could be used to describe the flow of control in a 
computer progran. In this case the nodes would represent procedures, and the 
arcs would represent the procedure call-hierarchy. This i s exactly what hap­
pens in PC. When in PG a sentence i s produced the procedures cal l each other 
in a manner vfiich is described by the deep structure diagran of the sen­
tence. 
Procedural Graimar (PG) diverges fron Transformational Graimar (TG), in 
that graimatical ent i t ies like 'verb' and 'subject' are supposed to be pro­
cedures, nanely procedures that build constituents. The procedure 'Obj' for 
exanple builds a syntactic object. As a paraneter i t receives a meaning 
representation to express. One of the tasks of a syntactic function is to 
lexicalisé this paraneter. Suppose "APPLE* refers to an apple, then the call 
(Obj «APPLE») 
would cal l other procedures to construct the nom phrase "an apple" (or 
Deze paragraaf i s een ingekorte versie van intern rapport [Hoenkanp 4 
Ferguson, 1981]. 
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"einen Apfel" in German, obeying the right case). A distinction i s made 
betveen syntactic functions and syntactic categories. The syntactic function 
of a group of words can only be determined in the context of a sentence. 
E.g. the wordgroup "an apple" can be used as a subject or as an object; 
therefore 'subject' and 'object' are called syntactic functions. No sen-
tence i s needed to see that "the house" forms a noun-phrase (NP). NP and 
other nanes like S (sentence) are therefore referred to as syntactic 
categories. In the PG progran, the procedural correlates of these notions 
are called functional procedure (fproc) and categorial procedure (cproc). 
As these procedures run, they build an explicit data-structure which 
corresponds to the surface structure of the sentence. So, where there used 
to be tvro explicit data-structures (in TG) , there i s now one. Deep struc-
ture s t i l l exists , but only implicitly as a representation of the ca l l -
hierarchy. 
In most prograiming languages the return-hierarchy i s the reverse of the 
call-hierarchy, but there i s no inherent reason for t h i s . If explici t con-
tinuations are used the only constraint lef t i s that a routine returns i t s 
value to sane routine higher up. This new return-hierarchy would look l ike 
the surface tree produced by PG, so we are on our way. 
In the SCHEME implanentation we made for a anali part of PG the deep 
structure of the sentence being produced describes the way in which routines 
spawn each other, while the surface structixe indicates where values (con-
stituents) will be sent. To th is end we adopted a programing style dif-
ferent frcm normal LISP-usage, called the continuation passing style. In so 
doing we have done away with every global data-structure at a l l . Vfe will 
have succeeded i f the constraints on what information i s available to 
subroutines permit the generality of the original graimar to be maintained. 
We have called the granmar unplenented in this way EMPG, for 'Even More Pro-
cedural Graimar'. 
5.4. Syntactic procedures as coroutines 
In procedural grammar, the syntactic procedures call each other in the 
elanentary way, i . e . in the exanple above, S ca l l s three procudures: Subj, V 
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and Obj; Subj cal ls NP, etc. Functional procedures (fprocs) and categorial 
procedures (cprocs) alternate. Wiat will be accanpQ.ished In this report Is 
to eliminate the exact order of ca l l s , retaining the alternation. 
5.U.I. An example of coroutines: READER and WRITER 
To make th i s report somewhat more accessable for the non-special i s t , we 
will s tar t with an example of a reader and a writer as coroutines. One can 
think of a procedire that reads characters from a terminal, takes sane ac­
tion and sends a result to another routine to be printed out. There i s no a 
priori reason vhy READER should be the main routine calling WRITER as a 
subroutine or vice versa. So we will implanent than as coroutines. For rea­
sons explained later in more deta i l , we have chosen SCHEME (a dialect of 
LISP) as our Impl enen t a t ion tool. The code below reads as follows " : The 
process READER s i t s in an i n i t i a l state in t i l a character canes by. This 
character i s read, and then READER takes action depending on the character 
Just read. If such-and-such-is-true i t can go to another s tate and read a 
new character. Otherwise i t sends the character to an anonymous process. 
(def READER (anonymous) 
J i i t ia l-reader-state [\(char anonymous) ( i f (such-and-such-is-true) (another-reader-state tread) anonymous) , . . , (anonymous char (\(c)(init ial-reaaer-state (read) c) ] 
another-reader-state 
Luchar anonymous) 
h r
 ::: ι 
(init ial-reader-state (read) anon^nous) )) 
An analogous WRITER would have the following contours: 
(def WRITER (anonymous) ( b Ä i l\(c t ia l -wri ter-s ta te (char anonymous) 
*
l f : · : ] 
(anonjmous Ini t ial-writer-state) )) 
As a result of the lexical scoping, a l l that the READER can operate upon i s 
visible within i t s block. The argunent i s the anonymous only the programner 
knows the identity of. To s ta r t the coroutines, simply evaluate (WRITER 
READER). As can be seen fron the code, the anonymous in WRITER now is 
The character \ i s a shorthand for "lambda". For a an idea of how to 
read the SCHEME code, refer to appendix B, which gives the code for the 
'reader' both in SCHEME and in ÄLGOL-б (which has more syntactic 
sugar). 
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READEF. So READER i s sent the i n i t i a l s tate of WRITER. The READER begins in 
i t s i n i t i a l state to read a character, using WRITER as the continuation. 
5.4.2. More coroutines: fprocs and cprocs 
Just as the READER and WRITER of the last subsection made a read-write 
cycle, the aim for this generator is to get at an fproc-cproc cycle, to be 
started with something l ike (FPROC CPROC). Now l e t ' s see how th i s leads to 
code. Suppose we want a process SUBJ that can express a given meaning 
representation as a subject. This SUBJ then is an fproc that lexicalizes a 
cd ' cd ' , under syntactic constraint 'syn'. At this point, we don't want to 
worry about what ' lexical ize ' produces and so the result will be sent to an 
anonymous. 
(def SUBJ (cd syn anonymous) (lexicalize cd syn 
"(anonymous . . . 'subject . . . 
The atom 'subject' i s passed along because at sane point during generation, 
the case of a constituent may be needed. 
The lexicalizer finds a launa (lexical entry), and turns i t into a pro­
cedure. The leoma and procedure will be passed to the as yet anonymous 
coroutine. As a l l fprocs behave similarly, their nane can be given as a 
paraneter. This results m the following code: 
(def fproc (fproc-name cu syn anonymous) (lexicalize cd syn (\(proc lemma) (anonymous proc lema 
..Τ )))) 
The only thing fproc does is lexicalize, have the result of this process 
continue at anonymous, and eventually return at fproc. The coroutine cproc 
is sonewhat more complicated because categories behave in various ways, 
governed by the locality principle and word order rules. The different ca­
tegories are represented by different states that cproc can be in. Cproc 
dispatches so to speak to the category. A first approximation therefore is 
the following: 
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(def cproc (anonymous) (block 
Ч::> -s ι 
l
- . :
N P ] ) ) ) 
During sentence generation the categories must catch the result of more than 
one process, e.g. in the exanple of the introduction S was sent the results 
of Subj, Vfin and Obj. The process S builds a group of words by ordering 
these results . In the following code, S has a helper continue-S, who does 
some of the work. I t incorporates the new information 'new-words' and asks 
for 'more-words', if indeed there i s new conceptual information to be ex­
pressed . 
(def cproc (anonymous) (block 4\(...) 
( . . . 'S 
'(continue-S . . . ] 
cpntinue-S [\ (new-words more-words . . . ) ( i f new-vrords (more-words 
' '(continue-S . . . (order-words 'S new-words . . . ) (go-here-if-nothing-new . . . 
We have not yet answered the question of how cproc dispatches on the dif­
ferent categories. Right now i t is only a switchboard without plugs and ca­
bles. In the "reader and writer" exanple, the actual interaction of the 
coroutines depended upon the outside world, i . e . on what characters READER 
received. For the generator one parameter that determines i t s behaviour is 
obviously the cd i t i s sent. Inspection of a cd i s more complicated then 
inspecting a character, even so much more, that a specialist i s needed to do 
t h i s : the lexicalizer. The lexicalizer comes up with a lanma, which is a 
coroutine that knows, so to say, how to plug in the cables into the switch­
board . 
5.4.3. The lenma 
The first thing fproc has to do is to lexicalize the cd it receives. The 
lexicalizer should come up with the best lenma appropriate to the situation 
at hand. What determines the word to be chosen? One obvious determinant is 
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the message that has to be conveyed, which i s represented by the cd. Furth­
ermore, a word can play only a limited nunber of syntactic roles. So even if 
the word meets the sanantic constraints, i t may not be syntactically possi­
ble. I t sometimes happens that the generator paints i t se l f into a corner, 
where something is left to say, but where syntax prohibits an expression to 
be used. This syntactic constraint or environnent i s given as a paraneter 
to fproc and passed on to Uexicalize' " (see the definition of fproc in 
the las t section). To find the right lanma, a matcher i s used '*. As a 
consequence, the lenma should be a data-structure. On the other hand the 
lanna, once i t is found, must cane to l i f e to establish the connections 
between fprocs and cprocs. Therefore i t has two divisions, a data-structure 
and a procedural part. One of the functions that will be met in the pro­
cedural part i s a function naned ' tproc' (terminal procedure). This func­
tion is used to apply the right morphological rules once a wordstetn has been 
found. Let us s tar t with a simple exanple. Suppose a reference to person 
•JOHN* whose name i s "John" has to be lexicalized. Therefore a lenma must 
be found that matches this cd •JOHN*. Second, as names are expressed as noun 
phrases, there i s a syntactic restriction for the matching process to meet. 
Both restricions are defined in the lamia shown below 1 *. The 'body' 
describes how the nomphrase will be bui l t . 
(iVf-larana 
mantles 
Vnta 
body (express-noun (\ (с) (c (tproc 'Np-head '-John-) terminator))) 
express-noun) 
The body of a laima for a verb i s more interesting, because in addition to 
the verb, other constituents have to be produced, such as the subject. Sup­
pose the sentence "John eats an apple" i s represented as "(ingest (actor 
•JOHN*) (object *APPLE·))." Let us further use a question-mark to tag the 
variables to be bound by the matcher. A representation of the act of eating 
could then be".(ingest (actor ?eater) (object Tmunchee))." The definition of 
о . . , = . . „ ^ («JOHN») 
svnt x (Np) 
"
Í J
-- (block 
This i s one of the things not implanented in PC. 
We will not talk about the matcher in this report. We f i rs t wrote i t in 
SCHEME, but this slowed down the progran to an unacceptable ra te . We de-
cided that the matcher was not an interesting part o r the program, and 
so i t was rewritten in plain LISP. 
The semantics field in the larma makes the connection between the part ic-
ular meaning representation that is used, and the lexicon. The matcher 
then must be able to handle the syntax of the representation language 
accordingly. 
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(def-lema 
semantics (ingest (actor ?eater) (object Tmunchee)) 
the lemma for 'to eat' in the program is ^^ 
C-1& 
lia : 
syntax 
body (block 
exp-subject 
(\ (c) (c (fproc 'Subj eater '(Np)) exp-verb)) 
extbverb 
4 \ (c) (c (tproc 'VFfin '-eat-) exp-object)) 
exp-object 
(\ cc) (c (fproc 'Obj munchee '(Np)) continuation)) ) 
(\ (c) (default-dest exp-subject c] 
After the matcher has bound 'eater' and 'munchee', the block will be closed 
so that these variables can be referred to. What we have not yet explained 
is how the effect of a raising operation in TG is coded as a continuation in 
EHPG. In TG, transformations always move subtrees to nodes higher up in a 
tree. The way this is accomplished in EMPG is passing a continuation that 
refers to a process higher up in the call hierarchy. If this continuation is 
not given, the lenma uses a default destination. This is the 'default-dest' 
shown in the lemma for "eat". In the lemma definition there is a field for 
such information (not mentioned in the code above): 
defaults (?default-dest 
(\ (start-here go-there)(start-here go-there))) 
which was used in the last line of the body: 
(\ (c) (default-dest exp-subj c)) 
In the introduction the sentence "Jan wil een appel eten" (John wants to eat 
an apple) had a surface structure where the the object was raised ' · . To 
this end the body of the leona for "willen" contains a raising-condition: 
(\ (c) Tc (fproc Object thing_wanted 
(if (equal subject ?3ubject) 
(\ (start-here go-there) (start-here c)) 
(\ (start-here go-there) (start-here go-there))) 
In this definition the variable 'c' is passed as the continuation for a 
lower process if the subjects of matrix and complanent sentences are identi-
cal. If the condition is met, constituents in the complement continue at the 
matrix level, which works like a raising operation in TG. 
left out here is the fproc parameter 'anonymous'. 
that is why we took the Dutch exanple, the English "to want" does not 
follow a raising transformation. 
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5.5. An example 
This section wi l l show an exanple of how the processes cooperate to pro­
duce "John eats an apple". To give an impression of the actual function-
c a l l s for the conceptual input 
( ingest (actor »JOHN») (object »APPLE»)) 
the f i r s t l i n e s of the a function-call trace are reproduced here. 
ENTERING BODY OF 'FPROC' WITH ARGUMENTS (FPROC-NAME CD SYN) 
FPROC-NAME = TOP „ „ 
CD = (INGEST (ACTOR »JOHN») (OBJECT »APPLE»)) 
SYN = (S) 
ENTERING TODY OF 'LEXICALIZE' WITH ARGUMENTS (CD SYN-PAT C) 
: CD = (INGEST (ACTOR »JOHN») (OBJECT »APPLE»)) 
: SYN-PAT = (S) 
С = C^URE 
ROC PROC LEMMA 
( \ (WORD-BLOCK) (FPROC-ANSWER (CONS FPROC-NAME WORD-BLOCK)))) 
ENTERING TODY OF 'CPROC' WITH ARGUMENTS (PROCNAME LEMA CONTINUATION) 
PROCNAME = S 
LE- - ' · ^ЕИМА = CLOSURE OF (DEST С EXP-SUBJECT) 
CONTINUATION = CLOSURE OF (FPROC-ANSWER (CONS FPROC-NAME WORD-BLOCK)) 
ENTERING TODY OF ' S ' WITH ARGUMENTS (LEMMA CONT) £ D E S T c Exp.suB^T) 
•PROC-ANSWER (CONS FPROC-NAME WORD-BLOCK)) 
ENTERING TODY OF 'EXP-SUBJECT' WITH ARGUMENTS ( C ) 
: С = CLOSURE OF (CONT-S WORD-BLOCK С ( L I S T (QUOTE S ) ) CONT) 
( A 
: LEMMA = CLOSURE OF (DEST С EXP-SUBJECT) 
: CONT = CLOSURE OF (F  F  
ENTERING TODY OF 'FPROC' WITH ARGUMENTS (FPROC-NAME CD SYN) 
FPROC-NAME = SUBJ 
CD = (»JOHN») 
SYN = (NP) 
Ë N T Ë R Î N G ~ T O D Y ~ 5 F 'LEXICALIZE' WITH ARGUMENTS (CD SYN-PAT C) 
CD = (»JOHN») 
SYN-PAT = (NP) 
С = CLOSURE OF (CPROC PROC LEMMA 
( \ (WORD-BLOCK) (FPROC-ANSWER _ _ 
CONS FPROC-NAME WORD-BLOCK)))) 
ENTERING BODY OF 'CPROC' WITH ARGUMENTS (PROCNAME LEMMA CONTINUATION) 
PROCNAME = NP 
LEMMA = BODY OF 'EXP-NOUN ' 
CONTINUATION = CLOSURE OF (FPROC-ANSWER (CONS FPROC-NAME WORD-BLOCK)) 
ËOTËRÏNG~TODY~ÖF 'NP' WITH ARGUMENTS (LEMMA CONT) 
: LEMMA = BODY OF 'EXP-NOUN' 
: CONT = CLOSURE OF (FPROC-ANSWER (CONS FPROC-NAME WORD-BLOCK)) 
ENTERING BODY OF 'EXP-NOUN' WITH ARGUMENTS ( C ) 
: С = CLOSURE OF (CONT-NP WORD-BLOCK С ( L I S T (QUOTE N P ) ) CONT) 
E Ñ T Í R Í Ñ G " B O D Y " 5 F 'TPROC' WITH ARGUMENTS (TPROC-NAME MORPH) 
: TPROC-NAME = NP-HEAD 
: MORPH = -JOHN-
ENTERING BODY OF 'CONT-NP' 
WITH,ARGUMENTS (NEW-WORD MORE-WORDS WORD-BLOCK NEXT) 
: NEW-WORD = (NP-HEAD -JOHN-) 
: MORE-WORDS = CLOSURE OF (C NIL ERROR) 
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: WORD-BLOCK = (NP) 
: NEXT = CLOSURE OF (FPROC-ANSWER (CONS FPROC-NAME WORD-BLOCK)) 
ËNTËRÏNGBÖDY'ÖF 'ORDER-WORDS' 
WITH ARGUMENTS (CPROC-TYPE NEW-WC«DS OLD-WORDS) 
^"(tìf-HEAD -JOHN-) 
= In" OLD-WORES = (NP) 
EÑTÍRÍÑG"BODY~S 'СОИТ-МР1 
WITH ARGUMENTS (NEW-WORD MORE-WORDS WORD-BLOCK NEXT) 
NEW-WORD = NIL 
MORE-WORDS = ERROR 
WORD-BLOCK = (NP (NP-HEAD -JOHN-)) 
NEXT = CLOSURE OF (FPROC-ANSWER (CONS FPROC-NAME WORD-BLOCK)) 
ENTERING TODY OF 'CONT-S' WITH ARGUMENTS (NEW-WORD MORE-WORDS WORD-BLOCK NEXT) 
NEW-WORD = (SUBJ NP (NP-HEAD -JOHN-)) 
MORE-WORDS = BODY OF 'EXP-VERB' ' 
WORD-BLOCK = J S ) 
NEXT = CLOSURE 01 OF (FPROC-ANSWER (CONS FPROC-NAME WORD-BLOCK)) 
ENTERING BODY OF lEXP^VERB^WITH ARGUMENTS ( C ) 
B o § I ¿ (QUOTE S ) NEW-WORD WORD-BLOCK) NEXT) С = CLOSURE OF (CONT-S Щ ^ В § _ С 
ENTERING BODY CF TPROC' WITH ARGWENTS (TPROC-NAME MORPH) 
1 М - № - т м 
E N T Í R Í Í Í G ~ B O D Y O F ' O R D E R - W O R D S ' W I T H A R G U M E N T S ( C P R O C - T Y P E N E W - W O R D S O L D - W O R D S ) 
"";CC-TYPE -J-WORDS : (SUBJ NP (NP-HEAD -JOHN-)) 
МКЖЕБ = (S" CLD-WORœ  (S) 
The trace for the whole sentence i s a couple o f pages long, and therefore 
the following pictor ia l representation serves to smmarize the process in a 
few "freezes". 
1) fproc 'F' l ex i ca l i ze s 
+==:==·)- 1 +====+ +=====+ and a launa i s instant-
¡ ρ ¡ > ¡ LI ¡ ! С ! iated as LI for "eat". 
+:====+ +=:==+ +=====+ 
3 2) LI sends a message to 
+=====+ 4 +====+ < +=====+ cproc 'C' to s tart a 
¡ ρ ! < I LI ! ! С ! „ sentence. 
+=rz=z+ +====+ > +===z=+ 3) С asks LI to continue. 
2 4) LI sends a message to F 
+=====+ +====+ +=====+ 5) F l e x i c a l i z e s L2 
! F ! ¡ L I ! ! С !
 £ λ for "John". 
+=:===+ +====+ +=====+ 6) L2 asks С to produce a 
! ! ! nounphrase. 
7 ! 7) С asks L2 to continue. 
> ¡ L2 ! ! 
+====+ — > 
6 
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9 8) L2 reports back that 
====+ +====+ < +s=zz=+ the NP i s complete, 
F ! ! LI ! ! С ! and С can order the 
====+ +====+ > +=i===+ words. L2 ceases to e x i s t . 
10 ! 9) continues at LI. 
10) LI asks С to produce 
+====+ 8 a verb. 
¡ L2 ! > 
12 +====+ +ir===+ 11) continues at LI 
' 12) LI - - • LI ¡ < ! С ! 12) LI asks F to produce an +====+ 11 +=====+ object. 
13) F l e x i c a l i z e s to find L3 
for "apple". 
15 ! 14) С has to produce the 
+====+ < — nounphrase. 
! L3 ! ¡ 15) С returns to L3 to check 
+====+ > i f there i s more say. 
14 
17 
+=====+ +===z+ < +=====+ 16) L3 reports back to С and 
¡ F ! ! LI ! ! С !
 s
 dies. С orders the NP. =+ +====+ > 4-=====+ 17) С a ks Lì fo  mor . 
18) Nothing left to say, s 
! can order the constituents 
! «fr- t-Viö е"ЛП+-оппл 1 A i r o l 
18 i  othi    so С 
16  at he sentence l e v e . 
L3 ! > LI d i e s , and so do С and F. 
The picture becones quite canplieated for a sentence l i k e "John wants Mary 
to eat an apple". All the information seems to be simmarizable in the deep-
and surface trees by labeling the arcs with nunbers. However, then i t i s not 
clear what processes are a l ive at a certain time. 
5.6. A brief look at SCHEME 
This section contains information that the a speaker of LISP should know 
about SCHEME, in order to understand the progran. SCHEME [Sussman & S t e e l e , 
1975] supports a l l the data-types and operations of LISP. In addition, i t i s 
fair enough to allow variables to refer to a l l these data-types. One way in 
which SCHEME di f fers from LISP i s the way in vhich i t evaluates expressions. 
For exanple the evaluation of 
(function argunent) 
i s done by applying the value o f 'function' to the value o f 'argunent'. The 
value of a function may be a function i t s e l f . In fact i t would be an \-ex-
- 129 
pression closed in the environment " . In LISP, functions are closed at the 
time of execution, in SCHEME at the time of definition. 
5.6.1. Vhy use SCHEME? 
SCHEME has quite a few constructs/conventions that might not be appreci-
ated by the novice progranmer. We will nevertheles sun up the advantages. 
continuation passing style. The advantages of th is style for EMPG have 
already been expressed. Procedures have an explicit return adress as par an e-
t e r , which has two advantages; there i s no longer a reason to use fluid 
( i . e . dynasically scoped) variables and no data structure i s needed to 
represent the surface structure. 
blocks. In the reader and writer exanple, the workings of READER could 
be coded without knowing the actual definition of WRITER. This is attractive 
fron a conceptual point of view. Everything that has to do with reading goes 
in the READER and can be inspected in i t s code. The sane holds for WRITER. 
closures. Closure i s implicitly used by the interpreter when a function 
i s applied. I t i s explicitly used in the program to instantiate 1 enrías. A 
launa defines a Vexpression that i s closed when the lexicalizer matches i t . 
The following code sunmarizes a lama that expresses some kind of change of 
location (denoted as ρtrans). 
<senantio-pattern> (ptrans (actor actor-slot) 
<syntàctio-pattern> 
<actioñs> (block (express-subject 
(c (fproc 'Subject actor-slot ' (NP) express-verb)) 
When the matcher binds actor-slot, the environnent changes accordingly. If 
thereafter the block i s evaluated i t i s closed in this environnent, and so 
actor-slot will refer to actor-slot in the cd that matched the lemna. 
label-functions. The use of a label-f unction makes i t possible to save 
the state of the process and resune i t by calling the label . One could for 
" A LISP function may of course return an S-expression which represents a 
function, but this is not the same as returning a function. 
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example assign a label when entering a constituent. While the definition of 
"constituent" is not at all clear, one can make sure that resmption takes 
place at the desired constituent boudary. 
Suppose one wants a mechanism that backtracks to the beginning of an NP. 
This is easy to implement: 
ÑP' (label np-lab (asn resume-at-boundary np-lab)) [Sdernna cont) 
After a suspension one simply evaluates 
(resune-at-boundary nil) 
to start again at the beginning of the NP that was the last one (about to 
be) formulated 
The second use for the label-function is to build a 'complaint department'. 
When errors are caught, the first thing to do then is to assign a label to 
the current state, then take action and restine. Suppose a cproc or fproc 
tries to lexicalize a pointer to a meaning representation. If the pointer 
leads nowhere, because that part of the cd has not yet been conceptualized, 
it could result in an "error". The error-handling can be implemented as a 
continuation to the complaint department. Resuning with a label-function 
would result in looping around till the necessary information becomes avail-
able. From the last paragraph it may be obvious one should resune with the 
label 'resLTie-at-boundary'. 
A third use of the label-function is to implement a multiprocessing environ-
ment (see the literature on SCHEME). The fprocs and cprocs can then be 
scheduled depending on wordorder. In the code as it stands, first the 
fprocs come up with a result, and the results (constituents) are ordered. 
One could reverse this, by first calculating the wordorder as far as possi-
ble, and then assigning priorities to processes. For example when a verb-
lemna is instantiated, the subject could get priority 1, the verb priority 2 
and the object priority 3. 
5.7. Concluding remarks 
The EMPG program does not implement all the PG program could do. The in-
cremental production for example, has not been worked out and hardly any at-
tempt has been made to program difficult constructions. Indeed, the authors 
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had some nocturnal discussions to find out what was actually accomplished in 
writing this program. The new progran looks like a more elegant descrip-
tion. This may be a matter of taste however, so we hope the following argu-
ments are more conciliating . 
Equal status of cproc and fproc. In the reader and writer example there was 
no reason why one procedure should be the main one calling the other one as 
a subroutine. The sane is true for cproc and fproc. By implementing them as 
coroutines they are treated as equal partners. That the procedures alter-
nate then follows as a natural restriction. 
Enough power. In PG seme phenomena were described that could also be formu-
lated by more traditional means such as TG. Introducing PG, however, made it 
possible to explain not only certain syntactic phenomena, but other phenome-
na -such as Incremental sentence production- as well. Although we did not 
explicitly implement all details of PG we are confident that we did not in-
crease its explanatory power. (That we retain at least the power of PG is 
obvious as all you can do in LISP can be done in SCHEME.) 
Declarative vs. procedural. Writing the progran proved that no explicit 
data-structures are needed in sentence generation. This in turn made us 
think of the continuing discussion between proceduralists and declari-
tivists. Although the discussion is derived from the question whether 
knowledge is data or procedures, it centers mainly on how much data, viz. 
how much procedures is incorporated in the progran. The PG program can be 
seen as a procedural description, that uses data such as a surface tree be-
ing built; it is difficult not to make the distinction here. In the EMPG 
program there is no mention of a data structure. One could therefore argue 
that EMPG is purely procedural. As a progran text, however, it can be seen 
as data (the only data) used by the SCHEME interpreter. The description 
therefore is more homogeneous, so much so, that both extreme standpoints in 
their pure form are demonstrated. 
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VI. SPONTAAN SPREKEN ALS TERUGGEKOPPELD PROCES 
In this chapter l, we will explore some minimum requirements for a sen­
tence generating program that claims psychological plausibility: to be able 
to exhibit the dysfluencies that characterize the spontaneous speaker. A 
monitor is used to compare what the speaker says, with what he intends to 
say. To this end a feedback loop is introduced which contains a parser. 
The process of sentence production involves content, form, and sound. As we 
have seen, conceptualizing was the selection of to-be-verbalιzed conceptual 
structures, coding these structures into linguistic units was dubbed formu­
lating, and the output of the latter process was handed over for overt arti­
culation. In a progran, one obviously has to pipeline the inputs and out­
puts of the processes. In previously existing prograns a conceptual struc­
ture was input into the generator and a complete sentence was to be produced 
in one go. I.e., conceptualizer and formulator worked sequentially. As will 
be shown in the next section, it is plausible that in h unan speech produc­
tion these processes run in parallel. Since the processes are mutually 
dependent in important respects a source of potential interference is intro­
duced. Actual speech is rather smooth, so the system obviously must be 
governed by a device that brings the conmunication between conceptualizer 
and formulator within certain limits. This device is called the monitor. 
6.1. Monitoring the formulation process 
Most people can allude to the sensation of starting a sentence without 
quite knowing what they intend to say or how to say it. Consequently, the 
formulator scmetunes makes grairmatical cormitments that may give rise to 
problems when a new conceptual input arrives. A monitor could be helpful at 
the conceptual level. Another source of interference is the order in which 
the conceptual structures are input in the formulator. One cannot a priori 
assune that words (or groups of words) are produced in this same order. 
Word-order obeys graimatical constraints that should not limit the order in 
which thoughts arrive. Clearly, the monitor is not only supervising the com-
1
 De Engelse tekst van dit hoofdstuk is een verkorte versie van [Hoenkanp, 
1980]. 
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mmicatiori, but also has to watch the end products of all the processes. 
Suppose the conceptual!zer delivers sane structure as Input to the formula-
tor (generator). The formulator will then begin producing an utterance that 
expresses the given meaning (close enough in the given circunstances). Half­
way through the sentence the conceptualizer comes up with a new structure. 
The formulator has to get this new information into the unfinished sentence, 
preferably in a granmatical way. To see what the program does in such si­
tuations, look at the following output (the exanples were taken from [Du-
Bois, 1974]): 
(a) I want to lease — or rather, sublease — an apartment. 
Îb) We drove 90 miles — well, 85 — all the way to Santa Fe. с) He hit Mary — that is, Bill did — with a frying pan. d) I really love — I mean, despise — getting up very early. 
During the formulation of a sentence, the conceptualizer increnents or 
amends a conceptual structure. In the program this is simulated by simply 
inputting a list of structures. Take for instance sentence (a). The first 
structure that is fed into the formulator indicates that sane kind of leas­
ing is involved, properly expressed with the verb "lease." After seme time 
the conceptualizer produces a structure that gives a more precise sketch of 
the action, nanely one where the verb "sublease" would be more appropriate. 
The monitor now recognizes that what was said already, differs only in 
nuance from the new structure. This diagnosis is signaled by the phrase "or 
rather". 
It should be noticed that even if conceptual structures have been output, no 
corrections are needed as long as these structures are not overtly formulat­
ed. But even in the case they are overtly communicated, a change in concep­
tual structure need not necessarily lead to a change in verbalization. 
Therefore, it would not suffice to compare the successive structures pro­
duced by the conceptualizer. Instead, the successive conceptual inputs must 
first be passed through the formulator; only then the monitor compares the 
next conceptual input with (the meaning of) the partial sentence so far con­
structed. This is where a feedback from the output is required. The imple­
mentation covers the monitor, the generator, and the parser. As said before, 
the conceptualizer is simulated. The next figure may help to clarify the 
mechanian. 
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С = Conceptualizer 
M = Monitor 
F = Formulator 
Ρ = Parser о < — 
А = Articulator I 
I s__! г L N ' ! д ! 
I" .>_0 A — > 
6.1.1. Implementation 
The moment one starts progratmiing a system for natural language process­
ing, it is necessary to choose a notation to represent the meanings underly­
ing a language utterance. The notation used in this implementation is akin 
to conceptual dependency. However, care is taken to separate the functions 
depending on this representation from the main control structures of the 
system. 
6.1.2. The formulator 
Two early ancestors of our formulator are transformational granmar and 
the ATN mechanism. Of primary concern for a psychologically interesting sys­
tem, however, is that people most of the time want to convey a aeaning (or 
content), not a form. To do this, a device is needed tnat transforms a 
meaning-representation into a linguistic form. Exanples of such devices are 
the generator of Sinmons and Slocum [1972] with semantic networks as input, 
and the one by Goldman [Schänk, Goldman, Rieger, 1975] based on conceptual 
dependency notation. More recently McDonald [1980] implemented a generator 
that can even be used for a diversity of meaning representations. There is a 
way in which these generators are a special case of the present formulator. 
Remember that the formulation (and overt utterance) of a sentence starts be-
fore a message has been completely worked out by the conceptualizer. As a 
result, one of the goals initially set for the generator was piecemeal (or 
incremental) production. More generally speaking, the aim of the theory was 
not to use it as part of a Q/A system but to describe a sophisticated model 
of hлап sentence production. This has some importance for the linguistics 
encoded m the actual implementation of the progran. The structural 
flexibility is given precedence over a large vocabulary. This has two conse-
- 135 -
quences. The program uses granmatical constructions that range over a fair 
anount of possibilities (e.g. virtually all interrogative constructions in 
Dutch). The vocabulary itself, on the other hand, is rather small. It con-
tains a few nouns representing animate and inanimate entities. Dutch verbs 
were partitioned into different groups of similarly behaving verbs. For each 
group one or two verbs were taken as representatives. In addition, enough 
function words were included to make sentence building possible. The psycho-
logical plausibility of the theory is reflected by the ability of the pro-
gram to translate a series of emulative meaning representations into a 
piecemeal production of the sentence. To do so, the progran keeps track of 
the syntactic restrictions posed by earlier parts of the utterance, while 
incorporating the new semantic information. The generator was written for 
Dutch, but a anali version for English was used to produce the given exam-
ples. 
6.1.3. The parser. 
The parser currently in the system, is a stripped down version of 
Riesbeck's ELI, details of which can be found in e.g. [Riesbeck, 1975]. A 
new parser is being developed at Yale, which is more in line with the par-
ticular model proposed. It resembles ELI in that it is strongly conceptually 
guided, and in that it parses a sentence word-by-word, left-to-right while 
building a meaning representation. The main difference is that it is less 
top-down l. 
Not only the parsing mechanism itself had to be scrutinized, also for the 
knowledge base it uses there are some Important observations. Speaker and 
listener do not access information in the same way, and they use a different 
world-model. In the program therefore the strategy is adopted that the 
speaker parses his own utterences in a knowledge model he expects to be 
available to the listener. This may explain what happened in example (c) of 
section 6.2. Using the speaker's knowledge base, the formulator decided to 
use a pronoun for Bill. The parser, using a model of the listener's 
knowledge base, does not find a referent. The monitor then concludes that 
reference-editing is necessary, which is signaled by using the phrase "that 
is". 
1
 I am very grateful to Larry Birnbaum (Yale-AI), for valuable conments, 
especially concerning implementation details. 
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6.1.4. The monitor 
At the tune of writing, the editing is done via a few simple tules that 
depend on the specific meaning representation used here. Hopefully a heuris-
tic will be found to diagnose the different kinds of editing in a more gen-
eral way. 
The phrases used during editing ("uh", "I mean", "that is") are more or less 
specific for the type of editing. (Try to use "well" for "I mean" m : "Sea 
shells, -I mean-, she sells sea shells...") The types of editing the program 
can handle are the corrections of the examples (a) through (d), and are 
classified as: (a) nuance editing, (b) claim editing, (c) reference editing, 
and (d) mistake editing. The last one is the default. Also the wrong phrase 
can make a sentence sound less graimiatical These phrases probably bypass the 
formulator (and in the progran are inserted by the monitor itself). That 
people do likewise is suggested by the observation that people speaking a 
foreign language, sometimes use an editing phrase appropriate to their na-
tive language. 
The programs run as separate LISP images under the UNIX operating system 
which supplies the pipes for communication. 
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6.2. Aspecten van de implementatie. 
Hieronder volgen enige inzichten die ontstonden tijdens het implementeren 
van het systeem. De verschillende onderdelen van het systeen zijn, zoals 
gezegd, gescheiden programna's die via het operating systeem UNIX comnuni-
ceren. De aanleiding voor een dergelijke Implementatie was de omvang van het 
progranna, die groter was dan de configuratie op het Psychologisch Laborato-
riun toeliet voor de beschikbare LISP-versie. (Op grotere AI-configuraties 
kan men bijna ongelimiteerd virtuele adresruimte opvragen). Een nadeel was 
dat extra software nodig was om de foutmeldingen van de verschillende onder-
delen op te kunnen vangen. Er bleken gelukkig ook voordelen van de 
gescheiden aanpak. Eén voordeel was dat ieder onderdeel apart uitgetest kon 
worden, zodat fouten in de werking van het geheel goed konden worden gelo-
caliseerd. Omdat elk onderdeel zijn taak geheel zelfstandig moest kunnen 
uitvoeren, moest het ook als zelfstandig progranma kunnen draaien. Daardoor 
kon een moeilijkheid met de parser bijvoorbeeld niet worden opgelost door 
aan de generator te sleutelen. In een geïntegreerd progranna kan ganak-
kelijk het ene onderdeel parasiteren op een ander onderdeel, zonder dat dit 
de progranmeur duidelijk wordt. (Denk aan het gezamenlijk gebruik van glo-
bale variabelen). Een tweede voordeel bleek de mogelijkheid om te experimen-
teren met het toekennen van prioriteiten; hierover dadelijk meer. 
6.2.1. Tijdstip van de correctie 
Het feedback-systeem is geïmplementeerd als drie verschillende 
prograrana's die op basis van timesharing worden uitgevoerd en met elkaar 
communiceren. Hierdoor krijgen de verschillende onderdelen (parser, genera-
tor en monitor) ieder een aandeel in de beschikbare capaciteit van het sys-
teem. Zonder speciale maatregelen zou die capaciteit gelijkelijk verdeeld 
worden over de processen. Echter, zoals gebruikelijk in een timesharingsys-
teem, kan men de verdeling wijzigen door aan de processen prioriteiten toe 
te kennen. Zo'η maatregel heeft een invloed op de werking van het systeem 
als geheel, een invloed die ik zal uitwerken voor de onderhavige monitor 
voor spontane spraak. Het zal blijken dat het denken in termen van processen 
met verschillende prioriteiten tot meer inzicht leidt omtrent de werking van 
het feedback-proces. 
Laten we eens kijken naar de volgende voorbeelden van referentie-montage *: 
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H i j — Piet bedoel i k — ging er naar toe om... 
H i j ging — Piet bedoel i k — er naar toe o n . . . 
H i j ging er — Piet bedoel i k — naar toe o n . . . 
?HiJ ging er naar — Piet bedoel ik — toe cm.. . 
H i j ging er naar toe — Piet bedoel i k — o n . . . 
Nadat de spreker het woord " h i j " heeft geproduceerd, gaat de parser aan de 
slag en speelt het resultaat door aan de monitor. De monitor ontdekt dan dat 
er sprake i s van een referentieprobleem en voegt de correct ie i n . Het 
b l i j k t nu dat de plaats van de correctie m de zin te relateren i s aan de 
p r i o r i t e i t van de parser. Naarmate de parser een kleiner aandeel k r i j g t in 
de systeemcapaciteit, zal h i j trager werken, en dus k r i j g t de monitor het 
resultaat la te r door ( d i t i s in overeensteimung met de zg. vertraagde detec-
t i e theone ) . Op deze wijze kan het verschil tussen de voorbeeldzinnen worden 
verklaard u i t de toekenning van verschillende p r i o r i t e i t e n . Daarvoor hoeft 
dus niets te worden veranderd aan de werking van de verschil lende onder-
delen, en ook de invoer naar de generator hoeft n ie t te worden gewijzigd. 
Sanenvattend: het globale invoer-uitvoer gedrag van het systeem, zoals 
bijvoorbeeld to t u i t i ng komt in de plaats van de aarzel ing, wordt in sterke 
mate bepaald door de wijze waarop de systeancapaciteit verdeeld i s over de 
verschil lende onderdelen. 
Er i s nog een andere manier waarop p r i o r i t e i t en een r o l spelen. Laat i k de 
communicatie tussen de verschil lende onderdelen van het feedback-systeem wat 
aanschouwelijker voorstel len, met als voorbeeld de wi jze waarop de parser 
z i j n informatie doorspeelt aan de monitor. Wat hierboven gebeurde komt dan 
neer op het volgende: de parser stopt z i j n berichten b i j de monitor m de 
'brievenbus', die dan van t i j d t o t t i j d z i j n post nak i j k t . De correct ie kan 
dan pas optreden s is de monitor z i j n lopende ac t i v i t e i t en heeft afgehandeld. 
Hoe snel dat gebeurt, hangt o.a. af van de p r i o r i t e i t die de monitor heeft 
in het systeem. Een andere manier om een bericht door te geven, i s de 
parser te laten 'aanbel len' . In machinetermen: de parser veroorzaakt een i n -
te r rup t . Het systeem kan nu a l l e beschikbare capaci te i t toekennen aan het 
afwerken van die in ter rupt . De monitor staakt de lopende ac t i v i t e i t en en 
reageert op het bericht van de parser. Maar in het alganeen kunnen er meer 
processen z i j n die interrupts veroorzaken en daarom moeten er ook p r i o r i -
te i ten vastgesteld worden voor de volgorde waarin deze interrupts worden af -
' Ik heb het woord ' ed i t i ng ' van DuBois vervangen door het f i l jnbegrip 'mon-
tage' . De analogie bestaat h ie r in dat montage gebruikt kan worden om 1) 
een verbetering aan te brengen, en 2) een speciaal e f fec t te 
veroorza ken. Dit laatste v indt men bijvoorbeeld in "Het kraakpand werd 
met stevige aandrang, zeg maar gerust met geweld, ont ru imd. . . " 
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gehandeld. Kortom, er zijn twee vormen van prioriteit die de plaats van de 
correctie beïnvloeden. De ene verdeelt de capaciteit van het systeean over 
lopende progranma's, de andere bepaalt de volgorde in de afhandeling van in-
terrupts. Als de processen parallel lopen en geen timesharing wordt toe-
gepast, blijft de tweede vorm van interrupt een rol spelen. Deze verklaart 
dan de plaats van de correctie in het geval de verwerkingssnelheid van de 
parser niet afhangt van de verrichtingen van de generator. Het blijkt (zie 
bijvoorbeeld Levelt [1983]) dat de kans op het herkennen van een fout 
toeneemt aan het eind van woordgroepen. De laatst gegeven verklaring van de 
plaats van de correctie houdt dus in dat de parser werkt met eenheden die 
groter zijn dan een woord. 
In deze paragraaf werd aangegeven hoe het tijdstip (de plaats in de zin) van 
de correctie werd beïnvloed door de verdeling van capaciteit over de ver-
schillende onderdelen van het feedback-systeem. Dit is wat de diverse typen 
van montage met elkaar gemeen hebben. In welk opzicht ze van elkaar ver-
schillen is het onderwerp van de volgende paragrafen. 
6.3. Verschillende typen van montage 
Op het moment van de correctie worden door de monitor twee beteke-
nisstructuren vergeleken. De ene is een representatie van de zin voor zover 
deze inderdaad is uitgesproken: de actuele inhoud. De andere is een 
representatie van hetgeen de spreker op dat ogenblik zou willen zeggen: de 
bedoelde inhoud. Het gaat dus niet om het vergelijken van wat de spreker wil 
zeggen aan het begin van de zin, en de verwoording die de generator kiest. 
Aan de basis van increméntele productie ligt het feit dat de bedoelde inhoud 
verandert tijdens het uitspreken van de zin. Zolang de actuele inhoud in 
overeenstemning is met de bedoelde inhoud is er geen correctie nodig. Het 
cruciale punt is echter wat er in dit geval moet worden verstaan onder 'in 
overeenstemning'. De monitor is de instantie die een diagnose stelt over 
deze overeenstemning; de aard van de afwijking bepaalt de actie van de moni-
tor. Het mechaniane sluit niet uit dat er ook op het nivo van de bedoelde 
inhoud monitoring optreedt. Iemand die zeer zorgvuldig spreekt kan proberen 
cm de geformuleerde inhoud te controleren alvorens te articuleren, dus voor-
dat de inhoud is uitgesproken. Zo'n spreker kan ook bedacht zijn op wijzi-
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gingen van de bedoelde inhoud, en een zin pas hardop uitspreken als hij 
redelijk zeker is dat er geen wijziging meer zal optreden. Dergelijke geval­
len reken ik niet meer tot spontane spraak, en ze vallen daarom buiten het 
hier beoogde model. Een andere mogelijkheid is dat de bedoelde inhouden 
weliswaar in overeenstemming zijn, maar dat er fouten optreden tijdens het 
productieproces: lexicalisatiefouten bijvoorbeeld. Het zelfde feedback-
mechaniane kan dan worden gebruikt. 
De volgende paragrafen gaan dieper in op referentie-montage, nuance-montage 
en claim-montage. Fouten-montage (mistake-editing) wordt gebruikt als geen 
van de voorgaande vormen van toepassing is. 
6.3.1· Referentie-montage 
Referentie-montage wordt gesignaleerd door correctie-frasen zoals "dat 
wil zeggen" en "...bedoel ik", "dus". Terugkijkend naar de voorbeeldzin­
netjes valt het op, dat de correctiefrase geen invloed heeft op de syntaxis 
van de zin. De frase kan uit de zin worden weggelaten zonder dat daardoor 
een ongranmaticale zin onstaat. Het lijkt er op dat de generator-uitvoer na 
de onderbreking gewoon doorgaat alsof er geen correctie was opgetreden.' Dit 
verschijnsel wordt gesteund door bovengenoemde observatie, dat iemand die 
een vreemde taal spreekt vaak een correctiefrase uit de moedertaal gebruikt 
(dit geld ook voor andere interjecties). Het is niet zonder meer duidelijk 
wat tot de correctiefrase moet worden gerekend. Vergelijk hiervoor de vol­
gende zinnetjes: 
Hij ging — dwz Piet ging — er naar toe on... 
?Hij bakte — dwz Tonme — een cake. 
Hij bakte — dwz Tonnie bakte — een cake. 
?Hij bakte — dwz Tonnie deed dat — een cake. 
Het is niet waarschijnlijk dat voor de correctie-frase "dat wil zeggen" 
(dwz) de hele generator-machinerie moet worden aangezet. Aan de andere kant 
is voor het gedeelte "Piet ging" nodig dat werkwoord ел onderwerp overeen 
komen in persoon en getal, en daarvoor kan de generator niet overgeslagen 
worden. Het is daarom het beste om met 'correctie-frase' dat gedeelte aan te 
duiden dat invariant is over de verschillende voorbeelden. 
Om de werking van het programa te illustreren volgt hieronder een voorbeeld 
waarbij de volgende twee zinnen worden geproduceerd: 
John gave Peter a trainticket. He went — John, that is — to Amster­
dam. 
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Links van de verticale streep staat een copie van de tekst zoals die op het 
scherm verschijnt, en rechts staat het conmentaar dat ik er later bij heb 
geschreven. De invoer TRY1, TRY2 en THY3 stelt voor een representatie van 
respectievelijk "John gave Peter a trainticket", "John went", en "John went 
to Amsterdam". TRY1 wordt gebruikt om de pronominalisatie te veroorzaken. 
-XHONITOR) 
CREATING PARSER ... CREATED 
CREATING GENERATOR ... CREATED 
CREATING MONITOR ... CREATED 
PARSER READY FOR INPUT ... GENERATOR ALSO. 
-XMON-INIT) 
-XSETQ SAID-TOKS NIL) 
-XMON-CYCLE TRY1) 
I 
SENT TO GENERATOR: _ „ .
 ч 
(ATRANS (ACTOR *J·) (OBJECT «Τ») (FROM »J») (TO «P»)) 
JOHN GAVE PETER A TRAINTICKET j 
RECEIVED FROM PARSER: „ ' 
(ATRANS (ACTOR »J») (OBJECT »T») (FROM *J·) (TO *P«)) 
De verschillende 
processen worden 
gestart. 
Initialiseren van ge­
nerator en parser voor 
nieuw vertoog. 
Tokens uit vorige ron­
de worden verwijderd. 
Mon-cycle is de top­
functie van de moni­
tor. 
-XINIT-GEN) 
-ΧΙΝΙΤ-PARSER) 
->(K" "' MON-CYCLE TRY2) 
Ж TO GENERATOR: _ , 
(PTRANS (ACTOR *J·) (OBJECT »J»)) 
HE WENT 
Initialiseren van 
de generator voor 
nieuwe zin. 
Idem voor parser. 
Tweede fragment. 
RECEIVED FROM PARSER: 
(PTRANS (OBJECT («VAR· REF0911)) (ACTOR (»VAR» REF0911))) 
MONITOR ACTION - TYPE 'REFERENCE EDIT' 
SUGGESTED REFERENCE FOR REF0911 IS »J» 
TYPE 'Y' IF OK: Y 
JOHN, THAT IS — 
-XMON-CYCLE TRY3) 
SENT TO GENERATOR 
(PTRANS (, 
Monitor korat in actie 
Nieuw fragment, zelfde 
zin. 
ACTOR *J*) (OBJECT »J») (TO »A»)) 
TO AMSTERDAM 
RECEIVED FROM PARSER: (PTRANS (ACTOR »J») (OBJECT »J») (TO »A»)) 
I 
In dit voorbeeld koos de generator voor »J» bij de tweede aanbieding (TRY2) 
een pronominalisatie. De parser kon niet beslissen wat de verwijzing van 
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'HE' was, maakte zelf de verwijzing REF0911, en gaf dit door aan de monitor. 
De monitor ontdekte dat de invoer naar de generator op de uitvoer van de 
parser gepast kan worden als voor REF0911 een verwijzing naar *J* werd 
gekozen. Het type montage wordt aangegeven met de frase "...THAT IS". 
Bij verder experimenteren bleek de parser de zwakke schakel in het systeem 
te zijn. Dit wil niet zeggen dat de parser in het algemeen de beperkende 
factor zou zijn, maar alleen dat de parser die ik gebruikte niet krachtig 
genoeg was om meer ingewikkelde voorbeelden te maken. De implementatie 
demonstreert niettemin in voldoende mate hoe de cyclus 'genereer-ontleed-
vergelijk' in zijn werk gaat. 
6.3.2. Nuance-montage 
In het Nederlands wordt deze deze vorm van correctie gesignaleerd met 
frasen zoals "of liever" en "beter gezegd". 
I want to lease — or rather, sublease — an apartment 
Tonnie kookte ~ of beter gezegd, stoofde — de prei 
Voor een implementatie van deze correcties moet de monitor kunnen bepalen of 
er een nuance-verschil bestaat tussen de actuele inhoud en de bedoelde in-
houd. Stel dat de bedoelde inhoud van de bereiding van bovenstaande prei 
aanvankelijk zoiets is als (PREPARE (ACTOR »TONNIE»)(OBJECT »PREI»)), en dat 
prei gewoonlijk gekookt wordt. De lexicalisator vindt dan het woord 'koken'. 
Bij het zoeken naar een werkwoord voor het bereiden van voeusel is het vaak 
van belang om te weten wat het medium is waarin de bereiding plaats heeft 
(koken, bakken, braden); voor prei is de 'default' water. De actuele inhoud 
is dan 'Tonnie kookte'. Even later blijkt dat de wijze van toebereiding 
'water + boter' was, zodat de monitor besluit tot nuance-montage. 
Men zou kunnen denken dat bij nuance-montage de oorspronkelijke invoer-
boodschap is vervat in de nieuwe boodschap, dat er alleen een paar details 
moeten worden ingevuld. Verder experimenteren met het feedback-systeem 
leerde dat dat niet voldoende is. Het blijkt namelijk dat er soms gekozen 
moet worden tussen een correctie en een increméntele continuering. Om een 
voorbeeld te nemen uit het vocabulair van Goldmans [1975] BABEL: 
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(CAUSE 
f ANTFnmFN' 
ИСТОВ »OTHELLO·) 
(CÇNSEQUEUT 
ÏNGEST (ACTOR »DESD: 
(OBJECT »NECK· (PART-OF »DESDEMONA·)) 
ENT 
"^INGEST (ACTOR »DESDEMONA·) 
OBJECT »AIR»)))) ) ) 
Terwijl de zin wordt geformuleerd wordt de consequent aangevuld met: 
(TO (ACTOR ·0Ε3ηΕΜ0ΝΑ·) 
(HEALTH (VAL -10))) 
Increméntele productie zou dan opleveren: 
Othello choked Desdemona... and she died... 
Een correctie zou luiden: 
Othello choked Desdemona — or rather, strangled her ... 
Het lijkt me onjuist om het verschil tussen "iemand de keel dicht knijpen" 
en iemand "wurgen", te klassificeren als een verschil in nuance. Er zijn 
niet zo makkelijk criteria te bedenken waarmee een nuance-verschil kan wor-
den gekarakteriseerd. Hoewel de gekozen oplossing niet afdoende is, ben ik 
er voorlopig van uitgegaan dat het gaat O D gevallen waar eerst een default 
(zoals 'water' bij de bereiding van prei) wordt gebruikt op een plaats waar 
naderhand specifieke informatie wordt gegeven. Men zou in het programa 
kunnen kiezen voor een andere oplossing, waarbij tussen de woorden 
associatie-verbindingen worden aangebracht. Hiermee kan worden aangegeven 
dat bepaalde woorden een verwante gevoelswaarde hebben. Dit is gemakkelijk 
te implementeren. Bij het voorbeeld "I want to lease -or rather, sub-
lease..." brengt men de verbinding NUANCE(lease, sublease) aan. Voor de hier 
beschreven monitor levert dat wel een bezwaar op. De montage (en de keuze 
van de correctiefrase) wordt dan vastgesteld op woordnivo, en dit is in 
tegenspraak met de veronderstelling dat de monitor werkt op het nivo van 
betekenissen. 
6.3.3. Claim-montage 
De zojuist bekeken vormen van montage kunnen ontstaan doordat de monitor 
een verschil ontdekt tussen de betekenis van de actuele inhoud en de 
bedoelde inhoud. Hoe zit dat bij claim-montage? 
Jan ging naar Amsterdam — die kant op ten minste. 
Jan ging naar Amsterdam — of op zijn minst èèn van het stel. 
Een duidelijk verschil met nuance-montage is dat de actuele inhoud onwaar 
is. Het is volstrekt onduidelijk hoe men door het vergelijken van de 
- 144 -
invoer-boodschappen tot de diagnose 'claim-montage' kan komen. Het lijkt 
erop of de spreker zich tijdens het uitspreken van de zin bewust wordt van 
ongewenste implicaties van zijn bewering. Hij reageert dan niet zozeer op 
een structuurverschil, maar op het signaal van een "censor". Zou men ook 
deze censortaak aan de monitor willen overlaten, dan wordt de inferentietaak 
aanzienlijk verzwaard. Bovendien zou de monitor dan toegang moeten hebben 
tot een belangrijk deel van het kennisbestand. Ik heb dit voorbeeld m e t 
uitgewerkt en zal er daarom niet verder op ingaan. 
6.4. Verder onderzoek 
1) De monitor is een instantie die gespecialiseerd is in het vergelijken 
van inhouden. Deze expertise hoeft niet alleen ten goede te komen aan het 
correctiemechanisme, maar zou ook gebruikt kunnen worden door de formulator. 
(Deze kan dan bijvoorbeeld vragen of bepaalde betekenisinhouden met elkaar 
overeenkomen, zoals nodig is bij pronominalisatie, equi-deletie en el-
lipsis) . Verder zou de monitor kunnen dienen als doorgeefluik voor 
representaties van inhouden. De generator zou kunnen vragen om extra infor-
matie als de lexicalisator geen passend woord kan vinden, of als de zin niet 
grammaticaal kan worden beëindigd. 
2) Het is niet duidelijk waar in werkelijkheid de terugkoppeling naar de 
parser aangrijpt. In dit systeem is gekozen voor een plaats tussen formula-
tor en articulator, dus een punt waar het zogenoemde 'stadiun-II' (zie 
hoofdstuk I) is doorlopen. Een voor de hand liggend alternatief is terugkop-
peling na 'stadium-I' (zie volgend punt). 
3) In het feedback-systeem wordt de parser gebruikt om zinnen te ontleden 
die de spreker zelf heeft voortgebracht. De parser zou dus gebruik kunnen 
maken van informatie die op het nivo van de formulator aanwezig is. 
Hieronder valt de syntactische informatie van stadium-I. Dit verlicht 
mogelijk de taak van de parser, zodat zoveel mogelijk 'resources' ter 
beschikking staan van het generatie-proces. Deze mogelijkheid is niet in 
het systeem uitgewerkt. 
4) Eerder heb ik de mogelijkheid naar voren gebracht dat een gedeelte van 
de correctie niet via de generator zou verlopen (de correctiefrase). De 
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generator speelt echter wel degelijk een rol tijdens correctie, zoals blijkt 
uit de genoemde voorbeelden van onderwerp-gezegde overeenkomst en lexica-
lisatie; ook casus-informatie kan van belang zijn. De correctiefrase wijkt 
in verschillende opzichten af van de rest van de zin: 
a) bij correctie in een vreemde taal is de correctiefrase soms in de moeder­
taal 
b) de correctiefrase is niet van invloed op de syntaxis van de rest van de 
zin. 
c) de correctiefrasen zijn veelal idiomatisch 
Toch wordt er talige informatie geproduceerd. Hoe moet het proces dan verlo­
pen? Als alternatief stel ik voor een suspend-resune operatie in te voeren: 
de toestand van de generator wordt tijdens monitor ingreep opgeslagen, een 
nieuwe aanroep van de generator produceert de (idiomatische) correctiefrase, 
en de generator wordt teruggezet in de toestand van ббг de correctie. 
Hierna wordt de zin voortgezet met de rest van de uiting. Als suspensie van 
de generator extra capaciteit vergt, wat te verwachten is, verklaart dit het 
gebruik van de moedertaal, omdat dit vermoedelijk een minimale belasting 
vergt. 
Een tweede voordeel van het suspend-resune mechaniane is dat het een simpele 
beschrijving geeft van intrusies van de ene taal in de andere. Het gaat 
hierbij niet om correcties, maar om het verschijnsel waarbij binnen een zin 
van de ene taal op de andere wordt overgeschakeld. Voor een beschrijving 
van dit verschijnsel zie Joshi [1982]. Het blijkt dat zo'n zin de globale 
structuur heeft van de 'matrix'-taal (de taal waarin de conversatie plaats 
heeft). Met het voorgestelde mechaniane kan dan het formuleren van de 
matrix-taal worden onderbroken, de formulator voor de binnendringende taal 
gaat even zijn gang, en vervolgens wordt terruggegaan naar de formulator van 
de matrix-taal. Onderzoek als dat van Joshi maar ook dat van Levelt [1982] 
moet hier meer inzicht in kunnen verschaffen. 
Een bijkanend voordeel is dat in deze toestand (van suspensie) de parser 
niet hoeft te werken. Deze zou anders de correctiefrase gaan ontleden, en 
het resultaat zou dan ook weer aan de monitor worden doorgegeven. 
5) Er bestaat een niet opgelost probleem ten aanzien van de informatie 
eenheden die de generator binnen krijgt (het probleem van de W-structuren 
uit hoofdstuk III). Een dergelijk probleem doet zich hier ook voor. Bij de 
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implementatie moet worden bepaald wat de structuur is van de berichten die 
door de verschillende onderdelen worden verstuurd. De uitvoer van de ge-
nerator bestaat uit woorden, maar die kunnen stuk voor stuk aan de parser 
worden doorgegeven, per constituent tegelijk, per foneem etc. Voor de uit-
voer van de parser is er een soortgelijke vraag. Het hangt daarbij ook nog 
af van de representatietaal, welke structuren er minimaal in aanmerking ko-
men. De consequenties van verschillende alternatieven vergen een nader on-
derzoek. 
6) Een onderzoeker die zijn theorie probeert om te zetten in een werkend 
programma, wordt vaak voor keuzes geplaatst die bij een verbale weergave van 
de theorie achterwege kunnen blijven, of die helemaal niet bij de onderzoe-
ker opkomen. Een van de weinige artikelen die een monitoring systeem 
beschrijven [Laver, 1977], demonstreert dit duidelijk. Laver geeft weliswaar 
een taxonomie van nivo's waarop monitoring zou kunnen plaats hebben, maar 
geen enkele van de problanen waarop ik gestuit ben komt er in voor. Ik heb 
me beperkt tot èèn nivo, nanelijk het nivo van de betekenisinhouden. Op dit 
ene nivo blijken al een aantal interessante problemen op te duiken, die ik 
gedeeltelijk in de implementatie heb ondergebracht. Ten behoeve van deze im-
plementatie moest een keuze genaakt worden ten aanzien van de gebruikte 
eenheden. De generator stuurt zijn uitvoer woord voor woord naar de parser. 
De parser werkt met Conceptual Dependency structuren, en de eenheden die 
worden verstuurd zijn structuren waar de parser de status 'concept' aan 
toekent. 
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A. WH-CONSTITUENTEN OP TOURNEE 
In [Kempen & Hoenkanp, 1981] wordt de ophanging van een Wh-constituent 
bepaald door het mechaniame van 'ranove-whdest'. In hoofdstuk IV wordt een 
andere oplossing aangegeven die hier wordt gedemonstreerd aan de hand van 
een paar zinnetjes. Overigens blijven de regels voor het ophangen van FPROCs 
van kracht. 
(32) ?X[bake (actor X) (object cake)] 
De procedure S die deze representatie te lexicaliseren krijgt initialiseert 
Snode tot laten we zeggen SI. Als de ?X ontdekt wordt, gaat whdest verwijzen 
naar de waarde van Snode, dus naar SI. Er wordt een confrontatie regel ge­
bruikt die het lemna 
NPHeadCnil, <Wh(nil, <Lex(who)»» 
in elkaar steekt. Het subject van de zin is een NP die een Wh bevat, de 
eerste positie van Snode is nog leeg, en dus wordt de wh-constituent op­
gehangen aan whdest die de waarde SI heeft. Volgens de ophangregels is het 
resultaat dan 
(33) Wie bakt een cake? 
Een wat diepere structuur: 
(З1*) 7Х[зау (actor То ( ct r Tony) (object (bake (actyjr Χ) ,
v
, , (object cake)))] 
Laten we zeggen dat Snode weer de waarde SI krijgt. Vanwege de ?X-tag krijgt 
whdest ook weer de waarde SI. Het lamia van ' say' wordt nu opgehaald 
lemna for зау f
 Owh (Subj (V . . , « (Obj ( . . . 
[prog-f( dest whdest) (bridge t ) ) 
'ts ... 
(cond ((not bridge) (:= whdest Snode))) 
Als het lemna van 'say' wordt uitgevoerd, dan krijgt whdest de waarde van de 
vorige whdest (SI), en de variabele 'bridge' wordt op 't' gezet. Bij het 
uitvoeren van S in de canplenentzin blijft whdest onveranderd, dus de waarde 
blijft SI. Als het lema van 'bake' wordt uitgevoerd komt de FPROC 'Subject' 
een wh-constituent tegen, die volgens de regels aan whdest moet worden op­
gehangen. Aangezien de waarde nog steeds SI is, ontstaat de zin 
(35) Wie zegt Tonnie dat een cake bakt? 
De volgende representatie heeft de zelfde structuur als de vorige: 
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(36) ?X[know (actor Tony) 
(mobj (bake (actor Χ) ,,,, 
(object cake)))] 
Bleef alles bij het oude dan zou er moeten komen 
(37) 'Wie weet Tonnie dat een cake bakt? 
Net als in de vorige gevallen krijgt Snode en whdest de waarde SI. Het lem­
ma voor 'know' lijkt op dat voor 'say', omdat het ook een complement kan 
hebben. Het is echter geen brug, de waarde van de variabele 'bridge' is 
daarom niet 't'. Als de S van het complement wordt uitgevoerd krijgt Snode 
de waarde laten we zeggen S2. Omdat de voriabele 'bridge' niet de waarde 
't' heeft, gaat whdest dus verwijzen naar S2. Na het toepassen van de 
ophangregels voor 'Subject', ontstaat nu de zin 
(38) Tonnie weet dat wie een cake bakt? 
Ten slotte de volgende representatie: 
(39) ?X[want (actor Mary) 
(mobj (see (actor Tony) 
(mobj (bake (actor Mary) 
(object Χ)))))] 
Bij de eerste S die wordt aangeroepen gebeurt het zelfde als in de vorige 
zin, whdest gaat naar Snode verwijzen. De werkwoorden 'want' en 'see' zijn 
beide bruggen, whdest blijft onveranderc naar SI verwijzen. De zin wordt 
dus: 
(40) Wat wil Marietje dat Tonnie ziet dat zij bakt? 
Variaties op dit thema ontstaan door de ?X-t-ag ergens anders in de structuur 
aan te brengen. Daardoor ontstaan vragende bijzinnen als 
(41) Marietje zegt wie de cake bakt 
Tonnie weet wie Marietje wil dat de cake bakt 
Voor verdere details zie [Kempen 4 Hoekamp, 1981]. 
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В. THE READER COROUTINE IN ALGOL-68 
In order to clarify how SCHQ1E code Is to be interpreted, we present the 
READER example here together with its translation into ALGOL-68. 
The SCHEME definition: 
(def READER (anonymus) block . , 
umtial-reader-state 
[\(ehar anonymus) 
(if (such-and-such-is-true) 
(another-reader-state (read) anonymus) 
(anonymus char (\(cj(initial-reader-state (read) c) ] 
another-reader-state 
[\(çhar anonymus) 
(initial-réàder-state (read) anonymus) )) 
ALGOL-68 translation: 
PROC READER = (RW anonymus) VOID: 
PRQC initial reader state = 
(CHAR char, RW anonymus) VOID: 
IF such and such is true 
THEN another reader state (read, anonymus) 
ELSE anonymus (char, (RW c) VOID: initial reader state (read, c)) 
PROC another reader state = 
(CHAR char, RW anonymus) VOID: 
IF ... 
initial reader state (read,anonymus) 
END; 
MODE RW = PROC (CHAR, PROC(RW) VOID) VOID; 
There is a slight asyimetry between READER and WRITER which shows up in 
ALGOL-OS in the definition of WRITER, in that the 'type' of this procedure 
is different. 
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A COMPUTER MODEL OF THE SPEAKER: 
PSYCHOLOGICAL AND LINGUISTIC ASPECTS. 
SUMMARY 
The process of sentence- production involves content, form, and sound. Concepts 
cane up in the mind of the speaker, who in some way selects the conceptual 
structures to be verbalized. The transformation of these structures into 
linguistic form may involve spli t t ing up the conceptual structure or assembling 
several structures into one message. Eventually, the output of th is process i s 
handed over for overt articulation. Procedural Granmar (PG), the theory 
presented in this dissertat ion, studies the interdependence of these three 
processes, called conceptualization, formulation, and art iculat ion. In the 
past, widespread attention has been directed toward the final product of these 
processes. Procedural Gramar concerns the processes thenselves, taking as i t s 
focal point the mechani an that mediates between content and soind: the 
formulator. 
Qiapter One outlines the most salient features of PG. One feature i s that 
i t is intended to be a psychologically plausible theory. Central in th i s 
connection are two questions: (a) 'Miat psycnolinguistic observations can be 
explained by PG?' , and (b) 'Miat i s PC's mechaman?', in other words 'How can 
PG explain these observations?' Most people are faniliar with the sensation of 
starting a sentence without knowing exactly what they intend to say or how they 
are going to say i t . Apparently, the formulator begins producing an utterance 
that expresses the message before the message has been vrorked out canpletely by 
the conceptualizer. This phenomenon, to be called Incremental production, i s 
accounted for by PG, but not by other models of language production. The 
formulation process i s described more closely in the ranainder of the chapter. 
I t i s carried out by specia l is ts , each of which builds part of the utterance 
being produced. These specialists correspond to l inguist ic concepts such as 
subject, verb, and direct object. They are active, however, in that they 
'dianantle' the message: Parts that correspond to l inguist ic constituents are 
taken out by the specia l is ts , which to th i s end may cal l on other specia l is ts , 
and together they assemble word groups into sentences. Conceptual 
relationships between parts of the message are reflected in linguistic 
relationships between parts of the utterance, then these relationships have 
been established, a sentence may or may not be ccmplete, since a new message, 
or an elaboration of the old one, may s t i l l increnent the sentence. 
Incranental production i s described in l inguist ic terns , which fac i l i ta tes a 
canpanson with existing l inguistic theories. In addition, in PG these 
concepts are interpreted in terms of processes so that a comparison can be made 
with psychological theories that describe the process of hunan sentence 
production. 
The second chapter goes into more detail about the l inguist ic plausibil i ty 
of PG. I t s ta r t s with the presupposition that a theory viiich is meant to 
explain psychological as well as l inguistic phenanena should at least be able 
to describe these phenanena. Since the psychological description is formulated 
in terms of cognitive processes, whereas the l inguist ic one i s given in terms 
of syntactic structures, a more general stucture i s proposed that may be 
interpreted in both ways. The basis is a so called D-structure, a part ial ly 
ordered set of nodes. Fran th i s , a new ordering is constructed, the 
S-structure. An important property of th is construction i s that a moncmorphism 
exists from the S-structure to the D-structure. A great deal of the linguistic 
import of PC i s due to this fact, since psychological and linguistic 
observations can be related via this model of S- and D-structure. For 
l inguist ics, S- and D-structure are interpreted as surface and deep structure, 
ordered according to the doninance of the nodes. For psychology they are 
interpreted as processes, ordered according to the period during which they are 
al ive. 
Chapter Ihree introduces a practical point: Suppose one is not interested 
in a psychological or linguistic theory per se, but wishes to build a dialogue 
systan viuch produces natural language utterances. In most applications to 
date, the progran responsible for these utterances, the generator, has been 
rudimentary. The chapter therefore explores a few problems which arise when 
such a generator i s being designed. Two topics are addressed: One is the 
psychological data that has to be accounted for in order to improve the 
interaction between user and machine. The other concerns the messages 
(expressed in a formal language) fron the dialogue system to the natural 
language generator. Wiat is the nature of the message chunks with respect to 
their size, their order and the way they are connected? Where do the problems 
which arise have to be solved: in the generator, on the dialogue side, or in 
the interface? 
Chapter Four addresses a problem often neglected in ar t i f ic ia l 
intelligence research, one which appears here as the question: Is PC a theory 
of hunan language production, or is i t the description of a progran that 
produces natural language utterances? This question is particularly important 
for PG, which has both psychological and linguistic pretentions. This chapter 
relates three different concepts; scope as used in computer science, scope as 
used in PG, and locality as used in l inguist ics . I t will be demonstrated how 
PG as a theory i s reflected in a progran, and how structures produced by such a 
progran obey restr ic t ions that are fomd in recent versions of Transformational 
Granmar. Central to this demonstration is the concept of paraneter mechamans. 
Chapter Five goes one step further than Chapter Four ; Suppose one has a 
rough idea of how a progran that implements PG should work: How can this be 
represented in a given progranming language? TUo things should be kept 
separate: (a) abstract ideas about the organization of a program, and (b) the 
way these ideas are given shape using certain programming constructs. This 
chapter searches for a control structure that canes closest to the conceptual 
level at v*iich PG i s presented. (Coroutines come out as best.) 
Chapter Six explores a minimun requirement for a sentence generating 
progran that claims psychological plausibil i ty: I t should be able to exhibit 
the aysfluencies that characterize the spontaneous speaker. A monitor is used 
to compare víiat the speaker has said with what he intends to say. To this end 
a feedback loop is introduced which contains a parser. Special attention is 
given to the consequences of resource sharing anong the monitor, the generator, 
and the parser. 
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STELLINGEN 
- i -
Het zlnabouwproces bestaat uit verschillende deelprocessen die elk een zinsdeel 
voor h m rekening nemen. De camuiicatie tussen de deelprocessen kan op ade-
quate wijze worden beschreven met behulp van coroutines, waarbij syntactische 
localiteit wordt vastgelegd door middel van paranetemechanianen. 
Dit proefschria hoofdstuk 1, 5, 4. 
- ii -
Neemt men 'dominantie' als ordening op de knopen in bomen uit de (recente) 
Transformationele Graimatica, dan bestaat er een monanorfie van oppervlakte-
struetuir naar diepte-structuir. 
Dit proefschrift hoofdstuk 2. 
- iii -
De studie vai taaiproductie kaï leiden tot meer inzicht in taaiperceptie. 
Dit proefschrift hoofdstuk 5. 
- iv -
Psycholinguistisch onderzoek is van groot belang voor het verbeteren vai de 
talige interactie tussen mens en machine. 
Dit proefachrlft hoofdstuk 3. 
- ν -
In een psychologisch model is parallelle verwerking (d.ra.v. verschillende pro­
cessoren) niet het enige alternatief voor sequentiBle verwerking. Vaak wordt 
time-sharing op één processe»- als irogelijkheid over het hoofd gezien. 
- vi -
Uitspraken dat bepaalde cognitieve vermogens zijn voorbehouden aan de maïs 
houden een overschatting in val onze kennis van het menselijk denken. 
- vii -
Binnen de cognitieve psychologie kunnen coiputerprogranraa's een rol spelei die 
analoog is aan die van wiskindige fornules binnen de natuurkunde. 
- vili -
Het is vreemd dat aai eerstejaars psychologiestudenten met ffiO-opleiding (In 
tegenstelling tot hen die met succes het VWO hebben doorlopen) geen minimin-
eisen worden gesteld ten aanzien vai kennis van de wiskunde. 
- lx -
Gatiarkeerdieid van beroepsaanduidingei naar geslacht zal eerder verminderen door 
ze te gebruiken voor zowsl vrouwen als mannen, dan door het invoeren van 
vrouwelijke of mannelijke varianten. 
- χ -
Het is vai belang voor de vrourenbeweging dat meer vrouwen kiezen voor het 
beroep van Informaticus. 
- xi -
Het trana dient uit de spelling van het Nederlands te worden geëlimineerd. 
- xii -
De openingstijden val veel miversitalre onderzoeksinstituten weerspiegelen de 
gedachte dat de creativiteit wan de onderzoeker alanede het gebruik van de kost-
bare apparatus· zich (met een kleine marge) dienen te beperken tot de kan-
tooruren. 
- xiii -
De enige canputer die in Orwell's n1984" voorkomt (de speak-write) zal ook In 
1984 nog niet bestaan. 
- xlv -
De bakermat van de informatica ligt in het oude Mesopotanië. Op spijkerschrift-
tabletten kant reeds het begrip 'procedine' voor, waarbij gebruik gemaakt wordt 
van 'macro-expansie', 'conditional' en 'iteratie' [Knuth]. Hieraai kan nog het 
oudste voorbeeld vai 'recursie' worden toegevoegd: Genesis 1,27. 
Knuth, D, Ancient Babvlgnian , Aleer Ш и в . 
Connunlcatlons of tte ACM, 1972, Г5, 671-0/7. 
- XV -
Het onderzoek van eei jmior-vretenschappelijk medewerker is een test met 
tijdslimiet. 
- xvi -
Artificiële-Intelligentieonderzoekers die niet program>e-en zijn als musicologen 
die niet nusiceren. 
Stellingen behorende bij het proefschrift vai E. Hoenkamp. 
"Een canputermodel vai de spreker: psychologische en linguistische aspecten" 


