We present a simple method by which a finite Hilbert basis set calculation can be directly used to produce cross sections differential in the energy of electrons ejected in an ion-atom collision. We apply the method to compare with experiments on the p + H system at 48 and 114 keV.
Introduction
In this paper we present and apply finite Hilbert basis set (FHBS) techniques (Bates and McCarroll 1958) for obtaining electron cross sections differential in the ejected electron energy when direct ionization is caused by an ion-atom collision. We compare our theoretical cross sections for the p + H system with experiments by Kerby et al (1995) and Gealy et al (1995) .
Recent work (Herve du Penhoat et al 1999) has focused attention on the need for accurate cross sections for K-and L-shell ionization produced when a fast ion interacts with a target atom in the DNA of a living cell. To understand the details of biological extinction rates both charge transfer and direct ionization cross sections are needed. These processes are important in the energy deposition calculations that describe critical events in the breaking of DNA chains. Of particular importance are cross sections differential in the energy of the ejected electron. It is these cross sections on which we will focus our attention here.
We plan to treat the multi-electron atoms in an independent particle approximation: for example, the static Hartree-Fock model. At this level of approximation our task reduces to solving for single independent particle orbitals with the boundary condition that the initial eigenstate of each orbital is an occupied state of the ground state atom. The many-electron wavefunction is constructed from an antisymmetrized product of these orbitals. A U -matrix approach is used to solve the FHBS equations so that all the orbitals, together with consistent phases, are obtained simultaneously.
Immediate comparison with experiment is complicated by cascading Auger processes which occur after the collision, and result in the further ionization of the atom. Further, we have not had much experience in dealing with calculations in which the initial state is an L-shell electron. For these reasons we first study the simple proton-hydrogen system to provide benchmark calculations for other authors, and to allow comparison with existing simpler experiments.
Several authors have recently made important attempts to produce FHBS differential cross sections. Sidky and Lin (1998) turned to a solution in a two-centred momentum space. Pons (2000) used a single-centred Bessel function basis. In its present formulation, the latter approach cannot be applied to a situation where charge transfer is important.
In abandoning conventional basis states, the authors sought to avoid what they regarded as a crucial difficulty, namely extracting a continuous electron momentum spectrum at the end of the calculation. They are addressing a more complicated problem than we have set ourselves here. We wish to produce cross sections differential only in the final energy of the ejected electron; we will integrate over the angle of ejection. For this relatively modest task we will show that conventional FHBS bases are fine as long as sufficient attention is paid to the packing density of the discrete pseudo-state spectrum.
There are two aspects to this basis choice. Firstly, we must be able to accurately connect the probability amplitude at each discrete pseudo-state energy to the differential amplitude for scattering to a continuum state at that energy. Secondly, we must have sufficient packing of the discrete energies so that a smooth interpolation to common energies may be made. As mentioned, we use a U -matrix solution of the FHBS method so we may efficiently calculate all the K-and L-shell time-dependent orbitals simultaneously. In results to be described in detail in subsequent papers we will show that to converge on inter L-shell charge transfer already imposes such highly dense packing that the requirements for accurate differential cross sections are already met, and present no extra numerical burden. This is entirely in accord with the work of Toshima (1999) who used large basis sets to remove instabilities in FHBS cross sections.
The topic of instabilities merits focused attention in a separate paper. But as we have pointed out in the past , we believe that at least part of the difficulty lies in the electron flux loss due to charge transfer to the projectile. The Thomas-like mechanism (Thomas 1927) , which contributes to this process, can be hard to reproduce accurately with the discrete energy spectrum of the pseudo-states of the FHBS method. Our cure has always been to carefully prepare the pseudo-state spectrum to address this. As similar care must be followed in this problem, we describe in the next section our basis preparation in some detail.
Finally, we note that in this paper we shall use a two-centre FHBS calculation so that we can separate direct ionization to the continuum from target ionization due to capture to bound states on the projectile. But we shall omit all positive energy projectile pseudo-states. This allows us, for simplicity, to postpone several problems which arise from the interpretation of two-centred pseudo-states. For example, knowing just the energy of a projectile pseudo-state in the projectile frame, but not knowing its momentum, means that one cannot immediately deduce in the target frame the energy of electron occupying this projectile state.
In section 3 we discuss the connection between the continuous spectrum of the real Hamiltonian and the pseudo-state spectrum, i.e. the interpretation problem. In section 4 we give our results.
Basis states

The Thomas mechanism
The initial ionization of an atom by a projectile can take place through direct ionization to the continuum, or by charge transfer to a bound projectile state. These two processes must be cleanly separated if they are to be well described.
The physics of charge transfer involves the electron picking up enough momentum and energy to move with the speed of the projectile. This can be achieved easily if the target electron has an orbital speed comparable to v, the speed of the projectile. Target electrons which have the same velocity as the projectile, i.e. the right momentum, are favoured for capture. The projectile and electron can interact closely together over the long time interval needed for the appropriate work to be done.
A second mechanism is to prepare the target electron for charge transfer by first promoting it to an ionized state. The classical picture for this was first discussed by Thomas (1927) . The electron, assumed to be nearly at rest, is scattered by the projectile at an angle of about 60
• . It now has a speed near v. If this collision occurs in the right position then the electron suffers another deflection of about 60
• by scattering from the target nucleus. This gives it approximately the same velocity as the projectile. The projectile and electron are now moving relatively slowly with respect to each other and the electron is captured in this last step as in the first mechanism discussed. From this picture we can correctly anticipate that any quantum mechanical calculation of this process should include a group of ionized, dynamically resonant, intermediate states with energy near v 2 /2. In an FHBS calculation the continuum of the target is discretized. The ionized spectrum is represented by a finite set of pseudo-states. If the eigenenergy spacing of the pseudo-states is sufficiently dense there is no problem. If the spacing is too wide the Thomas mechanism might be unaccounted for altogether. If, accidentally, one pseudo-state has precisely the right resonant energy then the mechanism can be overly emphasized. As the basis is changed the pseudo-state energies flicker through the resonance causing instabilities in the calculated cross sections.
The required density of pseudo-states is the subject of numerical experimentation. However, from the uncertainty principle we can anticipate that if the last step of the process takes a long time then the required energy must consequently be more precise. Thus, if the states on either the projectile or the target are extended in the direction of the projectile's velocity the instability effect is enhanced, the resonant region being narrower.
The Thomas mechanism is just a special example of a second-order process wherein charge transfer proceeds efficiently; it emphasizes the need to prepare the electron in a target state which has the same velocity of the projectile; the classical trajectories used to picture the process correspond to quantum mechanical reality only for high velocities. However, charge transfer for this mechanism is also enhanced at moderate velocities just by simple energy matching wherein the target electron is excited to a continuum state with energy v 2 /2, and is then resonantly transferred.
Finally, we note that we cannot deduce that charge transfer itself will increase by these Thomas-like processes; the first and second mechanisms may interfere destructively or constructively.
Basis choices
In the FHBS method the aim is to model the real system Hamiltonian so as to optimize the accuracy of the cross sections with a minimal computational cost. A set of square integrable radial functions centred on the target, or projectile, or both, is chosen. These might be Gaussian, Sturmian functions, etc. In this paper we used complex exponentials (Reading et al 1976) . Typically, all bases have a length scale, or box size. Usually there is some algorithm for increasing M, the number of these states. Three-dimensional states with well defined angular momentum, l and m, are then constructed. The dynamic problem may now be solved directly by expanding the system wavefunction in this basis with time-dependent coefficients.
A more efficient procedure is to diagonalize the target Hamiltonian, H t , in this underlying basis first. This gives a set of radial eigenfunction pseudo-states. The eigenenergies can be checked to see if the appropriate bound states are well represented. If the energy range of the pseudo-states does not extend to high enough energy the basis must be modified. This can be achieved by shortening the length scale, or including more basis states. The former choice generally decreases the packing density of eigenstates, the latter generally increases it. If the energy range is too high the length scale can be increased, or the higher-energy pseudo-states omitted from the calculation. Thus, the number of eigenstates, N , used in the dynamic calculation may well be less than the number of underlying basis states, M, used to describe them.
If the pseudo-states are arranged in order of increasing energy, or principal quantum number, n, then it is invariably true for a volume-restricted Hilbert space that the higher eigenenergies are proportional to n 2 . Thus, the packing density of the states is much less for the higher-lying pseudo-states than for the lower-lying states. For the hydrogen target problem the task of increasing the energy density in this high-energy region is made difficult by the fact that there are an infinite number of bound states for the real system. Increasing the box size of the basis does not straightforwardly decrease the packing density. After diagonalization one may have merely added many more bound states to the pseudo-state spectrum and not really increased the number in the energy region desired.
For charge transfer, it is important to describe the electron far from the target; dense packing is required and increasingly large basis sets are mandated. This is also congruent to the needs of producing differential cross sections smooth in the ejected electron energy.
After a basis set is chosen a careful check against known first Born cross sections, especially ionization (Merzbacher and Lewis 1958) , can now be performed. There is little point in embarking on an expensive calculation which purports to improve a simple approximation with a basis that cannot reproduce it.
In the work described in this paper such checks persuaded us to use rather large basis sets. In the past (for example, Reading et al 1979) we had found basis sets limited to M = 10 or 12 underlying states per l, m were satisfactory in producing total K-shell cross sections. But for the more detailed spectrum to be studied here we actually used bases with M nearer 100 to ensure convergence. For such large basis sets we discovered a problem.
A check on the orthonormality of a set of pseudo-states revealed that despite the fact that they had been produced by diagonalizing a Hermitian Hamiltonian they were not numerically orthogonal; the coefficients of the underlying basis states had grown too large, producing numerical roundoff errors. This problem was solved by first normalizing the underlying basis set. We next formed an overlap, or normalization, matrix by taking inner products of the normalized basis set vectors. This matrix was then diagonalized and all eigenvectors with small eigenvalues were removed from the basis. Typically, we removed any vector whose eigenvalue was less than 10 −8 . The exact number rejected cannot be understood until we describe the next step, but generally we rejected over 50% of the vectors! As we needed some 30 or 40 of these improved vectors for the next step it is easy to understand why M is so large.
Controlling the packing at v 2 /2
In this paper we adjusted the final pseudo-state energies so that a group of states were centred at the critical resonant energy v 2 /2. In fact we always had one eigenenergy located as near to v 2 /2 as we could get. For numerical convenience we used the same underlying exponential bases for all l: r l e −α i r . This facilitated the use of recursion relationships when finding matrix elements of potentials in the dynamic problem.
A direct diagonalization of the target Hamiltonian, H t , in our improved basis would not supply the desired character of the pseudo-state spectrum described above; the energies are randomly distributed. A simple technique has been to separately vary the number of vectors discarded in the first step for each l-value until an eigenstate of H t by happenstance had the eigenvalue approximately equal to the resonant energy. Lastly, we might throw away all states with energies greater than some value, typically twice the energy of the resonant energy. From experience we have found that such states slowed the full dynamical calculation but did not affect the cross sections of interest. In fact, in this paper, we used a slightly different technique, as we explain next. We follow the work of and .
The touching relationship
The pseudo-state energies, i , produced by diagonalizing the Hamiltonian are equivalent to an energy integration rule in which a continuous integrand is sampled at various abscissae with appropriate weights, i . The rule has resulted from the application of the RayleighRitz variational principle to solving the time-dependent Schrödinger equation. The weights produced can be considered as the widths of the pseudo-state energies. If the integration rule is over a finite interval then we will always have an approximate touching relationship, that is
(1) The sum of the weights will also equal the length of the interval. We can picture this relationship if we place a hat on the abscissa, i , spanning the energy region i − i /2 to i + i /2. The hats should touch filling in the total interval. These approximate relationships between the weights and the positions of the abscissae can be demonstrated for familiar Gauss-type finite integration rules by inspection, or integrating an integrand that has a step function character. The accuracy of the touching relationship depends on the accuracy of the rule used.
Some integration rules such a Laguerre-Gauss are for integrating over an infinite range. The weights for the last few abscissae will obey the relationship less accurately and clearly do not fill up the interval.
In throwing away the high-energy pseudo-states, as described above, we are admitting that our integration rule is inefficient. An appropriately scaled Laguerre-Gauss rule would use all the abscissae and weights. For the bases used here we mimicked an appropriately scaled rule by the following procedure.
After obtaining our improved vectors we diagonalized (H t − v 2 /2) 2 . We ordered these 'squared' eigenvectors by their increasing eigenvalues. The first vectors are approximate eigenvectors to H t with as close packing to the resonant energy as the basis can give. We rejected a variable number of these squared eigenvectors with squared eigenenergy too far from zero, taking account of how high we wished the final energy range to be. Typically we rejected about half of the vectors. We next diagonalized H t in this final set, checking that the orthonormality was satisfactory. If it was not, more of the improved eigenvectors were omitted.
The result was a set of well conditioned pseudo-states, χ i , with a spectrum of eigenvalues, i , appropriately packed near the resonant energy, spanning precisely the energy range required. By changing the number of improved eigenvectors, final adjustments to the spectrum could be made so one pseudo-state was approximately at the resonant energy, as described above. With this procedure all the selected pseudo-states were used in the final dynamic calculations. Naturally, the basis was changed with the velocity of the projectile. And in the two-centred expansion used here the projectile basis is identically prepared, though it is used differently in that we omit all positive energy projectile pseudo-states from our calculations.
The interpretation problem
We wish to establish the connection between the eigenstates of H t , χ(E) and the pseudo-states, χ i . For positive energies the former are normalized to fit the scattering boundary condition; the latter are square integrable and normalized to unity. How we make this connection is called the interpretation problem.
We define the radial projection operator onto our final basis as P . We have suppressed the angular momentum label l:
We write down the completeness relationship for the eigenstates of H t , i.e. we sum over the discrete bound states, χ(E b ), and integrate on the continuum states χ(E), weighted by the density of states ρ(E). Projecting onto the space P we obtain
We now make three approximations; if these approximations are not sufficiently accurate the basis should not be used.
For a hydrogenic target there are an infinite number of bound states, χ b . Our first approximation is to limit these to a finite number of approximate states, χ n , that are important to the dynamical problem at hand; with a well chosen basis the other bound states can be safely ignored. Our second approximation is to replace the integration over the density of continuum states ρ(E) by a weighted integration rule with abscissae taken at the position of the pseudo-states. We then obtain
In equation (4), E i = i . Our third approximation is that we assume
Then, using equation (4), we have
For the hydrogenic system studied in this paper we know the exact analytical form of χ(E i ), hence we can determine N i from equation (5). We can then check the touching relationship, equation (1). An alternative procedure is to assume that the first positive energy pseudo-state, χ 1 , has a weight which spans the range (0, 1 ); then we can deduce that Now we can infer all the remaining set i , and hence from equation (6) deduce |N i |. This observation may be of importance to applications where the scattering states are not immediately available, e.g. target atoms described in the Hartree-Fock model. However, there are other straightforward methods which we have described already (Reading and Ford 1987) by which we can efficiently calculate N i for Hartree-Fock wavefunctions without having to rely on this further approximation. We also note that the approximation of assuming equation (7) to be true is less likely to be accurate for systems wherein the target potential has a strong Coulombic tail than for neutral target potentials. For the former, the last Rydberg state never has zero width, and can include some overlap with the continuum. This blurs the value of the lowest threshold energy in the energy range the pseudo-states are describing, and makes the value of 1 obtained less accurate. 
The scattering amplitude
From the FHBS method we obtain an approximate system wavefunction ψ (FHBS) 0 expressed as
We assume that at t = −∞ the system begins originally in the state χ 0 . The final U -matrix, U i,0 (∞, −∞), can be directly inferred from equation (8) but it is also given by the expression
In equation (9), V p is the perturbing projectile potential. The exact scattering amplitude T 0 (E i ) satisfies a similar familiar relationship
If we approximate the exact system wavefunction, ψ This allows us to infer the scattering amplitude directly from the FHBS solution. Clearly, we can do this only at the pseudo-state energies. However, with sufficiently dense packing we can interpolate accurately to all energies in our specified range. And for the differential cross section all we need is |N i |, which is available as already discussed.
One way to test our ability to accurately and smoothly pass between a discrete description and a continuum description of the ionized spectrum is to use the first Born approximation. This consists of replacing the total wavefunctions, ψ
0 , in equations (9) and (10) by the initial 1s state.
Application to the p + H system
The bases
For the p + H system it is important to separate ionization due to charge transfer to projectile bound states from those electrons directly ejected into the continuum. We chose a two-centred basis which had target-centred states, as discussed above, together with projectile-centred states which included just bound states.
For the purpose of illustrating to the reader some of the points made in the preceding discussion we performed calculations with four types of basis sets. A GG basis has good packing and has good adjustment of one pseudo-state energy to resonance. A GB basis has good packing density but was deliberately constructed by scaling of the GG basis to have bad matching between its eigenenergies and the resonance. Two smaller bases, BG and BB, had inadequate packing but respectively were, or were not, adjusted to resonance. In this paper we limited the angular momentum range to include s-through h-states.
For the GG and GB bases, when we calculated the i from equation (5), we found the touching relationship to be satisfied at about the 5-10% level. These bases typically used some 18 states for each l-and m-value. We increased this to up to 22 to check convergence. The underlying basis had some 100 complex exponential factors. We used a similar underlying basis to construct the BG and BB bases which typically had some 11 pseudo-states, and the touching relationship was satisfied at about the 10-15% level.
The first Born approximation
In figures 1 and 2 we plot differential cross sections obtained from the first Born approximation for the p + H system at 48 and 114 keV. The exact first Born energy differential cross section is designated by the solid curve; it includes the contributions from all l-values.
In the FHBS first Born calculation each l-and m-value cross section is interpolated from the individual pseudo-state eigenenergies onto a fine grid using quadratic interpolation. In this calculation we are limited in the range of angular momentum we can practically take. All cross sections quoted in this paper are for bases s-h, unless specifically stated otherwise. To illustrate our convergence in this parameter space we plot FHBS first Born results for GG bases inclusively containing s-f and s-h states. As the energy of the ejected electron is increased so must the range of the angular momentum be increased if we wish to accurately reproduce the exact result. For 48 keV the s-h basis is satisfactory over the range shown. The differential cross section has fallen by two to three orders of magnitude in this range; cross sections much smaller than this are likely to be of no practical importance. For 114 keV we can only track the exact answer through a range where the cross section has fallen by two orders of magnitude. It is our belief that our full FHBS calculations beyond this range would be unreliable. In the figures we also give the first Born energy integrated total cross sections for the exact result and those from the FHBS code. We judge the agreement between the exact and FHBS results to be satisfactory for our intended application.
In figure 3 we plot FHBS first Born results in an expanded scale. We have again used the GG basis but now we have calculated the values from the touching relationships. We have implemented this in two ways. When we used the starting value of 1 from equation (7), we produced the results plotted as closed circles. When we used the value of 1 calculated from equation (5) and deduced the other values from the touching relationship, we obtained the points designated by the open triangles. Clearly, the former procedure is not satisfactory for this Coulomb problem. As the resonant energy is only important for a second-order process, basis sets which specifically include the resonant energy are not necessary for a first Born cross section. We find that the GB basis is just as good as the GG basis in its ability to reproduce the exact first Born cross section, so we do not plot it again here. However, in figure 4 we illustrate this point for our two smaller bases. The BG first Born results are plotted as the dotted curve, and some representative points for BB are shown also. Clearly, there is little difference in these bases, as expected. Of course, the overall reproduction of the exact Born result is not as good as we obtained with the GG basis. And we note that the ability of the bases to produce smooth differential cross sections has been compromised by the poorer packing density. Kerby et al (1995) and Gealy et al (1995) measured differential cross sections for the p + H system and we compare our results for the GG bases at 48 and 114 keV in figures 5 and 6. In the figures we also give our total ionization cross sections and those deduced from the experiment. The experimental total cross sections quoted have been corrected for contributions from angular regions not sampled by the experiment. The differential cross sections plotted have not been normalized to give the same total theoretical and experimental cross sections. The agreement between theory and experiment is satisfactory. We have not shown the CDW or CTMC results given by Kerby et al (1995) . For the range shown here they are also in very good agreement with the experiments.
Comparison with experiment
We also performed a full FHBS calculation with the three other types of bases. For the smaller less densely packed BG and BB bases, in contrast to the first Born results, there is a notable difference in the total cross sections as to whether we adjust the basis to the resonant energy, or not. The BB basis gives 12.6 × 10 −17 cm 2 , whereas the BG basis gives 13.6 × 10 −17 cm 2 . For the larger bases where the packing density is high both the GG and the GB bases give identical results, 15.8 × 10 −17 cm 2 . This gives us a degree of confidence in the convergence of our GG FHBS cross sections.
But the main point we wish to bring out is that any inaccuracy in the FHBS differential cross section has nothing whatsoever to do with the method we have used to extract the differential cross sections.
There may be residual errors intrinsic to the FHBS calculation. The FHBS method is an example of the application of the Rayleigh-Ritz variational principle. Thus, at least near convergence, one has some hope that cross sections should improve if the basis is increased in size. It could be argued that a fault of the FHBS cross sections presented is that we did not use a symmetric two-centred basis with continuum states on both the projectile and the target. If we had included positive energy continuum states on the projectile we would have obtained two sets of ionized electrons: those we know the energy of, with respect to the target frame, and those we know the energy of, with respect to the projectile frame. At the present stage of development we do not have the momentum of the projectile electrons; therefore, we would have no way of inferring the energy distribution translated to the target frame if we had used this approach. Another interesting unsolved problem is to establish the nature of possible interference terms between these contributions.
To obtain the cross sections differential in both energy and angle for the ejected electron we also need the phase of N i . It is not difficult in principle to calculate the phase (Reading and Ford 1987) . But until we have demonstrated the validity of the interpolation with this technique we cannot claim to be able to complement effectively the careful work of Sidky and Lin (1998) and Pons (2000) to which we have already referred.
Conclusion
We have presented a very simple FHBS method for obtaining energy differential cross sections in an ion-atom collision. We have applied the method to the p + H system where we know an exact analytical form for the ionized states. This has allowed us to demonstrate our ability at the first Born level of approximation, to smoothly and accurately pass from a discrete representation of the electron energy spectrum to a continuum. For a full FHBS calculation a comparison with experiments on the p + H system reveals general agreement for the electrons that give the major contribution to the total ionized electron cross sections. We believe that the method developed will find application in collisions with more complicated many-electron systems of interest in applications to radiation damage of living cells. For these applications, cross sections differential in the energy are all that is required. And it remains to be shown that a development of this approach could be successful in producing cross sections differential in electron momenta.
