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SOLVING THE NONCOMMUTATIVE BATALIN-VILKOVISKY
EQUATION.
SERGUEI BARANNIKOV
Abstract. Given an odd symmetry acting on an associative algebra, I show
that the summation over arbitrary ribbon graphs gives the construction of
the solutions to the noncommutative Batalin-Vilkovisky equation, including
the equivariant version, introduced in my previous papers[B06a],[B06b]. This
generalizes the known construction of A∞−algebra via summation over ribbon
trees. These solutions provide naturally the supersymmetric matrix action
functionals, which are the gl(N)-equivariantly closed differential forms on the
matrix spaces, as described in [B06b], [B09a].
1. Introduction.
I prove that the summation over arbitrary ribbon graphs with legs produces ex-
plicit solutions to the noncommutative Batalin-Vilkovisky equation, which I have
introduced in [B06a]. This generalizes the construction of A∞−structure via sum-
mation over trees, see [K], [M98],[H] and references therein.
The noncommutative Batalin-Vilkovisky equation is the equation
(1.1) ~∆S +
1
2
{S, S} = 0⇔ ∆(exp
1
~
S) = 0
for elements of symmetric product of cyclic words
S =
∑
i,g
~
2g+i−1Si,g, Si,g ∈ Symm
i(⊕∞j=1((ΠB)
⊗j)Z/jZ)∨
where B is a Z/2Z-graded vector space with odd scalar product, ∆ is the odd second
order operator, defined via dissection-gluing of cyclic cochains see section 1.2 in
[B06b] or section 5 in [B06a]. For B with even scalar product the noncommutative
Batalin-Vilkovisky equation and the operator ∆ are defined on elements of exterior
product of cyclic words Symm(⊕∞j=1Π((ΠB)
⊗j)Z/jZ)∨.
I’ve associated in [B06b] to any solution S to equation (1.1) the A−infinity
gl(N)−equivariant matrix integral of the form, in the odd scalar product case,∫
γ
exp
1
~
(Tr(mA∞) +
∑
2g+i>1
~
2g+i−1Si,g(X) +
1
2
〈[Ξ, X ], X〉)w dX
where mA∞ = S1,0 is the term of S of the lowest order in ~, which is the cyclic
A∞−algebra tensor. The term exp
1
~
(
∑
2g+i>1 ~
2g+i−1Si,g +
1
2 〈[Ξ, X ], X〉) can be
understood as a multitrace and equivariant completion of exp( 1
~
Tr(mA∞)) to a
closed gl(N)−equivariant differential form, see [B09a]. This is the integration
framework which I’ve proposed to associate with the equation {mA∞ ,mA∞} = 0.
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These integrals can be understood as the generalisation of the matrix Airy in-
tegral to arbitrary higher dimensions and, simulteneously, as the noncommutative
generalisation of periods of Calabi-Yau manifolds. They have many remarkable
properties, see [B06b], [B09a], [B09c]. For example, I’ve proven in [B06b] that their
asymptotic expansion is given by the pairing between the characteristic classes
cS ∈ H∗(Mg,n) of the quantum A∞−algebra and the classes cΛ ∈ H
∗(Mg,n) as-
sociated with the odd part of the equivariant gl(N)−action. The solutions to the
equation (1.1) are the lagrangians for these matrix integrals and this is one of the
principal reasons why it is important to develop the instrument, which constructs
explicitely and classifies such solutions.
The universal look of the noncommutative Batalin-Vilkovisky equation and the
property that it leads to the remarkable integration theory, suggests that the
A∞−enhancement, widely used in the non-commutative derived algebraic geome-
try, should in many interesting cases be considered as the first order approximation
to the full structure described by the solution to the noncommutative Batalin-
Vilkovisky equation in the space of symmetric or exterieur powers of cyclic tensors.
I explain below how to write down such full structure in this context, see the corol-
lary 1.
I work from the beginning in the equivariant extension of the noncommutative
Batalin-Vilkovisky formalism [B09a], [B06b]. In particular my results in this paper
are valid in the framework of algebraic structures with supersymmetry. My basic
setting throughout the paper is an odd linear operator I, which acts as a symmetry
of associative algebra A, or more general algebraic structure, and whose square is,
in general, nonzero I2 6= 0. The interesting applications include both the cases with
I2 = 0 and with I2 6= 0. An important example from [B06b], deeply related with
tauthological classes on the moduli space of Riemann sufaces, is related with the odd
differentiation [Ξ, ·] acting on the Bernstein-Leites odd general matrix algebra q(N)
with its odd trace, where Ξ is an odd matrix from q(N). In this case I2 = [Ξ2, ·]
and I2 6= 0.
Briefly, my construction is a sum, over ribbon graphs with legs, of the tensors
WΓ, defined on symmetric/exterior products of cyclic words, and given by the
contraction defined by the ribbon graph, where the elements of ΠB are attached to
the legs of the ribbon graph, the structure constants of the algebra A (associative,
A∞) are attached to the vertices and the propagator, which is the inverse to the
scalar product modified by homotopy inverse to I, is attached to the edges, see
(2.4). I give also the generalizations for summation over stable ribbon graphs,
whose relation with the noncommutative Batalin-Vilkovisky equation was described
in [B06a].
The construction here is very closely related with my construction from [B06a].
In [B06a] I’ve constructed the homology class in the stable ribbon graph complex
from any solution of the noncommutative Batalin-Vilkovisky equation. The con-
struction there associates the number to any stable ribbon graph with no legs. It
is the contraction, with the products of certain multitrace tensors mi,g attached to
the vertices, and the inverse to the scalar product attached to the edges. Here the
ingredients in the construction giving solution to the Batalin-Vilkovisky equation
are similar. Except that here I relax the condition on the linear term: d2 6= 0. To
avoid the confusion this linear term is denoted by I. In addition I take a self-adjoint
operatorH such that Id−[I,H ] = P is idempotent, [I2, H ] = 0, notice that H2 6= 0
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in general. In a sense it is a homotopy inverse to I on the subspace Id − P . I use
H to modify the scalar product associate with edges. The outcome of the con-
struction is a solution, on the image of the idempotent P , to the noncommutative
Batalin-Vilkovisky equation (equivariant if I2 is nonzero on the image of P ).
The similarity of the construction in this paper and the construction from the
previous paper [B06a] is not accidental. In fact, the quasiisomorphism PA →֒ A
induces the quasi-isomorphism from the dg-Lie algebra Mor(MD∨P
dual, E [A]) to
Mor(MD∨P
dual, E [PA]), see [B06a], section 5.1. And the construction described
below is the result of the action of this quasi-isomorphism on the solution to the
noncommutative Batalin-Vilkovisky equation. On the other hand such solution is
the same, by the theorem 1 from [B06a], as the action of the stable ribbon graphs
complex, whose part on graphs with no legs gives the homology classes construction
from [B06a].
It is important to stress that in order that the summation over ribbon graphs,
with the A∞−tensors attached to vertices, gives the solution to the noncommutative
Batalin-Vilkovisky equation, the following extra condition must be imposed on the
cyclic A∞−algebra
∆mA∞ = 0.
One significant case when this condition is automatically satisfied is the case of
the Z/2Z-graded associative algebra. Another possibility to construct the solution
on the subspace PA ⊂ A is to extend the A∞−structure on A to a solution to
the noncommutative Batalin–Vilkovisky equation in the initial space A and then
take the sum over stable ribbon graphs. I describe the case when such extension is
possible in the corollary 1.
Here is the brief description of the content of the paper. In section 2 I describe
the summation over ribbon graphs starting from the input data given by the odd
symmetry I acting on the Z/2Z-graded associative algebra A, dimk A < ∞ , with
odd or even scalar product. This is the main construction of the paper. Next I
consider the case of cyclic A∞−algebra.
The general case of associative algebra with no scalar product, and alsoA∞−algebra
with no scalar product, is then reduced to the case of the algebra with scalar prod-
uct by putting A˜ = A⊕(ΠA)∨ with odd scalar product given by natural odd pairing
between A and (ΠA)∨, or by putting A˜ = A ⊕ A∨ with even scalar product given
by natural even pairing between A and A∨.
In the section 4 I give the generalization to the case of summation over graphs
with arbitrary Sn−modules, endowed with some contraction operations, which are
attached to the vertices. The supersymmetry I in this case is acting on an algebra
over FP, the Feynman transform of an arbitrary twisted modular operad P , and
the summation over P−marked graphs gives the solution to the P−type Batalin-
Vilkovisky equation introduced in [B06a].
In the last section 5 I outline the applications of the construction by recalling the
relations from [B06b], [B09a] of the noncommutative Batalin-Vilkovisky formalism
with equivariant matrix integration, in particular the correspondence between solu-
tions to the noncommutative Batalin-Vilkovisky equation and equivariantly closed
differential forms on (gl(N |N)⊗ΠV )0.
Notations. I work in the tensor category of super vector spaces, over an alge-
braically closed field k, char(k) = 0. Let V0 ⊕ V1 be a Z/2Z-graded vector space.
I denote by α the parity of an element α and by ΠV the super vector space with
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inversed parity. Element (a1⊗a2⊗ . . .⊗an) of A
⊗n is denoted by (a1, a2, . . . , an). I
denote by V ∨ the dual vector space Hom(V, k). For a module U over a finite group
G I denote via UG the subspace of invariants: {∀g ∈ G : gu = u|u ∈ U}. A graph Γ
is a triple (Flag(Γ), λ, σ), where Flag(Γ) is a finite set, whose elements are called
flags, λ is a partition of Flag(Γ), and σ is an involution acting on Flag(Γ). By par-
tition here one understands a disjoint decomposition into unordered subsets. These
subsets are the vertices of the graph. The set of vertices is denoted by V ert(Γ).
The subset of Flag(Γ) corresponding to vertex v is denoted by Flag(v). The car-
dinality of Flag(v) is called the valence of v and is denoted n(v). The edges of the
graph are the pairs of flags forming a non-trvial two-cycle of the involution σ. The
set of edges is denoted Edge(Γ). The legs of the graph are the fixed elements of
the involution σ. The set of legs is denoted Leg(Γ). The number of legs is denoted
n(Γ). The cardinality of a finite set X is denoted by |X |. Throughout the paper,
unless it is stated explicitely otherwise, (−1)ǫ in the formulas denotes the standard
Koszul sign, which can be worked out by counting (−1)abevery time the objects a
and b are interchanged to obtain the given formula.
2. Associative algebra with odd differentiation.
I consider in this section a Z/2Z−graded associative algebra A, dimk A < ∞ ,
with multiplication denoted by m2 : A
⊗2 → A and an odd differentiation I : A →
ΠA
Im2(a, b) = m2(Ia, b) + (−1)
am2(a, Ib),
in particular, if I2 = 0 then this is a d(Z/2Z)g-algebra.
2.1. Odd scalar product. I assume that the algebra A, is cyclic with odd scalar
product
β : A⊗2 → ΠA,
so that the three tensor
m ∈ ((ΠA)⊗3)∨
m(πa, πb, πc) = (−1)bβ(m2(a, b), c)
is cyclically invariant
m(πa, πb, πc) = (−1)(c+1)(a+b)m(πc, πa, πb)
and that β is preserved by I:
β(Ia, b) + (−1)aβ(a, Ib) = 0.
The modification for the variant with an even scalar product are described below.
Below I consider also the variant for general d(Z/2Z)g-algebra without scalar
product. It is reduced to the case with even/odd scalar product by putting A˜ =
A⊕A∨, or A˜ = A⊕ΠA∨ with their natural scalar products.
I have
(2.1) m(Ia, b, c) + (−1)am(a, Ib, c) + (−1)a+bm(a, b, Ic) = 0
which reflect the Leibnitz rule for the differentiation I. Denote by β∨ ∈ (ΠA)⊗2
the tensor of the scalar product on the dual vector space, then for any a, b, c, d ∈ A,
(2.2)
〈
m(πa, πb, ·)m(·, πc, πd), β∨
〉
= (−1)ε
〈
m(πd, πa, ·)m(·, πb, πc), β∨
〉
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which is the associativity of the multiplication m.
Let H be an odd selfadjoint operator
H : A→ ΠA, H∨ = H
such that
(2.3) Id− [I,H ] = P
is an idempotent operator P : A→ A,
P 2 = P.
I assume also that H commutes with I2, this is automatic if I2 = 0. Such H
can be always be found for example by considering the kernel ker I2 = {x|I2x =
0}, on which H is a homotopy on the complement to a space representing the
cohomology of I|ker I2 , and the orthogonal complement (ker I
2)⊺ of ker I2 on which
I2 is invertible and on which H can be taken for example to be 12I|
−1
(ker I2)⊺ . Notice
that in general H2 6= 0. I denote by B the subspace which is the image of the
idempotent P .
Let Γ be a tri-valent ribbon graph, i.e. the trivalent graph with fixed cyclic orders
on the sets of the three flags attached to every vertex. Let ΣΓ be the corresponding
oriented two-dimensional surface. Then I put:
• the three-tensors
mv ∈ ((ΠA)⊗Flag(v))∨
on every vertex v
• the two tensors
β∨,eH ∈ (ΠA)
⊗{f,f ′},
β∨,eH = β
∨(H∨uf , vf ′) = (−1)
uf vf′β∨(H∨vf ′ , uf )
for any interieur edge e = (ff ′)
• element al ∈ ΠB, for any leg l ∈ Leg(Γ), this gives a partition of the set
of elements {al}l∈Leg(Γ) to the subsets corresponding to the components of
the boundary ∂ΣΓ and the cyclic orders on these subsets.
Notice that both mv and β∨,eH are even elements, so that the products⊗
v∈V ert(Γ)
mv ∈ ((ΠA)⊗Flag(Γ))∨
and ⊗
e∈Edge(Γ)
β∨,eH ∈ (ΠA)
⊗Flag(Γ)\Leg(Γ)
are canonically defined.
Definition 1. I define the tensor WΓ as the contraction
(2.4) WΓ(
⊗
l∈Leg(Γ)
al) =
〈 ⊗
v∈V ert(Γ)
mv,
( ⊗
e∈Edge(Γ)
β∨,eH
) ⊗
l∈Leg(Γ)
al
〉
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Notice thatWΓ is cyclically invariant on every subset of {al}l∈Leg(Γ) correspong-
ing to a component of the boundary of ΣΓ. Moreover the cyclic orders on flags at
vertices induce the orientation on the ribbon graph Γ, whose detailed analysis, see
e.g.[B09b], [B06a] or section 4 below, shows that WΓ belongs to the symmetric
product
WΓ ∈ Symm(⊕
∞
j=1(ΠB
⊗j)Z/jZ)∨
Let χ(ΣΓ) denotes the genus of ΣΓ,
χ(ΣΓ) = 2− 2g(ΣΓ)− i(ΣΓ),
where g(ΣΓ), i(ΣΓ) are the genus and the number of boundary components of ΣΓ.
I put
(2.5) S =
∑
{Γ}
~
1−χ(ΣΓ)WΓ
where the sum is over isomorphism classes of connected trivalent graphs with
nonempty subsets of legs on every boundary component of ΣΓ. One can include the
graphs with empty subsets of legs on boundary components by adding the constant
term to the Batalin-Vilkovisky operator ∆, I leave the details to the interested
reader.
Proposition 1. The number of such ribbon graphs with fixed χ(ΣΓ) and fixed
number of n(Γ) of legs is finite.
Proof. This is a standard lemma, whose proof I include here for convenience of the
reader. The number of flags gives
n(Γ) + 2|Edge(Γ)| = 3|V ert(Γ)|
Also
χ(ΣΓ) = |V ert(Γ)| − |Edge(Γ)|
since ΣΓ is homotopic to the geometric realisation of Γ. It follows that
|Edge(Γ)| = n(Γ)− 3χ(ΣΓ)
and
|V ert(Γ)| = n(Γ)− 2χ(ΣΓ)
and hence the number of such graphs is finite. 
Theorem 1. The sum over ribbon graphs S defined in (2.5) satisfy the equivariant
noncommutative Batalin-Vilkovisky equation:
(2.6) ~∆S +
1
2
{S, S}+ I∨S = 0,
in particular if I|B is zero then S is the solution of the non-commutative Batalin-
Vilkovisky equation from [B06a],[B06b]
~∆S +
1
2
{S, S} = 0
If I|B 6= 0, but I
2|B = 0, then S+ S0,2 is also a solution to the non-commutative
Batalin-Vilkovisky equation from [B06a],[B06b], where S0,2 = (−1)
ǫβ(I·, ·)|B is the
quadratic term corresponding to the differential I|B .
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Proof. The proof is straightforward. For a trivalent graph Γ and an internal edge
e ∈ Edge(Γ) consider the three tensors
W
[I,H]
Γ,e ,W
Id
Γ,e,W
P
Γ,e ∈ Symm(⊕
∞
j=1((ΠB)
⊗j)Z/jZ)∨
which are defined by the same contraction as WΓ except that at the edge e ∈
Edge(Γ) I put the tensors
β∨([I∨, H∨]uf , vf ′), β
∨(uf , vf ′), β
∨(P∨uf , vf ′)
correspondingly instead of β∨,eH . Then, from (2.3)
WPΓ,e =W
Id
Γ,e −W
[I,H]
Γ,e .
By summing over v ∈ V ert(Γ) of the Leibnitz rule (2.1) and noticing that
β∨(H∨I∨uf , vf ′) + β
∨(uf , H
∨I∨vf ′) = −β
∨([I∨, H∨]uf , vf ′)
I get
I∨WΓ −
∑
e
W
[I,H]
Γ,e = 0.
Next I use (2.2) to substitute in W IdΓ,e the contraction〈
m(πa, πb, ·)m(·, πc, πd), β∨
〉
corresponding to the internal edge e ∈ Edge(Γ) by
(−1)ε
〈
m(πd, πa, ·)m(·, πb, πc), β∨
〉
.
This corresponds to passing from the trivalent ribon graph Γ to the trivalent rib-
bon graph Γ′ obtained by the standard transformation on the edge e, preserving
the overal cyclic order of the flags corresponding to πa, πb, πc, πd. This transfor-
mation preserves the surface ΣΓ and the distribution of elements of Leg(Γ) over
the boundary components of ΣΓ. Therefore the sum of W
Id
Γ,e over all internal edges
and over the set of trivalent graphs, having the same ΣΓ with same distribution of
Leg(Γ) over the boundary components, is zero:∑
{Γ},ΣΓ=Σ,e∈Edge(Γ)
W IdΓ,e = 0.
Notice that P 2 = P implies that
β∨(P∨uf , vf ′) = β
∨(P∨uf , P
∨vf ′).
Then, from the definition of the Batalin-Vilkovisky operator and the odd Poisson
bracket on B it follows that∑
{Γ}
~
2−χ(ΣΓ)∆WΓ +
1
2
{
∑
{Γ}
~
1−χ(ΣΓ)WΓ,
∑
{Γ′}
~
1−χ(ΣΓ′ )WΓ′} =
=
∑
{Γ˜},e∈Edge(Γ˜)
~
1−χ(ΣΓ)WP
Γ˜,e
where each term on left hand side corresponds precisely to the right hand side term
~
1−χ(ΣΓ)WP
Γ˜,e
, where Γ˜ is obtained by gluing two legs to form the edge e from either
the single surface or the two surfaces . Notice that the condition, that ∆ does not
get contributions from the neighboring points on the same circle, and that ∆ and
{·, ·} do not get contributions from pair of cycles with just one element on each,
corresponds precisely to the fact that the resulting surface ΣΓ˜ has always nonempty
subsets of Legs(Γ˜) on the boundary components. 
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Remark 1. In the infinite dimensional case instead of β∨(H∨·, ·) the kernel con-
structed from appropriate resolution of the diagonal, i.e. A as Aop ⊗ A-bimodule,
must be used. Details will appear elsewhere.
Corollary 1. Given a Z/2Z−graded cyclic A∞−algebra B, if B has cyclic d(Z/2Z)g
associative model A, in the sense that B is obtained from A via the summation over
trees, such that for A the contractions (2.4) over arbitrary trivalent ribbon graphs
are well-defined, then the summation over such graphs gives an extension of the
cyclic A∞−algebra on B to the solution of the non-commutative Batalin-Vilkovisky
equation.
2.2. Even scalar product. Assume now that the scalar product on A is even:
β : A⊗2 → A.
Then given an odd differentiation I : A → ΠA and an odd selfadjoint operator
H : A → ΠA, satisfying (2.3), I construct the tensors WΓ for any ribbon trivalent
graph by the same contraction (2.4). The only difference is that in this case, both
the three-tensors mv attached to the vertices and the two-tensors β∨,eH are odd and
I sum over oriented ribon graphs where the orientation is an orientation on the
space kFlag(Γ). Carefull analysis of the corresponding orientation on Γ, analogous
to the one from [B06a], shows that WΓ belongs to the exterior power of the space
of cyclic tensors
WΓ ∈ Symm(⊕
∞
j=1Π(ΠB
⊗j)Z/jZ)∨
Then I define the sum over oriented trivalent graphs parallel to (2.5). For the case
of the even scalar product the variant of the previous theorem holds. The proof is
the same.
Theorem 2. The sum over oriented trivalent ribbon graphs S satisfy the equivari-
ant noncommutative Batalin-Vilkovisky equation:
~∆S +
1
2
{S, S}+ I∨S = 0,
in particular if I|B = 0 then S is the solution of the non-commutative Batalin-
Vilkovisky equation from [B06a],[B06b]
~∆S +
1
2
{S, S} = 0
If I|B 6= 0, but I
2|B = 0, then S + S0,2 is also a solution to the non-commutative
Batalin-Vilkovisky equation from [B06a],[B06b], where S0,2 = (−1)
ǫβ(I·, ·)|B is the
quadratic term corresponding to the differential I|B .
2.3. General algebras. Let now A, dimk A <∞ , be an arbitrary Z/2Z−graded
algebra, with an odd differentiation I : A → ΠA. This case is reduced to the
previous cases by putting A˜ = A ⊕ (ΠA)∨ with odd scalar product β given by
natural odd pairing between A and (ΠA)∨, or by putting A˜ = A ⊕ A∨ with even
scalar product β given by natural even pairing between A and A∨. Then A˜ is
naturally an associative algebra with odd, respectively even, scalar product. For
any a∗, b∗ from (ΠA)∨, respectfully from A∨,
m2(a
∗, b∗) = 0
and m2(a
∗, b) takes value in (ΠA)∨, respectfully in A∨,
m2(a
∗, b)c = a∗(m2(b, c))
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and similarly form2(a, b
∗). The cyclic three-tensor describing this cyclic associative
algebra is simply the initial multplication tensor
m2 ∈ (ΠA⊗ΠA)
∨ ⊗A
considered as element of
((ΠA∨ ⊕A)⊗3)Z/3Z
or, respectfully,
Π((ΠA∨ ⊕ΠA)⊗3)Z/3Z
The odd differentiation I action extends naturally to A˜.
Consider the case of A˜ = A ⊕ (ΠA)∨ with its odd scalar product, dimk A <∞.
Suppose that H is an odd operator
H : A→ ΠA,
such that
(2.7) Id− [I,H ] = P
is an idempotent operator P : A→ A,
P 2 = P.
I assume also that H commutes with I2, this is automatic if I2 = 0. Then both H
and P act naturally on A˜ as self-adjoint operators and I apply to this situation the
construction of tensors WΓ for ribbon graphs described above. The tensors
WBΓ ∈ Symm(⊕
∞
j=1((ΠB
∨ ⊕B)⊗j)Z/jZ)
are defined by the contraction (2.4). The contraction is given by the sum over
markings by
Flag(Γ)→ {ΠA,A∨}
such that for any edge, its two flags are marked differently, and for any vertex there
is exactly one flag which is marked by ΠA, with no other extra restrictions. In
particular such marking gives an orientation for every edge, from A∨ to ΠA, and
there must be exactly one edge exiting every vertex. The legs of Γ, which correspond
to the points sitting on the boundary of the surface ΣΓ, are also marked as either
entries (B∨) or exits (ΠB). And I define SB by the summation as above
SB =
∑
{Γ}
~
1−χ(ΣΓ)WBΓ
where the sum is over isomorphism classes of connected trivalent graphs with such
orientation on edges and with nonempty subsets of legs on every boundary compo-
nent of ΣΓ.
Similarly I define the tensorsWΓ in the case of A˜ = A⊕A
∨ with its even pairing.
These tensors belong to the space of exterior powers of linear functionals on cyclic
words on elements of ΠB and ΠB∨
WΠBΓ ∈ Symm(⊕
∞
j=1Π((ΠB ⊕ΠB
∨)⊗j)Z/jZ)
and I define SΠBas their sum over oriented ribbon graphs as above.
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Theorem 3. Let A be an arbitrary Z/2Z−graded algebra, dimk A < ∞ , with an
odd differentiation I : A → ΠA and a homotopy H, for which the operator (2.7)
is idempotent. The sums over ribbon graphs SB and SΠB give the solutions to
the two variants of the equivariant noncommutative Batalin-Vilkovisky equation in
the spaces of symmetric, respectfully exterior powers, of cyclic words, consisting of
elements from ΠB∨ and B, respectfully from ΠB∨ and ΠB:
~∆SB +
1
2
{SB, SB}+ I∨SB = 0
~∆SΠB +
1
2
{SΠB, SΠB}+ I∨SΠB = 0.
Proof. This is an immediate corollary of the theorem from the previous subsection
for the algebras with odd/ even invariant scalar product A˜ = A ⊕ (ΠA)∨ or A˜ =
A⊕A∨. 
3. Graphs with the insertion of A∞−tensors.
Assume now that A is a Z/2Z−graded A∞−algebra, dimk A < ∞ . I relax, as
above, the condition of the square of differential equals to zero, and assume that it
is simply an odd operator I : A → ΠA, which together with other structure maps
mn ∈ ((ΠA)
⊗n)∨ ⊗A, n ≥ 2, satisfy the standard A∞−constrains, except perhaps
the very first, so that, in general I2 6= 0 : for any n ≥ 2
Imn(v1, . . . , vn)−
∑
l
(−1)ǫmn(v1, . . . , Ivl, . . . vn) =
=
∑
i+j=n+1
(−1)ǫmi(v1, . . . ,mj(. . .), . . . vn)
or, equivalently,
I∨m+ {m,m} = 0
I assume first that A has also an invariant odd scalar product β so that all tensors
mn ∈ ((ΠA)
⊗n+1)∨, β( mn(v1, . . . , vn), vn+1)
are cyclic invariant, the variant without scalar product is reduced as above to this
case by taking A˜ = A⊕ (ΠA)∨, see below.
Let as above H be an odd selfadjoint operator
H : A→ ΠA, H∨ = H
such that
(3.1) Id− [I,H ] = P
is an idempotent operator P : A → A, whose image I denote by B. I assume also
as above that H commutes with I2, this is of course automatic if I2 = 0.
Now I define the tensorsWΓ, by inserting the cyclyc tensorsmn(v) ∈ ((ΠA)
⊗Flag(v))∨
at vertices, as above, where Γ is now a ribbon graph, with valency n(v) for any
vertice at least three:
WΓ(
⊗
l∈Leg(Γ)
al) =
〈 ⊗
v∈V ert(Γ)
mn(v),
( ⊗
e∈Edge(Γ)
β∨,eH
) ⊗
l∈Leg(Γ)
al
〉
and
WΓ ∈ Symm(⊕
∞
j=1(ΠB
⊗j)Z/jZ)∨
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The following is the standard lemma, which ensures that the sum over ribbon graphs
is actually finite at each order of ~.
Proposition 2. The number of ribbon graphs, with valency at every vertex n(v) ≥
3, with fixed χ(ΣΓ) and fixed number of exterior legs is finite.
Proof. Similarly to above, if I denote the number of vertices of valency n via vn:
χ(ΣΓ) + |Edge(Γ)| =
∑
vn
and
n(Γ) + 2|Edge(Γ)| =
∑
nvn.
It follows that ∑
(n− 2)vn = n(Γ)− 2χ(ΣΓ)
and hence
∑
vn ≤ const and |Edges(Γ)| ≤ const. 
At the next step however, looking carefully at the proof of the equation for S
above, one sees that one immediately runs into a problem because of tadpoles, i.e.
self-contractions of nonneighbouring flags at the same vertex, unless the following
important condition
∆mn = 0
is imposed, which I assume from now till the end of this section.
I define next, similarly to above,
(3.2) S =
∑
{Γ}
~
1−χ(ΣΓ)WΓ
where the sum is over isomorphism classes of connected ribbon graphs with ver-
tices of valency n(v) ≥ 3, and with nonempty subsets of legs on every boundary
component of ΣΓ.
Theorem 4. Let the odd operator I and the cyclically invariant tensors mn ∈
((ΠA)⊗n+1)∨, n ≥ 2, satisfy
I∨m+ {m,m} = 0
∆m = 0
Then, given the homotopy H (3.1), the sum S (3.2) over ribbon graphs satisfy the
equivariant noncommutative Batalin-Vilkovisky equation associated with (B, β|B):
~∆S +
1
2
{S, S}+ I∨S = 0,
in particular if I|B = 0 then S is the solution of the non-commutative Batalin-
Vilkovisky equation from [B06a],[B06b]
~∆S +
1
2
{S, S} = 0
If I|B 6= 0, but I
2|B = 0, then S + S0,2 is also a solution to the non-commutative
Batalin-Vilkovisky equation from [B06a],[B06b], where S0,2 = (−1)
ǫβ(I·, ·)|B is the
quadratic term corresponding to the differential I|B .
Proof. The proof is parallel to the above. 
As above the case of algebra with no scalar product is reduced to the cyclic
algebra case.
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Proposition 3. Same result holds in the context of arbitrary Z/2Z−graded equi-
variant A∞−algebra, dimk A <∞ , with odd differentiation I : A→ ΠA,
I∨m+ {m,m} = 0
As above the algebra must satisfy in addition the condition ∆m = 0, satisfied triv-
ially by the associative algebras. This case is reduced to the previous cases by putting
A˜ = A⊕ (ΠA)∨ with odd scalar product β given by natural odd pairing between A
and (ΠA)∨, or by putting A˜ = A⊕A∨ with even scalar product β given by natural
even pairing between A and A∨.
Theorem 5. Given arbitrary solution to the equivariant non-commutative Batalin-
Vilkovisky equation on Z/2Z−graded vector space A, dimk A <∞, with odd scalar
product β,
m̂ ∈ Symm(⊕∞j=1(ΠA
⊗j)Z/jZ)∨[[~]],(3.3)
~∆m̂+
1
2
{m̂, m̂}+ I∨m̂ = 0,
and a homotopy H (3.1), I define the tensors WΓ for stable ribbon graphs by con-
traction as above and the sum S over such stable ribbon graphs, then S is again a so-
lution to the equivariant non-commutative Batalin-Vilkovisky equation on (B, β|B):
~∆S +
1
2
{S, S}+ I∨S = 0
The same result holds in the case of the even scalar product.
Proof. Analogous to the above, see also the general case of algebras over modular
operad in the next section. 
4. Construction of solutions to the P-Batalin-Vilkovisky equation.
Let now A = ⊕iA
i be a Z−graded vector space with the odd scalar product β
of degree 2l + 1, and let A is an algebra over FP, the Feynman transform of a
modular operad P . I consider for simplicity the Z−graded version as defined in
[GK], see also [B06a]. Without loss of generality one can assume that l = 1,the
general case is reduced to this case by a twisting by a cocycle. The parallel results
hold in the Z/2Z−graded setting and also for even scalar products, I leave details
to an interested reader.
By theorem 1 from [B06a], an algebra over FP is defined by set of elements
mn,b ∈
(
((A[1])⊗n)∨ ⊗ P((n, b))
)Sn
with m̂ =
∑
n,b ~
bmn,b satisfying the Batalin-Vilkovisky equation of P−geometry,
the equation (5.5) from [B06a].
As above I consider more general notion, which is natural to call ”equivariant
algebra over FP”. This is the Z-graded vector space A with scalar product β, with
a degree 1 anti-selfadjoint operator I : A→ A[1],and provided with the morphism
from the free K−twisted modular operad
Φ : MKP
dual → E [A]
equivariant with respect to the odd differentiations
I ◦ Φ = Φ ◦ dFP .
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This is equivalent for m̂ to satisfy the equivariant version of the P−Batalin-Vilkovisky
equation:
(4.1) ~∆m̂+
1
2
{m̂, m̂}+ I∨m̂ = 0, mn,b ∈
(
((A[1])⊗n)∨ ⊗ P((n, b))
)Sn
where ∆ and {·, ·} are defined in [B06a], .
Let as above H be a homotopy, degree −1, selfadjoint operator
H : A→ A[−1], H∨ = H
such that
Id− [I,H ] = P
is an idempotent operator P : A → A, whose image I denote by B. Assume as
above that H commutes with I2, this is automatic if I2 = 0. Next I define the
summation over P−decorated graphs with legs, i.e. graphs with decorations from
P((Flag(v))) attached to vertices. For a stable graph Γ I put
• the tensors
mv ∈
(
((A[1])⊗Flag(v))∨ ⊗ P((Flag(v), b(v)))
)Aut(Flag(v))
on every vertex v, obtained from mn(v),b(v) using the functor of extension
to finite sets,
• the two tensors
β∨,eH ∈ (A[1])
⊗{f,f ′},
β∨,eH = β
∨(H∨uf , vf ′) = (−1)
uf vf′β∨(H∨vf ′ , uf )
for any interieur edge e = (ff ′)
• element al ∈ B[1], for any leg l.
Notice that both mv and β∨,eH are degree zero elements, so that the products⊗
v∈V ert(Γ)m
v and
⊗
e∈Edge(Γ) β
∨,e
H are canonically defined. Recall that for the
modular operad P , for any stable graph Γ a bijection Leg(Γ)↔ {1, . . . n} there is
the composition map
µΓ :
⊗
v∈V ert(Γ)
P((Flag(v), b(v)))→ P((n(Γ), b(Γ)))
Definition 2. I define the tensor
WΓ ∈
(
((B[1])⊗n(Γ))∨ ⊗ P((n(Γ), b(Γ)))
)Sn(Γ)
as the contraction of tensors on A[1] times the P−composition structure map µΓ
(4.2) WΓ(
⊗
l∈Leg(Γ)
al) =
〈 ⊗
v∈V ert(Γ)
mv,
( ⊗
e∈Edge(Γ)
β∨,eH
) ⊗
l∈Leg(Γ)
al
〉
⊗ µΓ
For a given graph Γ and choice of basis in every P((Flag(v), b(v))) this expresion
is the sum, over markings of vertices of Γ by basis elements of P , of the correspond-
ing contractions of tensors on A[1].
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Definition 3. The sum over P-marked graphs is defined by
(4.3) Sn,b =
∑
Γ∈[G((n,b))]
WΓ
where [G((n, b))] denotes the set of isomorphisms classes of pairs (Γ, ρ) where Γ is
a stable graph with n(Γ) = n, b(Γ) = b and ρ is a bijection Leg(Γ)↔ {1, . . . n}. I
put
S =
∑
n,b
~
bSn,b
The sum in the definition of Sn,b is finite, see [GK] lemma 2.16.
Theorem 6. The series S, given by the sum over P-marked graphs, satisfy the
equivariant Batalin-Vilkovisky equation associated with the modular operad P:
~∆S +
1
2
{S, S}+ I∨S = 0,
in particular if I2|B = 0 then S is the solution of the Batalin-Vilkovisky equation,
associated with the modular operad P, from [B06a]:
~∆S +
1
2
{S, S}+ dS = 0
where I denoted by d the differential I∨|B∨ . By the theorem 1 of [B06a] , this is
equivalent to the fact, that S defines on B the structure of algebra over FP, the
Feynman transform of the modular operad P.
Proof. The proof is parallel to the proof of the theorem 1 above, via introducing
the tensors W
[I,H]
Γ,e ,W
Id
Γ,e,W
P
Γ,e and verifying that they satisfy analogous relations.
One has to use the definition of the P-type Batalin-Vilkovisky operator ∆ from
[B06a]. 
Remark 2. The particular case of this statement, in its nonequivariant version
with I2 = 0, applied for the modular extension of the L∞−operad, gives the trans-
fer of solutions to the ordinary (commutative) Batalin-Vilkovisky equation. In the
case A˜ = A ⊕ (A[1])∨ one gets the solutions via the summation over graphs with
oriented edges. A similar statement which starts from solutions of degree ≤ 3 to the
commutative Batalin-Vilkovisky equation, satisfying certain extra boundary condi-
tions, and in which the sum is taken over the subset of ”directed” graphs of the set
of oriented graphs, is established in [M08], together with some generalisation.
Remark 3. Any cyclic operad can be considered as modular with zero selfcontrac-
tions. Hence this theorem gives also the analogous result for algebras over the Bar
-transform of cyclic operads, and also, via setting A˜ = A⊕A∨ for ordinary operads,
see [H], [M08] and references therein. The equivariant version, with the odd deriva-
tion relaxing the condition on the differential d2 6= 0, is new even in the standard
case of ordinary/cyclic operads.
Proposition 4. For any solution to the equivariant Batalin-Vilkovisky equation,
the construction of the homology class of the associated graph complex of P-marked
graphs from [B06a] works without change and gives the homology class of the com-
plex dual to FP|n(Γ)=0.
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Proof. This is immediate from the definition, the n(Γ) = 0 part of the map Φ
satisfies
Φn(Γ)=0(dFP(α)) = I(Φn(Γ)=0(α)) = 0
since the odd operator I acts by zero on k = E [A]((0, b)). 
Theorem 7. Let m̂ be a solution to the equivariant Batalin-Vilkovisky equation of
P−geometry (4.1) and let H be a self-adjoint nilpotent homotopy as above. Then
the solution S to (4.1) obtained by the summation over P-marked graphs (4.2),
(4.3), and m̂ have the same characteristic homology class in the graph complex of
P-marked graphs.
5. A-infinity gl(N)−equivariant matrix integrals.
Here I briefly describe the A-infinity gl(N)−equivariant matrix integrals which
I’ve introduced in [B06b]. I focus on the odd-dimensional case. I recall in particular
the results from [B09a], that establish the correspondence between solutions to the
noncommutative Batalin-Vilkovisky equation and equivariantly closed differential
forms on (gl(N |N)⊗ΠV )0.
Let V be a Z/2Z-graded vector space, dimk V < ∞ , with odd scalar product
β : V ⊗2 → Πk. Let
mA∞ ∈
⊕
j
(((ΠV )⊗j)Z/jZ)∨,(5.1)
{mA∞ ,mA∞} = 0(5.2)
be the cyclic tensor defining the structure of cyclic A∞−algebra on A, with the
invariant odd scalar product β. To any product of cyclic words from
Symm(⊕∞j=1((ΠV ⊕ΠkΛ)
⊗j)Z/jZ)∨
I associate, using the invariant theory, the invariant functions, which are product
of traces, from
(5.3) (O(gl(N |N)⊗ΠV )⊗O(Πgl(N |N)))
gl(N |N)
In particular Tr(mA∞) denotes the function on gl(N |N)⊗ΠV∑
(i1...ik)
(−1)ǫmA∞ ,i1...ik tr(X
i1 · . . . ·X ik), X = X i ⊗ πei, X
i ∈ gl(N |N), ei ∈ V
extending the cyclic A∞ tensor mA∞ . I’ve introduced in [B06b] integrals
(5.4)
∫
γ∈(gl(N |N)⊗ΠV )0
exp
1
~
(sΛ + Tr(mA∞) +
∑
2g+i>2
~
2g+i−1SmTri,g )ϕ dX
where
sΛ =
∑
i1i2
(−1)ǫβi1i2tr([Ξ, X
i1 ], X i2),
is the hamiltonian of action of odd matrix Ξ ∈ gl(N |N)1, which in generic case
without loss of generality can be assumed to be of the form Ξ =
(
0 Id
Λ 0
)
, Λ ∈
gl(N). And SmTri,g are the multitrace elements corresponding to products of cyclic
words
Si,g ∈ Symm
i(⊕∞j=1((ΠV )
⊗j)Z/jZ)∨
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Functions on the odd symplectic affine manifold gl(N |N)⊗ΠV are identified canon-
ically with polyvector fields on (gl(N |N)⊗ΠV )0 which are in turn identified with
differential forms on the same space, using a constant in the affine coordinates
holomorphic volume form dX . The invariant functions from (5.3) are then mapped
to gl(N)- equivariant differential forms, with respect to gl(N) acting by conjuga-
tion via block-diagonal embedding. Let dDR − iΛ denotes the gl(N)-equivariant
differential.
Proposition 5. (1) The lagrangian S = mA∞ +
∑
2g+i>2 ~
2g+i−1Si,g satisfies
the noncommutative Batalin-Vilkovisky equation (1.1) if and only if the
gl(N)−equivariant differential form corresponding to sΛ + S is closed for
any N
(ddR − iΛ)
exp 1
~
(sΛ + Tr(mA∞) +
∑
2g+i>2
~
2g+i−1SmTri,g ) ⊢ dX
 = 0
(2) Similarly, for any
ϕ =
∑
i,g≥0
~
2g+i−1ϕi,g, ϕi,g ∈ Symm
i(⊕∞j=1((ΠB)
⊗j)Z/jZ)∨,
~∆ϕ+
1
2
{S, ϕ} = 0⇐⇒
(ddR − iΛ)
(
ϕmTr exp
1
~
(sΛ + S
mTr) ⊢ dX
)
= 0
(3) For
f ∈ (O(gl(N |N)⊗Π(V ⊕ kΛ))
gl(N |N)
(~)
the gl(N)−equivariant differential form corresponding to sΛ + f is closed
(ddR − iΛ)
(
exp
1
~
(sΛ + f) ⊢ dX
)
= 0
if and only if f satisfies the noncommutative equivariant Batalin-Vilkovisky
equation
~∆f +
1
2
{f, f}+ I∨f = 0,
where I = [Ξ, ·]
Proof. The proof is immediate from the results of [B09a]. 
Remark 4. The algebra gl(N |N) with its even trace, can be replaced without any
other change in the formalism, by any finite dimensional super associative algebra
g with trace, which satisfy trg(la) = 0, where la is the operator of multiplication by
the arbitrary element a. The most part of the formalism works without change also
for any finite dimensional super associative algebra with trace.
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5.1. Equivariant matrix integrals for associative algebras and intersec-
tions on moduli spaces of curves.
Proposition 6. Let A, dimk A < ∞, be associative d(Z/2Z)g-algebra with odd
scalar product β, multiplication described by cyclic 3-tensor m2. Then ∆(m2) = 0
and
S =
(
−
1
2
∑
i1i2
(−1)ǫβi1i2tr([Ξ, X
i1 ], X i2) +
1
3!
∑
i1i2i3
(−1)ǫm2,i1i2i3tr(X
i1X i2X i3)
)
defines closed gl(N)-equivariant differential form on (gl(N |N) ⊗ ΠV )0. It can be
seen as an odd higher dimensional generalisation of the matrix Airy integral. It’s
asymptotic expansion is given, as it folows from theorem 1 of [B06b]), by the sum
over trivalent ribbon graphs :
exp
(
const
∑
Γ
~
−χΓcS(Γ)cΛ(Γ)
)
where cΛ ∈ H
∗(Mg,n), cS ∈ H∗(Mg,n) are the cocycle and the cycle on the sta-
ble ribbon graph complex defined for any stable ribbon graph in [B06b], [B09b] and
associated with the odd differentiation I = [Λ01, ·], I
2 6= 0, of the associative al-
gebra gl(N |N) and with the solution S to the noncommutative Batalin-Vilkovisky
equation.
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