Real-time prediction of video source traffic is an important step in many network management tasks such as dynamic bandwidth allocation and end-to-end quality-of-service (QoS) control strategies. In this paper, an adaptive prediction model for MPEG-coded traffic is developed. A novel technology is used, first developed in the signal processing community, called sparse basis selection. It is based on selecting a small subset of inputs (basis) from among a large dictionary of possible inputs. A new sparse basis selection algorithm is developed that is based on efficiently updating the input selection adaptively. When a new measurement is received, the proposed algorithm updates the selected inputs in a recursive manner. Thus, adaptability is not only in the weight adjustment, but also in the dynamic update of the inputs. The algorithm is applied to the problem of single-step-ahead prediction of MPEG-coded video source traffic, and the developed method achieves improved results, as compared to the published results in the literature. The present analysis indicates that the adaptive feature of the developed algorithm seems to add significant overall value.
I. INTRODUCTION
C URRENTLY, the motivation for predicting video source traffic flow arises from at least two important considerations in multimedia networks. Dynamic bandwidth allocation and end-to-end quality-of-service (QoS) control of real-time multimedia streams transported over networks that do not offer service guarantees, e.g., such as Internet protocol (IP) networks. It is quite possible that future networked computing needs and applications may bring forward additional circumstances in which video and audio source traffic prediction becomes critical.
Efficient and fair utilization of available bandwidth is a topic that has garnered much attention. In order to adapt the allocated bandwidth among network end-users dynamically, it is imperative to predict the traffic generated by end-users. As the fraction of video traffic over IP networks increases, accurate video source traffic prediction algorithms could significantly aid in the design of efficient dynamic bandwidth allocation mechanisms.
Among the various problems associated with real-time video and audio transport over IP networks, is their delay and loss sensitive nature. An obvious, and simple, solution to this problem is destination-side buffering and/or edge-caching. The tradeoff is that the media content is not delivered to the destination in real-time or even in near real-time. Many applications, such as streaming and ondemand video and audio, are tolerant to such large delays in delivery, even enabling the reconstruction of lost packets at destination. There are many applications, however, that require real-time or near real-time packet delivery, such as gaming, conferencing, IP telephony, and tele-operation applications. In attempts to develop edge-based end-to-end QoS control for such IP network applications with real-time or near real-time content delivery needs, one is faced with the need to predict the source traffic bit-rate time-series.
Most of the research reported in the literature on multimedia source traffic prediction can be classified into two broad categories. The first category deals with the development of stochastic source models. The paper written by Bae and Suda [4] is a good survey of such video models [6] , [23] , [28] , [31] . These approaches model video source traffic using a variety of methods such as Markov chains, statistical techniques, and correlation functions.
The other category is the empirical modeling and prediction approach. There is less work done in this category. Since the proposed method follows this approach, the empirical modeling approach is discussed in more detail. The majority of the proposed empirical models are linear. For example, Adas in [1] and [2] proposes two linear models: a Wiener-Hopf model and a normalized least mean square (NLMS) adaptive model. Yoo [43] develops an adaptive traffic prediction scheme for variable bit range (VBR) MPEG video sources that focuses on predicting the effects of scene changes. Both Adas's and Yoo's approaches are adaptive, in the sense that they continually update the predictor weight coefficients with time. Chodorek and Chodorek [10] develop a linear predictor for MPEG-coded video traffic based on partitioning of the phase-space into subregions.
Recognizing that nonlinearities in the traffic dynamics are present, a number of researchers considered models such as neural networks. Chang and Hu [7] implemented a model called pipelined recurrent neural network (PRNN) for the adaptive traffic prediction of MPEG video signals over asynchronous transfer mode (ATM) networks. Doulamis et al. in [18] and [19] , investigate the application of neural networks for nonlinear traffic prediction of VBR MPEG-coded video sources. In [20] , the authors propose an adaptable neural network architecture that can operate offline as well as online. Also, in [5] , Bhattacharya et al. propose a feedforward and a recurrent neural network model [38] for the multistep-ahead prediction (MSP) of MPEG4-coded video source traffic.
In this paper, a novel method for single-step-ahead prediction (SSP) of video source traffic flow is presented. A key feature of the method is its online adaptation. The method can be used to adapt to changing video characteristics, such as changing scene types, or when a new video is presented. The authors believe that it is more effective to have a method that fine-tunes itself and tracks variations of different video types than having a robust method that is intended to work for all circumstances. This is true, while taking into account that video variations might often be swift and at times there may be only small amounts of recent and relevant data available for adjusting the predictors quickly.
The proposed model is based on a novel technology developed in the signal processing community, called sparse basis representation (or sparse subset selection) [9] , [11] , [27] , [30] , [32] , [35] , [42] . It is based on the premise of having a large dictionary of basis signals. Assuming that the basis is combined linearly, a selection algorithm chooses the most effective small set of basis signals. This technology has almost exclusively been confined to the signal processing community, though it has applications in signal representation and data compression. The machine learning community has started exploring these techniques in the last few years, including exploring its relationship to support vector machines [30] , [34] , [37] , [41] . There have been hardly any applications of this technology to time-series prediction, so this work is also a contribution toward exploring this aspect of applications of sparse basis selection. As it is pointed out in the next section, the proposed method can also be extended to modeling nonlinear functions. It has been acknowledged in the literature that it is fairly hard to have a truly adaptive parametric nonlinear model. Training the model requires significant effort from the designer. It is risky to allow the model to adapt its parameters without supervision, as many things could go wrong, such as encountering a bad local minimum, too slow or too fast adaptation, etc. These issues will be alleviated, to some extent, in the proposed approach, though the proposed model is still a nonlinear parametric model.
The main two contributions of this paper, are the following.
• Propose a new sparse basis selection algorithm, based on updating the basis selection adaptively and online. All of the previous work on sparse basis selection approaches is offline in nature (even though the basis is selected sequentially). When a new data point arrives, it is desirable to update the selected basis starting from the previous choice in a recursive manner, rather than computing it from scratch. In this work, a computationally efficient approach is proposed to accomplish this update. This approach can handle very large data sets very fast. This is especially needed in this particular application, as some video traces could have close to 100 000 frames or more. • Apply the proposed method to video source traffic prediction. The purpose is to explore the premise of the sparse basis selection technology as an adaptive forecasting tool, as well as solve a problem that could have a big impact on the efficiency and quality of video transport.
The paper is organized as follows. The next section presents a short introduction into the sparse basis representation problem.
Section III presents the new adaptive algorithm. In Section IV, we present the simulations experiments, followed by a conclusion section.
II. INTRODUCTION TO SPARSE BASIS SELECTION

A. Overview
Consider a desired linear representation of a signal or a group of signals in terms of a number of basis functions. The traditional approach has been to consider a fixed family of basis functions of varying parameters (such as sinusoids with varying frequencies, or Gaussian functions of varying centers). It would be desirable to have the signal represented by as small set of basis functions as possible. In the sparse basis selection problem, one considers a very large dictionary of possible basis functions (to have a large choice). For example, one can have a number of functions, such as sinusoids, Gaussians, sinc functions, wavelets, etc. From these, the smallest set of basis functions is selected that can represent the given signal(s) to a desired accuracy.
This topic has generated a lot of research activity since the mid nineties. The main contributions in the early phase of developing the idea can be found in [8] , [11] , [32] , and [35] . Most of the work focused on developing efficient algorithms for selecting the best basis functions (from among the dictionary functions). Because of the combinatoric nature of the problem, it has been shown to be NP-hard, as demonstrated by Natarajan [35] and Davis [15] , [16] . Most developed methods produce suboptimal solutions. A group of methods is based on first selecting the best vector, then the vector that together with the selected one produce best fit, and so on. Such an approach is termed the forward greedy selection approach, and the majority of the proposed methods are related to this type [3] , [12] , [32] , [35] . Another approach, the backward greedy selection approach, starts with the full dictionary, and sequentially eliminates one vector after the other [13] , [14] , [40] . Other approaches are based on minimizing the norm as well as some entropy-based criterion [39] , minimizing the norm [17] , or based on some algebraic approach [33] .
The disadvantage of the forward selection approach is that once a basis vector is selected, it is kept forever. There is no mechanism to reconsider a previous choice. Backward selection algorithms tend to be computationally intensive. A reasonable alternative to these two approaches is to consider a forward-backward approach [34] . For such an approach, the selection is initiated with a set of randomly chosen basis vectors. The "worst" vector among the set, that is the one whose removal results in the least error increase, is removed. Subsequently, from the remaining pool the "best" vector, that is the one that results in the largest decrease in error, is added. The removal and addition processes are continued until the algorithm converges. This is the approach considered in this paper. In the next section, a new computationally efficient approach is presented to perform the forward-backward iteration in a recursive manner.
Even though the sparse basis selection problem focuses mainly on linear models, the approach utilized produces nonlinear prediction models. The way this is achieved is to have many of the model inputs as nonlinear transformations of the original inputs. This is akin to the philosophy of support vector machines, but rather than regularizing the model through margin maximization, it is regularized through selecting a small subset of inputs. The idea of creating nonlinear transformations of inputs for use in a linear model has its origins in Pao's functional link networks [36] . Also, to be mentioned is the traditional traditional feature selection literature [26] . However the philosophy in these approaches is different from the sparse basis selection philosophy, which is based on very large input dictionaries. Also, an interesting analogy here is with boosting methods [22] where a large number of weak learners (like the basis here) are combined with different weights. However, unlike boosting, the methodology proposed here is to select the best few rather than combine all possible inputs.
In the proposed approach a number of inputs are extracted from the time series, such as differences, second derivative measures, the outputs of some moving average of past series values, differences from mean levels, and also some nonlinear inputs such as absolute differences, etc. Let these inputs be . Nonlinear transformations of each of these inputs as well, such as (1) where are constants, are also considered. Once the appropriate basis is selected, the prediction will be a nonlinear function of the inputs. For example, it could be (2) where the 's are the weights. In addition, one could apply the nonlinear transformations on the raw time series before extracting the inputs (through moving averages and otherwise).
These nonlinear transformations, coupled with a large number of inputs extracted, provide the sparse basis selection method a lot of power and flexibility in terms of the type of (nonlinear) input-output mapping that could be achieved. In essence, the "learning" is mainly in the dynamic choice of the inputs. Without a basis selection procedure, there would be a very large number of adjustable parameters (weights), and over-fitting is inevitable. It is to be emphasized though that the search for the best sparse set of inputs is considered part of the model search, and therefore a very large dictionary of inputs (such as thousands) could lead to some over-fitting. Fortunately, because of the large data sets available (several thousands to several tens of thousands of data points), this was not an issue in the current application. Caution must be exercised when applying the proposed models to problems with small data sets.
B. Mathematical Preliminaries
Consider a pool of possible inputs. Let and represent, respectively, the training set input vectors and target outputs (the values to be forecasted), where indexes time. Let the size of the training set be . Let us arrange the input vectors in a matrix with the rows being , and let us also arrange the target outputs in a column vector .
In the sparse basis selection problem the goal is to find a small number of effective inputs that lead to minimum error. Let denote the set of selected inputs and let represent the remaining inputs that were not selected. The problem can be posed mathematically as finding the set of size and the weight vector such that the error function (3) is minimized, where is the matrix constructed from by selecting the columns indexed by the set . Analogously, let be the matrix constructed from by selecting the columns indexed by the set . As mentioned, the problem of selecting the optimal inputs is -hard. Most researchers consider incremental approaches, such as adding inputs sequentially (forward greedy approach), or eliminating them sequentially (backward greedy approach).
Consider the forward approach. At any step assume a number of inputs (corresponding to the columns ) with have been selected, and it is desired to select a vector from to add to . The least square error solution for the weight vector is given as (4) and the corresponding error is (5) where the matrix represents the projection on the null space of . An efficient way to update the solution vector and to compare the contribution of each vector in to determine which one to be added to , is to consider the projection of onto the null space of , defined as (6) It can be shown that the best element (in terms of minimizing error) to move from to is the one corresponding to column of that achieves maximum
A proof will be given in Section III-A.1 and in the Appendix. Natarajan [35] derived a clever algorithm to update the projected matrix every forward selection step to reflect the added column in .
III. PROPOSED ADAPTIVE ALGORITHM
The developed algorithm is a forward/backward approach. The main steps are given as the following: 1) initialize using any randomly selected inputs ; 2) remove the element from that increases the resulting error by the least amount; 3) add the element of in that reduces the resulting error by the most amount; 4) repeat the last two steps until desired convergence is
achieved. An efficient new method is proposed here, that adaptively updates the selected vectors as new measurements arrive, without applying the forward or backward algorithm on all the data from scratch.
Assume that at time a set of inputs has already been selected. Also, assume that new measurements are now available at time , and that it is desirable to update the set and its corresponding weight vector . To simplify the notation, let (8) 
To make the method adaptive and have the recent data have a larger influence on the selected vectors, a discounted error function is used (10) where is the th row of , and is the discount weight, in the range from 0 to 1 (usually closer to 1).
Let denote the discount matrix, being an diagonal matrix with . The projection matrix is given by (11) and the minimum error is given by (12) These formulas are obtained in a straightforward manner by adapting least squares theory to the case of a discounted error function.
A. Forward Update
When new input-output measurements arrive at time , two tasks have to be performed. The first task is to examine each of the unselected vectors (the columns of ), and find the one vector leading to maximum reduction in error. This must be done in a computationally efficient recursive manner. Once determining the best vector from to add to , the second task is to update the relevant matrices and variables to reflect this new addition. The algorithms addressing both of these tasks are described in the sequel. 
with being the value of the matrix at time , and being the new added row in . The discount matrix of time can be shown to be (15) where is the old discount matrix and . The new can be written as
Using the small-rank adjustment inversion formula [29] , the following is obtained:
For abbreviation, let
Then (19) The quantity is a key variable in the adaptive update. The other two key quantities are (20) 
(remember that is the matrix consisting of all vectors including selected and unselected ones). Upon moving forward in time, all these quantities are updated in a straightforward manner, as follows:
where is the new row added to matrix corresponding to that data point at time .
The matrices defined thus far will serve multiple purposes. To extract components from these matrices, define as the submatrix of consisting of rows indexed by set and columns indexed by set . Certainly, each of or can be a scalar. An analogous definition applies to the vector , and generally this convention is used for any matrix or vector.
Assume that it is desired to add to the pool of selected inputs an input from (corresponding to column of of matrix ). Equation (7) can be rewritten as (24) noting that . Also (25) where and are, respectively, the error functions before and after adding the new column. A proof for (24) is given in the Appendix. Substitutions into (24) results in (26) Equation (26) is solved in a computationally efficient manner by first updating the and matrices with the new data point at time , as in (22) and (23) . Then the following variables are computed (27) 
These computations results in (29) where (30) Once is computed for all , then the vector leading to maximum is chosen to be added to the set . The proposed method is computationally efficient because it has avoided any computations of order . The largest computation is of order , in the update of (22), even after computing for all possible vectors . Another point to note is that one can use the fact that is a rank-one adjustment of the previous matrix , whether results from the data point at (17) , or a column addition (35) or a column deletion (36) . This can make the computations in (27) and (28) of order rather than , including the cycling over all 's. In order to avoid being sidetracked by algorithmic details, no further details of this technique will be discussed.
2) Updating the Matrices: Assume column of matrix resulted in the lowest error. It is now required to augment the set of selected columns with the new addition , and recompute all necessary matrices and quantities. Let be the new augmented matrix. Thus (31) Then, the matrix can be updated recursively. Let be the updated matrix. It is given by (32) By the block-partitioned matrix inversion formula (33) where (34) The upper left submatrix of the previous matrix can be evaluated using the small-rank adjustment inversion formula, resulting in (35) All quantities in the previous equation are available as they have been previously computed, resulting in (36) where the terms and in this equation pertain to the vector that was selected for addition to the chosen set.
B. Backward Update
In the backward update a column vector from the matrix of selected vectors is eliminated. By eliminating one vector at time, and checking the effect of each elimination on the error, the best vector to eliminate can be determined. To derive the backward update recursively, some of Reeves's formulas [40] for the backward basis update are utilized. Reeves has developed one of the most efficient backward greedy algorithms. Reeves showed that upon eliminating column number in , the error function becomes (37) where denotes the error after eliminating the th column, is the error before eliminating any column, and the subscript indexing in the RHS denotes the vector or matrix row/column number. Note that the discounting effect to Reeves's formulas have been added. All of the quantities needed are now readily available. For example (38) where is th diagonal element of . Also (39) For each must be computed, to obtain the that results in minimum . Once it is decided which column to eliminate, the matrices and quantities used can be updated in a straightforward manner. Reeves's derivation will be closely followed, and adjusted as needed to reflect the discounting factor. Let and denote the old value and the updated value of , respectively. Partition as follows: (40) where represents a permutation matrix that moves the th column and the th row to the last column and row, respectively. The column vector represents the th column of with the th element of that column excluded, that is without the diagonal element . Using the block matrix inversion formula results in (41) 
C. Summary of the Algorithm
The algorithm with its forward update and backward update components can be summarized as follows. 
D. Computational Complexity
In computing the number of operations (flops), the discussion is limited to the most significant terms. For example, will be stated as . As before, it is assumed that . The most expensive computation in step 3)a) occurs in (47), which needs around flops. Consider now Step 3)b). The most expensive computation occurs in (50), which needs flops since it must be computed for all . Each of (52) and (53) need flops. The total computation needed per new data point is approximately , where is the number of backward-forward iterations performed per data point. Typically, the iterations should be less than .
As mentioned in Section III-A, the computation in (27) or (50) can be accelerated. Noting that gets updated every time by a small rank adjustment, can be computed recursively, utilizing this fact, from the old . If this is considered, then the algorithm complexity becomes . If the number is very large, then this approach results in computational savings.
IV. VIDEO SOURCE TRAFFIC PREDICTORS
A. Description of Data Streams Used
A typical MPEG-coded video consists of three types of frames. The intra-frames (or I-frames) are encoded using information from within that frame only. Nonintra frames are of two types, P-frames, and B-frames. The encoding of nonintra-frames utilizes motion compensation and relies on information from outside the frame. The frames are typically arranged in the following repetitive pattern (called GOP pattern):
(55) Even though, this is not a standard requirement, the majority of videos use this convention.
Therefore, there are three prediction problems to address. That is prediction of the three time-series for the I-frames, the P-frames, and the B-frames. Each of the time-series has different characteristics. Because of their residual nature, the P-frames and the B-frames are usually harder to predict than the I-frames. Using cross-inputs from the other two series is fairly useful in the prediction of any of the three series.
The data used in this study have been obtained from a repository of downloadable MPEG-4 video traces maintained by the Technical University of Berlin [21] . The site offers high-, medium-, or low-quality encoded video sequences. The high-quality traces are chosen for this study.
B. Input Dictionaries
The following inputs are used for the I-frame prediction model (note that the numbering of the B-frames represents its order in the GOP, i.e., Bi is the B frame number i in the GOP):
1)
first backward difference where is the input and is the frame size 2) absolute value of input (1) 3) exponential of the difference in (1) after dividing it by the mean of input (2) 4) exponential of the absolute difference in (2) after dividing it by the mean of input (2) 5) sigmoid of (1) with appropriate scaling, where sigmoid is the function 6) second backward difference
another spike-detecting input if if otherwise 9) current frame minus the running average of past frames 10) a binarization of input (9) [11] [12] [13] [14] [15] difference between two moving averages, one using a small window of sizes 1, 3, 5, 8, and 12, and the other using a large window of sizes 2, 9, 15, 24, and 36, respectively 16) mean of previous 12 frames (including I-, B-, and P-frames) 17) mean of previous 2 B-frames 18) mean of previous 4 B-frames 19) mean of previous (B3, B4, B7, and B8) frames 20) mean of previous (B1, B2, B5, and B6) frames 21) mean of previous 8 B-frames 22) previous P-frame 23) mean of previous 3 P-frames 24) previous I-frame minus mean of 2 previous B-frames logarithm of inputs (1)-(24) appropriately scaled 49-72) exponential of inputs (1)-(24) appropriately scaled 73-96) square root of inputs (1)-(24) appropriately scaled 97-120) sigmoid of inputs (1)-(24) appropriately scaled. The inputs for the P-frame prediction model are as follows: [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] the same as for the previous I-frames but applied on P-frames 17)
previous P-frame minus mean of P-frames 18) difference between previous 2 P-frames 19) mean of previous 2 P-frames 20)
mean of previous 2 I-frames 21)
mean of previous 2 B-frames
22) mean of previous 4 B-frames 23)
mean of previous 8 B-frames 24) previous I-frame minus mean of previous 2 B-frames logarithm of inputs (1)-(24) appropriately scaled 49-72) exponential of inputs (1)-(24) appropriately scaled 73-96) square root of inputs (1)-(24) appropriately scaled 97-120) sigmoid of inputs (1)-(24) appropriately scaled. The inputs for the B-frame model were as follows: [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] the same as for the previous I-frames but applied on B-frames 17)
previous P-frame minus mean of P-frames 18) mean of previous 2 P-frames 19) mean of previous 3 P-frames 20)
mean of previous (B1, B2) for B1 and B2 frame types, similar input for other B-frame types 21) mean of (B5, B6) for B1 and B2 frames and vice versa, mean of (B7, B8) for B3 and B4 frames and vice versa 22) previous I-frame minus mean of I-frames 23) mean of previous 2 B-frames 24) mean of previous 2 I-frames logarithm of inputs (1)-(24) appropriately scaled 49-72) exponential of inputs (1)-(24) appropriately scaled 73-96) square root of inputs (1)-(24) appropriately scaled 97-120) sigmoid of inputs (1)-(24) appropriately scaled.
C. Prediction Results
The traces used for training purposes are Aladdin, The Firm, and Star Wars. These video streams are used to adjust some parameters of the algorithm, such as the adaption rate , the number of selected basis , and the number of iterations for the backward forward algorithm NITER. Based on these runs these parameters are selected as follows: 0.999 5 NITER 30. Furthermore, the training set is used to develop the pool of inputs. Some of the inputs are initially screened for predictive power using the training set, and they are added to the pool if proven useful.
The prediction results are compared to those of the neural network prediction model developed by Bhattacharya et al. [5] . It should be noted that if the present algorithm is applied starting at time 1 then matrix ill-conditioning problems will be encountered. The reason is that the outer product matrix becomes close to singular. To avoid this, the algorithm is started at some initial time other than time 1. In the event of starting the algorithm at 1, the matrices at time must be obtained by brute force rather than by the recursive approach (42)-(44). Subsequently, the matrices are adapted according to the recursive algorithm starting at till the end of the trace (Step 3 in Section III-C). For every video trace used, is set to 500 for the I-frame time-series, and equal to 2000 for the P-frame and B-frame time-series (the total sizes of the I-frame, P-frame, and B-frame time-series for one trace are typically around 7000, 20000, 60000, respectively). It is always preferable to have sufficiently large, to avoid ill-conditioning. As is increased ill-conditioning will be much less likely. On the other hand, for this particular comparison it is preferred to have as small as possible. As no prediction is performed in the interval from 1 to , it is desirable to have the excluded initial part of the video trace as small as possible for the comparisons with the results of [5] to be as fair as possible. So the value of is selected as the smallest possible value that will still avoid ill-conditioning.
An error measure similar to the one used in [5] is employed in this study. Namely, the normalized mean square error (it is essentially SNR ) defined as NMSE (56) where is the actual time-series value, is the predicted value, and is the length of the trace. The following traces are used as out-of-sample test data for the proposed approach: Die Hard III, Jurassic Park I, Lecture Room, Mr Bean, Silence of the Lambs, Simpsons, and Skiing [21] . Tables I-III summarize the prediction results for the I-frame model, the P-frame model, and the B-frame model, respectively, for all the traces used, including those used for training and for out-of-sample testing. Also included in these tables are the results, whenever available, from the work in [5] , for comparison purposes. Figs. 1-3 depict the prediction versus actual value for a portion of Die Hard III's I-frame, P-frame, and B-frame time-series, respectively.
D. Discussion of the Prediction Results
The results presented thus far demonstrate that for most traces the proposed approach produces considerably better prediction results than the results in [5] . In turn, the results of [5] are some of the best that appeared in the literature. The improvement is more pronounced for the P-frame and B-frame models. The exception is the Lecture Room trace I-frame results, where the proposed approach gives 58.3% error. The reason is due to the matrix ill-conditioning problem. This problem was under control for all other traces, but in Lecture Room apparently the value of was not sufficiently large. In real-world prediction situations, one could use a value for as large as desirable, and therefore the ill-conditioning problem can probably be completely avoided.
It is worth mentioning though that the approach developed in [5] is not designed to be adaptive. As a result, the comparison of the current study in essence does not say that the sparse basis selection method proposed here is better than the neural network approach of [5] . But rather, it says that an adaptive method appears to work better for this class of applications than a nonadaptive method. One must be aware though that adaptive approaches need special attention during design. The adaptation speed (represented by parameter in the current algorithm) must be made to roughly match the speed of change of the underlying time-series model, otherwise model adaptation will be "out of sync". An adaptive approach (as opposed to a nonadaptive or a robust approach) carries with it the penalty of using shorter data windows and, hence, noisier estimates. So if the underlying time-series is not time-varying, there is no benefit in using an adaptive model. As it turns out, for the MPEG-coded video source traffic prediction problem, the adaptive approach is really needed and adds significant value.
V. SUMMARY AND CONCLUSION
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