We extend existing results on locally nilpotent differential polynomial rings to skew extensions of rings. We prove that if G = {σt}t∈T is a locally finite family of automorphisms of an algebra R, D = {δt}t∈T is a family of skew derivations of R such that the prime radical P of R is strongly invariant under D, then the ideal P T, G , D * of R T, G , D , generated by P , is locally nilpotent. We then apply this result to algebras with locally nilpotent derivations. We prove that any algebra R over a field of characteristic 0, having a surjective locally nilpotent derivation d with commutative kernel, and such that R is generated by ker d 2 , has a locally nilpotent Jacobson radical.
Introduction
Recently, there has been a significant interest in some problems concerning the local nilpotency and other radical properties of differential polynomial rings ( [2, 7, 8, 12, 13] ). We recall that a ring R is locally nilpotent if every finitely generated subring of R is a nilpotent ring. A. Smoktunowicz and M. Ziembowski in [13] negatively answered a question of Shestakov, by constructing an example of a locally nilpotent ring R such that R[x; δ] is not equal to its own Jacobson radical. On the other hand, M. Chebotar in [7] proved that the differential polynomial ring R[x; δ] over locally nilpotent ring R cannot be mapped onto a ring with a non-zero idempotent; in the language of the radical theory it means that if R is locally nilpotent, then R[x; δ] is always Behrens radical. In [2] J. Bell, B. Madill and F. Shinko proved that if R is a locally nilpotent ring satisfying a polynomial identity, then every skew polynomial ring R[x; δ] is locally nilpotent. Next, B. Greenfeld, A. Smoktunowicz and M. Ziembowski extended this result in [8] , where they proved that if R is a Baer radical ring, then every differential polynomial ring R[x; δ] is locally nilpotent. Our main goal is to extend some of the quoted above results on locally nilpotent differential polynomial rings to skew extensions of rings. We now introduce the notion of a skew extension of a ring.
For a given a ring R with an automorphism σ, a σ-derivation of R is an additive map δ from R to itself satisfying the Leibniz rule: δ(xy) = δ(x)y + σ(x)δ(y), for x, y ∈ R. An extension R ⊆ S of rings is said to be a skew extension if S constains a subset T such that (a) S is generated as a ring by R ∪ T ; (b) for any t ∈ T there exists a ring automorphism σ t of R and a σ t -derivation δ t : R → R, such that tr = σ t (r)t + δ t (r) for all r ∈ R. The ring S satisfying conditions (a) and (b) will be denoted by R T ; G , D , where G = {σ t } t∈T and D = {δ t } t∈T are sequences of automorphisms and skew derivations corresponding to generators t ∈ T . Since we do not assume that the mappings t → σ t and t → δ t are injective, G and D are treated not as sets, but as sequences. From the relations defining R T ; G , D it follows immediately that every its element is a finite sum of monomials of the form rω, where r ∈ R 1 , ω is either a word in a finite set of elements from T or ω = 1. Here R 1 denotes the usual extension of R to a ring with identity. If R has no identity, then by S * we denote the set of finite sums of the form rω. Clearly, S * is an ideal of S. The natural examples of skew extensions are:
1. The ring of skew polynomials R[x; σ, δ], and more generally the skew polynomial ring R[X; G , D] over arbitrary set of non-commutative variables. More precisely, let X be a nonempty set and suppose that to any x ∈ X corresponds an automorphism σ x ∈ Aut(R) and a σ x -derivation δ
where r ∆ ∈ R, and ∆ ∈ X -the free monoid generated by the set of free generators X. The addition in R[X; G , D] is defined as the addition of ordinary polynomials, and multiplication is given subject to the rule:
We call the ring R[X; G , D] the free skew extension of R. A special case when G = {id R } x∈X , that is when D is a sequence of ordinary derivations of R, was considered in [14] under the name the Ore extension of derivation type. In [6] the problem of semiprimitivity of free skew extensions is examined. In particular, it is proved there that if R is a semiprime right Goldie ring, then the free skew extension R[X; G , D] is always semiprimitive. 
Thus if R is an H-module algebra, then xg −1 acts on R as an hg −1 -derivation. Therefore, if H is generated by T = G(H) ∪ P (H), then the smash product R#H has a natural structure of a skew extension of R. For general facts about Hopf algebras and their actions, we refer the reader to S. Montgomery book [10] .
Our main result is
Theorem A. Let R T, G , D be a skew extension of an algebra R over a commutative ring K such that the family G is locally finite.
The example presented in the introduction of [2] , shows that a finiteness condition on the family G in the Theorem A is necessary.
In Section 2 we apply Theorem A(2) to algebras over fields of characteristic zero having locally nilpotent derivations. There is an abundance of literature related to kernels of locally nilpotent derivations. See for example [3, 11] and the references therein. The study of these kernels has turned out to be very fruitful in the solution of several problems in affine algebraic geometry. In Section 2 we consider non-commutative algebras with locally nilpotent derivations having commutative kernels. We prove Theorem B. Let R be a K-algebra with a surjective locally nilpotent derivation d such that R is generated by R 1 = ker d 2 . If R d is commutative, then the Jacobson radical J(R) of R is locally nilpotent.
Locally nilpotent skew extensions
Throughout this section K will be a commutative ring with 1. For any K-algebra R let Aut K (R) be the group of all K-algebra automorphisms of R. Notice that any noncommutaive ring can be viewed as a Z-algebra. An automorphism σ ∈ Aut K (R) is said to be locally finite if for any v ∈ R the K-submodule generated by {σ n (v) | n ≥ 0} is finitely generated. For a subset H of Aut K (R) and a K-submodule of R, by V (H) we denote the smallest K-submodule stable under
It is clear that if gr(G ) is finite, then the family G is locally finite. Furthermore, it is easy to see that if the group gr(G ) is locally nilpotent and every σ t ∈ G is locally finite, then the family G is locally finite.
Let us fix a finite subset T 0 of T and let G 0 and D 0 be the sequences
Proof. Notice that the set ∆ n,k is finite and
Hence ∆ n,k (V ) is finitely generated as a finite sum of finitely generated K-modules.
Proof. We will use the induction on k. For k = 0, since the family G is locally finite, it is enough to
W is a finitely generated K-module as a finite sum of homomorphic images of finitely generated modules. Put V k = W (G 0 ). We will prove that for any n ≥ k ∆ n,k (V ) ⊆ V k . To this end, notice that if η ∈ ∆ n,k , then there exist
Now it is clear that
This finishes the proof. 
For a sequence of integers
Proof. We will use the induction to prove this lemma. From the formula tr = σ t (r)t + δ t (r) it follows immediately that
what proves (1) for m = 1. We assume that the inclusion (1) holds for a given m ≥ 1 and arbitrary sequence (a 1 , . . . , a m ) of positive integers. Suppose that a = (a 1 , . . . , a m , a m+1 ) and let a ′ = (a 1 , . . . , a m ). Since s(a ′ ) + a m+1 = s(a), using induction hypothesis and (2) we obtain
This finishes the proof.
For any ring R, let W(R) be the sum of all nilpotent ideals of R. W(R) is called the Wedderburn radical of R. Recall that S.A. Amitsur proved in [1] that if R is a PI-ring of degree d, and S is a nil subring of R, then S m ⊆ W(R), where m ≤ ⌊d/2⌋.Therefore, the assumptions of our first main result seem to be natural. Theorem 1.4. Let R T ; G , D be a skew extension of a K-algebra R such that the family G is locally finite. Suppose that R n ⊆ W(R) for some n > 1. Then the K-algebra R T ; G , D * is locally nilpotent.
Proof. Notice that any finite subset of R T, G , D * is contained in
where N ≥ 0, V is a finitely generated K-submodule of R, T 0 is a finite subset of T with corresponding finite sequences of automorphisms G 0 = {σ t } t∈T 0 and skew derivations D 0 = {δ t } t∈T 0 . We need to prove that
for some l > 1. Consider the family
) It is clear that the family F is finite and any member of F is finitely generated as a K-module. Since R n ⊆ W(R), we obtain that F ⊆ W(R). This forces that there exists a nilpotent ideal I of R containing any K-module from F . Let s be such that I s = 0. We will prove that
To this end it suffices to show that T a 1 0 V T a 2 0 . . . V T am 0 V = 0, where m = 2ns and a = (a 1 , a 2 , . . . , a m ) is a sequence of integers such that 0 ≤ a k ≤ N . Notice that for any sequence
Notice that among 2s disjoint consecutive products of the form
Otherwise, there are s + 1 disjoint products satisfying
Now Lemma 1.3 finishes the proof.
Since any nil PI-algebra R satisfies assumptions of Theorem 1.4, we obtain Corollary 1.5. Let R be a nil K-algebra satisfying a polynomial identity. Then any free skew extension R[X; G , D] with a locally finite family G of automorphisms is locally nilpotent.
A useful property of the prime radical of R is that it can also be defined by transfinite induction as the union of an ascending chain of ideals P α ⊆ R as follows:
(1) P 0 = 0, P 1 = W(R);
(2) P α+1 is the ideal of R such that W(R/P α ) = P α+1 /P α ;
(3) if α is a limit ordinal, then P α = β<α P β .
Observe that each P α is stable under any automorphism σ ∈ Aut K (R) and there exists an ordinal γ such that P γ = P γ+1 = P (R). We will say that the prime radical P (R) is strongly invariant under a family of skew derivations D if δ(P α ) ⊆ P α for any ordinal α and δ ∈ D.
Remark. By [5, Theorem 6] the prime radical of an algebra R over a field K is strongly invariant under (1) all derivations, provided char K = 0;
(2) q-skew σ-derivations δ; that is when δσ = qσδ, q ∈ K × , σ is locally finite and 1 + q + q 2 + · · · + q n = 0 for all n > 0. 
where V k are finitely generated K-modules defined in Lemma 1.2. Since P β+1 is stable under automorphisms and skew derivations, we conclude that for any k ≥ 1, V k ⊆ P β+1 and V k is a G 0 -stable finitely generated K-module containing all ∆ n,k (V ), where n ≥ k. Thus we can find an ideal I and integer s > 1 such that F ⊆ I and I s ⊆ P β . We will show that
Let A be the set of all sequences a = (a 1 , a 2 , . . . , a 2s ) of integers such that 0 ≤ a k ≤ N . Take a ∈ A . Notice that for any sequence b = (b 1 , b 2 , . . . , b 2s ) 
contains at least s terms from the family F . Otherwise, the sequence b contains at least s + 1 numbers satisfying inequality b i > 2N . Thus
Putting W = a∈A b∈B(a)
we see that W ⊆ P β is finitely generated as a K-module and there exists an integer m > 1 such that
Therefore by the induction hypothesis there exists l > 1 such that (
If α is a limit ordinal, then any finite subset A ⊆ P α T ; G , D * is contained in P β T, G , D * for some β < α. Thus by the induction hypothesis, A generates a nilpotent subalgebra. This finishes the proof.
Corollary 1.7. Let R be an algebra over a field K and let R[X; G , D] be a free skew extension such that
(1) the family G = {σ x } x∈X is locally finite,
for any x ∈ X and n > 0, 1 + q x + · · · + q n x = 0. Then P [X; G , D] is a locally nilpotent ideal of R[X; G , D].
By Theorem 2.4 of [6] we know that if R is a semiprime Goldie ring, then for any set X of noncommuting variables and sequences G = {σ x } x∈X , D = {δ x } x∈X of automorphisms and skew derivations of R the free skew extension R[X; G , D] is semiprimitive. As a consequence we obtain 
Locally nilpotent derivations
We say that a derivation d of a ring R is locally nilpotent, if for each r ∈ R, there exists n = n(r) ≥ 1 such that d n (r) = 0. It then follows that if we let R n = ker d n+1 = {r ∈ R | δ n+1 (r) = 0}, then
R n , R 0 = R d is the invariants of d, and R 1 is the kernel of d 2 . By the degree of a non-zero element a ∈ R, which we denote as deg(a), we mean the integer n such that a ∈ R n \ R n−1 .
In this section we apply Theorem 1.6 to algebras over fields of characteristic zero having locally nilpotent derivations. In [4] we examined the Jacobson radical of algebras with locally nilpotent skew derivations in the case when the subalgebra of invariants has no non-zero nil ideals.
Observe that if R is a K-algebra with 1 (char K = 0), then any differential polynomial algebra R[x; δ] has a locally nilpotent derivation d = d dx ; that is d(x) = 1 and d(r) = 0 for all r ∈ R. In this example, R[x; δ] d = R, d is surjective and R[x; δ] is generated by ker d 2 = R + Rx. Another interesting example of a surjective locally nilpotent derivation of a non-unital algebra we obtain by using the Grassmann algebra. Example 2.1. Let E be the Grassmann algebra over Q generated by an infinite set {e i | i > 0} with relations e i e j + e j e i = 0, for all i, j > 0. It is well known that E = W(E) and E does not satisfy a polynomial identity. The mapping given by d(e i+1 ) = e i and d(e 1 ) = 0 extends uniquely to a locally nilpotent derivation of E. We will show that d is a surjection. For n ≥ 1
B n is a linear basis of E. Hence it is enough to show that B n ⊆ Im d. By the definition it follows that B 1 ⊆ Im d. Suppose that there exists n > 1 such that B n ⊂ Im d. Observe that B n is well ordered with respect to lexicographical order ≺ :
. . e jn if and only if for some k ≤ n, i k < j k and i s = j s for all s < k.
Since d(e 1 e 2 . . . e n−1 e n+1 ) = e 1 e 2 . . . e n−1 e n , we have that e 1 e 2 . . . e n−1 e n ∈ Im d. Take the smallest element e i 1 e i 2 . . . e in in B n (with respect to ≺) such that e i 1 e i 2 . . . e in ∈ Im d. Notice that (3) d(e i 1 e i 2 . . . e i n−1 e in+1 ) = 
First suppose that there exists n > 0 such that a n b = 0. Then by (4) it follows that a n xa = 0. Aplying d we obtain 0 = d(a n xa) = a n d(x)a = a n+2 . Hence a is nilpotent. Since R d is commutative, we obtain that a ∈ P (R d ).
Now suppose that a n b = 0 for any n > 0. Take k ≥ 1 be such that k − 1 = min{deg(a n b) | n ∈ N}.
Then d k−1 (a n b) = 0 and d k (a n b) = 0. By (4) it follows that (5) a n xa + a n b = a n bxa Hence if k ≥ 2, then d k (x) = 0 and by (5) 0 = d k (a n xa) + d k (a n b) = d k (a n bxa) = kd k−1 (a n b)d(x)a = kd k−1 (a n b)a 2 .
Since d k−1 (a n b) ∈ R d and R d is commutative, we obtain
a contradiction with the definition of k. Consequently k = 1, a n b ∈ R d and by (5) a n+2 = d(a n xa) + d(a n b) = d(a n bxa) = a n bd(x)a = (a n b)a 2 = a n+2 b.
Thus a n+2 = a n+2 b and by (5) a n+2 xa + a n+2 b = a n+2 bxa, so a n+2 = 0, a contradiction with our assumption that a n b = 0 for all n. This finishes the proof.
A subspace V of an algebra R is said to be an invariant subspace if σ(V ) ⊆ V for every σ ∈ Aut K (R). 
The elements c Theorem 2.4. Let R be a K-algebra with a surjective locally nilpotent derivation d such that R is generated by R 1 = ker d 2 . If R d is commutative, then the Jacobson radical J(R) of R is locally nilpotent.
Proof. Observe that for any t ∈ R 1 and r ∈ R d the element δ t (r) = tr − rt is a constant of d. Thus D = {δ t | t ∈ R 1 } is a family of derivations of R d . By assumption R is generated by T = R 1 , so R = R d T ; G , D is a skew extension of R d , with trivial family of automorphisms G = {id R }. Let P be the prime radical of R d . By Theorem 1.6 the ideal P T ; G , D * is locally nilpotent, so P T ; G , D * ⊆ J(R). We will prove that (7) J(R) 2 ⊆ P T ; G , D * .
To this end suppose that J(R) 2 The obtained contradiction finishes the proof of (7) . It also implies immediately that the Jacobson radical J(R) is locally nilpotent.
