Majorization of the derivatives. MacGregor [4]
in 1967 investigated the effect that majorization by a univalent function has on the radius of majorization of the derivative. We prove corresponding results for majorization by a function in U« and give a simplified proof that the result is sharp. THEOREM The result is best possible for each a. We now show that the result is best possible for each a. Consider the functions
Let f(z) be majorized by F(z) in D. If F(z) £ U«, 1 ^ a < oo, then f ' (z) is majorized by F r (z) in \z\ S [(a +
l
Proof. If f(z) is majorized by F(z) in D, then f(z) = <p(z)F(z) where
where
Choose any r such that tanh[(2a) _1 In (a + 1)] < r < 1. We show for each such r that we can choose b so that f ' (r) > F' (r) > 0. It therefore follows that F'(z) cannot majorize/'(z) outside of \z\ g tanh[(2a) -1 In (a + 1)]. We first note that 
F(r)~\
which is negative by (4) . Thus the result is best possible.
Pommerenke [6, p. 134] showed that Hi is precisely the class of convex univalent functions. It is well-known that © is a proper subset of U2. Therefore, Corollary 1 is stronger than MacGregor's Theorem IB, while Corollary 2 is his Theorem 1C.
2. The converse of the Biernacki problem. Lewandowski [2] in 1961 established a converse to the original Biernacki problem under the normalization /(0) = 0,/'(0) è 0. He showed that majorization of f(z) in D by F(z) (F(z) Ç ©) implied that/(js) is subordinate to F(z) in \z\ < .21. We remove the restriction of global univalence of F(z) and substitute local univalence and finite order. Let R(a) be the 'radius of subordination' for functions majorized by a function in U«; that is, R(a) is the largest number such that if
Le£ a* denote the root of 
Ri(a) S R(a) ^ R 2 (a).
Proof. A computation shows that 2.88 < a* < 2.89. We first show that R(a) S R2M for all a, 1 ^ a < GO . Again we let
It is easy to verify that/( -p) > F(p) > 0 for any p which satisfies R 2 (a) < p < 1.
Suppose that/(s) were subordinate to F(z) in \z\ < r where R 2 (a) < r < 1.
Then/(z) = F(oe(z)) where oe(z) is an analytic function satisfying \oe(z)\ ^ \z\ in \z\ < r. An analysis of F(co(z)) = f(z) shows that co(s) must be real if z £ ( -r, r).
If we restrict F(z) to the real axis, it is an increasing real valued function. Thus for R 2 (a) < p < r, we have p = |-p| è |^( -p)| è o>( -p) and therefore ^(p) ^ F(u( -p)) =/( -p). This is absurd since/( -p) > F(p) for all Rïia) < p < 1. Therefore, for any a in 1 ^ a < 00, the radius of subordination R(a) cannot be greater than R 2 
(a) if/(2) is majorized by F(z) (F(z) G U«).
To establish a lower bound for R(oc) we develop two preliminary bits of technical information. We first claim that Ri(a) is always less than or equal to the radius of convexity of the family U« (which is a -(a 2 
is a monotone decreasing function of a which is positive for 1 ^ a ^ a* where a* is the root of (5). A computation shows that 2.8 < a* < 2.9. We next claim that for any a such that 0 ^ a ^ i?i(a), Since © is a proper subset of U2, Corollary 2 is a strengthening of Lewandowski's original result [2] . Corollary 1 is a new result for the set of normalized convex univalent functions.
In part III of this paper we will present the long and tedious proof of The problem investigated in Theorem 3 was first studied by Goluzin and given a complete solution in © by Tao Shah (see [1] for further references).
