Consider the linear system Ax = b, where A ∈ C N×N is a singular matrix. In the present work we propose a general framework within which Krylov subspace methods for Drazininverse solution of this system can be derived in a convenient way. The Krylov subspace methods known to us to date treat only the cases in which A is hermitian and its index ind(A) is unity necessarily. In the present work A is not required to be hermitian. It can have any type of spectrum and ind(A) is arbitrary. We show that, as is the case with nonsingular systems, the Krylov subspace methods developed here terminate in a finite number of steps that is at most N − ind(A). For one of the methods derived here we also provide an analysis by which we are able to bound the errors, the relevant bounds decreasing with increasing dimension of the Krylov subspaces involved. The results of this paper are applicable to consistent systems as well as to inconsistent ones. An interesting feature of the approach to singular systems presented in this work is that it is formulated as a generalization of the standard Krylov subspace approach to nonsingular systems. Indeed, our approach here reduces to that relevant for nonsingular systems upon setting ind(A) = 0 everywhere. © 1999 Elsevier Science Inc. All rights reserved. A. Sidi / Linear Algebra and its Applications 298 (1999) [99][100][101][102][103][104][105][106][107][108][109][110][111][112][113] 
Introduction
Consider the linear system Ax = b, (1.1) where A ∈ C N×N is a singular matrix and ind(A) is arbitrary. Here ind(A), the index of A, is the size of the largest Jordan block corresponding to the zero eigenvalue of A. The purpose of this paper is to present a general framework within which Krylov subspace methods for the Drazin-inverse solution of (1.1) can be developed and their properties discussed. We recall that the Drazin-inverse solution of (1.1) is the vector A D b, where A D denotes the Drazin inverse of the singular matrix A. For the Drazin inverse and its properties, see e.g., [2] or [4] .
We do not put any restriction on the matrix A. Thus, A is not necessarily hermitian or hermitian positive semidefinite. In addition to its index being arbitrary, its spectrum can be of any type. Neither do we put any restrictions on the linear system (1.1). This system may be consistent or inconsistent. We only assume that ind(A) is known.
Before we embark on the subject matter of this paper it may be worth reminding ourselves that Krylov subspace methods are meant to be applied especially to linear systems that involve sparse matrices, which is where they are most useful.
The subject of Krylov subspace methods for computing Drazin-inverse solutions has been treated in several papers. First, the method of Conjugate Gradients (CG) can be applied when A is hermitian positive semidefinite and (1.1) is consistent, see [13] . It is shown in [18] that the method of Arnoldi [1] and the method of Generalized Conjugate Residuals (GCR) of Eisenstat et al. [8] and the method of Lanczos [14] as well can be applied to nonhermitian but consistent singular systems when ind(A) is unity, and error bounds are also given. In addition, Sidi [18] provides a complete convergence theory for these methods and others in the presence of initial iterations via the Richardson iterative scheme.
The treatment of the singular inconsistent systems by Krylov subspace methods has proved to be much harder, however. This has been so even for the simplest cases in which ind(A) = 1. To date we are aware of the CG type methods of Calvetti et al. [3] that apply to hermitian systems only. A recent work by Fischer et al. [9] provides a class of methods that form a slight generalization of those of [3] and apply to the same problems. It must be mentioned that it is not only the inconsistent singular systems that have caused problems. Singular consistent systems with ind(A) > 1 have proved to be just as hard since the Drazin inverse solution A D b of such a system Ax = b is not necessarily an ordinary solution, that is to say, A(A D b) = b does not necessarily hold.
Finally, we mention the vector extrapolation methods developed in [19] for treating the most general case of singular nonhermitian inconsistent systems with arbitrary ind(A). This paper too contains a detailed convergence analysis for the methods developed in it. This analysis is carried out in the presence of initial iterations with the Richardson iterative scheme.
In view of the above, the present work seems to be the first to present a unified framework for Krylov subspace methods for singular, hermitian or nonhermitian, and consistent or inconsistent linear systems with arbitrary index.
In Section 2 we give some technical preliminaries that we use in the rest of the paper. In Section 3 we present a general framework of projection methods within which many different methods for the Drazin-inverse solution can be defined in a very simple way. This framework is based on a careful study of the subspaces that play a role in the Drazin-inverse solution and of the nature of the residual vectors r m . A pleasant feature of the approach we present is that when we set ind(A) = 0 we fall back to the projection method formalism for nonsingular systems. In this sense our approach is a bona fide generalization of the approach taken to the solution of nonsingular systems by projection methods.
In Section 4 we show that the projection methods generated in Section 3 terminate in a finite number of steps, this number being at most N − ind(A). The main results of this section are Theorems 4.2 and 4.3.
In Section 5 we give some actual Krylov subspace methods of Arnoldi, GCR, and Lanczos types, and show their connection with the existing methods for symmetric systems.
In Section 6 we derive error bounds for the GCR type method of Section 5. The main result of this section is Theorem 6.1.
In the remainder of this paper we denote ind(A) by a for short.
General preliminaries
We shall consider methods that start with an arbitrary initial vector x 0 and compute a sequence of vectors x 1 , x 2 , . . . , that are of the general form
where q m−1 (λ) is a polynomial in λ of degree at most m − 1. Let us define
We call p m (λ) the mth residual polynomial since
As shown in [6] , necessary and sufficient conditions for the convergence of all sequences {x m } ∞ m=0 generated as above are that lim
where λ j are the nonzero eigenvalues of A and k j = ind(A − λ j I ). The conditions in (2.5) will, of course, be satisfied if
Our purpose in this work is to discuss the design of methods that will generate vectors x m as described above, such that their corresponding polynomials p m (λ) satisfy (2.7) instead of (2.5), in addition to (2.4) . Before going on it will be convenient to introduce some notation that has been used before in [11, 5] . We shall denote by m the set of all polynomials of degree at most m. We shall also define Finally, we will work with the standard Euclidean inner product
for which (y, x) = (x, y) and (αx, βy) = αβ(x, y) for any α, β ∈ C and any x, y ∈ C N . Also, by x is orthogonal to y we shall mean (x, y) = 0. In addition, we will let x stand for the l 2 -norm of x ∈ C N , i.e., x = √ (x, x). We will also denote by B , B ∈ C N×N , the norm of the matrix B induced by the l 2 -norm in C N .
Derivation of Krylov subspace methods

Review of some facts about {x m }
Let us denote byŜ the direct sum of the invariant subspaces of A corresponding to its nonzero eigenvalues λ j , and byS, its invariant subspace corresponding to its zero eigenvalue. Thus,Ŝ is R(A a ), the range of A a , andS is N(A a ), the nullspace of A a . Every vector in C N can be written as the sum of two unique vectors, one in S and the other inS.
Let us resolve b. Then b =b +b, whereb ∈Ŝ andb ∈S, and A D b, the Drazininverse solution to Ax = b, is the unique vector inŜ that satisfies the consistent system Ax =b.
Let us also resolve x 0 . Then x 0 =x 0 +x 0 , wherex 0 ∈Ŝ andx 0 ∈S, and, as shown in Theorem 4.1 of Climent et al. [5] , When we know that the nonzero spectrum of A is contained in a certain set of the complex λ-plane, then we can try to determine p m (λ) such that |p m (λ)| on is sufficiently small. Better still, we may be able to determine p m (λ) by minimizing some norm of it that is defined on . This kind of an approach has been taken in [11, 5] for the case in which is a real positive interval and the minimization is carried out in some l 2 -norm. The treatment of [11] assumes a = 1, while that of [5] is valid for all values of a. Now these methods are semi-iterative methods and not projection methods. In this paper we are interested in projection methods that require no knowledge of the spectrum, and we should consider other ways of determining p m (λ).
Review of projection methods for nonsingular systems
At this point it is important to recall some essential facts about projection methods for the solution of Bx = f when B ∈ C N×N is nonsingular. We choose an arbitrary vector x 0 and two m-dimensional subspaces V and W. Then we look for an approximation to the solution of Bx = f that is of the form x m = x 0 + z m , z m ∈ V , such that r m = f − Bx m = r 0 − Bz m is orthogonal to all vectors in W. If we denote by V and W also the N × m matrices whose columns span the subspaces V and W, respectively, then x m is uniquely determined and given by 
General projection methods for A D b
We now want to be able to use the methodology described above that involves computational work with the residual r m to construct projection methods to approximate A D b. We first realize that when the system Ax = b is inconsistent, we necessarily have r m = b − Ax m / = 0 for all m, from which it becomes obvious that r m cannot be driven to zero and hence direct application of the projection approach, as described in the previous section, will lead nowhere. We have thus shown that direct application of the projection approach of the previous section has no meaning when the singular system Ax = b is inconsistent, or consistent but ind(A) > 1, and we should look for a suitable modification of this approach.
Invoking now the fact thatr 0 = −A( onŜ is small, then, just likeê m ,r m will be small too. So far we know thatê m andr m will be small simultaneously if p m (A) onŜ is small. We also observe thatr m will be small ifê m is. At this point, it is important to remind ourselves (i) that we aim at makingê m small and (ii) that we would like to concentrate on projection methods in which what we are allowed to compute are essentially residuals. We, therefore, ask whether we can makeê m small by makinĝ r m small. Sincer m = −Aê m and A is singular, the answer to this question is not immediate. It is in the affirmative, however.
To show this we consider the restriction of the operator A toŜ. Let us denote this restriction byÂ. We have Av =Âv for any v ∈Ŝ. AsŜ is the direct sum of the invariant subspaces of A corresponding only to its nonzero eigenvalues λ j , the eigenvalues ofÂ are also these nonzero eigenvalues λ j . Therefore,Â is nonsingular, and so areÂ k , k = 2, 3, . . . Let us order the singular values σ 
Assuming that det(W * A a+1 V ) / = 0, (3.7) has a unique solution for c, and the vector x m is now given by
Note that the columns of the matrix V in ( Before we end this section we would like to note that the general framework that we have presented for the Drazin-inverse solution of singular systems by projection methods reduces exactly to that pertaining to nonsingular systems when we set a = 0 everywhere. Thus, our general framework is a bona fide generalization of that for nonsingular systems in the previous subsection. This is a very pleasant feature of our approach to projection methods for Drazin-inverse solutions.
Finite termination property of projection methods
Our aim in this section is to prove that, in the absence of a breakdown, x m = A D b +x 0 for some finite m N. Equivalently, subject to certain conditions of regularity, the projection methods of the previous section terminate successfully in a finite number of steps. This property puts our projection methods for the Drazin-inverse solution on even firmer grounds.
For the sake of convenience we shall make the following definition. Definition 4.1 generalizes the concept of the minimal polynomial of a matrix with respect to a vector, which can be found, e.g., in [12] , and will be of use below.
We start with an existence and uniqueness theorem for P (λ).
Theorem 4.1. P (λ) exists and is unique. Furthermore, its degree m satisfies q m q + a, where q is the degree of the minimal polynomial of A with respect toû, and hence
Proof. Let P 1 (λ) be the minimal polynomial of A with respect toû, and let q be its degree. We know that P 1 (λ) is unique when normalized to be monic. 1 and f (i) (0) = 0, i = 1, . . . , a, and hence is in 0 d for some integer d q, and f (A)û = 0 since P 1 (A)û = 0. In particular, P 1 (λ)P 2 (λ) is one such f (λ), and we claim that P (λ) = P 1 (λ)P 2 (λ).
Obviously, the degree m of P (λ) is at least q and at most q + a, and thus P ∈ 0 q+a . We next show that P (λ) is the only polynomial in 0 q+a that satisfies P (A)û = 0. For this assume to the contrary thatP (λ) is another polynomial in
is in q−1 and satisfies R 1 (A)û = 0. This is impossible as the degree of any polynomial U(λ) that satisfies U(A)û = 0 must be at least q. Therefore, P (λ) is unique in 0 q+a . Obviously, this also implies that P (λ) is unique.
Since P (λ) = 1 − 
Examples of projection methods of Krylov subspace type
We can now use the general framework developed in Section 3 to propose some concrete projection methods for computing A D b, in which the left subspaces W, just as the right subspaces V, are Krylov subspaces.
Recall that V stands both for the Krylov subspace K m−a (A; A a r 0 ) and for the N × (m − a) matrix in (3.5). Also, from (3.6), we have that x m ∈ x 0 + V .
Finally, as the right subspace V is the same for all the methods considered here, namely, V = K m−a (A; A a r 0 ), what distinguishes one method from another is its corresponding left subspace W. When A is hermitian, hence a = 1, and we take µ = 1, the projection equations in (3.7) become 
Arnoldi type methods
as can be shown after some lengthy manipulations. Since y * Ay = y * Aŷ = (Ay)
, which shows the validity of the approach above once again. Recall thatÂ is the restriction of A toŜ, and it is hermitian positive definite when A is hermitian positive semidefinite. The methods defined by (5.3) and (5.5) were proposed in [3] , where CG type recursive algorithms for them are also given. We mention that x 0 = 0 in [3] , which guarantees thatx m = 0 for all m.
A GCR type method: DGCR
Let us choose W = A a+1 V . Then the equations in (3.7) become which is how GCR for nonsingular systems is defined.
Lanczos type methods
Let us choose W = K m−a (A * ; (A * ) µř 0 ), whereř 0 is an arbitrary vector in C N , and µ is a nonnegative integer. A Bi-CG type algorithm for the case µ = 1 has recently been developed in [20] .
Obviously, when A is hermitian and we setř 0 = r 0 , the Lanczos and Arnoldi type methods become mathematically equivalent, since in this situation the left subspace W for the former is the same as that for the latter.
Error analysis for DGCR
As the vectors x m produced by DGCR are also the solutions of the l 2 minimization problems of (5.7), they can conveniently be analyzed. 
with some positive constant K 1 that depends only on A ar 0 . If is a closed domain in the complex plane containing only the nonzero eigenvalues of A, then we can replace (6.7) by [16] . Under the assumption that the boundary of is sufficiently smooth, Eiermann and Starke [7] What Theorem 6.1 implies is that lim m→∞ A a r m = 0. We should, of course, bear in mind that A a r m = 0 for some m N, as proved already in Theorem 4.3. Therefore, the result of Theorem 6.1 should be understood in the sense that we have an upper bound on A a r m that decreases to zero monotonically for m (a + 2(k − 1))/| log ρ| essentially exponentially in m.
Theorem 6.1 is also valid for GCR on nonsingular systems when we set a = 0 everywhere.
Needless to say, the result in (6.13) would be sharper when is chosen to be as small as possible as this reduces the value of ρ.
Using a standard technique employed in the analysis of CG, it can be shown that if Concerning p * , in [7] it is mentioned that under more general conditions on there holds
with α 1 and α 2 being positive constants independent of m, as follows from the results of Saff [17] .
Conclusions
In this work we have developed a unified framework for the construction of N(A a ) . We have proposed new methods analogous to the Arnoldi, GCR, and Lanczos methods. For one of the methods denoted DGCR we have also provided a rigorous error analysis. A pleasant feature of our approach is that, when ind(A) is set equal to zero, it reduces to the projection approach for nonsingular systems. In this sense, our approach to singular systems is a true generalization of the projection approach relevant to nonsingular systems.
