Abstract. We prove that the inclusion of the space of gradient vector fields into the space of all vector fields on D 2 non-vanishing in S 1 is a homotopy equivalence.
2 → ‫ޒ‬ such that f = ∇ϕ. Similarly, we say that a homotopy h : D 2 × I → ‫ޒ‬ 2 is gradient if h(x, t) = ∇ x χ (x, t) for some continuous function χ that is C 1 with respect to x. Of course, we still assume that f (resp. h) has no zeros on S 1 (resp. S 1 × I).
3. Parusiński's trick in the plane. Let V denote the space of all continuous maps on the unit disc in ‫ޒ‬ 2 non-vanishing on its boundary, i.e.
and G denote the subspace of V consisting of gradient maps, i.e. G = {f ∈ V | f is gradient }. We will also need the following mapping spaces:
All the above function spaces are equipped with natural compact-open topology. It is well known that path-components (homotopy classes) of V and V are classified by the topological degree. Let us denote the path-component consisting of maps of degree k by V k and V k . Moreover, let
We will make use of the following easy consequence of the above definitions.
0 f ds = 0. Let τ (resp. ν) denote the unit tangent (resp. normal) vector field on S 1 . Consider the following natural mapping, P :
Observe that for v ∈ G we have From the commutativity of the diagram, it is enough to show that for all k ∈ ‫,ޚ‬ the inclusion i : G k → V k is a homotopy equivalence. In fact, for k = 0 this was proved by Parusiński and we simply repeat his short and elegant argument. But for k = 0 the proof requires a modified approach.
Maps v ∈ V will be often written in polar coordinates as v(α) = (θ (α), r(α)) or v = (θ, r) for short. We use the standard transformation from polar coordinates to Cartesian ones (θ, r) := (r cos θ, r sin θ ), which is a local diffeomorphism. We will need the following simple observation.
Proof. Since the inclusion Map(S 1 , S 1 ) → V is a homotopy equivalence, it is enough to use the 'lifting' argument or to apply the homotopy sequence of evaluation fibration.
Observe that our Main Theorem is an immediate consequence of the following result. 5. The proof of evaluation lemma.
Main Lemma. In the following commutative diagram
G k e @ @ @ @ @ @ @ i / / V k
Retractions in mapping spaces. Consider a map
We will make use of the following natural notation for functions
and their integrals
Proof. Consider the retraction R :
via the straight-line homotopy.
REMARK 5.2. In [5] Parusiński uses the similar retraction
which unfortunately does not work for our approach (see Lemma 5.6). 
Let us denote by W 0 the subspace
In case k = 0 the retraction from the proof of Lemma 5.1 can be easily extended from G 0 to W 0 . By abuse of notation, we continue to write R for this extension. 
is a strong deformation retraction. if s ∈ 0,
, 2π (see Figure 1 ) and its projection on S 1 , i.e. γ γ γ :
The following definitions will be needed in the proof of Deformation Lemma (Lemma 5.8). Recall that a homotopy g : X × I → X such that g 0 is the identity map is called a deformation of X onto Y := { g 1 (x) | x ∈ X }. Furthermore, if g 1 (x) = x 0 for all x ∈ X, then the deformation g is called a contraction of X to x 0 . Note that for a homotopy h : X × I → X and a deformation g : X × I → X the 'composition of homotopies' g * h : X × I → X given by
, 1 is well defined and continuous. Let
We will denote by L the space of 2π -periodic continuous functions from [0, 2π ] to ‫.ޒ‬ We will also need the following subspaces of L:
By the definition of I and W 0 , we immediately obtain the following result. 
We finish this section with two key lemmas: Deformation Lemma and Evaluation Lemma.
LEMMA 5.8 (Deformation Lemma). There is a deformation h
. It may be worth pointing out that the deformation constructed in our proof also satisfies the following condition:
⊂ L a for all t ∈ I and a ∈ ‫,ޒ‬ but we will not use it here.
Consider a finite sequence
given by the formulas
Moreover, we emphasise that the above claim does not hold if we replace the deformation k by any of the deformations k
It is easy to see that h satisfies the conditions (1) -(3) . 
