A framework is proposed for optimal joint design of the optical and reconstruction filters in a computational imaging system. First, a technique for the design of a physically unconstrained system is proposed whose performance serves as a universal bound on any realistic computational imaging system. Increasing levels of constraints are then imposed to emulate a physically realizable optical filter. The proposed design employs a generalized Benders' decomposition method to yield multiple globally optimal solutions to the nonconvex optimization problem. Structured, closed-form solutions for the design of observation and reconstruction filters, in terms of the system input and noise autocorrelation matrices, are presented. Numerical comparison with a state-of-the-art optical systems shows the advantage of joint optimization and concurrent design.
Introduction
Traditionally, the entire task of image formation lies solely in the physical optics of the imaging system. Conventional imaging systems utilize a lens or mirror in the front end to form an image that is then sampled onto a detector [1] . The electronic signal processing is considered to be postprocessing that attempts to ameliorate the loss inherent in the image formation task. With the recent advances in the field of electronics, there has been a tremendous improvement in the performance of sensor electronics and display devices. As per Moore's law, the sensor electronics and display devices have better performance and a smaller form factor (size). On the other hand, the optical imagers (sensor optics) still remain bulky due to the physics of image formation, which is governed by Maxwell's equations. These comparatively slower advances made in the field of imaging systems as compared with electronics can be attributed totraditional design approaches wherein the optical subsystem design is carried out separately from the corresponding signal processing algorithms [2] . To overcome this limitation, it is necessary to change the typical notion of an imaging system as an optical front-end followed by a detector and postdetection digital signal processing, i.e., the processes of image formation and detection can no longer be considered separable [3] .
The term "computational imaging" describes the emerging field of optical systems in which a true image is not formed by a lens and simply sampled onto a detector. Rather, the process of image formation is shared between the power of the optical elements and signal processing of the sampled amplitudes. Such an imaging system integrally incorporates optics, optoelectronics, and signal processing. System performance in computational imaging systems is optimized through concurrent design and joint optimization of all elements. Several point solutions serve to illustrate the utility of this approach, as it can attain system-level performance far exceeding separately optimized optical and reconstruction designs [3, 4] .
Applications of computational imaging systems include conventional imaging to produce visually pleasing images, special purpose imaging whose output is also an image but with enhanced characteristics, and functional imaging to produce information about a scene from optical data [2] . Recent advances in the field of optics have seen the trend in which the task of image formation is distributed between the optical elements and the signal processing algorithms. It has been shown that the overall imaging performance of optical sensors can be enhanced by the modification of incoming light waves (predetection filtering) in tandem with electronic signal processing (postdetection filtering) [5] . The concept and experimental verification of a computational imaging system called TOMBO, which draws inspiration from nature's design of the compound eyes of arthropods, has been presented [4, 6] . TOMBO uses multiplex imaging sensors that also rely on the joint functioning of optics and electronics to obtain visual information. Another example of a successful computational imaging system is the wavefront coding system, which creates optical sensors that are capable of operating over extended depths of field [7] . Once again, the concept behind these wavefront coding imagers is the concurrent design and joint optimization of optical and signal processing systems. More specifically, the proposed design methods presented in this paper are being considered for the design of a pervasive flat form factor imaging system (PANOPTES), i.e., a flat optical sensor that contains a multitude of low-resolution micro-optical sensors [8] [9] [10] . A thin optical sensor would be restricted to using smaller optical elements and therefore require additional computation to augment the image formation to achieve high resolution, which again implies that joint design of optical sensors and signal processing elements is required. This paper presents a design framework for the joint design of optical and reconstruction filters in a computational imaging system. We consider the joint optimization of the optics and the signal processing to achieve end-to-end optimality. We use the mean squared error (MSE) between the reconstructed image and the original scene as the performance metric to optimize. Initially, a universal bound on the performance of computational imaging systems is derived. Although this bound is derived without any physical constraints on the optical elements, it provides insights into the structure of optical filters. The goal of studying unconstrained optimization is to find a theoretically ideal system manifesting the maximum benefits that can be attained, if the ability to build such a system existed. To make the transition from this theoretically ideal system to a physically realizable one, a series of constraints are imposed on the optical system. The types of constraints that we consider include energy conservation of the optical system (photons only detected once), isoplanatism of the optical field (rows of the observation matrix are shifted versions of each other), and low-pass response of the optical system (corresponding to the limiting physical aperture). Closed-form solutions to the design of an unconstrained optical system are provided. A numerically optimized energy-conserving optical system is presented. Large signal-to-noise (SNR) approximations are made to obtain closed-form solutions for energyconserving optical systems. We show that a multitude of solutions exist for the globally optimal observation and reconstruction filters. The proposed optimal filters are then compared with state-ofthe-art optical systems to quantify their performance and potential margin for improvement.
The proposed design yields globally optimal observation and reconstruction filters, even though the optimization problem is nonconvex. The globally optimal solution for the nonconvex optimization problem is obtained by using a generalization of Benders' decomposition [11] . Specifically, we leverage the structure of the nonconvex problem to partition the problem into two easily tractable optimization problems. The design of the optimal observation and reconstruction matrices also uses tools from convex optimization [12, 13] , principal component analysis [14] , and linear algebra [15, 16] . The proposed construction technique depends on the statistics of the signal and noise and applies equally to the case of white and colored noise models.
The paper is organized as follows: The system model, along with the problem definition, is given in Section 2. The unconstrained optimization problem is solved in Section 3. In Section 4, numerical as well as analytical solutions in the high SNR regime to the energy-conserving optimization problem are presented. In Sections 5 s6, we quantify the performance of commonly used optical systems and contrast them with the proposed optimal filters. The conclusions are presented in Section 7.
Computational Imaging System

A. System Model
The block diagram detailing the imaging system of interest is shown in Fig. 1 . We use small boldface letters for vectors and capital boldface for matrices. A two-dimensional scene of interest of size k x × k y is represented by a column vector, denoted f, of size n × 1, where n ¼ k x k y . It is assumed that the input scene is sampled at the highest resolution of interest. The optical system consisting of the lens along with the effect of the detector is modeled by the observation matrix H of dimensions m × n. The main case of interest to us is when the number of pixels at the detector is less than the number of pixels in the original scene at the highest resolution of the imager, i.e., m ≤ n. The output, g, of the observation filter at the detector array is given by
where z represents the effective measurement noise in the system and is assumed to be a Gaussian random variable with mean zero and autocorrelation R z . The noise vector z and the detected output vector g are of dimensions m × 1. We denote by matrix W the effect of the reconstruction filter. The dimensions of W are n × m, and the reconstruction filter linearly processes the detected output g. The output of the reconstruction process W is the reconstructed signalf, given byf
Traditional image processing systems aim to optimize a chosen metric (e.g., MSE), by designing the reconstruction matrix W [17] . The optics in these traditional systems, represented by observation matrix H, is considered to be constant (fixed): the objective is to design the lens so that a sharp image is obtained at the detector or the detected image has a SNR. The reconstruction matrix W in such a system is considered to be the postprocessor that rectifies the abberations (imperfections) caused by the lens. In contrast, the goal of the proposed computational imaging system is to attain end-to-end optimality by jointly designing the observation matrix H and the reconstruction matrix W. Selecting the standard MSE metric for the end-to-end optimization, we formally set up the optimization problem in the next section.
B. Performance Metric: End-to-End MSE
The end-to-end error associated with the image formation task is given by
The MSE, J, can then be computed as
where Tr½A is the trace of A, superscript t refers to matrix transpose, and E denotes the expectation operator. This MSE can be further simplified as
We assume that the noise has zero mean and that there is no correlation between the noise and the image data so that E½fz t ¼ E½zf t ¼ 0. Also, since the trace is linear, the trace and the expectation operators commute. Hence, the MSE can be simplified as
Define the autocorrelation of the signal R f and the autocorrelation of noise R z as
Simplifying Eqs. (5) by using Eq. (6), the MSE, J, which is a function of H and W, is given by
In the next subsection, we describe the variables of optimization and the constraints that are imposed on the optimization problem.
C. Optimization Framework
As mentioned before, in traditional imaging systems only the reconstruction matrix W is optimized to minimize the MSE. The optimal reconstruction matrix W Ã for a fixed observation matrix H is given by the following well-known Wiener filter [17, 18] :
As opposed to traditional imaging systems, we optimize jointly over the reconstruction and observation filters to attain system level optimality. Initially, no constraints are imposed on the system to study the properties of the optimal filters that yield the lowest possible MSE. The joint optimization problem over the two variables H and W with no constraints is defined next. 4/CO
Unconstrained Optimization
The unconstrained joint optimization problem over H and W is posed as
In Eq. (9) no constraints have been imposed on the domain of H and W, i.e., H ∈ R m×n and W ∈ R n×m , where m < n for the imaging system of interest. Clearly, solutions to this unconstrained problem may not lead to physically realizable optical lenses and detectors. However, the solution of problem (9) serves as a lower bound on the MSE of all practically realizable systems.
It can be easily shown that the objective function in Eq. (9) is convex in H with W fixed and convex in W with H fixed. However, the problem is not jointly convex in H and W. (The Hessian of J computed over H and W is not positive definite, i.e.,
is not positive definite.) In Section 3, we solve this nonconvex problem in closed form and suggest a procedure for the design of the globally optimal observation matrix H Ã and reconstruction matrix W Ã .
Optimization with Physical Constraints
Recall, that the observation filter denotes the combined effect of the optical lens and the detector. The laws of physics governing the functioning of the lens and detector impose certain constraints on the observation matrix H, such as 1. Rows of H sum to one. 2. All elements of H are nonnegative. 3. Physically realizable observation filters.
The first two constraints correspond to the fact that the photons in the optical system can be sensed only once. In addition to photons being sensed once, we also consider certain properties that make physically realizable optical filters commonly used in practice such as isoplanatism of the optical field and lowpass response of the optical system. We approach these physically significant constraints in sequence, thereby allowing us to examine the implications of each.
• Constraint 1: Energy conservation (rows of H sum to one) Clearly, the number of photons detected in the system cannot exceed the number of photons emitted by the source. In the formation of an optical image, each surface of the object gives rise to a blurred distribution in the image surface of total brightness proportional to that of the object element. Since we consider the object elements to be incoherently lit, the intensities add up to give us the distribution of the image. To ensure that photons are sensed only once implies that the sum of each row of the observation matrix is equal to 1. If the sum is less than one, then some photons are not collected by the system, leading to suboptimum performance. To achieve a sum greater than one would require optical "gain" in the sensing system, i.e., the amount of light collected from a single object point exceeds the amount present. The computational imaging system of interest is a passive one, and it is not possible to obtain gain of optical energy in a passive system. Hence, it is required that the sum of all rows in the observation matrix be equal to unity. We denote by H ec an observation matrix with the property that the rows sum to one. The corresponding reconstruction matrix is denoted by W ec . The constraint set H ec is defined as
where j a×b is a matrix of size a × b with all elements being equal to unity. It is straightforward to verify that the set H ec is a convex set. We now define the new constrained optimization problem as
where the subscript ec refers to energy conservation optimization. We provide an analytical solution to Eq. (11) that is valid for high SNR and also suggest a procedure to design the optimal observation matrix H Ã ec and reconstruction matrix W Ã ec . We also construct an iterative numerical procedure to compute the optimal H Ã ec and W Ã ec for arbitrary SNR.
• Constraint 2: Nonnegativity (Each element of H is nonnegative)
To ensure that the photons in the optical system are sensed only once, in addition to rows of the observation matrix summing to one, we need to ensure that each element of the matrix is nonnegative. Since the imaging system of interest is incoherently lit, it cannot represent negative elements [19] . Hence, we impose an additional constraint on the optimization problem, namely, each element of the observation matrix should be nonnegative. Let H nneg denote an observation matrix that has all its elements greater than or equal to zero. The constraint set H nneg is defined as
where H nneg ij is the ith row, jth column element of H nneg .
Clearly, constraint set H nneg is convex, and consequently the intersection of H ec and H nneg is also convex. We denote by H nec the observation matrix that is defined over the intersection of sets H ec and H nneg . The corresponding reconstruction matrix is W nec . The optimization problem is defined as
Solving Eq. (13) analytically is difficult due to the presence of a large number of inequality constraints. An observation filter H nec that has its rows summing to one and all its elements greater than zero is found using numerical optimization. It turns out that there is a marginal reduction in performance with respect to the energy-conserving H ec due to the numerically optimized observation filter.
• Constraint 3: In addition to the constraints described above, we also focus our attention on the structure of a physically realizable observation matrix H. Constraints on the structure of H that make it physically realizable are isoplanatism of the optical field (rows of the observation matrix are shifted versions of each other) and low-pass response of the optical system (which corresponds to the limiting physical aperture). These constraint sets are nonconvex, and the optimization problems associated with these sets are very difficult to solve in closed form. To study the properties of these observation matrices with structure, we construct an observation matrix H based on existing physically realizable systems that satisfy these criteria and then compare their performance with the proposed jointly optimized design.
Having formulated the various optimization problems, in the next section, we simplify and solve these optimization problems.
D. Problem Simplification-Partitioning of the Nonconvex Problem
The optimization problems described in Subsection 2. C are nonconvex, and hence it is challenging to find the globally optimal solution by standard methods. We solve these problems by partitioning them into two separate problems, namely inner and outer minimization, by employing the following theorem [11] , which renders these problems tractable. The theorem helps us to view the problem in W-space instead of the HW-space. To better understand the theorem, we first present some definitions and explain the notation. The problem formulation is restated as min fH;Wg ϕðH; WÞ subject to ΨðH; WÞ ≥ 0;
where the function Ψ represents a joint constraint on H and W. The matrix W is referred to as the "complicating variable" in the sense that Eq. (14) is a much easier optimization problem in H when W is temporarily held fixed. The key idea that enables Eq. (14) to be viewed in W-space is the concept of projection [20] , sometimes referred to as "partitioning." The projection of Eq. (14) The first statement in the theorem is fairly straightforward and is not directly applicable to our problem. We make use of the second statement in the theorem, which states that globally optimal ðH Ã ; W Ã Þ can be obtained by solving Eqs. (15) and (16) . Moreover, since we do not impose any joint constraint on H and W, the set V in Eq. (15) becomes redundant. The important point to be emphasized is that Theorem 2.1 does not require an assumption of joint convexity on Eq. (14), but it does make use of the fact that Eq. (14) is convex in H with W fixed and vice-versa. We designate Eq. (16) as the inner minimization problem and Eq. (15) as the outer minimization problem. Thus Theorem 2.1 enables us to split Eq. (14) into an inner Eq. (16) and an outer optimization problem (15) that when solved sequentially lead to the globally optimal solution. Note that we select W as the complicating variable and perform the inner minimization over H just to ease the calculation complexity. The theorem allows the optimization over the two variables to be performed in any order. In the next section, we solve the unconstrained optimization problem by using Theorem 2.1.
Unconstrained Minimization
The unconstrained minimization problem described in Eq. (9) is partitioned into inner and outer minimization problems to obtain the globally optimal solution.
A. Inner Minimization for Unconstrained H
The inner minimization problem stated in Eq. (16) can be solved by the method of Lagrange multipliers for the unconstrained case. Proposition 1. For given signal and noise autocorrelations R f and R z , and a fixed reconstruction filter W, the observation filter H Ã , without any constraints on H, that minimizes the end-to-end MSE is the pseudo-inverse of the reconstruction filter W, i.e.,
Proof. The proof is immediate by applying standard Lagrangian optimization. Recall from Eq. (9), the optimization problem is
Differentiating Eq. (18) with respect to H and setting the gradient equal to zero, we obtain
Since R f is full rank, (15), we obtain the following optimization problem:
Differentiating (21) with respect to W and setting it to zero, we obtain
It is challenging to directly solve for W in terms of R f and R z from Eq. (22) . But recognize that Eq. (22) is of the form
where
is the solution to the inner minimization problem.
Recall that the objective of the outer minimization is to find the optimal reconstruction matrix W Ã that satisfies Eq. (22) . We achieve this objective by solving Eqs. (23) and (24) jointly to obtain H Ã and W Ã , which in turn satisfies Eq. (22) . Substitute Eq. (23) into Eq. (24) to obtain
Right multiplying both sides by R f H t , we get
Equation (26) suggests that since there is no constraint on H, the joint computation of H and W leads to the entries of H increasing without bound and hence masking out the effect of noise. This is due to the lack of an energy-conserving constraint on the observation filter and leads to an increase in SNR at the detector. Even though the entries of H Ã increase without bounds, the optimal H Ã possesses significant structure. To understand these structural properties of H Ã , in Subsection 3.C we compute the singular value decomposition (SVD) of H and study the properties of singular values and the corresponding singular vectors. We then provide a procedure to design H Ã that satisfies Eq. (25) and consequently W Ã . The proposed optimal W Ã and H Ã satisfy Eqs. (23) and (24) and hence in turn satisfy Eq. (22) . It turns out that there is not a unique solution. The proposed design procedure leads to a multitude of ðH Ã ; W Ã Þ solutions to the optimization problem as discussed in Subsection 3.C.
C. Proposed Optimal Filters
In this subsection, we present closed-form solutions for H and W in the unconstrained optimization problem. Let the SVD of the observation filter be H ¼ UΣ H V t , where U and V are orthonormal matrices and Σ H is a m × n matrix with the singular values of H on the diagonal. Also, let the eigenvalue decomposition of R f and R z be given by R f ¼ Q f Λ f Q t f and R z ¼ Q z Λ z Q t z , respectively, where Q f and Q z are orthonormal matrices and Λ f and Λ z are diagonal matrices with the eigenvalues ordered as λ f 1 ≤ λ f 2 ≤ … ≤ λ f n and λ z1 ≤ λ z2 ≤ … ≤ λ zm , respectively.
The design procedure for the optimal observation filter H Ã is as follows. The left singular vectors of H
The singular values of H Ã are
The right singular vectors of H Ã are given by
where, P n is a permutation matrix of size n × n. Further, we choose the permutation matrix P n to have the following structure:
where I m is the identity matrix of size m and P n−m is an arbitrary permutation matrix of size ðn − mÞ× ðn − mÞ. There are ðn − mÞ! possible permutation matrices of size ðn − mÞ × ðn − mÞ. Also, each of the elements of I m and P n−m can be positive or negative. Thus, we have 2 n ðn − mÞ! choices of permutation matrices that lead to multiple globally optimal observation filters H Ã . To prove that these design choices are a solution to the unconstrained optimization problem, we substitute our design choices into Eq. (25) as follows:
To find the singular values of H, we simplify Eq. (31) using the design choices from Eqs. (27) and (29) and the orthogonality of Q f and Q z :
Now, to explicitly evaluate Σ H , we need to understand the role of P n in Eq. (32). Recall that the eigenvalues of Λ f are ordered as λ f 1 ≤ λ f 2 ≤ … ≤ λ f n . Also, let the eigenvalues of R f be expressed as
where Λ f n−m is a diagonal matrix of size (n − m) with eigenvalues λ f 1 …λ f n−m on the diagonal and Λ f m is a square matrix of size m with eigenvalues λ f n−mþ1 …λ f n on the diagonal. It is easy to see that right multiplying a diagonal matrix, Λ f , by a permutation matrix P n and left multiplying the result by the transpose of P n leads to only a change in the order of the eigenvalues along the diagonal. Denote the product P n t Λ f P n by Λ f;P . From Eqs. (30) and (33), we can write Λ f;P as
Similarly,
Rewriting the singular values of H from Eq. (32) using Eqs. (34) and (35), we obtain
Expressing (36) elementwise,
Simplifying Eq. (37) implies that
where p ¼ n − m is the shift in eigenvalues caused by the permutation matrix P n . Since both λ f iþp and λ zi are finite nonnegative numbers, we deduce that σ H i go to infinity, thereby making the entries of the matrix H Ã go to infinity. Thus, the proposed solution satisfies Eq. (25) and hence is optimal. The corresponding optimal reconstruction filter is the Wiener filter described in Eq. (23).
D. Lower Bound on MSE-Minimum MSE with Unconstrained H
According to the proposed design, we have 2 n ðn − mÞ! choices of permutation matrices, which lead to 2 n ðn − mÞ! possible optimal observation and reconstruction matrices H Ã and W Ã . Interestingly, even though we have multiple globally optimal solutions, the minima achieved by all these solutions are the same, i.e., they achieve the same minimum MSE.
Proposition 2. The minimum MSE with the optimal choice for H and W for an unconstrained optimization is given by the sum of the least (n − m) eigenvalues of R f .
Proof. Substituting W as the Wiener filter from Eq. (8)into Eq. (7), we obtain the MSE in terms of H, R f , and R z as
From Eq. (26) we know that H tends to infinity, and hence we can neglect the effect of noise. Hence, rewriting Eq. (39) without the noise term and simplifying, we obtain
From Eq. (40), we can write the MSE expression as
Making use of the proposed design procedure, V ¼ Q f P and U ¼ Q z , we simplify Eq. (42) as
Substituting from Eq. (34) in Eq. (43), we obtain
Writing the above equation elementwise, ; ð46Þ
Hence, the minimum error according to the design choice is given by the sum of the least n − m eigenvalues of R f . □ In the special case when the observation filter H is invertible and square, i.e., m ¼ n, the MSE equals zero. Note that the minimum MSE is limited by the dimensionality of the observation filter H.
Energy-Conserving Minimization
The unconstrained minimization computes the limits on the performance of any computational imaging system. To make the system physically realizable, we impose the energy-conserving constraint on the observation filter H as described in Subsection 2. C.2. The energy-conserving optimization problem is again solved by partitioning it into inner and outer minimization problems.
A. Inner Minimization for Energy-Conserving H ec
Proposition 3. For a given signal and noise autocorrelation R f and R z , and a fixed reconstruction filter W, the optimal observation filter H Ã ec that satisfies the constraint in Eq. (10) and minimizes the end-to-end MSE is given by
whereα ¼ j 1×n R f −1 j n×1 is a scalar constant. Proof. The inner optimization problem stated in Eq. (11) can be solved by the method of Lagrange multipliers. Define the new objective function as
where λ is the Lagrangian operator of dimension 1 × m. The partial derivative of J ec with respect to H ec is given by
Substituting for H ec from Eq. (50) in the constraint (10), we find the Lagrangian operator as follows:
where α ¼ j 1×n R f −1 j n×1 is a scalar constant that depends on signal autocorrelation. Substituting for λ in Eq. (50), we obtain
We now solve the outer minimization problem with the energy conservation constraint.
B. Outer Minimization for Energy Conservation H ec and W ec
Similarly to in the unconstrained case, we substitute the solution of the inner energy constrained minimization problem from Eq. (52) into Eq. (15) to obtain the outer minimization problem, which is given by
The details of the substitution and the simplifications necessary to obtain Eq. (53) are given in Appendix . We now have an outer minimization problem over W ec , which we solve by setting the derivative of (53) with respect to W ec to zero. The detailed steps involved in the differentiation procedure are given in Appendix . Now, the goal is to obtain W ec from Eq. (A9) in terms of the input and noise autocorrelation R f and R z . Solving Eq. (A9) directly to obtain W ec is difficult. We make use of the following two equations to provide the solution: (55) jointly. We approach the problem in two ways, namely, the large SNR approximation and alternating minimization.
C. Large SNR Approximation
We make a large SNR approximation, indicating that the signal power is much larger than the noise power, and provide closed-form solutions to energyconserving optimization problem.
Energy Conservation Solution
In this section, we present the solution to the energy conservation constrained optimization problem. The structure of the solution is similar to the unconstrained case. The left and the right singular vectors remain identical to the unconstrained solution, namely,
where P n is one of the 2 n ðn − mÞ! choices of permutation matrices as specified in Eq. (30).
To find the singular values of H ec , we substitute the SVD of H into Eq. (10),
Substituting the design choice from Eq. (56), we obtain
Let P n t Q f t j n×1 ¼ a and Q z t j m×1 ¼ b, where the dimensions of a and b are n × 1 and m × 1, respectively. Now, we can solve for σ i as
Hence, using the procedure described above we can completely design the observation matrix, H ec ¼ U ec Σ Hec V t ec , given the knowledge of input and noise statistics. The optimal reconstruction filter can then be designed by using Eq. (54). In Appendix , we prove the optimality of this design procedure by showing that it satisfies Eqs. (54) and (55) jointly in the presence of the large SNR approximation. Note that, because of the permutation matrix P n , we again have multiple optimal solutions that lead to the same minima, i.e., the same minimum MSE. In the next subsection, we compute an analytical lower bound on the MSE with this choice of H Ã ec and W Ã ec .
Minimum MSE with Energy-Conserving H ec
Now, we derive the MSE for the energy conservation constrained case by using the proposed optimal observation and reconstruction filters H Ã ec and W Ã ec . Proposition 4. The minimum MSE with the optimal energy-conserving H ec and W ec is given by
Proof. Rewrite the MSE from Eq. (48) as
Substituting the design choices into Eq. (61), the trace of X is given as
Further simplifying from Eq. (34), we obtain
Writing the above equation elementwise,
Since the term in parenthesis in Eq. (64) is less than 1, the minimum MSE with energy-conserving H is clearly greater than the minimum MSE with unconstrained H. Also, we observe that the MSE for both cases can be computed in closed form from R f and R z .
With the large SNR approximation, the term in parenthesis in Eq. (64) equals 1. This implies that the energy-conserving minimum MSE with the large SNR approximation equals the minimum MSE obtained in the unconstrained case.
D. Alternating Minimization
We now propose an iterative process based on the well-known double minimization method [21] to compute optimal H ec and W ec jointly for arbitrary SNR. Let H alt and W alt denote the observation and reconstruction filters that are obtained from the alternating minimization procedure and satisfy the energyconserving constraint. The iterative process consists of the following steps:
1. Start with any arbitrary H alt1 matrix that belongs to the set H ec from Eq. (10). Set the iteration number i ¼ 1.
2. Compute W alti for this observation matrix H alti by using Eq. (54).
3. Compute H altiþ1 for the reconstruction matrix W alti by using Eq. (55).
4. After the ith iteration, the MSE is given by
Repeat steps 2 to 5 until a desired stopping condition is met.
A standard threshold stopping criteria based on successive difference in J alti is used. The convergence of this iterative process is depicted in Fig. 2 , which plots the variation of the MSE with number of iterations. Clearly, the algorithm converges within a few iterations to the optimal solution. We found that the iterative process converges for all initial values of H alt and for both colored and white noise cases.
In the next section, we describe the procedure to construct physically realizable observation filters commonly used in optical systems and contrast their performance with the proposed optimal filters.
Physically Realizable, Traditional (Typical) Observation Filters
Typically, traditional optical system designs aim to maximize the energy at the detector or create a diffraction-limited image of the input at the detector. In contrast to this, the proposed filters minimize the end-to-end MSE between the input and the reconstructed image and optimize the performance of the overall system. We compare the performance of the proposed filters with off-the-shelf observation filters to study the limits on the performance of current state-of-the-art imaging systems and explore the possibility of improvement. Let observation matrix H ots represent a diffraction-limited imaging system that can be easily built and is commonly used in conventional imaging systems.
In this subsection, we also describe a method to compute an observation matrix H nec in which, in addition to its rows summing to unity, all its elements are nonnegative (one of the properties that makes the filter physically realizable) as indicated in Section 2.C.2. H nec is computed by using a numerical optimization routine in MATLAB. It turns out that when H nec is used as the observation matrix in our simulations there is only a marginal reduction in peak SNR (PSNR) as compared with H ec , and it is a simple yet effective method to generate an observation matrix with all its elements being nonnegative and the rows summing to unity. In Section 6, we apply these physically realizable observation matrices to a few test images and compare the performance with the proposed jointly optimized filters.
A. "Off-the-Shelf" H ots We denote by the off-the-shelf observation matrix H ots an observation matrix that represents the effect of a physically realizable optical system. We consider a lens with a rectangular aperture of size D meters. The focal length of the lens is denoted f o , which implies that the f -number F=# ¼ f o =D [22] . If the wavelength of light is denoted λ, the diffraction-limited spot size is given by λF=#. In a typical optical system, the F=# usually ranges from 1 to 20. The smaller the F=#, the tighter the spot size and higher the resolving power of the lens. The optical system corresponding to F=# ¼ 1 can be considered a stateof-the-art optical system. Since the illumination is incoherent, the point spread function is the squared modulus of the Fourier transform of the pupil function. The pupil function is simply a function that takes on a value of 1 inside the aperture, and 0 outside. Thus, the intensity point spread function of a rectangular aperture is the sinc squared function, which is low pass in the frequency domain. The effective observation matrix H ots is obtained by appropriately sampling the sinc squared function according to the number of observations at the detector m. Each row of H ots is a shifted version of each other row (isoplanatic) and is appropriately scaled such that it sums to unity (energy conservation). Note that we assume that the system is diffraction limited and that the lens does not introduce any distortions, i.e., we assume an ideal optical system. The presence of distortions such as pin-cushion or barrel distortion causes further degradation in performance of the optical system [22] . In Section 6, H ots is applied to a few test images to gather images at the detector. The detected images are then reconstructed by using the Wiener filter from Eq. (8) corresponding to the observation filter H ots . PSNR values obtained by this method are then compared with the performance of the proposed optimal filters. 
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B. Nonnegativity H nec As discussed in Section 2, in addition to the requirement that the rows of the observation matrix sum to 1, we also need that all the elements of the observation matrix be nonnegative. In Section 2, we denoted such a matrix by H nec , which would be obtained by solving optimization problem (13) . The problem posed in Eq. (13) is convex in H nec defined over the intersection of sets H ec and H nneg , with W nec fixed. But, the problem is not convex over H nec and W nec jointly. This jointly nonconvex problem cannot be solved in a manner similar to the energy conservation optimization by utilizing generalized Benders' decomposition, since the inner minimization problem (optimizing over H nec with W nec fixed) involves a large number of inequality constraints and cannot be solved in closed form.
A numerical optimization software like MATLAB is used to solve the nonconvex optimization with inequality and equality constraints. It turns out that the increase in MSE as compared with the MSE obtained by H ec due to this numerical optimization is marginal.
Performance Analysis
In this section, the performance of the proposed jointly optimized observation and reconstruction filters is demonstrated. A few test images such as an aerial airport image and the Lena image are used for illustration. We use the PSNR, which can be computed from the MSE as PSNR ¼ 10 log 10 255 2 =MSE ; ð66Þ
to objectively quantify the performance of the filters. The visual quality of the image after reconstruction is also used to judge the effectiveness of the filters. The size of the input image is (256 × 256), which we process in blocks of size (8 × 8) to ease the computational complexity.
Recognize that the proposed energy-conserving optimal filters H ec can be designed in closed form and hence are easy to compute for large image sizes. However, the computational complexity associated with the performance analysis comes from the nonnegative H nec , which involves optimization via MATLAB. Since the number of variables increases to the second order with block sizes, it is difficult to compute these observation filters H nec for large image sizes. Hence, block sizes of (8 × 8) are chosen to keep an even comparison.
These blocks when vectorized form vectors of length n ¼ 64. The autocorrelation matrix R f of size n × n is computed by averaging over all the vectorized blocks from the image. We add white noise of zero mean and variance given by λ 2 z . Thus, the noise autocorrelation matrix is R z ¼ λ 2 z I m , where I m is an identity matrix of size m × m. The value of m is varied from m ¼ 8 to m ¼ 64, depending on the number of pixels at the detector. Thus, the dimensions of the observation matrix are m × 64.
A. Image Reconstruction
To demonstrate the performance of the proposed jointly designed optimal filters, the observation matrix H ec obtained by the large SNR approximation from Subsection 4.C.1 is applied to the test images. The resulting image at the detector g is observed.
The reconstructed imagef is then obtained by applying the optimal reconstruction filter W ec to g. The noise variance for this experiment is fixed at λ 2 z ¼ 1. The number of pixels at the detector is chosen to be m ¼ 32, which implies that for every 64 pixels in the original scene, we have only 32 blurred pixels at the detector. As with any typical computational imager, we expect the image of the scene to be indiscernible at the output of the detector. This is because the observation filter is designed for end-to-end optimality, which implies that the reconstructed image will be as close as possible to the source image, whereas the detected image need not be a good image of the source. The detected images g for the Lena and aerial images are shown in Figs. 3(a) and 4(a), respectively. The detected output images are then reconstructed by using the Wiener filter from Eq. (8) and are shown in Figs. 3(b) and 4(b) . We observe that the reconstructed images have a high visual quality and PSNR values of 38.2337 and 38.5194, respectively. In Figs. 3(c) and 4(c) , we display the reconstructed image obtained by applying the H nec to the Lena and the aerial airport image. There is only a slight reduction (around 1:5 dB) in the PSNR of the reconstructed image by utilizing H nec instead of the energy-conserving H ec . Recognize that H nec satisfies the additional constraint of all its elements being nonnegative. Since the solution space is more constrained, the PSNR obtained is lower as compared with H ec . H nec is closer to physically realizable optical systems and can be used in the design of a computational imaging system with only a slight loss (reduction) in PSNR.
To compare the performance of the proposed filters with the current optical systems, we construct an offthe-shelf H ots . The F=# of the lens is chosen to be 1, which represents a state-of-the-art optical system. The wavelength of light is assumed to be λ ¼ 550 nm (center of the visible spectrum), and hence the diffraction-limited spot size turns out to be 0:55 μm. We construct an observation matrix H ots with this spot size as described in Section 5. Note that we have considered that the detector pixel size is equal to the spot size in our simulations. Current imaging devices have the smallest detector pixel size around 2 μm. We have thus created an off-the-shelf observation matrix that is very aggressive and performs extremely well. The reconstructed image obtained by applying the real off-the-shelf H ots is shown in Figs. 3(d) and 4(d) . The PSNR of the reconstructed aerial airport image is 34.5474, which is around 3:9 dB less than that obtained by the energy-conserving observation matrix H ec . For the Lena image the difference in PSNR is 1:7 dB. This difference in PSNR shows that even when H ots with F=# ¼ 1 is used, there is still a possibility for improvement that can be exploited to create superior imaging systems. We also show reconstructed images of Lena and the aerial airport image when an observation matrix H ots with F=# ¼ 2:5, which corresponds to a spot size of 1:3 μm, is used in Figs. 3(e) and 4(e). We observe that the visual quality as well as the PSNR of these images is significantly lower than that obtained by using H ec . In the following section, we show the variation of PSNR with the number of pixels at the detector. 
Variation of PSNR with Number of Pixels at the Detector
The PSNR of the proposed filters is evaluated for varying number of pixels at the detector m and two different noise variance values of λ 2 z ¼ 1 and λ 2 z ¼ 10. In Section 5, we described methods to create a physically realizable observation matrix off-theshelf H ots as well as an observation matrix that has all its elements nonnegative H nec . We now compare the performance of systems obtained by utilizing such observation matrices to the performance of the proposed jointly optimized system. As before, we generate two observation matrices H ots with different spot sizes, namely, 0:55 μm and 1:3 μm, which correspond to lenses with F=# 1 and 2.5, respectively. As described in Section 5, the smaller the spot size, the better the optical system. In Fig. 5 , we plot the variation of PSNR with m with the noise variance fixed at λ 2 z ¼ 1. The value of m varies from m ¼ 8 to m ¼ 64. As m increases, the number of pixels at the detector becomes higher, which in turn means that more light (a greater number of photons) is gathered by the lens, leading to an increase in PSNR. The observation filter H alt obtained by the alternating minimization procedure described in Subsection 4.D performs almost identically to the unconstrained H. We know that the solution to the unconstrained optimization is a universal bound on the performance of any computational imaging system. The performance of observation filters H nec and H ots , which satisfy energy conservation as well all elements being positive constraint is also plotted. As the number of pixels at the detector m increases, the performance of H nec and H ots with spot size 0:55 μm is close. At m ¼ n ¼ 64, the observation matrix becomes square and the performance of H nec and H ots with F=# ¼ 1 is identical. But at low values of m, which is the case of interest, it can be clearly seen from Fig. 5 that H nec gives a higher PSNR than the state-of-the-art optical systems. This gap in PSNR indicates the scope of improvement for current state-of-the-art optical systems. Note that H nec uses the knowledge of signal and noise autocorrelations whereas H ots is designed completely independently of any prior knowledge. The current state-of-the-art imaging systems can be improved by using an adaptive framework (PANOPTES) that steers the field of view of the optics based on scene content [9] .
In Fig. 6 , we plot the performance of H ec , H nec , and H ots for noise variance λ 2 z ¼ 10. Although the maximum PSNR attained is less than that obtained with λ 2 z ¼ 1, due to the presence of more noise in the system, we observe that the curves have performance similar to that of λ 2 z ¼ 1. As before, the performance of alternating minimization filters corresponding to H alt is close to the unconstrained system. The system corresponding to F=# ¼ 2:5, which has a spot size closer to the current detector pixel size, has significantly lower performance than the systems corresponding to H nec and H ots with F=# ¼ 1. Note that, at m ¼ 64, the unconstrained MSE is zero, which implies that the PSNR is infinity and hence is not plotted in Figs. 5 and 6.
Variation of PSNR with Noise Variance
The performance of H ec with the large SNR approximation as described in Subsection 4.C.1 is demonstrated. In Fig. 7 , the performance of unconstrained observation filter H, alternating minimization H alt , energy-conserving H ec , and nonnegative H nec is plotted against the inverse of noise variance for m ¼ 16. As expected, the performance of the unconstrained and the alternating minimization is nearly identical and defines the limits on the performance of this system. As the noise variance reduces, the large SNR approximation becomes valid and the optimal H ec has PSNR values very close to unconstrained H and H alt . The observation filter H nec also approaches the maximum possible PSNR as the noise variance reduces. In Fig. 7 , we also plot PSNR against the inverse of noise variance for m ¼ 32. The overall performance of all the observation filters is higher than the m ¼ 16 case, as there are more pixels at the detector for a given number of input pixels. As the noise variance reduces, H ec asymptotically achieves the maximum PSNR, because the observation filter H ec is optimal with large SNR approximation. H nec also asymptotically achieves the maximum PSNR, though slower than H ec , because it satisfies the additional constraint of all elements being nonnegative.
Conclusions
This paper presented a framework for optimal codesign of a computational imaging system. We proposed a design procedure for the design of the observation and reconstruction filter that minimizes the end-to-end metric in closed form. The proposed filters are globally optimal and achieve the minimum MSE even though the optimization problem is not convex. The unconstrained optimization procedure in the proposed framework defines a lower bound on the performance of any computational imaging system. Further, to make the observation filter physically realizable, we imposed the physical constraint of energy conservation of the optical system. We also showed that there exist a multitude of globally optimal solutions to both the unconstrained and energy constrained optimization problems. The proposed design is applicable to white as well as colored noise. Future work in this area includes imposing additional constraints on the observation filter to bring it to the stage where the system can actually be built. The observation filter H can be represented as H ¼ H det H lens , where H det represents the effect of the detector and H lens represents the effect of the lens. This decomposition gives a better handle for optimization, as constraints that are specific to the optics can be imposed on H lens . Another area that needs to be explored is the presence of signaldependent noise in images captured by CCD and CMOS sensors [23] .
