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A new algorithm for summing divergent series 
PART 2 : A TWO-COMPONENT BOREL  SUMMABIL ITY  MODEL 
K. O.  Bowman (*) and L. R .  Shenton  (**) 
ABSTRACT 
If S (1/n) ~ Z es/nS is a descending series in n, and ,esl ultimately increases approximately as 
(2s) !, then the new two-component Borel algorithm, with quadratic terms in the integrands 
involved, is suggested as a summing technique. The linear equations which arise have been trian- 
gulated, so that approximants o the original series are simple to set up and not as subject o 
round-off  error as other approaches. 
1. INTRODUCTION 
In Part 1 [41 we discussed the use of the model 
Fr(n) = nOr_l(n) + ~r(n ) fb do(t) 
a l+t /n  
where ¢r-1 (") and ~r(") are polynomials with real 
coefficients and oct ) is a non-decreasing function 
with infinitely many points of increase. We now con- 
sider an extension of this model to two components 
in which the integrands are quadratics in the variable 
t. 
The model was set up to deal with series which pro- 
gress as fast as e s ~ (2 s) !. Applications are deferred 
to Part 3. 
2. THE MODEL 
The 2-component Borel model (2cB) we now con- 
sider takes the form 
Fr(n ) = n[I.*(n) + (B 0- 
B2n 
2! 
B3n 
+ (BI--~--.I + 
where 
B4n2 
4! )C°a-1(n) 
B5n2 
5 ! . . . .  ) ¢°a(n) 
(1) 
(i) the number of parameters B 0 , B 1 . . . . .  taken in 
order, is r; 
(ii) nl I .*(n) is a polynomial of degree high enough 
to remove redundant powers of n in F r (n); 
(iii) ¢oi(n ) = f~ e - t t ld t  ( i=a-1 ,  a ; a > 0) 
0 1 + t2/n 
Note COO(. ) and ~1( ' )  are related to the sine and 
cosine integrals ([1], p. 232, 5.2.12 and 5.2.13). In 
fact 
f0 ~ 2~ 4! co0(x2 )=x  t+xSin(t) d t~ l - -~+- -~ . . . .  
3~ 5~ c°1(x2) = x2f O t+xfi°s(t)dt ~ 1 -~-  + -~ . . . . .  
The model is intended to apply to moments of sample 
statistics (such as the standard eviation, Student's t,
F-ratio etc.) under non-standard conditions (sampling 
from X 2-densities, Pearson distributions for example); 
we therefore assume that n (the sample size) is generally 
2, 3, .... However, there is no reason to suppose that 
n could not be any positive real 
The parameters in (1) are determined from the equivalence 
of powers o fn  -1 and n in Fr(n ) and E(n) ~ e0+ el/n + 
e2/n2 + . . . .  The choice of the additional parameters 
a in O~a_l(n), ~Oa(n) will be discussed in the sequel; 
as a guide we remark that the more rapid the divergence, 
the larger the value of arequired. 
2.1. Genesis of the model 
Bender and Wu [2, Appendix E, pp. 1252-3] consider 
the assessment of the asymptotic growth of coefficients 
in divergent series, assuming for the s-th term the 
form 
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A s -  kS¢(s) (a 0 + al/s + a2/s 2 + ...) 
where ~ (s) is part of the basic asymptotic and fre- 
quently a gamma function V(0 s + m/2) (~ a positive 
integer, m a non-negative integer). We consider a 
variant of this and assume 
E(n) ~ 10 e-t(a 0 -a l t2 /n  + a2t4/n 2 . . . .  )dt (2) 
where 
(a s = ( -1)s%/(2 s) !) 
a s = a 0 + a 1 s + a2s(s-1) + ... + arS(S-1)...(s-r + 1). 
Thus the original series may diverge as fast as 
%s(s-1)  ... ( s - r+ 1)(2s)! . 
The formula for a s may be regarded as a polynomial 
regression for the original coefficients modified by re- 
moving a dominant factorial. 
It is now clear from (2) that 
a 0 a l(t2/n) 2 !a 2 (t4/n 2) 
E (n ) - loe  -t { T T 2 + T 3 
(-1)r r!ar(t2/n) r
. . . .  + )dt 
Tr+ 1 
where T =- 1 + t2/n. 
But by successive integration by parts 
.n_~_$O e-t  t2r 
Ir(n) = T r+ l  dt 
. Or(t) e -t  
=f0 dt 
1 + t2/n 
where Or(t ) is a polynomial in t of  precise degree r
and independent of  n. 
A typical term in Ir(n ) is 
** e - t t  2s 
dt = nS6~0(n ) + nl Is_l(n) 
SO 1+ t2/n 
where l-Is_ 1 is a polynomial of degree s-1.  Similarly 
$ e - t t  2s-1 
" dt =nscol(n )+ n~ s_ l (n ) -  
0 1 + t2 /n  
It now follows that E(n) is approximated by 
f2r (n) = a010(n) - "1  II(n) + "" + (2r)!a2rI4r(n) 
=nlI(O) n II~l)(n) Wo(n) + II(r2_)l(n) wl (n  ) r_1( ) + 
where Hs(J)(n),j = 0, 1, 2 are polynomials of degree s. 
Sinfilarly 
"(07 li(rl)(n)co0(n) + ll(r2)(n)60x(n). f2r+ 1 (n) =n l I r - l (n )  + 
The introduction of ¢Oa_ l (n) '  ¢Oa(n ) provides extra 
flexibility in the model. It will also be clear that the 
model will sum divergent series "exactly" if the 
modified coefficients es/F(2s + a) are polynomials in 
s; moreover this suggests that the model will succeed 
(in some sense) when these coefficients are polyno- 
mials in s subject o slight perturbations. 
2.2. Determination of the parameters in Fr(n ) 
The equations to be satisfied arising from the equality 
of coefficients of n 0, n - l ,  ... in Fr(n ) and E(n), are 
(a+l) (a+r-2) 
1 a ( 2 ) " ' "  ( r -1  ) 
1 a+2 (a+3) ( a+r ) 
(2 )  "'" ( r -1  ) 
1 a+2r-2 (a+2r-1) (a+3r-4 
(2  )""  ( r -1  
where k s = es/I~(a+ 2s). 
B o k 0 
B1 I -k  1 
r- -1) kr_ 
(3) 
Premultiplying (3) by a matrix of binomial coefficients 
with alternating sign it may be shown (see Appendix) 
that it assumes a triangular form, and becomes 
Ar  B r = K r (4) 
where 
(i) K r = [K 0, K1 , ' " ,  Kr_ l ] '  
S S 
with K s = m~=0(m ) k m 
and k in= em/F(a+ 2m) , 
(~) 
(;ii) 
B r = [B 0, B1 , ' " ,Br_ I ] ' ,  
"0 
0 
0 
At= 
0 
A00 
with 
0 0 . . .  0 0 Ar_l,r_ll 
0 0 . . .  0 Ar_2,r_ 2 Ar_2,r_l I 
/ 
0 0 . . .  Ar_3,r_ 3 Ar_3,r_ 2 Ar_3,r-1 
A l l  A12 Al,r-1 
A01 A02 A0,r-1 
2 (t-s)As, t = (3t-3+ 2a)As, t_ 1 - (t + a-2)As, t_ 2 
[ ~,t=0,1 , . . .  ; As , t=0 f f t<s  ; (5) 
~s,s  = (- 2)s" 
Moreover the polynomial nlI*(n) which removes re- 
Journal of Computational nd Applied Mathematics, volume 2, no 4, 1976. 26o 
dundant powers of n, being written 
II*(n) =a  0 + aln + . . .  , 
is determined by the equations, 
B 3 B2 F(a) + (a+ 1) + 
a0= 2! -~ .  I I" . . . .  
B 4 
al =-  {--~-.T r(a) + 
B6 V(a) + B7 
a2= 6"--T- 7! 
B,= r (a+l )+. . .  } ,  
5~ 
r (a  + 1) + . . .  , 
(6) 
the signs alternating, and the highest subscript m for 
the a's being determined by r; thus, f i r  = 4, m = 1; 
if r --- 5, m = 2 and so on. One merely proceeds with 
this scheme to include all the B's implied in the model. 
2.3. Illustrations of the solution 
a) r 
b o o 
00 0 
00  0 
00  0 
00  0 
0 0 4  
0 -2 -5 
11  1 
where, for 
K 0 = e 0 
K 1 =e 0 
K 2 =e 0 
K 3 =e 0 
etc., 
For this scheme, 
CO0 (n) = I ;  e-t dt 
1+ t2/n 
8,  a=l  
0 0 0 0 
0 0 0 64 
0 0 -32 -272 
016  112 456 
-8 -44 -146 -377 
1641 85 155 
-9 -14 -20 -27 
1 1 1 1 
example, 
+ e l /2 ! ,  
+2e l /2 !+e2/41 ,  
+3e l /2 !+3e2/4r+e3/6!  
- - ,  Col(n) =f** te - td t  
01+ t2/n 
-128 
640 
-1312 
1408 
-833 
259 
-35 
1B  7 
B 0 
B 1 
B 2 
B 3 
B 4 = 
B 5 
B 6 
K 7 
K 6 
K 5 
K 4 
K 3 
K 2 
K 1 
K 0 
Note that the B's change with each value of r and 
strictly we should write B(0 r) , - -  Bir)- . . . . .  However the 
triangular matrix merely adds further ows and 
columns as r increases. Thus, with a = 1 
i 
0 
-2 
1 
4 V 21 
(b) r=9,  a=4 
In this case the triangular matrix is (all lower values 
of r may be derived by deleting rows and columns) 
00  0 0 0 0 0 0 256 
0 0 0 0 0 0 0 -128 -1856 
0 0 0 0 0 0 64 832 5872 
0 0 0 0 0 -32 -368 -2320 -10600 
0 0 0 0 16 160 888 3608 11969 
0 0 0 -8 -68 -326 -1159 -3400 -8701 
:0 0 4 28 113 344 876 1968 4026 
0 -2 -11 -36 -91 -196 -378 -672 -1122 
1 4 10 20 35 56 84 120 165 
For this scheme, 
s s er 
K s = ~ (r) and 
r :u  (2r+ 3)! 
t3e -t dt {1- te -t dt 
¢o4(n) = foo _ _  _ n f® } , 
0 l+t2 /n  0 l+t2 /n  
co5(n)=f**t4e-tdt =n2{_1+_22 +f  ** e -t dt }. 
0 l+t2 /n  n 0 l+t2 /n  
As a numerical check on the derivation of the triangular 
matrix from (5), note that the column sums are generat- 
ed by 
s~=0 t s { r~0Ar,s } 1/(X_t)a-2. 
Thus for a= 1, the sums are 1, -1, 0, 0 . . . .  ; for a= 4, 
they are 1, 2, 3 . . . . .  
For (a), 
7 
= s~2Bs (s-2) ! Is[ a 0 
7 
a I =s~4Bs (s-4)! Is!  
7 
a 2 =slY= 6Bs (s-6) !Is! 
Similarly for (b) the summations extend to s = 8 and 
a 3 = -B 8/8 !. 
Note that the lcB-Model described in Part 1 ([4], 
[7]) is also equally well described by the present model, 
at least when do(t) is a gamma weight function 
co(t) = ta - le  -t . We may write, for example, 
F4(n ) = n(a 0 + aln + a2n2 ) + 
n3Bq. o~ e-tt a-1 riB1 n2B2 _~.ID/0 dt 
+(B0- 1! + 2----[- . l+t /n  
where 
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1 a t a+ 21/ /a32t 
1 a+l ta 2t ta 3t 
1 a+2 ta 3 t /a 4 t 
B 0 k 0 
B1 = -k l  
B 2 k 2 
B 3 -k3  
where k s = es/P(a+ s). As for the 2cB-Model, a 
matrix of binomial coefficients with alternating signs 
triangulates the system, leading to 
0 0 0 -1 
0 0 1 a+2 
0 -1 -(a+ 1) -/a~ 2 t 
1 a /a~l t  /a~2t 
where 
B 0 K 3 
B 1 K 2 
B 2 K 1 
B 3 K 0 
K 0 =k  0 ,K 1 =k0+k 1, K 2=k0+2k l+k  2 , 
K 3 =k0+3k l+3k2+k 3 • 
The generalization presents no difficulty, the coef- 
ficients in the successive rows (startinglat the last) 
being those in ( l - t )  -a, (-t) ( l - t )  -a -  , 
(-t) 2 ( l - t )  -a -2  , etc .... Moreover it is readily de- 
monstrated that K s is merely a multiple of co s 
occurring in (19) of [4]. 
3. PROPERTIES OF THE MODEL 
The model is a variant of the super~osition of the 
Borel and Stieltjes methods described by Graffi et al. 
[3]. As these authors point out (see [3], p. 336) there 
is not much information available on the approxima- 
tion of functions whose Taylor expansion is divergent 
but summable aside from Stieltjes-Pad~ techniques. 
It will be clear that the 2cB-Model is simple to apply, 
consists of linear operations on the series coefficients, 
and hence will not be subject o the same loss of ac- 
curacy which frequently plagues Padd approaches. 
In this respect our one component model [4] 
do(t) 
Fr(n; o) = n0r_l(n) + ~r(n) SO l+t /n  (7) 
frequently involving competing large numbers (in the 
X's and co's) and small numbers in the terms 
R(n)cos(n) -Xs(n), is very prone to loss of accuracy; 
great care is needed in this respect. 
Further aspects of loss of accuracy will be discussed 
in the sequel. 
3.1. The model with a scaling factor 
It may be advantageous to use Fr(n ) given in (1) 
with ¢oi(n ) replaced by 
col(n, k) = f** e-t ti dt 
0 1+ kt2/n (8) 
with in general k > 0 (k < 0 would be acceptable ff we 
interpret he integral as a Canchy principal value). 
The introduction o fk  merely replaces n by N = n/k 
in (1) and k s in the series by es/(kSp(a+2s)). 
3.2. The model with descending polynomials 
It has been suggested to us that the one-component 
model given in (7) might be replaced by 
Fr*(n ) = ~r(1/n) + ~r(1/n) R(n) 
where now ~, ~ are descending polynomials. In 
particular consider, 
F*(n) =(a0+al /n+ . . .a r_ l /n  r - l )  + 
+ (b 0 + b 1/n +.. .  +br/n r) R (n). (9) 
Clearly, the coefficients b0, b i . . . . .  b r are determined 
by the equality in F* (n) and E(n) of coefficients of 
1/n r, 1/nr+ 1, . . . ,  1/n2r. Hence Xas/nS must contain 
r -1  
e_/nS; that is 
S~0 
r -1  r-1 r-1 
X_a./n s= Z es/nS+ Z a . /n  s .  
s=O ~ s=0 S=0 ~ 
Evidently then, 
r - 1 r 1/n r + 1 + , s~__0 as/nS + R(n) ?=0bs/n s ~- er/n r + er+ ... 
or 
n(ar_l+nar_2+ . .. +nr - la0  ) + R(n) (br +br_ln+ ...+b0n: 
-e  r + er+ l /n+ . . . .  
Thus this descending polynomial algorithm (it is but one 
possible version of  the descending model) is redly the 
ascending model (7) applied to the series truncated on 
the left and a suitable power of  n-1 removed to adjust 
the first term to a constant. The result is surprising and 
whether it is a more powerful summation tool than the 
ascending model will have to be decided by further ex- 
perience and consideration of properties. 
3.3. Similarly for the 2cB-Model, confider 
F~(n) = (a0+al/n+ ... + ar_l/n r - l )  
+ (b0+bl/n+ ... +br/nr)ro0(n) 
+ (Co+ cl/n+ ...+ Cr/nr)col(n ) • 
Evidently the coefficients bo, b 1 ..... br, c O, c I ..... c r 
are determined from the coefficients 1/n r, 1/n r+ 1 ..... 
1/n3r+ 1 in E(n). As before, a 0 , a I . . . . .  ar_ 1 must con- 
tain e0, e I ..... er_ 1. Hence if as= es+a s, then 
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(a0+ a l /n+ ... +ar_ 1/n r - l )  + (b0+bl /n+ ...)co0(n) 
+ (Co+ cl /n + ...)col(n) _er/nr + er + 1/nr+ 1+ .. . .  
i.e. the descending model is now the ascending model 
r-1 s 
applied to nr[E(n) - s~0 es/n ] and adjusted for the 
omitted terms. This yields new sets of approximants 
which will in general differ from the ascending model. 
3.4. Illustrations 
Let Ym(n) - s~0(-1) s =  sm(2s) !( i)  
n s 
Then 
Yl(n) ~ @ {col (n) - COo(n ) }, 
(10)  
in terms of the exponential integral (see for example 
Abramowitz and Stegun [1], pp. 228-251). Can the 
2cB, designed to sum series diverging as fast as 
e s ~ (2s) !, cope with this relatively slowly diverging 
series ? We give some examples (Table 1), the values 
of the co-integrals being calculated by quadrature 
[co0(1) = 0.62144928, 601(1 ) = 0.343378487; 
co0(2) = 0.714858723, co1(2) = 0.457146183; 
co0(5 ) = 0.821752084, co1(5) = 0.616752998; 
co0(10) = 0.884251306, col(10) = 0.729049436]. 
Using a = 1 in (1) some approximants are : 
Table 1. Fr(n ) for the ~ries E(-1)Ss!/n s, a= 1 
4Y2(n ) - -(n-1)co0(n ) -3col(n ) + n, 
8Y3(n ) ~ (6n- 1) co0(n ) - (n-7) col(n) - 5n, 
16Y4(n ) ~ (n2_25n+ 1)co0(n ) + (10n-15)col(n) 
- (n 2 -  17) , 
32Y5(n ) - -(15n 2-90n + 1)co0(n ) + (n 2-65n + 31)col(n ) 
+ 14n 2 -49n. 
(Note that the results are additive). 
(ii) To show how the successive approximants be- 
have the details for Y5(n) are : 
2 1 1 
2 2 
3 43 73 30 _ _ _ 
4 4 4 
4 19 409 540 150 _ 
8 8 8 8 
5 118 358 435 255 60 _ 
4 4 4 4 4 
6 1 31 180 
32 32 32 
7 1 31 180 
32 32 32 
15 
4 
245 
8 
180 5 
4 
390 360 120 49 14 
32 32 32 32 32 
390 360 120 49 14 
32 32 32 32 32 
Thus YS(n) arises from the rows r > 6. 
(iii) E(n) -s~0(-1)Ss!/nS.  (11) 
This is the asymptotic expansion of the exponential 
integral, and 
e -t dt 
E(n) ~ n j ' "  = nenEl(n) 
0 t+n 
n=l  n=2 n=5 n=lO n=25 
0.6724 0.7667 0.8673 0.9207 0.963623 
0.6586 0.7577 0.8635 0.91914 0.963322 
0.6459 0.7499 0.8605 0.91806 0.963143 
0.6349 0.7435 0.8582 0.91730 0.963036 
0.6256 0.7383 0.8565 0.91678 0.962972 
0.6177 0.7341 0.8553 0.91642 0.962932 
0.5954 0.7231 0.8524 0.91571 0.962873 
0.5890 0.7204 0.85187 0.915608 0.96286702 
0.5886 0.7203 0.85184 0.915604 0.96286687 
0.5888 0.7202 0.85183 0.915603 0.96286682 
0.5885 0.7202 0.85183 0.9156027 0.96286682 
0.5887 0.7203 0.85184 0.9156038 0.96286685 
0.5889 0.7204 0.85185 0.9156054 0.96286690 
0.59635 0.72266 0.852110.915633 0.9628675 
It will be noticed that for each n the approximants ex- 
ceed the true value at first, then drop below it, and 
for higher approximants (r > 23 or so) increase. This 
parabolic approach is not in evidence for the 2cB 
algorithm with a = 2 (Table 2) in (1) instead of a =- 1; 
for the larger a the successive approximants are mono- 
tonic decreasing to the true value Cat least as far as 
r = 25). What is causing this behaviour ?
Seeking an explanation, which is important for an 
understanding of the algorithm when applied to 
various types of divergent series, we consider the K's 
occurring in (4). Recall that these are linear functions 
of the e's, and in the present example when a = 1 
s (s -1 )  s (s -1 ) (s -a )  + s + _ . . . .  (12)  K s = 1 - 2! 4! 6! 
A few values are given in Table 3. 
Journal of Computational nd Applied Mathematics, volume 2, no 4, 1976. 263 
Table 2. Fr(n ) for the series I~ (-1)Ss?/n s, a=2 
r n=l  n=2 n=5 n=10 n=25 
10 0.6168 0.7336 0.8551 0.9164 0.9629287 
15 0.6102 0.7296 0.8538 0.9160 0.9628894 
20 0.6028 0.7258 0.8528 0.9158 0.9628731 
21 0.6017 0.7252 0.8527 0.91573 0.9628717 
22 0.6007 0.7247 0.8526 0.91571 0.9628706 
23 0.5997 0.7243 0.85246 0.91569 0.9628698 
24! 0.5989 0.7239 0.85238 0.91568 0.9628692 
25 0.5982 0.7236 0.85232 0.91567 0.9628687 
• s r] 
Table 3. K s --r~0 (-1)r (~) (2r)? 
s K s s K s 
0 1.0000 21 -0.1185 
1 0.5000 22 0.0029 
2 0.0833 27 0.5494 
3 -0.2583 39 1.1333 
4 -0.5327 61 0.0329 
5 -0.7471 62 -0.0392 
6 -0.9079 89 -1.1331 
7 -1.0215 120 -0.0347 
8 -1.0935 121 0.0138 
9 -1.1290 158 1.1332 
10 -1.1330 199 0.0253 
11 -1.1098 200 -0.0148 
12 -1.0635 247 -1.1331 
13 -0.9978 298 -0.0107 
14 -0.9160 355 1.1332 
The first thousand terms show K s to be oscillating 
between -1.1330 and + 1.1330, there being runs of 
the same sign for 3, 19, 40, 59, 79, 99, 118, 138, 158, 
178 ... .  terms. It will be noticed that these are the 
integer parts of (omitting the first) 21r 2, 4rr 2, ..., 18¢r 2. 
One might guess from (12) that for large s, K s - cosx/~. 
From Hankel's contour integral for a gamma function 
([5] p. 239) 
1 i ~0+) (_t)_Ze_tdt, 
2~ r(z) 
we have 
Ks~-  f - -  
e -X  dx fox/,,+) e-..__t_t (1 - __~x )s dt (13a) 
2rri = t t 2 
= 1._1__. ~ (O+) e-X-YX/s-'~ (s, x/y 2) dy dx 
2~ri 0 = Y (13b) 
at least formally. Here 
¢(s, x /y  2) = -x /y  2 - (x/y2)2/(2s) - (x/y2)3/(3s2) _ .. . .  
We now have the asymptotic expansion 
Ks 1 7(~+) e-X(1+ 1/y2){1 x 2 + I __-x 3 
2~i 0 Y 2sy4 s 2 (3y6-  
x 4 - 1 - -x 4 x 5 __x6 . )  
+ 8y 8 )+ s -~(4 ;  8 -+ 6y 10 48y12 
+ o~ dx dy m g 
(14) 
Choosing the dominant erms in each contribution in 
the main brace of (14), it appears that 
K s -  8x/e {cosx/s 11 sinx/s ) (15) 
96 x/s ' 
where the max. and min. are now ± 8x/e = ± 1.13315. 
It seems reasonable to deduce that (Ks} is oscillatory 
but bounded, and this may be the explanation of the 
oscillatory behaviour of the approximants in Table 1. 
Note in passing, that form (13a), 
~, ^  K~0S/s !  = e 0 cos ~/0  
from which there follows the recurrence 
4s+~ Ks 2s (16) 
Ks+l= 2s+1 2s+1 Ks - l "  
( s=0,1  . . . .  ; Ks=0,  s<0,  K0=I  ). 
For a = 2 in Table 2, we have 
s(s-1) (17) • 1 s ~ - . . .  
Ks - i !  3? 5! 
and the generating function is now e0(sinx/O)/x/0, so 
that 
K*s = 2(Ks - Ks+l) . (18) 
Also from the Hankel contour integral approach, 
• 8x/e { sinx/r + 35 cosx/r } (19) 
Kr ~ ,Jr 96 r 
from which {Ks} will show damped oscillatory 
behaviour ultimately tending to zero. This agrees 
with the behaviour of the approximants (as far as 
they are taken) in Table 2. Note in passing, that the 
fimiliarity of K s, K s to the elementary periodic func- 
tions, projects to the approximate formula 
K 2 + sK .2  = 4x/e. (20) 
S S 
(Note. To establish (15) we pick up contributions to 
terms involving cosx/r and (sinx/r)/x/r from a typical 
pair of dominant erms in the series in (14); these are 
(-1) s {(t2/y4) s_  (t2/y4) s-1 } 
r s s! 2 s 3(s-2) ! 2 s -2  
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which lead to corresponding contour integrals 
(~+) e-YX/rY dyand (0+) e-YX/r y dy .  
o. (1+y2) 2s+ 1 o. (1+y2)2s 
The residues are now 
( -1 )s t  s cosx/r ( -1 )S -1rs ' l /2  sinx/r 
+ 
22S(2s) ! 2 2 s+ 1(2s - 2) ! 
and 
~-1) s+ l rS-  1/2 sinx/r + (-1) s + l(s_ 1)r s-1 cosx/r 
22s -  1 (2s-1)  ! 2 2s -1  (2s- 2) ! 
There is now one infinite series for the coefficient of 
cosx/r summing to 8x/e; for the coefficient of 
(sinx/r)/x/r, there are two series, one summing to 
(Sx/e)/24 and the other being 
1 " (2s -1)0  s (0 = 1/8) • 
T-s l (s-l)! 
Of course there may be other approaches leading, one 
hopes, to the same results.) 
4. MULTICOMPONENT MODELS 
Although we are not aware at this stage of series 
advancing as rapidly as e s ~ (3s) !, none the less it 
seems appropriate to mention briefly the 3cB-Model. 
In this case we consider 
Fr(n ) = nil* (n) + Hl(n)Wa(n ) + II2(n)Wa+l(n ) 
+ II3(n)Wa+2(n), (21) 
where 
Wi(n ) ..~ fff e - t  t i -1  d t ,  
l+t3 /n  
B3n B6n2 
r i l (n )  = B0  - 3----T- + 6---'-7--- 
B4n B 7 n 2 
II2(n) = B1 - 4-'-~ + 7-'---~ 
( i=a,  a+l, a+2; a> 0) 
B5n B8n2 
[I3(n) = B2 - 5---~ + 8.----F~ "'" 
and H1, II 2 , IT 3 involve B0, B 1 . . . . .  Br_ 1, with (as 
before) IT* accounting for the redundant powers of n 
n introduced, the coefficients in (21) being derived 
from the equivalence of the first r powers of n-  1 for 
the model and series. There is again a formulation 
similar to (4) for the 2cB, the A's in the matrix A r 
now being given by (see appendix) 
3(s-t) At,s = (6s-6 + 3a)At,s_ 1-(3a + 4s-8) At,s_ 2 
+ (a+ s-3) At ,  s -3  ' (22) 
(t, s =0,1 , . . . ;A  t , t  = (-3)t ' 
At,s< 0 ifs < t). 
Moreover, 
k s = es /F (a+3s)  , 
s 
Ks--r~0(~) k r • 
5. REMARKS 
To set up either one or two component Borel ap- 
proximants to so-caUed ivergent series, we need to 
evaluate definite integrals, such as the exponential 
integral, corresponding integrals uch as 
e - t  ta-1 dt, a = 1, 2 . . . .  
0 ( l+t2/n) n = 1, 2 . . . .  
and the like. Both algorithms can then be implemented 
without recourse to matrix inversion. Unlike the Pad~ 
or Borel-Pad6 algorithms (which we shall refer to in 
the sequel for comparison purposes) the present ones 
are linear functions of the series coefficients, so that 
round-off error is not an overiding consideration. 
However, as we have remarked elsewhere, the one 
component model quickly runs into precision prob- 
lems, because of the terms R(n)~Os(n ) - Xs(n ), where 
X, co may increase rapidly but the composite term re- 
mains relatively small. 
We must hasten to make clear that there is no pretence 
that the algorithms are more powerful or better than 
the Pad~ techniques. Since care must be exercised in 
the application of any summing technique, there is 
surely a need for diversification of approaches. 
A problem still awaiting complete solution is the 
choice of the weight function d o(t) and the optimum 
determination of any inherent parameters. 
In Part 3, we shall discuss the application of the models, 
with comparisons from other summability techniques, 
to (i) moments of the sample standard eviation and 
Student's t sampling from the normal and gamma 
distributions, (ii) the skewness and kurtosis statistics 
in sampling from Pearson distributions. 
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APPENDIX 
The generating function of  the coefficients in the 
matrix in (3) is Gr(t ) where 
Gr( t  ) = ~ a t r 
s=0 r,s 
= ( l _ t )  -a -2r  
Clearly 
( -1)s(~) Gs(t ) = ( -2 t  + t2 ) r / (1 - t )  a+ 2r 
= Hr ( t  ) say. 
Hr(t  ) =s~0Ar ,s  ts . But 
Differentiating with respect o t and equating coef- 
ficients now leads to (5). 
Similarly the recurrence relations in (22) may be 
derived. 
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