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THE SYMBIOTIC BRANCHING MODEL:
DUALITY AND INTERFACES
JOCHEN BLATH AND MARCEL ORTGIESE
Abstract. The symbiotic branching model describes the dynamics of
a spatial two-type population, where locally particles branch at a rate
given by the frequency of the other type combined with nearest-neighbour
migration. This model generalizes various classic models in population
dynamics, such as the stepping stone model and the mutually catalytic
branching model. We are particularly interested in understanding the
region of coexistence, i.e. the interface between the two types. In this
chapter, we give an overview over our results that describe the dynamics
of these interfaces at large scales. One of the reasons that this system is
tractable is that it exhibits a rich duality theory. So at the same time,
we take the opportunity to provide an introduction to the strength of
duality methods in the context of spatial population models.
1. Introduction
Over recent years spatial stochastic models have become increasingly im-
portant in population dynamics. Of particular interest are the spatial pat-
terns that emerge through the interaction of different types via competition,
spatial colonization, predation and (symbiotic) branching. The classic model
in this field is the stepping stone model of Kimura [26]. More recent devel-
opments include [46, 9, 6, 3], see also the contributions by Birkner/Gantert
and Greven/den Hollander in this volume.
A particularly useful technique in this context is duality. This technique
allows to relate two (typically Markov) processes in such a way that infor-
mation e.g. about the long-term behaviour of one process can be translated
to the other one. The most basic form of duality can be described as fol-
lows: we say that two stochastic processes (Xt)t>0 and (Yt)t>0 with state
spaces E1 and E2 are dual with respect to a (measurable) duality function
F : E1 ×E2 → R if for any x ∈ E1, y ∈ E2,
Ex[F (Xt, y)] = Ey[F (x, Yt)]. (1.1)
The particular case when F (x, y) = xy is known as moment duality and holds
e.g. for a Wright-Fisher diffusion with dual given by the block-counting pro-
cess of the Kingman coalescent. There are also other variations of duality
such as pathwise duality where both original process and dual process can
be constructed on the same probability space. Pathwise duality often arises
when tracing back genealogies in population dynamics, see also the con-
tributions by Birkner/Blath, Blath/Kurt and Kersting/Wakolbinger in this
volume.
This work was supported by the DFG Priority Programme 1590 ‘Probabilistic Struc-
tures in Evolution’.
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To date, there is no general theory that characterizes all possible duals or
even just guarantees existence. However, if a dual process exists, exploiting
this duality can often be a powerful way of analysing a model. See [25] for
a survey on duality, [40] for results on pathwise duality in a general setting,
but also [41] for a survey of recent developments regarding a systematic
approach to duality based on [19, 10].
In this chapter we will mostly focus on a class of processes known as the
symbiotic branching model introduced in [17]. These models describe the
dynamics of a spatial two-type population that interacts through mutually
modifying their respective branching rates.
However, before we will look at the symbiotic branching model, we will
set the scene in Section 2 by considering the discrete-space voter model, one
of the classic spatial population models, which also has a close connection
to the symbiotic branching model. We will show how a basic duality arises
in this context and indicate how it can be used to determine the long-term
behaviour as well as to describe the interfaces between different types. In
Section 3, we then introduce the symbiotic branching model and in particular
describe our results regarding the interfaces between different types that we
characterize via a scaling limit. Note that the symbiotic branching model
is particularly interesting as it exhibits several natural yet different kinds
of dualities: a self-duality that we describe in Section 4, and a moment
duality considered in Section 5. In Section 6, we look at how we can use
the moment duality in a special case to gain insight into the scaling limit
of the system. It turns out that this scaling limit is closely related to a
continuous-space version of the voter model and that its interfaces here
are described by annihilating Brownian motions, giving rise to an interface
duality. We exploit this connection between the spatial population model
and its interface in Section 7 to characterize the entrance laws of annihilating
Brownian motions. Finally, in Section 8 we briefly discuss open problems in
this area.
2. The discrete-space voter model
Our first (well-known) example for duality in a spatial population model
arises in the context of the classic voter model. Informally, the voter model
represents a population indexed by x ∈ Zd, where each individual has an
opinion 0 or 1. At rate 1 each individual uniformly picks a neighbour and
then copies the opinion of the chosen neighbour. An alternative interpre-
tation is that of a biological population of two different types such that at
rate 1 an individual dies and is replaced by the type of a parent uniformly
chosen from the neighbours. If the underlying graph is the complete graph,
the voter model is a version of the Moran model, see e.g. [16, Sec. 1.5]. We
will also see that variations of the voter model arise as a limit when looking
at more complicated population models indexed by Zd. The classic reference
for the voter model is [32], see [43] for a more recent exposition. A formal
definition of the system is the following.
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Figure 1. The graphical construction of the voter model. The
two different types are indicated in black and white and the inter-
face between the two types in grey.
Definition 2.1. The voter model is a Markov process (ηt)t>0 taking values
in {0, 1}Z
d
such that if the current state is η = (η(x))x∈Zd , then
η(x) flips to 1− η(x) at rate
1
2d
∑
y:|y−x|=1
1{η(y)6=η(x)} , x ∈ Zd. (2.1)
The voter model is famously characterized by the following duality: For
all η ∈ {0, 1}Z
d
and finite subsets A ⊂ Zd, we have
Eη
[ ∏
x∈A
ηt(x)
]
= EA
[ ∏
x∈Yt
η(x)
]
, t > 0, (2.2)
where (Yt)t>0 denotes a (set-valued) system of (instantaneously) coalescing
nearest-neighbor random walks starting from A.
One particularly nice way to analyse the voter model, which also gives
the duality (2.2), is via a graphical construction due to [24]: We write x ∼ y
if x and y are neigbhours in Zd and for x ∼ y, we denote by (x, y) the
directed edge from x to y. Then, let (N(x,y), x, y ∈ Z
d, x ∼ y) be a collection
of independent Poisson point processes on R+ with rate 12d each. At an
event of N(x,y) at time s we draw a directed edge from (s, x) to (s, y), so
that together with the lines Zd × [0,∞) we obtain a directed graph as in
Figure 1.
We can define the voter model started in an initial condition η ∈ {0, 1}Z
d
as follows: the initial opinions are propagated by letting them flow upwards
in the graphical construction and if they encounter an arrow by letting them
flow along the direction of the arrow (and replacing the opinion at that site
if it is different).
For each site (x, t) ∈ Zd × [0,∞) and s ∈ [0, t], we set ξt,xs = y ∈ Zd if
y ∈ Zd is the unique point at time t− s that is reached by starting at (t, x)
and following vertical lines downwards and when encountering the tip of an
arrow following the arrow horizontally in reverse direction. An equivalent
way to describe the above flow construction is to set ηt(x) := η(ξ
t,x
t ).
We note that by the Poisson construction ξt,x = (ξt,xs )s∈[0,t] has the law
of a simple random walk (where jumps occur at rate 1). Moreover, if we
consider the system {ξt,x, x ∈ A} for a finite set set A ⊂ Zd, then this
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collection has the same law as a system of coalescing random walks: each
particle moves as an independent random walk until two particles meet.
After meeting, the two particles involved in the collision follow the same
random walk trajectory. For more details see [32, Sec. III.6].
From this construction, we have immediately that for x1, . . . , xn ∈ Z
d,
Eη
[ n∏
i=1
ηt(xi)
]
= E
[ n∏
i=1
η(ξt,xit )
]
= Ex1,...,xn
[ ∏
y∈Yt
η(y)
]
,
where Yt = {Y
t,xi
0 , i = 1, . . . , n} is the (set-valued) system of coalescing
random walks started inY0 = {x1, . . . , xn}. Therefore, we have shown (2.2).
Remark 2.2. As mentioned before the voter model on the complete graph
with n vertices is a variant of the Moran model. See the contribution of
Baake/Baake in this volume for graphical constructions with extensions to
more general models in this context.
An immediate consequence of the duality with coalescing random walks
is that the system in lower dimensions d = 1, 2 experiences clustering.
Proposition 2.3. Let (ηt)t>0 be the the voter model started in η ∈ {0, 1}
Z
d
and assume d ∈ {1, 2}. Then, for any x, y ∈ Zd,
P(ηt(x) = ηt(y))→ 1, as t→∞.
Proof. Note that by the graphical construction
P(ηt(x) = ηt(y)) = P(η(ξ
t,x
t ) = η(ξ
t,y
t )) > P(ξ
t,x
t = ξ
t,y
t ) = Px,y(τ 6 t),
where τ is the first meeting time of two independent random walks started
in x and y. Since the difference of two random walks is again a random walk
which is recurrent in d = 1, 2, the latter probability tends to 1 as t→∞. 
In particular, any invariant measure is concentrated on configurations
consisting of all 0s or all 1s. Similarly, one can show that in dimensions
d > 3, due to the transience of the random walk, the invariant measures are
not constant. See e.g. [32, Corollary V.1.13].
We will now concentrate on the case d = 1. A question that we will come
back to frequently is whether we can describe the dynamics of the ‘interfaces’
between the two different types. More formally, consider the interface of a
configuration η ∈ {0, 1}Z as
I(η) := {x ∈ Z | η(x) 6= η(x+ 1)}.
Then, we can explicitly describe the law of this process as first observed
in [36].
Proposition 2.4. Let η ∈ {0, 1}Z . The interface of the voter model I(ηt)
with η0 = η follows a system of annihilating random walks started in I(η).
Recall that a system of (instantaneously) annihilating random walks is
a system of random walks on Z that move independently until the first
collision time of a pair of particles, at which point the two particles involved
annihilate each other.
THE SYMBIOTIC BRANCHING MODEL: DUALITY AND INTERFACES 5
Proof. The statement can either be checked by calculating generators, see [36]
or it follows from the graphical construction, see also Figure 1: Note that
if an interface particle is at site x and encounters an arrow from x to x+ 1
then it jumps to the right. Conversely, if it is at x and encounters an arrow
from x + 1 to x, then it jumps to the left. Since arrows appear at rate
1/2d each particles performs a simple random walk and different particles
are independent since they use a disjoint set of arrows. Finally, if a particle
jumps on top of another, then the type to the right of the left particle dies
out in the voter model and so the interface particles annihilate. 
This relation between the annihilating random walks and the voter model
leads to the following ‘interface duality’:
Corollary 2.5. For any x, y ∈ Z with x < y and denoting by X = (X)t>0
a system of annihilating random walks, we have for any η ∈ {0, 1}Z and for
any t > 0,
PI(η)(|Xt ∩ [x, y − 1]| even) = Pη(ηt(x) = ηt(y)).
Proof. This follows from Proposition 2.4 together with the observation that
ηt(x) = ηt(y) iff I(ηt) ∩ [x, y − 1] is even. 
In fact this relationship also means that given an initial condition η ∈
{0, 1}Z , one can construct a voter model by first sampling a system of an-
nihilating random walks started in I(η) and then uniquely colouring the
remaining sites so that the annihilating walks correspond to the interfaces.
A similar interface duality is known for a one-dimensional voter model
with swapping, where the interfaces follow a symmetric double-branching
annihilating random walk, see [42, 8, 39]. We will come back to this duality
in a continuous-space setting, see Sections 5 and 7 below.
3. The symbiotic branching model
Our main object of study will be the symbiotic branching model intro-
duced by Etheridge and Fleischmann in [17]. The model describes the dy-
namics of a spatial population consisting of two types. In the corresponding
infinitesimal particle model, locally the population of each type follows a
critical branching process, where the branching rate is given by γ times the
frequency of particles of the other type, where γ > 0 is a parameter of
the model. Moreover, each particle migrates according to an independent
Brownian motion. Finally, the branching mechanisms are correlated with a
correlation parameter denoted by ̺ ∈ [−1, 1]. For a more precise description
of the particle system, see [17].
In one spatial dimension and in continuous space, the model is described
by two interacting stochastic partial differential equations (SPDEs). Here,
ut(x) and vt(x) describe the densities of each type at time t > 0 and site
x ∈ R. The evolution of these (non-negative) densities is given by
∂
∂t
ut(x) =
∆
2
ut(x) +
√
γut(x)vt(x) W˙
(1)
t (x),
∂
∂t
vt(x) =
∆
2
vt(x) +
√
γut(x)vt(x) W˙
(2)
t (x),
(3.1)
6 JOCHEN BLATH AND MARCEL ORTGIESE
with suitable nonnegative initial conditions u0(x) = u(x) > 0 and v0(x) =
v(x) > 0, x ∈ R. Here, γ > 0 is the branching rate, ∆ is the Laplacian
and (W˙ (1), W˙ (2)) is a pair of correlated standard Gaussian white noises on
R+ × R with correlation parameter ̺ ∈ [−1, 1]. We refer to these SPDEs
as cSBM(̺, γ)u,v. Existence and uniqueness for these equations are covered
in [17] (where uniqueness in general is still open for ̺ = 1). There is also a
discrete space version of the model (e.g. indexed by Zd), but we will focus
on the spatial continuum.
A main motivation for this model stems from the fact that it generalizes
several well-known examples of spatial population models: For ̺ = −1 and
for initial conditions u ≡ 1−v one recovers a continuous-space version of the
stepping stone model of Kimura, see also [44]. For ̺ = 0, the model is known
as the mutually catalytic branching model due to Dawson and Perkins [12].
For ̺ = 1 and if u ≡ v, then the system reduces to the parabolic Anderson
model , compare the contribution of Ko¨nig in this volume. In this case,
uniqueness of the system is covered by standard SPDE techniques, see e.g.
[33].
In order to investigate the dynamics of the model, one has to under-
stand the balance between the critical local branching mechanism, which
pushes one type towards extinction, and the Laplacian, which smoothes out
solutions and in particular pushes mass back into regions where one type
has died out. A particularly interesting consequence of this competition of
forces is the observation of [17] that for any ̺ ∈ [−1, 1] if we start with
initial conditions where both types are initially separated, as for example
the complementary Heaviside conditions, i.e.
u = 1(−∞,0] and v = 1[0,∞), (3.2)
then the region where both types coexist remains finite, despite the efforts
of the Laplacian to spread mass everywhere instantaneously. More formally,
define the region of coexistence or the interface at time t as
It = I(ut, vt) = supp(ut) ∩ supp(vt).
Then, [17] show that It is a compact set and the width of the interface grows
at most linearly in t.
One of our main goals is to understand the evolution of the interface in
more detail. In the case ̺ = −1, for the stepping stone model with Heaviside
initial conditions, a result by Tribe [44] shows that after diffusive rescaling
the interface shrinks to a single point that moves like a Brownian motion.
One of our earlier works, [5, Thm. 2.11] showed that for all ̺ close to −1
there is a constant C > 0 such that almost surely, for all t large enough, the
interface is contained in the set [−C
√
t log(t), C
√
t log(t)]. This shows sub-
linear speed for the interface and is consistent with the conjecture that the
diffusive behaviour might also be correct for other ̺ > −1. This conjecture
is also supported by the following scaling property: [17, Lemma 8] shows
that for any γ > 0,K > 0, if (ut, vt)t>0 is solution of cSBM(̺, γ)u,v , then
(uK2t(Kx), vK2t(Kx))x∈R,t>0 solves cSBM(̺,Kγ)u(K),v(K) , (3.3)
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where u(K)(x) = u(Kx) and v(K)(x) = v(Kx) for all x ∈ R are suitably
rescaled initial conditions. In particular, if the initial conditions are invari-
ant under the rescaling (as e.g. the ones in (3.2)), then a diffusive space-time
rescaling is in law equivalent to rescaling the branching parameter. In par-
ticular, in the following we will be discussing a scaling limit as γ → ∞,
which also allows us to consider more general initial conditions.
Our first main result shows that at least for negative ̺, the diffusive rescal-
ing indeed captures the non-trivial behaviour of the interface. To formulate
the convergence, we move from densities to measure-valued processes by
defining
µ[γ]t (dx) := u
[γ]
t (x) dx, ν
[γ]
t (dx) := v
[γ]
t (x) dx, (3.4)
where we now write (u[γ]t , v
[γ]
t )t>0 for the solution of cSBM(̺, γ) to empha-
size the dependence on γ. Also, we denote by Mtem the space of tempered
measures on R, and byMrap the space of rapidly decreasing measures. Infor-
mally, a measure µ is inMtem (resp.Mrap) if µ(f) := 〈µ, f〉 :=
∫
R
f(x)µ(dx)
is finite for every non-negative function f that is decreasing exponentially
fast (resp. for any f that is growing slower than exponentially). Similarly,
B+tem (resp. B
+
rap) denotes the space of nonnegative, tempered (resp. rapidly
decreasing) measurable functions, i.e. that grow slower than any exponen-
tially growing function (resp. decaying faster than any exponentially decay
function). For formal definitions, see [7, Appendix 1].
Theorem 3.1 ([7, Theorem 1.5], [21, Theorem 2.2], [23, Theorem 2.8]).
Let ̺ ∈ [−1, 0). If ̺ ∈ (−1, 0) suppose the initial conditions satisfy (u, v) ∈
(B+tem)
2 or (u, v) ∈ (B+rap)
2 and if ̺ = −1 suppose the initial conditions
are bounded. Then as γ → ∞, the measure-valued process (µ[γ]t , ν
[γ]
t )t>0 de-
fined by (3.4) converges in law with respect to the Meyer-Zheng ‘pseudo-path’
topology to a measure-valued process (µt, νt)t>0. Moreover, for any t > 0,
almost surely the limiting measures µt and νt are absolutely continuous with
respect to the Lebesgue measure and their densities ut, vt satisfy the following
separation-of-types property:
ut(x)vt(x) = 0 for almost all x ∈ R.
In the following we will refer to the limit (µt, νt)t>0 (or its density (ut, vt)t>0)
as the continuous-space infinite rate symbiotic branching model cSBM(̺,∞)u,v .
The theorem is proved by showing tightness and uniqueness of limit points
using two different types of duality that are known for the symbiotic branch-
ing model. For tightness, we make use of the duality to Brownian motions
with dynamically changing colours (see Section 5) and for uniqueness, we
use the self-duality first applied in this context by Mytnik [34], see Section 4.
Remark 3.2. (a) The Meyer-Zheng ‘pseudo-path’ topology is a fairly
weak topology on the space of ca`dla`g measure-valued processes and
essentially requires convergence at all times apart from those in a
Lebesgue-null set. For a formal definition we refer to [7, Appen-
dix A.1]. Under the more restrictive assumption that (u, v) is the
complementary Heaviside initial condition in (3.2), we show in [7,
Thm. 1.12] that for ̺ ∈ (−1,− 1√
2
) and for ̺ = −1 in [23, Thm. 2.8],
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tightness also holds in the stronger (standard) Skorokhod topology,
implying convergence in C[0,∞)(M2tem).
(b) The fact that the limiting measures are absolutely continuous is
first shown for ̺ ∈ (−1,− 1√
2
) and complementary Heaviside initial
conditions in [7] and the statement is extended to all ̺ ∈ (−1, 0)
in [21] and ̺ = −1 in [23].
(c) The reason for the different assumptions on the initial conditions
depending on ̺ is mainly technical: for ̺ = −1 the result is proved
using a moment duality, which will be discussed in Section 5 and
for ̺ ∈ (−1, 0) we rely on a self-duality, see Section 4.
As mentioned before, for ̺ = −1 and complementary Heaviside initial
conditions, the result of Theorem 3.1 is proved in Tribe [44, Thm. 4.2] (in
the stronger Skorokhod topology) and it is shown that the limiting process
in this case is
(1{x6Bt} dx,1{x>Bt} dx)t>0, (3.5)
for (Bt)t>0 a standard Brownian motion. See also Theorem 6.2 below for an
extension of this result to more general initial conditions (but still ̺ = −1).
Unfortunately, for ̺ > −1, we do not currently have a description of the limit
that is as explicit. However, we can characterize the limit via a martingale
problem, see also Section 4 below. In particular, in this way we can exclude
that the limit is of the simple form (3.5). The difference compared to ̺ = −1
is that for ̺ > −1, the sum u[γ]t + v
[γ]
t is no longer deterministic and the
random height fluctuations influence the dynamics of the interface.
Even though we do not have an explicit description of the limiting object,
we can say more about the interface process. For any Radon measure µ
denote by supp(µ) := {x ∈ R : µ(Bε(x)) > 0 for all ε > 0}, the measure-
theoretic support of µ, where Bε(x) denotes a ball of radius ε. Then, define
L(µ) := inf supp(µ), and R(µ) := sup supp(µ).
Theorem 3.3 ([21]). Suppose ̺ ∈ (−1, 0). Let (µ, ν) be initial conditions
in M2tem or M
2
rap which are mutually singular and such that R(µ) 6 L(ν)
with µ+ν 6= 0. Let (µt, νt)t>0 be a solution of cSBM(̺,∞)µ,ν. Then, almost
surely,
R(µt) 6 L(νt) for all t > 0.
Moreover, for all fixed t > 0, almost surely, (µt, νt) has a single-point inter-
face in the sense that
R(µt) = L(νt).
Remark 3.4. Note the difference in the order of the quantifiers for t and ω:
For the first statement the set of exceptional ω’s does not depend on t, while
in the second statement it does. Note also that the condition R(µt) 6 L(νt)
means that the support of µt is to the left of the support of νt, but there
might possibly be a gap. In particular, our theorem does not guarantee the
existence of an interface process It := R(µt) = L(µt). In general, it is a non-
trivial task to obtain results that are uniform in time, see e.g. the discussion
in [11, Sec. 7] for the two-dimensional mutually catalytic model.
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Unlike for the first result, Theorem 3.1, the proof of Theorem 3.3 does
not directly rely on the technique of duality. Instead, we deduce the fact
that the interface is a single point by establishing a connection between the
continuum space model and the model defined on Z.
The proof heavily relies on prior work for the discrete model. Inspired
by the scaling property (3.3), Klenke and Mytnik [27, 28, 29] consider the
mutually catalytic branching model, i.e. the symbiotic branching model with
̺ = 0, on a discrete space and show that without a spatial rescaling but
taking γ → ∞, the model converges to an infinite-rate limiting process. In
contrast to our result, they have an explicit description of the limit in terms
of an interacting system of jump-type SDEs and they also study long-term
properties of the system. Moreover, [30] give a Trotter type approximation
and [15, 14] extend the analysis for the discrete model to all ̺ ∈ (−1, 1) and
obtain comparable results to the ̺ = 0 case.
We show in [21] that if one starts with the infinite-rate symbiotic branch-
ing model defined on a lattice and takes a diffusive time and space rescaling,
then one ends up with the continuous-space infinite-rate symbiotic branch-
ing model. Our strategy in showing Theorem 3.3 is then to first use the
explicit description of the limit to show that the discrete model started in
complementary Heaviside initial conditions has a single-point interface (in-
terpreted suitably) and then to show that this property is preserved in the
space-time limit.
4. Self-duality in the symbiotic branching model
The symbiotic branching model has a very rich duality structure. In this
section we explain its self-duality, which is particularly useful for showing
uniqueness of solutions, e.g. for the SPDE (3.2). This duality is essentially
based on an idea of Mytnik [34], who used it to show uniqueness for the
mutually catalytic branching model. The reason that self-duality is needed
is that as soon as ̺ > −1, the densities (ut, vt) can have random heights.
Therefore, if one wants to show uniqueness of solutions by showing that
moments converge, one is additionally faced with the highly non-trivial task
of controlling the growth of these moments.
Self-duality is a classical duality in the sense of (1.1), where however
the dual follows the same dynamics as the original process, but starts with
different initial conditions. We start by defining the corresponding duality
function. Let ̺ ∈ (−1, 1) and if either (µ, ν, φ, ψ) ∈ M2tem × (B
+
rap)
2 or
(µ, ν, φ, ψ) ∈ M2rap × (B
+
tem)
2, define
〈〈µ, ν, φ, ψ〉〉̺ := −
√
1− ̺ 〈µ + ν, φ+ ψ〉+ i
√
1 + ̺ 〈µ− ν, φ− ψ〉, (4.1)
where 〈µ, φ〉 :=
∫
R
φ(x)µ(dx). We then define the self-duality function F as
F (µ, ν, φ, ψ) := exp〈〈µ, ν, φ, ψ〉〉̺. (4.2)
The duality function F also plays an important role in the limiting mar-
tingale problem as the following lemma motivates.
Lemma 4.1. Let ̺ ∈ (−1, 1) and suppose the initial conditions satisfy
(u, v) ∈ (B+tem)
2 (resp. ∈ (B+rap)
2). Denote by (ut, vt)t>0 the solution of
cSBM(̺, γ)u,v with γ <∞ and set µt(dx) = ut(x) dx and νt(dx) = vt(x) dx.
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Then, there exists an increasing ca`dla`g Mtem-valued (resp. Mrap-valued)
process (Λt)t>0 with Λ0 = 0 and such that for all twice continuously differ-
entiable test functions φ,ψ ∈ B+rap (resp. φ,ψ ∈ B
+
tem) the process
F (µt, νt, φ, ψ) − F (µ0, ν0, φ, ψ)
−
1
2
∫ t
0
F (µs, νs, φ, ψ) 〈〈µs, νs,∆φ,∆ψ〉〉̺ ds
− 4(1− ̺2)
∫
[0,t]×R
F (µs, νs, φ, ψ)φ(x)ψ(x)Λ(ds, dx)
(4.3)
is a martingale. Here,
Λ(dt, dx) := γ ut(x)vt(x) dt dx, (4.4)
and Λt(dx) = Λ([0, t] × dx).
Proof. This lemma can be proved by first writing the solution (ut, vt)t>0
in the weak formulation and then applying Itoˆ’s lemma. See the proof of
Proposition 5 in [17] for details. 
We say that a process (µt, νt)t>0 taking values in Mtem, resp. Mrap, is
a solution of the martingale problem MPF (̺) if there exists an increasing,
ca`dla`g process (Λt)t>0 with Λ0 = 0 taking values inMtem, resp.Mrap, such
that the expression in (4.3) is a martingale. Here, we interpret (Λt)t>0 as
a measure on [0,∞) × R by setting Λ([0, t] × B) = Λt(B) for any Borel set
B and t > 0. Solutions of the martingale problem MPF (̺) are not unique,
as for any γ, a solution cSBM(̺, γ) gives a solution of MPF (̺). However,
specifying the correlation via (4.4) fixes solutions. This can be shown via
the following self-duality based on an idea of Mytnik [34].
Lemma 4.2. Fix γ ∈ (0,∞). Let (µt, νt)t>0 be a process taking values in
M2tem with densities (ut, vt)t>0 that satisfies the martingale problemMPF (̺)
together with (4.4). Then, for any test functions φ,ψ ∈ B+rap,
Eu0,v0 [F (µt, νt, φ, ψ)] = Eφ,ψ[F (µ˜t, ν˜t, u0, v0)], (4.5)
where (µ˜t, ν˜t)t>0 is any solution of the martingale problem MPF (̺) with
densities (u˜t, v˜t)t>0 satisfying (4.4) (with (u˜t, v˜t) replacing (ut, vt)) and tak-
ing values in M2rap with initial conditions (u˜0, v˜0) = (φ,ψ).
Clearly the collection of functions F (·, ·, φ, ψ) for φ,ψ as above is measure-
determining since it is a mixed Laplace-Fourier transformation and so the
self-duality uniquely determines solutions of the martingale problem if (4.4)
is also specified.
The main idea in [7] is to characterize the γ =∞ limit via the martingale
problem, but instead of explicitly prescribing the correlation as in (4.4) we
replace this condition by a separation-of-types condition.
Theorem 4.3 ([7, Thm. 1.10]). Given initial conditions (u, v) ∈ (B+tem)
2
(resp. ∈ (B+rap)
2), the limiting process cSBM(̺,∞) in Theorem 3.1 can be
characterized as the unique solution (µt, νt)t>0 of MPF (̺) with µ0(dx) =
u(x) dx and ν0(dy) = v(y) dy for which the increasing, ca`dla`g process (Λt)t>0
satisfies
Eµ,ν
[
Λt(dx)
]
∈ Mtem, (resp. Eµ,ν
[
Λt(dx)
]
∈ Mrap
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and, for all t > 0 and x ∈ R,
Eu,v[Sεµt(x)Sενt(x)]→ 0 as ε→ 0, (4.6)
where (St)t>0 denotes the heat semigroup.
The proof of the uniqueness shows that under the the separation-of-types
condition (4.6) any solution of MPF (̺) satisfies a self-duality analogous
to (4.5).
A similar martingale problem was also used in earlier work for the infinite-
model on a discrete space, see [27, 28]. The difference is that in this context
one can work with functions F , where φ and ψ are such that φψ = 0, so
that the term involving Λ in (4.3) vanishes. Also, the proof of the self-
duality relation becomes easier as one does not have to worry about spatial
regularity.
5. Moment duality in the symbiotic branching model
The finite-rate symbiotic branching model also satisfies a moment duality
as shown in [17]. We will first recall this standard construction and then
discuss the extension of the moment duality to the infinite-rate model due
to [23]. This construction works in R as well as in Zd, but we will concentrate
on the continuous-space case here.
In this section we denote by (ut, vt)t>0 (the density of) a solution of
cSBM(̺, γ) for γ ∈ (0,∞]. For any functions u, v : R → [0,∞) and a
colour c ∈ {1, 2}, we introduce the notation
(u, v)(c)(x) :=
{
u(x) if c = 1,
v(x) if c = 2.
(5.1)
Then, with this notation and for n ∈ N, x = (x1, x2, . . . , xn) ∈ R
n and a
colouring c = (c1, . . . , cn) ∈ {1, 2}
n, the duality gives us an expression for
the moment
E
[ n∏
i=1
(ut, vt)
(ci)(xi)
]
.
The dual process is given by n independent Brownian motions X =
(X1t , . . . ,X
n
t )t>0 started in x. Moreover, to each Brownian motion we asso-
ciate a dynamically changing colour process (Ct)t>0 with Ct = (C
1
t , . . . , C
n
t ) ∈
{1, 2}n, where Cit describes the colour of the ith motion and is such that
Ci0 = ci for each i = 1, . . . , n. The dynamics of Ct are as follows: when a
pair of Brownian motions of the same colour meets frequently enough such
that their collision local time exceeds an exponential time with rate γ, then
one of the particles (chosen randomly) changes colour.
In order to describe the duality, we also introduce L=t , respectively L
6=
t ,
as the total collision time collected up to time t by all pairs of equal colour,
respectively different colours. Using the duality function
(u, v)(c)(x) :=
n∏
i=1
(u, v)(ci)(xi),
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we can write the moment duality for the symbiotic branching model with
finite γ for (u, v) ∈ (B+tem)
2 and c ∈ {1, 2}n as
Eu,v[(ut, vt)
c(x)] = Ex,c
[
(u, v)Ct(Xt) e
γ(L=t +̺L
6=
t )
]
, (5.2)
see [17, Prop. 12].
Remark 5.1. Critical curve. The duality holds for all ̺ ∈ [−1, 1], however
only for ̺ = −1 it has been used to ensure uniqueness of solutions, see also
the discussion at the end of Section 1.1 in [17]. Moreover, by combining it
with the self-duality, [5, Thm. 2.5] show that there is a critical curve (as
a function of ̺) which determines which moments of the solutions remain
bounded in time. More precisely, it is shown that
p < p(̺) ⇒ E
1,1
[
ut(x)
p
]
is bounded uniformly in all t > 0, x ∈ R,
(5.3)
where p(̺) = πarccos(−̺) and 1 is the uniform initial condition.
In order to derive a moment duality in the γ = ∞ case, the main idea
of [23] is to decouple the evolution of the Brownian motions and the colour-
ings in the following sense: we first sample the Brownian motions and then
conditionally on the Brownian motions we treat the remainder of the right
hand side of (5.2) as a measure on colourings. More precisely, given the
Brownian motions X and an initial condition c ∈ {1, 2}n, we define a (ran-
dom) measure on colourings by setting
M [γ]t (b) := Ec
[
eγ(L
=
t +̺L
6=
t )
1Ct=b
∣∣∣X[0,t]], (5.4)
for any b ∈ {1, 2}n.
With this notation the duality (5.2) can be written as
Eu0,v0 [(ut, vt)
c(x)] = Ex,c
[ ∑
b∈{1,2}n
(u0, v0)
(b)(Xt)M
[γ]
t (b)
]
.
This re-write of the duality is helpful, because we can write down the evo-
lution of the measure M [γ] explicitly.
Lemma 5.2. With Li,jt denoting the collision local time between X
i and
Xj , we have that M [γ]0 = δc and
dM [γ]t (b) =
γ̺
2
n∑
i,j=1
1bi 6=bjM
[γ]
t (b) dL
i,j
t +
γ
2
n∑
i,j=1
1bi 6=bjM
[γ]
t (̂b
i) dLi,jt , (5.5)
where b̂i is the colouring b flipped at i.
The lemma follows by looking at a small time increment and consider-
ing the possible changes in M [γ] induced by the dynamics of the colouring
process. The details can be found in [23, Lemma 3.4].
Notice that, conditional on X, (5.5) is a system of linear ODEs driven
by the local times and also that increasing the parameter γ corresponds to
speeding up the time evolution. Moreover, we have a lot of explicit control
over the evolution of these ODEs in terms of eigenvalues and eigenvectors.
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To be more explicit, suppose that the Brownian motions X start in distinct
starting positions. We set τ0 = 0 and for k > 0 define
τk+1 := inf{t > τk : ∃i 6= j : X
i
t = X
j
t but X
i
τk
6= Xjτk , },
as the consecutive times when a new pair of Brownian motions meet. Then,
we have τk+1 > τk almost surely and we can show that in the limit γ →∞, in
between times τk and τk+1, the measures M
[γ]
t immediately settle into their
equilibrium measure M [∞]t (so are constant in the limit). We refer to [23,
Theorems 2.3 and 2.5], where we show the following theorem:
Theorem 5.3. Suppose that ̺ ∈ [−1,− cos(π/n) ∧ 0) and also that the
starting point x = (x1, . . . , xn) ∈ R
n satisfies xi 6= xj for i 6= j. Then as γ →
∞, the process (M [γ]t )t>0 defined in (5.4) converges almost surely pointwise
to a ca`gla`d1 limiting process (M [∞]t )t>0. Moreover, denote by (ut, vt)t>0 the
(density of the) infinite rate limit SBM(̺,∞)u,v started in (u, v) ∈ (B
+
tem)
2.
Then, for any colouring c = (c1, . . . , cn) ∈ {1, 2}
n
Eu,v
[
(ut, vt)
(c)(x)
]
= Ex
[ ∑
b∈{1,2}n
M [∞]t (b) (u, v)
(b)(Xt)
]
,
where M [∞]0 = δc and both sides are finite.
The limiting processM [∞] is explicit, but fairly complicated to write down.
Therefore, we refer to Propositions 4.2 and 4.6 in [23] for the details.
Note for ̺ = −1 we have that ut + vt satisfies the heat equation, i.e.
wt := ut + vt = St(u0 + v0), where (St)t>0 denotes the heat semigroup. In
this case, the duality also simplifies and we have the following result.
Proposition 5.4. Let (ut, vt)t>0 be the densities of cSBM(−1,∞)u,v for
initial conditions (u, v) ∈ (B+tem)
2.
(i) We have for x ∈ Rn with x1 < x2 < . . . < xn and c ∈ {1, 2}
n an
alternating colouring,
Eu,v[(ut, vt)
(c)(x)] = Ex[(u, v)
(c)(Xt)1{t6τ}],
where τ := inf{t > 0 : ∃i 6= j : Xit = X
j
t } is the first collision
time.
(ii) Suppose additionally that u+v ≡ 1. For any x = (x1, . . . , xn) ∈ R
n,
Eu,v
[ n∏
i=1
ut(xi)
]
= Ex
[ ∏
y∈Yxt
u(y)
]
, (5.6)
where Yxt = {Y
(xi)
t : 1 6 i 6 n}, t > 0, is a system of coalescing
Brownian motions started from x.
Proof sketch. In the case ̺ = −1, the dynamics of M [∞] can be described as
follows, see [23, Prop. 4.2 and 4.6]: Let τ0 = 0 and (τk)k>1 be as before the
consecutive time when a new pair of Brownian motions meets. Then, the
process M [∞]t is constant on each of the intervals [0, τ1], (τ1, τ2], (τ2, τ3], . . ..
Moreover, M [∞]t =M
[∞]
0 = δc for t 6 τ1.
1i.e. left-continuous with right limits
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To describe the dynamics of M [∞]t for t > τ1, define for ℓ1, ℓ2 ∈ {1, . . . , n}
and any b ∈ {1, 2}n,
Kℓ1,ℓ2∞ (δb) =
{
0 if bℓ1 6= bℓ2 ,
δb +
1
2δb̂ℓ1 +
1
2δb̂ℓ2 if bℓ1 = bℓ2 ,
(5.7)
where b̂ℓ denotes the colouring flipped at position ℓ. Then define Kℓ1,ℓ2∞ (M)
for any measure M on {1, 2}n by setting
Kℓ1,ℓ2∞ (M) =
∑
b∈{1,2}n
M(b)Kℓ1,ℓ2∞ (δb).
Now, we can define M [∞]t inductively. Assume that at time τk with k > 1
the pair of Brownian motions with indices ℓ1 and ℓ2 meets, then set
M [∞]t = K
ℓ1,ℓ2∞ (M
[∞]
τk
) for t ∈ (τk, τk+1].
(i) In the first case, we see that M [∞]0 = δc for t 6 τ = τ1. In particu-
lar, if at time τ the Brownian motions indexed by ℓ1, ℓ2 meet, we have by
assumption on c that cℓ1 6= cℓ2 . Hence, K
ℓ1,ℓ2∞ = 0 and thus M [∞]t = 0 for
all t > τ = τ1. The statement of (i) then follows from Theorem 5.3, also
see [23, Lemma 5.8] for a more detailed argument.
(ii) We only prove the case when n = 2. The general case follows along
similar lines, but the combinatorics is more involved (also see Remark 5.5
for an alternative approach). We have by Theorem 5.3 that for c = (1, 1),
Eu,v
[
ut(x1)ut(x2)
]
= Ex
[ ∑
b∈{1,2}2
M [∞]t (b) (u, v)
(b)(Xt)
]
,
whereM [∞]0 = δc. As before, we haveM
[∞]
t = δc = δ(1,1) for t ∈ [0, τ1]. Then,
for t > τ1, we have that
M [∞]t = K
ℓ1,ℓ2∞ (δ(1,1)) = δ(1,1) +
1
2
δ(1,2) +
1
2
δ(2,1).
Thus, using that u+ v = 1, we get that
Eu,v
[
ut(x1)ut(x2)
]
= Ex
[
1{t6τ1}u(X
1
t )u(X
2
t )
]
+ Ex
[
1{t>τ1}u(X
1
t )u(X
2
t )
]
+
1
2
Ex
[
1{t>τ1}u(X
1
t )(1− u)(X
2
t )
]
+
1
2
Ex
[
1{t>τ1}(1− u)(X
1
t )u(X
2
t )
]
= Ex
[
1{t6τ1}u(X
1
t )u(X
2
t )
]
+
1
2
Ex
[
1{t>τ1}u(X
1
t )
]
+
1
2
Ex
[
1{t>τ1}u(X
2
t )
]
.
This expression can be represented in terms of coalescing Brownian motions
as in (ii), if we notice that we can obtain a system of coalescing Brownian
motions from X by deciding at the collision time to follow exactly one of
the two Brownian motions, chosen each with probability 1/2. 
Remark 5.5. An alternative derivation of the second part of the proposi-
tion would be to recall that the case ̺ = −1 and u + v ≡ 1 corresponds
to the infinite rate limit of the continuous-space stepping stone model. [38,
Thm. 4.1] showed that in the finite γ-case there is a similar moment duality,
where however the dual is a system of delayed coalescing Brownian motions,
where two motions only coalesce at rate γ× their collision local time. Taking
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γ → ∞ in the dual gives the instantaneously coalescing Brownian motions
as in part (ii).
6. Interface duality in the symbiotic branching model
In the case ̺ = −1, duality allows us to explicitly characterize the inter-
face process in the symbiotic branching model, see also Section 2 for a similar
result in the discrete voter model. The following results generalize [44] to
general initial conditions that have infinitely many interface points and we
can also remove the restriction that the initial conditions satisfy u+ v ≡ 1.
Define U as the space of absolutely continuous measures (u, v) with bounded
densities also denoted by (u, v) such that u(x)v(x) = 0 and u(x) + v(x) > 0
for almost all x ∈ R. For (u, v) ∈ U , we define
I(u, v) := supp(u) ∩ supp(v), (6.1)
where supp(u) denotes the measure-theoretic support.
Our next result deals with initial conditions of ‘single interface point’ type:
Theorem 6.1. Assume (u, v) ∈ U such that |I(u, v)| = 1. Let (ut, vt)t>0 de-
note the solution of cSBM(−1,∞)u,v. Then we have, almost surely, |I(ut, vt)| =
1 for all t > 0 and if we denote by It the single interface point, then almost
surely (It)t>0 is continuous and there exists a standard Brownian motion
(Bt)t>0 such that It is the unique (in law) weak solution
2 of
It = I0 −
∫ t
0
w′s(Is)
ws(Is)
ds+Bt, t > 0, (6.2)
where wt = St(u+v), for (St)t>0 the heat semigroup. Moreover, if 1{u(x)>0} →
1 as x→ −∞, then
ut(x) = 1{x6It}wt(x) and vt(x) = 1{x>It}wt(x).
and otherwise the roles of ut and vt have to be interchanged.
Proof sketch. Using the duality relation for the mixed moments in Proposi-
tion 5.4 (i), we can show that the number of interfaces cannot increase. The
one-dimensional distributions for a single It follow from a first moment calcu-
lation using that since ut(x) ∈ {0, wt(x)}, we have that P(It > x) = E[
ut(x)
wt(x)
]
and then applying duality. 
Suppose now that the initial condition (u, v) ∈ U is such that I(u, v) has
no accumulation points. Define m(u, v, x) to be 1 if x ∈ supp(u) and set it
to be 2 otherwise. Suppose (Y xt )t>0, x ∈ I(u, v) is a system of stochastic
processes with Y x0 = x that move independently according to the stochastic
differential equation (6.2) until two motions collide at which point the pair
annihilates. Then, the paths of the annihilating motions induce a partition
of the set [0,∞)×R. We can define a ‘colouring’ of the half-plane by defining
mˆ(t, x) such that mˆ(0, x) = m(u, v, x) and such that the each component
of the partition has the same colour ∈ {1, 2} (and such that the boundaries
2Under the assumption (u, v) ∈ U1, the integrand on the right hand side of (6.2) is not
guaranteed to be Lebesgue-integrable at 0. However, in any case the integral exists as an
improper integral limε↓0
∫ t
ε
w′
s
(Is)
ws(Is)
ds.
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Figure 2. An illustration of the colouring mˆ of [0,∞)×R induced
by an initial configuration (u0, v0) with five interfaces. Type 1 is
drawn in white and type 2 is shaded grey. Figure taken from [22].
are of colour 1), see Figure 2 for an illustration. Then, we can define, with
wt = St(u+ v),
uˆt(x) = wt(x)1{mˆ(t,x)=1}, and vˆt(x) = wt(x)1{mˆ(t,x)=2}.
Theorem 6.2 ([22, Thm. 2.12]). Assume that (u, v) ∈ U and I(u, v) has no
accumulation points. Let (ut, vt)t>0 denote the infinite rate limit
cSBM(−1,∞)u,v. Then,
(ut, vt)t>0
d
= (uˆt, vˆt)t>0,
where (uˆt, vˆt)t>0 is defined in terms of annihilating motions with dynamics
given by (6.2) as above.
Remark 6.3. (a) We also have a version of this theorem for arbitrary
initial conditions, see [23, Thm. 2.14]. There we show that there
is a ‘coming down from infinity’ effect and for any t > 0, the set
I(ut, vt) does not have any accumulation points and the evolution
of (us, vs)s>t is as above, but started from (ut, vt). The notion
of ‘coming down from infinity’ originates in coalescent theory, see
also the contributions of Blath/Kurt, Kersting/Wakolbinger and
Birkner/Blath in this volume.
(b) In the case u + v = 1, there is a further interesting duality to an-
nihilating Brownian motions. For the finite γ stepping stone model
cSBM(−1, γ), [6, Lemma 2.1] implies (in the special case s = 0 and
there formulated for discrete space) that
Eu
[ n∏
i=1
(1− 2ut(xi))
]
= Ex
[ ∏
y∈Xt
(1− 2u(y))
]
,
for x = (x1, . . . , xn) and where (Xt)t>0 is a system of delayed an-
nihilating Brownian motions started in x. Taking the limit γ →∞
on the left will then lead to instantaneously annihilating Brownian
motions on the right.
Note in the case that ̺ = −1 and the initial conditions are such that
u+v ≡ 1, the duality in Proposition 5.4(ii) is the continuous-space analogue
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of the discrete-space voter model duality in (2.2). Indeed, the result shows
that cSBM(−1,∞) corresponds to the continuous-space voter model first
introduced by [18] and further discussed in [13] and [47], where it is referred
to as continuum-sites stepping-stone model.
In analogy with the discrete model from Section 2, the continuous-space
voter model can also be obtained via a graphical construction. We will give
an informal description, the idea goes back to [2], see also [20] for further
details in a more general situation.
LetW = (W (t,x))(t,x)∈R2 be the (time-reversed) Brownian web, informally
this is a system of coalescing Brownian motionsW (t,x) started at every point
(t, x) ∈ R2 with W (t,x)0 = x, see [35] for technical details. Recall that since
ut = 1− vt, we only need to construct ut. Fix initial conditions u such that
u(x) ∈ [0, 1] for every x ∈ R.
In order to determine the state of the system ut(x) at some time t > 0
and location x ∈ R, one traces back the genealogy by following W (t,x) for
t time units, then samples a type χW(t,x)0
in {0, 1} according to a Bernoulli
variable with success probability u(W (t,x)t ). Finally set ut(x) = χW(t,x)t
. Note
that this gives a pathwise construction of the continuous-space voter model
which is completely analogous to the discrete construction in Section 2. For
a more careful construction which takes care of the non-trivial difficulties
we refer to [20].
In particular, one can easily deduce the moment duality (5.6), since for
x = (x1, . . . , xn),
n∏
i=1
ut(xi) =
n∏
i=1
χW(t,xi)t
.
Then, taking expectations and carrying out the expectation over the Bernoulli
variables, gives
Eu
[ n∏
i=1
ut(xi)
]
= E
[ n∏
i=1
u(W
(t,xi)
t )
]
,
and the system W
(t,xi)
t , i = 1, . . . , n is in law equivalent to the system of
coalescing Brownian motions started in x.
As in the discrete case, the same construction can also be used to see that
the interfaces in the continuous-space voter model are given by a system
of annihilating Brownian motions, and thus giving an alternative proof of
Theorem 6.2, see [22] for details.
7. Entrance laws for annihilating Brownian motions
In the last section we have seen that we can use the moment duality for
the symbiotic branching model with ̺ = −1 to show that the interfaces
between different types behave like (instantaneously) annihilating Brownian
motions (aBMs). It turns out that this observation can be used to gain
insight into the behaviour of aBMs itself. This section is based on [22].
The following is a well-known issue that arises when trying to construct
aBMs: As long as the set of starting points is finite, it is absolutely straight-
forward to construct a system of aBMs. Even if the initial points form a
locally finite (equivalently discrete and closed) subset of the real line, then it
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is possible to construct the corresponding systems, even though a little care
is needed, see [45, Sec. 4.1] or [22, Appendix A.1]. However, if one considers
a sequence of locally finite starting points that become dense in the real line,
it is not at all clear if the corresponding system of aBMs converges in some
suitable sense.
Mathematically, this question is closely related to characterizing entrance
laws for aBMs. Recall that a family µ = (µt)t>0 of probability measures
on (the Borel σ-algebra of) a suitable state space D is called a probability
entrance law for a semigroup (Pt)t>0 if
µsPt−s = µt for all 0 < s < t. (7.1)
See e.g. [31, Appendix A.5] or [37] for the general theory of entrance
laws. Roughly speaking, an entrance law corresponds to a Markov process
(Xt)t>0 with time-parameter set (0,∞), whose one-dimensional distributions
are given by µt, but where we do not specify the initial condition.
One approach to finding entrance laws for aBMs, carried out in [45],
is to use a thinning relation between annihilating and coalescing Brownian
motions. Unlike for aBMs, one can always add coalescing Brownian motions
to an existing system in a consistent way. In particular, if the starting
points become dense everywhere on the real line, this leads to a unique
entrance law for cBMs, also known as Arratia’s flow [1]. Using the thinning
relation, see [45, Sec 2.1] this leads also to an entrance law for aBMs (termed
‘maximal’ in [45]).
However, it is also clear that the consistency of the cBMs described above
does not hold for aBMs and different ways of taking initial conditions that
become denser may lead to different system of aBMs. Our main result
in [22] is to classify all possible entrance laws for systems of aBMs using the
connection to cSBM(−1,∞) described in Section 6. Before we can state this
correspondence, we need to set up a bit of notation.
We expect that even if we start with a dense set of points on the line,
then at any positive t > 0 many nearby Brownian motions would have
annihilated and so the positions of the remaining Brownian motions would
form a discrete (and closed) subset of R. Hence, a suitable state space for
the evolution of aBMs is given by
D := {x ⊆ R : x is discrete and closed}.
For each x ∈ D a system of aBMs starting from x can be constructed as a
(strong) Markov process Xx = (Xxt )t>0 taking values in D.
The main idea is to use the fact that any system of aBMs started in D
corresponds to the interfaces in the symbiotic branching model with ̺ = −1
and the right initial conditions. So let
M1 := {u(x) dx |u : R→ [0, 1] measurable}
denote the space of all absolutely continuous measures on R with densities
taking values in [0, 1]. Here, we recall that since for ̺ = −1 and initial
conditions u + v ≡ 1, in order to specify cSBM(−1,∞)u,v we only need to
describe the evolution of one type and so choosing u ∈ M1 fixes the initial
conditions.
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To go from the measure-valued process to the aBMs, we need to define a
mapping that associates to each u ∈ M1 its interface. So we think of u(x)
representing the proportion of type 1 particles at x and correspondingly
1−u(x) as the proportion of type 2 particles. Thus, in agreement with (6.1)
we define for u ∈ M1,
I(u) := I(u, 1− u) = supp(u) ∩ supp(1− u), (7.2)
as the interface points between the two types, where we recall that supp(u)
denotes the measure-theoretic support of u.
By Theorem 6.2 any initial condition u such that the interface I(u) ∈ D
corresponds to a system of aBMs started in the points I(u). Conversely,
the interfaces only describe the population model up to interchanging the
types. Therefore, we define an equivalence relation ∼ on M1 by identifying
two measures with densities u and v iff either almost everywhere u = v or
almost everywhere u = 1− v. Then, we work with the quotient space
V :=M1/∼ .
We write v = [u] = {u, 1−u} for elements of V. Now, using that on the level
of measure-valued processes it is possible to start in any measure u ∈ M1
we have the following result.
Theorem 7.1 ([22]). There is a suitable topology on D such that there is
a bijective correspondence between probability entrance laws µ = (µt)t>0 for
the semigroup (Pt)t>0 of aBMs on D and probability measures ν on V.
Informally, the measure ν (up to fixing types) will correspond to the law
of the initial condition of the measure-valued process, whose interfaces then
correspond to the system of aBMs. The right choice of topology is absolutely
essential for the above theorem to work. The obvious choice of identifying
points in D with locally finite point measures and then relying on the vague
convergence is not a good choice. One reason for that is that in this topology
we only get ca`dla`g, but not continuous, paths for the process X.
Instead, we construct a weaker topology on D which is derived from the
topology on the level of the measure-valued process. We start by equipping
M1 with the vague topology, this turnsM1 into compact space, see e.g. [22,
Appendix A.2]. An important role is played by the the subspace of all
u ∈ M1 with discrete interface
Md1 := {u ∈ M1 | I(u) ∈ D},
which is dense inM1, see [22, Appendix A.2]. Note that for each u ∈ M
d
1, we
may choose a version of its density that is locally constant on the complement
of I(u). Again we need to take into consideration that u and 1− u give rise
to the same interface and so set
Vd :=Md1/∼,
where ∼ is as before. On this quotient space the mapping I defined in (7.2)
induces a mapping I : Vd → D which is well-defined and bijective. In
particular, it induces a topology on D, generated by the system {I(U) : U ⊆
Vd open}, which is by definition the coarsest topology on D with respect to
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which I−1 : D → Vd is continuous. This topology is the one referred to in
Theorem 7.1.
Our next theorem makes the connection to the infinite-rate symbiotic
branching model more explicit and also clarifies what happens when taking
a sequence of initial conditions for aBMs that become dense on the real line.
Theorem 7.2 ([22]). Let D be endowed with the above topology and let
(µ(n))n∈N be a sequence of probability measures on D. Consider the cor-
responding sequence of aBM processes (X(n)t )t>0 started according to the
(random) initial condition µ(n). Then (X(n)t )t>0 converges in distribution
in C(0,∞)(D) iff the sequence (µ(n) ◦I)n∈N of probability measures on Vd con-
verges weakly to some probability measure ν on V, in which case as n→∞
(X(n)t )t>0
d
−→ (I(Vt))t>0 on C(0,∞)(D). (7.3)
Here, Vt = [ut] ∈ V for (ut, 1 − ut)t>0 a solution of cSBM(−1,∞)u,1−u and
where the (random) initial conditions u are chosen by first choosing V ∈ V
according to ν and then taking u such that [u] = V . Moreover, I(Vt) = I(ut)
as defined in (7.2).
We will illustrate the power of the correspondence between aBMs and the
population model by looking at the following examples.
Example 7.3. (i) If we take xn =
1
n
Z, then I−1(xn) converges to [12 ]
in V, and hence by Theorem 7.2 the system of aBMs starting from
xn converges.
(ii) Suppose that xn is distributed according to a Poisson point process
on R with intensity n, then I−1(xn) also converges to [12 ].
(iii) Now, consider xn =
1
n
Z + {0, 1
n2
} then I−1(xn) still converges in
V, however now the limit is [0], so the limiting system of aBMs
corresponds to the empty system. Intuitively, this corresponds to
the case where each pair of nearby aBMs starts so close to each
other that cancellations arise so early that they do not survive in
the limit.
(iv) Finally, we consider xn =
1
n
Z + {0, 14n}, where now I
−1(xn) con-
verges to [14 ] in V, which is different from [
1
2 ]. So the examples in (i),
(ii) and (iv) converge, but in the latter example the aBMs ‘come
down from infinity’ in a different way, thus leading to a different
entrance law.
Note that the approximations in (i) and (ii) give the ‘maximal’ entrance
law considered in [45]. See Figure 3 for illustrations of the four examples.
Finally, we also observe that it is possible to construct initial conditions in
D such that I−1(xn) does not converge to any measure, e.g. by starting
with finitely many points and then adding one point at a time such that an
accumulation point arises. The corresponding system of aBMs starts either
with an odd or even number of motions, so cannot converge as in either case
the system will die out while in the other case one motion survives. See [22]
for more details.
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T
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n
Z+ {0, 14n}
Figure 3. Simulations of aBMs as interface process with discrete
starting configurations on a torus T, taken from [22].
Finally, the construction also gives insight into n-point densities for aBMs,
which for an entrance law µ = (µt)t>0 are defined as
pµ(t,x) := lim
ε→0
1
(2ǫ)n
Pµ
( n⋂
i=1
{Xt ∩ [xi − ε, xi + ε] 6= ∅}
)
, (7.4)
for x = (x1, . . . , xn) with x1 < . . . < xn and t > 0. The relation to
cSBM(−1,∞) (or the continuous-space voter model) and the construction
in terms of the Brownian web discussed above gives us a way to calculate
the one-point densities explicitly as well as a to simplify the expression for
general n-point densities. See [22] for details.
8. Outlook
We have seen that the symbiotic branching model has a very rich duality
theory which allows us to carry out a fairly detailed analysis of this system
of SPDEs. One of the main open problems is to characterize the γ = ∞
limit more explicitly for ̺ ∈ (−1, 0) and possibly to extend the results to
non-negative ̺.
Another challenging direction would be to consider models with large
range migration, where the Laplace term in (3.1) is replaced by e.g. a frac-
tional Laplacian. While some of the duality theory still works, it is unclear
what the scaling limit would be even in the stepping stone case ̺ = −1.
Finally, it would be very interesting to see how far our techniques of
characterising the limiting process without specifying the correlation has
applications in other spatial systems where types naturally separate, such
as some of the limiting objects found in [4] or the two-dimensional version
of the mutually catalytic branching model [11].
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