Abstract. We study a coupled fluid-structure system. The structure corresponds to a part of the boundary of a domain containing an incompressible viscous fluid. The structure displacement is modeled by a damped beam equation. We prove the existence of strong solutions to our system for small data and the existence of local strong solutions for any initial data.
Introduction.
We study a fluid-structure system coupling the Navier-Stokes equations in a two-dimensional domain with a damped beam equation located on the boundary of a domain occupied by a fluid flow. For similar systems, the existence of weak solutions has been established in [4, 8] for two-dimensional domains and in [4, 6] for three-dimensional domains.
Here we are interested in the existence of local-in-time strong solutions. In [3] , Beirão da Veiga proves the existence of local strong solutions for small data under the assumption α ≥ 0 (see the beam equation (1.3)). In this paper, we improve this type of result, with α > 0, by showing the existence of local strong solutions without any smallness condition (Theorem 3.2), and we also prove the existence of global strong solutions in a given time interval [0, T ] for small data (Theorem 3.1).
To the best of the author's knowledge, this problem was introduced in [10] by Quarteroni, Tuveri, and Veneziani to model cardiovascular systems like blood flow in large vessels-arteries, for instance.
Let L > 0 and T > 0 be, respectively, a length and a time. Let η be a function from (0, T ) × (0, L) to (−1, +∞). Let t ∈ (0, T ); we can define a domain Ω η(t) depending on time by Ω η(t) = (x, y) ; 0 ≤ x ≤ L and 0 ≤ y ≤ 1 + η(t, x) .
Here η(t) is the displacement of the beam. We note by Γ s = (0, L) × {1} the reference configuration of the beam. The displacement η has to satisfy the assumption Thus ∂Ω η(t) = Γ 0 ∪ Γ η(t) . We will use other notation:
The velocity u and the pressure p of the fluid in the domain Q T are described by the Navier-Stokes equations where e 1 = (1, 0) and e 2 = (0, 1) and u = u 1 e 1 + u 2 e 2 , ν > 0 is the viscosity of the fluid; α > 0, β ≥ 0, γ > 0 are constants relative to the structure (see [3] for more details).
Functional settings.
We have to define the function spaces for the solutions (u, p, η) of (1.2)-(1.3).
In the fixed domain Ω, we define the classical Hilbert space in two dimensions L 2 (Ω) = L 2 (Ω; R 2 ) and in the same way the Sobolev spaces H s (Ω) = H s (Ω; R 2 ). We introduce
We need a definition of Sobolev spaces in the time-dependent domain Ω η(t) . Definition 2.1. We say that u belongs to
where
− η x (t)e 1 + e 2 is the unit normal to Γ η(t) outward Ω η(t) and n 0 is the unit normal to each part of Γ 0 outward Ω η(t) , that is,
Thus we must choose
, and then we shall have We have to choose boundary conditions for η too. Here, we decide to fix η and η x on (0, T ) × {0, L} as follows:
We could have chosen periodic boundary conditions as in [3] . The result obtained in the following may be directly translated to this situation. With (2.1) and (2.2), we get Γs η tt = 0 , Γs η xx = 0, and
. We will use a special trace function γ s defined by
Let us introduce the spaces
Due to (2.1) and (2.2), we look for η in the spaces
The pressure term p is defined in the Navier-Stokes equations up to an additive constant. Then we define the space H σ (Ω) by
Main results.
We can now state the two main theorems of this paper. First, we consider global strong solutions of system (1.2)-(1.3) with a condition on the size of the initial data only. Second, we prove the existence of a local strong solution for the same system.
There exists R > 0 such that for any initial data satisfying u 0 2
≤ R 2 and the compatibility condition
). The core of the paper consists in the proof of these theorems. First of all, thanks to a suitable change of variables, we introduce an equivalent problem (4.5) in a cylindrical domain Q T . Due to the change of variables, new nonlinear terms appear in the equations. The proof of existence of solutions for system (4.5) is split into different steps:
(i) We study the nonhomogeneous linearized system (5.1), where the nonlinearities in (4.5) are now considered as right-hand sides. The proof of existence for this system uses a fixed point method for another equivalent system (5.10) introduced in section 5.2 thanks to the splitting method due to Raymond [11] . Indeed, we see in section 5.1 that we cannot apply a fixed point method directly to system (5.1).
(ii) From the linearized system, we prove the existence of strong solutions for system (4.5) thanks to another fixed point method in section 6.
In section 7, we complete the proof by checking that the change of variables defined in section 4 is suitable in the sense of Definition 4.1.
4. An equivalent problem in the fixed domain Ω. We want to use a change of variables to rewrite system (1.2)-(1.3) in the domain Q T = (0, T ) × Ω. This change of variables introduces nonlinear terms in the variables (u, p, η) that we will treat as right-hand sides in section 5. As in [3] , for a fixed t ∈ (0, T ), we introduce the following change of variables:
.
Then we can calculate the derivatives of f (x, y) using the derivatives off (x, z):
Now, we state the system satisfied byû(x, z) = u(x, y) andp(x, z) = p(x, y):
For instance, to calculate the divergence term, we write u 1,x + u 2,z in terms ofû, and taking 1 + η as a multiplier, we get
Then we see thatû
The beam equation (2.3) becomes
To simplify the notation, we drop out the symbol· and obtain the system (4.5)
The previous system is equivalent to system (1.2)-(1.3). More precisely, we state the following definition.
3) when the following conditions are satisfied:
is a solution of (4.5); (ii) for any time t in (0, T ), the previous change of variables is a
If we set u = v + w[u, η], we notice that div v = 0 and the system satisfied by
The explicit expression of w[u, η] = −ηu 1 e 1 + zη x u 1 e 2 depends only on u 1 and η. Thus, the boundary conditions on Σ
Moreover, the term −2νγ s v 2,z in (4.6) 6 vanishes. Indeed,
That is why we are considering the following system:
and (4.10)
On the other hand, to have continuity on [0,T), the previous conditions on v must be checked at time t = 0. Thus, we have to add a compatibility condition at time t = 0:
which is written in terms of (u 0 , η 0 , η 1 ) as follows:
5. Study of an auxiliary linear system. In this section, we prove existence and uniqueness of solutions to the system (5.1)
cc , where
The space X 0 will be equipped with the norm
The main result of this section is the following theorem.
Then system (5.1) admits one and only one solution (v, p, η) in
Moreover, we get the estimate
Why a fixed point method on the pressure term p does not work.
A way to find solutions of the coupled system (5.1) is to use a fixed point method. For a given p in L 2 (0, T ; H 1 (Ω)), we consider the following system:
Given fixed (η 0 , η 1 ) and h, we can solve the beam equation. Next, knowing η, we can find solutions to the Stokes system with right-hand side f , initial data v 0 , and a boundary condition depending on η t . This idea cannot be applied directly with isomorphism theorems for the two equations separately. Indeed, we first get the following proposition.
Then the result for the Stokes equations is the following.
. The first proposition comes from regularity results for the beam equation proved in Proposition 5.9. The second proposition is a result from [11] in the case when g belongs to H
Thus this method gives directly the solution of system (5.5) in the expected spaces (thanks to the isomorphism theorems), but we cannot act on the constant C to get a contraction. That is why we have to consider a new equivalent system.
New equivalent system. Let us define the so-called Leray projection
We want to split system (5.1) into two parts in order to construct a contraction mapping acting on a part of the pressure term only. More precisely, following the idea of [11, 12] , the Stokes system can be expressed in terms of v e = P v, v s = (I − P )v and their associated pressures p e , p s ; then we will construct a contraction mapping acting on p e to obtain the expected result.
To express simply the Stokes system in the variables (v e , v s , p e , p s ), we have to introduce some operators. Let us denote by N the operator defined from
is a sum of two terms π 1 and π 2 in H 1 (Ω) satisfying
Finally we denote by N s the restriction on
The explications to obtain this system are detailed in [11] .
The pressure term on the right-hand side of the beam equation is
System (5.1) is equivalent to the following system in terms of (v e , p e , v s , p s , η):
We want to find solutions to system (5.10). With (f , h) and (v 0 , η 0 , η 1 ) fixed, our method is to set the pressure term p e ∈ L 2 (0, T ; H 1 (Ω)) only on the right-hand side of the beam equation. Then, considering p e only in L 2−ε (0, T, H 1 (Ω)) (for a small parameter ε > 0), we find a solution η of the modified beam equation in a space E ε T . The next step is, with η in E ε T , to get v e , v s , and p e , respectively, in
, and L 2 (0, T ; H 1 (Ω)). All of these results will allow us to define a contraction mapping from a ball of the space of pressure term L 2 (0, T ; H 1 (Ω)) into itself for a small time T 0 in (0, T ). Then, because of the linearity of system (5.10), we will have the existence and uniqueness of a strong solution in (0, T ) corresponding with fixed initial data (v 0 , η 0 , η 1 ) in X 0 cc and right-hand members (f , h) in Z T . 
Existence of solutions for
Furthermore, η t belongs to H
(0) (Γ s )) thanks to the regularity of f and h via formula (5.11).
We want to rewrite (5.13) as a first order system. For that, we set
Y is the solution of the equation
We use the well-known Duhamel's formula, with B = 0 (I+γsNs) −1 (γsp e +h) ,
For κ > 0, we have formally 
Now, using triangular inequality in H, we have for r > 1
Because (−A) is a generator of an analytic semigroup (see the proof in [12] , which relies on a result in [5] ), we get the estimates (see [9] )
With Young's formula, we have 
and second
Thus, the solution η of (5.13) belongs to 
An injection formula in Sobolev spaces of fractional order (see [1] ) gives
In the same way we can prove that
We use a new definition of solutions for the Stokes system (5.6). Indeed, we look for a solution (v e , v s , p e ) of the equivalent system (see section 5.2)
where π(f ) is given in (5.8). We now can state the following result on solutions of the Stokes equivalent system (5.18).
Proposition 5.5. Let g be in H
with the compatibility condition
We have the estimate
Proof. In [11] , system (5.18) is solved with f = 0. Thus, we have to look for solution (v e , v s , p e ) of (5.18) as a sum of two terms, one (v 
Thanks to the compatibility condition, g and v 0 satisfy the hypothesis of Theorem 2.7 in [11] , and then there exists a solution (v 
Thanks to classical results on the Stokes system, there exists a solution (v 
Construction of a solution of system (5.1).
In order to prove the existence of solutions for system (5.1), we have to construct a contraction mapping for the equivalent system (5. The proof of the second part of this proposition relies on the linearity of the system and the same propositions.
We now are able to construct a contraction mapping from a ball of L 2 (0, T ; H 1 (Ω)) into itself. Let us consider the linear operator F from L 2 (0, T ; H 1 (Ω)) into itself defined by
We detail some properties on F in the following proposition.
into itself, and, for any R > 0, there exists a time
Proof.
Step 1. The well-posedness of F comes from Proposition 5.6.
Step 2. Furthermore, from estimates
and
we get
and thanks to
we have finally
Thus, we now introduce
Step 3. The contraction is obtained for two pressure terms p e,1 , p e,2 thanks to Proposition 5.6. Indeed, we have for two pressure terms p e,1 and p e,2 in L 2 (0, T ; H 1 (Ω)) the estimate
Thus, for T 0 such that cT θ 0 < 1/2, we get the contraction. We have now all the arguments to prove Theorem 5. 
T . Now, we use the following theorem (see [2] ). 
The regularity of η gives η t in
. Thus, the solution (v, p, η) of (5.1) belongs to X T . The estimate of (v, p, η) in X T comes from all of the previous ones.
6. Proof of Theorems 3.1 and 3.2 in the fixed domain Q T . In this section, we want to prove Theorems 3.1 and 3.2 in the fixed domain in the sense of Definition 4.1. That is, we will find a solution (u, p, η) of system (4.5). We will use a fixed point method from a space of solutions of system (5.1) into itself. We begin the proof by an estimate on (F, w, h), where (F, w) are defined in (4.3) and h = γ s H with H defined in (4.4) .
and there exists δ > 0 such that
To prove Proposition 6.1, we use two lemmas. 
Proof of Lemma 6.2. By interpolation,
On the other hand, the embedding Lemma 6.3 . By Theorem B.3 in [7] , for b ∈ H 2,1 (Q T ) and a ∈ H 1,1/2 (Q T ), ab belongs to H 1−2κ,1/2−κ (Q T ) for 0 ≤ κ < 1/2. We now use the following two classical embeddings:
Together, these two estimates give that ab L 2 (Ω) , which is in
We can now prove Proposition 6.1. Proof of Proposition 6.1. Thanks to Lemmas 6.2 and 6.3, we can estimate the norms of the right-hand sides. We use the strong regularity of η and u. Indeed, η in H
This gives us directly that
The first three equations of (6.4) gives, respectively, η, η x , and η xx in L ∞ (Σ s T ) with the following estimates:
for χ > 0.
From the last equation in (6.4), we get only 
Then, via the embeddings H 1+η u z , which satisfies
and becomes, thanks to Lemma 6.2,
(Σ s T ) u H 2,1 (QT ) .
Terms with a product of u and a derivative of u like (1 + η )u 1 u x , η x u 1 u z or u 2 u z must be carefully studied. Thanks to Lemma 6.3, because u belongs to H 2,1 (Q T ) and then u x and u z are in H 1,1/2 (Q T ), we get that u 1 u x , u 2 u z , and u 2 u z belong to L 2 (Q T ) with, for 0 ≤ κ < 1/2, Proof. Let us notice that (u, p, η) is solution of (4.5) with right-hand sides (F[u, p, η], w[u, η] .
Then X is a contraction mapping in B XT (R) (see (i) for details).
