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Abstract
In the design ofヽ‐LSI ttrith redundancy, subsystem―dividing results in many merits  The
subsystem―dividing is usua■y perfOrmed toward one direction  The virtuaHy 3-dirnensiOnal
subsystem―dividing has been presented in which a systenュ is divided to、、アard ro、、アdirectio ,
column directions,and a diagonal direction  This paper presents an algorithm for checking the
suAアival of the virtually 3-dilnensiOnal subsystem―dividedヽ/LSIs
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1。 ま え が き
ULS1/WSIの製作には,チップ面積の増大に
伴う欠陥の増カロが最大の問題であり,冗長構成
を導入して欠陥救済を行うことが不可欠と考え
られる1°。冗長構成の導入に当たって,システ
ム全体をいくつかのサブシステムに分害」して,
サブシステムごとに冗長化を行うと,種々 の利
点を生ずる5,0。
通常,サブシステム分割は,システムを一つ
の方向に分割する方法がとられる。これに対し
て,本研究者は,サブシステム分害」を行方向と
列方向に2次元に行う方法,さらには,一つの
対角線方向を力日えて3次元に行う方法 (疑似 3
次元サブシステム分害」)を提案してきた°。そし
て,2次元サブシステム分割,あるいは,疑似 3
次元サブシステム分割によれば,一つの方向に
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分害」する場合よりも,VLSIの歩留りが向上す
ることを示した。
しかし, これまでの報告では,疑似3次元サ
ブシステム分割を行ったVLSIが救済可能か
否かを判定する手続きの定式化が完全には行わ
れていなかった。本論文では,この疑似3次元
サブシステム分割VLSIの救済可否判定アル
ゴリズムを提案する。
2.疑似 3次元サブシステム
分書」VLSIのモデル
対象 とするVLSIシステムのモデルを次の
ように設定する。
[条件1]システムは,いくつかの非冗長な基
本回路 (以下,基本回路を単に回路という)か
ら構成される。回路の機能,および,チップ面
積はみな等しい。
[条件2]システムは,非冗長な回路にいくつ
かの冗長な回路を付加して構成される。冗長な
回路 と非冗長な回路は,機能 とチップ面積が等
1
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しい。
[条件3]冗長構成に必要なハードウェアは,
冗長な回路以外は充分小さい。
[条件4]システムは,行方向,列方向,および,
対角線方向の二つの方向のサブシステムに分割
される。冗長な回路は,一つの方向については,
接続されているサブシステム内の任意の非冗長
な回路 と置き換えることができるが,他のサブ
システム内の回路 と置 き換えることはできな
い。また,一つの回路は, どの方向の冗長な回
路に置き換えるかを選択できる。一つの方向の
サブシステムに接続される冗長な回路の個数
は,サブシステムによらずみな等しい。
なお,「行方向にサブシステム分害」する」とは,
行方向の長さは変えないで列方向を細分化する
ことを意味する。「列方向にサブシステム分割す
る」とは,列方向の長さは変えないで行方向を
細分化することを意味する。
以下,列方向をχ方 行方向を夕方向,対
角線方向を定方向とよぶ。χ方向に分害」される
サブシステムの数を ,,ηゎ夕方向に分割される
サブシステムの数を切ノ,ぇ方向に分害」されるサ
ブシステムの数を夕,9zと表わす。χ方向のサブ
システム (χ方向に長いサブシステム)をSr,
S歩,...,S携/,ノ方向のサブシステムを Sl,Sム.."
S坊ノ,Z方向のサブシステムをSa S5,…,sttzと
表わす。χ方向,ノ方向,定方向の各々のサブシ
ステム1個に接続される冗長な回路の数を,そ
れぞれ,Rχ,島,鳥と表わす。
図 1に疑似 3次元サブシステム分割の例を示
している。図は ,,2χ=2ッ=夕,つz=3としている。々
方向のサブシステムは,メッシュの中にサブシ
ステムの番号を記入して表わしている。
物zの値は ,,2χと%ノに依存し,次のような関
係が成 り立つ。
%/≧吻ノならば %z=物/
夕
'つ
ズ<%ノならば %z=吻ノ
non―redund ant Πleshes
Pz(ョ
図1 疑似 3次元サブシステム分割
(分割数は各方向とも3の例 )
3.救済可否判定法
まず,以下の論議に用いる用語を定義する。
[定義1]メッシュ
χ方向とノ方向のサブシステムに共通に含
まれるすべての回路の集合をメッシュとよぶ。
χ方向のあるサブシステム S歩と,夕方向のある
サブシステム Sどにより指定されるメッシュを
〕Fp,?と表わす。
[定義2]冗長なメッシュ
ーつのサブシステムに付加されるすべての冗
長な回路の集合を冗長なメッシュとよぶ。χ方
向の冗長なメッシュを島1,島Ъ…Ⅲ島″ァ,夕方
向の冗長なメッシュをP,1,P,2,・."P)″ノ,え方向
の冗長なメッシュを見1,£2,_,£″たと表わ
す。
[定義3]ブロック
χ方向のいくつかのサブシステム,ノ方向の
いくつかのサブシステム,および,定方向のいく
つかのサブシステムに共通に含まれるすべての
メッシュの集合をブロックとよぶ。χ方向のサ
ブシステム,S角,S携,…,Sち,夕方向のサブシ
ステム,Syl,sヵ…,Sち,…,定方向のサブシス
テム Sえ1,S兌2…・"SEr,で指定されるブロック
redundant meshes
y   ―う
direc
Pz2
PxI P×2 PxЭ
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2
?
?
疑似3次元サブシステム分割冗長VLSIの救済可否判定アルゴリズム
(c)    (d)
図2 ブロックの例 (3×3の場合)
を Bど1,ヵ,……"沙:す1,ブ2,……
9,たヽ 2々,.。,た″と表
わす。
図2に,3行3列の場合のブロックの例を4
個示している。(a)はB212 1を,(b)はβ2,311,
311,2,3を(C)はBl,2,3,1,2,31を(d)はBl,2
1,21,2をそれぞれ表わしている。
[定義4]方向交換
あるメッシュ内の一つの方向の冗長な回路に
置き換えられている不良な回路を他の方向の冗
長な回路に置き換えを変更する操作を方向交換
という。
[定義5]救済不能,救済可能
あるブロック (または,メッシュの集合,以
下,同じ)に含まれるすべての不良な回路を,そ
のブロックに接続されている正常な冗長な回路
に置き換えることができないとき,そのブロッ
クは救済不能であるという。また,あるブロッ
クに含まれるすべての不良な回路を,そのブ
ロックに接続されている正常な冗長な回路に置
き換えることができるとき,そのブロックは救
済可能であるという。
対象とするVLSIシステムについて,以下の
ような性質が成 り立つ。
[定理1]不良な回路の置き換え
あるブロック内の不良な回路は,そのブロッ
クに接続されている同じ数の冗長な回路に置き
換えることができる。
(証明)ブロック内の不良な回路を,任意に,そ
のブロックに接続されている冗長な回路に置き
換える。その結果,いくつかの不良な回路 とそ
れと同数の冗長な回路が置き換えられずに残っ
たとする。その中の一つの不良な回路 Clと一
つの冗長な回路 C2をとる。C2に接続されて
いるブロック内の不良な回路に方向交換を行っ
て,C2を他の方向の冗長な回路 C3に置き換
える。再び,方向交換を行って,C3を他の方向
の冗長な回路 C4に置き換える。この操作を,冗
長な回路の方向が Clの方向に一致するまでく
り返す。これによって,Clを冗長な回路に置き
換えることができる①以上の操作をくり返すこ
とによって,ブロック内のすべての不良な回路
を,それと同数の冗長な回路に置き換えること
ができる。               □
[定理2]ブロックの救済可能,救済不能の判
定
あるブロック Bぢ1,セ,.."″卵,デ2,…
…
?; 1々,
力2,…"ルに含まれる不良な回路の数Dが,D>
ダ監十?賀、十.…+γRz―βならば,そのブロック
は救済不能
D≦ダ監+9賀ノ+.…+γPz―貿な らば,その ブ
ロックは救済可能である。
ただし,Bは,そのブロックに接続されてい
るすべての冗長なメッシュ (すなわち,島ど1,
島ち …Ⅲ島っ,島L ttЪ_,Lぃ鳥 Ь々鳥 Ъ々_"
兌ヵπ)の中の不良な冗長な回路の数を表わして
いる。
(証明)ブロックBJl,ヮ.."っi卵,)2,…"J9カ1,
2々,.。,″に接続される冗長な回路の数はつ賀/
+?買ノ十。…+夕´貿z個であり,この中で正常な回
路は,少資ズ+σ貿ノ十.…+′´買z―B個なので,この
数より多い不良な回路が救済不能なのは自明で
1  2  3
(a) (b)
■■■
3
八戸工業大学情報システムエ学研究所紀要 第9巻
ある。また,ブロック内に最大で少買χtt σ寅)十.…
+ポz―β個の不良な回路が存在するときは,
定理 1に基づき,この不良な回路すべてをブ
ロックに接続 されているつ貿メ十σ賀ッ十._十濯 z
―B個の正常な冗長な回路に置き換えること
ができる。従って,D≦つR/+σ貿ノ十.…+/Rz―B
ならばそのブロックは救済可能である。  □
結論 として,あるVLSIシステムが救済可能
か否かの判定は,次のように行うことができる。
[定理3]システムの救済可能の判定
システムに救済不能なブロックが存在しない
とき,そのシステムは救済可能である。
(証明)システム内に救済不能なメッシュの集
合が存在すると仮定すると,そのメッシュの集
合を含むすべての方向のすべてのサブシステム
で指定されるブロックも救済不能 となる。しか
し,システム内に救済不能なブロックが存在とノ
ないならば,そのような救済不能なメッシュの
集合も存在しないことになる。救済不能なメッ
シュの集合が存在しなければ,そのシステムは
救済可能となる。            □
4.プロック生成アルゴリズム
疑似 3次元サブシステム分割VLSIが救済
可能か否かの判定は,定理 3に基づいて,あら
ゆる種類のブロックを求めて,各ブロックにつ
いて救済可否を判定すればよい。あらゆる種類
のブロックを求めるには,原理的には,χ方向サ
ブシステム,夕方向サブシステム,z方向サブシ
ステムのすべての組み合わせを求めればよい。
この組み合わせの数 βュは次のようになる。
Bl=(2″アー 1)(2リー1)(2″=-1)   (1)
しかし,その組み合わせの中にはメッシュを
全 く含まないブロックゃ,重複したブロックが
含まれる。これは,χ方向と夕方向については,
サブシステムは互いに独立に選択できるが,々
方向サブシステムは,χ方向,夕方向と相関関係
を有するためである。この相関関係は,一般に
は,簡単な式で表現できないので,これまでは,
図表を用いて経験的に求めるという方法をとっ
てきた。従って,無駄なプロックの発生ができ
るだけ少なく,かつ,定式化されたブロック発
生アルゴリズムが望まれる。本論文では,以下
のようなアルゴリズムを提案する。
4.1  用語の定義とパターンの性質
はじめに,用語を定義する。
[定義6]パターン
メッシュの集合をパターンという。パターン
は,%χ×物ノの格子図に,1または0を記入して
表わす。格子図のχ軸はχ方向サブシステムの
番号を,夕軸は夕方向サブシステムの番号を表
わす。従って,格子図の座標 (χ,ノ)はメッシュ
ンケrχ,ノ に対応する。パターンに含まれるメッシュ
に対応する座標には1を記入する。格子図は,
%/×%ノの配列Pで表わすこともできる。この
とき,メッシュ/χ,ッは配列要素 P(χ,ノ)に対応
し,パターンは,値が 1となる配列要素の集合
(P(χ,ノ)IP(χ,ノ)=1,χ=1～物χ,夕=1～夕′
"ッ
)で
表わされる。
[定義7]方形パターン
連続 したい くつかのχ方向サブシステム,
S声,S41,.."S作つと連続したいくつかのノ方向
サブシステム,Stt Sゴ+1,…,S持7に共通に含ま
れるすべてのメッシュの集合 {ン
'r/,ノ
lχ=ゲ～ゲ
十少,ノ=ブ～ブ十σ)を方形パターンという。
[定義8]z削除方形パターン
方形パターンから,いくつかの定方向サブシ
ステムに含まれるすべてのメッシュを除いたパ
ターンを定削除方形パターンという。
[定義9]スプリット
パターンをχ座標のある位置 ゲにおいて,ゲ
以降のすべてのメッシュのχ座標を一つずら
す操作,あるいは,同様の操作を夕座標につい
て行う操作をスプリットという。χ座標のスプ
リットは,次のような配列要素間のデータの移
動で表わされる。
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P(ブ,ノ)→P(ブ+1,夕)(ブ=1～%/-1,夕=1～物ノ)
ノ座標のスプリットも同様に表わされる。
[定義10]準方形パターン
方形パターンにいくつかのスプリットを行っ
て得られるパターンを準方形パターンという。
[定義11]対称スプリット
スプリットをχ座標のある位置 と夕座標の
ある位置で同時に行う操作を対称スプリットと
いう。
[定義12]z削除準方形パターン
z削除方形パターンにい くつかの対称スプ
リットを行って得 られるパターンをz削除準
方形パターンという。
[定義13]循環シフト
χ座標の循環シフトは,次のような配列要素
間のデータの移動で表わされる。ただし,α mod
うは,αをうで割った剰余を表わしている。
P(ゲ,ノ)→P((ゲ+1)mod吻為ノ)
(ゲ=1～吻x夕=1～物ノ)
ノ座標の循県シフトも同様に表わされる。 □
パターンについて,次のような性質が成 り立
[定理4]方形パターンの性質
P(1,1)=1となる方形パターン (〕ら,ッ lχ=1
～沙,ダ=1～9)はブロックであり,Bl,2,…・,ク;ヽ
Ъ・"9 1,2,・・"ク,2Z?十二,″Z?,・・"″Zと表わされ
る。
(証明)方形パターンの定義より自明である。
□
図3に,P(1,1)=1となる方形パターンの例
を示している。
一般にブロックの場合は,ブロックを構成す
るχ方向サブシステム,夕方向サブシステムと
z方向サブシステムの関係は簡単には表現でき
ないが,方形パターンの場合は,定理 4のよう
に簡単となる。
[定理 5]
方形パターン,準方形パターン,z削除方形パ
ターン,および,z削除準方形パターンはいずれ
■■■■
■■■■
冊 y
my
/
〃    1
/用 /  ′m2  mz―
ノ
In x
?
?
?
?
1
図3 方形パターンの例
もブロックである。
(証明)方形パターンと準方形パターンがブ
ロックであることは自明である。ぇ削除方形パ
ターンは,元の方形パターンを形成するサブシ
ステムからいくつかのz方向サブシステムに
含まれるすべてのメッシュを除いた ものなの
で,元の方形パターンがブロックであるのと同
様にブロックであることが自明である。また,z
削除準方形パターンは,対称スプリットする前
のぇ削除方形パターンに比較して,χ方向サブ
システムと夕方向サブシステムの中でい くつ
かのサブシステムが入れ替わるだけであり,か
つ,ぇ方向サブシステムは変わ らないのでブ
ロックである。             □
[定理 6]
方形パターン,準方形パターン,ぇ削除方形パ
ターン,ぇ削除準方形パターンの各パターンを
循環シフトして得られるパターンはブロックで
ある。
(証明)循環シフトによって,χ方向,夕方向,
ぇ方向ごとに,サブシステムが入れ替わるだけ
で,各方向のサブシステムの数やメッシュの数
は変わらないので,循環シフトする前のパター
ンがブロックならば,循環シフ トした後のパ
5
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ターンもプロックである。
[定理 7]
方形パターン,準方形パターン,定削除方形パ
ターン,々削除準方形パターン,および,以上の
パターンを循県して得られるパターンがブロッ
クのすべてである。
(証明)一つの方形パターンPOとPOから得ら
れる準方形パターン,ぇ削除方形パターン,ぇ削
除準方形パターン,および,それらのパターン
を循環シフトして得られるパターンは,P。を形
成するχ方向,ノ方向,々方向それぞれのサブシ
ステムの個数を一定として組み合わせを変えた
すべてのブロックを含んでいる。従って,任意
の方形パターンとその方形パターンから得られ
る準方形パターン,定削除方形パターン,ぇ削除
準方形パターン,および,それらのパターンを
循環シフトして得られるパターンは,生じ得る
すべてのブロックを含んでいる。     □
4.2 提案するプロック発生アルゴリズム
あらゆるブロックを効率的に発生するアルゴ
リズムは,次のように記述される。
[アルゴリズム1]ブロック発生
[手順11]P(1,1)=1となる一つの方形パ
ターンを選ぶ。これをPとする。
[手順12]P自身,または,Pから得られる一
つの準方形パターンを選ぶ。これが一つのブ
ロックとなる。これをPlとする。
[手順13]Plを循環シフトしてブロックを作
成する。この手続きの詳細は,アルゴリズム2に
示す。
[手順14]Pから得られるすべての準方形パ
ターンを作 り終わったならば手順 15に行 く。
さもなければ手順 12に戻る。
[手順15]Pから得られる一つのz削除方形
パターンを選ぶ。これを£ とする。
[手順16]aから得 られる一つのだ削除準
方形パターンを選ぶ。これが一つのブロックと
なる。これをP3とする。
[手順17]P3を循環シフトしてブロックを作
成する。この手続きはアルゴリズム2に等しい。
[手順 1-8]P2から得 られるすべてのz削除
準方形パターンを作 り終わったならば手順19
に行 く。 さもな↓)れば手順 1-61こ戻る。
[手順 1-9]Plから得 られるすべての定削除
方形パターンを作 り終わったならば手順 110
に行 く。さもなければ,手川頁15に戻る。
[手順 1-10]P(1,1)=1となるすべての方形
パターンを作 り終わったならば終了とする。さ
もなければ手‖贋11に戻る。        □
循環シフトによるブロックの作成は次のよう
になる。
[アルゴリズム2]循県シフト
[手順21]対象 となるパターン民 のχ座標
を1座標循環シフ トする。これがひとつのブ
ロックとなる。これをあらためて島 とする。循
環シフトした結果,重複したパターンが得られ
たら終了とする。
[手順22]鳥のノ座標を1座標循環 シフ ト
する。これが一つのブロックとなる。これをあ
らためてえ とする。循環シフトした結果,重複
したパターンが得られたら終了とする。
[手順23]ノ座標の循県シフトを(%ノー 1)回
行ったら手順24に行 く。さもなければ手順
2-2に戻る。
[手順24]χ座標の循県シフトを (夕,2x-1)回
行ったら終了とする。さもなければ手順 2-1に
戻る。
以上提案したブロック生成アルゴリズムにお
いて生ずるブロックの数 B2は次のようにな
る。
β2=(準方形パターンの数
十z削除方形パターンの数
×対称スプリットの回数)
×循環シフトの回数
≒(2″/十″ノ+Bっヶ夕ηz)(タ9/-1)(タノ~1)
(2)
B'=畳昌″Z―£
ただし,β´ はぇ削除方形パターンの数を,αQ
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は,α個の中からう個を選ぶ組み合わせの数を
表わしている。
式 (1)で示される従来の方法によるブロック
の数 Blと提案したアルゴリズムのブロック数
B2を上ヒ較すると次のようになる。
タクηx=タ,メ=3の場合 Bl=343,  β2=304
吻χ=''つノ=4の場合 Bl=3375, B2=2592
物X=%ノ=5の場合 Bl=29791, β2= 8464
サブシステム分割数が大きくなるに従い,提
案した方法のブロック数の方が相対的に少なく
なることが分かる。
4.3 救済可否判定アルゴリズム
疑似 3次元サブシステム分割を行ったVLSI
の救済可否判定アルゴリズムは次のようにな
る。
[アルゴリズム3]VLSIの救済可否判定
[手順31]一つのブロックを選ぶ。詳細は,ア
ルゴリズム1に従う。
[手順32]そのブロックの救済可否の判定を
行う。救済可能ならば,手順33に行 く。救済
不能ならば,VLSIが救済不能 と判定し終了す
る。
[手順33]すべてのブロックについて判定を
終わったならば,VLSIが救済可能 と判定し終
了する。調べていないプロックがあるならば,手
順 3-1に戻る。
5.む す び
本論文では,疑似3次元サブシステム分割を
行ったVLSIが救済可能か否かを判定するア
ルゴリズムを提案した。
疑似3次元サブシステム分割は,分割数が多
くなると救済可否判定に要する時間が飛躍的に
大きくなるという問題点を有しており,その短
縮が今後の課題となる。
なお,本研究は,平成8年度文部省科学研究
費 (基盤研究C)の補助を受けたことを付記す
る。
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