In this paper we propose a principal component Liu-type logistic estimator by combining the principal component logistic regression estimator and Liu-type logistic estimator to overcome the multicollinearity problem. The superiority of the new estimator over some related estimators are studied under the asymptotic mean squared error matrix. A Monte Carlo simulation experiment is designed to compare the performances of the estimators using mean squared error criterion. Finally, a conclusion section is presented.
Introduction
Consider the following binary logistic regression model In linear regression analysis, multicollinearity has been regarded as a problem in the estimation. In dealing with this problem, many ways have been introduced to deal with this problem. One approach is to study the biased estimator such as ridge estimator (Hoerl and Kennard, 1970) , Liu estimator (Liu, 1993) , Liu-type estimator (Huang et al., 2009 ).
Alternatively, many authors such as Xu and Yang (2011) and Li and Yang (2011) , have studied the estimation of linear models with additional restrictions.
As in linear regression, estimation in logistic regression is also sensitive to multicollinearity. When there is multicollinearity, columns of the matrix X VX  become close to be dependent. It implies that some of the eigenvalues of X VX  become close to zero. Thus, mean squared error value of MLE is inflated so that one cannot obtain stable estimations. Thus many authors have studied how to reduce the multicollinearity, such as Lesaffre and Max (1993) discussed the multicollinearity in logistic regression, Schaefer et al. (1984) proposed the ridge logistic (RL) estimator, Aguilera et al. (2006) proposed the principal component logistic regression (PCLR) estimator, Masson et al. (2012) , introduced the Liu logistic (LL) estimator, by combining the principal component logistic regression estimator and ridge logistic estimator to deal with multicollinearity. Moreover, Inan and Erdoğan (2013) proposed Liu-type logistic estimator (LTL) and Asar (2017) studied some properties of LTL.
In this study, by combining the principal component logistic regression estimator and the Liu-type logistic estimator, the principal component Liu-type logistic estimator is introduced as an alternative to the PCLR, ML and Liu-type logistic estimators to deal with the multicollinearity.
The rest of the paper is organized as follows. In Section 2, the new estimator and some properties of the new estimator are presented in Section 3. A Monte Carlo simulation is given in Section 4 and some concluding remarks are given in Section 5.
The new estimator
The logistic regression model is expressed by Aguilera et al. (2006) 
The by equation (1) 
where d     and 0 k  are biasing parameters. We call this estimator as principal component Liu-type logistic regression (PCLTL) estimator.
Remark:
(1) It is obvious that 
T T X VXT T X Vz
Thus, the new estimator in (2.4) includes the PCLR, ML and LTL estimators as its special cases.
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The next section we will study the properties of the new estimator.
The properties of the new estimator
For the sake of convenience, we show some lemmas which are needed in the following discussions.
Lemma 3.1. (Farebrother, 1976, Rao and Tountenburg, 1995) 
and only if one of the following sets of conditions holds:
where   To compare the estimators, we use the mean squared error matrix (MSEM) criterion which is defined for an estimator ̌ as follows:
where (̌) is the covariance matrix of ̌, and (̌) is the bias vector of ̌.
Moreover, scalar mean squared error (SMSEM) of an estimator ̌ is also given as
Comparison of the new estimator (PCLTL) to the ML estimator
For (2.4), we can compute the asymptotic variance of the new estimator as follows: 
Using (2.4), we get:
Then we get the asymptotic bias of the new estimator as follows:
We can get the asymptotic mean squared error matrix of the new estimator as 
Proof:
The asymptotic mean squared error matrix of ML estimator 
Let us consider the following difference Proof: Put rp  into (3.4), we get
Comparison of the new estimator (PCLTL) to the PCLR estimator
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Comparison of the new estimator (PCLTL) to the Liu-type logistic estimator
and ( ) = Λ − . Now we study the following difference
Suppose that
, where
We can apply part 
Monte Carlo Simulation Study
In this simulation study, we study the logistic regression model. In this section, we present the details and the results of the Monte Carlo simulation which is conducted to evaluate the performances of the estimators MLE, PCLR, and LTL estimators and PCLTL. There are several papers studying the performance of different estimators in the binary logistic regression. Therefore, we follow the idea of Lee and Silvapulle (1988) , Månsson, Kibria and Shukur (2012) , Asar (2017) and Asar and Genç (2016) sample size varies as 1200, 500 and 1000. Moreover, we choose the number of principal components using the method of percentage of the total variability which is defined as
In the simulation, PTV is chosen as 0.75 for = 4, 8 and 12 and 0.83 for = 6 (see Aguilera et al. (2006) ).
The coefficient vector is chosen due to Newhouse and Oman (1971) such that 1    which is a commonly used restriction, for example see Kibria (2003) . We generate the We choose the biasing parameter as follows:
• LTL: We refer to Asar (2017) } where min is the minimum function and
• PCLTL: We use the same estimators used in LTL. In general, increasing the number of explanatory variables affects the estimators negatively, namely, this situation makes MLE and PCLR less efficient such that MSE of MLE and PCLR increase rapidly. However, LTL and PCLTL are affected slightly when the number of variables changes.
MLE and PCLR produce high MSE values when the sample size is low and the degree of correlation is high. LTLT and PCLTLT are robust to this situation in almost all the cases.
Increasing the sample size makes a positive effect on the estimators in most of the situations. However, there is a degeneracy in this property especially when the degree of correlation is high.
LTL and PCLTL are robust to the degree of correlation i.e. increasing the degree of correlation affects the performance of these estimators positively in most of the situations.
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Overall, LTL becomes the second-best estimator and the new estimator PCLTL has the lowest MSE value in all the situations considered in the simulation.
Conclusion
In this paper, we develop a new principal component Liu-type logistic estimator as a combination of the principal component logistic regression estimator and Liu-type logistic estimator to overcome the multicollinearity problem. We have proved some
theorems showing the superiority of the new estimator over the other estimators by studying their asymptotic mean squared error matrix criterion. Finally, a Monte Carlo simulation study is presented in order to show the performance of the new estimator.
According to the results, it seems that PCLTL is better alternative in multicollinear situations in the binary logistic regression model.
