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ABSTRACT A new method is presented for simulating the simultaneous binding equilibrium of electrons and protons on
protein molecules, which makes it possible to study the full equilibrium thermodynamics of redox and protonation processes,
including electron-proton coupling. The simulations using this method reflect directly the pH and electrostatic potential of the
environment, thus providing a much closer and realistic connection with experimental parameters than do usual methods. By
ignoring the full binding equilibrium, calculations usually overlook the twofold effect that binding fluctuations have on the
behavior of redox proteins: first, they affect the energy of the system by creating partially occupied sites; second, they affect
its entropy by introducing an additional empty/occupied site disorder (here named occupational entropy). The proposed
method is applied to cytochrome c3 of Desulfovibrio vulgaris Hildenborough to study its redox properties and electron-proton
coupling (redox-Bohr effect), using a continuum electrostatic method based on the linear Poisson-Boltzmann equation. Unlike
previous studies using other methods, the full reduction order of the four hemes at physiological pH is successfully predicted.
The sites more strongly involved in the redox-Bohr effect are identified by analysis of their titration curves/surfaces and the
shifts of their midpoint redox potentials and pKa values. Site-site couplings are analyzed using statistical correlations, a
method much more realistic than the usual analysis based on direct interactions. The site found to be more strongly involved
in the redox-Bohr effect is propionate D of heme I, in agreement with previous studies; other likely candidates are His67, the
N-terminus, and propionate D of heme IV. Even though the present study is limited to equilibrium conditions, the possible role
of binding fluctuations in the concerted transfer of protons and electrons under nonequilibrium conditions is also discussed.
The occupational entropy contributions to midpoint redox potentials and pKa values are computed and shown to be
significant.
INTRODUCTION
Redox processes are among the key functional aspects of
living organisms, being involved in such important phe-
nomena as respiration and photosynthesis. Many factors can
affect or modulate redox processes, one of the more impor-
tant being the pH of the medium: redox proteins often show
a strong dependence of midpoint redox potentials (Ehalf) on
pH and a corresponding dependence of midpoint pKa values
(pKhalf) on potential, a phenomenon known as the redox-
Bohr effect (Papa et al., 1979; Xavier, 1985). Given the
fundamental electrostatic nature of the two types of pro-
cesses, the existence of such a dependence is hardly sur-
prising; instead, it would be strange if no coupling were
found, considering the strength and long-range character of
electrostatic interactions. Despite this nonspecific chemical-
physical origin of the redox-Bohr effect, it is likely that
evolution has “explored” this aspect and developed more
specific and functionally relevant electron-proton cou-
plings, which are thus expected to be present in many redox
proteins.
The study of biomolecular systems by theoretical com-
putational methods depends, to a great extent, on how
closely one manages to model the actual in vivo or in vitro
physical conditions of the system being investigated. Even
when we limit ourselves to the study of the more easily
modeled equilibrium conditions typical of in vitro systems,
as is the case here, the nature of the models should be
carefully considered. In particular, special attention must be
given to the choice of external parameters of the system, the
most important of which are the temperature and pressure
and, in the case of electron-proton coupling, the electrostatic
potential and pH. (In statistical mechanical terms, this cor-
responds to the choice of a proper ensemble.) Hence, our
system of interest is a protein whose protonatable and redox
sites display equilibrium fluctuations of state, and not an
isolated protein with a particular redox and protonation
state. If we regard the protein as “static” from the viewpoint
of electron and proton binding, we will obtain a distorted
picture of its behavior; in particular, some entropic factors
will be lost (see below).
The level of treatment given to the external parameters
(temperature, pressure, pH, electrostatic potential) is in gen-
eral different for each computational method, and a com-
plementary approach using several methodologies may be
necessary. There are two major methodological routes to the
study of equilibrium biomolecular processes that are essen-
tially electrostatic in nature, such as redox or (de)protona-
tion processes: molecular mechanics (MM) and continuum
electrostatic (CE) methods.
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The MM approach treats the protein as a flexible mole-
cule surrounded by moving water molecules, the electro-
static interactions being just one of the various types of
interactions between the atoms; conformational changes can
then be studied by using molecular dynamics (MD) simu-
lations. Because a single redox and protonation state of the
protein has to be used, redox and protonation changes can
be studied not with pure MD, but rather by using MM-based
free energy methods (Zwanzig, 1954; Mezei and Beveridge,
1986; Beveridge and DiCapua, 1989). MM-based free en-
ergy calculations have been used with some success to
compute redox potentials (Churg and Warshel, 1986; Cutler
et al., 1989; Langen et al., 1992; Mark and van Gunsteren,
1994; Alden et al., 1995; Apostolakis et al., 1996; Muegge
et al., 1997; Soares et al., 1998) and pKa values (Warshel,
1981; Russell and Warshel, 1985; Warshel et al., 1986; Lee
et al., 1993; Del Buono et al., 1994) in protein molecules; as
usual, calculated values are relative to model compounds or
to changes in the protein (mutations). The major problem
with MM-based free energy calculations is their high com-
putational cost, which led to the development of approxi-
mate methods, usually involving partial rigidification and/or
some form of linear response hypothesis (Warshel and
Russell, 1984; Muegge et al., 1997; Levy et al., 1991).
Nevertheless, when many changes have to be considered
simultaneously, such as when treating multiple proton equi-
librium (a protein with s protonatable sites has 2s different
states), the MM approach is too demanding (less so if one
uses a pairwise approximation; Del Buono et al., 1994) and
cannot be used to make a complete study of the simulta-
neous protonation and redox equilibria in proteins. Al-
though the MD approach can be extended to treat the effect
of binding (Baptista et al., 1997), the resulting methods are
still too demanding for the type of study we are interested in
here.
The CE approach treats the protein and solvent as two
distinct dielectric media, the protein atoms being repre-
sented as point charges in a static (average) molecular
structure; a counterion atmosphere surrounds the protein,
and the whole system is described by the Poisson-Boltz-
mann equation (Sharp and Honig, 1990; Honig and Ni-
cholls, 1995). The free energies associated with charge
modifications are then computed as the electrostatic energy
change in this two-dielectric model. If the linear form of the
Poisson-Boltzmann equation is used, the energy thus ob-
tained is by definition pairwise decomposable. (Although
potentials on the counterion region may exceed kT/e, the use
of the nonlinear form poses nonadditivity problems that can
only be solved by introducing additional approximations
(Vorobjev et al., 1994); as usual in CE multiple binding
problems, we will assume that the linear form gives reason-
able potential values at protein atoms.) Thus, besides its
modest computational requirements (compared with MD
simulations), this approach directly produces a set of addi-
tive free energy contributions that makes it possible to
address the simultaneous change of many charge states in a
protein molecule. These states have to be weighted by using
some additional method, the most general of which is per-
haps a Monte Carlo (MC) method (Antosiewicz and Por-
schke, 1989; Beroza et al., 1991). The most evident problem
of the CE approach is the use of a rigid protein structure:
either we restrict the method to (hypothetical) rigid mole-
cules (Baptista et al., 1997), or we adopt the use of a
relatively high protein dielectric constant (4–20 or higher)
(Gilson and Honig, 1986; Antosiewicz et al., 1994; Dem-
chuk and Wade, 1996; Warshel and Papazyan, 1998) whose
theoretical justification is not entirely clear. This moder-
ately high dielectric response of the protein region seems to
help compensate for the rigidity imposed on the structure
and is useful in semirigid MM-based calculations (Warshel
and Åqvist, 1991). Obviously, large conformational
changes cannot be properly modeled with this approach,
especially if they result from charge-induced reorganization
(small conformational fluctuations are probably reasonably
accounted for by the use of a relatively high dielectric
constant for the protein); unfortunately, this is a problem
that also afflicts the aforementioned partially rigid MM-
based methods. Despite this conformational problem and
the somewhat empirical parameterization associated with it,
the CE treatment seems to capture many of the important
features of electrostatic free energy changes. Many satisfac-
tory CE calculations have been made of (relative) redox
potentials (Bashford et al., 1988; Gunner and Honig, 1991;
Soares et al., 1997) and pKa values (Bashford and Karplus,
1990; Bashford and Gerwert, 1992; Bashford et al., 1993;
Yang et al., 1993; Demchuk and Wade, 1996) in proteins,
and these calculations seem to be the only feasible route to
the study of electron-proton coupling including the full
protonation equilibrium (Lancaster et al., 1996; Soares et
al., 1997; Kannt et al., 1998; Martel et al., 1999), even if that
implies sacrificing some configurational aspects (of both the
protein and the solvent). Obviously, only equilibrium ther-
modynamic aspects of the coupling can be analyzed.
The CE studies of electron-proton coupling have so far
investigated either the effect of the redox state on CE-based
pKa calculations (Lancaster et al., 1996; Soares et al., 1997;
Kannt et al., 1998) or, conversely, the effect of the proto-
nation state on CE calculations of redox potentials (Martel
et al., 1999). Hence, although the energetics were always
treated within the CE framework, the weighting of states
was not done in an integrated way. The primary aim of this
work is to extend the weighting of states to CE redox
calculations and, more importantly, to integrate the simul-
taneous weighting of the states of protonatable and redox
sites. By reflecting both the pH and electrostatic potential of
the solution, this is the procedure that most realistically
reproduces the actual conditions in most in vitro and some
in vivo studies. This type of approach makes it possible to
analyze couplings between sites, including electron-proton
coupling, in a way superior to the usual “static” approach
based on direct interactions. It also makes it possible to
analyze binding fluctuations and their possible role in in
vivo transfer processes.
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From a thermodynamic standpoint there are two main
reasons to include weighting of states when treating the
equilibrium of ligand binding in general. The first is con-
cerned with the inability of a single state to reproduce the
average effect of the ligands; e.g., the energetic effect of a
site whose mean occupation is 0.5 obviously cannot be
reproduced by considering the site to be either empty or
occupied. But another, more subtle reason does exist: like
the deconstraining of any other extensive property (e.g.,
energy), the deconstraining of the number (and position) of
ligands creates an additional source of entropic effects. This
new entropic term does not arise from protein or solvent
configurational changes that may occur upon binding,
which also contribute to the overall entropy, but rather from
the empty/occupied fluctuations of the binding sites. For-
mally, the new entropic term is identical to the entropy of a
system whose energetic states correspond only to different
occupation states of its sites (i.e., a system without different
configurational energy states for the protein and solvent; see
below), so that it may be called occupational entropy. The
change in occupational entropy in some processes may be
an important fraction of the total entropy, so it can be
misleading to establish a necessary association between
entropy and configuration, as in the entropy interpretation
proposed for c-type cytochromes by Bertrand et al. (1995),
in terms of solvent configurational changes. In particular,
occupational entropy may contribute significantly to the
Ehalf or pKhalf of a site, because the change of the occupation
state of that site can affect the occupation states of neigh-
boring sites. If the equilibrium of redox sites is not treated
explicitly, as is usually done in “static” CE redox calcula-
tions, their contribution to the occupational entropy is en-
tirely lost. The secondary aim of the present work is to
compute some of these occupational entropy contributions
for the selected model system and infer from the general
magnitudes whether they can play an important role in
redox and protonation equilibria in general.
One system in which the redox-Bohr effect has been well
characterized (mostly in terms of equilibrium thermody-
namic properties) is the tetraheme cytochrome c3 of Desul-
fovibrio spp. (Santos et al., 1984; Coletta et al., 1991;
Salgueiro et al., 1994, 1997; Turner et al., 1994, 1996; Park
et al., 1996). These sulfate-reducing bacteria have the ability
to use H2 as the sole energy source when in the presence of
sulfate (Badziong et al., 1978; Badziong and Thauer, 1978),
and cytochrome c3 is proposed to be involved in the sulfate
reduction pathway, possibly by acting as a mediator be-
tween a periplasmic hydrogenase and transmembrane pro-
teins that would pass electrons to the cytoplasm, where the
reduction pathway takes place (Louro et al., 1996, 1997);
the two electrons from H2 oxidation are probably trans-
ferred simultaneously, eventually together with the two
protons (Louro et al., 1996, 1997). The structure of cyto-
chrome c3 has been determined for several Desulfovibrio
species (Higuchi et al., 1984; Matias et al., 1993, 1996;
Czjzek et al., 1994; Morais et al., 1995) showing a generally
conserved structure with four heme groups with bis-histidi-
nyl axial coordination. The presence of several redox cen-
ters in such a small protein (13.5–15 kDa), displaying the
redox-Bohr effect, makes cytochrome c3 an ideal model
system for the theoretical study of electron-proton coupling.
In this work we have chosen cytochrome c3 from D. vul-
garis Hildenborough (DvHc3) as a case study. Experimental
(Saraiva et al., 1998; Messias et al., 1998) and theoretical
(Soares et al., 1997, 1998; Martel et al., 1999) studies of
DvHc3 made so far seem to indicate propionate D of heme
I as the protonatable site more strongly involved in the
redox-Bohr effect, although other sites (His67, N-terminus,
propionate D of heme IV) also seem to be involved in the
effect; these characteristics seem to be generally preserved
in other Desulfovibrio species (Martel et al., 1999).
In the present work we start by presenting the theoretical
basis for the treatment of the simultaneous binding equilib-
rium of protonatable and redox sites, as well as its conse-
quences for the general concept of coupling between differ-
ent binding sites; the concept of occupational entropy is also
discussed. We then present an application of the proposed
methodology to DvHc3, aimed at complementing studies
using other approaches (Soares et al., 1997, 1998; Martel et
al., 1999); the study also serves as an illustration of the
potential of the method. We analyze the equilibrium of
electron and proton binding in this protein, in particular the
question of electron-proton coupling and the molecular ba-
sis of the redox-Bohr effect. A major result of the study is
the correct prediction of the complete heme order in the
reduction pathway of DvHc3, which was not possible with
previous “static” calculations. Site-site couplings are then
analyzed in terms of “dynamical” equilibrium quantities
(correlations), instead of the usual and more limited “static”
analysis based on direct interaction (free) energies. The
involvement of protonatable sites in the biological redox-
Bohr effect is studied, and the results seem to corroborate
previous work. The concerted transfer of electrons and
protons is also discussed and analyzed in terms of binding
fluctuations. Finally, the contribution of occupational entro-
pies to Ehalf and pKhalf values (which is necessarily absent
from the usual “static” calculations) is examined, and its
magnitude is found to be significant. This application also
shows that, by establishing a more direct and realistic con-
nection to experimental parameters, the new proposed
method leads to results whose analysis is both much simpler
(no subjective choices of binding states are necessary) and
complete (all energetic and entropic factors are taken into
account) than the one possible by the usual methods.
THEORY
Binding equilibrium
The binding state of a protein with s binding sites can be
represented by a vector n  (n1, n2, . . . , ns), where ni  0
or 1, depending on whether site i is empty or occupied. The
probability of occurrence of (or the fraction of molecules
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with) a binding state n, in conditions of thermodynamic
equilibrium, is then given by
pn
expGni aini
n	expGni ain
i , (1)
where G(n) is the standard Gibbs free energy of the
reaction whereby the protein changes from fully empty to
the state n, ai is the activity of the ligand species that binds
to site i, and   1/(kT), where k is Boltzmann’s constant
and T is the absolute temperature. This equation or similar
ones can be derived from statistical mechanical or chemical
equilibrium principles (e.g., Hill, 1960; Ben-Naim, 1992;
Wyman, 1964; Schellman, 1975). If we define a quantity
pLi  log10 ai, in analogy to the definition of pH, we can
rewrite the probability of n as
pn
expGn 2.3n  pL
n expGn 2.3n  pL , (2)
where pL  (pL1, pL2, . . . , pLs), and 2.3 stands for ln 10.
In the present case we want to apply this general equation to
the particular situation in which we have only two kinds of
site: protonatable and redox. For protonatable sites one
simply has pLi  pH. For redox sites the reactions of
interest correspond to the “half-cell” reduction reactions, so
that, strictly speaking, the redox part of G(n) should be
considered relative to the standard hydrogen electrode po-
tential. In fact, it is convenient for implementation purposes
(see below) to adopt an oxidation-based instead of a reduc-
tion-based formalism, i.e., the state ni  1 will correspond
to the oxidized state. Thus, for oxidizable (instead of reduc-
ible) sites we have to set pLi  eE/(2.3kT), where e is the
protonic charge and E is the electrostatic potential of the
solution (or, more exactly, the difference in electrostatic
potential between the electrodes). This convention, whereby
we regard oxidation as the occupation of sites by a positive
charge e, is a formal convenience that does not affect the
validity of Eq. 2.
If we have a method for computing the G(n) values, Eq.
2 can be used directly to perform a sampling of the states n,
using, e.g., an MC method (Antosiewicz and Porschke,
1989; Beroza et al., 1991; Yang et al., 1993). To perform a
full study of the relevant external parameters, we have to
scan both the pH and potential of the system and simulta-
neously sample the protonable and redox sites, using a
“two-way” MC scheme like the one described in the Meth-
ods section. The G(n) values can in principle be obtained
by considering a thermodynamic cycle involving model
compounds (Warshel, 1981; Bashford and Karplus, 1990),
as long as we can compute the free energy changes of the
reactions 0 3 n in both the protein and the set of model
compounds. As discussed in the Introduction, CE methods
are the only feasible approach to such a large number of
states, as in pKa calculations; this methodology is discussed
in the Methods section.
Coupling between sites
One way of measuring the coupling between sites is to
analyze the magnitudes of their interaction (free) energies,
because this gives a measure of how much a change in the
binding state of one site perturbs the binding state of the
other in a direct way. Thus the coupling between sites, and
in particular of electron-proton couplings, is usually ana-
lyzed in terms of these direct interactions (Lancaster et al.,
1996; Soares et al., 1997; Kannt et al., 1998).
The direct interaction is obviously an important contri-
bution to the coupling between two sites (and probably the
determinant one in many cases), but this “static” approach
neglects the existence of indirect effects through other sites
whose binding states may change in a concerted and com-
plex manner (allostery is another, more familiar source of
indirect effects). The tendency of two sites to have either
identical or opposed binding states is determined by both
the direct and indirect effects between them, and by looking
only at the former we can lose important information, as the
following simple example illustrates. Consider a three-site
system in which site 1 has strong destabilizing interactions
with sites 2 and 3, which in turn have a weaker destabilizing
interaction between them. When the ligand activity is high
enough to induce doubly occupied states, the simultaneous
occupation of sites 2 and 3 is obviously the preferred one;
hence, those two sites will tend to have the same binding
state, even though their direct interaction is destabilizing.
The existence of this particular doubly occupied state,
which may be involved in the biological function of the
system, originates from indirect effects and could not have
been suspected from their destabilizing direct interaction
alone; instead of looking at isolated direct interactions, one
has to look at the set of all direct interactions (as well as the
intrinsic affinities) and calculate the resulting equilibrium
and correlations. This simple example illustrates the impor-
tance of including indirect effects when analyzing the ef-
fective coupling between two sites and suggests that a more
appropriate measure for that coupling is the statistical cor-
relation between their binding states. This correlation is
given for a pair of sites (i, j) as a function of the variances
and covariance of their binding states (Mood et al., 1974):
ij
covni , nj
varnivarnj1/2
. (3)
Of course, the correlation between two sites is not a constant
of the system, as the direct interaction, but rather a function
of its thermodynamic state; in the case of interest to us here,
the correlation between any pair of sites will be a function
of pH and E (and the temperature).
The analysis of coupling between sites based on statisti-
cal correlations is not limited to pairs of sites, but can also
be applied to measure the coupling between groups of sites;
in particular, it can measure the coupling between total
protons and total electrons. This is simply an alternative
way of looking at the traditional concept of linkage
(Wyman, 1964) (the so-called linkage relation is a statement
Baptista et al. Simulation of Electron-Proton Coupling 2981
about two alternative ways of computing the covariance of
the total numbers of different ligand types).
In general, this type of coupling analysis based on cor-
relations, which is superior to the usual one based on direct
interactions, is only possible when the full redox and pro-
tonation equilibria are considered, as in the method pro-
posed here.
Occupational entropy
The statistics obtained from the sampling of binding states
provide a route for computing various equilibrium thermo-
dynamic properties, including the occupational entropies
mentioned in the Introduction. The complete specification
of the microstate of the protein system comprehends its
binding state n and its configurational state  (the config-
urational state is here understood as the coordinates and
momenta of the protein and surrounding solvent). The en-
tropy of this system can be written as (Hill, 1960)
Sk 
n


p, nln p, n, (4)
where p(, n) is the probability of state (, n); the states 
are considered discrete for simplicity of notation. It should
be noted that the order of the sums is significant, because n
does in general determine the number and specification of
the degrees of freedom included in  (because of the bind-
ing protons). This entropy can be alternatively written as
Sk 
n


pnpnln pn ln pn
 Sn k 
n
pnln pn, (5)
where p(, n) is the conditional probability of  for a given
n, and p(n) is the total (configuration-independent) proba-
bility of state n; the angle brackets denote the average over
all n states, and
Snk 

pnln pn (6)
is the entropy of a system with the fixed binding state n. The
first term of Eq. 5 is the average of the entropy of the
constant-n system, exclusive of configurational origin, and
can thus be called configurational entropy:
Sconf Sn. (7)
The second term is formally identical to the entropy of a
hypothetical system whose microstates differ by the occu-
pation states of the binding sites but have the same energy;
hence this term may be called occupational entropy:
Socck 
n
pnln pn. (8)
Thus we can write
S Sconf Socc. (9)
We note that this decomposition of the entropy does not
result from a convenient but nevertheless arbitrary separa-
tion of degrees of freedom, as is often the case (e.g., the
translational, rotational, and vibrational entropies of an ideal
polyatomic gas), but rather from the actual thermodynamic
effect of binding equilibrium. This aspect can be better
understood if we try to estimate the entropy of the system
using a single, even if representative, binding state n*. The
entropy of this representative state n* may be a very good
estimate of the configurational entropy of the system in
binding equilibrium, i.e., S(n*)  S(n), but it totally
misses the additional occupational term. This actually illus-
trates the more general fact that the act of deconstraining an
extensive thermodynamic parameter has a twofold entropic
effect: it averages the constrained-system entropy over the
new available states and introduces a new entropy term due
to the fluctuations of the newly deconstrained parameter. If
we interpret the entropy in terms of the fluctuations of the
system microstates, Socc reflects the empty/occupied fluctu-
ations of the binding sites (ni  0/1), much in the same way
as the more familiar S(n) reflects the fluctuations of the
protein and solvent configurations. In fact, the consideration
of the binding equilibrium leads in general to increased
fluctuations in all microscopic properties of the system,
when compared to the situation in which a single represen-
tative binding state n* is considered (Baptista et al., 1997);
again, this is generally valid for the deconstraining of any
extensive thermodynamic parameter. These considerations
show that the use of discrete redox states adopted in “static”
CE redox calculations (Lancaster et al., 1996; Soares et al.,
1997; Kannt et al., 1998; Martel et al., 1999) misses entirely
the contribution of redox site fluctuations to the occupa-
tional entropy, which should be present in any free energy
term computed.
The contribution of the occupational entropy to the free
energy change of a process is a measure of how much the
fluctuations of the states ni are altered by the change in
question. In particular, the process of occupying a previ-
ously empty site will in general affect the occupational
fluctuations of the remaining sites, meaning that the en-
tropic contribution to the Ehalf or pKhalf value of a given site
is not necessarily configurational, as is often assumed (Ber-
trand et al., 1995). The standard free energy change of the
reaction of binding to site i is given by
Gi2.3kTpLi kT ln
ni
1 ni
. (10)
For a protonatable site, Gi corresponds to the effective pKa
of site i, Gi  2.3kTpKi
eff, and Eq. 10 is the Henderson-
Hasselbalch equation. For a redox site, Gi corresponds to
the effective potential of site i, Gi  eEi
eff (because Gi
refers to oxidation) and Eq. 10 is the Nernst equation. The
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free energy Gi can be written in terms of its contributions
as
Gi Hi TSi Hi TSi
conf TSi
occ , (11)
where Si
occ can be computed in terms of the microscopic
binding statistics (see Appendix):
TSi
occ kT ln
ni
1 ni

covni , Gn 2.3kTn  pL
varni
.
(12)
Hence it is possible to compute Gi and its contributions
Si
occ and Hi  TSi
conf, solely from the binding statistics.
From a computational point of view, and as noted in the
Introduction, the CE approach used here can only perform
an approximated configurational averaging, especially for
the protein conformation, where at best the averaging re-
flects small-scale fluctuations of the conformation used; this
will necessarily affect the occupational entropies computed.
The protein conformation in a binding system can, in prin-
ciple, be explicitly treated along the line presented by Bap-
tista et al. (1997), with consequent improvements in occu-
pational entropy calculations, but such an approach is far
too demanding for the full analysis intended in this work.
METHODS
Model structure
The structure of DvHc3 used for the calculations was the
one published by Matias et al. (1993), with PDB code 1cth,
more precisely molecule A of the asymmetrical unit. Crys-
tallographic water molecules were discarded. This structure
was obtained under oxidizing conditions and may not be
fully representative of more reduced states.
The choice of coordinates for polar and aromatic hydro-
gen atoms is an important aspect in CE calculations, be-
cause incorrect placement may lead to incorrect hydrogen-
bond networks or even to atomic overlap for some
protonation states (Alexov and Gunner, 1997). Hydrogen
atoms were added in several stages. First, hydrogen atoms
that are covalently nonambiguous and have a unique con-
formation were added using GROMOS 87 (van Gunsteren
and Berendsen, 1987), considering explicit polar and aro-
matic hydrogens (Smith et al., 1995). Next, this structure
was used to add hydrogen atoms that are covalently nonam-
biguous but have a variable conformation; this was done
using the program WHATIF (Vriend, 1990), which imple-
ments an empirical potential for hydrogen bonding and
optimization methodologies for hydrogen-bond networks
(Hooft et al., 1996). Finally, with the structure thus ob-
tained, this same procedure was used to add hydrogen atoms
that are covalently ambiguous and correspond to the titrat-
ing protons of carboxylic groups. The positioning of the
hydrogen atoms obtained in this last stage was subsequently
checked by visual inspection of hydrogen-bonding patterns
and corrected when found necessary; in particular, all four
different positions in the carboxylic plane were considered,
whereas WHATIF only considers the two extended ones.
Continuum electrostatic calculations
After building of the DvHc3 structure as described above,
CE calculations were made using Donald Bashford’s soft-
ware package MEAD (Bashford and Gerwert, 1992), the
methodology of which is based on a thermodynamic cycle
involving protein and model compounds and has been de-
scribed elsewhere (Warshel, 1981; Bashford and Karplus,
1990). Although this software was originally developed for
the treatment of protonatable sites, the treatment of oxidiz-
able sites is formally identical, as discussed in the Theory
section. MEAD assumes that a positive charge is added
upon binding, so that the redox process has to be expressed
in terms of oxidizable instead of reducible sites (see the
Theory section). These oxidizable sites can then simply be
included in the set of protonable sites given as input to
MEAD, classified as cationic (thus, their “neutral” state is
the reduced form).
The consideration of the thermodynamic cycle involving
model compounds requires a specification of the structures
of these compounds. In MEAD the model compounds of
amino-acidic sites are obtained by “carving out” from the
protein the N-formyl-N-methylamide derivative of the
amino acid residue where the site is located. In the case of
propionate sites the model compound was taken as the
corresponding acetyl group. The model compound of the
heme sites consists of the heme group, excluding the atoms
used in the model compound of the propionates, plus the
side chains of the axial histidines, and the C and S atoms
of the attached cysteines.
For each site i MEAD requires a pKi
mod value, which
originally corresponds to the pKa of its model compound in
solution. The pKmod values for the usual amino-acidic pro-
tonable sites were taken from Nozaki and Tanford (1967)
and the value for propionate sites was taken as the pKa of
acetic acid (Weast, 1984); these are shown in Table 1. In the
case of redox sites the pKi
mod should correspond to the
reduction potential of the model compounds used in the
calculations, more precisely to eEi
mod/(2.3kT) (because
they are oxidizable sites). In the present case, the model
compound of the heme sites does not correspond to a real
TABLE 1 pKmod values for protonatable sites
Site pKmod
Arginine 12.0
Lysine 10.4
Tyrosine 9.6
N-terminus 7.5
Histidine 6.3
Propionate 4.75
Aspartate 4.0
Glutamate 4.4
C-terminus 3.8
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molecule whose potential can be determined or estimated
easily. A reduction potential of 220 mV has been mea-
sured for an octapeptide bis-histidinyl derivative of the
heme of cytochrome c, at pH 7 (Harbury et al., 1965).
Because our model compound has the heme more exposed
to the solvent than this derivative, its more strongly charged
form (the oxidized one) is in principle more stable; the
propionate sites, although probably ionized at pH 7, are
probably too strongly solvated to have a significant effect.
Hence we expect a reduction potential slightly more nega-
tive than 220 mV. In any case, because all redox sites are
of the same type, with the same Ei
mod value, we can simply
set this value equal to zero and consider all potentials as
relative to this reference value, instead of the value of the
standard hydrogen electrode. The standard reduction poten-
tial of our model compound can be determined a posteriori
by comparison with experiment (see below).
The set of charges for the protonatable sites was taken or
adapted from the GROMOS 87 force field (van Gunsteren
and Berendsen, 1987) with polar and aromatic hydrogens
(Smith et al., 1995). Because all titrating protons have been
positioned in the structure (see above), we can describe the
deprotonated/protonated change as the addition of an ex-
plicit hydrogen atom. In some cases this is highly desirable,
such as when one of the oxygen atoms of a carboxylic group
is establishing hydrogen bonds with other groups and the
other oxygen atom is free; in this case the proton should be
added to the free oxygen atom. However, there are cases in
which such an approach represents no advantage, as in the
case in which titrable sites are totally exposed and are not
establishing any obvious interaction with other groups. In
this case, an average description of the deprotonated/pro-
tonated change may be more adequate. For this reason, a
choice of average or explicit protonation was made based on
visual inspection for Asp, Glu, Tyr, and propionate sites. All
other titrable sites had an average description of protona-
tion, which corresponds to always (never) using the posi-
tions of the titrating protons for cationic (anionic) sites; in
these cases the titration corresponds only to a change on the
partial charges of permanent atoms. The atomic partial
charges used for cationic and anionic sites are shown, re-
spectively, in Tables 2 and 3. The atomic partial charges for
the heme sites were obtained from quantum chemical cal-
culations, as described elsewhere (Martel et al., 1999), and
are shown in Table 4.
The dielectric boundary between the protein cavity and
the solvent is computed by MEAD by rolling a spherical
probe over the protein molecular surface. The protein
atomic radii defining the molecular surface were taken to be
half of the minimum energy distance between like-atom
pairs in the GROMOS 87 force field (van Gunsteren and
Berendsen, 1987). The solvent probe radius was 1.4 Å,
which should be a reasonable spherical approximation of
the water molecule, and the ionic exclusion layer thickness
was set at 2.0 Å, which approximates the sizes of counte-
rionic species in physiological conditions (Gilson and
Honig, 1988). The dielectric constant used for the solvent
region was 80, the approximate value for bulk water at room
temperatures. The dielectric constant for the protein interior
was chosen as 15, based on previous studies with this same
protein (Soares et al., 1997; Martel et al., 1999), in conso-
nance with suggestions by other workers (Antosiewicz et
al., 1994; Demchuk and Wade, 1996). As noted in the
Introduction, the use of moderately high values for the inner
dielectric constant is supposed to reflect the effect of con-
formational fluctuations, even though the question remains
on empirical grounds. The ionic strength used in the calcu-
lations was 0.1 M, a value approaching the in vivo values,
and the temperature was 300 K.
MEAD uses a finite-difference technique to solve the
linear Poisson-Boltzmann equation. A two-step focusing
method (Gilson et al., 1987) was used: a first calculation
TABLE 2 Atomic partial charges for cationic sites
Atom
name
Partial charge
Prot. Deprot.
Arginine
CB 0.000 0.000
CG 0.000 0.000
CD 0.090 0.000
NE 0.110 0.150
HE 0.240 0.150
CZ 0.340 0.200
NH1 0.260 0.400
HH11 0.240 0.150
HH12 0.240 0.150
NH2 0.260 0.400
HH21 0.240 0.150
HH22 0.240 0.150
N-terminus
CB 0.000 0.000
CA 0.127 0.000
N 0.129 0.840
H1 0.248 0.280
H2 0.248 0.280
H3 0.248 0.280
Lysine
CB 0.000 0.000
CG 0.000 0.000
CD 0.000 0.000
CE 0.127 0.000
NZ 0.129 0.840
HZ1 0.248 0.280
HZ2 0.248 0.280
HZ3 0.248 0.280
Histidine
CB 0.000 0.000
CG 0.050 0.130
ND1 0.380 0.580
HD1 0.300 0.000
CD2 0.000 0.000
HD2 0.000 0.000
CE1 0.240 0.260
HE1 0.000 0.000
NE2 0.310 0.000
HE2 0.300 0.190
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using a (80 Å)3 cube with a 1.0-Å lattice spacing, centered
on the protein, followed by a second calculation using a (20
Å)3 cube with a 0.25-Å spacing, centered on the titrable site;
for the model compounds calculations, the sides of the
cubes were, respectively, 60 Å and 15 Å.
As output MEAD produces a set of intrinsic pKa values,
{pKi
int}, and a matrix of site-site interaction energies, {Wij}.
In the case of protonatable sites, pKi
int stands for the intrinsic
pKa of site i when all other sites j  i are in their “neutral”
state (the reduced state for redox sites, because they are
treated as cationic); for redox sites it corresponds to the
TABLE 3 Atomic partial charges for anionic sites
Atom
name
Partial charge
Prot. Deprot.
Tyrosine
CB 0.000 0.000
CG 0.000 0.000
CD1 0.100 0.100
HD1 0.100 0.100
CD2 0.100 0.100
HD2 0.100 0.100
CE1 0.100 0.100
HE1 0.100 0.100
CE2 0.100 0.100
HE2 0.100 0.100
CZ 0.150 0.200
OH 0.150 0.800
0.548*
HH 0.000 0.000
0.398*
Aspartate
CB 0.000 0.000
CG 0.530 0.270
OD1 0.265 0.635
0.380*
OD2 0.265 0.635
0.548*
HD2 0.000 0.000
0.398*
Glutamate
CB 0.000 0.000
CG 0.000 0.000
CD 0.530 0.270
OE1 0.265 0.635
0.380*
OE2 0.265 0.635
0.548*
HE2 0.000 0.000
0.398*
Propionate
CBA 0.000 0.000
CGA 0.530 0.270
O1A 0.265 0.635
0.380*
O2A 0.265 0.635
0.548*
HO2A 0.000 0.000
0.398*
C-terminus
CT 0.530 0.270
O1 0.265 0.635
O2 0.265 0.635
*Charges for explicit protonation.
TABLE 4 Atomic partial charges for heme sites
Atom name
Partial charge
Oxidized Reduced
Heme core
FE 1.200 1.200
NA 0.390 0.405
NB 0.390 0.390
NC 0.380 0.405
ND 0.400 0.400
CHA 0.085 0.085
HCHA 0.120 0.095
C1A 0.110 0.040
C2A 0.000 0.000
C3A 0.015 0.055
C4A 0.110 0.110
CMA 0.035 0.010
CAA 0.020 0.005
CHB 0.080 0.140
HCHB 0.080 0.045
C1B 0.100 0.100
C2B 0.000 0.040
C3B 0.040 0.040
C4B 0.090 0.030
CMB 0.035 0.010
CAB 0.070 0.070
CBB 0.035 0.015
CHC 0.100 0.100
HCHC 0.070 0.045
C1C 0.090 0.040
C2C 0.010 0.010
C3C 0.020 0.055
C4C 0.105 0.105
CMC 0.020 0.010
CAC 0.065 0.065
CBC 0.035 0.010
CHD 0.090 0.145
HCHD 0.080 0.045
C1D 0.110 0.110
C2D 0.010 0.050
C3D 0.000 0.000
C4D 0.100 0.025
CMD 0.050 0.000
CAD 0.020 0.005
Cys attached to ring B
CB 0.070 0.070
SG 0.130 0.110
Cys attached to ring C
CB 0.070 0.070
SG 0.140 0.110
Axial histidines
CB 0.005 0.005
CG 0.110 0.110
ND1 0.305 0.305
HD1 0.260 0.260
CD2 0.000 0.000
HD2 0.100 0.100
CE1 0.195 0.195
HE1 0.140 0.140
NE2 0.305 0.305
Baptista et al. Simulation of Electron-Proton Coupling 2985
intrinsic reduction potential Ei
int in the “neutral” environ-
ment, and more exactly to eEi
int/(2.3kT). The pairwise
term Wij is the site-site interaction between i and j, more
exactly the difference between the electrostatic energies of
the like pairs (0,0) and (1,1), and those of the cross-pairs
(0,1) and (1,0). These two sets of values contain all of the
information necessary to compute the populations of bind-
ing states of the protein (see below).
Monte Carlo calculations
As discussed above, redox sites can be easily included in the
formalism of protonatable sites. Hence, as can be shown
from the formalism of the Theory section, the probability of
state n can simply be written as a generalization of the
expressions previously derived by other workers for the
protonation case (Tanford and Kirkwood, 1957; Bashford
and Karplus, 1990; Yang et al., 1993):
pn
exp2.3 i nipK i
intpLi i ji zinizjnjWij
n exp2.3 i n
i pK iintpLi i ji zin
izjn
jWij . (13)
This equation provides the base for the MC calculations.
The pKi
int and Wij values are computed by MEAD, as
discussed above. The quantity zi(ni) stands for the change
(in protonic units) of site i with respect to the “neutral”
form: zi(ni)  zi(0)  ni, with zi(0)  1 for anionic sites
and 0 for cationic and redox ones.
For the sampling of binding states we have implemented
an MC method that follows the Metropolis criterion to
accept or reject trial modifications of state (Metropolis et
al., 1953). The trial modifications consist of flips of the state
of binding sites, 0% 1, which automatically ensures that the
stochastic matrix of trial moves is symmetrical, as required
by the Metropolis algorithm (Allen and Tildesley, 1987). To
avoid “bottlenecks” in binding space, where the system may
become trapped, double flips were attempted for pairs of
strongly coupled sites (Wij 2 pH units), as done by Beroza
et al. (1991). Instead of random selection of individual and
paired sites, and to speed up calculations, trial flips were
sequentially attempted for all individual sites and pairs; this
also corresponds to a valid Markov chain, leading to a
proper sampling of the binding states (Hastings, 1970).
In usual calculations for protonatable sites, several MC
runs are made within the pH range of interest. In the present
case a grid of pH versus E (electrostatic potential) has to be
considered instead. A main calculation was made in which
the pH was varied from 5 to 25 in steps of 0.2, and E was
varied from 500 mV to 500 mV in steps of 10 mV
(relative to the Emod value of the heme sites; see above); the
temperature was 300 K. Each MC run consisted of 40,000
steps, and each step was defined as a full cycle of trial flips
over the lists of individual and paired sites. Because the
errors in fluctuations and correlations are always larger than
those of average values, longer runs were made to compute
properties involving those quantities, for selected values of
pH and E; fluctuations and occupational entropies were
computed using 2  105 steps, and site-site correlations
using 106 steps.
RESULTS AND DISCUSSION
Redox titration
Because two thermodynamic parameters are being exam-
ined simultaneously, pH and electrostatic potential E, the
titration behavior of the system is fully represented by
titration surfaces instead of curves.
The total redox titration surface of c3DvH, shown in Fig
1 a, displays a marked dependence on pH. The titration
curves (i.e., the lines parallel to the E axis) are shifted to
more positive E values as the pH decreases. This type of
shift is what should be expected on electrostatic grounds: a
lower pH means a tendency of the protonatable sites to be
occupied, increasing the overall charge of the protein and
thus facilitating the binding of electrons, so that reduction
can occur at higher E values. The resulting sideways shift on
FIGURE 1 Redox titration surfaces for the total protein (a) and heme
I (b).
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the titration surface is the signature of the redox-Bohr effect.
A more careful examination of the surface shows that sev-
eral shifts occur: two pronounced shifts, in the pH ranges
1–8 and 10–15, and a much smaller one around pH 17. As
will be seen below, these coincide with the regions where
large protonation changes occur in the protein. This simply
reflects the nonspecific chemical physical origin of the
redox-Bohr effect alluded in the Introduction: whenever
protonable and redox sites coexist in a protein, a thermo-
dynamic coupling between them is to be expected because
of the strength and long-range nature of electrostatic inter-
actions. This will be more evident for redox sites, because
they will usually have several neighboring protonatable
sites that can affect them; because there are usually much
fewer redox sites than protonatable ones, the effect may not
be significant for many of the protonatable sites (see below).
The titration surfaces for the individual hemes are very
similar to the surface of total titration; one of them is shown
in Fig. 1 b. Although the exact location and extension of the
shifts are slightly different for different hemes, they also
occur at the pH regions of maximum protonation changes.
It should be noted that even though three shifts are
present on the surfaces of Fig. 1, only one of them is of
biological interest. The optimum pH for the growth of D.
vulgaris is 6.5 (Badziong and Thauer, 1978), and a redox-
Bohr effect on DvHc3 is known to occur in the pH range
5–8 (Turner et al., 1996). Hence, only the first shift, in the
pH range 1–8, should be of biological interest.
It is interesting to see how well the present calculation
reproduces the experimental results at physiological pH. A
direct comparison with experimental individual titration
curves is not possible, but we can make the comparison with
a simple binding model (1 protonable  4 redox sites) by
Turner et al. (1996); this model reproduces quite well the
experimental data it was fitted to and can be used to obtain
titration curves. A comparison between the titration curves
of that model and our calculations, at pH 6.6, is shown in
Fig. 2, a and b. The E scale of plot b has been shifted to
obtain an optimal superposition of the total titration curves
of both plots; our E  0, which refers to the reduction
potential of the heme model compound in solution (see
Methods), is seen to correspond to a standard value (relative
to the standard hydrogen electrode) of about 265 mV.
This value is slightly more negative than the 220 mV
measured for a similar model compound (Harbury et al.,
1965), as expected from desolvation arguments (see Methods).
The calculated titration curves for individual hemes are
ordered as the experimental ones, i.e., the present method-
ology predicts correctly the relative order of reduction of the
four hemes of DvHc3 at physiological pH. Nevertheless,
some important differences exist, specially for hemes I and
II. Besides being too far apart, the calculated titration curves
of these two hemes show a much more gradual variation
than those of plot a. The high steepness of the experimental
curves reflects the positive cooperativity experimentally
observed between hemes I and II (Turner et al., 1996).
Given the repulsive nature of the electrostatic interactions
between the sites, the most likely explanation for this be-
havior is the existence of an allosteric conformational
change induced by the change in redox state of hemes I
and/or II. The existence of reduction-induced conforma-
tional changes in DvHc3 has recently been observed in a
NMR structural study (Messias et al., 1998) and in a MD
simulation study (Soares et al., 1998). Because the CE
approach adopted here cannot account for conformational
changes (except perhaps for small fluctuations; see the
Introduction), it is not surprising that we fail to predict the
positive cooperative behavior. The consequence of this fail-
ure is that, by missing the sudden and almost simultaneous
reduction of the two hemes, we are assigning a too high
FIGURE 2 Comparison of experimental (a, c) and calculated (b, d)
redox data for DvHc3, at pH 6.6. (a, b) Titration curves of individual hemes
(labeled solid lines) and the total protein (dashed line). (c, d) Populations
of the molecules with 0–4 (heme-reducing) electrons.
Baptista et al. Simulation of Electron-Proton Coupling 2987
probability for molecules with two reduced hemes, as can be
seen in Fig. 2, c and d; plot c refers again to the model by
Turner et al. (1996) (where the molecules with 0–4 oxi-
dized hemes are called stages). It is remarkable that even
while missing this effect, the present methodology is able to
predict the correct order of reduction for all four hemes,
suggesting that the basic energetics of the system is satis-
factorily described by the CE model. Of course, the exces-
sive stabilization of molecules with two electrons in our
calculations shows DvHc3 to be less efficient in the uptake
of two simultaneous electrons than it actually is. The evo-
lutionary advantage of developing the supposed conforma-
tional change would have been the usual one for developing
positive cooperativity: the fine-tuning of function within a
very narrow range of physiological conditions.
A more synthetic way of expressing the effect of pH upon
the redox titration of DvHc3, and the usual way of charac-
terizing the redox-Bohr effect, is in terms of the pH depen-
dence of the Ehalf values. Fig. 3 a shows this dependence for
the four heme sites; the curves correspond to the intersec-
tion of the individual titration surfaces (like the one in Fig.
1 b) with the plane z  0.5. The largest shifts occur where
large protonation changes take place, as expected from
electrostatic effects and discussed above, apropos of the
titration surfaces. This illustrates again the nonspecific na-
ture of the redox-Bohr effect, which inevitably appears
whenever redox and protonable sites coexist on the same
molecule. The order of reduction of the four hemes in the
pH range 5–8 is consistent with Fig. 2. The Ehalf curves
cross each other several times within the whole pH range; in
particular, the order of the curves at very low pH is precisely
the opposite of that at very high pH. The large number of
crossings in the plot indicates a close balance of effects,
which, given the successful prediction of reduction order,
seem to be properly captured by the present methodology.
In Fig. 3 b we show the curves resulting from the inter-
section of the total titration curve of Fig. 1 a with the planes
z 1, 2, and 3. These loci correspond to macroscopic states
with an average number of (heme-reducing) electrons equal
to 1, 2, and 3, respectively. These states, called M1–M3, are
not the same as the molecular populations with 1–3 (heme-
reducing) electrons mentioned above, but have the advan-
tage of being truly macroscopic and therefore more easily
related to the external parameters; the two types of state are
actually closely related (as one may intuitively expect),
because each EMk curve in Fig. 3 b coincides with the curve
of maximum fraction of molecules with k (heme-reducing)
electrons at the given pH (not shown). The potentials EMk
can be regarded as a total-molecule counterpart of the Ehalf
values. The states Mk will be used below in the analysis of
several properties of DvHc3. The shifts in the EMk curves
occur at the same regions as in plot a, just another mani-
festation of the redox-Bohr effect.
Proton titration
In contrast to the total redox titration curve, the total proton
titration surface of c3DvH, shown in Fig. 4 a, shows no
evident signs of the redox-Bohr effect, looking virtually flat
along the E axis. This is essentially due to the fact that of the
48 protonatable sites of the protein, only a few are close
enough to the heme sites to be significantly affected by
changes in their redox state; the variation in the total pro-
tonation is thus very small (see also Fig. 8 below and the
discussion therein). To see these effects, one has to look at
individual rather than total proton titration surfaces. One of
the sites where this effect can be clearly seen is propionate
D of heme I, the surface of which is shown in Fig. 4 b. The
sideways shift seen on the surface is again the signature of
the redox-Bohr effect, in this case from the standpoint of
proton titration: the titration curves (i.e., the lines parallel to
the pH axis) are shifted to lower pH values as E takes more
positive values; the shift occurs between 100 mV and 100
mV. This type of shift is what should be expected on
electrostatic grounds, because an increased E means a ten-
dency of the hemes to be oxidized, making the binding of
protons more difficult, which thus occurs at lower pH val-
ues. Several protonable sites exhibit this type of titration
surface, in particular the propionate D of heme IV, whose
surface is very similar to that of Fig. 4 b (not shown); less
pronounced effects can be seen for other propionates. Of the
remaining protonatable sites, only some should be biologi-
FIGURE 3 Ehalf values for individual hemes (a) and isoreduction curves
corresponding to states M1–M3 (b), as a function of pH.
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cally interesting. The optimum pH for the growth of D.
vulgaris is 6.5 (Badziong and Thauer, 1978), and a redox-
Bohr effect on DvHc3 is known to occur in the pH range
5.0–8.0 (Turner et al., 1996). Thus, even though many
protonatable sites may be coupled to redox changes, we will
consider, in addition to the propionates, only the ones ti-
trating in this pH range. These are His67 and the N-terminus,
which show a small shift in their titration surfaces (not
shown). Other protonatable sites whose titration is depen-
dent on E (e.g., tyrosines) have their titration region too far
from the biologically relevant region.
The dependence of proton titration on E can be repre-
sented in a more condensed form in terms of the E-depen-
dent pKhalf values of the protonatable sites; this is actually a
common way of characterizing the redox-Bohr effect. This
dependence is shown in Fig. 5 for the propionate sites, His67
and the N-terminus; the same y range was used in all plots
for ease of comparison. The site showing a larger shift in the
pH range 5–8 is propionate D of heme I, suggesting that this
may be the protonatable site more strongly involved in the
physiological redox-Bohr effect, in agreement with other
theoretical (Soares et al., 1997; Martel et al., 1999) and
experimental (Park et al., 1996; Saraiva et al., 1998; Mes-
sias et al., 1998) studies of D. vulgaris c3. The propionate D
of heme IV also shows a very large pKa shift, even though
it stays out of the 5–8 range. It is not surprising that the
propionate sites show the highest shifts, given their prox-
imity to the heme centers. The pKhalf shifts for His67 and the
N-terminus, although small, are within the pH range of the
biological redox-Bohr effect. The shift of the N-terminus
site may not be present in solution, because calculations
done with the other molecule (B) of the asymmetrical unit
show much lower values for its interaction with heme I
(Soares et al., 1997), and the conformation of the N-terminal
chain may be quite flexible.
Coupling between sites
From purely electrostatic arguments we expect the total
number of protons and the total number of (heme-reducing)
electrons to be positively correlated: having opposite
charges, protons and electrons will tend to stabilize each
other. This is, in fact, what is observed, as shown in Fig. 6.
The regions of higher correlation occur where both proto-
natable and redox sites are partially titrated (fully empty or
occupied sites are necessarily uncorrelated). The three con-
nected “hills” occur at the pH regions where groups of
protonatable sites titrate, as already seen above for the
titration surfaces and curves. The isocorrelation curves fol-
low more or less the curves of Fig. 3, corresponding to
partial reduction. The correlation surface illustrates very
clearly the nonspecific nature of the redox-Bohr effect,
which exists whenever protons and electrons are in binding
equilibrium in the same molecule.
The analysis of the coupling between individual sites in
terms of correlation surfaces like the one of Fig. 6 would
require an enormous number of three-dimensional plots
(one per pair of sites) and will not be presented here.
Instead, we focus on the correlations of the hemes with
other sites and restrict ourselves to a particular set of ther-
modynamic states. More exactly, we analyze only the cor-
relations with the hemes when these are half-protonated,
i.e., the correlations along the Ehalf curves of Fig. 3 a, which
allow us to examine which sites are more strongly corre-
lated with heme reduction. Fig. 7 shows the correlation
curves with absolute values greater than 0.1; below this
value there are too many correlated sites to allow for a clear
analysis, so this was taken as a significance threshold.
Correlations with other hemes (dashed and dotted lines) are
negative, whereas the ones with protonatable sites (solid
lines) are positive. As in Fig. 6, and for a more physically
intuitive analysis, the correlations refer to the occupation of
hemes by electrons, and not by positive charges, as in the
formalism of the Theory section.
FIGURE 4 Proton titration surfaces for the total protein (a) and propi-
onate D of heme I (b).
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One of the more evident features in Fig. 7 is that the
hemes always have large correlations with at least one of
their propionate sites, which is not surprising, given their
proximity. The shape of the correlation curves of the pro-
pionates D of hemes I and IV (PDI and PDIV) is particu-
larly interesting: instead of showing a sharp peak, these sites
have very broad curves with a shoulder. Although not
obvious at first sight, this is also a consequence of the
redox-Bohr effect, as the following reasoning shows. Sig-
nificant correlations result when the half-occupation (pKhalf
or Ehalf) curves of two (directly or indirectly) interacting
sites approach on the pH-E plane, the maximum correlation
usually corresponding to the crossing of the two curves (not
shown). This is due to the fact that when a site tends to be
empty or occupied, its fluctuations are too small for the site
to show any significant correlation with another one; it is
simply a consequence of the definition of correlation itself.
Usually, the half-occupation curves approach in a narrow
region, giving rise to a relatively sharp correlation peak.
However, when large pKhalf and/or Ehalf shifts exist, the
curves may stay close to each other within a much larger
region of the pH-E plane, giving rise to correlation shoul-
FIGURE 5 pKhalf dependence on E for heme propionates A (solid line) and D (dashed line), and sites His67 and the N-terminus.
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ders like the ones seen for the propionates D of hemes I and
IV. Hence, the large pKhalf shifts of these propionates, seen
in Fig. 5, are due to strong interactions with the correspond-
ing hemes.
The protonatable sites showing significant correlations in
the pH region of the biological redox-Bohr effect, 5–8
(Turner et al., 1996), are His67, the N-terminus, and all of
the propionate sites except propionates A of hemes I and II.
It is interesting that, even though the pKhalf curves of some
propionates (Fig. 5) stay below pH 5, their correlation
curves extend beyond that value; one remarkable example is
the propionate D of heme IV. Given that the biologically
important step is probably the reduction of hemes I and II,
the relevant sites in this respect are the propionates D of
hemes I and II, the N-terminus, and His67. This is in agree-
ment with a previous study in which couplings were ana-
lyzed in terms of direct interactions (Soares et al., 1997),
except that propionate D of heme II was not previously
proposed. It is interesting that propionate D of heme I
displays a significant (although weak) correlation with
heme II; this may be related to the conformational change of
this propionate upon reduction of heme II observed in MD
simulations (Soares et al., 1998).
With regard to heme-heme couplings, significant corre-
lations exist for pairs I–II, I–III, and III–IV, all of which
correspond to hemes adjacent in the DvHc3 molecule (only
the adjacent II–IV pair is missing). The correlations be-
tween hemes are always negative, as expected in terms of
direct interactions. Although positive correlations could
have arisen through indirect interactions (see the three-site
example above), they do not seem to be significant for
heme-heme couplings in DvHc3. Nevertheless, the correla-
tion for the pair I–II is not particularly high, so that a
conformationally induced change to positive values may be
possible. The heme-heme correlations tend to stay signifi-
cant over most of the pH range, because the pH-E titration
region for the different hemes is never very different, with
their Ehalf curves always staying close to each other (Fig. 3).
Concerted transfer and binding fluctuations
As mentioned in the Introduction, one of the proposed
mechanisms in the process of H2 cleavage by the periplas-
mic hydrogenase is the concerted transfer of two electrons
and two protons (the products of the reactions) to cyto-
chrome c3 (Louro et al., 1996, 1997). Hence, at first it seems
necessary that there be an excess of two net protons in
cytochrome c3 after the uptake of the two electrons. This
type of analysis has been made before for DvHc3 using
CE-based pKa calculations of particular reduction states
(Soares et al., 1997), but the variation always seems to be
too low to explain a concerted transfer. In Fig. 8 a we show
those same results computed with the present methodology,
using the full treatment of the protonation and redox equi-
FIGURE 6 Correlation between the total number of protons and the total
number of electrons, as a function of pH and E. The isocorrelation curves
projected on the base correspond, from outer to inner ones, to 0.1, 0.2, and
0.3.
FIGURE 7 Correlations of protonatable (solid lines) and redox (dashed
and dotted lines) sites with individual hemes, for the Ehalf states.
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libria. The differences are too small in the biological pH
region, even if one considers the difference between the
fully reduced and the fully oxidized molecule. The more
realistic comparison is between the states with an average
number of three and one electron, M3 and M1 (see above),
whose difference is even smaller. Thus, the full equilibrium
analysis of the present work does not affect significantly the
previous results of net proton change and does not provide
theoretical evidence for the equilibrium transfer of two
protons when two electrons are captured by DvHc3 at phys-
iological pH.
There is, however, an alternative approach to the question
of electron and proton transfer that can be made within the
scope of the present equilibrium treatment, and which is
based, somewhat paradoxically, on the fact that the in vivo
process is probably a nonequilibrium one. Biological pro-
cesses do not occur under equilibrium conditions, and or-
ganic function is only possible due to the existence of
nonequilibrium fluxes of matter and energy. In particular,
the processes of electron transfer are usually part of trans-
port chains, which act as flux, nonequilibrium mechanisms.
Hence, the transfer of electrons and coupled protons to and
from cytochrome c3 probably does not occur in vivo under
the equilibrium conditions studied here and in most in vitro
experiments, so that the conclusions of the previous para-
graph do not invalidate the in vivo concerted transfer. Now,
when we have detailed information on the nonequilibrium
process of interest, the behavior of a system can be charac-
terized in general by equilibrium quantities. In somewhat
loose terms, the response of the system to the perturbations
that keep it away from equilibrium is determined by its
equilibrium fluctuations (through the fluctuation-dissipation
theorem) (de Groot and Mazur, 1962; Reif, 1965; McQuar-
rie, 1976); this is essentially due to the fact that the pertur-
bations cannot force the system more than it is allowed by
its normal “plasticity.” In the case of the electron and proton
transfer in cytochrome c3, we do not have much information
on the nonequilibrium in vivo process, to say the least, so
that an analysis of that type is out of question. However, we
can examine how “permissive” the cytochrome is to an
excess or deficit of electrons and/or protons that can, under
nonequilibrium conditions, be “passed on” to or from other
molecules. Hence, the protein has a “buffer” of protons and
electrons that can be functionally important and may help to
explain their nonequilibrium concerted transfer.
Fig. 8 b shows the fluctuations of the total number of
protons in DvHc3, expressed as two standard deviations
(SD; 2 SD spans 98% of a Gaussian distribution), for
state M2; almost identical plots are obtained for states M1
and M3. It is obvious that the proton fluctuations lead to
higher variations in the number of protons than do the
changes in redox state, in particular the change M13 M3.
This means that the protein can easily accommodate tem-
porarily an excess of protons that can be subsequently
passed to another molecule; furthermore, even if that trans-
fer leaves it with a deficit of protons, that deficit does not
excessively perturb the protein and can be maintained tem-
porarily until new protons are received. In Fig. 8 c a histo-
gram of proton populations for state M2, at physiological
pH, shows that even though the molecule tends to have 25
protons, the populations with 24 and 26 protons are also
stable. Hence, under these pH conditions, the protein natu-
rally spans a range of about three protons through its bind-
ing fluctuations; if this number is added to the increase of
0.5 average protons associated with the redox change
M1 3 M3, the total variation is more than enough for the
uptake of two protons. Obviously, these arguments do not
explain the concerted electron-proton transfer in equilib-
FIGURE 8 Statistics on the total number of protons. (a) Differences in
the average values. (b) Fluctuations (2 SD) for state M2. (c) Histogram of
populations for state M2 at pH 6.6.
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rium conditions, where all fluctuations average out; but for
nonequilibrium conditions they seem to provide a reason-
able explanation of how this concerted transfer can occur
despite a disagreement in terms of average quantities.
The same type of analysis can be made for the uptake of
electrons. Fig. 9 a shows the fluctuations of the total number
of electrons for states M1–M3. These fluctuations are al-
ways quite high, even though each curve corresponds to a
fixed average number of electrons. Plot 9b shows a broad
distribution of the total number of electrons, for state M2 at
physiological pH. Even though the M2 state has an average
number of two electrons, the molecules with two electrons
are actually just one-half of the total protein population.
Hence, under these pH conditions, the protein naturally
spans a range of about three electrons through its binding
fluctuations. This very large fluctuation may facilitate the
transfer of electrons under nonequilibrium conditions, as
discussed above for the case of protons, so that the uptake
of two electrons may not even require the equilibrium redox
change M1 3 M3 assumed above.
In conclusion, electrons and protons each have a buffer of
about three units that may, under appropriate nonequilib-
rium conditions, be totally or partially responsible for the
concerted transfer of two electrons and two protons. Nev-
ertheless, we cannot discard the possibility of equilibrium
concerted transfer mediated by protonation- or reduction-
mediated conformational changes (see above), which can-
not be modeled by the simple CE approach used here.
Furthermore, such changes may also lead to proton and
electron fluctuations different from the ones computed here.
Occupational entropies
In this section we present some values for the occupational
entropy contribution for binding reactions in DvHc3, more
exactly, the contributions to Ehalf and pKhalf values. The
analysis is especially important for the heme sites, because
the occupational term is totally absent for the usual “static”
CE-based redox calculations, which do not consider the
binding equilibrium of electrons; thus, when used to com-
pute reduction potentials, those calculations have a system-
atic error of the magnitude of the occupational entropy
contribution.
The occupational entropy contributions to the Ehalf values
of the heme sites are shown in Fig. 10. These non-null
contributions arise from the change that the heme reduction
induces in the binding fluctuations of sites coupled to them.
Hence the variations in the plot can in general be traced
back to changed interactions with particular sites. For ex-
ample, the variations in TSocc observed for heme III above
pH 10 follow the variations in its correlation with heme IV
(Fig. 7 c); in this region heme III has no correlations with
protonable sites, and its correlation with heme I is roughly
constant. Thus the occupational entropy difference above
pH 10 comes in this case from the change that heme III
induces in the binding fluctuations of heme IV. Being due
only to the fluctuations in the redox state of heme IV, this
occupational entropy difference cannot be computed by
using a “static” redox calculation. Another example that is
easy to analyze is the peak between pH 2 and 0 seen for
heme IV; this is essentially due to its interaction with Asp71
(Fig. 7 d), because there are no other significant changes in
its correlations within this range. In other cases the origin of
the occupational entropy difference may be much more
FIGURE 9 Statistics on the total number of (heme-reducing) electrons.
(a) Fluctuations (2 SD) for states M1–M3. (b) Histogram of populations for
state M2 at pH 6.6.
FIGURE 10 TSocc contributions for Ehalf values of individual hemes as
a function of pH.
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difficult to figure out. The important point to note is that the
occupational entropy contributions to Ehalf attain values up
to 20 meV. These are high enough to make wrong pre-
dictions of reduction order if the occupational terms are not
computed (e.g., see the distances between the curves of Fig.
3 a).
The occupational entropy contributions to the pKhalf val-
ues of the propionate sites, His67 and the N-terminus are
shown in Fig. 11. The fluctuations of the occupational
contributions of a protonatable site can, in principle, be
traced back to individual interactions by using a correlation
plot (analogous to those of Fig. 7, but for the pKhalf state),
as illustrated above for the case of redox sites; the pattern of
fluctuations is actually much simpler in this case. We note
that the propionates D of hemes I and IV, the more strongly
interacting of these protonable sites (as seen from pKhalf
shifts and correlations), are also the ones with higher occu-
pational entropy changes upon protonation. This is not
surprising: if they are strongly coupled to other sites (in-
cluding hemes), their protonation will lead to more exten-
FIGURE 11 TSocc contributions for pKhalf values of heme propionates A (solid line) and D (dashed line), and sites His67 and N-terminus, as a function
of E.
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sive changes in binding fluctuations. The occupational
terms go up to0.5 pH units, showing again the importance
of including them by using a full equilibrium treatment of
proton and electron equilibria, as done in this work.
CONCLUSIONS
This work presents a new theoretical method for treating the
simultaneous binding equilibrium of electrons and protons
in redox proteins, based on the use of a Monte Carlo method
and CE calculations. The major advantage of this method
over the usual CE-based calculations, which consider the
relation between the two equilibria in a partial way (Lan-
caster et al., 1996; Soares et al., 1997; Kannt et al., 1998;
Martel et al., 1999), is a very fundamental one: by simulat-
ing the full equilibrium of electrons and protons at a given
pH and electrostatic potential of the solution, this approach
tries to reproduce more faithfully the actual conditions of
most in vitro and some in vivo studies. In this respect, the
present “dynamic” approach is far superior to the usual
“static” one. Couplings between different sites or groups of
sites (e.g., electrons-protons) can be analyzed in several
complementary ways, using titration surfaces and curves,
pH-dependent Ehalf values, E-dependent pKhalf values, and
site-site correlations; the latter have the advantage of in-
cluding the effect of indirect interactions, which are ne-
glected by the usual comparison of interaction (free) ener-
gies. The present approach also has the advantage of
including occupational entropy contributions in the com-
puted redox potentials, which are necessarily absent from
the usual “static” calculations.
The major limitation of the present approach is probably
the simplified treatment of protein conformational fluctua-
tions allowed by CE calculations, which makes impossible
the occurrence of large binding-induced conformational
changes. The use of the linear form of the Poisson-Boltz-
mann equation in the CE calculations may also lead to some
inaccuracies in the electrostatic potential of surface sites.
The proposed method is intended for the study of thermo-
dynamic equilibrium (and comparisons are made with equi-
librium experimental data), and, as happens with equilib-
rium experimental data, care must be taken in extending its
conclusions to the nonequilibrium conditions typical of in
vivo conditions. Nevertheless, as discussed in the Theory
section, some nonequilibrium features may be inferred from
the equilibrium situation.
The study of DvHc3 by the proposed method gives a
correct prediction of the reduction order of the hemes under
physiological conditions; the quantitative discrepancies may
be due to the existence of significant reduction-induced
conformational changes in the protein (Turner et al., 1996;
Soares et al., 1998), which cannot be captured within the CE
approach. As for the identity of the protonatable sites more
strongly involved in the biological redox-Bohr effect, the
present study seems to corroborate the results of previous
studies, with the propionate D of heme I being the major
candidate; other sites are His67, the N-terminus, and propi-
onate D of heme IV. The possibility of concerted electron-
proton transfer is shown to be unlikely in a full equilibrium
situation. However, the possible role of equilibrium fluctu-
ations in nonequilibrium transfer is discussed and proposed
as an alternative explanation for the concerted transfer un-
der in vivo nonequilibrium conditions. Finally, the occupa-
tional entropy contributions to Ehalf and pKhalf values are
shown to be significant: up to 20 mV and 0.5 pH units,
respectively.
The general approach and methodology presented here
can be applied to any redox protein of known structure.
Obvious candidates are cytochrome c oxidase and the pho-
tosynthetic reaction center, already studied by the usual
“static” CE approach (Gunner and Honig, 1991; Lancaster
et al., 1996; Kannt et al., 1998).
APPENDIX
The standard occupational entropy change of the reaction of
occupation of a site i (ni  0 3 1) is due solely to the
difference in Socc between the two protein forms (with ni 
1 and ni  0), because the ligands in solution only contrib-
ute to configurational entropy. The properties of these two
protein forms can be treated in terms of the conditional
probabilities of the global system (in a probabilistic sense a
closed system is a conditional case of an open one). Hence
we have
Si
occ Soccni 1 Soccni 0
k 
n
pnni 1ln pnni 1
k 
n
pnni 0ln pnni 0
k 
n
pn, ni 1
pni 1
ln
pn, ni 1
pni 1
k 
n
pn, ni 0
pni 0
ln
pn, ni 0
pni 0
.
(A1)
The individual probabilities can be written in terms of
averages:
pni 1 ni (A2)
pni 0 1 ni. (A3)
Furthermore, the joint probabilities p(n, ni  1) and p(n,
ni  0) can be replaced by p(n) if the terms in the summa-
tions are multiplied, respectively, by ni and 1  ni. (There
is no problem with vanishingly small probabilities, because
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p ln p 3 0 as p 3 0.) We then have
Si
occ
k
ni n nipnln pn lnni n nipn

k
1 ni n 1 nipnln pn
 ln1 ni
n
1 nipn

k ln pnni
ni
 k lnni
k ln pn1 ni
1 ni
 k ln1 ni
 k ln
ni
1 ni

k ln pnni k ln pnni
ni1 ni
.
(A4)
We now note that the numerator of the second term corre-
sponds to the covariance between ni andk ln p(n), and the
denominator to the variance of ni (because ni
2  ni). By
using Eq. 2 and the properties of the covariance with respect
to multiplication and addition of constants, we finally obtain
TSi
occ kT ln
ni
1 ni

covni , Gn 2.3kTn  pL
varni
.
(A5)
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