Abstruct-A few thousands of far ultraviolet images of the ionosphere were obtained since December 1986 by the Atmospheric/Ionospheric Remote Sensor (AIRS) aboard the Polar BEAR satellite. Fast algorithms for applying automated satelliteattitude, geometric, and photometric corrections to these images were developed, and the first results are discussed. A software package that is based on these algorithms was implemented and tested by us.
I. INTRODUCTION
here has been much interest and research in the last T decade in physical investigations of the lower ionosphere by imaging methods from space. Most were dedicated to studies of airglow and auroral phenomena in far ultraviolet wavelengths [1]- [4] .
The advantage of the far ultraviolet (FUV) radiation in the investigation of airglow and aurora is that pure absorption is strong enough to prevent the radiation from penetrating to depths where Rayleigh scattering, ground and cloud albedo, and scattering from aerosols can take place. Lacking such interfering background radiation, measured airglow intensities are relatively easy to interpret, and the aurora can be readily imaged both day and night.
There are strong incentives in imaging particularly from space. Since far ultraviolet radiation does not penetrate the atmosphere, these wavelengths are visible only from space. Also, the auroral oval is more or less fixed in space above earth and centered on the geomagnetic rather than the geographic pole. Finally, the field of view of a ground station is small compared to the global pictures obtained by satellites.
The first instrument dedicated to imaging the aurora at FUV wavelengths was the Japanese satellite KYOKKO [l] . It imaged the aurora from an altitude of -4000 km with a temporal resolution of -2 min per frame. The Dynamics Explorer 1 (DE 1) satellite, launched on August 3, 1981, had a perigee and apogee altitudes of 570 and 23 250 km, respectively. It carried the Spin Scan Aurora Imager, which contained one photometer for FUV imaging and two photometers for imaging in visible wavelengths. It used the spacecraft spin and an internally rotating mirror to create a broad-band (200 A) vacuum ultraviolet image with an angular resolution of 0.3" at -12 min per frame [2] . Viking [4] was inserted into an orbit with apogee and perigee altitudes of 13 500 and 800 km, respectively. It imaged the ionosphere at broad-band FUV with a temporal resolution of -20 dimage. At apogee, the spatial resolution was 20 km. The high altitude and temporal resolution of DE 1 and Viking afforded temporal studies of the entire auroral oval.
The U.S. Air Force Geophysics Laboratory (GL), AFSC, developed and flew the AIM scanner aboard the HILAT satellite to image the lower ionosphere at FUV wavelengths. HILAT returned a number of images in 1983 with a 30A spectral resolution and 5 x 20 km spatial resolution at nadir. The AIM instrumentation aboard HILAT has been described in several references [3] , [5] - [7] . In late 1986, GL, now named Geophysics Directorate of Phillips Laboratory, conducted a second satellite experiment aboard the Polar BEAR satellite [SI, [9] . Polar BEAR carried the AIRS scanning ultraviolet spectrometer, and provided up to four simultaneous spectral images. There were three major advantages of AIRS over previous imaging instruments:
iii) the small bandwidth of the detector (36A) implied principally a single emitting species, high spatial resolution due to the combination of a lowaltitude orbit and small instantaneous field of view, and images were obtained with constant ground resolutions and were approximately fixed in their ground dimensions due to the circular orbit of the satellite, enabling coherent multiple image analysis. Initial analysis of the Polar BEAR data did not include satellite attitude, geometric, and photometric rectifications of the FUV pictures. Satellite instabilities during a single-frame acquisition time were neglected. In the processing of DE1 and Viking images, dayglow radiation was either electronically removed [lo] , along with sunlit auroral arcs, or not at all [4] . Studies of airglow and aurora were performed on the same raw image, usually shown in its original perspective, complicating multiple image comparison. A few of the techniques we employ are well established for satellites with remote sensors for ground and lower atmosphere imaging (e.g., DMSP and Meteosat [ l l , 121) . However, there has been very limited discussion on procedures for the processing and manipulation of a large number of FUV images of ionospheric emissions at varying geophysical conditions.
Previous research by our group, originally led by the late Prof. N. Rosenberg at Tel-Aviv University (TAU), laid the foundations for the photometric and geometric processing of both the AIM and the AIRS instruments [13] , [14] . We developed algorithms and implemented them to automatically process large number of images supplied by the AIRS instrument [ 151. The software package transforms the time-spaced data to a photometrically and geometrically standardized image. The same source code is routinely run on a minicomputer tf t l i l a i TAU and a personal computer at GL with the appropriate image processing boards.
In Section I1 we briefly describe AIRS and analyze the raw data structure. Sections I11 and IV describe the data reduction by image processing, detailing geometric and photometric algorithms, respectively. A n account of the technique of mapping the image to a corrected geomagnetic coordinate system is given in Section V. Section VI summarizes our conclusions, including some early results and future investigations of ionospheric emissions. We show the metric for calculating distances in the corrected image in Appendix A. Finally, Appendix B provides an error analysis of pixel position in a geocentric coordinate system, aimed to determine the accuracy of the mapping procedure.
DATA STRUCTURE
The Polar BEAR satellite was launched to a nearly circular orbit at an altitude of approximately 1000 km. The inclination angle was 89.56 degrees to the equator, Le., a nearly polar orbit which is non-sun-synchronous. AIRS had three modes of operation: photometer, spectrometer, and imaging mode. In the imaging mode, the line of sight was reflected by a mirror. Data was collected by the instrument and transmitted immediately to the receiving station in range. There was no on-board recording.
AIRS acquired a single scene per receiving station pass along the orbit in four separate wavelength bands. There were two selectable FUV windows separated by 240 A; for example, 0 1 at 1356 A, and N2 Lyman-Birge-Hopfield (LBH) band emission at 1596 A. The full width at half maximum (FWHM) of each FUV window was 36 A. There were in addition two visible or near UV channels that will not be discussed here. The FUV channels provided total wavelength coverage of 1150-1800 8, for each of these channels. The far ultraviolet instantaneous field of view (IFOV) of AIRS was 0.373' x 1.53" parallel and perpendicular to the scan direction, respectively. Each pixel, which is equivalent to a mirror step, had an integration time of 6.83 ms, and a readout time of 0.2 ms. In the imaging mode AIRS provided 326 samples of emission count in an angular scan from -65.2' to +65.2" perpendicular to the satellite orbit. The mirror scan cycle was completed in three seconds. This produced a single raw image line. A typical station pass with eleven minute recording time provided -220 scan lines spaced according to the forward motion of the spacecraft.
Raw image structure is summarized in Fig. 1 , in which each rectangle represents a single pixel. Line and column are designated 1 and IC, respectively. The FUV pixels are mapped on a spherical layer 150 km above ground. At this altitude, chosen as a compromise between dayglow and auroral altitudes of maximum emission, the dimensions of the nadir pixels are those listed in Table I (where the symbols are those of Fig. 1 ). Elapsed time between consecutive pixels (column IC and column IC + 1) was AT = T~+ I -~k = 7.03 msec.
Elapsed time between two consecutive lines (line 1 and line 1 + 1) was At = tl+l -tl = 3 sec. Pixel sizes parallel to the Fig. 2 . A typical preprocessed image, obtained at 1736 UT, January 23, 1987 , by the second detector at 1356 8,. Solar elevation at the center of the image is -2',and its geographic coordinates are 72' latitude and 267' longitude.
mirror scan direction and perpendicular to it in Fig. 1 are a and b, respectively. c and d are the center to center distance between pixels in the same directions, respectively. The sensitivities of the detectors were derived from preflight calibrations in a vacuum chamber at GL [8] . AIRS had no provision for in-flight calibration. Most of the useful images sec). The system dark count per pixel integration time was less than 1 for all channels. Thus, the principal noise is the statistical fluctuations of the signal. Between the time immediately after launch (December, 1986) and April 1987, a decrease in the count rate of the hydrogen Lyman N line at 1216 8, by more than a factor of two occurred [9] . This decrease probably occurred in March, 1987, when Polar BEAR lost attitude control and turned over so that the sensor was observing in the zenith rather than the nadir direction. The images shown here were all obtained prior to that event. The detailed reason for the sensitivity loss is unknown. For studies regarding multiple image operations, we assume that the sensitivity of the detectors was constant at the prelaunch values during January to March 1987.
Absolute calibration allows the conversion of the observed count rate (per pixel) to brightness (in photons cm-2 s-l) via the sensitivity S of the detector (in counts per Rayleigh per sample interval). In order to relate the appropriate instrumental response to various emissions within a given band, the instrumental profile must be considered. A linear dispersion of the spectrometer [16] gives a triangular instrumental profile within a given band when using a finite slit width. If the peak sensitivity of the spectrometer at wavelength A0 is SA,, then the sensitivity at the same band decreases with wavelength A as
where AA is the FWHM spectral resolution (36 A in OUI case). There are two emitting species of importance in the 1356 8, bandpass: atomic oxygen and molecular nitrogen. (5,l) at 1339 A, (3,O) at 1353.7 A, (5, 2) Table 11 . AIRS pixel data, obtained by photon counting via a photomultiplier, covered a range up to 8032 counts. In practice, measured counts in the FUV wavelengths rarely exceeded 100. Therefore only the first 8 b of data, covering a range of 256 counts, were used in the image processing. Fig. 2 shows a typical 326 x 175 pixel raw image at 1356 A, obtained on January 23, 1987 (1736 UT). Note the relatively low signal in the raw image. The maximum number of counts in this particular raw image pixel is 65, which is equivalent to a maximum intensity of -4kR. This is a small dynamic range, resulting in significant statistical variation.
The raw image is customarily rotated to align north toward the top and east to the right side of the image. Thin auroral arcs are found in the central part of the image. The radiation
at the lower half of the image is twilight and dayglow. No counts are registered in the upper part of the image near the center (night glow). Note the brightened airglow limbs at the lower left and right sides of the image, to be discussed later. A data-flow diagram for basic image processing of AIRS images is shown in Fig. 3 . A single scene is a multidetector (multiimage) record for a given orbit and receiving site. The first three procedures of the flow chart apply to a single scene, the rest apply to individual images of that scene. In the preprocessing stage, the raw data from the satellite is converted to standardized binary images. An extrapolation procedure of daytime attitude information to nighttime, to be discussed in the following section, is applied in cases where attitude data are unavailable. Next, orbital, geometric, and geophysical parameters for each pixel are computed. Due to their low counts, each image is enhanced by multiplying pixel counts by 255/n,,,, where nmax is the maximum value within that image. Thus important features in the image are easily identified with no loss of informatic.1. The amplification factor is stored and considered in future photometric processing. Images are mapped to a rectified ground coordinate system with almost constant distances between pixels (Appendix A). In cases where dayglow emission is present (positive solar elevation), a procedure for its subtraction from the image is applied, leaving a "pure auroral" image (or a "pure airglow" image if one subtracts the resultant aurora from the raw image). The procedure is based on radiative transfer calculations of dayglow intensities (extended to twilight and night glow emissions) through a model atmosphere. Various options for normalization of auroral intensities relative to nadir were developed, all based on similar radiative transfer calculations relevant to auroral emissions. The output of the image processing package is an image mapped to a corrected geomagnetic coordinate system and presented in a polar azimuthal projection.
OFF-NADIR NORMALIZATION OF AURORAL INTENSITIES

GEOMETRIC PROCESSING
The raw image is characterized by fixed IFOV per pixel and fixed time delays between columns and lines. The purpose of the geometric processing is to create a standardized image in a geocentric coordinate system. The process takes into account the satellite attitude and AIRS pointing direction per pixel. The output rectified image is characterized by fixed spatial distances between consecutive columns and fixed spatial distances between consecutive lines along the nadir direction.
A . Nighttime Attitude Information
Polar BEAR was a three-axis stabilized satellite (one momentum wheel and a gravity boom). A sun sensor and a fluxgate magnetometer measured the attitude information of the satellite. Since one of the attitude sensors was a sun sensor, unambiguous attitude data was available only under sunlight.
By carefully analyzing Polar BEAR'S attitude behavior, we concluded that on the average, the instantaneous offset of the spacecraft was about 1-2" in pitch, 2-5" in roll, and 4-11' in yaw. The amplitude of the attitude angles varied with time on a scale of weeks to months. These instabilities became worse during full-orbit solar illumination periods and caused the satellite to invert three times. The cause for this longterm disturbance was probably the torque applied by solar heating, which created a net change in the spacecraft angular momentum over a full orbit.
The pitch, yaw, and roll angles of the satellite varied periodically. The temporal behavior of the three attitude angles can be approximated by an offset sine function:
where each attitude angle 0, as a function of time t , depends on four variables: Ae-amplitude, 9-frequency, 4@-phase, and Oo-offset.
Note that a common frequency p was assigned to all three angles. This, and the basic premise of a sine-like behavior of the attitude angles are strongly supported by Fig. 4 . More than 11 000 attitude measurements taken during the first three months of 1987 were used for the Fourier power spectra of the yaw, roll, and pitch angles. All three periodograms ( The following algorithm extrapolates daytime attitude corrections to nighttime by using the fact that the amplitude, phase, frequency, and offset magnitudes changed slowly in time. The method can be applied within a certain scene, or between two different scenes closely spaced in time (up to two orbits away): an offset sine (2) is fitted to attitude data as reported by the two sensors in the dayside part of the scene. The extrapolated coefficients are used to fill in the missing attitude data for the nighttime part of the scene. The extrapolation for a scene with few or no attitude measurements is performed based on data from another scene with sufficient attitude information. The validity of the extrapolation approach was tested as follows: i) choose two scenes, acquired one or two orbits apart (maximum temporal separation less than 4 hr), and taken under sunlit conditions; the two scenes thus contain full or close to full attitude information; ii) use the attitude measurements of one scene to extrapolate attitude parameters for the second scene; the result will be a pair of attitude data sets for the second scene-the actual attitude measurements and the ones extrapolated from the first scene; iii) compare the pair statistically, Le., compute the linear coefficient of correlation between the actual and calculated attitude angles, and their standard e m r of the estimate, where the calculated are an estimate of the actual parameters. Although the two statistical criteria are related, the different variances the three attitude angles exhibit warrant the presentation of both. The above verification test was implemented and run on 50 pairs of sunlit scenes. The coefficients of correlation of the 50 pairs were very high for the yaw and roll angles, typically 0.98-1.00 and 0.94-0.99, respectively. The standard error of the estimate of the actual by the extrapolated parameters were 0.1°-0.60 for the same angles, which is less than the measurement accuracy of the attitude sensors (lo-2"). The standard error of the pitch angle was somewhat higher (0.3'-1.2"), and its correlation coefficient lower (0.68-0.99) than the other attitude angles due to the fact that its amplitude was lower than the amplitude of the yaw and roll angles (in fact comparable to the measurement accuracy).
B. Geometric Mapping
Since the attitude of the satellite affected the scan direction, the scan was generally neither perpendicular to the orbit, nor symmetric relative to the nadir. Moreover, the variable yaw caused the scan lines to be nonparallel. Hence, attitude corrections were imperative to assure that image coordinates were properly rotated to the real-time body reference system.
Geometric corrections were applied to the image in order to rectify and map it onto the ionosphere. These included the following: i) satellite roll adjustment using the brightened airglow limbs, ii) image rectification via a transformation which is a function of the "instantaneous" satellite attitude (one transformation per image line), and iii) geographic location of each pixel within the image by tracing down the satellite line of sight to the height of the emitting layer. The roll adjustment was based on the fact that the detector received increased airglow radiation as the mirror scanned from local nadir to the horizon. Satellite-earth geometry is depicted in Fig. 6 . The satellite is located at altitude h, above ground. The ionospheric layer responsible for the emission measured by the satellite lies between altitudes hl and h2.
We used altitude h (hl 5 h 5 h2) for pixel localization and mapping. True satellite system is represented by the (X,, Y,, Z,) coordinate system. X, is the roll axis, Y, the pitch axis, and Z, the yaw axis. Scan angle is measured from Z, on the Y,Z, plane. The reference coordinate system is ( X , Y, Z).
Its X-axis is directed toward the satellite velocity vector. The Z-axis originates within the satellite and is directed toward earth's center (0). The Y-axis complements a right-handed system. The reference coordinate system follows the motion of the satellite in its orbit.
In general, one wishes to find the coordinates of a pixel within the image in a geocentric coordinate system. Two transformations are required: 1) from the body (satellite) coordinate system to a reference system; 2 ) from the reference system to a geocentric system, which is (almost) inertial.
Vector p i (Fig. 6 
( P E + g q -RE+= 0 2 q l -q + $ q with E = R-' sin 0.71 = 1 -cos 0, R2 = R2 + P2 + Y 2 , and R, P , and Y are the roll, pitch, and yaw angles, respectively. Point P in Fig. 6 is the intersection of the line of sight with the mapping layer (at altitude h). The length of the vector p', i.e., p , is the distance between the satellite and P for the look direction cy:
where Ra is earth's radius. Note that the off-nadir angle (Y is related to the scan angle cy, via the instantaneous satellite rotation matrix. Explicitly, sin a = A22 sin cy, + A23 cos cys where A22 and A23 are the corresponding members of (4).
The vertex of the angle p is 0, earth's center. 0 is the angle between the vector from 0 to the satellite and 0 P :
The ( X p 3 Y p ) system (Fig. 6 ) is a 2-D projection of the surface of the spherical earth. The X , axis is the projection of the satellite track on the ground. Ye is perpendicular to it.
The origin of the system, i.e., ( X ? . Yp)=(O,O), is at the ground projection of satellite nadir at first-line acquisition time. The coordinates X , and Ye are ground distances. Ye is the distance of the ground projection of P to the ground projection of the satellite's orbit. X , is the distance of the ground projection of P to the origin of the system along the projected satellite orbit. Ye and X , are given by the solution of a spherical triangle :
where Y is the angle between the projection of $on the X -Y plane and the X axis.
The geographic latitude (4) and longitude (A) of the projection of each pixel on the mapping layer can be computed via its X,, Ye coordinates. The ground mapping of pixels was performed only for scan angles smaller than those tangent to the spherical ground earth. Other scan angles were ambiguous in their ground locations, since their line of sight crossed the center of the mapping layer more than once.
We desired a geometrically correct image with lines perpendicular to the satellite orbit and columns parallel to it. This was obtained by a two-step procedure. First, each pixel of the raw image was converted to its correct ground X,, Ye coordinates using the technique described above. Then, its line and column numbers in the rectified image were calculated by the closest neighbor method. The method of closest neighbor employs the distance from a corrected pixel to the closest grid point. The intensity of a rectified grid point is the original intensity of the corrected pixel with minimum distance to that point. Distances in the corrected image were calculated according to Appendix A.
The combined effect of variable satellite attitude parameters, increase in the true area each pixel represents as a function of scan angle, and the use of closest neighbor method applied to the corrected image is illustrated by Fig. 8 . Here the entire geometric mapping procedure was performed on a test image gridded nominally like a chessboard. Amplitudes of satellite pitch, roll, and yaw angles were A p = 1.2", AR = 2.9', and AI, = 9.8", respectively. A constant roll offset of the order of Ro = -2.5" caused the entire corrected image to be centered left of the raw image center. The use of a distance function s of rectified pixels (see Appendix A) to establish the brightness of a grid point in the final image conserved raw pixel counts and enabled a relatively fast code. However, resolution was degraded-raw pixel intensities were smeared on the edges of the corrected image, and some ignored at the center of it.
IV. RADIOMETRIC CORRECTIONS
Airglow is defined as atmospheric radiation excluding aurora, Rayleigh scattering, and thermal emission [ 181. The source of airglow energy is solar radiation absorbed by the atmosphere. FUV dayglow radiation is excited primarily by photoelectrons. Most auroral emissions are due to energetic electron precipitation of solar and magnetospheric origin (protons tend to undergo charge transfer collisions). These charged particles undergo many collisions and excite the neutral atmosphere in their passage through it. Most auroral emissions are identical to dayglow features. In this spectral region auroral emission rates are comparable to dayglow emission rates, but are spatially localized and highly variable in time.
Due to the difference in their sources, aurora and airglow investigations often require images that contain only one of the two. The first goal of the radiometric corrections is to provide the researcher with approximately a "pure airglow" or "pure auroral" image according to his/her needs. The resultant auroral images also require normalization of all intensities, obtained at various look directions, to nadir. This procedure is the subject of the second part of the photometric processing.
A. Airglow Subtraction
Subtraction of dayglow intensities from the image was based on theoretical calculations of the dayglow column brightness. Given volume emission rates and a model atmosphere, integration of the emission along an arbitrary look direction considering absorption processes was performed. The resultant column brightness was convolved with the instrument response to produce the theoretical dayglow count rate. The expected signal was linearly fit to the observed signal at all dayglow pixels, thereby creating a theoretical airglow image that best fits the observations. This theoretical image was subtracted from the photometrically raw image to produce a net auroral image. This entire procedure is detailed next.
The volume production rate P ( z ) of a given species is given by the product of the number density n ( z ) and the g factor. The g factor is the probability of excitation per second per atom or molecule. It is given by the product of an energy integral over the photoelectron flux and the excitation cross section of the photoelectrons. Calculating the photoelectron flux, as a function of altitude and energy, requires a multitude of ionization cross sections, the solar EUV photon flux (which varies with solar activity), and the neutral gas composition. The photoelectron flux is obtained by an electron transport code, which solves the Boltzmann equation for the photoelectron distribution function [19] . Altitude profiles of the volume production rate, which in our case equal the emission rate, of O(5S) -Po(,), and of the total N2 LBH -P"'(z), are external inputs to our model. Theoretical calculations are based on a radiative photon transport model, used to compute the observed emission along an arbitrary line-of-sight. The model describes the attenuation of radiation due to pure absorption by molecular oxygen. The atomic oxygen contribution to the 1356A intensity 4xIo is given by h 2
r I o = ll Po(,) exp ( -7 0 2 ( z . a ) ) d z / /~( z , a ) . (10)
Multiple scattering effects and self-absorption in the O( S) emission [20] were neglected because the difference between the single and multiple scattering intensities is 10% or less along the relevant lines of sight [21], [22] . The contribution of the jth molecular nitrogen LBH band to the expected 1356A intensity 4 r I P is (11) where hl and h,2 are the altitude boundaries of the emitting layer (see Fig. 6 ) and c3 is the fraction of the alng state excitation leading to emission j within the 1356A band [23] .
The line-of-sight integral of the volume emission rate gives the observed intensity of the 1356A band in photons cm-' s-'.
in (10) and (11) is the molecular oxygen pure absorption optical depth. In general, the optical depth for a look-direction a relative to nadir is given by (12) where (T is the absorption cross section (cm') of the relevant specie and n ( z ) its number density profile. Table I1 lists cross sections for the molecular oxygen pure absorption oo2 [24] . More details on (lo), ( l l ) , and (12) can be found in [19] and the references therein.
For a plane parallel geometry, /I is given by /A( a ) = cos a , where N is the viewing angle relative to true nadir. For a spherical geometry where z is the relevant altitude [25] . The image was geometrically mapped for off-nadir angles -55' 5 a 5 55' (Appendix B). At the extremes 4 5 5 " ) = 0.57 in the plane-parallel approximation and p(150 km. 55") = 0.38 using (13).
The altitude profile of the production rate P ( z ) depends implicitly on the solar zenith angle x through the photoelectron flux. The solar zenith angle depends on the declination of the sun 6, the hour angle t of the sun, and the geographic latitude
:
COS x = sin 6 sin 4 + cos S cos q5 cos t (14) The declination of the sun is given by sin6 = sin w sin 1, where w E 23.5" is the inclination of the ecliptic to the equator; 1 is the celestial longitude of the sun, Le., the longitude of the sun on the ecliptic relative to the equinox. The solar zenith angle varies along the line-of-sight 6, which makes an angle N relative to nadir (see Fig. 6 ). If the solar zenith angle along a line-of-sight 6 at reference altitude h is x, then its variation along that line-of-sight as a function of altitude h' is -arcsin ((e) s i n n / / w ) in the approximation Ih' -111 << Re.
Intensity is converted to observed counts via the sensitivity of the detector considering the instrumental profile within the given band (1). Inverse sensitivities (in Rayleighs per count) of the second FUV detector of the relevant 1356A emissions are listed in Table 11 . The total theoretical 1356A signal, ?zth, is given by the sum of the atomic oxygen and molecular nitrogen intensities, weighted by the wavelength-dependent sensitivity SA.
The following procedure for subtraction of airglow emission from auroral images was devised. Numerical integrations of (10) and (11) This final table was used as input to all the sunlit images. The two variables x and a were computed and stored for each image pixel with the same accuracy (1'). Finally, the observed dayglow signal was fitted linearly by the theoretical signal 71th via the least chi-squares method:
The offset f o represents digitization and dark count noise, and is expected to be on the order of unity or less. The slope fl represents multiplicative factors that change the expected signal, such as inaccuracies in the electron impact excitation cross section, differences between the actual and modeled solar EUV flux, and changes in the number density of atomic oxygen and molecular nitrogen relative to the model atmosphere. Factors as high as 2-3 for fl are not unexpected [21] .
In the following quantitative analysis the volume production rates of Strickland and Anderson [21] for the dayglow emissions in the 1356A band were used. It should be stated that the theory for computing airglow volume production rates at high solar zenith angles is difficult and problematic. Accurate analysis requires spherical geometry and inclusion of transport effects, among other considerations. Note, however, that the technique described above accepts any input production rates and model atmosphere. Our images were obtained during two months at winter solstice and minimum solar activity. Consequently, we used the MSIS-86 (Mass Spectrometer/Incoherent Scatter) model atmosphere [26] (hereafter M86) with the following parameters: geographic latitude 70", geographic longitude 0", local time 0.0 hours, day 40, daily The parameters of the model atmosphere that establish the volume emission rates are the number densities of 02, N2, and 0. The discussion on the calculation of P ( z ) might lead one to imagine that the volume production rate varies linearly with the number density of the relevant constituent. In reality, the neutral gases collide with photoelectrons in proportion to their mixing ratios and collision cross sections. Furthermore, raising the concentration of a dominant constituent increases the altitude of peak energy deposition, with little change in the emissions. In short, the response of the emission to changes in concentrations of the various species is complex, and in general not linear.
The combined effect of the atomic oxygen density [O] in M86 being -20% lower than i [O] in J71 and [N2] in M86 being -25% lower than [N2] in 571 on both the atomic oxygen and the molecular nitrogen emission rates is small, because the two low-magnitude effects counter each other. Uncertainties of 20-30% in emission rates are acceptable since the actual concentrations of the relevant species may differ from those of the MSIS-86 model by a factor of two [28] , [29] . Finally, we follow [30] More than 400 images of the 1356A band were processed. Approximately half of these contained 1000 or more dayglow pixels. Of these partly sunlit images, 98% were successfully fit by (16). A fit was successful if Q 2 0.01. Q, the incomplete gamma function, is the goodness-of-fit probability that the fit would have chi-squared as large as measured or larger by chance [32] . The standard deviation of the measured counts was derived from the fact that 30 measurements were governed by counting events in the detector, thus measurement errors are Poisson distributed.
I T 93Y
As expected, the average offset fo of the successfully fit images was -0.3, with a standard deviation of 1.0. The slope, f l , ranged from 0.8 to 1.8 with an average of 1.4. 
B. Normalization of Auroral Emissions to Nadir
The auroral emission, having been mapped to its appropriate altitude above ground and separated from airglow emission, can now be normalized to the nadir viewing direction. The problem we wish to address in this section is the combined influence of the increase in emitting path length, pure absorption, and self absorption on the intensity of aurora as a function of look direction. Theoretical auroral intensities as a function of look direction were calculated, and the application of the resultant auroral signal curves to the required normalization was investigated. Equations (10) and (1 1), which describe dayglow intensities, can also be used to describe auroral intensities. However, the production rates P ( z ) are now derived from auroral electrons, rather than from photoelectrons. The electron spectrum is given by the solution of the Boltzmann equation [33] , obtained by a multiple-stream auroral electron energy loss code that computes the energy degradation of the incident electron spectrum as a function of energy and altitude [28] , [30] . For the following quantitative analysis auroral volume emission rates of the M86 atmosphere were calculated by an updated auroral electron code [49] .
Numerical integrations of (10) and (11) where E is the electron energy, Eo the characteristic energy, and Qo the energy flux (in erg cm-2 s-l). A narrow Gaussian distribution describes the precipitation leading to auroral arcs better than Maxwellian, because the charged particles that cause the discrete aurora suffer a field-aligned acceleration as they move from the magnetosphere to the upper atmosphere. It is given by E 22-i i 2 . where the Gaussian scale parameter W has been given values equal to 0.25Eo.
The Boltzmann electron transport equation which is solved for the electron spectrum is linear. Consequently its solution and derived intensities and count rates vary linearly with the energy flux of the precipitating particles Qo. The emission rates used in this study were derived for incident energy flux of 1 erg s-'. Fig. 10 presents the results of calculations of the expected auroral signal for incident electron spectra with (a) Maxwellian and (b) Gaussian distributions. Curves derived from Maxwellian spectra (Fig. lO(a) ) are for characteristic electron energies of 0.2 keV (bold continuous line), 0.5 keV (continuous line), 1.0 keV (dashed line), 2.0 keV (dot-dashed line), and 5.0 keV (dotted line). Curves derived from Gaussian spectra (Fig. 10(b) ) are for characteristic electron energies of 0. the incident electron energy content Qo. Another advantage of dividing n t h ( 0 ) by n t h ( 0 ) is that when the O(5S) emission is dominant over the N2 LBH emission (e.g., for low values of Eo), the relative signal is independent of the atomic oxygen concentration.
Electrons of low characteristic energies (Eo 5 1 keV) deposit most of their energies at high altitudes (> 150 km). There, the major contribution to the column brightness is from the O ( 5 S ) emission. Absorption is negligible at these altitudes (702 = 0.035 at 150 km). Consequently, the dominant effect in the measured column brightness is the increase in emitting path length with look direction. Electrons of higher characteristic energies (1< Eo <10 keV) deposit most of their energies deeper in the atmosphere (at altitudes 100-1.50 km), where emissions suffer increasing absorption. Indeed, the higher the characteristic energy of the electrons, the more flat its off-nadir curves become. Electrons with characteristic energies of tens of keV will deposit most of their energy below 100 km and create optically-thick emissions. Fig. 10 is all that is required to estimate the uncertainty in the measured signals for various look directions relative to the nadir signal. However, actual off-nadir normalization of auroral emissions is no simple feat. In one approach [34] , intensities were multiplied by the cosine of the viewing angle dawn image are 76" and 187", respectively. The two images were combined to a single map by rotating each to align local magnetic noon at the top of the map. Corrected Geomagnetic Latitude (CGL) lines are marked at 10" intervals. Magnetic Local Time (MLT) is another representation of the corrected geomagnetic longitude, given by the difference in corrected geomagnetic longitudes of the relevant point and the sun [40] . MLT is marked at six hours intervals. The two images span a total integration time of 22 minutes, of which two minutes are overlapping time. The 102.3' terminator of this overlapping time is the white, approximately straight line at the central part of the map. This corresponds to a 150 km ultraviolet sunsethunrise. The zigzag border is the overall field of view of the two images. Background airglow was subtracted, and the limit to scan angle of 55" relative to satellite nadir applied (see the error analysis in Appendix B). No normalization of auroral intensities relative to nadir was performed for this map.
The approach of projecting an image to a fixed coordinate system allows us to view and compare all the images on a common basis. Furthermore, multiple image operations are readily available.
VI. CONCLUSIONS
We developed a complete and automatic package for the preprocessing, geometric and photometric calibration, and geomagnetic mapping of FUV images of the ionosphere. The algorithms presented here were implemented, tested, and proved successful.
Satellite attitude corrections were fully applied to the image. The measured satellite roll was corrected based on the observed dayglow limbs at the edges of the image. A new technique was offered for subtraction of airglow emissions from auroral images based on theoretical computations of dayglow intensities. Our dayglow calculations showed that the theoretical column emission rate differs from the observed column emission rate by approximately 40% on the average and no more than 100% for almost all cases. These factors fare well with known uncertainties in electron impact excitation cross section of atomic oxygen, the actual solar EUV flux, and variations in the number density of the emitting species. Until sophisticated models that overcome the above uncertainties become available, a linear empirical adjustment of the currently-used theory to the data allows the dayglow subtraction to succeed in the geophysically quiet conditions of these observations. Evident from Fig. 11 , airglow emissions were well subtracted to leave auroral arcs that lie within the sunlit hemisphere solely. This method for the first time enables quantitative studies of daylight aurora without the interfering background radiation.
The problem of normalization of auroral intensities to nadir was addressed in detail. Integrations of theoretical auroral emission rates, considering pure and self absorption, enabled us to estimate the expected deviation of observed auroral intensity at an arbitrary look direction relative to its intensity at nadir. The major portion of the global energy flux transferred from the precipitating electrons is deposited in the continuous aurora [41] in all phases of a substorm [42] . Moreover, the latitudinal distribution of the continuous aurora is relatively uniform throughout magnetic local time. It is stable on a time scale similar to a single image acquisition time (-10 min), and is typically produced by electrons with a minor contribution from protons [43] . Therefore, observations of the continuous aurora over limited regions of the sky are most suitable for comparison with models as a function of the viewing angle. We offered a technique for the required normalization of off-nadir intensities which entail the possibility of deriving incident auroral electron characteristic energy and energy content indirectly, assuming a constant model atmosphere.
Auroral arcs were mapped on the coordinate system most applicable to magnetospheric and ionospheric studies-the CGL-MLT system. The corrected geomagnetic coordinate system was used with an altitude dipole correction. Multiple image analysis and derivation of geophysical quantities were made possible by the use of a polar azimuthal projection of this fixed coordinate system. Simulation runs indicate that the total angular uncertainty per pixel in our mapping procedure is less than or equal to one latitudinal degree in the final image due to mapping to a particular height and uncertainties in satellite attitude parameters. An error of 1" is acceptable, since it is smaller than the maximum 1.2" error of the corrected geomagnetic coordinate system [39] .
Polar cap radiation, particularly in the form of sun-aligned arcs, appear in several dozens of images acquired at quiet magnetic conditions. Our data indicate that both the frequency of appearance and average intensity of polar cap arcs for quiet magnetic conditions is high relative to moderately active conditions. This is in agreement with several reports on high latitude auroras and sun-aligned polar cap arcs [44] - [47] .
Previous studies on the auroral oval and our own results lead us to concur with Lassen et al. [48] , who stated that although "the concept of the auroral oval is well established, the precise definition of the oval is an ambiguous one." In order to improve this situation, a project intended to produce a set of accurate maps of auroral frequency and average intensity in the FUV, as a function of magnetic activity, has begun. Systematic studies of ionospheric emissions from space require two essential elements: acquisition of many images by remote sensing instruments, and coded algorithms for image rectification and processing. The complete and automatic nature of the procedures described here attain these requirements for the first time. These will undoubtedly facilitate statistically valid investigations of the physical nature of airglow and aurora in a quantitative fashion in the near future.
APPENDIX A DISTANCES IN THE CORRECTED IMAGE
Ground coordinates ( X , ~ Ye) relate to image coordinates ( I , k ) 
APPENDIX B GEOMETRIC ERROR ANALYSIS
The major purpose of the geometric processing is to map the image correctly on the geographic coordinate system. The location of each pixel is a function of the satellite attitude parameters and the mapping height. The accuracy of the mapping depends on the accuracy of these parameters.
We have analyzed the effect of the main uncertainties, Le., satellite attitude angles P, Y, R and mapping height h on the geographic location of pixels as a function of scan angle. The accuracy of the measured attitude angles is 1"-2". We assumed that the image was formed at a constant height of h = 150 km, whereas most of the emission originated at altitudes of 100-200 km The scaling factor m ( k ) expresses the change in distance between consecutive lines as a function of column number. In our case it varies from unity at the center of the image to -0.93 at the east and west edges of the image.
The distance s((IC', 1'); (IC, 1)) between a corrected pixel (column IC', line 1' ; with floating-point values due to the A statistically random approach was chosen for the error analysis. A large number of iterations were run to compute the geographic location of pixels for normally random distributions of the above variables. The result was a distribution of the mapped location, for which the average and standard deviations were computed. The standard deviation from the exact location (zero errors in variables) is given by an angle whose apex is at the center of the earth. One may assume, then, that the maximum latitudinal uncertainty (geographic or geomagnetic) is this angle.
Let P be the pjtch angle, R the roll angle, and Y the yaw angle. P , R, and Y are the average values, and u p , CTR, and UY the standard deviations of these angles, respectively. We used these six values plus the mapping height ( h = 150k50 km) to create random groups of these yariables normally distributed around the mean. We chose P = 1.7",R = -1.0", and Y = 7". The standard deviations were op = CTY = 1"-2", with the exception of v R = 1" due to the roll correction.
The simulation was run for seven scan angles: 0, 30, 40, 50, 55, 60, and 62 degrees for the following cases: 1) error in attitude angles only, 2) error in mapping altitude only, and 3) error in both attitude angles and mapping altitude. Table I11 shows the results of these simulation runs. Each case was iterated 5000 times to create the statistic of a normal distribution. To test the randomness of the procedure, the average values and standard deviations of the distributions of attitude angles were compared to the corresponding input values. 6 is the average value and u6 the standard deviation of the uncertainty (in degrees). The uncertainty increases with scan angle. It is larger than 1" for scan angles larger than 55". In the worst case, an average error of 2" exists for a pixel located at a scan angle of 60".
The results of the error simulations also point to a practical aspect. We can give an upper limit of 1" on the error anywhere in the image if the mapping is limited to scan angles relative to satellite nadir that are less than 55". An error of 1" is acceptable, since it is smaller than the maximum 1.2' error of the corrected geomagnetic coordinate system [39] . Thus in the course of pixel projection to its ground location, this limit was utilized to avoid mapping pixels beyond the corresponding scan angle. The price paid was loss of a small part of the original image coverage (-3%), and the conversion of linear image edges to edges that follow the satellite roll.
