We consider the problem of jointly recovering the vector b and the matrix C from noisy measurements Y =
I. INTRODUCTION

A. Motivation
Many problems of interest in science and engineering can be formulated as estimation of a structured matrix Z from noisy or incomplete measurements. The type of structure in Z determines the specific subproblem to be solved.
For example, when Z has a low-rank structure and only a subset of its entries are observed, the problem is known as matrix completion [1] . When Z = L + S for low-rank L and sparse S, the problem of estimating L and S is known as robust principle components analysis (RPCA) [2] . When Z = BC with sparse B, the problem of estimating B and C is known as dictionary learning [3] . When Z = BC with nonnegative B and C, the problem is known as nonnegative matrix factorization (NMF) [4] .
Sometimes Z has a more complicated structure. For example, the problems of self-calibration and blind (circular) deconvolution [5] can be formulated using Z = Diag(Hb)AC, where H and A are known and b and C are to be estimated. 1 The problem of compressive sensing (CS) with matrix uncertainty [6] can be formulated using z = i b i A i c, where {A i } are known and where b and sparse c are to be estimated. The latter covers the problem of joint channelsymbol estimation [7] , in which case b i are the data symbols, c contains (possibly sparse) channel coefficients, and the known {A i } are determined by the modulation scheme. The more general problem of matrix CS [8] , [9] results from z m = tr{A T m (L + S)} for m = 1, . . . , M,
where {A m } are known and the goal is to estimate low-rank L and sparse S.
B. Prior Work
Many algorithms have been developed to solve the above problems. Some solve a convex relaxation of the original problem, while others attack non-convex formulations via alternating methods, greedy methods, variational methods, message-passing methods, and other techniques.
For matrix completion, well-known approaches include the nuclear-norm-based convex optimization method IALM [10] , the non-convex successive over-relaxation approach LMAFit [11] , the Grassmanian gradient-descent approach GROUSE [12] , the greedy hard-thresholding approach Matrix-ALPS [13] , and the variational-Bayes method VSBL [14] . For RPCA, there are also versions of IALM [10] , LMaFit [11] , and VSBL [14] , as well as a robust cousin of GROUSE, called GRASTA [15] . For dictionary learning, there is the greedy K-SVD algorithm [16] , the online SPAMS approach [17] , and the ER-SpUD approach from [18] . A unified approach to matrix completion, RPCA, and dictionary learning was proposed in [19] - [21] using an extension of the approximate message-passing (AMP) methodology from [22] , [23] . The resulting "bilinear generalized AMP" (BiGAMP) algorithm was compared to the aforementioned methods in [20] and found (empirically) to be competitive, if not superior, in phase transition and runtime. A related approach known as LowRAMP was proposed [24] and analyzed in [25] , [26] .
For self-calibration and blind deconvolution, well-known approaches include the convex relaxations from [5] , [27] , [28] and the alternating method from [29] . For CS with matrix uncertainty, there is the award-winning non-convex method [6] . For matrix CS, the well-known papers [8] , [30] , [31] proposed convex approaches and [9] , [13] proposed greedy approaches. See the recent overview [32] for many other works. An AMP-based approach to self-calibration, blind deconvolution, CS with matrix uncertainty, and matrix CS was proposed in [33] and analyzed in [34] . This "parametric BiGAMP" (PBiGAMP) was compared to the above works in [33] and found to yield improved empirical phase transitions.
More recently, AMP methods for bilinear inference were proposed using the "lifting" approach (see, e.g., [5] , [28] , [32] , [35] for seminal papers on lifting). To illustrate the idea, suppose that the measurement vector y ∈ R M takes the form
where {a i,j } are known and the goal is to recover b = [b 1 , . . . , b Q ] T and c = [c 1 , . . . , c N ] T in the presence of white noise w. Rewriting the measurements as
we see that the noisy bilinear recovery problem (2) can be rewritten as the noisy linear recovery problem (5) with a rankone structure on (the matrix form of) x. Thus, if this lowrank signal structure can be exploited by a linear inference algorithm, then bilinear inference can be accomplished. This is precisely what was proposed in [36] , building on the nonseparable-denoising version of the AMP algorithm from [37] . A rigorous analysis of "lifted AMP" was presented in [38] .
The trouble with AMP is that its behavior is understood only in the case of large, i.i.d. (sub) Gaussian A [39] , [40] . Even small deviations from this scenario (e.g., mildly ill-conditioned and/or non-zero-mean A) can cause AMP to diverge [41] - [43] . To address this issue, an alternative called Vector AMP (VAMP) was proposed and analyzed in [44] , with close connections to expectation propagation [45] (see also [46] - [48] ). There it was established that, if A is a large right-rotationally invariant 2 random matrix and the denoising function used by VAMP is separable and Lipschitz, then VAMP's performance can be exactly predicted by a scalar state-evolution that also provides testable conditions for optimality. Since the class of right-rotationally invariant matrices is much larger than the class of i.i.d. Gaussian matrices, VAMP is much more robust than AMP with regards to the construction of A. For example, VAMP has no problem with ill-conditioned or mean-shifted matrices [44] .
Very recently, [49] performed a rigorous analysis of VAMP under non-separable Lipschitz denoisers, showing that-here too-VAMP's behavior is exactly predicted by a scalar stateevolution when A is large and right-rotationally invariant. Furthermore, [49] demonstrated the success of lifted VAMP on bilinear problems such as self-calibration and CS with matrix uncertainty. In addition, [49] gave evidence that, like AMP, the PBiGAMP algorithm is sensitive to deviations from the i.i.d. assumptions used in its derivation [33] and analysis [34] . For this reason, lifted VAMP significantly outperformed PBiGAMP in some cases [49] .
Despite its good performance and rigorous analyses under large right-rotationally invariant random A, lifted VAMP suffers from computational issues brought on by the lifting itself: The N + Q unknowns [b, c] in the bilinear problem (2) manifest as N Q unknowns x after lifting to (5) . This is a serious problem when N and Q are both large. As 2 If A is right-rotationally invariant then its singular value decomposition A = U SV T has Haar distributed V , i.e., V is uniformly distributed over the group of orthogonal matrices. a concrete example, consider the application of lifting to (square) dictionary learning, where the goal is to recover B ∈ R N ×N and sparse C ∈ R N ×L from noisy measurements Y = BC + W . This bilinear relationship can be lifted via
where A i,j ∈ R N ×N is constructed with a 1 in the (i, j)th position and zeros elsewhere, and where
Even at the relatively small patch size of 8 × 8 (i.e., N = 64), the matrix A has dimension 64 × 262 144, and the unknown matrix X has dimension 262 144 × L. The rule-ofthumb L = 5N ln N [18] then gives L = 1331, in which case X contains 3.5 × 10 8 entries, which leads to difficulties with computation and memory.
C. Contributions
In this paper, we present a novel VAMP-based approach to bilinear recovery. With the aim of computational efficiency, we avoid lifting and instead build on the recently proposed Adaptive VAMP framework from [50] . However, different from [50] , which focused on noisy linear recovery, we focus on noisy bilinear recovery.
In particular, we focus on recovering {b i } and C from noisy
where {A i } are known and W contains white noise. Note that (8) is a multiple-measurement vector (MMV) extension of (3), and that it covers all of the motivating problems discussed in Sec. I-A. When deriving 3 the proposed method, we treat {b i } as deterministic unknowns and the entries of C as random variables. The prior distribution on C is assumed to be known up to some (possibly) unknown hyperparameters, which are learned jointly with {b i } and C. Also, W is treated as additive white Gaussian noise (AWGN) with an unknown variance that is also learned. More details are provided in the sequel. We show (empirically) that the proposed Bilinear Adaptive VAMP (BAd-VAMP) method performs as well as the EM-PBiGAMP algorithm from [33] , with regard to accuracy and computational complexity, when the underlying matrices are i.i.d., as assumed for the derivation of PBiGAMP. However, we will show that BAd-VAMP outperforms EM-PBiGAMP when the underlying matrices become ill-conditioned. In the ill-conditioned case, we show that BAd-VAMP performs as well as, and sometimes significantly better than, lifted VAMP. However, BAd-VAMP is much more computationally efficient due to its avoidance of lifting. In this sense, the proposed BAd-VAMP is shown to be accurate, robust, and computationally efficient.
Notation: In this paper, we use boldface uppercase letters to denote matrices (e.g., X), boldface lowercase letters for vectors (e.g., x) and non-bold letters for scalars (e.g., x). Given a matrix X, we use x l to denote the lth column and x nl to denote the element in the nth row and lth column. We use E[f (x)|b] to denote the expectation of f (x) w.r.t. the density b, i.e., E[f (x)|b] = f (x)b(x) dx, and we use var[f (x)|b] for the corresponding variance.
II. PROPOSED FRAMEWORK
In an effort to make our algorithmic development more consistent with the VAMP papers [44] , [49] , [50] , we now make some minor notational changes relative to (8) . First, we will use the notation A(b) i b i A i to be concise. Second, the quantities b i and C in (8) will be changed to θ A,i and X, respectively.
The problem of interest can thus be stated as follows: estimate the matrix X ∈ R N ×L and learn the parameters
where A(·) is a known matrix-valued linear function, and p X (·; θ x ) is a density on X parameterized by the vector θ x .
Here, γ w is the noise precision, i.e., the inverse noise variance. More precisely, we aim to compute the maximimumlikelihood (ML) estimate of Θ and, under that estimate, compute the minimum mean-squared error (MMSE) estimate of X, i.e.,
In (10), p Y (Y ; Θ) is the likelihood function of Θ, which can be written as
In (11) , the expectation is taken over the posterior density
The statistical model (9) implies that 4
where
For simplicity, we treat {x l } L l=1 as i.i.d. in the sequel, so that
4 In (14)-(16), to promote notational simplicity, the left side of the equation is written using Θ even though the right side depends on a subset of Θ.
for some density p x (·; θ x ) parameterized by θ x . In this case, the posterior density decouples as
III. BACKGROUND
A. Background on VAMP Recalling (11), we are interested in computing the MMSE estimate of X from the noisy measurements Y . This problem is solved (under certain conditions) by the VAMP approach from [44] . We now review VAMP at the detail needed for further development of BAd-VAMP.
From (11), the MMSE estimate of X equals the mean of the posterior pdf p X |Y . Because p X |Y decouples across the columns of X, as in (17), it suffices to consider a single column and drop the l notation for simplicity. Also, for now, we will assume that Θ are the true parameters used to generate (Y , X) and drop the Θ notation for simplicity; we will revisit the estimation of Θ in Sec. III-B. With these simplifications, (9) reduces to
Recall that the MMSE estimate of x equals
for the posterior density
where Z(y) is the normalizing constant
For high-dimensional x, the integrals in (19) and (21) are difficult to compute directly. Thus other methods must be used. Variational inference (VI) [51] can be used to bypass the computation of Z(y). For example, notice that the true posterior p x|y can be recovered by solving the variational optimization (over densities)
where D KL (q p) denotes the KL divergence from p to q, i.e.,
Plugging (20) into (23), we see that
where H(q) − q(x) ln q(x) dx is the differential entropy of x ∼ q. Thus it follows from (22) and (24) that
which bypasses Z(y). Still, solving (25) is difficult in most cases of interest. The typical response is to impose constraints on q, but doing so compromises q and its mean.
We take a different approach. Using the "Gibbs free energy"
one can rewrite (25) as
But, as discussed earlier, (27) is difficult to solve. In the expectation consistent approximate inference (EC) scheme proposed by Opper and Winther in [45] , the density constraint (27b) is relaxed to moment-matching constraints, i.e.,
This yields stationary points of the form
for {r 1 , γ 1 , r 2 , γ 2 , x, η} that lead to satisfaction of (28b)-(28c). Various approaches can be used to solve for
, ( x, η)} such that, at each iteration, the moments of q 3 are consistent with either q 1 or q 2 . This approach is summarized in Alg. 1 using 5
and is known to be an instance of expectation propagation (EP) [52] . In lines 4 and 8, g ′ i (r i , γ i ) ∈ R N denotes the diagonal of the Jacobian matrix of g i (·, γ i ) at r i , i.e.,
and x denotes the average coefficient value, i.e., x
Due to the form of p y|x in (15), it can be shown that
Meanwhile, the form of g 1 (·) depends on p x through (30). Based on the description above, one might wonder whether the EC stationary point
] is a good approximation of the true conditional mean E[x|y], and additionally one might question whether Alg. 1 converges to this x. Both of these concerns were resolved in the VAMP paper [44] . In particular, [44] showed that, when A is right rotationally invariant and asymptotically large, the per-iteration behavior of Alg. 1 with g 2 (·) from (33) and Lipschitz 6 g 1 (·) 5 In [46] , different g 1 and g 2 were proposed so that the EP algorithm accomplishes joint MAP estimation of x from y, i.e., x = arg maxx p(x|y). 6 While the original VAMP paper [44] focused on separable Lipschitz g 1 (·), a recent evolution extended the results to non-separable Lipschitz g 1 (·).
Algorithm 1 VAMP algorithm [44] 1: initialize: r 0 1 , γ 0 1 2: for t = 0, . . . , T max do 3:
is exactly predicted by a scalar state evolution. Furthermore, in the case where g 1 (·) is matched to generating p x from (18) as in (30) , and where g 2 (·) uses the true AWGN precision γ w < ∞ as in (31), the MSE of the fixed point x of Alg. 1 was shown in [44] to match the MMSE predicted by the replica method [53] . Recently, this replica prediction of the MMSE was shown to be correct [54] , and so we can conclude that the x generated by Alg. 1 under (30) and (33) is indeed MMSE for large, right-rotationally invariant A.
In the sequel, we will refer to Alg. 1 with generic Lipschitz g 1 (·) as the VAMP algorithm, noting that it coincides with EP in the special case of Bayesian g 1 (·) from (30) . We note that when VAMP is applied to the MMV model (9a), a separate copy of {r 1 , γ 1 , r 2 , γ 2 , x, η} must be tracked for each column of Y .
B. Background on Expectation Maximization
We now return to the case where Θ is unknown and the goal is to compute its ML estimate, Θ ML . From (10) and (12), we have (35) but (35) is impractical to optimize directly due to the high dimensional integral.
Expectation-maximization (EM) [55] is a well known iterative approach to ML that alternates between i) minimizing an upper-bound of the negative log-likelihood and ii) tightening the upper-bound. The EM algorithm is usually written as
However, it can also be written as [56] q t = p X |Y (·|Y ; Θ t ) (37a)
using the Gibbs free energy
where D KL ≥ 0 by construction. Thus, while the specific choice of q t in (37a) yields a tight upper bound in that
other choices of bounding q t can also be used in EM [56] .
IV. BILINEAR ADAPTIVE VAMP
We now propose an algorithm that approximates the quantities in (10)-(11), i.e., the ML estimate of Θ = {θ A , θ x , γ w } and the MMSE estimate of X under the statistical model (9) . We start by developing Bilinear EM-VAMP and then add "variance auto-tuning" to obtain Bilinear Adaptive VAMP (BAd-VAMP).
A. Bilinear EM-VAMP
From the descriptions of VAMP and EM in Sec. III, we see that they both minimize the same Gibbs free energy cost J(q 1 , q 2 , q 3 ; Θ) from (38), but w.r.t. different variables; VAMP minimizes J w.r.t. the moment-constrained beliefs {q 1 , q 2 , q 3 } for a given Θ, while EM minimizes J w.r.t. Θ for a given {q 1 , q 2 , q 3 }. As a result, the two approaches can be straightforwardly merged for joint estimation of {q 1 , q 2 , q 3 } and Θ. In doing so, the goal is to solve the optimization problem arg min
and the proposed methodology is to "interleave" the VAMP and EM algorithms, as specified in Alg. 2. There, the estimation functions g 1 in lines 3-4 and g 2,l in lines 9-10 are defined as
The other lines in Alg. 2 will be detailed in Sec. IV-C.
B. Bilinear Adaptive VAMP
The VAMP state-evolution from [44] shows that when i) A(θ t A ) is large and right-rotationally invariant and ii) the estimation functions g 1 and g 2,l are "matched" (i.e., MMSE) for the statistical model generating (X, Y ), the VAMP quantities
Algorithm 2 Bilinear EM-VAMP 1: initialize: ∀l : r 0 1,l , γ 0 1,l , θ 0 x , θ 0 A , γ 0 w 2: for t = 0, . . . , T max do 3:
∀l : x t 1,l = g 1 (r t 1,l , γ t 1,l ; θ t x )
13:
14:
where x l is the lth column of the true signal realization X that we aim to recover. That is, r t 1,l is an AWGN-corrupted version of the true signal x l with known AWGN precision γ t 1,l , and r t 2,l is an AWGN-corrupted version of the true signal x l with known AWGN precision γ t 2,l . In the context of EM-VAMP under (9), this "matched" condition requires that θ t A , θ t x , and γ t w are all perfect estimates. When θ t A , θ t x , or γ t w are not perfect, so that g 1 and g 2,l are mismatched, the VAMP stateevolution shows that r t i,l is still an AWGN corrupted version of x l , but with an AWGN precision different than γ t i,l . The impact on EM-VAMP is the following. While the algorithm is trying to learn Θ = {θ A , θ x , γ w }, the value of γ t i,l does not correctly characterize the noise precision in r t i,l . As a result, the beliefs q t 1 and q t 2 in lines 5 and 11 of Alg. 2 become mismatched, which compromises the EM updates of Θ t .
To remedy this situation, it was proposed in [57] (in the context of EM-GAMP [58] ) to explicitly estimate the precision of the AWGN corruption on r t 1,l and r t 2,l and use it in place of the AMP-supplied estimates γ t 1,l and γ t 2,l . This approach was coined "Adaptive" GAMP in [57] and later extended to (linear) Adaptive VAMP in [50] .
For Bilinear Adaptive VAMP, the first goal is to replace the estimation of θ t x in line 6 of Alg. 2 with the joint ML estimation
under the statistical model
with independence across l = 1, . . . , L. For this subproblem, we propose to use (inner) EM iterations indexed by τ , i.e.,
The previous optimization decouples into
and
where the latter optimization decouples further into
for l = 1, . . . , L and
Above, we detailed the re-estimation of γ t 1 . A similar procedure can be used for re-estimation of γ t 2 . The resulting Bilinear Adaptive VAMP (BAd-VAMP) is summarized in Alg. 3 using τ 1,max EM iterations for the first inner loop and τ 2,max EM iterations for the second inner loop. To avoid the complications of a dual-index notation (i.e., t and τ ), we use only the single index t in Alg. 3 and over-write the quantities in each inner loop. Note that, when τ 1,max = τ 2,max = 0, BAd-VAMP (i.e., Alg. 3) reduces to bilinear EM-VAMP (i.e., Alg. 2).
C. Algorithm Details
We now provide additional details on the steps in Alg. 3. 1) Estimating X: Recalling the definition of g 2,l (·) in (43), the form of p y|x in (15) implies that
Algorithm 3 Bilinear Adaptive VAMP 1: initialize: ∀l : r 0 1,l , γ 0 1,l , θ 0 x , θ 0 A , γ 0 w 2: for t = 0, . . . , T max do 3: for τ = 0, . . . , τ 1,max do 4:
∀l : x t 1,l ← g 1 (r t 1,l , γ t 1,l ; θ t x )
end for 10:
13:
for τ = 0, . . . , τ 2,max do 14: ∀l :
To avoid computing a separate matrix inverse (62) for each l = 1, . . . , L, one could instead compute the eigenvalue decomposition
and then leverage the fact that
which reduces to the inversion of a diagonal matrix for each l = 1, . . . , L.
2) Learning θ A :
We now provide details on the update of θ A and γ w in lines 18-19 of Alg. 3. Given the form of p Y |X in (14)-(15), we have that
we have that
To maximize (70) over θ A = [θ A,1 , . . . , θ A,Q ] with fixed γ w , we consider the affine-linear model
noting that non-linear models could be handled using similar techniques. Plugging (71) into (69), we get
where A T j A i and Y T A i can be pre-computed. Zeroing the gradient of (73) w.r.t. θ A , we find that the maximizer is
A special case of (71) is where A(·) has no structure, i.e.,
where e m denotes the mth standard basis vector. In this case, it can be shown that
Algorithm 4 Bilinear Adaptive VAMP (Detailed) 1: initialize: ∀l : r 0 1,l , γ 0 1,l , θ 0 x , θ 0 A , γ 0 w 2: for t = 0, . . . , T max do 3: for τ = 0, . . . , τ 1,max do 4:
13:
for τ = 0, . . . , τ 2,max do 14: ∀l
22:
end for 23: ∀l : r t+1 1,l = (η t 2,l x t 2,l − γ t 2,l r t 2,l )/γ t+1 1,l 27: end for
3) Learning γ w : To maximize (70) over γ w with fixed θ A = θ t+1 A , we search for the values of γ w that zero the derivative of (70). The unique solution is straightforwardly shown to be
4) Summary:
In Alg. 4, BAd-VAMP is rewritten with detailed expressions for the updates of x t 2,l , η t 2,l , θ t A , and γ t w .
D. Algorithm Enhancements
We now propose several enhancements to the BAd-VAMP algorithm presented in Alg. 3 and detailed in Alg. 4. 1) Damping: For fixed Θ t and large right-rotationally invariant A(θ t A ), the state-evolution of VAMP guarantees its convergence. But when A(θ t A ) deviates from this assumption, damping the VAMP iterations can help maintain convergence [44] . With damping, lines 25-26 of Alg. 4 (or lines 23-24 of Alg. 3) would be replaced by
for some ζ ∈ (0, 1). The case ζ = 1 corresponds to no damping.
2) Negative precisions: Sometimes the precisions {γ 1,l , γ 2,l } l can be negative. We suggest to restrict the precisions to the interval [γ min , ∞), for very small γ min > 0, in lines 11 and 25 of Alg. 4 (or lines 11 and 23 of Alg. 3).
3) Restarts: Due to the non-convex nature of the bilinear inference problem, the algorithm may get stuck at local minima or slowed by saddle points. To mitigate these issues, it sometimes helps to restart the algorithm. For each restart, we suggest to initialize θ 0 A at the final estimate of θ A returned by the previous run.
E. Relation to Previous Work
The proposed Bilinear Adaptive VAMP algorithm extends the (linear) Adaptive VAMP algorithm of [50] from the case where A(θ A ) is known to the case where A(θ A ) is unknown. In the known-A(θ A ) setting, where A(θ A ) is large and rightrotationally invariant, it was rigorously established in [50] that Adaptive VAMP obeys a state-evolution similar to that of VAMP, and that its estimates of {θ x , γ w } are asymptotically consistent under certain identifiability conditions, i.e., they converge to the true values as t → ∞. As future work, it would be interesting to understand whether Bilinear Adaptive VAMP also obeys a state evolution for certain classes of A(·).
The proposed BAd-VAMP algorithm targets the same class 7 of bilinear recovery problems as the EM-PBiGAMP algorithm from [33] , and both leverage EM for automated hyperparameter tuning. However, the "AMP" aspects of these algorithms are fundamentally different. PBiGAMP treats the vectors {a i,j } in (2) as i.i.d. Gaussian for its derivation, whereas BAd-VAMP treats the matrix A(b) = Q i=1 b i A i as right rotationally-invariant for its derivation. The latter allows more freedom in the singular values of A(b), which leads to increased robustness in practice, as demonstrated by the numerical experiments in Sec. V.
BAd-VAMP and lifted VAMP both leverage the VAMP approach from [44] to solve bilinear inference problems. However, they do so in very different ways. As discussed in Sec. I, lifted VAMP "lifts" the bilinear problem into a higherdimensional linear problem, and then uses non-separable denoising to jointly estimate b and c in (5) . An unfortunate consequence of lifting is a possibly significant increase in computational complexity and memory. In contrast, BAd-VAMP avoids lifting, and it employs EM to estimate b and VAMP to estimate c. Interestingly, Sec. V shows BAd-VAMP performing equal or better to lifted VAMP in all experiments.
V. NUMERICAL SIMULATIONS
In this section, we present the results of numerical simulations that study the behavior of the BAd-VAMP algorithm from Alg. 4, in comparison to other state-of-the-art algorithms, 7 Note that the BiGAMP algorithm [19] -[20] is a special case of the PBiGAMP algorithm [33] . BiGAMP applies to the recovery of A and X from measurements of the form Y = AX + W , whereas PBiGAMP applies to the recovery of b and X from Y = A(b)X + W under known affine linear A(·). Both can be combined with EM for hyperparameter learning. on several bilinear recovery problems. In all cases, we ran BAd-VAMP with τ 1,max = 1 and τ 2,max = 0 inner EM iterations. We nominally used a damping coefficient of ζ = 0.8 and minimum precision of γ min = 10 −6 .
A. CS with Matrix Uncertainty
In compressive sensing (CS) with matrix uncertainty [6] , the goal is to recover the K-sparse signal c ∈ R N and the uncertainty parameters b from measurements
For our experiments, we used Q = 10, N = 256, and K = 10, and we selected γ w so that SNR E[ Ac 2 ]/ E[ w 2 ] = 40 dB. Also, the uncertainty parameters b were drawn N (0, I), and c was drawn with uniformly random support and with K nonzero elements from N (0, I). We measured performance using
As a reference, we considered two oracle estimators: the MMSE estimator for b assuming c is known, and the MMSE estimator for c assuming b and the support of c are known.
For our first experiment, the elements of {A i } Q i=1 were drawn i.i.d. N (0, 1) and the elements of A 0 were drawn N (0, 20). Figure 1 shows that the AMP-based algorithms gave near-oracle performance for the tested range of M/N , although lifted VAMP performed slightly worse than the others when M/N = 0.2. In contrast, the performance of WSS-TLS from the award-winning paper [6] was significantly worse than the AMP approaches. WSS-TLS aims to solve the non-convex optimization problem
using alternating minimization. For WSS-TLS, we used oracle knowledge of γ w , oracle tuning of the regularization parameter λ, and code from the authors' website. For our second experiment, we tested algorithm robustness to non-zero mean in A(b), since this is a known issue with many AMP algorithms [41] - [43] . For this, we fixed the sampling ratio at M/N = 0.6, drew the elements of Figure 2 reports the median NMSE versus mean µ, and shows that BAd-VAMP is much more robust to µ > 0 than the other tested AMP algorithms as well as WSS-TLS.
B. Self-Calibration
In self-calibration [5] , the goal is to recover the K-sparse signal vector c and the calibration parameters b from measurements of the form y = Diag(Hb)Ψc with known H ∈ R M×Q and Ψ ∈ R M×N . Here, Hb represents an unknown vector of gains on the measurements, where the gain vector is believed to lie in the Q-dimensional subspace spanned by the columns of H. For our experiment, M = 128, N = 256, Ψ and b where drawn i.i.d. N (0, 1), H was constructed using Q randomly selected columns of the Hadamard matrix, and c was drawn with uniformly random support and with K non-zero elements from N (0, I). Figure 3 shows the rate of successful recovery versus subspace dimension Q and sparsity K for several algorithms. A recovery ( b, c) was considered "successful" when b c T − bc T 2 F / bc T 2 F ≤ −50 dB. From the figure, we see that the performance of BAd-VAMP is similar to that of EM-PBiGAMP, and even slightly better when Q is small and K is large. Meanwhile, BAd-VAMP appears significantly better than both lifted VAMP and SparseLift from [5] . SparseLift is a convex relaxation with provable guarantees [5] . For computational reasons (recall the discussion in Sec. I-B), it was difficult to simulate lifted VAMP for Q ≥ 10.
C. Noiseless Dictionary Learning
In dictionary learning (DL) [3] , the goal is to find a dictionary matrix A ∈ R M×N and a sparse matrix X ∈ R N ×L such that a given matrix Y ∈ R M×L can be approximately factored as Y ≈ AX. In this section, we test the proposed BAd-VAMP algorithm for DL by generating Y = AX such that X has K-sparse columns, and measuring the NMSE on the resulting estimates of A and X.
We consider two cases: i) where the true A is structured 71) ), and ii) where the true A is unstructured (recall (79)). In either case, the pair (A, X) is recoverable only up to an ambiguity: a scalar ambiguity in the structured case and a generalized permutation ambiguity in the unstructured case. Thus, when measuring reconstruction quality, we consider
in the structured case and
in the unstructured case, where P denotes the set of generalized permutation matrices. 8 For our experiments, we drew the coefficients of {A i } Q i=1 and b as i.i.d. N (0, 1) with Q = N in the structured case, and we drew the coefficients of A as i.i.d. N (0, 1) in the unstructured case.
In our first experiment, we fixed the sparsity rate at K/N = 0.2 and we varied both the dictionary dimension N and the training length L. Figure 4 suggests that, as the dimension N grows, a fixed training length L is sufficient to successfully recover A in the structured case, while a training length of L = O(N ln N ) is sufficient in the unstructured case. By "successful" recovery we mean that NMSE( A) ≤ −50 dB. Note that this latter prescription for L is consistent with the theoretical analysis in [18] .
In our second experiment, we focused on the unstructured case, fixed the training length at L = 5N ln N , and varied both the dictionary dimension N and the sparsity K in the columns of X. Figure 5 shows that BAd-VAMP performed similarly to EM-BiGAMP [20] for all but very small N , and much better than K-SVD [16] and SPAMS [17] . The advantage of BAd-VAMP over EM-BiGAMP for DL will be illustrated in the sequel. 
D. Noisy, Ill-Conditioned Dictionary Learning
In this section, we show the robustness of BAd-VAMP over EM-BiGAMP [19] when learning ill-conditioned dictionaries from noisy measurements. To do so, we generated the measurements as Y = AX + W and tested the algorithms in recovering A and X (up to appropriate ambiguities). The elements of W were drawn i.i.d. N (0, 1/γ w ) with γ w chosen to achieve SNR E[ AX 2 F ]/ E[ W 2 F ] = 40 dB. The true dictionary was generated as A = U Diag(s)V T , where U and V were drawn uniformly over the group of orthogonal matrices, and where the singular values in s were chosen so that s i /s i−1 = ρ ∀i. The values of s 0 and ρ were selected to obtain a desired condition number κ(A) while also ensuring A 2 F = N . Figure 6 reports median NMSE( A) and NMSE( X) versus condition number κ(A) for the recovery of A ∈ R N ×N and K-sparse X ∈ R N ×L from noisy measurements Y . For this figure, we used K = 13, N = 64, L = 5N ln N , the unstructured definition of NMSE( A) from (86), and a similar definition for NMSE( X). In addition to showing the performance of BAd-VAMP and EM-PBiGAMP, the figure shows the performance of the known-X oracle for the estimation of A, as well as the known-A and known-support oracle for the estimation of X. Figure 6 shows that EM-BiGAMP gave nearoracle NMSE for κ(A) ≤ 40, but its performance degraded significantly for larger κ(A). In contrast, BAd-VAMP gave near-oracle NMSE for κ(A) ≤ 110, which suggests increased robustness to ill-conditioned dictionaries A. Figure 7 shows the runtime of BAd-VAMP and EM-BiGAMP versus condition number κ(A) for the same noisy DL problem tested in Fig. 6 . The simulation was performed in MATLAB (R2015b) on an RHEL workstation with an 8-core Intel i7 processor. Runtimes are shown only for cases where NMSE( A) < −30 dB. The figure shows that BAd-VAMP's runtime is within a factor of two of EM-BiGAMP's runtime for noisy, unstructured DL.
VI. CONCLUSION
In this paper, we considered the problem of jointly recovering the vector b and the matrix C from noisy measurements Y = A(b)C + W , where A(·) is a known affine linear function of b (i.e., A(b) = A 0 + Q i=1 b i A i with known matrices A i ). To solve this problem, we proposed the BAd-VAMP algorithm, which combines the VAMP algorithm [44] , the EM algorithm [56] , and variance auto-tuning [57] in a manner appropriate for bilinear recovery. We demonstrated numerically that the proposed approach has robustness advantages over other state-of-the-art bilinear recovery algorithms, including lifted VAMP [49] and EM-PBiGAMP [33] . As future work, we plan to rigorously analyze BAd-VAMP through the stateevolution formalism.
