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1. Abstract 
The current article proposes a new algorithm for topology optimization based on a fluid dynamics 
analogy. The new algorithm possesses characteristics similar to most well-known methods, as the 
ESO/BESO (Xie and Steven 1993) method working with discrete values and the SIMP method 
(Bendsøe 1989; Zhou, Rozvany, 1991) (using OC or MMA) working with intermediate values, as it is 
able to work both with discrete and intermediate densities, but always yields to a solution with discrete 
densities. It can be proven mathematically that the new method is a generalization of the BESO 
method and when using appropriate parameters it will operate exactly as the BESO method. The new 
method is less sensitive to rounding errors of the matrix solver as compared to the BESO method and 
is able to give alternative topologies to well-known problems. 
The article presents the basic idea, the optimization algorithm and compares the results of three 
cantilever optimizations to the results of the SIMP and BESO method. Finally, conclusions are drawn. 
2. Introduction 
 
Structural optimization mainly deals with geometric optimization of problems, e.g., sizing and finding 
the best shape of a structure, while topology optimisation, which became very popular in the recent 
years, optimizes material distribution on a given spatial discretization. The mechanical problem is 
solved usually by employing a Finite Element Analysis (FEA), the given set of loads and given 
boundary conditions play an essential role in the resulting layout. The most important quantities for 
designers is the stress (Cheng & Jiang 1992), but the stability and vibrations can be crucial in different 
studies as well as well (Cinquini et al. 1997). If we go into deep, the different types of materials and 
the material defects can also play an important role (Bruggi & Cinquini 2011, Burczyński et al. 2002). 
In some cases, the displacement of a structure is the most-valuable (Qiao & Liu 2013), or the energy 
dissipation (Cheng & Yan 2013), or building topology (Phan et al. 2013). Reliability-based topology 
optimization shows another direction (Torii et al. 2012). 
In our case, we use the well-known classical problem of compliance minimization to present the idea 
of the new method as it is the easiest to compare to different algorithms due to the huge amount of 
available data with this objective function. According to the well-known formulation: 
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where K is the global stiffness matrix, V0 is the volume of the full domain, f is the external force 
acting on the structure, x is the design variable (density of the elements), u is the displacement, f is the 
volume ratio to be satisfied, ix is the density of cell i, minx  is the minimal density of the cells, iV  is the 
volume of the finite element cell i.  
To calculate the elemental stiffness matrix the SIMP (Solid Isotropic Material with Penalization) 
method is used, where the Young’s modulus is calculated according to (Zhou & Rozvany 1991, 
Bendsoe & Sigmund 1995) as 
     0pi iE x x E , (2) 
where E0 is the Young’s modulus of the solid material, and p is a penalty factor. 
The sensitivity number is calculated according to the formulation of BESO (Bidirectional 
Evolutionary Structural Optimization) method to be consistent with the definitions (Xie & Steven 
1993). Please note that there is no fundamental difference compared to the definition of the sensitivity 
number used by SIMP algorithm as the equation is changed only by a constant value (-1/p): 
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In this formulation the sensitivity is proportional to the increase of the mean compliance resulting from 
the removal of element i. If we want to minimize the compliance (C) we have to maximize the 
sensitivity number of the solid elements. From here on the optimized variable will be denoted by α, as 
with the use of sensitivities, we are actually maximizing it instead of the minimization of the 
compliance.  
In the followings, the BESO method will be reviewed shortly to be able to present the important 
similarities and differences between the BESO and the new algorithm. As all topology optimization 
algorithms, the BESO algorithm starts with the definition of the problem as well, followed by the 
spatial discretization of the domain and by the definition of boundary conditions. Afterwards, the 
iterative algorithm performs either the defined number of cycles, or until convergence criteria are 
reached. In each cycle, we perform a finite element analysis followed by the calculation of sensitivity 
numbers. At this point, it is very fundamental to ensure a mesh-independent solution, for which reason 
mesh-independent filter and historical stabilization filter are applied to the sensitivities (Huang, Xie 
2010b). As BESO uses a different approach compared to SIMP method, a different method has to be 
used for handling the volume constraint. Opposed to the SIMP method, the volume constraint is not 
immediately applied, but rather step by step and in each cycle elements are removed or added to 
ensure the volume constraint of the actual step ( 0 0i i jxV V f   , where j is the iteration number). 
Finally, the new densities are evaluated. After this step, the current cycle is finished, and a new one 
begins. The detailed description of the algorithm can be found in the literature (Xie and Steven 1993). 
 
3. Quasi-static quasi-fluid approach 
Our approach is based on a resemblance taken from the nature (as e.g. simulated annealing algorithm). 
Fluids usually tend to move away from high-pressure regions to lower pressure regions, or from higher 
values of a potential field to lower levels (e.g. waterfall) to create equilibrium. This behaviour can be 
used for an optimization process. If we want to minimize a scalar-field, we simply need to define the 
pressure of the fluid to be higher in regions with higher scalar values, so it will move away from it. 
However, in the case of maximization the rule is the inverse. In the followings the basic idea of the 
algorithm will be introduced, using the standard notation of the fluid dynamics. After this chapter we 
will return to the notation of the accepted notation of topology optimization in order to avoid 
confusion. 
After solving the equation Ku=f for an intermediate solution of the topology optimization process, a 
quasi-static quasi-fluid simulation step will be performed (further on called as QSQF). The following 
concepts need to be defined: 
Density of the fluid continuum (the design variable itself): At the beginning of the QSQF step 
f x  , therefore  0,1 f  must be satisfied. However,  following the QSQF step fx  , instead 
we will introduce a historical density-damping scheme, where 
  1new old calculatedD Dx H x H x   , (4) 
where DH  is a historical density- damping coefficient for stabilizing the solution (which must be 
within the range of [0,1]). Usually 0.5 will be an appropriate choice for this parameter. 
The idea behind this formulation is that the fluid continuum can move extremely quickly in the 
presence of huge pressure differences. However, the optimized solid structure should be updated in a 
coupled manner with the fluid continuum, if the density of fluid would be exactly the same after and 
before the iterations as well. As this would require vast computational resources, we apply a quasi-
static approach instead, where the optimized solid structure and fluid continuum is updated in a 
segregated way. However, to do this, we need to make sure that no sudden change can happen inside 
the continuum. This is actually similar to the averaging scheme applied to sensitivities by BESO 
method, but this time it is applied to the densities. 
The potential field:  U   acting on the fluid continuum is a function of the sensitivities. This 
function defines whether we are maximizing or minimizing. However, without the loss of generality 
from here on we will only consider minimization. E.g., if high values of the sensitivity function 
correspond to high values of the potential field, the fluid will try to move away from these regions, i.e., 
minimize the sensitivities. 
Equation of state for the fluid continuum:   f fp  . This function defines the connection between the 
pressure and density of the fluid (compressible fluid). To prevent fully empty regions, the density must 
be between the defined values (xmin and 1). Additionally, the pressure must be positive. 
Equilibrium equation for the fluid: 
      .f fp U const    (5) 
This equation means that the sum of the energy stored by the potential field and the energy resulting 
from the pressure of the fluid is constant in every point (see Figure 1). The term quasi-fluid comes 
from the fact that this is not an equation for a real fluid, but rather for a continuum behaving similarly 
to fluids.  
(It is worth noting that the hydrostatic equation, well-known by everyone, is highly similar to the 
previous form, hence the analogy: 
   .f f gravity fp U p gz const      (6) 
In Eqn. (6) p is the pressure of the fluid, ρ is the density of the fluid, g is the gravitational acceleration 
and z is the height.) 
In the followings, we will denote const. in Eqn. 5 by EquilibriumLevel, as it represents a significant 
parameter of the method.  
 
Figure 1 
Distribution of different energy levels in a quasi-static equilibrium state 
Grey=Potential energy, Black=Pressure of the fluid continuum 
 
Although we could define directly the previous functions, but instead a computationally more efficient 
way is chosen. Eqn. 5 can be reorganized into the following form: 
    1f fp EquilibriumLevel U   ,  (7) 
where 1fp  is the material rule for the fluid continuum. We can see that the density of the fluid 
continuum depends only on the optimized variable and on the parameter. Instead of calculating both 
values we can further merge the two steps into the following form: 
  ,f f EquilibriumLevel   . (8) 
This way, we can eliminate the need to mathematically define and calculate the potential field and 
material rule, instead, a single function is to be found. The critical point of the optimization process is 
not the calculation of the density of the fluid continuum, but rather finding an appropriate material 
rule, for which we can satisfy the volume constraint as well (see Eq. 1).:  
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From this equation we can determine the value of EquilibriumLevel. For further simplifications, we 
define the non-dimensionalized sensitivity using normalization to avoid difficulties with mixed sign 
problems: 
 min
max min
   
  . (10) 
Here αmin and αmax are the minimum and maximum values of the sensitivities. Remembering Eq. 1. the 
density of the fluid continuum can be defined as: 
    min min1-calculated sf fx x x      . (11) 
where  sf   is the scaled material rule, which has a domain and range of [0,1]. 
This function defines how “full” a cell is, in a continuous manner. This kind of logic is called fuzzy 
logics in mathematics (as opposed to the 0/1 classical logic), and these functions are called fuzzy 
functions. However, such a function cannot take any form in our problem. It is possible, that for a 
specific function, we cannot find an appropriate EquilibriumLevel to satisfy Eq. 9 so that no negative 
pressures would be present in the fluid continuum, e.g. see Figure 2. However, negative pressures are 
meaningless in physics. 
 
Figure 2 
Unsuitable choice of a function for ‘EquilibriumLevel’ resulting in invalid energy distribution 
Grey=potential energy, Black=Pressure of the fluid continuum 
 
As one can see, the analogy leads actually a very simplified from. In this form one has to find the 
appropriate function from a set of functions to satisfy Eq. 9. After finding this function, the new 
densities can be calculated simply by using Eq. 11, and the density of the cells in the Finite Element 
discretization can be calculated by using the proposed density dampening scheme. In this way, the 
method actually becomes very similar to BESO, ESO or SIMP, where after determining the 
sensitivities, the densities have to be calculated based on some kind of solution methods.  
 
4. Suitable functions for optimization 
From here on, we will return to the standard notation of structural mechanics and topology 
optimization. The only notation to be kept is the scaled material rule (  sf  ), using which the new 
densities can be calculated, in a similar fashion to BESO or SIMP.  To ensure the solvability of Eqn. 9 
we introduce the Possible Optimization Fuzzy Function (further POFF), which is a parametric 
function. This function is parametrized by threshold, and an appropriate threshold value must always 
exist, for which Eq. 9 can be satisfied: 
   , &&sf threshold . (12) 
Please note that the material rule was already parametrized by EquilibriumLevel in Eq. 8, the only 
change is that instead of EquilibriumLevel we use a different parameter. 
s
f&& must satisfy that only one threshold value exists, for which the volume constraint can be solved 
(and this value must be additionally in the [0,1] range). This ensures that only one unique solution 
exists for Eq. 9. 
Additionally, sf&& must give 0 as output at 0, and 1 at 1. The function has to be “flat” at the ends (i.e., 
the first derivative has to be smaller at the ends of the domain, as inside the domain) and must be 
monotonically increasing. These constraints ensure the correct fluid-like behaviour and minimization. 
Please note that the parameter threshold is only a parameter to this family of functions, not to the 
optimization itself. The end-user never has to deal with it, the value is to be determined internally by 
the software (similar to BE in the SIMP algorithm Sigmund, O. (2001)).  
To be able to control the behaviour of the fluid we introduce one more concept, the CPOFF 
(Controllable Possible Optimization Fuzzy Function), an extension to the POFF. Aside threshold we 
introduce the β parameter, which controls the slope of the function at threshold, mathematically 
formulated: 
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meaning that lower β values will result in smaller values of the first derivative of sf&& at threshold. 
Some proposed functions can be seen in Table 1, and functions can be seen in Figure 3. 
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Table 1: Proposed CPOFF functions 
Without full proof we can see that  
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Using the value of β the user can dynamically influence the optimization: as the value is increases, the 
algorithm will eliminate the intermediate densities step by step. This way QSQF will work with 
intermediate densities at the beginning but converge to discrete densities in the end, i.e., it is the best 
of two worlds. Eq. 9 shows that the analogy at β=∞ yields to the BESO method, thus it is a 
generalization or extension to the BESO method. We find it an important result to show that BESO is 
based on real physical phenomena, i.e. it is imitating nature. Moreover, in QSQF the most significant 
difference compared to BESO is the use of fuzzy functions instead of discrete ones. This can improve 
the stability due the lack of sudden changes in densities. 
 
  
Figure 3/a 
Inverse-power function (Table 1/1) 
threshold=0.35, β=1,2,4,8,20,200,10000 
 
Figure 3/b 
Piecewise-linear fuzzyfication function (Table 1/2) 
threshold=0.35, β=1,2,4,8,20,200,10000 
 
  
Figure 3/c 
Gauss-distribution based fuzzyfication func. (Table1/3) 
threshold=0.35, β=0.05, 0.2, 0.5, 1, 2, 5, 10, 20, 25,55 
Figure 3/d 
Discrete linear fuzzyfication function (Table 1/4) 
threshold=0.35 
 
 
5. Workflow of the algorithm and the applied filters 
Although the main idea is easy to understand now, presenting the workflow of the optimization 
process is still necessary. The comparison of the BESO and QSQF method’s workflow is summarized  
on Figure 4. 
Input: Definition of the problem (boundary conditions, volume constraint, etc.). 
Step 0: Finite Element Discretization. 
Step 1: Finite Element Analysis (FEA). 
Step 2: Calculation of the sensitivities (according to Eq. 3.) 
Step 3: Mesh independence filter:  Before starting the QSQF step mesh-independent filters must be 
applied. Instead of inventing a new method we choose a well-documented and well-researched mesh-
independent filter. Although several versions of the mesh-independent filters are available, in the 
current implementation the BESO method’s filtering technique was chosen (Sigmund & Petersson 
1998). The mesh independency filter in BESO and QSQF serves the same purpose as by SIMP. 
Moreover, at hard-kill BESO the local averaging has to work, even if the neighbouring densities are 
zero. This results in a slightly modified convolution operator: 
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where the weight factors are determined as 
 min min, if             1, 2,...,ij ij ijw r r r r j N    , (22) 
and rij is the distance between the centers of cells i and j. This smoothing is computed in the 
neighbourhood of cell i, in a circle with radius rmin (mesh independency filter radius).  
Step 4: Historical sensitivity stabilization: For stabilization of the process the following scheme is 
used: 
 (1- )new old calcs sH H    , (23) 
i.e. the new sensitivity will be the weighted sum of the old and newly calculated value. In BESO 
method 0.5sH  is used (Huang & Xie 2007). We also recommend using the same value. 
Step 5: Refresh volume constraint (if necessary). Although the prescribed volume for the structure 
could be immediately turned on if using appropriate parameters for the algorithm, a sequential cutting 
method will help in the convergence, as at BESO (ERmax): 
   1 max , 1- /100j jfV V V ER  . (24) 
Step 6: Calculate new densities (QSQF step): To update the density field we must first determine the 
value of the threshold parameter and then we can calculate the new densities using Eq. 11. To prohibit 
fast movement we propose another scheme despite the fact, that during the tests the historic density-
damping scheme worked correctly. This method is able to control changes in the fluid continuum both 
globally and locally. 
The idea is that not all regions of the fluid have to change during the iterations, but only the ones with 
appropriate driving force (this definition is close to the behaviour of the Bingham continuum, where 
below a certain shear stress level the fluid does not start moving, and thus it is actually not a real 
fluid). For this reason, we introduce the additional ARmax criteria (with same purpose as in BESO) to 
limit the maximum amount of density-increase in the whole fluid region.  
The density-increase of a single cell is 
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and thus the whole density-increase 
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If during the update the 
 max
total
incx AR V  (24) 
condition is violated, then instead of the threshold parameter we determine a thresholdinc parameter, 
for which the criterion will not be violated, and we update only the densities which would increase. 
In the next step, we calculate the thresholddec parameter, for which the volume constraint can be 
satisfied if only updating elements, which would decrease. This way there is a zone of threshold values 
in which no movement will happen (as in Bingham continuum).  In fully discrete cases (β=∞), this is 
the same definition as ARmax at BESO (the total number of elements allowed to be switched from 0/xmin 
to 1 defined as a percentage of the volume), and thresholdinc and thresholddec correspond to , th thadd del . 
These values does not have to be specified by the user but are temporary, internal parameters 
determined by the algorithm. 
Step 7: Historical density-dampening: see Eq. 4.  
Step 8: Refresh β values: The value of  β  can be increased to generate a solution closer to the discrete 
solution (see Eq. 9). 
Step 9: If the convergence criteria is not yet met, then we start the next optimization step (go to Step 
1), otherwise go to Step 10. 
Step 10: The solution is acquired. 
One can see that although we used a completely different approach and analogy from nature, the two 
algorithms have very similar workflow, with the only difference being that the new algorithm is 
capable of working with intermediate densities. However, at β=∞ it yields to the BESO algorithm, thus 
it is a generalization of BESO method. 
 
Figure 4 
Proposed workflow of QSQF (quasi-static quasi-fluid) optimization (right side) compared to BESO  
method (left side), new steps are highlighted with grey, steps with different computations are 
highlighted with black 
 
6. Test examples 
 
In the followings, the results achieved with the new method are presented and compared to the results of the 
previous methods, SIMP&OC and BESO, using some classical problems. The FEA was solved using 
preconditioned conjugate gradient method with the final residual error always in the range of 10-6-10-10 N (3D 
problems) and 10-8-10-10 N (2D problems), depending on the problem. The FEA code was successfully validated 
against an example of a bent cantilever using ADINA R&D Inc. ADINA®.  
Although the chosen problems are well-known and well-researched basic examples of optimization and thus we 
cannot expect to achieve huge improvement, we found it fundamental to validate the algorithm against these 
tests. For the presented cases, the new method has achieved the well-known solutions without error and for two 
cases it could even provide, although only slightly, but better solutions with different topologies compared to the 
literature. We consider this a major achievement as these problems have been examined for decades. 
All tests were run for 200 steps to ensure that no sudden change happens in the later iterations, and C200 is 
presented along with j1% and/or j2%, where Cj is the compliance in step j and 
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Putting it into other words: convergence criterion is reached when the compliance is within ±1 or ±2% of the 
compliance at step 200. This criterion was proposed in order to ensure that the final solution was really reached 
and not only slow convergence occurred. Except for the benchmarking of the software normal convergence 
criterion should be used (e.g. 
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  ). Performing the FEA (i.e., solving a large sparse system) requires 
with orders of magnitudes larger computational time as compared to the actual computations performed by 
QSQF (which has the same time complexity as BESO). As a result, more than 99% of the CPU time is consumed 
by the linear algebra solver. As different research groups use very different methods (e.g., PCGM, DPCG, direct 
solvers), the efficiency of the algorithm is better presented by the required number of iterations, as by the CPU 
time. 
 
6.1 A BENT CANTILEVER 
 
As on the field of linear elasticity, where the examples were tested, the resulting structure does not depend on 
the magnitude of the load or Young’s modulus, publications and books use many times small but easily 
comparable load and Young’s modulus values. Here in Example 1 we will use E=1 MPa, ν=0.3, 160 x 40 mm 
domain with 160x40 discretization. The load is F= −1 N, the volume constraint Vf =0.5, while xmin=0.001, 
rmin=3.0 mm (Figure 5). The calculated values corresponded to the values given by Huang & Xie (2010a) for 
both SIMP&OC and BESO method with the current in house code (Figure 6). The C200, j1% are given for all 
cases and j2% values for the examples with convergence history. It is important to point out that all algorithms 
reach the j1% state at almost the same speed, but they need significantly more time to reach the C200 value: the 
SIMP method reaches the presented value only at j=188, the BESO at j=46, and the QSQF at j=93. However, it 
is essential to note that the result given by QSQF is 0.22% lower than the result of BESO method, but with a 
different topology! The convergence history is given for Figure 6, while Figure 6d only presents that using a 
different β value the QSQF method is also able to give the previously known topology. Depending on the 
supports and loadings, there can be asymmetric solutions as well Cheng & Liu (2011).  
Note: At SIMP the values are higher due to the presence of intermediate densities. 
 
Figure 5: Boundary conditions of Problem 1
 
 
Figure 6a: Solution obtained with SIMP&OC (C200=201.2 Nmm; j1%=33; j2%=33) for Problem 1 
 
 
Figure 6b: Solution obtained with BESO (C200=181.4 Nmm; j1%=32; j2%=32) for Problem 1 
ER=2.0%; ARmax=50.0% 
 
 
Figure 6c: Solution obtained with QSQF (C200=181.0 Nmm; j1%=35; j2%=32, pcw.) for Problem 1 
V0=0.55; ER=1.5%;Hs=0.5; Hd=0,5 (it.<30); β=4,6,8… 
 
 
Figure 6d: Solution obtained with QSQF (C200=184 Nmm; j1%=52, inv.pow) for Problem 1 
V0=0.7; ER=1.5%;Hs=0.5; Hd=0,4 (it.<40); β=4,5,6… 
Comparing Figure 6b and 6c one can see, that while at BESO sudden changes occur in the topology, the QSQF 
method rather improves the different areas in a continuous manner. While in such a simple case it is not obvious, 
in difficult real life problems the sudden change can cause numerical instability, and BESO will fail to converge 
to a solution. This effect is less likely to happen at QSQF due to the lack of sudden removal of elements. In 
presence of rounding errors and precision problems (present to all solvers, even more well pronounced at 
iterative solvers), these effects are even more likely to occur. Leveraging the convergence criteria to 10-8 (which 
is still very strict) leads to Figures 7 and 8. This shows, that as a result of numerical errors the BESO converges 
to an asymmetric solution with slightly higher compliance. This asymmetry is clearly only the result of rounding 
errors of the machine. 
 
Figure 7: BESO (solution if using 10-8 as convergence criteria at iteration 50; C50=182.8 Nmm) 
ER=2.0%; ARmax=50.0% 
 
 
Figure 8: QSQF  (solution if using 10-8 as convergence criteria at iteration 50 C50=182.6 Nmm) 
V0=0.55; ER=1.5%;Hs=0.5; Hd=0,5 (it.<50); β=4,6,8… 
 
6.2 OPTIMIZATION OF A BRIDGE STRUCTURE 
 
E=200 GPa, ν=0.3 material was used with a domain of 240 mm x 40 mm size and 240x40 mesh, and a load  
of F= −100 N, while the volume constraint was Vf =0.5, and xmin=0.001, rmin=6.0 mm. At soft-kill BESO the 
calculated results were close to Huang & Xie (2010a) (it was only calculated for the right hand side of the 
structure). The defined problem and results can be seen on Figures 9-12. C200 and j1% values are presented for all 
cases. 
It can be seen that all three methods yield to the same result. Although the iteration numbers are high for the 
new algorithm, this is rather the result of poor choice of the parameters.  
Higher compliance of SIMP comes from the presence of intermediate densities, which is the characteristics of 
this type of mesh independence filter. 
 
 
Figure 9: Boundary conditions of Problem 2 
 
Figure 10: Solution obtained with SIMP& OC (C200=2.551 Nmm; j1%=30) for Problem 2 
rmin=3.0 mm 
 
Figure 11. Solution obtained with BESO (C200=2.365 Nmm; j1%=37) for Problem 2 
ER=5%; ARmax=5% 
 
Figure 12. Solution obtained with QSQF (C200=2.41 Nmm; j1%=93, pcw.) for Problem 2 
V0=0,7; ER=5%;Hs=0,5; Hd=0,2 (it.<30); β=5,6… 
 
 
 
 
6.3  3D CANTILEVER 
 
E=10 GPa, ν=0.3 material was used with 100 mm x 20 mm x40 mm domain and 100x20x40 mesh, the load 
was F= −1000 N, and Vf =0.1, rmin=3.0 mm. In contrast with the previous cases, here we used xmin=0.0025 for 
larger speed. C200 and j1% values are presented for all cases. 
The problem definition and results can be seen on Figures 13-18. The new method was able to find a new, 
alternative and 1.2% better topology. For the BESO method, we present two different results to show that the 
results of BESO method depend also on the parameters.  
 
 
Figure 13: Boundary conditions for Problem 3 
 
 
Figure 14: Solution obtained with SIMP&OC (C200=2089.6 Nmm; j1%=160) for Problem 3 
 
 
Figure 15: Solution obtained with BESO (C200=1272 Nmm; j1%=90) for Problem 3 
ER=2.5%; ARmax=10.0% 
 
 
Figure 16: Solution obtained with BESO (C200=1303 Nmm; j1%=168) for Problem 3 
ER=3.0%; ARmax=50.0% 
 
 
Figure 17: Solution obtained with QSQF (C200=1255 Nmm; j1%=144; pcw.) for Problem 3 
V0=0.3; ER=3.0%; β=4,5,…; Hs=0.5, Hd=0.5 (it.<140) 
 
 
Figure 18: Solution obtained with QSQF (C200=1417 Nmm;inv. Pow.) for Problem 3 
ER=2.5%; Hs=0.55, Hd=0.55 (it.<60) 
 7. Future work 
Although extensive testing is still needed, the method can already be applied to many cases 
successfully. In our future work, we would like to extend the analysis of the QSQF method to not only 
compliance minimization problems, and perform an extensive comparison to BESO and SIMP 
method. We would like to find other analogies as well taken from nature (e.g. the use of gravitational 
fields). An ambitious plan would be to find a generalization, which includes ESO, BESO, SIMP and 
QSQF algorithms too, but the existence of such an algorithm remains an open question. 
8. Results and conclusions 
 
In this article, we have proven that the BESO method can be derived using an analogy from nature. 
Moreover, we proposed a new algorithm, which is generalization or extension of the BESO method as 
it is able to work both with intermediate densities, but in special cases (β=∞, HD=0) it behaves like the 
BESO method. Moreover, due to the introduced new parameters, it provides flexibility and more 
options than BESO or SIMP. Although at first is seems that the introduction of new parameters makes 
the decision maker’s task more difficult, but we want to emphasize, that most parameters are only 
present to help advanced users in their research. Usually, HD=0.5; Hs=0.5; β0=4 and piecewise linear 
fuzzyfication functions are the recommended, so we only have to choose ERmax, ARmax, Vf and βinc. The 
first three of these serve the same purpose as by BESO, the last can be used to converge to discrete 
density values (usually 4+(1.0-2.0)i is a good choice, where i is the iteration counter). 
The main advantage of QSQF is not that it is much faster compared to SIMP or BESO method, but the 
different path to the solution. As the algorithm converges through designs containing intermediate 
densities, it is less sensitive to rounding errors (i.e. with the use of iterative solvers for the FE model) 
and instead of immediately deleting bars, it slowly makes them disappear, which also removes the 
local peaks in the convergence history (see Figure 7-8). Moreover, as topology optimization at the 
moment only serves as a starting tool for the design, in the real world applications engineers usually 
use them as an intuition, and therefore they may need more alternatives for the same problem. Just 
note, that the QSQF method was able to find a slightly better but different topology on Problem 1 (see 
Figure 8 compared to Figure 6) while at Problem 3, it was able to find (see Figure 17 compared to 
Figure 14-16) a better, but significantly simpler (lower number of beams). We can also look on 
Figure 19 and see the difference between the solution given by SIMP and QSQF method, where 
QSQF gives four almost equally distributed main columns. 
We would like to point out again, that the main advantages of the algorithm are the generalization of 
the BESO method and the possibility to provide many different, but equally good solutions to the 
same problem, thus giving alternatives to the engineers, or the possibility to choose more aesthetic 
solutions, which is a more and more urging need in the field of civil engineering and mechanical 
engineering, where attractivity of a product is defined more and more by its design and aesthetics, 
rather than structural simplicity and simple functionality. 
 
                
Figure 19: Different solution obtained with SIMP (left hand side) and QSQF (right hand side) 
Load: distributed load on the upper surface; Dirichlet boundary on the lower surface 
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