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Abstract
It has been widely recognized that data envelopment analysis (DEA) lacks discrimination power to distinguish between DEA
efficient units. This paper proposes a new methodology for ranking decision making units (DMUs). The new methodology ranks
DMUs by imposing an appropriate minimum weight restriction on all inputs and outputs, which is decided by a decision maker
(DM) or an assessor in terms of the solutions to a series of linear programming (LP) models that are specially constructed to
determine a maximin weight for each DEA efficient unit. The DM can decide how many DMUs to be retained as DEA efficient
in final efficiency ranking according to the requirement of real applications, which provides flexibility for DEA ranking. Three
numerical examples are investigated using the proposed ranking methodology to illustrate its power in discriminating between
DMUs, particularly DEA efficient units.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
It is often necessary in real performance assessment practice to rank a group of decision making units (DMUs)
in terms of their efficiencies. Data envelopment analysis (DEA) developed by Charnes et al. [6] has been universally
recognized as a useful tool of performance assessment, but very often more than one DMU is evaluated as DEA
efficient, which makes DEA efficient units unable to be compared or ranked.
In this paper, we propose a ranking methodology for DMUs. The methodology ranks DMUs by imposing an
appropriate minimum weight restriction on all inputs and outputs, whose value is to be determined by a decision
maker (DM) or an assessor in terms of the solutions of a series of linear programming (LP) models that are specially
constructed to determine a maximin weight for each of DEA efficient units. Through exerting a minimum weight
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restriction on all inputs and outputs, DMUs can all be fully or partially discriminated from one another, depending
upon the requirement of real applications.
The paper is organized as follows. In Section 2, we present a literature review on DEA ranking. In Section 3, we
give a brief description of the model proposed by Charnes et al. [6] named CCR by their acronym, which is the most
commonly used one for the identification of DEA efficient units. In Section 4, we develop a maximin weight model for
each of DEA efficient units to determine a maximin weight for each of them. Section 5 presents a new efficiency model
with a minimum weight restriction for all DMUs to reevaluate their efficiencies. Numerical examples are provided in
Section 6 to illustrate the power of the proposed ranking methodology in distinguishing between DEA efficient units.
Comparisons with other ranking methodologies are provided in Section 7. The paper concludes in Section 8.
2. Literature review
To rank DEA efficient units, quite a lot of research has been done and many ranking methodologies have been
suggested in the DEA literature. For example, Andersen and Petersen [2] proposed a procedure that was later referred
to as the super-efficiency method for ranking DEA efficient units. Super-efficiency refers to the DEA efficiency
measured by excluding the DMU under evaluation from the constraints of DEA models and has been deeply
researched in the literature [3,7,13,15,19].
Sexton et al. [20] addressed the issue of cross-efficiency for ranking DMUs. Cross-efficiency refers to the efficiency
calculated using the weights most favourable to other DMUs and was examined in detail both mathematically and
intuitively by Doyle and Green [8,9]. An alternative interpretation to cross-efficiency from the viewpoint of slack
analysis was very recently provided by Bao et al. [4].
Sinuany-Stern et al. [23] presented an AHP/DEA methodology for ranking DMUs, which integrates DEA and
the analytic hierarchy process (AHP), a well-known multiple criteria decision making methodology developed by
Saaty [18]. In this AHP/DEA methodology, DEA was first run for each pair of DMUs separately to create a pairwise
comparison matrix, which was then solved using the eigenvector method to produce a full ranking for all DMUs,
efficient and inefficient. It was shown that the AHP/DEA ranking and the DEA results were perfectly compatible for
single input and single output cases.
Jahanshahloo et al. [12] proposed a ranking system to rank DEA efficient units in terms of their influences on DEA
inefficient units. The influence of a DEA efficient unit on DEA inefficient units is measured by the efficiency change
of DEA inefficient units before and after the DEA efficient unit is excluded from their reference set. The DEA efficient
unit that can cause the biggest efficiency change of DEA inefficient units when it is removed from their reference set
is deemed as the most important DMU.
Common weights have also been extensively applied for ranking purpose. For example, Ganley and Cubbin [11]
developed a common set of weights for all DMUs by maximizing the sum of their efficiencies. Roll et al. [16,17]
suggested several approaches to determining a common set of weights for all DMUs, including running a general
DEA model, which is unbounded, to get different sets of weights and then taking their average or weighted average
with DEA efficiencies as the weightings, maximizing the average efficiency of all DMUs, maximizing the number
of DEA efficient units, ranking various factors by some order of importance and then assigning low weights to less
important factors and maximal feasible weights to important ones.
Sinuany-Stern et al. [21] introduced a two-stage linear discriminant analysis approach to generate common weights.
In the first stage, DEA was performed to distinguish between DEA efficient and inefficient units. In the second stage,
the discriminant analysis was performed to provide a score function for the two sets, efficient and inefficient, based
on the linear combination of all inputs and outputs.
Friedman and Sinuany-Stern [10] utilized the canonical correlation analysis to provide a single weight vector for
inputs and outputs, respectively, common to all DMUs. They first constructed a composite input variable as a linear
combination of inputs and a composite output variable as a linear combination of outputs, and then maximized the
coefficient of correlation between the composite input and the composite output to generate a common set of weights.
The efficiencies of DMUs were defined with the obtained common weights as the ratio of the composite output to the
composite input. Based upon the efficiencies defined with the common weights, all DMUs were ranked.
Sinuany-Stern and Friedman [22] presented a nonlinear discriminant analysis to provide common weights for all
DMUs. They used the DEA to classify all DMUs into efficient and inefficient groups and then constructed a ratio
function between the linear combination of outputs and the linear combination of inputs to separate the two groups.
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By maximizing the ratio of the between-group variance to the within-group variance, they derived a common set of
weights for all DMUs to provide the maximum separation between the two groups. The common set of weights was
finally employed to reconstruct an efficiency score for each DMU as the ratio of the composite output to the composite
input. Based upon the new efficiency scores, all DMUs were ranked.
Liu and Peng [14] very recently proposed a common weights analysis (CWA) methodology to search for a common
set of weights to minimize the sum of the total virtual gaps of DEA efficient units to the efficiency benchmark line, or
maximize the efficiency of DEA efficient units, which was defined as the total weighted sum of outputs of the DEA
efficient units minus their total weighted sum of inputs. The common set of weights was then used to calculate the
absolute efficiencies of DEA efficient units, based on which DEA efficient units were ranked. In the case that DEA
efficient units could not be fully ranked, shadow prices obtained from a dual model were used for further ranking.
A more detailed review of ranking methods in DEA was provided by Adler et al. [1]. Their review revealed that
none of the methodologies they reviewed could be prescribed as the complete solution to the question of ranking or
as the panacea of all ills.
3. CCR model
Suppose that there are n DMUs to be evaluated in terms of m inputs and s outputs. Let xi j (i = 1, . . . ,m) and yr j
(r = 1, . . . , s) be the input and output values of DMU j ( j = 1, . . . , n). Then the efficiency of DMU j can be defined
as
θ j =
s∑
r=1
ur yr j
m∑
i=1
vi xi j
, j = 1, . . . , n, (1)
where vi (i = 1, . . . ,m) and ur (r = 1, . . . , s) are respectively the input and output weights assigned to the m inputs
and s outputs. To determine the input and output weights, Charnes et al. [6] established the following well-known
CCR model, which is named by their acronym:
Maximize θ0 =
s∑
r=1
ur yr0
m∑
i=1
vi xi0
(2)
Subject to θ j =
s∑
r=1
ur yr j
m∑
i=1
vi xi j
≤ 1, j = 1, . . . , n,
ur ≥ 0, r = 1, . . . , s,
vi ≥ 0, i = 1, . . . ,m,
where DMU0 refers to the DMU under evaluation.
By using Charnes and Cooper’s transformation [5], the above fractional programming model is equivalently
converted into the linear programming (LP) below for solution:
Maximize θ0 =
s∑
r=1
ur yr0. (3)
Subject to
m∑
i=1
vi xi0 = 1
s∑
r=1
ur yr j −
m∑
i=1
vi xi j ≤ 0, j = 1, . . . , n,
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ur ≥ 0, r = 1, . . . , s,
vi ≥ 0, i = 1, . . . ,m.
If the optimal objective function value, θ∗0 , turns out to be one, i.e. θ∗0 = 1, then DMU0 is said to be DEA efficient;
otherwise, it is said to be non-DEA efficient. The efficiency defined by the above CCR models (2) and (3) is referred
to as CCR efficiency which makes it distinguished from other efficiencies.
LP model (3) is solved n times in total, each time for one DMU. As a result, at least one DMU is evaluated as DEA
efficient, but very often more than one DMU proves to be DEA efficient. How to distinguish between DEA efficient
units has long been a research topic and attracted considerable interest in the DEA literature. In the following sections,
we will develop a maximin weight model for each DEA efficient unit and a new efficiency model with a minimum
weight restriction to reassess the efficiencies of DMUs so that they can be fully or partially distinguished from one
another no matter whether they are DEA efficient or not.
4. Maximin weight model for DEA efficient units
Consider a DEA efficient unit identified by CCR model, say, DMU0. For this DMU0, we have the following
equation and inequalities:
s∑
r=1
ur yr0 −
m∑
i=1
vi xi0 = 0, (4)
s∑
r=1
ur yr j −
m∑
i=1
vi xi j ≤ 0, j = 1, . . . , n,
ur ≥ 0, r = 1, . . . , s,
vi ≥ 0, i = 1, . . . ,m.
It is easy to find that there are an infinite number of input and output weights that can meet the above conditions
because kur and kvi for any k > 0 will all be solutions to (4) as long as ur (r = 1, . . . , s) and vi (i = 1, . . . ,m) are
a solution to it. To avoid this arbitrariness, we need an equation such as
∑m
i=1 vi xi0 = 1 or
∑m
i=1 vi (
∑n
j=1 xi j ) = 1
to be added to (4) to form a benchmark for comparison of input and output weights of different DMUs. Since the
equation
∑m
i=1 vi xi0 = 1 varies from one DEA efficient unit to another, which makes the input and output weights of
different DMUs somewhat incomparable, we therefore choose the equation
∑m
i=1 vi (
∑n
j=1 xi j ) = 1 to be added.
Let ε∗ be the maximin input and output weight of DMU0, i.e. ε∗ = maxur ,vi {min(minr ur ,mini vi )}. The following
LP model is constructed to determine the value of ε∗ for each DEA efficient unit:
Maximize ε (5)
Subject to
m∑
i=1
vi
(
n∑
j=1
xi j
)
= 1,
s∑
r=1
ur yr0 −
m∑
i=1
vi xi0 = 0,
s∑
r=1
ur yr j −
m∑
i=1
vi xi j ≤ 0, j = 1, . . . , n,
ur ≥ ε, r = 1, . . . , s,
vi ≥ ε, i = 1, . . . ,m.
The meaning of the above LP model is to maximize the minimum input and output weight of DEA efficient
unit DMU0 while keeping its DEA efficiency unchanged. In other words, ε∗ is the maximin weight that can keep
DMU0 efficient. However, the maximin weight determined by the above LP model is not independent of the units of
measurement of inputs and outputs. To overcome this difficulty and eliminate the impacts of units of measurement
on the magnitudes of maximin weights, we suggest that all inputs and outputs be normalized in model (5). The
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normalization of inputs and outputs can be performed by using the following equations:
xˆi j = xi j/
n∑
k=1
xik, i = 1, . . . ,m; j = 1, . . . , n
yˆr j = yr j/
n∑
k=1
yrk, r = 1, . . . , s; j = 1, . . . , n.
(6)
DEA efficient units will not be affected by this normalization process because CCR efficiency has a good property
of unit-invariance and is independent of scale transformations of inputs and outputs. The transformed inputs meet the
conditions of
∑n
j=1 xˆi j = 1 for i = 1, . . . ,m, which make LP model (5) more succinct, as shown below:
Maximize ε (7)
Subject to
m∑
i=1
vi = 1,
s∑
r=1
ur yˆr0 −
m∑
i=1
vi xˆi0 = 0,
s∑
r=1
ur yˆr j −
m∑
i=1
vi xˆi j ≤ 0, j = 1, . . . , n,
ur ≥ ε, r = 1, . . . , s,
vi ≥ ε, i = 1, . . . ,m,
where xˆi j (i = 1, . . . ,m; j = 1, . . . , n) and yˆr j (r = 1, . . . , s; j = 1, . . . , n) are normalized input and output data by
Eq. (6). For convenience, we refer to the above LP model (7) as maximin weight model for DEA efficient units.
In the traditional DEA, ε is a given very small constant which is usually referred to as a non-Archimedean
infinitesimal. However, ε in the above LP model (7) is a decision variable rather than a constant and is not necessarily
very small. By solving LP model (7) for each DEA efficient unit, respectively, we can obtain a set of maximin weights,
ε∗i1 , . . . , ε
∗
iK
, for all DEA efficient units, where i1, . . . , iK are the labels of K DEA efficient units.
5. New efficiency model for all DMUs
Consider now imposing a minimum weight restriction w on all inputs and outputs so that DMUs can be partially
or fully distinguished by adjusting its magnitude. The new efficiency model with a minimum weight restriction w can
be constructed as follows:
Maximize θˆ0 =
s∑
r=1
ur yˆr0
m∑
i=1
vi xˆi0
(8)
Subject to
m∑
i=1
vi = 1,
θˆ j =
s∑
r=1
ur yˆr j
m∑
i=1
vi xˆi j
≤ 1, j = 1, . . . , n,
ur ≥ w, r = 1, . . . , s,
vi ≥ w, i = 1, . . . ,m.
This efficiency model differs from CCR model (2) in a couple of aspects. One significant difference between them lies
in the equation
∑m
i=1 vi = 1, which is added to avoid arbitrariness in determining input and output weights. Without
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the equation
∑m
i=1 vi = 1, the minimum weight restriction w would become meaningless because any input and
output weights can be arbitrarily rescaled to meet the requirement of the minimum weight restriction and there will
be an indefinite number of solutions to model (8) unless
∑m
i=1 vi xˆi0 is set as one. This setting, however, varies from
one DMU to another and will lead to the input and output weights of different DMUs being incomparable due to the
fact that they are derived from different constraints. Another main difference between the two models is the minimum
weight restriction w, which is not required by CCR model. Traditionally, CCR model can exert a non-Archimedean
infinitesimal on input and output weights. However, a non-Archimedean infinitesimal is not enough to discriminate
between DEA efficient units. The third difference between the two models is the normalization of input and output
data, which is necessary for the new efficiency model (8), but not necessary for CCR model (2).
Let
z = 1/
m∑
i=1
vi xˆi0, u˜r = ur · z for r = 1, . . . , s and v˜i = vi · z for i = 1, . . . ,m. (9)
Through the above transformations, model (8) can be transformed into an equivalent LP model, which is expressed as
Maximize θˆ0 =
s∑
r=1
u˜r yˆr0 (10)
Subject to
m∑
i=1
v˜i xˆi0 = 1,
m∑
i=1
v˜i = z,
s∑
r=1
u˜r yˆr j −
m∑
i=1
v˜i xˆi j ≤ 0, j = 1, . . . , n,
u˜r ≥ w · z, r = 1, . . . , s,
v˜i ≥ w · z, i = 1, . . . ,m,
z ≥ 0,
or as
Maximize θˆ0 =
s∑
r=1
u˜r yˆr0 (11)
Subject to
m∑
i=1
v˜i xˆi0 = 1,
s∑
r=1
u˜r yˆr j −
m∑
i=1
v˜i xˆi j ≤ 0, j = 1, . . . , n,
u˜r − w
m∑
i=1
v˜i ≥ 0, r = 1, . . . , s,
v˜i − w
m∑
l=1
v˜l ≥ 0, i = 1, . . . ,m,
u˜r ≥ 0, r = 1, . . . , s,
v˜i ≥ 0, i = 1, . . . ,m,
where u˜r (r = 1, . . . , s), v˜i (i = 1, . . . ,m) and z are decision variables, u˜r − w∑mi=1 v˜i ≥ 0 (r = 1, . . . , s) and
v˜i − w∑ml=1 v˜l ≥ 0 (i = 1, . . . ,m) can be understood as an assurance region (AR) on input and output weights. The
concept of AR was proposed by Thompson et al. [24,25] and refers to a set of restrictions on input and output weights.
Restrictions like αi v˜1 ≤ v˜i ≤ βi v˜1 for i = 2, . . . ,m and γr u˜1 ≤ u˜r ≤ δr u˜1 for r = 2, . . . , s are referred to as AR of
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type I [25], where αi , βi , γr and δr are parameters provided by the DM. Restrictions on the ratios between input and
output weights are referred to as AR of type II [25]. Based upon the above classifications, v˜i −w∑ml=1 v˜l ≥ 0 may be
understood as AR of type I or AR-I for short, and u˜r −w∑mi=1 v˜i ≥ 0 could be understood as AR of type II or AR-II
for short.
LP model (10) or (11) needs to be solved n times, each time for one DMU. By setting an appropriate value for
the minimum weight restriction w, all DMUs can be expected to be fully or partially ranked in terms of their new
efficiencies.
To set an appropriate value for w, we first rank the maximin weights of all DEA efficient units. Suppose that the
maximin weights ε∗i1 , . . . , ε
∗
iK
of K DEA efficient units have already been ordered from the smallest to the largest,
i.e. ε∗i1 ≤ ε∗i2 ≤ · · · ≤ ε∗iK . If we set the minimum weight restriction w to be less than or equal to ε∗i1 , then the K DEA
efficient units will all be preserved as DEA efficient. This can be verified from model (7), whose optimal solution will
also be the optimal solution to model (8) for the same DEA efficient unit. As we increase the value of w in model (8)
from w ≤ ε∗i1 to w > ε∗i1 , DMUi1 will be removed from the set of DEA efficient units. This is because the equation∑s
r=1 ur yˆr0 −
∑m
i=1 vi xˆi0 = 0 in (7) and the constraints of model (8) cannot hold at the same time for w > ε∗i1 . As
such, as we continue to increase the value of w from ε∗i1 < w ≤ ε∗i2 to w > ε∗i2 , DMUi2 will become the second to
be removed from the set of DEA efficient units. This removal process can be continued by constantly increasing the
value of w until only one DEA efficient unit is retained as efficient. Apparently, this retained DEA efficient unit will
be DMUiK , which is undoubtedly the best of all DMUs.
Based upon the above analysis, the minimum weight restriction w can be set as w = ε∗iK−h+1 , where h is the
number of DEA efficient units that the DM wishes to preserve as DEA efficient in final efficiency ranking. For
example, if the DM wishes to keep K DEA efficient units all efficient in final efficiency ranking, then w should be set
as w = ε∗iK−K+1 = ε∗i1 , which is the smallest of the maximin weights of the KDEA efficient units. If the DM wants to
retain two DEA efficient units as efficient in the final efficiency ranking, then w should be set as w = ε∗iK−2+1 = ε∗iK−1 .
If the DM expects a full ranking of all DMUs, then there should be only one DEA efficient unit to be retained as
efficient in the final efficiency ranking and w should be set as w = ε∗iK−1+1 = ε∗iK , which is the largest of the maximin
weights of the KDEA efficient units. Obviously, the above setting provides much flexibility for DEA ranking and also
a good opportunity for the DM to express his/her wishes or desires.
Note that in some extreme cases, the largest maximin weight may occasionally be achieved by two or more DEA
efficient units. In such cases, these DEA efficient units should be considered as good as each other.
In summary, the proposed ranking methodology for DMUs can be performed by the following steps:
Step 1. Perform CCR model (3) for each DMU to identify DEA efficient units.
Step 2. Normalize input and output data by Eq. (6) and solve maximin weight model (7) for each DEA efficient
unit to find its maximin weight.
Step 3. Set an appropriate value as a minimum weight restriction on input and output weights and perform new
efficiency model (10) or (11) using the normalized input and output data to reassess the efficiencies of DMUs.
Step 4. Rank DMUs by their new efficiencies.
It is also noted that not all DEA efficient units can always be ranked higher than non-DEA efficient units. When
the minimum weight restriction becomes more and more rigorous, some of the DEA efficient units may receive lower
efficiency ratings than part of non-DEA efficient units. This makes sense according to previous research [10,14,22].
6. Numerical examples
In this section we investigate three numerical examples using the proposed ranking methodology to illustrate
its discrimination power to distinguish between DEA efficient units. The three numerical examples all involve a
significant number of DEA efficient units, but they can all be ranked by the proposed ranking methodology, fully or
partially, depending upon the requirement of real applications.
Example 1. Consider an efficiency assessment problem with five DMUs being evaluated in terms of two inputs and
one output. The data set taken from Andersen and Petersen [2] is shown in the left part of Table 1 with the CCR
efficiencies and super-efficiencies of the five DMUs in the right part of the table, where the CCR efficiencies evaluate
DMU1 ∼ DMU4 as DEA efficient and they need to be further distinguished by their super-efficiencies.
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Table 1
Five DMUs with two inputs and one output and their efficiencies [2]
DMU Input 1 Input 2 Output 1 CCR efficiency Super-efficiency
1 2 12 1 1 1
2 2 8 1 1 1.316
3 5 5 1 1 1.2
4 10 4 1 1 1.25
5 10 6 1 0.75 0.75
Table 2
Normalized input and output data and the maximin weights for DEA efficient units DMU1 to DMU4
DMU Input 1 Input 2 Output 1 Maximin weight
1 0.0690 0.3429 0.2 0
2 0.0690 0.2286 0.2 0.5
3 0.1724 0.1429 0.2 0.4531
4 0.3448 0.1143 0.2 0.1422
5 0.3448 0.1714 0.2 –
Table 3
Efficiencies of the five DMUs under different minimum weight restrictions
DMU Minimum weight restriction w
0 0.1422 0.4531 0.5
1 1.0000 0.8494 0.7318 0.7225
2 1.0000 1.0000 1.0000 1.0000
3 1.0000 1.0000 1.0000 0.9438
4 1.0000 1.0000 0.7143 0.6481
5 0.7500 0.7500 0.6250 0.5763
To use the proposed ranking methodology for distinguishing between DEA efficient units, we first normalize the
input and output data in Table 1 by Eq. (6) to eliminate the effects of scale transformations of inputs and outputs on
maximin weights of DEA efficient units. The normalized input and output data are presented in Table 2 together with
the maximin weights of the four DEA efficient units, DMU1 to DMU4, which are obtained by solving LP model (7)
for each of the four DEA efficient units, respectively. It is observed that the maximin weight of DMU1 is zero, which
implies that DMU1 cannot be DEA efficient without ignoring some input. In other words, DMU1 is only weakly
efficient. It is also observed that DMU2 has the biggest maximin weight. It can therefore be concluded that DMU2 is
the best of all the five DMUs.
We then solve LP model (10) or (11) for each DMU by specifying a value for the minimum weight restriction w
to generate a partial or full ranking for all the five DMUs. Table 3 shows the efficiencies of the five DMUs measured
by model (10) with different minimum weight restrictions, which are also depicted in Fig. 1 for visualization purpose.
As is clear from Table 3, if there is not a minimum weight restriction on input and output weights, DMU1 to DMU4
will all be DEA efficient although DMU1 consumes more resources of input 2 than DMU2. If we impose a minimum
weight restriction w = 0.1422 on input and output weights, DMU1 cannot be efficient any longer. If a minimum
weight restriction w = 0.4531 is exerted on inputs and output, then both DMU1 and DMU4 will not be efficient any
more. If a minimum weight restriction w = 0.5 is imposed on input and output weights, DMU2 will be the only unit
to remain efficient and therefore a full ranking will be achieved. Apparently, by choosing an appropriate value for the
minimum weight restriction on input and output weights, the DM or assessor can give a partial or full ranking of the
five DMUs.
From Table 3, it is also observed that DMU1 and DMU4 are respectively the first and the second units to be dropped
out of DEA efficient units with the raising of the value of w, but their efficiency rankings are reversed when the value
ofw further increases. This shows an inconsistency between the removal order from DEA efficient units and efficiency
ranking. The inconsistency lies in the fact that DMU4 can freely choose the most favourable weights to itself to make
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Fig. 1. Efficiency variations of the five DMUs with minimum weight restriction.
Table 4
Input and output weights information under different minimum weight restrictions for Example 1
DMU Model (10) Model (8)
v˜1 v˜2 u˜1 z v1 v2 u1
Input and output weights under the minimum weight restriction w = 0
1 14.5 0 5 14.5 1 0 0.3448
2 2.9 3.5 5 6.4 0.4531 0.5469 0.7813
3 2.9 3.5 5 6.4 0.4531 0.5469 0.7813
4 0.9667 5.8333 5 6.8 0.1422 0.8578 0.7353
5 0.725 4.375 3.75 5.1 0.1422 0.8578 0.7353
Input and output weights under the minimum weight restriction w = 0.1422
1 7.9503 1.3175 4.2472 9.2677 0.8578 0.1422 0.4583
2 2.9 3.5 5 6.4 0.4531 0.5469 0.7813
3 2.9 3.5 5 6.4 0.4531 0.5469 0.7813
4 0.9667 5.8333 5 6.8 0.1422 0.8578 0.7353
5 0.725 4.375 3.75 5.1 0.1422 0.8578 0.7353
Input and output weights under the minimum weight restriction w = 0.4531
1 2.8325 2.3469 3.6589 5.1794 0.5469 0.4531 0.7064
2 2.9 3.5 5 6.4 0.4531 0.5469 0.7812
3 2.9 3.5 5 6.4 0.4531 0.5469 0.7813
4 2.0714 2.5000 3.5714 4.5714 0.4531 0.5469 0.7812
5 1.8124 2.1876 3.1250 4.0001 0.4531 0.5469 0.7812
Input and output weights under the minimum weight restriction w = 0.5
1 2.4282 2.4282 3.6124 4.8565 0.5 0.5 0.7438
2 3.3609 3.3609 5.0000 6.7219 0.5 0.5 0.7438
3 3.1719 3.1719 4.7188 6.3438 0.5 0.5 0.7438
4 2.1781 2.1781 3.2403 4.3562 0.5 0.5 0.7438
5 1.9370 1.9370 2.8817 3.8740 0.5 0.5 0.7438
its efficiency higher than that of DMU1 when the imposed weight restriction w ≤ 0.1422, however, when the imposed
weight restriction w > 0.1422, DMU4 is no longer able to choose the weights freely to make its efficiency higher
than that of DMU1. So, the proposed ranking methodology aims to reduce as much as possible the freedom of DEA
efficient units in choosing input and output weights.
To find out what impact a minimum weight restriction may have on input and output weights, we present in Table 4
the input and output weights of the five DMUs under different minimum weight restrictions, where the weights ur
(r = 1, . . . , s) and vi (i = 1, . . . ,m) in model (8) are obtained from the optimal solution of model (10) or (11)
through Eq. (9), i.e.
vi = v˜iz = v˜i/
m∑
l=1
v˜l , i = 1, . . . ,m,
ur = u˜rz = u˜r/
m∑
l=1
v˜l , r = 1, . . . , s.
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Table 5
Data for six nursing homes [20]
DMU Input 1 Input 2 Output 1 Output 2 CCR efficiency
A 150 0.2 14 000 3 500 1
B 400 0.7 14 000 21 000 1
C 320 1.2 42 000 10 500 1
D 520 2.0 28 000 42 000 1
E 350 1.2 19 000 25 000 0.9775
F 320 0.7 14 000 15 000 0.8675
Table 6
Normalized input and output data and the maximin weights for DEA efficient units DMUA to DMUD
DMU Input 1 Input 2 Output 1 Output 2 Maximin weight
A 0.0728 0.0333 0.1069 0.0299 0.4131
B 0.1942 0.1167 0.1069 0.1795 0.2824
C 0.1553 0.2000 0.3206 0.0897 0.3869
D 0.2524 0.3333 0.2137 0.3590 0.3806
E 0.1699 0.2000 0.1450 0.2137 –
F 0.1553 0.1167 0.1069 0.1282 –
Table 7
Efficiencies of the six nursing homes under different minimum weight restrictions
DMU Minimum weight restriction w
0.2824 0.3806 0.3869 0.4131
A 1 1 1 1
B 1 0.8640 0.8435 0.7295
C 1 1 1 0.9750
D 1 1 0.9762 0.8277
E 0.9775 0.9676 0.9461 0.8127
F 0.8675 0.8046 0.7889 0.6968
From Table 4 it is observed that the input and outputs weights in model (10) are incomparable from one DMU to
another since they are derived from different constraints
∑m
i=1 v˜i xˆi0 = 1, which varies with DMU0, however, the
weights in model (8) are comparable because they are all derived from the same constraints and meet the same
condition of
∑m
i=1 vi = 1, which does not vary with DMU0. It is also observed that DMU1 achieves the best relative
efficiency of one by assigning a weight of zero to input 2. When a nonzero minimum weight restriction is imposed
on input and output weights, DMU1 cannot be efficient any more. With the raising of the value of w, the input and
output weights of the five DMUs become more consistent and less diversified. The full ranking is actually achieved
by a common set of weights for all the five DMUs. This turns out to be true for most of the cases. In other words, the
proposed ranking methodology tends to seek a common set of weights for all DMUs to make them fully ranked.
Example 2. Consider an efficiency assessment problem of six nursing homes. The six nursing homes (DMUs) are
to be evaluated in terms of two inputs and two outputs. Table 5 records the input and output data of the six nursing
homes taken from Sexton et al. [20].
For this numerical example, CCR efficiency evaluates nursing homes A–D all as DEA efficient and cannot
distinguish between them any further. The proposed ranking methodology first finds the maximin weights of the
four DEA efficient nursing homes. The results are given in Table 6, from which it is seen that nursing home A has the
biggest maximin weight and is therefore the best of the six nursing homes.
Based on the maximin weights in Table 6, the proposed ranking methodology then reevaluates the efficiencies of
the six nursing homes using model (10). The results are presented in Table 7 and Fig. 2, from which it is found that
nursing home B is the first to be dropped out from DEA efficient units, followed by nursing homes D and C. So,
the four DEA efficient nursing homes A–D can all be successfully distinguished from one another. It is noted that
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Fig. 2. Efficiency variations of the six nursing homes with minimum weight restriction.
Fig. 3. Efficiency variations of 11 DMUs with minimum weight restriction.
although nursing home B is DEA efficient, its efficiency is not better than that of nursing home E which is not DEA
efficient under three of the four settings for w. On average, nursing home E performs better than nursing home B.
The input and output weight information for the six nursing homes is provided in Table 8, from which it is observed
that the full ranking of the six nursing homes is also achieved by a common set of weights. This confirms that the
proposed ranking methodology is apt to seeking a common set of weights for all DMUs to fully distinguish them.
Example 3. Consider one more numerical example investigated by Liu and Peng [14], in which 11 DMUs are
evaluated against three inputs and three outputs. The input and output data are listed in Table 9, where CCR efficiencies
evaluate DMU1 to DMU7 as DEA efficient.
For this example, the input and output data in Table 9 are first normalized by Eq. (6) to sum up to one and then
the maximin weigh model (7) is solved for each of the seven DEA efficient units to find their maximin weights. The
results are presented in Table 10, from which it is found that both DMU4 and DMU6 have the largest and equal
maximin weight, but strictly speaking their maximin weights are not precisely the same because the maximin weight
for DMU4 is 0.266646744170876 while the maximin weight for DMU6 is 0.266646744170967. In strict sense, DMU6
outperforms DMU4, but the outperformance is too trivial to be distinguished. We therefore do not differentiate them
any further and view them as good as each other. Undoubtedly, DMU4 and DMU6 are both the best DMUs of the 11
DMUs.
Table 11 shows the efficiencies of the 11 DMUs reassessed by imposing a different minimum weight restriction
on input and output weights. The results are also shown in Fig. 3 for visualization purpose. Clearly, with a tough
minimum weight restriction being imposed, DMU2 will be the first to become DEA inefficient, followed by DMU7,
DMU1, DMU3 and DMU5 in their removal order from DEA efficient units. All the seven DMUs can be partially or
fully ranked by exerting a minimum weight restriction on inputs and outputs. Due to the limited space, the input and
output weights information for the 11 DMUs is not presented here, but the maximum discrimination power is still
achieved by a common set of weights for all the 11 DMUs.
480 Y.-M. Wang et al. / Journal of Computational and Applied Mathematics 223 (2009) 469–484
Table 8
Input and output weights information under different minimum weight restrictions for Example 2
DMU Model (10) Model (8)
v˜1 v˜2 u˜1 u˜2 z v1 v2 u1 u2
Input and output weights under the minimum weight restriction w = 0.2824
A 10.6552 6.7241 7.9834 4.9076 17.3793 0.6131 0.3869 0.4594 0.2824
B 2.8349 3.8532 1.8886 4.4469 6.6881 0.4239 0.5761 0.2824 0.6649
C 4.2728 1.6813 2.6484 1.6813 5.9541 0.7176 0.2824 0.4448 0.2824
D 2.6069 1.0258 1.3479 1.9832 3.6327 0.7176 0.2824 0.3710 0.5459
E 2.2637 3.0769 1.5081 3.5510 5.3407 0.4239 0.5761 0.2824 0.6649
F 3.1856 4.3299 2.1222 4.9971 7.5155 0.4239 0.5761 0.2824 0.6649
Input and output weights under the minimum weight restriction w = 0.3806
A 10.6552 6.7241 7.5056 6.6145 17.3793 0.6131 0.3869 0.4319 0.3806
B 3.7341 2.3565 2.3181 3.4338 6.0906 0.6131 0.3869 0.3806 0.5638
C 3.5517 2.2414 2.5019 2.2048 5.7931 0.6131 0.3869 0.4319 0.3806
D 2.1608 1.3636 1.3414 1.9870 3.5245 0.6131 0.3869 0.3806 0.5638
E 3.3770 2.1311 2.0964 3.1054 5.5082 0.6131 0.3869 0.3806 0.5638
F 4.3675 2.7562 2.7113 4.0162 7.1237 0.6131 0.3869 0.3806 0.5638
Input and output weights under the minimum weight restriction w = 0.3869
A 10.6552 6.7241 7.4750 6.7241 17.3793 0.6131 0.3869 0.4301 0.3869
B 3.7341 2.3565 2.3565 3.2965 6.0906 0.6131 0.3869 0.3869 0.5412
C 3.5517 2.2414 2.4917 2.2414 5.7931 0.6131 0.3869 0.4301 0.3869
D 2.1608 1.3636 1.3636 1.9076 3.5245 0.6131 0.3869 0.3869 0.5412
E 3.3770 2.1311 2.1311 2.9813 5.5082 0.6131 0.3869 0.3869 0.5412
F 4.3675 2.7562 2.7562 3.8557 7.1237 0.6131 0.3869 0.3869 0.5412
Input and output weights under the minimum weight restriction w = 0.4131
A 10.3866 7.3108 7.3108 7.3108 17.6974 0.5869 0.4131 0.4131 0.4131
B 3.6194 2.5475 2.5475 2.5475 6.1669 0.5869 0.4131 0.4131 0.4131
C 3.3771 2.3770 2.3770 2.3770 5.7541 0.5869 0.4131 0.4131 0.4131
D 2.0532 1.4452 1.4452 1.4452 3.4983 0.5869 0.4131 0.4131 0.4131
E 3.2188 2.2656 2.2656 2.2656 5.4844 0.5869 0.4131 0.4131 0.4131
F 4.2113 2.9642 2.9642 2.9642 7.1755 0.5869 0.4131 0.4131 0.4131
Table 9
Data for 11 DMUs [14]
DMU Input 1 Input 2 Input 3 Output 1 Output 2 Output 3 CCR efficiency
1 1621 436 205 174 497 22 1
2 2718 314 221 172 497 22 1
3 1523 345 215 160 443 22 1
4 5514 1314 553 487 1925 63 1
5 1941 507 309 220 521 36 1
6 1496 321 339 109 699 38 1
7 932 158 200 37 431 19 1
8 2013 1037 412 198 471 32 0.8689
9 1891 976 399 191 491 22 0.9118
10 2277 891 418 241 379 28 0.9338
11 1995 693 349 167 412 31 0.7873
7. Comparisons with other ranking methodologies
In this section we compare the proposed ranking methodology with the super-efficiency procedure and cross-
efficiency evaluation to show the differences between them and their merits and demerits.
According to Andersen and Petersen [2], the super-efficiency model can be formulated as
Maximize ϕ0 =
s∑
r=1
ur yr0 (12)
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Table 10
Normalized input and output data and the maximin weights for DEA efficient units
DMU Input 1 Input 2 Input 3 Output 1 Output 2 Output 3 Maximin weight
1 0.0678 0.0624 0.0566 0.0807 0.0735 0.0657 0.2139
2 0.1136 0.0449 0.0610 0.0798 0.0735 0.0657 0.1357
3 0.0637 0.0493 0.0594 0.0742 0.0655 0.0657 0.2179
4 0.2305 0.1879 0.1528 0.2259 0.2845 0.1881 0.2666
5 0.0811 0.0725 0.0854 0.1020 0.0770 0.1075 0.2354
6 0.0625 0.0459 0.0936 0.0506 0.1033 0.1134 0.2666
7 0.0390 0.0226 0.0552 0.0172 0.0637 0.0567 0.1562
8 0.0842 0.1483 0.1138 0.0918 0.0696 0.0955 –
9 0.0791 0.1396 0.1102 0.0886 0.0726 0.0657 –
10 0.0952 0.1274 0.1155 0.1118 0.0560 0.0836 –
11 0.0834 0.0991 0.0964 0.0775 0.0609 0.0925 –
Table 11
Efficiencies of the five DMUs under different minimum weight restrictions
DMU Minimum weight restriction w
0.1357 0.1562 0.2139 0.2179 0.2354 0.2666
1 1 1 1 0.9985 0.9922 0.9514
2 1 0.9771 0.9165 0.9092 0.8764 0.7991
3 1 1 1 1 0.9844 0.9435
4 1 1 1 1 1 1
5 1 1 1 1 1 0.9475
6 1 1 1 1 1 1
7 1 1 0.9362 0.9322 0.9146 0.8841
8 0.7473 0.7313 0.6858 0.6808 0.6600 0.6020
9 0.7390 0.7164 0.6529 0.6469 0.6223 0.5580
10 0.7795 0.7580 0.6972 0.6919 0.6698 0.5965
11 0.7370 0.7298 0.7098 0.7083 0.7020 0.6613
Subject to
m∑
i=1
vi xi0 = 1
s∑
r=1
ur yr j −
m∑
i=1
vi xi j ≤ 0, j = 1, . . . , n; j 6= j0,
ur ≥ 0, r = 1, . . . , s,
vi ≥ 0, i = 1, . . . ,m,
where j0 represents the DMU under evaluation, i.e. DMU0.
In cross-efficiency evaluation, each DMU is not only self-evaluated but also peer-evaluated. To this end, each DMU
determines a set of input and output weights. The n sets of input and output weights determined by n DMUs are then
used to assess their efficiencies. As a result, each DMU is assessed n times, each time with one set of weights, leading
to n efficiency values for it. These n efficiency values are then averaged as its overall efficiency.
According to Doyle and Green [8,9], cross-efficiency model can be formulated as
Minimize
s∑
r=1
ur
(
n∑
j=1, j 6=0
yr j
)
(13)
Subject to
m∑
i=1
vi
(
n∑
j=1, j 6=0
xi j
)
= 1
s∑
r=1
ur yr0 − θ∗0
m∑
i=1
vi xi0 = 0,
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s∑
r=1
ur yr j −
m∑
i=1
vi xi j ≤ 0, j = 1, . . . , n.
ur ≥ 0, r = 1, . . . , s,
vi ≥ 0, i = 1, . . . ,m,
or as
Maximize
s∑
r=1
ur
(
n∑
j=1, j 6=0
yr j
)
(14)
Subject to
m∑
i=1
vi
(
n∑
j=1, j 6=0
xi j
)
= 1
s∑
r=1
ur yr0 − θ∗0
m∑
i=1
vi xi0 = 0,
s∑
r=1
ur yr j −
m∑
i=1
vi xi j ≤ 0, j = 1, . . . , n.
ur ≥ 0, r = 1, . . . , s,
vi ≥ 0, i = 1, . . . ,m,
where θ∗0 is the CCR efficiency of DMU0.
Model (13) is the aggressive formulation for cross-efficiency evaluation which determines the weights only
favourable to a particular DMU0 but unfavourable to the other DMUs, whereas model (14) is the benevolent
formulation for cross-efficiency evaluation, which determines the weights not only most favourable to a particular
DMU0 but also favourable to the others.
Consider the numerical example in Table 1. By their super-efficiencies, the five DMUs are ranked as DMU2 
DMU4  DMU3  DMU1  DMU5, where the symbol “” means “performs better than”. Since the five DMUs
have the same value of one for output, the above efficiency ranking implies the following inequalities:
2v1 + 8v2 < 10v1 + 4v2,
10v1 + 4v2 < 5v1 + 5v2,
5v1 + 5v2 < 2v1 + 12v2,
2v1 + 12v2 < 10v1 + 6v2.
It is easy to find that the first two inequalities are in conflict with each other. This reveals the fact that the ranking
DMU2  DMU4  DMU3 cannot be realized through any common set of input weights.
In Table 12 we show the cross-efficiencies of the five DMUs. Both aggressive and benevolent cross-efficiencies
give the same ranking, which is DMU2  DMU3  DMU4  DMU1  DMU5. By solving the following inequalities
2v1 + 8v2 < 5v1 + 5v2,
5v1 + 5v2 < 10v1 + 4v2,
10v1 + 4v2 < 2v1 + 12v2,
2v1 + 12v2 < 10v1 + 6v2,
it is found that the first and the third inequalities are also in conflict with each other. This reveals that DMU2  DMU3
and DMU4  DMU1 cannot hold simultaneously. In other words, the ranking obtained by cross-efficiency evaluation
cannot be realized through any common set of input weights either.
However, the rankings determined by the proposed methodology, full or partial, are all realizable and can be
realized through the common sets of weights shown in Table 3. This is the biggest advantage of the proposed ranking
methodology over the super-efficiency procedure and the cross-efficiency evaluation.
Y.-M. Wang et al. / Journal of Computational and Applied Mathematics 223 (2009) 469–484 483
Table 12
Cross-efficiency evaluation for Example 1
DMU Aggressive cross-efficiency Benevolent cross-efficiency
1 2 3 4 5 Average Rank 1 2 3 4 5 Average Rank
1 1 1 0.484 0.333 0.484 0.660 4 1 0.714 0.714 0.484 0.484 0.679 4
2 1 1 0.714 0.5 0.714 0.786 1 1 1 1 0.714 0.714 0.886 1
3 0.4 0.4 1 0.8 1 0.720 2 0.4 1 1 1 1 0.880 2
4 0.2 0.2 1 1 1 0.680 3 0.2 0.714 0.714 1 1 0.726 3
5 0.2 0.2 0.75 0.667 0.75 0.513 5 0.2 0.625 0.625 0.750 0.75 0.590 5
Besides the above advantage, the proposed ranking methodology still has the following advantages over the super-
efficiency procedure and the cross-efficiency evaluation:
• Efficiencies are measured under the same constraints that do not vary from one DMU to another, whereas the
super-efficiencies are measured under different constraints which make them somewhat incomparable.
• Efficiency ranking is unique, whereas the cross-efficiency evaluation may result in two different efficiency rankings,
depending on which of the formulations, aggressive or benevolent, is utilized.
• The amount of computation is much less than that of cross-efficiency evaluation. In particular, when there are
a large number of DMUs to be evaluated, the proposed ranking methodology can save a significant amount of
computation.
• The DM can decide how many DMUs to be retained as efficient in the final efficiency ranking, which provides
much flexibility for DEA ranking.
8. Conclusions
Lack of discrimination power is a drawback of DEA that has aroused considerable research interest in the DEA
literature. In this paper, we have developed a ranking methodology for DMUs by imposing an appropriate minimum
weight restriction on input and output weights. All DMUs can be partially or fully ranked by exerting an appropriate
minimum weight restriction on input and output weights, depending upon the requirement of efficiency assessment.
We have also developed an LP model for DEA efficient units to find their maximin weights that can keep them DEA
efficient to the best possible extent. The maximin weights provide very useful information for the DM or assessor to
decide what a minimum weight restriction should be imposed on input and output weights. A new efficiency model has
been developed for reassessing the efficiencies of DMUs. Three numerical examples have been tested and examined
using the proposed ranking methodology. It has been shown that the proposed ranking methodology can successfully
distinguish between all DMUs and therefore makes a new contribution to DEA ranking.
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