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AN A D A P T I V E  R O U T I N G  T E C H N I Q U E  
F O R  CIIANNEL S W I T C H I N G  NETWORKS 
D .  E .  B e l l  
A .  B u t r i m e n k n  
R e s e a r c h  M e m o r a n d a  are  i n f o r m a l  p u b l i c a t i o n s  
r e l a t ed  t o  o n g o i n g  or  projected areas of re- 
search a t  I I A S A .  T h e  v i e w s  expressed  a r e  
those of t h e  a s t h o r ,  and do n o t  neces sa r i l y  
ref lect  those  of I I A S A .  

An A d a p t i v e  R o u t i n g  T e c h n i q u e  
F o r  C h a n n e l  S w i t c h i n g  N e t w o r k s  
D .  E .  B e l l  
A. B u t r i m e n k o  
1. I n t r o d u c t i o n  
T h e  p e r f o r m a n c e  o f  a  c o m m u n i c a t i o n  s y s t e m  d e p e n d s  g r e a t l y  
o n  t h e  t e c h n i q u e  u s e d  f o r  f i n d i n g  good  r o u t e s  f o r  t r a n s m i t t i n g  
t h e  i n f o r m a t i o n .  I n  o r d e r  t o  i m p r o v e  t h e  r o b u s t n e s s  a n d  
r e l i a b i l i t y  o f  s u c h  s y s t e m s ,  we p r o p o s e  h e r c  a d e c e n t r a l i z e d  
o r  d i s t r i b u t e d  t e c h n i q u e  t o  c o n t r o l  t h e  i n f o r m a t i o n  f l o w s .  
P r o c e d u r e s  o f  t h i s  k i n d  h a v e  a l r e a d y  b e e n  p r o p o s e d  [ l ,  2 ,  3 1 ;  
t h e  f i r s t  t w o  b e i n q  o r i e n t e d  t o  c h a n n e l  s w i t c h i n q  ( o r  c i r c u i t  
s w i t c h i n q )  s y s t e m s  h a v e  p e r f o r m e d  v e r y  w e l l  compared  w i t h  non- 
a d a p t i v e  r o u t i n g  t e c h n i q u e s .  
I t  seems t h a t  e v e n  b e t t e r  r e s u l t s  c o u l d  b e  o b t a i n e d  i f  t h e  
c h o s e n  c r i t e r i a  w e r e  i n c o r p o r a t e d  d i r e c t l y  i n t o  t h e  a l g o r i t h m .  
F o r  e x a m p l e ,  n e i t h e r  jl] - n o r  :2], b o t h  of w h i c h  m i n i m i z e  t h e  
p r o b a b i l i t y  o f  l o s s e s ,  d i r e c t l y  u s e  t h e  a c l ~ i e v e d  p r o b a b i l i t i e s  
as  c o n t r o l  p a r a m e t e r s .  The  f i r s t  i s  b a s e d  o n  t h e  s h o r t e s t  
r o u t e ,  and  t h e  s e c o n d  t a k e s  i n t o  a c c o u n t  t h e  number  o f  s u c c e s s e s  
a n d  f a i l u r e s  i n  p r e v i o u s  a t t e m p t s  t o  e s t a b l i s h  c o n n e c t i o n s .  
T h e  r o u t i n q  t e c h n i q u e  t o  b e  d e s c r i b e d  h e r e  i s  b a s e d  o n  
t h e  same p r i n c i p l e  o f  d i s t r i b u t e d  c o n t r o l  a s  i n  [I]. W e  
c o n s i d e r  a  n e t w o r k  i n  which  e v e r y  node  ( e x c h a n g e )  r e c e i v e s  c o n t r o l  
i n f o r m a t i o n  o n l y  f r o m  i t s  n e i c j h b o u r i n y  n o d e s .  I n  e v e r y  n o d e  
t h e r e  i s  s t o r e d  a  s p e c i a l  r o u t i n g  m a t r i x  a n d  e v e r y  n o d e  e s t i m a t e s  
c o n t i n u o u s l y  t h e  p r o b a b i l i t y  o f  t h e  t r u n k s  t o  e a c h  o f  i t s  
n e i g h b o u r s  b e i n q  b l o c k e d ,  t h a t  i s ,  b e i n g  u n a v a i l a b l e  f o r  t r a n s -  
m i s s i o n ,  w h i c h  w i l l  d e p e n d  o n  t h e  c o n g e s t i o n  i n  t h e  s y s t e m .  
The  r o u t i n g  m a t r i x  a t  node  i h a s  e n t r i e s  W .  . k  w h i c h  
1 I 
r e p r e s e n t  t h e  e s t i m a t e d  p r o b a b i l i t y  o f  a  message  r e a c h i n g  
d e s t i n a t i o n  k f rom t h e  n e i g h b o u r i n g  node j. C l e a r l y ,  when 
r o u t i n g  a  message  t o  d e s t i n a t i o n  k  t h e  node  j ,  t o  which it 
s h o u l d  b e  s e n t  n e x t ,  i s  t h a t  which  maximizes  W .  . among t h o s e  
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nodes  j f o r  which  t r u n k  ( i , j )  i s  u n b l o c k e d .  I f  a l l  t r u n k s  
a r e  b l o c k e d ,  t h e  message i s  considered t o  be  l o s t .  
To summar ize ,  t h e n ,  w e  wish  t o  p r e s e n t  an a l g o r i t h m  f o r  
s u c h  n e t w o r k s  which  c o n v e r g e s  t o  t h e  o p t i m a l  r o u t i n g  p o l i c y ,  
u n d e r  t h e  a s s u m p t i o n s :  
i )  o n l y  l o c a l  i n f o r m a t i o n  i s  a v a i l a b l e ;  and 
ii) t h e  b l o c k i n g  p r o b a b i l i t i e s  r emain  c o n s t a n t .  (1.1) 
I n  p r a c t i c e  t h e s e  a s s u m p t i o n s  w i l l .  be  f u l f i l l e d  i f  t h e  t r a f f i c  
i s  l i g h t ,  i n  which  c a s e  t h e  b l o c k i n g  p r o b a b i l i t i e s  w i l l  be 
a p p r o x i m a t e l y  c o n s t a n t .  I n  o t h e r  c a s e s  t h i s  p o l i c y  may n o t  
b e  o p t i m a l  s i n c e  t h e  b l o c k i n g  p r o b a b i l i t i e s  w i l l  depend  
p a r t i a l l y  on t h e  r o u t i n q  p o l i c y .  The b e h a v i o u r  o f  t h i s  
a l g o r i t h m  i n  t h i s  c a s e  w i l l  b e  i n v e s t i g a t e d  l a t e r  b u t  i t  
seems l i k e l y  t h a t  i t  w i l l  y i e l d  a  qood i f  n o t  o p t i m a l  p o l i c y .  
2 .  The A l g o r i t h m  a n d  I t s  Convergence  
2 . 1  Example 
L e t  u s  b e g i n  w i t h  a n  example .  I n  F i g u r e  1 t h e r e  is  an 
example  o f  a  n e t w o r k  i n  which t h e  aim is t o  t r a n s m i t  a  c a l l  





L e t  P1, P 2 ,  P3 b e  t h e  e s t i m a t e s  a t  e a c h  n o d e  o f  t h e  p r o b a b i l i t y  
o f  s u c c e s s f u l l y  t r a n s m i t t i n g  a  m e s s a g e  t o  t h e  d e s t i n a t i o n .  
Us ing  c o n d i t i o n a l  p r o b a b i l i t i e s  we c a n  see t h a t  
Now i t  i s  c l e a r  t h a t  a t  n o d e  1 i t  i s  b e t t e r  t o  t r a n s m i t  t h e  
m e s s a g e  t o  n o d e  2  t h a n  n o d e  3  s i n c e  P2 . P 3 ,  h e n c e  
B u t  s u p p o s e  P 2 ,  P3 w e r e  n o t  known e x a c t l y ,  b u t  r a t h e r  w e r e  
o n l y  e s t i m a t e s .  I f ,  i n  o u r  e x a m p l e ,  P 2 ,  P 3  w e r e  c u r r e n t l y  
1 4  
e s t i m a t e d  t o  b e  2 ,  r e s p e c t i v e l y ,  t h e  p o l i c y  a t  n o d e  1 
would  b e  t o  t r a n s m i t  m e s s a g e s  t o  n o d e  3  i n  p r e f e r e n c e  t o  
n o d e  2 ,  g i v i n g  a  new e s t i m a t e  o f  
a t  n o d e  1.. 
What w i l l  b e  p r o v e d  h e r e  is  t h a t  f o r  a l l  n e t w o r k s  t h e  
e s t i m a t e s  o b t a i n e d  i n  t h i s  way w i l l  c o n v e r g e  i f  r e p e a t e d  
i t e r a t i v e l y ,  a n d  t o  t h e  c o r r e c t  s o l u t i o n ,  f r o m  a n y  set  o f  
i n i t l a 1  e s t i m a t e s .  Incidentally, F i g .  1 is a n  a c y c l i c  n e t w o r k  
a n d  i t  i s  e a s y  t o  show t h a t  s u c h  an  a l g o r i t h m  c o n v e r g e s  f i n i t e l y  
i n  n o  more  t h a n  n  - 1 s t e p s  ( n  n o d e s )  ( u s e  Theorem 1 6 . 2  i n  
t i a r a r y  [4] ) . 
T h i s  a l g o r i t h m  may b e  r e p e a t e d  o n c e  f o r  e a c h  p o s s i b l e  
d e s t i n a t i o n  s o  we n e e d  o n l y  c o n s i d e r  t h e  c a s e  w i t h  o n e  
d e s t i n a t i o n .  
R e c a l l  a l s o  t h a t  we assume t h a t  t h e  p r o b a b i l i t y  p . .  o f  
1 I 
a r c  ( i , j )  b e i n g  u n b l o c k e d  i s  c o n s t a n t ,  i n d e p e n d e n t  o f  o t h e r  
a r c s  and  i n d e p e n d e n t  w i t h  r e s p e c t  t o  t i m e .  
2 . 2  The A l g o r i t h m  
L e t  P  = (P l , .  . . , P n )  b e  t h e  s e t  o f  node p r o b a b i l i t i e s  
( " o p t i m a l  node  p r o b a b i l i t i e s " )  c o r r e s p o n d i n g  t o  an o p t i m a l  
r o u t i n g  p o l i c y  ( i n  t h e  s e n s e  o f  a s s u m p t i o n  (1.1))  where Pi 
i s  t h e  p r o b a b i l i t y  o f  a  message  a t  node  i b e i n g  s u c c e s s f u l l y  
t r a n s m i t t e d  t o  t h e  d e s t i n a t i o n  and  Pdestination i s  a l w a y s  
e q u a l  t o  1.  Suppose  t h a t  a l l  b u t  Pk f o r  some node k a r e  
known and t h a t  it o n l y  r e m a i n s  t o  f i n d  P k .  I t  i s  e v i d e n t  
t h a t  t h e  b e s t  p o l i c y  f o r  a  messaqe  a t  k  i s  t o  t r a n s m i t  i t -  
t o  t.he node  w h i c h ,  amongst  t h o s e  t o  which t h e  a r c s  a r e  
u n b l o c k e d ,  g i v e s  t h e  b e s t  o p p o r t u n i t y  f o r  r e a c h i n g  t h e  
d e s t i n a t i o n .  Hence,  t h e  p r o b a b i l i t y  Pk may b e   calculate^^ 
by t h e  f o l l o w i n g  r e c u r s i o n  i n  which we assume,  w i t h o u t  l o s s  
o f  q e n e r a l i t y ,  t h a t  P l  1 P 2  2 - ;, Pn : 
F o r  ~ o r n p ~ ~ c t n e s s ,  d e f i n e  a v e c t o r  F ( p , P )  on a  m a t r i x  p  o f  a r c  
p r o b a b i l i t i e s  and v e c t o r  P  o f  node  p r o b a b i l i t i e s ,  h a v i n g  
components  
where  
The a l g o r i t h m  c a n  now be  s t a t e d  q u i t e  s i m p l y .  B e g i n  w i t h  a n  
i n i t i a l  g u e s s  P O ,  0 - < PO - < 1 o f  t h e  node  p r o b a b i l i t i e s  a n d  
p r o c e e d  w i t h  a  r e c u r s i o n  d e f i n e d  by 
I t  w i l l  b e  shown t h a t  t h i s  r e c u r s i o n  c o n v e r g e s  t o  t h e  o p t i m a l  
node  p r o b a b i l i t i e s  f o r  a l l  i n i t i a l  v a l u e s .  
2 . 3  Convergence  
N o t e  t h a t  r e l a t i o n  2 . 2 . 1  may b e  w r i t t e n  
f o r  some c o n s t a n t s  a  . which  d e p e n d  on t h e  p a r t i c u l a r  p o l i c y  
k  1 
s e l e c t e d .  By o p t i m a l i t y  
f o r  a n y  p o l i c y  which  g i v e s  r ise  t o  t h e  a  k j  ' 
Theorem 1. I f  f o r  two a r b i t r a r y  v e c t o r s  P , Q ,  P  ( Q  t h e n  
P r o o f .  F k ( p , P )  = C a  P .  
k j  I f o r  some a  j  k  j  
< C ak jVj  
- s i n c e  P  2 Q  
2 F k ( p I Q )  by  d e f i n i t i o n  o f  F . 
C o r o l l a r y  1. I f  PO Q0 ( RO a r e  t h r e e  i n i t i a l  v e c t o r s  f o r  
- 
t t h e  r e c u r s i o n  t h e n  P  < Qt 2 R~ f o r  a l l  t 2 0 .  
- 
C o r o l l a r y  2 .  I f  pt < pt - I  t h e n  p t f l  < pt and  c o n v e r s e l y  i f  
- - 
t h e n  
P r o o f .  I f  pt < p t - I  t h e n  by t h e  t h e o r e m  
- 
t h a t  i s  F ~ + ~  - < pt  . S i m i l a r l y  f o r  t h e  o t h e r  c a s e .  
C o r o l l a r y  3 .  I f  f o r  any  t - 0 ,  pt  ' p t f l  o r  pt 2 P  t + l  
- 
t h e n  t h e  s e q u e n c e  c o n v e r g e s .  
P r o o f .  The s e q u e n c e  i s  a l w a y s  bounded (by  z e r o  a n d  o n e )  a n d ,  
i f  t h e  c o n d i t i o n s  o f  t h e  c o l l o r a r y  a p p l y ,  i s  monoton ic  by  
C o r o l l a r y  2 .  Hence it c o n v e r g e s .  
C o r o l l a r y  4 .  The r e c u r s i o n  c o n v e r g e s  f o r  i n i t i a l  v a l u e s  
0 
PO = 1 a n d  PO = 0 ( w i t h  Pdestination = 1 ) .  
P r o o f .  C o r o l l a r y  3 a p p l i e s  t o  t h e  c a s e  t = 0.  
Theorem 2 .  The a l g o r i t h m  w i t h  i n i t i a l  v a l u e s  PO = 1 c o n v e r q e s  
t o  t h e  o p t i m a l  node  p r o b a b i l i t i e s .  
P r o o f .  By C o r o l l a r y  4 t h e  s e q u e n c e  c o n v e r g e s .  By C o r o l l a r y  1 
t h i s  s o l u t i o n  i s  a n  u p p e r  bound f o r  a i l  s o l u t i o n s  and  h e n c e  
i s  a n  u p p e r  bound f o r  t h e  o p t i m a l  node  p r o b a b i l i t i e s .  But by 
u s i n g  t h e  p o l i c y  i m p l i e d  by t h i s  s o l u t i o n  t h e  u p p e r  bound 
may be attained. Hence the solution is the vector of optimal 
node probabilities. 
Theorem 3. The algorithm with initial values PO = 0 converges 
to the optimal node probabilities. 
Proof. Note that in this case pkt may be interpreted as the 
maximum probability of reaching the destination in at most t 
steps. Hence as t + the recursion yields the maximum 
probability that the destination may be reached in an infinite 
number of steps, which is exactly the meaning of the optimal 
node probabilities. 
Corollary. The recursion converges to the optimal node 
probabilities for all initial values PO. 
Proof. Theorems 3 and 4 show that with initial values 0 and 1 
the algorithm converges to the optimal node probabilities. Since 
0 - PO - 1 for all initial values, Corollary 1 implies the 
result. 
3. Computational Experience 
To investigate the performance of this algorithm over a 
range of blocking probabilities, a simulation proqram was 
written (Appendix 1). The algorithm was applied to the network 
as shown in Fig. 2. 
Three kinds of initial situation were considered: 
a) pi0 = I vi 
b ) p i O = O  Vi. 
C) ?;O = R where R = random number 0 / R 1 
L 
except for destination nodes, whose destination 
prob~bilit~es are constant and equal to 1. 

The  p r o b a b i l i t y  o f  b l o c k i n g  was  s e t  c o n s t a n t  a n d  c h o s e n  a t  
d i f f e r e n t  i n t e r v a l s .  
I n  F i g .  3 t h e  d e p e n d e n c e  o f  t h e  number o f  i t e r a t i o n s  
on  p r e c i s i o n  i s  r e p r e s e n t e d  t a k i n g  t h e  i n i t i a l  s i t u a t i o n  ( a )  
w h e r e  p r e c i s i o n  is  d e f i n e d  a s  
F i g s .  4 a n d  5 show s i m i l a r  c u r v e s  f o r  i n i t i a l  s i t u a t i o n s  ( b )  
a n d  ( c )  r e s p e c t i v e l y .  From t h e s e  c u r v e s  w e  c a n  see t h a t  t h e  
s y s t e m  o f  e q u a t i o n s  c o n v e r g e s  v e r y  r a p i d l y  a n d  t h a t  t h e  number 
o f  i t e r a t i o n s  g rows  a s  a  l o g a r i t h m  o f  p r e c i s i o n .  
The  r e s u l t s  d e s c r i b e d  a b o v e  a p p l y  t o  t h e  c a s e  when a l l  
t 
t h e  e q u a t i o n s  a r e  c h a n g e d  i n  e v e r y  s t e p  a n d  a l l  Pk , k = 1 , 2 ,  ..., 
a r e  a v a i l a b l e  f o r  t h e  c a l c u l a t i o n s  i n  s t e p  t + l .  I f  we t h i n k  
o f  t h e  p r a c t i c a l  i m p l e m e n t a t i o n  o f  t h e  a l g o r i t h m ,  it c o r r e s ~ l o n d s  
t o  t h e  s y n c h r o n o u s  mode o f  c o n t r o l .  T h i s  means  t h a t  i n  e a c h  
node  some c a l c u l a t i o n s  h a v e  t o  b e  made a t  e v e r y  i t e r a t i o n  t o  
t 
u p d a t e  Pk . T h i s  mus t  t h e n  b e  t r a n s m i t t e d  t o  a l l  n e i q h b o u r i n g  
n o d e s  a n d  i s  s t o r e d  b y  t h e m .  T f  n o t  a l l  t h e  new r e s u l t s  a r e  
known, it  i s  n o t  p o s s i b l e  t o  c a l c u l a t e  t h e  n e x t  Pk t+l .  A c t u a l l y ,  
t h e  d e s c r i b e d  c a l c u l a t i o n s  s h o u l d  b e  c a r r i e d  o u t  by  t h e  same 
e q u i p m e n t  a s  i s  r e s p o n s i b l e  f o r  t h e  s w i t c h i n g  a n d  t h e r e  i s  n o  
r e a s o n  t o  a s s u m e  t h e  s y n c h r o n i z a t i o n  o f  i t .  
I n  F i g s .  6 t o  8 r e s u l t s  a r e  shown f o r  a  c a s e  when n o t  a l l  
c a l c u l a t i o n s  a r e  made s i m u l t a n e o u s l y .  An i t e r a t i o n  o f  t h e  
a l g o r i t h m  c o n s i s t e d  o f  c h o o s i n g  o n e  n o d e  a t  random ( e q u a l  
p r o b a b i l i t i e s )  a n d  c a l c u l a t i n g  i t s  new n o d e  p r o b a b i l i t y ,  
w h i c h  was  t h e n  a v a i l a b l e  f o r  t h e  n e x t  i t e r a t i o n .  A s e q u e n c e  
o f  n  (number  o f  n o d e s  o f  t h e  n e t w o r k )  o f  t h e s e  i t e r a t i o n s  i s  
c o u n t e d  a s  a  s t e p  i n  t h e  f i g u r e s  f o r  c o m p a r i s o n  w i t h  F i g s .  
3 t o  5 .  
Looking a t  t h e  c u r v e s  we can s e e  t h a t  t h i s  desynchroni -  
z a t i o n  d o e s  n o t  a l t e r  t h e  speed  of  convergence v e r y  much. 
We a l s o  c o n s i d e r e d  a n o t h e r  model where each  node i missed 
t h e  c a l c u l a t i o n  w i t h  p r o b a b i l i t y  m T h i s  model co r r e sponds  i ' 
t o  t h e  synchronous mode, b u t  some nodes a r e  a l lowed t o  m i s s  
c a l c u l a t i o n  when t h e  equipment  i s  n o t  a v a i l a b l e  f o r  t h e  job ;  
m i s  t h e  p r o b a b i l i t y  of n o n - a v a i l a b i l i t y  of t h e  equipment .  i 
I n  c o n c l u s i o n ,  we d e s c r i b e  some a d d i t i o n a l  i n v e s t i g a t i o n s  
n e c e s s a r y  t o  c l a r i f y  t h e  a p p l i c a b i l i t y  of  t h i s  a l g o r i t h m .  
1. The main aim of t h e  a l g o r i t h m  i s  t o  make a  
communication sys tem more r o b u s t  and a d a p t i v e  
t o  t h e  changing  of  t h e  l o a d i n g  and network 
s t r u c t u r e .  T h i s  l e a d s  immediately t o  a  
v a r i a b l e  p r o b a b i l i t y  of t r u n k  b l o c k i n g ,  pi j ,  
which we have c o n s i d e r e d  a s  c o n s t a n t .  
Two problems now a r i s e :  
a )  Measurement (and  pe rhaps  p r e d i c t i o n )  of  p .  . . 
1 3  
b )  I n  what  way does  t h e  f l u c t u a t i o n  of p .  . 
1 I 
a f f e c t  t h e  convergence of  t h e  a l g o r i t h m .  
2 .  The n e x t  s t e p  f o r  i n v e s t i g a t i o n  s h o u l d  be  t h e  
s i m u l a t i o n  of  communication channe l  s w i t c h i n g  
ne tworks  c o n t r o l l e d  by t h e  h e l p  o f  t h i s  a l g o r i t h m  
and by comparison w i t h  t h e  c o n t r o l  of  o t h e r s  
( e . g .  [I, 2 ,  3 1 ) .  
FIGURE 3 
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FIGURE 4 
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APPENDIX 1 
Description of the Implemented Alqorithms 
This proqram was used to test the converqence of the alqorithm. 
It beqan with EPS beinq 1, and if DIFA becomes less than EPS, 
then EPS becomes EPS/2 until a maximum of 100 iterations has 
been done or DIFA becomes equal to zero. To avoid numerical 
errors, the proqram was run in double precision and addition 
was done in an increasinq order. 
For real time simulation this does not seem to be necessarv 
and thus the Droqram would be faster. 













Number of current iteration 
Maximum number of iterations 
Current channel 
Number of the first channel of current node 
Number of the last channel of current node 
Nuntber of current node 
Number of current adiacent node 
Wicihest node number 
Number of channels 
Number of nodes 
tiiqhest number of destination nodes. 
Inteqer arravs 
KN (60) : KN(1) number of node at the end of 
Channel I 
M(17) : ~ ( 1 ) .  M(I) + 1. M(I+l) - 1. numbers 




Lower bound of PBLOK if created 
Unner bound of PBLOK if created. 
Real arrav 
PBLOK ( 60) : PBLOK(1) ~robabilitv of channel I beinq 
blocked 
Double precision 
DOSKN : Addition variable 
DIFA: 
DIF: 
Hiqhest difference between old and 
calculated value of PDOS (node. 
destination) for all nodes and all 
destinations 
Difference between old and new value 
of PDOS for current node and current 
destination. 
Double precision array 
PDOS(16.16.2): PDOS (node. destination. L) : ~ r o b a -  
bilitv of reachinq destination from 
node 
PMEM B (16): workina arrav. 
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