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Abstrat
Shaping has proven to be a powerful but prearious means of improving reinforement
learning performane. Ng, Harada, and Russell (1999) proposed the potential-based shaping
algorithm for adding shaping rewards in a way that guarantees the learner will learn optimal
behavior.
In this note, we prove ertain similarities between this shaping algorithm and the ini-
tialization step required for several reinforement learning algorithms. More speially,
we prove that a reinforement learner with initial Q-values based on the shaping algo-
rithm's potential funtion make the same updates throughout learning as a learner reeiving
potential-based shaping rewards. We further prove that under a broad ategory of poliies,
the behavior of these two learners are indistinguishable. The omparison provides intuition
on the theoretial properties of the shaping algorithm as well as a suggestion for a simpler
method for apturing the algorithm's benet. In addition, the equivalene raises previously
unaddressed issues onerning the eÆieny of learning with potential-based shaping.
1. Potential-Based Shaping
Shaping is a ommon tehnique for improving learning performane in reinforement learn-
ing tasks. The idea of shaping is to provide the learner with supplemental rewards that
enourage progress towards highly rewarding states in the environment. If these shaping
rewards are applied arbitrarily, they run the risk of distrating the learner from the intended
goals in the environment. In this ase, the learner onverges on a poliy that is optimal in
the presene of the shaping rewards, but suboptimal in terms of the original task.
Ng, Harada, and Russell (1999) proposed a method for adding shaping rewards in a way
that guarantees the optimal poliy maintains its optimality. They model a reinforement
learning task as a Markov Deision Proess (MDP), where the learner tries to nd a poliy
that maximizes disounted future reward (Sutton & Barto, 1998). They dene a potential
funtion () over the states. The shaping reward for transitioning from state s to s
0
is
dened in terms of  as:
F (s; s
0
) = (s
0
)  (s);
where  is the MDP's disount rate. This shaping reward is added to the environmental
reward for every state transition the learner experienes. The potential funtion an be
viewed as dening a topography over the state spae. The shaping reward for transition-
ing from one state to another is therefore the disounted hange in this state potential.
Potential-based shaping guarantees that no yle through a sequene of states yields a net
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benet from the shaping. In fat, under standard onditions Ng et al. prove that any poliy
that is optimal for an MDP augmented with a potential-based shaping reward will also be
optimal for the unaugmented MDP.
2. New Results
Many reinforement learning algorithms learn an optimal poliy by maintaining Q-values.
Q-values are estimates of the expeted future reward of taking a given ation in a given
state. We show that the eets of potential-based shaping an be ahieved by initializing
a learner's Q-values with the state potential funtion. We prove this result only for the
Q-learning algorithm, but the results extend to Sarsa and other TD algorithms as well.
We dene two reinforement learners, L and L
0
, that will experiene the same hanges in
Q-values throughout learning. Let the initial values of L's Q-table be Q(s; a) = Q
0
(s; a). A
potential-based shaping reward F based on the potential funtion  will be applied during
learning. The other learner, L
0
, will have a Q-table initialized to Q
0
0
(s; a) = Q
0
(s; a)+(s).
This learner will not reeive shaping rewards.
Let an experiene be a 4-tuple hs; a; r; s
0
i, representing a learner taking ation a in state
s, transitioning to state s
0
and reeiving the reward r. Both learners' Q-values are updated
based on an experiene using the standard update rule for Q-learning. Q(s; a) is updated
with the potential-based shaping reward, while Q
0
(s; a) is updated without the shaping
reward:
Q(s; a)  Q(s; a) + 
 
r + F (s; s
0
) + max
a
0
Q(s
0
; a
0
) Q(s; a)
| {z }
ÆQ(s;a)

;
Q
0
(s; a)  Q
0
(s; a) + 
 
r + max
a
0
Q
0
(s
0
; a
0
) Q
0
(s; a)
| {z }
ÆQ
0
(s;a)

:
The above equations an be interpreted as updating the Q-values with an error term
saled by , the learning rate (assume the same  for the learners). We refer to the error
terms as ÆQ(s; a) and ÆQ
0
(s; a). We also trak the total hange in Q and Q
0
during learning.
The dierene between the original and urrent values in Q(s; a) and Q
0
(s; a) are referred to
as Q(s; a) and Q
0
(s; a), respetively. The Q-values for the learners an be represented
as their initial values plus the hange in those values that resulted from the updates:
Q(s; a) = Q
0
(s; a) + Q(s; a)
Q
0
(s; a) = Q
0
(s; a) + (s) + Q
0
(s; a):
Theorem 1 Given the same sequene of experienes during learning, Q(s; a) always
equals Q
0
(s; a).
Proof: Proof by indution. The base ase is when the Q-table entries for s and s
0
are still
their initial values. The theorem holds for this ase, beause the entries in Q and Q
0
are both uniformly zero.
For the indutive ase, assume that the entries Q(s; a) = Q
0
(s; a) for all s and a. We
show that in response to experiene hs; a; r; s
0
i, the error terms ÆQ(s; a) and ÆQ
0
(s; a) are
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equal. First we examine the update performed on Q(s; a) in the presene of the potential-
based shaping reward:
ÆQ(s; a) = r + F (s; s
0
) + max
a
0
Q(s
0
; a
0
) Q(s; a)
= r + (s
0
)  (s) + max
a
0
 
Q
0
(s
0
; a
0
) + Q(s
0
; a
0
)

 Q
0
(s; a) Q(s; a)
Now we examine the update performed on Q
0
:
ÆQ
0
(s; a) = r + max
a
0
Q
0
(s
0
; a
0
) Q
0
(s; a)
= r + max
a
0
 
Q
0
(s
0
; a
0
) + (s
0
) + Q(s
0
; a
0
)

 Q
0
(s; a) (s) Q(s; a)
= r + (s
0
)  (s) + max
a
0
 
Q
0
(s
0
; a
0
) + Q(s
0
; a
0
)

 Q
0
(s; a) Q(s; a)
= ÆQ(s; a)
Both Q-tables are updated by the same value, and thus Q() and Q
0
() are equal. 2
The impliations of the proof an be appreiated when we onsider how a learner hooses
ations. Most poliies are dened in terms of the learner's Q-values. We dene an advantage-
based poliy as a poliy that hooses an ation in a given state with a probability that is
determined by the dierenes of the Q-values for that state, not their absolute magnitude.
Thus, if some onstant is added to all the the Q-values, the probability distribution of the
next ation will not hange.
Theorem 2 If L and L
0
have learned on the same sequene of experienes and use an
advantage-based poliy, they will have an idential probability distribution for their next
ation.
Proof: Reall how the Q-values are dened:
Q(s; a) = Q
0
(s; a) + Q(s; a)
Q
0
(s; a) = Q
0
(s; a) + (s) + Q
0
(s; a)
We proved that Q(s; a) and Q
0
(s; a) are equal if they have been updated with the same
experienes. Therefore, the only dierene between the two Q-tables is the addition of the
state potentials in Q
0
. Beause this addition is uniform aross the ations in a given state,
it does not aet the poliy. 2
It turns out that almost all poliies used in reinforement learning are advantage-based.
The most important suh poliy is the greedy poliy. The two most popular exploratory
poliies, -greedy and Boltzmann soft-max, are also advantage-based. For any of these
poliies, there is no dierene in learning between the initialization desribed above and
potential-based shaping.
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3. Shaping in Goal-Direted Tasks
It has been shown that the initial Q-values have a large inuene on the eÆieny of
reinforement learning for goal direted tasks (Koenig & Simmons, 1996). These problems
are haraterized by a state-spae with some goal region. The agent's task is to nd a poliy
that reahes this goal region as quikly as possible. Clearly an agent must nd a goal state
at least one during exploration before an optimal poliy an be found. With Q-values
initialized below their optimal value, an agent may require learning time exponential in the
state and ation spae in order to nd a goal state. However, in deterministi environments,
an optimisti initialization of Q-values requires learning time that is polynomial in the state-
ation spae before a goal is found. See Bertsekas and Tsitsiklis (1996) for further analysis
of reinforement learning algorithms with various initializations. Beause potential-based
shaping is equivalent to Q-value initialization, are must be taken in hoosing a potential
funtion that does not lead to poor learning performane.
4. Conlusion
We have shown that the eets of potential-based shaping an be aptured by a partiular
initialization of Q-values for agents using Q-learning. These results extend to Sarsa and
other TD methods. In addition, these results extend to the versions of these algorithms
augmented by eligibility traes.
For a disrete-state environment, these results imply that one should simply initialize
the learner's Q-values with the potential funtion rather than alter the learning algorithm
to inorporate shaping rewards. In the ase of ontinuous state-spaes, potential-based
shaping may still oer some benet. A ontinuous potential funtion over the state-spae
would be analogous to a ontinuous initialization of state values. Beause potential-based
shaping allows any funtion dened on the state spae to be used as the potential funtion,
the method may be beneial to an agent with a restrited representation of state. A areful
analysis of this ase would be a fruitful avenue of future researh.
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