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Abstract
A function f is considered in the form of its formal series expansion
∑∞
k=0 fkPk where (Pk)∞k=0 denotes a given system of
orthogonal polynomials with respect to a measure on the real line. We prove that the denominators, numerators and residuals of their
Frobenius–Padé approximation satisfy a ﬁve-term recurrence relation. The converse result is obtained: starting from the sequence
of denominators, the function f is reconstructed, i.e. the analogous of the classical Shohat–Favard theorem is done.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Rational approximants for a function given as an orthogonal series (expansion with respect to a family of orthog-
onal polynomials) has been already deﬁned and studied [13–15]. Different deﬁnitions can be given, known as linear
or nonlinear (see for instance [1,4]), and we restrict our study to the so-called linear case, classically denoted by
Frobenius–Padé approximants. The deﬁnitions aree recalled in Section 2.
The effective computation of these approximants was considered in [8], and later in [10] where the author looks for
recurrence relations in the Frobenius–Padé array. I obtain, here, a new recurrence relation satisﬁed by the denominators
(numerators and residuals) of diagonal sequences, i.e., sequences of respective degrees (p+ n, q + n)n∈N, (p, q being
given). This recurrence relation is established in Section 3, following the lines of [9,10].
The main aim of this paper is to consider and prove the converse result. If the Dn are polynomials deﬁned by
a recurrence relation of the previous type, it is possible to deﬁne an orthogonal family Pk (deﬁned by its three-
term recurrence relations), and moments fk in such a way that the Dn are the denominators of the Frobenius–Padé
approximants of the formal series f (z) =∑∞k=0 fkPk(z).
In the case of the original Shohat–Favard theorem, the Dn, satisfying a three-term recurrence relation, are proved
to be orthogonal with respect to a linear functional c. The result is formal in the sense that c is known through the
sequence of its moments ck = c(xk), k0, and no analytic properties of c can be deduced directly. The same thing
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occurs here: the series f is formal, and will be known by the coefﬁcients (fk)k0, the orthogonal family (Pk)k0 is
also formal, i.e., deﬁned by the coefﬁcients of the recurrence relation
xP k = AkPk−1 + BkPk + CkPk+1, k0, AkCk = 0. (1)
The origin of this study is to be found in the books of Chihara ([3]) and Brezinki ([2]). Our result extends the more
recent study of polynomials deﬁned by recurrence relations of some special type ([5–7,11,16]). These studies are related
to matrix or vector orthogonality in the three ﬁrst papers and to orthogonality on the unit circle in the last case. In
these cases, a link is found with the representation of the multiplication operator xP n by an inﬁnite Jacobi matrix,
containing more than three diagonals. This link gives rise to considerations on the zeros of the polynomials through
spectral properties of the Jacobi matrix. There seems to be no hope of such a link in our case of orthogonal series,
because of the polynomial form of the coefﬁcients of the recurrence relation.
2. Deﬁnitions and notations
The notations are what was taken in [8]. (Pk)k0 being the sequence of orthogonal polynomials with respect to the
weight function w(x) on the interval [a, b], f is supposed to be given inL2(a, b,w) as an orthogonal series
f (z) =
∞∑
k=0
fkPk(z), fk = 〈f, Pk〉‖Pk‖2 , 〈f, Pk〉 =
∫ b
a
f (x)Pk(x)w(x) dx, ‖Pk‖2 =
∫ b
a
P 2k (x)w(x) dx.
For any couple (p, q) of indices, a Frobenius–Padé approximant to f (z) is deﬁned as satisfying the following:
• the numerator polynomial is denoted by N(p,q) and its degree is at most p,
• the denominator polynomial D(p,q)(z) has degree at most q,
• these polynomials satisfy the accuracy to order conditions, i.e., the remainder term satisﬁes
R(p,q)(z) = D(p,q)(z)f (z) − N(p,q)(z) = e(p,q),p+q+1Pp+q+1(z) + · · · , (2)
which means that the ﬁrst p + q coefﬁcients of the expansion with respect to the orthogonal system (Pk)k are zero.
These conditions lead to an homogeneous linear system where the unknowns are the coefﬁcients of D(p,q); this system
has always a nontrivial solution, and the approximant is called a Frobenius–Padé approximant
[p, q] = N(p,q)(z)/D(p,q)(z). (3)
In all the sequel, we will restrict our study to the regular case: the approximant is uniquely deﬁned, or equivalently
the denominators and numerators are of exact degree p and q, again equivalently the e(p,q),p+q+1 = 0. The table of
approximants is, in this case, called regular or normal [8].
3. The recurrence relation for diagonal sequences
Let us consider now the diagonal problem, that is the considered sequences are, for each pair (p, q), (R(p+n,q+n))n∈N.
Theorem 1. For all (p, q), there exist polynomials j (z) = aj + bj z + cj z2, j = 0, . . . , 3, of degree respectively
1, 2, 2, 0, such that the following relation holds:
Sp+1,q+1(z) = 0(z)Sp,q(z) + 1(z)Sp−1,q−1(z) + 2(z)Sp−2,q−2(z) + 3(z)Sp−3,q−3(z), (4)
where Sp,q holds for one of the three sequencesN(p,q),D(p,q), R(p,q).The coefﬁcients of the polynomialsj (z) depend
on p, q, and are computed by a linear system, described below.
Proof. If the relation is true for the denominators D(p,q), it is also true for the quantities fD(p,q), and so also for
the numerators which are the ﬁrst terms of the expansions of these. So the relation is also satisﬁed by the residuals.
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Conversely, if it is true for the residuals and if f is not a rational fraction, then the relation is satisﬁed by both the
denominators and the numerators.
The relation (4) is written to avoid “degree conditions” for the denominators, i.e., the degree of the terms on the
right-hand (rhs) side are of degree smaller than q + 1, which means that the degrees of the polynomials 0,1, . . . are
at most 1, 2, . . . . Then considering the relation for the residuals R(p+k,q+k), the number of accuracy conditions (or
orthogonality conditions) to be satisﬁed by the rhs is some integer m, and the number of unknown coefﬁcients of the
polynomials 0,1, . . . , is m′. When m = m′ − 1, we have a homogeneous linear system, one unknown more than
the number of equations, so there exists a solution. This occurs for the ﬁrst time in relation (4), with ﬁve terms, eight
accuracy conditions and nine unknowns. As the table has been supposed to be regular, the denominators are of exact
degree, so they can be normalized to be unitary, this brings the ninth equation and the uniqueness of the relation.
For sake of simplicity, we will consider only the diagonal sequence (R(n−1,n))n1, the notations can be simpliﬁed.
The expansion is written as
R(n−1,n) = Rn, fDn =
∞∑
k=0
en,kPk, en,k = 〈fDn, Pk〉/‖Pk‖2,
en,k = 0, k = n, . . . , 2n − 1, en,2n = 0.
In the ﬁrst formula the scalar product is the product deﬁning the orthogonal sequence (Pk)k; the Ak,Bk, Ck are the
coefﬁcients of the recurrence formula for the orthogonal polynomials Pk (1)
zP k = AkPk+1 + BkPk + CkPk−1, AkCk = 0,
and, from this relation, the Ak,Bk, Ck are known in terms of the polynomials as
Ak = 〈zP k, Pk+1〉‖Pk+1‖2 , Bk =
〈zP k, Pk〉
‖Pk‖2 , Ck =
〈zP k, Pk−1〉
‖Pk−1‖2 .
For zf (z)Dn(z) and similarly for zif (z)Dn(z), we get
ei+1n,k =
〈zi+1fDn(z), Pk〉
‖Pk‖2 =
〈zifDn(z), zP k〉
‖Pk‖2
= Akein,k+1
‖Pk+1‖2
‖Pk‖2 + Bke
i
n,k + Ckein,k−1
‖Pk−1‖2
‖Pk‖2
= ein,k+1
〈xP k, Pk+1〉
‖Pk‖2 + e
i
n,k
〈xP k, Pk〉
‖Pk‖2 + e
i
n,k−1
〈xP k, Pk−1〉
‖Pk‖2 ,
ei+1n,k = Ck+1ein,k+1 + Bkein,k + Ak−1ein,k−1, k0, A−1 = 0. (5)
This relation is true for any normalization of the polynomials Pk .
Moreover, as the table is regular in the sense that all Hankel determinants are nonzero (see for example [1] for a
discussion of the notion of regularity of the table), the ﬁrst terms of each expansion Rn is nonzero and then each ﬁrst
term of the expansions of zRn(z), z2Rn(z), . . . is also nonzero.
The polynomials j (z) are written as aj + bj z + cj z2, j = 0, . . . , 3 (we do not note the dependance on n as
unnecessary for the moment), and the identity for the leading coefﬁcients of monic denominators gives the equation
1 = b0 + c1.
Let us come now to the orthogonality properties. When Sn denotes the error terms Rn, the rhs of (4) is orthogonal to
Pk , up to k = 2n − 7. So, as Rn+1 = O(P2n+2) (written for short for (2)), the orthogonality conditions to satisfy, to
obtain (4), are:
〈rhs, Pk〉 = 0, k = 2n − 6, . . . , 2n + 1
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this gives eight equations for nine unknowns. So there always exists a nontrivial solution. The orthogonality conditions
are written from 〈rhs, P2n−6〉, up to 〈rhs, P2n+1〉. We write explicitly the ﬁrst three equations then the ﬁgure of the
system
a3en−3,2n−6 + c2e2n−2,2n−6 = 0,
a3en−3,2n−5 + c2e2n−2,2n−5 + b2e1n−2,2n−5 = 0,
a3en−3,2n−4 + c2e2n−2,2n−4 + b2e1n−2,2n−4 + a2en−2,2n−4 + c1e2n−1,2n−4 = 0,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
+ +
− − +
− − − + +
− − − − − +
− − − − − − +
− − − − − − − +
− − − − − − − − +
− − − − − − − − −
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a3
c2
b2
a2
c1
b1
a1
b0
a0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 0, (6)
each time a new unknown is involved, its coefﬁcient is nonzero (denoted by a +), as it is the ﬁrst term of the expansion
of either Rk or zRk or z2Rk .
It must be noticed that, by the way the relation is searched, the relation is the shortest possible of that kind, so a3 = 0.
Then, from the ﬁrst equation, it follows c2 = 0.
So we have obtained the existence and uniqueness of this kind of recurrence relation, linking the denominators,
numerators and residuals of the Frobenius–Padé approximants. 
Remark. Despite the rather large systems which are obtained, it seems not too difﬁcult to compute, by this way, any
approximant in the F.P. table. The interest is to obtain approximants with a large order of accuracy, without going
through less interesting approximants.
The system deﬁning the constants ai, bi, ci depends on n, and they have to be computed for each n, but the system
for n+ 1 contains terms already computed; 〈ziRj , Pk〉, i = 0, 1, 2, j = n− 2, n− 1, n, k = 2n− 4, . . . , 2n+ 1, and it
remains to compute 23 terms, 26 being already known.
4. Shohat–Favard problem
If a family is deﬁned by a three-term recurrence relation
Pk+1 = (x − k)Pk − kPk−1, k > 0, P−1 = 0, P0 = 1,
where the k are supposed to be nonzero, then it is known that the family Pk is an orthogonal family. The orthogonality
is deﬁned by a formal linear functional, itself deﬁned by its moments cn = c(xn) computed iteratively through the
recurrence relation. If the k are positive, then this functional c is known to be positive deﬁnite. It is the Shohat–Favard
theorem [1,12].
This problem can be written differently. The family Pk being deﬁned as above, the denominators of the Padé
approximants to the function f (z)=∑k0 cnzn are the inverse polynomials of the Pk , i.e., P˜k(z)= zkPk(z−1), so the
Shohat–Favard problem can be written as: knowing the sequence P˜k , it is possible to construct the function, formal
series, f (z) =∑k0 ckzk , such that the given P˜n are the denominators of the diagonal Padé approximants of f.
We are now able to write the Shohat–Favard problem for orthogonal series. This gives the following theorem which
will be proved in the next sections.
Theorem 2. The family of polynomials Dn being deﬁned by a ﬁve-term recurrence relation as (4), it is possible to ﬁnd
an orthogonal family Pk , deﬁned by its recurrence relation, and an formal orthogonal series f (z)=∑k0 fkPk , such
that the Dn are the denominators of the Frobenius–Padé approximants (n − 1, n) of f.
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4.1. Recurrence relation between the en,k
For the residuals, we have already obtained (5)
ei+1n,k = Ak−1ein,k−1 + Bkein,k + Ck+1ein,k+1.
Similarly, if f (z) =∑k0 fkPk , then zif (z) =∑k0 f ikPk . A recurrence relation to compute the f i+1k in terms of
the f ik , follows
f i+1k =
〈zi+1f (z), Pk〉
‖Pk‖2 =
〈zif (z), zP k〉
‖Pk‖2
= Akf ik+1
‖Pk+1‖2
‖Pk‖2 + Bkf
i
k + Ckf ik−1
‖Pk−1‖2
‖Pk‖2
= f ik+1
〈zP k, Pk+1〉
‖Pk‖2 + f
i
k
〈zP k, Pk〉
‖Pk‖2 + f
i
k−1
〈zP k, Pk−1〉
‖Pk‖2 ,
f i+1k = Ck+1f ik+1 + Bkf ik + Ak−1f ik−1, k0, A−1 = 0. (7)
As Rn = fDn − Nn−1, Nn−1 is the partial sum of order n − 1 for the Fourier series of fDn, and we have to verify
that f satisﬁes
〈fDn, Pk〉 = 0, i.e., en,k = 0 for k = n, . . . , 2n − 1.
From the recurrence relation between the Dn, and for kn, we get
en+1,k = a0en,k + b0e1n,k + a1en−1,k + b1e1n−1,k + c1e2n−1,k
+ a2en−2,k + b2e1n−2,k + c2e2n−2,k + a3en−3,k .
Using the relations between ei+1n,k and e
i
n,k , we get a relation involving the terms of the following array:
en+1,k
en,k−1 en,k en,k+1
en−1,k−2 en−1,k−1 en−1,k en−1,k+1 en−1,k+2
en−2,k−2 en−2,k−1 en−2,k en−2,k+1 en−2,k+2
en−3,k
. (8)
The coefﬁcient of the extreme terms are nonzero, namely the coefﬁcient of en−2,k+2 is c2Ck+1Ck+2, and the coefﬁcient
of en−3,k is a3.
As a remark and for comparison, if we do the same for the Padé approximation of the series f (x) =∑∞k=0 fkxk ,
Rn(x) =∑k0 en,kxk we obtain (e1n,k = en,k−1)
Dn+1 = (1 − nx)Dn − nx2Dn−1
en+1,k = en,k − nen,k−1 − nen−1,k−2
and the relation between the en,k involves the following terms:
en+1,k
en,k−1 en,k
en−1,k−2
.
542 J. Van Iseghem / Journal of Computational and Applied Mathematics 219 (2008) 537–550
We come back now to the problem of the Shohat–Favard theorem for an orthogonal series. From the array (8), we get
the following lemma:
Lemma 1. If the ﬁve following diagonals are zero
(H)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
en,n = 0, n1,
en,n+1 = 0, n2,
en,n+2 = 0, n3,
en,n+3 = 0, n4,
en,n+4 = 0, n5,
(9)
then
∀n1, en,n+k = 0 for k = 0, . . . , n − 1.
Proof. The relation (8) is written for n + 2, k = n + 3, we get
en+3,n+3
en+2,n+2 en+2,n+3 en+2,n+4
en+1,n+1 en+1,n+2 en+1,n+3 en+1,n+4 en+1,n+5
en,n+1 en,n+2 en,n+3 en,n+4 en,n+5
en−1,n+3
. (10)
Following the diagonals from left to right, the terms of the relation (8) are displayed on ﬁve diagonals plus the term
en,n+5 alone on the next diagonal; it is expressed as a linear combination of terms of the ﬁve preceding diagonals. As
its coefﬁcient is nonzero, it follows that en,n+5 = 0, for n larger than 6. Taking the array (8) with different indices, we
get similarly that en,n+k = 0, nk + 1. The result can be ﬁnally written as
∀n1, k = 0, . . . , n − 1, en,n+k = 0. 
It remains now to show that imposing the conditions (H ) deﬁnes the coefﬁcients fk and the orthogonal family Pk ,
i.e., the coefﬁcients Ak,Bk, Ck of the recurrence deﬁning this orthogonal family.
Proof of Theorem 2 (Step1: normalization of the polynomialsPk). Let usﬁx the normalization of thePk: ifPk=kQk ,
the recurrence relation for Qk is written as
xQk = Ak
k+1
k
Qk+1 + BkQk + Ck k−1
k
Qk−1,
so k can be chosen in order to have Ck(k−1)/(k+1) = 1, and ﬁnally we will look for the orthogonal family Pk
normalized in order that
∀k0, Ck = 1.
(Step 2: expression of en,k in terms of Dn) For kn, the coefﬁcient en,k of Pk in Rn is the coefﬁcient of Pk in fDn.
We write Dn =∑ni=0 dn,ixi (dn,n = 1), then
fDn(x) =
n∑
i=0
dn,ix
if (x), en,k = dn,0fk + · · · + dn,nf nk .
At each n, we have to compute fn, f 1n , · · · , f nn , the preceding f ik (ik, k <n) being known, but from relation (7)
Ck+1f ik+1 = f i+1k − Ak−1f ik−1 − Bkf ik , k0, A−1 = 0, Ck = 1,
if An−2, Bn−1 are known, then fn, . . . , f n−2n are known. So at step n, we have to compute not n but four unknowns
An−2, Bn−1, f n−1n , f nn .
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The problem is to understand in which orthogonality conditions (en,k = 0, n=?, k=?) these four unknowns are
involved.
(Step 3: beginning of the computations) Let us begin inductively the computation. First we take f0 = 1
• n = 1: e1,1 = d1,0f1 + d1,1f 11 , so f 11 is deﬁned from f1 if this one is taken arbitrarily.• n = 2:
e2,2 = d2,0f2 + d2,1f 12 + d2,2f 22
so f 22 will be deﬁned from this equation if f2 andf
1
2 are known. Let us take A0, B1 arbitrary (all Ck = 1), f2 is
known by (7), recalled here
f 11 = A0f0 + B1f1 + f2,
and it remains f 12 which is taken arbitrary.
• n = 3: Let us take A1, B2 arbitrary, f3, f 13 are deﬁned by
f i+12 = A1f i1 + B2f i2 + f i3 , i = 0, 1,
then
e2,3 = d2,0f3 + d2,1f 13 + d2,2f 23 = 0
e3,3 = d3,0f3 + d3,1f 13 + d3,2f 23 + d3,3f 33 = 0
deﬁne f 23 , f
3
3 .• n = 4, n = 5: We will see that the problem does not continue exactly in the same way. For n = 4, taking arbitrary
A2, B3, we get f4, f 14 , f
2
4 by the relation (7). The conditions e3,4 = 0 and e4,4 = 0 deﬁne f 34 , f 44 .
But now going to n = 5, A3, B4 arbitrary gives f5, . . . , f 35 , and e4,5 = 0, e5,5 = 0 gives f 45 , f 55 . But we also have to
satisfy e3,5 = 0. This condition only involves the ﬁrst f i5 , i = 0, . . . , 3, and is in fact a condition on the f i4
e3,5 = d3,0f5 + d3,1f 15 + d3,2f 25 + d3,3f 35
=
3∑
i=0
d3,i (f
i+1
4 − A3f i3 − B4f i4 )
=
3∑
i=0
d3,if
i+1
4 − A3e3,3 − B4e3,4
= e13,4 − A3e3,3 − B4e3,4 = e13,4. (11)
So to deﬁne f i4 , we have three conditions (e3,4, e4,4, e3,5) and four unknowns A2, B3, f 34 , f 44 .
(Step 4: system of equations to be satisﬁed by the unknowns at step n) The orthogonality conditions, as speciﬁed
now, will give the system of equations satisﬁed by An−2, Bn−1, f n−1n , f nn .
We improve a bit the notations to be able to continue with not too long formulae, and mainly to share the role of the
coefﬁcients of the Dn (which are given) and the f in which are the unknowns. We denote Dn the row matrix containing
the coefﬁcients of Dn, completed by zeros on the right (if necessary for matrix multiplication)
Dn = (dn,0, . . . , dn,n), xDn = (0, dn,0, . . . , dn,n), . . . .
Fn(, ) the column matrix containing the f in , (i =, . . . , ), if Fn is used, it is Fn(0, n) or Fn(0, n) completed by zeros
in the last rows. So with these notations (the most common use is j = 0, 1, 2)
kn + j, ejn,k =
n∑
i=0
dn,if
i+j
k = xjDnFk .
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Each step consists in deﬁning f kn , k = 0, . . . , n. The conditions to be satisﬁed by f kn , taking in account (11), obtained
by difference, are
en,n = 0, en−1,n = 0, en−1,n+1 = 0, en−2,n+1 = 0, en−2,n+2 = 0. (12)
The difference of the indices are respectively 0, 1, 2, 3, 4; with respect to the array (10), they are on a descending
staircase, and cross the ﬁve diagonals of Lemma 1.
Let us suppose everything has been computed up to step n, we are at step n+1, we have to compute fn+1, . . . , f n+1n+1 ,
given by An−1, Bn, f nn+1, f
n+1
n+1 , and the conditions to satisfy are
en+1,n+1 = 0, en,n+1 = 0, en,n+2 = 0, en−1,n+2 = 0, en−1,n+3 = 0,
Dn+1Fn+1 = 0, DnFn+1 = 0, DnFn+2 = 0, Dn−1Fn+2 = 0, Dn−1Fn+3 = 0,
xDnFn+1 = 0, xDn−1Fn+1 = 0, xDn−1Fn+2 = 0,
x2Dn−1Fn+1 = 0,
(13)
each line containing equivalent conditions to what is just above.
All this conditions for smaller indices are supposed satisﬁed. By the recurrence relation for the Dn, we get Dn+1
(we indicate now the dependance on n of the coefﬁcients)
Dn+1 = (an+10 +bn+10 x)Dn+(an+11 +bn+11 x+cn+11 x2)Dn−1+(an+12 + bn+12 x + cn+12 x2)Dn−2 + an+13 Dn−3,
and in the system of ﬁve equations (13), using the recurrence and the last four equations, we can now replace the ﬁrst
one by
Dn+1Fn+1 = cn+12 x2Dn−2Fn+1, cn+12 = 0. (14)
Wewrite down the equations, ﬁrst in termsofFn+1, thenwe replacef in+1 byf i+1n −An−1f in−1−Bnf in for i=0, . . . , n−1,
and get the linear system having An−1, Bn, f nn+1, f
n+1
n+1 as unknowns.
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 dn−2,0 . . . dn−2,n−2 0
dn,0 . . . dn,n 0
0 dn,0 . . . dn,n
0 dn−1,0 . . . dn−1,n−1 0
0 0 dn−1,0 . . . dn−1,n−1
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
f 1n − An−1fn−1 − Bnfn
...
f nn − An−1f n−1n−1 − Bnf n−1n
f nn+1
f n+1n+1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
= 0. (15)
So we get the following system:
⎛
⎜⎜⎜⎜⎜⎜⎝
x2Dn−2Fn−1 x2Dn−2Fn(0, n − 1) −dn−2,n−2 0
DnFn−1 DnFn(0, n − 1) −dn,n 0
xDnFn−1 xDnFn(0, n − 1) −dn,n−1 −dn,n
xDn−1Fn−1 xDn−1Fn(0, n − 1) −dn−1,n−1 0
x2Dn−1Fn−1 x2Dn−1Fn(0, n − 1) −dn−1,n−2 −dn−1,n−1
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
An−1
Bn
f nn+1
f n+1n+1
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎜⎝
x3Dn−2Fn
xDnFn
x2DnFn
x2Dn−1Fn
x3Dn−1Fn
⎞
⎟⎟⎟⎟⎟⎟⎠
. (16)
(Step 5: existence of a solution (An−1, Bn, f nn+1, f n+1n+1 )) There exists, at least, a solution, if and only if the equations
are linearly dependent, i.e., if and only if the determinant formedwith thematrix and the rhs is zero. From the recurrence
assumption, and because the Dn are unitary, we know
x2Dn−2Fn(0, n) = 0, so xDn−2Fn(0, n − 1) = −f nn ,
similarly,
DnFn(0, n − 1) = xDn−1Fn(0, n − 1) = −f nn
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so the determinant is ﬁnally
n+1 =
∣∣∣∣∣∣∣∣∣∣∣∣
x2Dn−2Fn−1 −f nn −1 0 x3Dn−2Fn
DnFn−1 −f nn −1 0 xDnFn
xDnFn−1 xDnFn(0, n − 1) −dn,n−1 −1 x2DnFn
xDn−1Fn−1 −f nn −1 0 x2Dn−1Fn
x2Dn−1Fn−1 x2Dn−1Fn(0, n − 1) −dn−1,n−2 −1 x3Dn−1Fn
∣∣∣∣∣∣∣∣∣∣∣∣
. (17)
Adding column 3 multiplied by −f nn to column 2, then subtracting rows 5 and 3 leads to the following determinant:
n+1 =
∣∣∣∣∣∣∣∣∣∣∣∣
x2Dn−2Fn−1 0 −1 0 x3Dn−2Fn
DnFn−1 0 −1 0 xDnFn
(xDn − x2Dn−1)Fn−1 (xDn − x2Dn−1)Fn −dn,n−1 + dn−1,n−2 0 · · ·
xDn−1Fn−1 0 −1 0 x2Dn−1Fn
x2Dn−1Fn−1 x2Dn−1Fn −dn−1,n−2 −1 x3Dn−1Fn
∣∣∣∣∣∣∣∣∣∣∣∣
= (xDn − x2Dn−1)Fn
∣∣∣∣∣∣∣
x2Dn−2Fn−1 −1 x3Dn−2Fn
DnFn−1 −1 xDnFn
xDn−1Fn−1 −1 x2Dn−1Fn
∣∣∣∣∣∣∣
. (18)
We now use the recurrence relation deﬁning Dn, the orthogonality conditions (13) and (14), both at preceding n, it
follows
Dn = (an0 + bn0x)Dn−1 + (an1 + bn1x + cn1x2)Dn−2 + (an2 + bn2x + cn2x2)Dn−3 + an3Dn−4,
DnFn−1 = bn0xDn−1Fn−1 + cn1x2Dn−2Fn−1,
xDnFn = bn0x2Dn−1Fn + cn1x3Dn−2Fn + x2(bn2 + cn2x)Dn−3Fn + an3xDn−4Fn.
Moreover, for any n, bn0 +cn1 =1, so changing row 2 of the determinant by the combination row2−bn0 ∗row3−cn1 ∗row1
gives
n+1 = (xDn − x2Dn−1)Fn
∣∣∣∣∣∣∣
x2Dn−2Fn−1 −1 x3Dn−2Fn
0 0 x2(bn2 + cn2x)Dn−3Fn + an3xDn−4Fn
xDn−1Fn−1 −1 x2Dn−1Fn
∣∣∣∣∣∣∣
= (xDn − x2Dn−1)Fn(xDn−1 − x2Dn−2)Fn−1(x2(bn2 + cn2x)Dn−3 + an3xDn−4)Fn). (19)
To have n+1 = 0 for any bn2 , cn2 , an3 , we now have to consider
x2Dn−3Fn = e2n−3,n, x3Dn−3Fn = e3n−3,n, xDn−4Fn = e1n−4,n.
The assumption is
en,n = 0, en−1,n = 0, en−1,n+1 = 0, en−2,n+1 = 0, en−2,n+2 = 0 (20)
and the same at previous indices. So we go back to the array
en,k
en−1,k−1 en−1,k en−1,k+1
en−2,k−2 en−2,k−1 en−2,k en−2,k+1 en−2,k+2
en−3,k−2 en−3,k−1 en−3,k en−3,k+1 en−3,k+2
en−4,k
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and if the ﬁve left diagonals are zero, then en−3,k+2 =0. So from the assumption at each step (20), we deduce moreover
en−3,n+2 = 0, en−4,n+2 = 0, . . . , ep,n+2 = 0(with 2p>n + 2),
and the ﬁrst iterations where we have more than the ﬁve relations (20) are
n = 9: e9,9, e8,9, e8,10, e7,10, e7,11, and e6,11,
n = 10: e10,10, e9,10, e9,11, e8,11, e8,12, and e7,12,
n = 11: e11,11, e10,11, e10,12, e9,12, e9,13, and e8,13, e7,13.
From this and ejn,k = xjDnFk , we get
x2Dn−3Fn = e2n−3,n = 0, n − 36, n9,
x3Dn−3Fn = e3n−3,n = 0, n − 37, n10,
xDn−4Fn = e1n−4,n = 0, n − 46, n10.
So the determinant n+1 = 0 for n10. Finally for n10, the unknowns An−1, Bn (f in, i = 0, . . . , n) are uniquely
determined.
The proof of the Shohat–Favard theorem will be complete if we can prove that we can deﬁne the same quantities for
the ﬁrst 10 steps. So we go to the initialization of the algorithm in the last section to end the proof. 
5. Initialization
We summarize the initialization steps. In the last column, we write the arbitrary constants to be taken at each step,
in the second the conditions to be satisﬁed by the f kn , taking in account (11) and (13), obtained by difference
n cond to satisfy arbitrary cst
1 e1,1 f0, f1
2 e2,2 A0, B1, f 12
3 e3,3, e2,3 A1, B2
4 e4,4, e3,4, e3,5 A2, B3 linked
5 e5,5, e4,5, e4,6 A3, B4 linked
6 e6,6, e5,6, e5,7, e4,7
7 e7,7, e6,7, e6,8, e5,8, e5,9
n en,n, en−1,n, en−1,n+1, en−2,n+1, en−2,n+2
. (21)
The required constants are deﬁned for the ﬁrst six steps, and it remains some arbitrary choices: f0, f1, f 12 , A0, B1,
A1, B2, A2, B3, A3, B4, the two last pairs being linked.
For n = 7, 8, 9, 10, we get ﬁve equations as in the general case, so the determinant n of the system must be zero,
which provides some new equations.
We compute the four determinantsn, n=7, . . . , 10 in the following way: the ﬁrst equation Dn+1Fn+1 was replaced
by cn+12 x2Dn−2Fn+1 and simpliﬁed by c
n+1
2 known to be nonzero; now we get
D10F10 = c102 x2D7F10,
D9F9 = c92x2D6F9,
D8F8 = c82x2D5F8 + a83D4F8,
D7F7 = (b72x + c72x2)D4F7 + a73D3F7.
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Each determinant n is expanded with respect to bn2 , c
n
2 , a
n
3 and each of the coefﬁcients of these must be zero. For
n = 10, 9, it begins as in the general case, as there is only one constant cn2 known to be nonzero.
For n = 10, we obtain, following the general case (simplifying by c102 ):
10 = 0 iff (xD9 − x2D8)F9
∣∣∣∣∣∣∣
x2D7F8 −1 x3D7F9
0 0 c92x
3D6F9 + a93xD5F9
xD8F8 −1 x2D8F9
∣∣∣∣∣∣∣
= 0,
(xD9 − x2D8)F9(xD8 − x2D7)F8(c92x3D6 + a93xD5)F9 = 0.
Again this has to be zero for all c92, a
9
3 , so
10 = 0 iff (xD9 − x2D8)F9 (xD8 − x2D7)F8 = 0. (22)
Similarly for n = 9, we get
9 = 0 iff (xD8 − x2D7)F8
∣∣∣∣∣∣∣
x2D6F7 −1 x3D6F8
0 0 x2(b82 + c82x)D5F8 + a83xD4F8
xD7F7 −1 x2D7F8
∣∣∣∣∣∣∣
= 0
(xD8 − x2D7)F8(xD7 − x2D6)F7(x2(b82 + c82x)D5F8 + a83xD4F8) = 0.
Again this has to be zero for all b82, c
8
2, a
8
3 , so
9 = 0 iff (xD8 − x2D7)F8 (xD7 − x2D6)F7 = 0. (23)
For n = 8,
D8F8 = c82x2D5F8 + a83D4F8.
Doing as in the general case as far as possible, we get
8 = (xD7 − x2D6)F7
∣∣∣∣∣∣∣
c82x
2D5F6 −c82 c82x3D5F7 + a83xD4F7
D7F6 −1 xD7F7
xD6F6 −1 x2D6F7
∣∣∣∣∣∣∣
= c828,1 + a838,2.
In the coefﬁcient of a83 , xD4F7 = e14,7=A6e4,6 + B7e4,7 + e4,8=e4,8 = 0, so
8,2 = 0 iff (xD7 − x2D6)F7(D7 − xD6)F6 = 0.
Taken in account this last result, the coefﬁcient of c82 is
8,1 = (xD7 − x2D6)F7
∣∣∣∣∣∣∣
x2D5F6 −1 0
D7F6 −1 xD7F7
xD6F6 −1 x2D6F7
∣∣∣∣∣∣∣
.
If, as in the general case, we expand D7 in the second row, then combining this one with the ﬁrst and last row, the
second row becomes
(c72x
2D4F6 + a73D3F6, 0, c71x3D5F7 + x2(b72 + c72x)D4F7 + a73xD3F7)
and it is easy to prove that the determinant cannot be zero for any choice of the constants a7i , b
7
i , c
7
i . So ﬁnally the
condition for n = 8 is
8 = 0 iff (xD7 − x2D6)F7 = 0. (24)
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For n = 7, the computation is more complicated, as follows:
D7F7 = (b72x + c72x2)D4F7 + a73D3F7.
So the determinant is
7 =
∣∣∣∣∣∣∣∣∣
c72x
2D4F5 c72x
2D4F6 + a73D3F6 −c72 x2(b72 + c72x)D4F6 + a73xD3F6
D6F5 0 −1 xD6F6
(xD6 − x2D5)F5 (xD6 − x2D5)F6 −d6,5 + d5,4 (x2D6 − x3D5)F6
xD5F5 0 −1 x2D5F6
∣∣∣∣∣∣∣∣∣
= b727,1 + a737,2 + c727,3.
7 = 0 for any coefﬁcients b72, a73, c72 if and only if their three coefﬁcients 7,i , i = 1, 2, 3 are zero.
7,1 = x2D4F6
∣∣∣∣∣∣∣
D6F5 0 −1
(xD6 − x2D5)F5 (xD6 − x2D5)F6 −d6,5 + d5,4
xD5F5 0 −1
∣∣∣∣∣∣∣
,
7,2 = D3F6
∣∣∣∣∣∣∣
(D6 − xD5)F5 0 (xD6 − x2D5)F6
(xD6 − x2D5)F5 −d6,5 + d5,4 (x2D6 − x3D5)F6
xD5F5 −1 x2D5F6
∣∣∣∣∣∣∣
,
7,3 =
∣∣∣∣∣∣∣∣∣
x2D4F5 0 −1 0
D6F5 0 −1 xD6F6
(xD6 − x2D5)F5 (xD6 − x2D5)F6 −d6,5 + d5,4 (x2D6 − x3D5)F6
xD5F5 0 −1 x2D5F6
∣∣∣∣∣∣∣∣∣
.
As x2D4F6 = e24,6 = e4,8 = 0, we get
7,1 = 0 iff (D6 − xD5)F5(xD6 − x2D5)F6 = 0. (25)
For 7,2, D3F6 = e3,6 = 0 and one of the two terms of the ﬁrst row must be zero so we get an alternative situation
7,2 = 0 if
(D6 − xD5)F5 = 0 and (xD6 − x2D5)F6(xD6 − x2D5 − (d6,5 − d5,4)x2D5)F5 = 0,
(xD6 − x2D5)F6 = 0 and (D6 − xD5)F5(x2D6 − x3D5 − (d6,5 − d5,4)x2D5)F6 = 0,
(D6 − xD5)F5 = 0 and (xD6 − x2D5)F6 = 0.
(26)
For 7,3, the situation is similar to 8,1
7,3 = (xD6 − x2D5)F6
∣∣∣∣∣∣∣
x2D4F5 −1 0
D6F5 −1 xD6F6
xD5F5 −1 x2D5F6
∣∣∣∣∣∣∣
and, as before, the determinant cannot be zero for all a6i , b
6
i , c
6
i , obtained by expanding D6 in the second row. So, ﬁnally
the condition is
7,3 = 0 iff (xD6 − x2D5)F6 = 0. (27)
Let us study if it is possible to ﬁx in a right way the remaining free parameters f0, f1, f 12 , A0, B1, A1, B2, A2, B3,
A3, B4 (21), in order to ensure the four constraints n = 0, n = 7, 8, 9, 10. We can take as a minimal set of conditions
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the four equations:
n = 10, (xD8 − x2D7)F8 = 0,
n = 9, (xD7 − x2D6)F7 = 0,
n = 8,
n = 7, (xD6 − x2D5)F6 = 0, and (D6 − xD5)F5 = 0. (28)
Let us come back to (21), for each n, en,n = 0 and en−1,n = 0 can be considered as deﬁning f nn and f n−1n . So for n= 5
(resp. n = 6), it remains one equation e3,5 = D3F5 = 0 (resp. e4,6 = D4F6 = 0) to deﬁne A2, B3 (resp. A3, B4). For
A2, B3, we now have two equations
D3F5 = 0, (D6 − xD5)F5 = 0.
We transform the second in order to have only F5(0, 3), by decreasing the degree of D6 − xD5, i.e.,
D3F5 = 0, (D6 − xD5 − D5 − D4)F5 = 0,
where  and are chosen such that the polynomial is ﬁnally of degree 3 atmost. And now these two (a priori independent)
equations give a linear system w.r.t. A2, B3, which are now uniquely deﬁned. Similarly
D4F6 = 0, (xD6 − x2D5)F6 = 0,
will deﬁne uniquely A3, B4.
The same is done with the two other equations: decreasing the degree, the equation will involve only F7(0, 5) =
F6(1, 6) − A5f5(1, 5) − B6F6(0, 5), and so on, until it arrives to the (linear) dependance on the last free parameters
A1, B2 and similarly for the equation in F8 in terms of A0, B1.
Finally, we have proved that it is possible to ﬁnd the constants An,Bn, fn in order to satisfy all conditions of
orthogonality, i.e., the data Dn are the denominators of the Frobenius–Padé approximants of the constructed formal
series f. This achieves the proof of this Shohat–Favard type theorem.
6. Conclusions
The conclusion on how many solutions exist is not obvious as the conditions on the n, n= 7, . . . , 10 can be solved
in different ways. In the way we did, it remains two free parameters for the orthogonal family (A0, A1) and three f0,
f1 and f 12 for the moments.
But what is proved is that the recurrence for the Dn being given, the Dn can be considered as the denominators of
the Frobenius–Padé approximants of some formal séries expanded w.r.t. an orthogonal family Pk recursively deﬁned.
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