In this paper, we investigate the Sobolev regularity for mean-field games in the whole space R d . This is achieved by combining integrability for the solutions of the Fokker-Planck equation with estimates for the Hamilton-Jacobi equation in Sobolev spaces. To avoid the mathematical challenges due to the lack of compactness, we prove an entropy dissipation estimate for the adjoint variable. This, together with the non-linear adjoint method, yields uniform estimates for solutions of the HamiltonJacobi equation in W 1,p loc (R d ).
Introduction
The mathematical theory of mean-field games (MFG) formalizes the concept of Nash equilibrium, for N -players stochastic differential games, when N → ∞. It comprises a variety of methods and techniques, which aim at investigating problems with a large number of agents. Introduced in the works of J-M. Lasry and P-L. Lions [19, 20, 21] and M. Huang, P. Caines and R. Malhamé, [18, 17] , these methods have known an intense research activity. Indeed, several research directions have been undertaken by various authors, see, for instance, the surveys [22] , [4] , [1] , or [15] , as well as the lectures by P-L. Lions [23, 24] and the recent book by A. Bensoussan, J. Frehse and P. Yam [3] .
In the present paper, we study a time-dependent MFG in the whole space R d . This MFG is defined through the following system of two partial differential equations in R d × [0, T ]:
where T > 0 is arbitrarily fixed and u, m :
The Hamiltonian H and the non-linearity g satisfy a series of assumptions detailed in Section 2.1. To illustrate our results, we observe that a model Hamiltonian for which these hold is H(x, p) = a(x) 1 + |p|
where γ ∈ (1, 2] and a, V ∈ C ∞ and V ≤ 0 is bounded. A typical non-linearity g would be required to be non-decreasing and to satisfy g(m) = m(x, t), m << 1 m α (x, t), m >> 1, for α > 0, interpolating in a smooth monotone way for m near 1 (see Assumption A5). Existence of solutions for MFG is a matter of fundamental interest. Most of the results in the literature were investigated in the periodic setting or for smooth bounded domains, under Dirichlet or Neumann boundary conditions, see [26] . In the stationary periodic setting, existence of weak solutions was obtained in [19] . Smooth solutions were addressed in [14] , [16] and [10] (see also [7] ). The stationary obstacle problem was investigated in [9] , and the congestion problem in [8] . For the time-dependent case, weak solutions were considered in [20] , [26] , and [5] . he planning problem was studied in [25] . In [6] , the authors have proven the existence of smooth solutions for quadratic Hamiltonians. In [24] , the author obtained existence of classical solutions for (1)-(2) under quadratic or subquadratic hypothesis. These results were substantially improved in [13] (see also [11] for the case of logarithmic non-linearities). Mean-field games with superquadratic Hamiltonians were investigated in [12] .
Except for the explicit linear-quadratic models [2] , regularity of solutions for MFG in the whole space has not been investigated in the literature before the present paper. A main difficulty is the absence of compactness of the domain. This entails several mathematical challenges, as various standard estimates in regularity theory for MFG are simply not valid. One of the key issues is that the Hamiltonian H is no longer integrable. Because of this, the adjoint method as applied in [12] does not yield bounds for the Hamilton-Jacobi equation in terms of Lebesgue norms of the non-linearity g. To overcome this difficulty, we investigate the integrability of the adjoint variable. First, we prove an entropy dissipation estimate. Thanks to this, we are then able to achieve local regularity in Sobolev spaces for the Hamilton-Jacobi equation in terms of
It is important to stress that the key novelty in this paper is to use this entropy dissipation estimate coupled with the adjoint method to obtain estimates in Sobolev spaces. This is a main difference from our earlier work [12] , where Lipschitz regularity is established for the solutions of the Hamilton-Jacobi equation.
The main result of the paper is: Theorem 1.1. Assume that the Assumptions A1-A9, from Section 2 hold. Then, for every R > 0 there exists a constant C R > 0, such that any solu-
After this a-priori bound is derived, one can prove, using standard methods, additional regularity for the solutions. This will not be pursued here as it would follow the same steps as in our previous results, see [13] , [12] . To illustrate this point, we just give an example of how this could be further developed.
Notice
, where
Then, estimates for m in several Lebesgue spaces can be obtained by interpolation. Moreover, by multiplying the second equation in (1) by φ 2 m β , where φ is a spatial cut-off function, one obtains, by standard techniques, bounds for
.
This can be iterated as in [13] , for example, to produce improved integrability for m. Section 2.1 introduces the technical assumptions under which we work. An outline of the proof of Theorem 1.1 is presented in Section 2.2. A number of auxiliary results are presented in Section 3. The proof of Theorem 1.1 is given in Section 4 by developing the adjoint method in Sobolev spaces.
Main assumptions and outline of the proof
In this section, we present the set of assumptions under which we will work, as well as an outline of the proof of Theorem 1.1.
Main assumptions
is strictly convex in the second variable. Furthermore, we suppose that H is non-negative and coercive, i.e.,
A 2. The functions u T and m 0 are smooth and integrable. Furthermore, m 0 is non-negative, compactly supported, and satisfies
The Lagrangian L(x, v) is defined as follows:
A 4. For some constants c, C > 0
A 5. The non-linearity g is increasing. Also, there exists C > 0, such that
with g(0) = 0. Since g is increasing, it is the derivative of a convex function G : R → R. We assume that G is such that, for z > 1,
A 8. There exists C > 0 such that
A 9. The exponent α is such that
The exponent α in the previous assumption is critical in the following arguments, see Lemma 4.8.
Outline of the proof
In order to justify rigorously our computations, one needs to consider a regularized version of (1) . In this, the local non-linearity g is replaced by the non-local operator
where η ǫ is a symmetric standard mollifying kernel. We assume that g 0 = g. This procedure yields the following regularized system:
The existence of smooth solutions to (5), can be proved adapting the ideas in [4] (see also [13] ). However, for the sake of simplicity, we consider the original system throughout the paper, and establish a-priori estimates.
To obtain Theorem 1.1, we first investigate the Sobolev regularity of the solutions of the Hamilton-Jacobi, as stated in the following Proposition.
Proposition 2.1. Let (u, m) be a solution to (1) and suppose that Assumptions A1-8 are satisfied. Suppose a and b satisfy (19) . Then there exist
This is accomplished by combining the non-linear adjoint method with an improved integrability estimate for the adjoint variable. These new ideas are crucial to circumvent the lack of integrability of H. Proposition 2.1 is proven in Section 4.2. To prove W
1,p
Loc (R d )-regularity for u, it is critical to control the integrability of g with respect to both time and space. This is done in the next Lemma:
Lemma 2.1. Let (u, m) be a solution to (1) and suppose that assumptions A1-A6 are satisfied. Then, there exists a constant C > 0 such that
The proof of Lemma 2.1 is given in Section 3. Because g is a power-like non-linearity, the estimate in Lemma 2.1 yields an upper bound for norms of g in some appropriate Lebesgue space. This Lemma is then combined with Proposition 2.1 and the technical Lemma 4.8 to prove Theorem 1.1.
Basic estimates
In this Section, we obtain various estimates for solutions of (5). These bounds are similar to the ones for the periodic setting, in [19, 20, 13] , and the arguments to prove them are not substantially modified for R d . Consequently, they are only discussed here briefly, for convenience.
We begin by considering the auxiliary equation:
where
is a smooth vector field, 0 < τ < T is arbitrary and ζ 0 is a given initial condition.
Lemma 3.1. Let (u, m) be a solution to (1) and assume that Assumptions A1-A3 hold. Then,
where ζ m0 (x, t) is the solution to the heat equation
where ζ χB R (x, t) is the solution to the heat equation with initial condition ζ 0 = χ BR , for arbitrarily fixed R > 0, and χ BR denotes the characteristic function of B R .
Proof. We have as in [13] 
Set b ≡ 0. Consider first the case ζ 0 ≡ m 0 . Because ζ m0 is a probability measure and L(x, 0) is bounded, one obtains
for some C > 0. This implies (7). To establish (8) we set b ≡ 0 and ζ 0 = χ BR .
Next, we recover the first-order estimates in the whole space setting.
Proposition 3.1. Assume A1-A5 hold. Let (u, m) be a solution of (1). Then
where G ′ = g.
Proof.
We have
Assumption A4, leads to
By using the first assertion in Lemma 3.1 one obtains
where ζ solves the heat equation with ζ 0 (x) = m 0 (x). Assumptions A5 ensures the existence of a convex function G with
, and then,
It remains for us to control
Because of A5 we have
where θ is the heat kernel. Therefore, A2 together with the Young's inequality for convolutions implies the result.
Corollary 3.1. Assume A1-A5 hold. Let (u, m) be a solution of (1). Then
In what follows, we recover the second-order estimate in the whole space. Since its proof is similar to the one in the periodic setting, it is omitted here (we refer the reader to [13] ). Proposition 3.2. Assume A1-6 hold. Let (u, m) be a solution of (1). Then
Finally, we have all the ingredients needed for the proof of Lemma 2.1:
The result follows from Corollary 3.1 together with Proposition 3.2.
Sobolev regularity for the Hamilton-Jacobi equation
In this Section, we investigate the local Sobolev regularity of Du. Unlike in the periodic case, where we prove that a-priori Du ∈ L ∞ (T d ), here we obtain a weaker bound, namely Du ∈ L p loc (R d ). We start by establishing some preliminary estimates.
Preliminary estimates
We consider the adjoint equation:
where 0 ≤ τ < T and
Assume further that φ has compact support. Note that, there exists a constant C > 0, which depends on p ′ and the support of φ, for which
we have
for t ∈ [0, T ].
Lemma 4.1. Let d > 2 and assume that a, a ′ , c, c
Then, there exist p, p ′ , q, q ′ > 1 so that
hold simultaneously.
Proof. The Lemma follows from elementary computations and can be verified by using the software Mathematica.
Lemma 4.2. Let (u, m) be a solution to (1) and suppose that Assumptions A1-A4 hold. Additionally, let a, a ′ , c, c ′ > 1 satisfying (11) and (12). Then,
where ζ solves (9).
Proof. Because of Lemma 4.1 we can fix p, p ′ , q, q ′ > 1 such that (13)- (16) hold. Therefore we have, for ρ = φ * θ,
where θ is the heat kernel. Hölder's inequality implies, for a > 1 and a ′ given by (11),
Because of (13), Young's inequality for convolution leads to
using (14) . By gathering the previous computation, it follows that
On the other hand, let ζ be a solution to (9) . Then,
which yields the result.
Lemma 4.3. Let (u, m) be a solution to (1) and suppose that Assumptions A1-A4 are satisfied. Let ζ solve (9) . Let a, a ′ , c, c ′ > 1 satisfying (11) and (12). Then,
Proof. Observe that
The result follows then from Lemma 4.2.
Entropy dissipation
We start with an auxiliary lemma.
Lemma 4.4. Let ζ be a solution to (9) . Then,
Proof. Notice that
Observe that
using (10) . It remains for us to address the first term in the right-hand side of (17) . We have
Notice that
Hence,
By integrating the former inequality in time over (τ, r) one obtains
which proves the result, since φ has compact support.
Using the previous Lemma we obtain the following entropy dissipation estimate:
Lemma 4.5. Let ζ solve (9). Then, there exists C > 0 for which
Proof. Let C d,p be such that
The first term in the right-hand side of (18) can be written as
and Ψ(y) = y ln(y).
Because Ψ is a convex function, Jensen's inequality yields
On the other hand, the second term in the right-hand side of (18) is
where the inequality follows from the fact that
We observe that the last inequality follows from Jensen's, since ζ is a probability measure, combined with the sublinearity of the logarithmic function. Therefore, Lemma 4.4 implies
Sobolev regularity
Proposition 4.1. Let ζ be a solution to (9) . Then, there exists C > 0 such that
Proof. Multiply (9) by ln [ζ(x, t)] and integrate by parts to obtain
Integrating in time on (τ, T ), it follows
using Lemma 4.5 in the last inequality.
Corollary 4.1. Let (u, m) solve (1) and assume that Assumptions A1-A5 hold.
Suppose that a, a ′ , c, c ′ > 1 satisfy (11) and (12). Then,
Proof. The result follows from A7 combined with Lemma 4.3 and Proposition 4.1. 
Then, there exists, b > 1 and 0 < λ < 1 such that
are mutually satisfied.
Remark: Note that if a and c satisfy (19) then a > 1 and c > 1, therefore the requirements of Lemma 4.1 hold.
Proof. As before, the result is established by various elementary computations and can be checked by using the software Mathematica.
Proposition 4.2. Let (u, m) be a solution to (1) and assume that Assumptions A1-A8 are satisfied. Let ζ solve (9) and suppose that a and c satisfy (19) . Let a ′ and c ′ be given by (11) and (12). Then,
, where u ξ is the derivative of u with respect to the spatial direction ξ.
Proof. We start by fixing a unit vector ξ. We differentiate (1) in the ξ direction, multiply it by ζ and (9) by u ξ . By adding the resulting identities, and integrating by parts, one obtains
Because of A8 and Lemma 4.3, it follows that
It remains to address the term
Before we proceed, choose b,s and λ as in Lemma 4.6 so that conditions (20) - (23) are mutually satisfied. As a consequence, we have
in terms of norms of g and ζ. We investigate next upper bounds for
Hölder's inequality yields
We proceed by addressing
Therefore, because of (23), we have
. Hence,
Lastly,
, which concludes the proof.
Lemma 4.7. Let d > 2 and assume that a and c satisfy (19) . Let a ′ and c ′ be given by (11) and (12) . Then, there exists P, Q > 1, M > c ′ , and 0 < β, κ < 1 such that
and κP ≤ 1.
Proof. The result follows from simple computations. It can be checked by using the software Mathematica.
Corollary 4.2. Let (u, m) solve (1) and assume that Assumptions A1-A8 are satisfied. Suppose that a and c satisfy (19) . Then, there exists C > 0 for which Proof. Let M, P, Q, β, κ as in Lemma 4.7 so that conditions (24)-(27) are simultaneously satisfied. Then, Hölder's inequality implies
since (24) and (25) hold. Because of (26), we also have
where the last inequality follows from the Gagliardo-Nirenberg Theorem. By choosing P according to (27) , it follows that
By combining these, we obtain
Then, Young's inequality weighted by ε yields
. Therefore, , which finishes the proof.
We present the proof of Proposition 2.1:
Proof of Proposition 2.1. Proposition 2.1 follows from Corollary 4.2 by considering the supremum, firstly with respect to φ and then with respect to τ ∈ [0, T ].
We end now with the proof of Theorem 1.1. 
Then, there exist a and c satisfy (19) and αc ≤ α + 1 and αa = 2 * (α + 1) 2 .
Proof. Once more, the proof relies on elementary computations ans can be checked by recurring to the software Mathematica.
Proof of Theorem 1.1. Since A9 holds, Lemma 4.8 ensures the exists of a and c satisfying (19) and (29). Then, by Lemma 2.1, we have g(m) ∈ L c ([0, T ], L a (T d )). Thus we can apply Proposition (2.1) to obtain the estimate in the Theorem.
