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We present an operational framework for Einstein-Podolsky-Rosen steering as a physical resource. For
arbitrary-dimensional bipartite systems composed of a quantum subsystem and a black-box device, we show
that local operations assisted by one-way classical communication (1W-LOCCs) from the quantum part to the
black box cannot create steering. Based on this, we build a resource theory of steering with 1W-LOCCs as the
free operations. We introduce the notion of convex steering monotones as the fundamental axiomatic quantifiers
of steering. As a convenient example thereof, we present the relative entropy of steering. In addition, we prove
that two previously proposed quantifiers, the steerable weight and the robustness of steering, are also convex
steering monotones. To end up with, for minimal-dimensional systems, we establish, on the one hand, neces-
sary and sufficient conditions for pure-state steering conversions under stochastic 1W-LOCCs and prove, on the
other hand, the non-existence of steering bits, i.e., measure-independent maximally steerable states from which
all states can be obtained by means of the free operations. Our findings reveal unexpected aspects of steering
and lay foundations for further research, with potential implications in Bell non-locality.
I. INTRODUCTION
Steering, as Schro¨dinger named it [1], is an exotic quantum
effect by which ensembles of quantum states can be remotely
prepared by performing local measurements at a distant lab.
It allows [2, 3] to certify the presence of entanglement be-
tween a user with an untrusted measurement apparatus, Al-
ice, and another with a trusted quantum-measurement device,
Bob. Thus, it constitutes a fundamental notion between quan-
tum entanglement [4], whose certification requires quantum
measurements on both sides, and Bell non-locality [5], where
both users possess untrusted black-box devices. Steering can
be detected through simple tests analogous to Bell inequalities
[6], and has been verified in a variety of remarkable experi-
ments [7], including steering without Bell non-locality [8] and
a fully loop-hole free steering demonstration [9]. Apart from
its fundamental relevance, steering has been identified as a re-
source for one-sided (1S) device-independent (DI) quantum
key-distribution (QKD), where only one of the parts has an
untrusted apparatus while the other ones possess trusted de-
vices [10, 11]. There, the experimental requirements for un-
conditionally secure keys are less stringent than in fully (both-
sided) DI-QKD [12].
The formal treatment of a physical property as a resource
is given by a resource theory. The basic component of this
is a restricted class of operations, called the free operations.
These are typically the operations at hand in physical scenar-
ios where the property in question acts as a useful resource.
They fulfil the essential requirement of mapping every free
state, i.e., every one without the property, into a free state.
Furthermore, they provide a formal recipe for the quantifica-
tion of the resource: The fundamental necessary condition
for a function to be a measure of the resource is that it is
monotonous –non-increasing– under the free operations. That
is, the operations that do not increase the resource on the free
states do not increase it on all other states either.
Entanglement theory is the most popular and best under-
stood [13, 14] resource theory. There, local operations as-
sisted by classical communication (LOCCs) are usually the
natural free operations [15]. However, other sets of opera-
tions that do not create entanglement either have also been
considered [16, 17]. On the other hand, resource theories
have been formulated also for states out of thermal equilib-
rium [18], asymmetry [19], reference frames [20], and non-
locality [32, 33], for instance.
In steering theory, systems are described by a collection of
ensembles of quantum states on Bob’s side and a conditional
probability distribution of measurement outcomes (outputs)
given measurement settings (inputs) on Alice’s. Each input
of Alice’s is associated with an ensemble of Bob’s and each
output with a member state of such ensemble. That is, each
pair of inputs and outputs of Alice’s is correlated with a state
in an ensemble of Bob’s. Such systems are called assemblages
[23–28]. The free operations for steering must thus arise from
natural constrains native of a physical scenario where steer-
able assemblages are useful for some task. Up to now, no at-
tempt for an operational framework of steering as a resource
had been reported.
In this work we develop the resource theory of steering.
First, we observe that one-way LOCCs (1W-LOCCs) from
Bob to Alice are allowed operations –in the sense of not com-
promising the security– in 1S-DI-QKD protocols, the physical
scenario where steering is a known resource [10, 11]. Then,
for arbitrarily many inputs and outputs for Alice’s black box
and arbitrary Hilbert-space dimension for Bob’s quantum sys-
tem, we show that 1W-LOCCs from Bob to Alice do not create
steering. These two facts give us clear physical motivations to
take 1W-LOCCs as natural free operations for steering. We
present the explicit parametrisation of a generic 1W-LOCC
acting on assemblages. With this, we provide a formal def-
inition of steering monotones. As an example thereof, we
present the relative entropy of steering, for which we also in-
troduce, on the way, the notion of relative entropy between as-
semblages. In addition, we prove 1W-LOCC monotonicity for
two other recently proposed steering measures, the steerable
weight [24] and the robustness of steering [25], and convexity
for all three measures. To end up with, we prove two theorems
on steering conversion under stochastic 1W-LOCCs for the
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2lowest-dimensional case, i.e., qubits on Bob’s side and 2 in-
puts × 2 outputs on Alice’s. In the first one, we show that it is
impossible to transform via 1W-LOCCs, not even probabilis-
tically, an assemblage composed of pairs of pure orthogonal
states into another assemblage composed also of pairs of pure
orthogonal states but with a different pair overlap, unless the
latter is unsteerable. This yields infinitely many inequivalent
classes of steering already for systems of lowest dimension.
In the second one, we show that there exists no assemblage
composed of pairs of pure states that can be transformed into
any assemblage by stochastic 1W-LOCCs. This implies, in
striking contrast to entanglement theory, that there exists no
operationally well defined, measure-independent maximally
steerable assemblage of minimal dimension.
The paper is organized as follows. In Sec. II we formally
define assemblages and present their basic properties. In Sec.
IV we discuss the role of 1W-LOCCs as the natural operations
available to Alice and Bob in 1S-DI-QKD. In Sec. III we
find an explicit parametrisation of all stochastic 1W-LOCCs
from assemblages into assemblages and show that the result-
ing maps are steering non-increasing operations. In Sec. V
we introduce the notion of convex steering monotones. In
Sec. VI we present the relative entropy of steering. In Sec.
VII we show convexity and 1W-LOCC-monotonicity of the
steerable weight and the robustness of steering. In Sec. VIII
we study, for minimal-dimensional systems, assemblage con-
versions under 1W-LOCCs and prove the in existence of pure-
assemblage steering bits. Finally, in Sec. IX we present our
conclusions and mention some future research directions that
our results offer.
II. ASSEMBLAGES AND STEERING
We consider two distant parties, Alice and Bob, who have
each a half of a bipartite system. Alice holds a so-called black-
box device, which, given a classical input x ∈ [s], generates
a classical output a ∈ [r], where s and r are natural numbers
and the notation [n] := {0, . . . , n − 1}, for n ∈ N, is intro-
duced. Bob holds a quantum system of dimension d (qudit),
whose state he can perfectly characterize tomographically via
trusted quantum measurements. The joint state of their system
is thus fully specified by an assemblage
ρA|X := {PA|X(a, x), %(a, x)}a∈[r],x∈[s], (1)
of normalized quantum states %(a, x) ∈ L(HB), with L(HB)
the set of linear operators on Bob’s subsystem’s Hilbert
space HB , each one associated to a conditional probability
PA|X(a, x) of Alice getting an output a given an input x. We
denote by PA|X the corresponding conditional probability dis-
tribution.
Equivalently, each pair {PA|X(a, x), %(a, x)} can be uni-
vocally represented by the unnormalized quantum state
%A|X(a, x) := PA|X(a, x)× %(a, x). (2)
In turn, an alternative representation of the assemblage ρA|X
is given by the set ρˆA|X := {ρˆA|X(x)}x of quantum states
ρˆA|X(x) :=
∑
a
|a〉〈a| ⊗ %A|X(a, x) ∈ L(HE ⊗HB), (3)
where {|a〉} is an orthonormal basis of an auxiliary extension
Hilbert space HE of dimension r. The states {|a〉} do not
describe the system inside Alice’s box, they are just abstract
flag states to represent its outcomes with a convenient bra-ket
notation. Expression (3) gives the counterpart for assemblages
of the so-called extended Hilbert space representation used for
ensembles of quantum states [30]. We refer to ρˆA|X for short
as the quantum representation of ρA|X and use either notation
upon convenience.
We restrict throughout to no-signaling assemblages, i.e.,
those for which Bob’s reduced state %B ∈ L(HB) does not
depend on Alice’s input choice x:
%B :=
∑
a
%A|X(a, x) =
∑
a
%A|X(a, x′) ∀ x, x′. (4)
The assemblages fulfilling the no-signaling condition (4) are
the ones that possess a quantum realization. That is, they can
be obtained from local quantum measurements by Alice on a
joint quantum state %AB ∈ L(HA ⊗ HB) shared with Bob,
where HA is the Hilbert space of the system inside Alice’s
box. For any no-signaling assemblage ρA|X , we refer as the
trace of the assemblage to the x-independent quantity
Tr[ρA|X ] := TrEB [ρˆA|X ] = Tr[%B ] =
∑
a
PA|X(a, x), (5)
and say that the assemblage is normalized if Tr[ρA|X ] = 1
and unnormalized if Tr[ρA|X ] ≤ 1.
An assemblage σA|X := {ςA|X(a, x)}a∈[r],x∈[s], being
ςA|X(a, x) ∈ L(HB) unnormalised states, is called unsteer-
able if there exist a probability distribution PΛ, a condi-
tional probability distribution PA|XΛ, and normalized states
ξ(λ) ∈ L(HB) such that
ςA|X(a, x) =
∑
λ
PΛ(λ)PA|XΛ(a, x, λ) ξ(λ) ∀ x, a. (6)
Such assemblages can be obtained by sending a shared classi-
cal random variable λ to Alice, correlated with the state ξ(λ)
sent to Bob, and letting Alice classically post-process her ran-
dom variable according to PA|XΛ, with PX,Λ = PX × PΛ
so that condition (4) holds. The variable λ is called a local-
hidden variable and the decomposition (6) is accordingly re-
ferred to as a local-hidden state (LHS) model. We refer to the
set of all unsteerable assemblages as LHS. Any assemblage
that does not admit a LHS model as in Eq. (6) is called steer-
able. An assemblage is compatible with classical correlations
if, and only if, it is unsteerable.
To end up with, a comment on steering as a property of
assemblages, as opposed to quantum states, is in order. In
the pioneering works [2, 3], steering is defined as a property
of quantum states. Namely, there, a state is said to be steer-
able if it can give rise, under local measurements, to correla-
tions without a LHS model, i.e., to a steerable assemblage.
3The definition considered here, directly in terms of assem-
blages, and to which our resource theory applies, follows the
treatment of Refs. [23–28], for instance, where one embeds a
share of the bipartite quantum state in the untrusted measure-
ment device (Alice’s, in our case) and treats the entire em-
bedding as a black box with unknown behaviour. This is the
scenario of 1S-DI-QKD, the very task for which steering is a
known useful resource. There, quantum states alone are not
useful, since, without a trusted measurement device, correla-
tions without LHS model can in general not be obtained from
them. Working with assemblages, in contrast, is advantageous
precisely because it removes the need of measurement specifi-
cation in the untrusted part [29]. Finally, it is important to note
that post-quantum steering, i.e., steerable assemblages that, in
spite of satisfying the no-signalling principle, do not admit a
quantum realisation, has been recently discovered [28].
III. THE OPERATIONAL FRAMEWORK
In this section, we show that stochastic 1W-LOCCs from
Bob to Alice do not create steering and can, therefore, be
taken as free operations for steering. We consider the gen-
eral scenario of stochastic 1W-LOCCs, i.e., 1W-LOCCs that
do not necessarily occur with certainty, which map the ini-
tial assemblage ρAf |Xf into a final assemblage ρAf |Xf . See
Fig. 1. Bob’s generic quantum operation can be repre-
sented by an incomplete generalised measurement. This is
described by a completely-positive non trace-preserving map
E : L(HB)→ L(HBf ) defined by
E(·) :=
∑
ω
Eω(·), with Eω(·) := Kω · K†ω, (7a)
such that
∑
ω
K†ωKω ≤ 1, (7b)
where HBf is the final Hilbert space, of dimension df , and
Kω : HB → HBf is the measurement operator correspond-
ing to the ω-th measurement outcome. For any normalised
%B ∈ L(HB), the trace Tr[E(%B)] ≤ 1 of the map’s output
E(%B) represents the probability that the physical transforma-
tion %B → E(%B)/Tr[E(%B)] takes place. In turn, the map
Eω(·) describes the post-selection of the ω-th outcome, which
occurs with a probability
PΩ(ω) := Tr[Eω(ρB)] = Tr[Kω%BK†ω] ≤ 1. (8)
Since Alice can only process classical information, the al-
lowed one-way communication from Bob to her must be clas-
sical too. Thus, it can only consists of the outcome ω of his
quantum operation. Classical bit processings are usually re-
ferred to as wirings [5]. Alice’s wirings map a ∈ [r] and
x ∈ [s] into input and out bits af ∈ [rf ] and xf ∈ [sf ],
respectively, of the final assemblage, where sf and rf are nat-
ural numbers. The most general wirings respecting the above
constraints are described by conditional probability distribu-
tions PX|Xf ,Ω and PAf |A,X,Ω,Xf of generating x from ω and
xf and af from xf , ω, x, and a, respectively, as sketched in
Figure 1. Schematic representation of a 1WLOCC map M: The
initial assemblage ρA|X consists of a black-box, with inputs x and
outputs a, governed by the probability distribution PA|X , in Alice’s
hand, and a quantum subsystem in one of the states {%(a, x)}a,x, in
Bob’s hands. The final assemblage ρAf |Xf = M(ρA|X) is given
by a final black-box, represented by the dashed-lined rectangle, of
inputs xf and outputs af , and a final subsystem, represented outside
the dashed-lined rectangle, in the state %(af , xf ) = Eω(%(a, x)).
To implement M, first, Bob applies, with a probability PΩ(ω), a
stochastic quantum operation Eω that leaves his subsystem in the
state Eω(%(a, x)). He communicates ω to Alice. Then, Alice gener-
ates x by processing the classical bits ω and xf with a local wiring
described by a conditional distribution PX|Xf ,Ω. She inputs x to her
initial device, upon which the bit a is output. Finally, Alice generates
the output af of the final device by processing xf , ω, x, and a, with
a local wiring described by a distribution PAf |A,X,Ω,Xf .
Fig. 1. Finally, since, as mentioned, her wirings must be de-
terministic, PX|Xf ,Ω and PAf |A,X,Ω,Xf must be normalised
probability-preserving distributions.
All in all, the general form of the resulting maps is
parametrised in the following definition (see App. A for de-
tails).
Definition 1 (Stochastic assemblage 1W-LOCCs). We define
the class 1WLOCC of (stochastic) 1W-LOCCs as the set of
(stochastic) mapsM that take an arbitrary assemblage ρˆA|X
into a final assemblage ρˆAf |Xf :=M(ρˆA|X), where
M(ρˆA|X) :=
∑
ω
(1⊗Kω)Wω(ρˆA|X) (1⊗K†ω), (9)
beingWω a deterministic wiring map given by
[Wω(ρˆA|X)](xf ) :=
∑
af ,a,x
P (x|xf , ω)P (af |a, x, ω, xf )
× (|af 〉〈a| ⊗ 1) ρˆA|X(x) (|a〉〈af | ⊗ 1),
(10)
with P (x|xf , ω) and P (af |a, x, ω, xf ) short-hand nota-
tions for the conditional probabilities PX|Xf ,Ω(x, xf , ω) and
PAf |A,X,Ω,Xf (af , a, x, ω, xf ), respectively.
4Note that the final assemblage (9) is in general not nor-
malised: Introducing
Mω( · ) := (1⊗Kω)Wω( · ) (1⊗K†ω), (11)
such thatM( · ) = ∑ωMω( · ), we obtain, using Eqs. (3),
(4), (5), (8), (9), and (10), that
Tr[M(ρˆA|X)] =
∑
ω
Tr[Mω(ρˆA|X)] =
∑
ω
PΩ(ω) ≤ 1.
(12)
As with quantum operations, the trace (12) of M(ρˆA|X)
represents the probability that the physical transformation
ρˆA|X →M(ρˆA|X)/Tr[M(ρˆA|X)] takes place. Analogously,
the map Mω describes the assemblage transformation that
takes place when Bob post-selects the ω-th outcome, which
occurs with probability Tr[Mω(ρˆA|X)] = PΩ(ω). In the par-
ticular case where M is trace-preserving, we refer to it as a
deterministic 1W-LOCC.
Finally, we prove in App. B the following theorem.
Theorem 1 (1WLOCC invariance of LHS). Any map of the
class 1WLOCC takes every unsteerable assemblage into an
unsteerable assemblage.
IV. PHYSICAL MOTIVATION FOR FREE OPERATIONS:
1W-LOCCS AS SAFE OPERATIONS IN 1S-DI-QKD
As shown in the previous section, stochastic 1W-LOCCs
from Bob to Alice satisfy the basic requirement of map-
ping every unsteerable assemblage into an unsteerable assem-
blage. However, there may in general exist other sets of op-
erations with this feature. In entanglement theory, for in-
stance, apart from the LOCCs, the separable operations [16],
the entanglement-assisted (catalytic) LOCCs [17], or simply
the local operations, as well as any of these supplemented
with particle swapping [4], are known not to create entangle-
ment either. Each of the these classes of operations leads,
strictly speaking, to a valid resource theory of entanglement.
The choice of a given class over others is based upon actual
constraints from the physical scenario in question. In what
follows, we discuss the role of 1W-LOCCs as the allowed op-
erations in 1S-DI-QKD, in the sense of being those that do
not compromise the security. This gives us a physical motiva-
tion to choose 1W-LOCC as free operations for steering over
other classes of operations that may also map LHS into itself.
To this end, and for pedagogic reasons, we first discuss the
allowed safe operations for QKD and fully DI QKD.
QKD consists of the extraction of a secret key from the cor-
relations of local-measurement outcomes on a bipartite quan-
tum state. The most fundamental constraint to which any
generic QKD protocol is subject is, of course, the lack of a
private safe classical-communication channel between distant
labs. If such a channel were available, the whole enterprise
of QKD would be pointless. This imposes restrictions on the
operations allowed, so as not to break the security of the pro-
tocol. For instance, clearly, the local-measurement outcomes
cannot be communicated, as they can be intercepted by po-
tential eavesdroppers who could, with them, crack the key. Of
particular relevance for this work are the assumptions on the
measurement devices. In non-DI QKD protocols, entangle-
ment is the resource and security is proven under the assump-
tion that the users have a specific quantum state and perfectly
characterised measurement devices [31]. Knowledge of the
state by an eavesdropper does not compromise the security.
Therefore, prior to the measurements producing the key, the
users are allowed to preprocess the state in any way and ex-
change information about it, for instance with LOCCs, or even
to discard the state aborting the protocol run. Pre-processing
LOCCs or abortions can at most provide an eavesdropper with
knowledge about the state, not about the key, and therefore do
not affect the security.
The situation is different in DI-QKD [12]. There, the re-
source is given by Bell non-local correlations and no assump-
tion is made either on the quantum state or the measurement
devices. The users effectively hold black-box devices, whose
inputs and outputs are all to which they have access. Since
such inputs and outputs are precisely the bits with which the
key is established, both classical communication and abor-
tions are forbidden. Communication of outputs can directly
reveal the key, as mentioned, whereas abortions and commu-
nication of inputs can, due to the locality and detection loop-
holes, respectively, be maliciously exploited by an eavesdrop-
per to obtain information about the key too. Hence, the secu-
rity constrains of DI-QKD naturally yield local classical in-
formation processing assisted by shared randomness or prior-
to-input classical communication as the class of allowed op-
erations [32, 33].
In 1S-DIQKD, in contrast, while no assumption is made on
the bipartite quantum state or Alice’s apparatus, Bob’s mea-
surement device is perfectly characterised. This is effectively
described by assemblages of the form given in Eq. (1). The
asymmetry in Alice and Bob’s devices leads to an asymmetry
in the operations allowed to each of them. Alice is subject
to the same restrictions as in both-sided DI QKD, while Bob,
to those of non-DI QKD. Hence, Alice cannot abort or trans-
mit any information, but, before measuring, Bob is allowed
to implement arbitrary pre-processing quantum operations to
his subsystem, including stochastic ones with possible abor-
tions, and send any classical feedback about them to Alice.
Altogether, this singles out a natural set of operations that do
not compromise the security: all the assemblage transforma-
tions involving only deterministic classical maps on Alice’s
side and arbitrary –possibly stochastic– quantum operations
on Bob’s, assisted by one-way classical communication from
Bob to Alice [35]. These are, namely, the stochastic 1W-
LOCCs from Bob to Alice (see Fig. 1). Note that shared ran-
domness or prior-to-input classical communication from Al-
ice to Bob [32, 33], which also do not introduce any security
compromise, can always be recast as 1W classical communi-
cation from Bob to Alice and need, therefore, not be explicitly
considered.
Finally, we emphasise that it is one of the measurement ap-
paratuses what is assumed untrusted, not the users. Both users
are trusted and reliably operate on their systems, carrying out
the allowed assemblage transformations.
5V. STEERING MONOTONICITY
Once the free operations for steering are established, the
natural next step is to introduce an axiomatic approach to de-
fine steering measures, i.e., a set of postulates that a bona fide
quantifier of steering should fulfil.
Definition 2 (1W-LOCC-monotonicity and convexity). A
function S , from the space of assemblages into R≥0, is a
steering monotone if it fulfils the following two axioms:
i) S (ρˆA|X) = 0 for all ρˆA|X ∈ LHS.
ii) S does not increase, on average, under deterministic
1W-LOCCs, i.e.,
∑
ω
PΩ(ω)S
(
Mω(ρˆA|X)
Tr
[Mω(ρˆA|X)]
)
≤ S (ρˆA|X) (13)
for all ρˆA|X , with PΩ(ω) = Tr
[Mω(ρˆA|X)] and∑
ω PΩ = 1.
Besides, S is a convex steering monotone if it additionally
satisfies the property:
iii) Given any real number 0 ≤ µ ≤ 1, and assemblages
ρˆA|X and ρˆ′A|X , then
S
(
µ ρˆA|X + (1− µ)ρˆ′A|X
)
≤ µS (ρˆA|X)
+ (1− µ)S
(
ρˆ′A|X
)
. (14)
Condition i) reflects the basic fact that unsteerable assem-
blages should have zero steering. Condition ii) formalizes the
intuition that, analogously to entanglement, steering should
not increase –on average– under 1W-LOCCs, even if the flag
information ω produced in the transformation is available. Fi-
nally, condition iii) states the desired property that steering
should not increase by probabilistically mixing assemblages.
The first two conditions are taken as mandatory necessary
conditions, the third one only as a convenient property. Im-
portantly, there exists a less demanding definition of mono-
tonicity. There, the left-hand side of Eq. (13) is replaced by
S
(M(ρˆA|X)/Tr[M(ρˆA|X)]). That is, ii′) it is demanded
only that steering itself, instead of its average over ω, is non-
increasing under the free operations. The latter is actually the
most fundamental necessary condition for a measure. How-
ever, monotonicity ii) is in many cases (including the present
work) easier to prove and, together with condition iii), im-
plies monotonicity ii′). Hence, we focus throughout on mono-
tonicity as defined by Eq. (13) and refer to it simply as 1W-
LOCC monotonicity. All three known quantifiers of steering,
the two ones introduced in Refs. [24, 25] as well as the one
we introduce in the next section, turn out to be convex steering
monotones in the sense of Definition 2.
VI. THE RELATIVE ENTROPY OF STEERING
In this section, we introduce a convex steering monotone
called the relative entropy of steering. To this end, we first de-
fine the notion of relative entropy between assemblages. For
any two density operators % and %′, we first recall the quantum
von-Neumann relative entropy
SQ(%‖%′) := Tr [% (log %− log %′)] (15)
of % with respect to %′ and, for any two probability distribu-
tions PX and P ′X , the classical relative entropy, or Kullback-
Leibler divergence,
SC(PX‖P ′X) :=
∑
x
PX(x)[logPX(x)− logP ′X(x)] (16)
of PX with respect to P ′X . The quantum and classical relative
entropies (15) and (16) measure the distinguishability of states
and distributions, respectively. To find an equivalent measure
for assemblages, we note, for ρˆA|X(x) given by Eq. (3) and
ρˆ′A|X(x) :=
∑
a P
′
A|X(a, x)|a〉〈a| ⊗ %′(a, x), that
SQ
(
ρˆA|X(x)‖ρˆ′A|X(x)
)
= SC
(
PA|X(·, x)‖P ′A|X(·, x)
)
+
∑
a
PA|X(a, x)SQ (%(a, x)‖%′(a, x)) ,
(17)
where PA|X(·, x) and P ′A|X(·, x) are respectively the distribu-
tions over a obtained from the conditional distributions PA|X
and P ′A|X for a fixed x. That is, the distinguishability between
the states ρˆA|X(x) and ρˆ′A|X(x) ∈ L(HE ⊗ HB) equals the
sum of the distinguishabilities between PA|X(x) and P ′A|X(x)
and between %(a, x) and %′(a, x) ∈ L(HB), weighted by
PA|X(a, x) and averaged over a.
The entropy (17), which depends on x, does not mea-
sure the distinguishability between the assemblages ρA|X and
ρ′A|X . Since the latter are conditional objects, i.e., with in-
puts, a general strategy to distinguish them must allow for Al-
ice choosing the input for which the assemblages’ outputs are
optimally distinguishable. Furthermore, Bob can first apply a
generalised measurement on his subsystem and communicate
the outcome γ to her, which she can then use for her input
choice. This is the most general procedure within the allowed
1W-LOCCs. Hence, a generic distinguishing strategy under
1W-LOCCs involves probabilistically chosen inputs that de-
pend on γ. Note, in addition, that the statistics of γ gener-
ated, described by distributions PΓ or P ′Γ, encode differences
between ρA|X and ρ′A|X too and must therefore also be ac-
counted for by a distinguishability measure. The following
definition incorporates all these considerations.
Definition 3 (Relative entropy between assemblages). Given
any two assemblages ρA|X and ρ′A|X , we define the assem-
blage relative entropy of ρA|X with respect to ρ′A|X as
6SA(ρA|X‖ρ′A|X) := max
PX|Γ,{Eγ}
[
SC(PΓ‖P ′Γ) +
∑
γ,x
P (x|γ)PΓ(γ)SQ
(
1⊗ Eγ ρˆA|X(x)1⊗ E†γ
PΓ(γ)
∥∥∥∥ 1⊗ Eγ ρˆ′A|X(x)1⊗ E†γP ′Γ(γ)
)]
,
(18)
where Eγ : HB → HB are generalised-measurement op-
erators such that
∑
γ E
†
γEγ = 1, PX|Γ is a conditional
probability distribution of x given γ, the short-hand notation
P (x|γ) := PX|Γ(x, γ) has been used, and
PΓ(γ) := Tr[1⊗ Eγ ρˆA|X(x)1⊗ E†γ ] = TrB [Eγ%BE†γ ],
(19a)
P ′Γ(γ) := Tr[1⊗ Eγ ρˆ′A|X(x)1⊗ E†γ ] = TrB [Eγ%′BE†γ ],
(19b)
where %′B is Bob’s reduced state for the assemblage ρ
′
A|X .
In App. C, we show that SA does not increase –on average–
under deterministic 1W-LOCCs and, as its quantum counter-
part SQ, is jointly convex. Hence, SA is a proper measure
of distinguishability between assemblages under 1W-LOCCs
[36]. The first term inside the maximisation in Eq. (18) ac-
counts for the distinguishability between the distributions of
measurement outcomes γ and the second one for that between
the distributions of Alice’s outputs and Bob’s states resulting
from each γ, averaged over all inputs and measurement out-
comes. In turn, the maximisation over {Eγ} and PX|Γ ensures
that these output distributions and states are distinguished us-
ing the optimal 1W-LOCC-compatible strategy.
We are now in a good position to introduce a convex steer-
ing monotone. We do it with a theorem.
Theorem 2 (1W-LOCC-monotonicity and convexity of SR).
The relative entropy of steeringSR, defined for an assemblage
ρA|X as
SR(ρA|X) := min
σA|X∈LHS
SA(ρA|X ‖ σA|X), (20)
is a convex steering monotone.
The theorem is proven in App. C.
VII. OTHER CONVEX STEERING MONOTONES
Apart from SR two other quantifiers of steering have been
recently proposed: the steerable weight [24] and the robust-
ness of steering [25]. In this section, we show that these are
also convex steering monotones.
Definition 4 (Steerable weight [24]). The steerable weight
SW(ρA|X) of a normalised assemblage ρA|X is the minimum
ν ∈ R≥0 such that
ρA|X = ν ρ˜A|X + (1− ν)σA|X , (21)
with ρ˜A|X an arbitrary normalised assemblage and nor-
malised σA|X ∈ LHS.
Definition 5 (Robustness of steering [25]). The robustness of
steeringSRob(ρA|X) of a normalised assemblage ρA|X is the
minimum ν ∈ R≥0 such that the normalised assemblage
σA|X :=
1
1 + ν
ρA|X +
ν
1 + ν
ρ˜A|X (22)
belongs to LHS, with ρ˜A|X an arbitrary normalised assem-
blage.
In App. D, we prove the following theorem.
Theorem 3 (1W-LOCC-monotonicity and convexity of SW
and SRob). Both SW and SRob are convex steering mono-
tones.
To end up with, we note that a steering measure for as-
semblages containing continuous-variable (CV) bosonic sys-
tems in Gaussian states has very recently appeared [37]. Even
though our formalism can be straightforwardly extended to
CV systems, such extension is outside the scope of the present
paper.
VIII. ASSEMBLAGE CONVERSIONS AND NO STEERING
BITS
We say that ΨA|X and Ψ′A|X are pure assemblages if they
are of the form
ΨA|X := {PA|X(a, x), |ψ(a, x)〉〈ψ(a, x)|}a,x, (23a)
Ψ′A|X := {P ′A|X(a, x), |ψ′(a, x)〉〈ψ′(a, x)|}a,x, (23b)
where |ψ(a, x)〉 and |ψ′(a, x)〉 ∈ HB , and pure orthogo-
nal assemblages if, in addition, 〈ψ(a, x)|ψ(a˜, x)〉 = δa a˜ =
〈ψ′(a, x)|ψ′(a˜, x)〉 for all x. Note that pure orthogonal as-
semblages are the ones obtained when Alice and Bob share
a pure maximally entangled state and Alice performs a von-
Neumann measurement on her share. We present two theo-
rems about assemblage conversions under 1W-LOCCs.
The first one, proven in App. E, establishes necessary
and sufficient conditions for stochastic-1W-LOCC conver-
sions between pure orthogonal assemblages, therefore playing
a similar role here to the one played in entanglement theory by
Vidal’s theorem [38] for stochastic-LOCC pure-state conver-
sions.
Theorem 4 (Criterion for stochastic-1W-LOCC conversion).
Let ΨA|X and Ψ′A|X be any two pure orthogonal assemblages
with d = s = r = 2. Then, ΨA|X can be transformed into
7Ψ′A|X by a stochastic 1W-LOCC iff: either Ψ
′
A|X ∈ LHS or
P ′A|X = PA|X and
|〈ψ′(a, 0)|ψ′(a, 1)〉| = |〈ψ(a⊕α, 0)|ψ(a⊕α, 1)〉| ∀ a, (24)
for some α ∈ {0, 1}.
In other words, no pure orthogonal assemblage of minimal
dimension can be obtained via a 1W-LOCC, not even proba-
bilistically, from a pure orthogonal assemblage of minimal di-
mension with a different state-basis overlap (except for trivial
relabellings of a, given by α) unless the former is unsteerable.
Hence, each state-basis overlap defines an inequivalent class
of steering, there being infinitely many of them. This is in a
way reminiscent to the inequivalent classes of entanglement
in multipartite [39] or infinite-dimensional bipartite [40] sys-
tems, but here the phenomenon is found already for bipartite
systems of minimal dimension.
The second theorem, proven in App. F, rules out the pos-
sibility of there being a (non-orthogonal) minimal-dimension
pure assemblage from which all assemblages can be obtained.
Theorem 5 (Non-existence of steering bits). There exists no
pure assemblage with d = s = r = 2 that can be transformed
into any assemblage by stochastic 1W-LOCCs.
Hence, among the minimal-dimension assemblages there is no
operationally well defined unit of steering, or steering bit, i.e.,
an assemblage from which all assemblages can be obtained
for free and can therefore be taken as a measure-independent
maximally steerable assemblage. This is again in striking con-
trast to entanglement theory, where pure maximally entangled
states can be defined without the need of entanglement quan-
tifiers and each one can be transformed into any state by de-
terministic LOCCs [38, 41].
IX. DISCUSSION AND OUTLOOK
We have introduced the resource theory of Einstein-
Podolsky-Rosen steering. The free operations of the theory
are the 1W-LOCCs from the quantum part to the black box,
i.e., all the assemblage transformations involving determinis-
tic bit wirings on Alice’s side and stochastic quantum oper-
ations on Bob’s assisted by 1-way classical communication
from Bob to Alice. These operations satisfy the basic re-
quirement of mapping all unsteerable assemblages into un-
steerable assemblages and are, besides, also the allowed oper-
ations that naturally arise from the basic security constraints of
one-sided device-independent QKD, where steering is a phys-
ical resource. With these operations, we introduced the no-
tion of convex steering monotones, presented the relative en-
tropy of steering as a convenient example thereof, and proved
monotonicity and convexity of two other previously proposed
steering measures. In addition, for minimal-dimensional sys-
tems, we established necessary and sufficient conditions for
stochastic-1W-LOCC conversions between pure-state assem-
blages and proved the non-existence of steering bits.
It is instructive to emphasise that the derived 1W-LOCCs
are hybrids between the operations that map separable states
into separable states, stochastic LOCCs, and those that map
Bell local correlations into Bell local correlations, local
wirings assisted by prior-to-input classical communication
[32–34]. In fact, our findings are also potentially useful for
the quantification of Bell non-locality. In addition, our work
offers a number of challenges for future research. Namely,
for example, the non-existence of steering bits of minimal
dimension can be seen as an impossibility of steering dilu-
tion of minimal-dimension assemblages in the single-copy
regime. We leave as open questions what the rules for steer-
ing dilution and distillation are for higher-dimensional sys-
tems, mixed-state assemblages, or in asymptotic multi-copy
regimes, and what the steering classes are for mixed-state as-
semblages. Moreover, other fascinating questions are whether
one can formulate a notion of bound steering or an analogue
to the positive-partial-transpose criterion for assemblages.
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9Appendix A: Parametrisation of the class 1WLOCC
In this appendix, we show that any generic assemblage map
M involving stochastic local quantum operations on Bob’s
side, one-way classical communication from Bob to Alice,
and deterministic (probability-preserving) local wirings on
Alice’s side is of the form given by Eqs. (9) and (10) and,
therefore, belongs to the class the class 1WLOCC of Defini-
tion 1.
Without loss of generality, suchM can be decomposed into
the following sequence (see Fig. 1) of operations:
1. Bob applies an arbitrary stochastic generalised mea-
surement, described by a completely-positive non trace-
preserving map E , defined by Eqs. (7), to his quantum
subsystem before Alice introduces an input to her de-
vice. Note that, since the non-signalling condition (4)
is fulfilled, Bob has a well defined reduced quantum
state ρB , given by Eq. (4), independently of Alice still
not having chosen her measurement input x. Therefore,
Bob’s measurement gives the outcome ω with the x-
independent probability PΩ(ω) given by Eq. (8).
2. Bob sends the outcome ω to Alice. Alice applies a local
wiring, described by the normalised conditional proba-
bility distribution PX|Xf ,Ω, to the input xf of the final
device and to ω, and uses the output of this wiring as
the input x of her initial device. For a given x, her ini-
tial device outputs a with a probability determined by
the conditional distribution PA|X of the initial assem-
blage. In that case, Bob’s normalized state is given by
the xf -independent density operator
%(a, x, ω, xf ) :=
Kω%(a, x)K
†
ω
Tr[Kω%(a, x)K
†
ω]
. (A1)
3. Alice applies a local wiring, described by the
normalised conditional probability distribution
PAf |A,X,Ω,Xf , to all the previously generated clas-
sical bits, a, x, ω, and xf , and uses the output of
this wiring as the output af of her final device.
This final processing of the bit af does not affect
Bob’s state. Thus, Bob’s system ends up in the state
%(a, x, ω, xf , af ) := %(a, x, ω, xf ).
We denote by P iΩ|A,X the conditional distribution
of Ω given A and X , for X chosen independently
of Ω (in contrast to Step 2 above), with elements
P iΩ|A,X(ω, a, x) := Tr[Kωρ(a, x)K
†
ω]. With this, the com-
ponents %Af |Xf (af , xf ) of the final assemblage ρAf |Xf are
explicitly given by:
%Af |Xf (af , xf ) := PAf |Xf (af , xf )× %f (af , xf )
=
∑
a,x,ω
PAf ,A,X,Ω|Xf (af , a, x, ω, xf )× %(af , a, x, ω, xf ) (A2)
=
∑
a,x,ω
PAf ,A,X,Ω|Xf (af , a, x, ω, xf )×
Kω%(a, x)K
†
ω
Tr[Kω%(a, x)K
†
ω]
(A3)
=
∑
a,x,ω
PΩ(ω)PX|Xf ,Ω(x, xf , ω)PA|X,Ω(a, x, ω)PAf |A,X,Ω,Xf (af , a, x, ω, xf )×
Kω%(a, x)K
†
ω
P iΩ|A,X(ω, a, x)
. (A4)
Eq. (A2) follows from basic properties of probability distri-
butions and ensembles of states. Eq. (A3) follows from the
definition of ρ(a, x, ω, xf , af ). Eq. (A4) follows from Bayes’
theorem together with the facts that PA|X,Ω,Xf = PA|X,Ω (the
output of Alice’s initial device only depends on the input x and
the measurement outcome ω) and PΩ|Xf = PΩ (the measure-
ment outcome ω is independent of the input of Alice’s final
device), and from the definition of P iΩ|A,X . Next, note that,
since the statistics of A is fully determined by X and Ω re-
gardless of whether X and Ω are independent or not, it holds
that
PA|X,Ω = P iA|X,Ω
=
P iA,X,Ω
P iX|ΩP
i
Ω
=
P iA,X,Ω
P iXPΩ
=
P iΩ|A,XP
i
A,X
P iXPΩ
=
P iΩ|A,XP
i
A|X
PΩ
, (A5)
where we have used Bayes’ theorem, that P iΩ = PΩ, and that,
by definition, P iX|Ω = P
i
X . Inserting Eq. (A5) into Eq. (A4),
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we obtain
%Af |Xf (af , xf ) =
∑
a,x,ω
PX|Xf ,Ω(x, xf , ω)P
i
A|X(a, x)PAf |A,X,Ω,Xf (af , a, x, ω, xf )×Kω%(a, x)K†ω
=
∑
a,x,ω
PX|Xf ,Ω(x, xf , ω)PAf |A,X,Ω,Xf (af , a, x, ω, xf )×Kω%A|X(a, x)K†ω, ∀ (af , xf ), (A6)
where (A6) follows from the fact that P iA|X = PA|X and the
definition of %A|X . The right-hand side of Eq. (A6) gives the
most general expression of the components %Af |Xf (af , xf )
ofM(ρA|X) explicitly as a function of the components %A|X
ofρA|X . The reader can straightforwardly verify that the quan-
tum representationM(ρˆA|X) of the obtained final assemblage
M(ρA|X) is given by the right-hand side of Eq. (9).
Appendix B: Invariance of LHS under 1W − LOCC maps
We now show that if ρA|X ∈ LHS then, for all M ∈
1WLOCC,M(ρA|X) ∈ LHS.
Proof of Theorem 1. Replacing ρA|X in Eq. (A6) by the right-
hand side of Eq. (6), we write
%Af |Xf =
∑
a,x,ω,λ
PΛ(λ)PA|X,Λ(a, x, λ)PX|Xf ,Ω(x, xf , ω)PAf |A,X,Ω,Xf (af , a, x, ω, xf )×Kωξ(λ)K†ω
=
∑
a,x,ω,λ
PΛ(λ)PΩ|Λ(ω, λ)PA|X,Λ(a, x, λ)PX|Xf ,Ω(x, xf , ω)PAf |A,X,Ω,Xf (af , a, x, ω, xf )× ξ(λ, ω), (B1)
where the conditional probability PΩ|Λ(ω, λ) :=
Tr[Kωξ(λ)K
†
ω] and the normalized state ξ(λ, ω) :=
Kωξ(λ)K
†
ω
PΩ|Λ(ω,λ)
have been introduced. Using that af does not
explicitly depend on λ, we see that
PAf |A,X,Ω,Xf = PAf |A,X,Ω,Λ,Xf . (B2)
In turn, using the facts that x is independent of λ and a de-
pends only on x and λ, and Bayes’ theorem, we see that
PA|X,ΛPX|Xf ,Ω = PA|X,Ω,Λ,XfPX|Ω,Λ,Xf = PA,X|Ω,Λ,Xf .
(B3)
Substituting into Eq. (B1) yields
ρAf |Xf =
∑
a,x,ω,λ
PΛ(λ)PΩ|Λ(ω, λ)PA,X|Ω,Λ,Xf (a, x, ω, λ, xf )PAf |A,X,Ω,Λ,Xf (af , a, x, ω, λ, xf )× ξ(λ, ω)
=
∑
ω,λ
PΩ,Λ(ω, λ)PAf |Ω,Λ,Xf (af , ω, λ, xf )× ξ(λ, ω) (B4)
=
∑
λ˜
PΛ˜
(
λ˜
)
PAf |Xf ,Λ˜
(
af , xf , λ˜
)
σ
(
λ˜
)
, (B5)
where Eq. (B4) follows from Bayes’ theorem and summing
over x and a, and Eq. (B5) follows from defining the hidden
variable λ˜ := (ω, λ) governed by the normalized probability
distribution PΛ˜ := PΩ,Λ. Eq. (B5) manifestly shows that
ρAf |Xf ∈ LHS.
Appendix C: The relative entropy of steering
In this appendix we prove Theorem 2. The proof strategy is
similar to that of the proof that the relative entropy of entan-
glement for quantum states is a convex entanglement mono-
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tone [42]. It relies on two Lemmas, which we state next but
whose proofs we leave for App. G.
Lemma 1. The assemblage relative entropy SA, defined by
Eq. (18), does not increase, on average, under determinis-
tic 1W-LOCCs. That is, for any map M of the form given
by Eqs. (9) and (10) but with
∑
ωK
†
ωKω = 1 and any two
assemblages ρA|X and ρ′A|X , SA satisfies the inequality
∑
ω
PΩ(ω)SA
 Mω (ρA|X)
Tr
[Mω(ρA|X)]
∥∥∥∥∥ Mω
(
ρ′A|X
)
Tr
[
Mω(ρ′A|X)
]

≤ SA
(
ρA|X |ρ′A|X
)
, (C1)
where Mω is the stochastic map defined in Eq. (11),
PΩ = Tr
[Mω(ρA|X)], and P ′Ω = Tr [Mω(ρ′A|X)], with∑
ω Pω = 1 =
∑
ω P
′
ω .
Lemma 2. The assemblage relative entropy SA, defined
by Eq. (18), is jointly convex. That is, given two sets
{ρ(j)A|X}j=1,...,n and {ρ′(j)A|X}j=1,...,n of n arbitrary assem-
blages each and n positive real numbers {µ(j)}j=1,...,n such
that
∑
j µ
(j) = 1, with n ∈ N, SA satisfies the inequality
SA
∑
i
µ(j)ρ
(j)
A|X
∥∥∥∑
j
µ(j)ρ
′(j)
A|X

≤
∑
j
µ(j)SA
(
ρ
(j)
A|X
∥∥ρ′(j)A|X) . (C2)
We are now in a good position to prove the theorem.
Proof of Theorem 2. That the relative entropy of steeringSR,
defined in Eq. (20), satisfies condition i) follows immediately
from its definition and the positivity of the von-Neumann rel-
ative entropy for quantum states. Conditions ii) and iii), 1W-
LOCC monotonicity and convexity of SR, can be proven in
analogous fashion to LOCC monotonicity and convexity of
the relative entropy of entanglement, respectively. We include
their proofs for completeness.
To prove condition ii), we denote by σ∗ an unsteerable as-
semblage for which the minimisation in Eq. (20) is attained,
i.e., such that
SA(ρA|X‖σ∗) := SR(ρA|X) (C3)
and by σˆ∗µ an unsteerable assemblage such that
SA
(
Mω(ρA|X)
Tr
[Mω(ρA|X)]
∥∥∥∥σˆ∗µ
)
:= SR
(
Mω(ρA|X)
Tr
[Mω(ρA|X)]
)
.
(C4)
Then, we write
∑
ω
PΩ(ω)SR
(
Mω(ρA|X)
Tr
[Mω(ρA|X)]
)
=
∑
ω
PΩ(ω)SA
(
Mω(ρA|X)
Tr
[Mω(ρA|X)]
∥∥∥∥σ∗µ
)
≤
∑
ω
PΩ(ω)SA
(
Mω(ρA|X)
Tr
[Mω(ρA|X)]
∥∥∥∥ Mω(σ∗)Tr[Mω(σ∗)]
)
(C5)
≤ SA(ρA|X‖σ∗) (C6)
= SR(ρA|X), (C7)
where Eq. (C5) follows because σ∗µ minimises the assem-
blage relative entropy in each ω-th term in the sum and
Mω(σ∗)
Tr[Mω(σ∗)] ∈ LHS, Eq. (C6) due to Lemma 1, and Eq. (C7)
due to the definition of σ∗.
To prove condition condition iii), we further introduce un-
steerable assemblages σ′∗ and σ∗mix such that
SA(ρ
′
A|X‖σ′∗) = SR(ρ′A|X) (C8)
and
SA
(
µρA|X + (1− µ)ρ′A|X‖σ∗mix
)
= SR
(
µρA|X + (1− µ)ρ′A|X
)
. (C9)
Then, we write
µSR
(
ρA|X
)
+ (1− µ)SR
(
ρ′A|X
)
= µSA(ρA|X‖σ∗) + (1− µ)SA(ρ′A|X‖σ′∗)
≥ SA
(
µρA|X + (1− µ)ρ′A|X‖µσ∗ + (1− µ)σ′∗
)
(C10)
≥ SA
(
µρA|X + (1− µ)ρ′A|X‖σ∗mix
)
(C11)
=: SR
(
µρA|X + (1− µ)ρ′A|X
)
, (C12)
where Eq. (C10) holds due to Lemma 2, Eq. (C11) because
σ∗min minimizes the corresponding assemblage relative entropy
and µσ ∗+(1−µ)σ′∗ ∈ LHS, and Eq. (C12) by the definition
of σ∗min.
Appendix D: Proof of Theorem 3
Proof of Theorem 3. Let us first prove the theorem’s statement
concerning the steerable weight. ThatSW satisfies condition
i) of Definition 2 follows immediately from its definition. To
prove that it fulfils condition ii), first, we apply the mapMω
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to both sides of Eq. (21) and renormalize. This yields
Mω(ρA|X)
Tr
[Mω(ρA|X)] = ν Mω
(
ρ˜A|X
)
Tr
[Mω(ρA|X)]
+ (1− ν) Mω
(
σA|X
)
Tr
[Mω(ρA|X)]
= ν
Mω
(
ρ˜A|X
)
Tr
[Mω(ρ˜A|X)] Tr
[Mω(ρ˜A|X)]
Tr
[Mω(ρA|X)]
+ (1− ν) Mω
(
σA|X
)
Tr
[Mω(σA|X)] Tr
[Mω(σA|X)]
Tr
[Mω(ρA|X)] .
(D1)
Denoting by ν∗ω the minimum ν ∈ R≥0 such that a decompo-
sition of the form of Eq. (D1) is possible, it is clear that
ν∗ω ≤ SW(ρA|X), (D2)
as any ν ∈ R≥0 that allows for a decomposition as in Eq. (21)
allows also for one as in Eq. (D1). Furthermore, taking into
account that, since σA|X ∈ LHS, it holds that Mω(σA|X)Tr[Mω(σA|X)] ∈
LHS, it is also clear that
SW
(
Mω(ρA|X)
Tr
[Mω(ρA|X)]
)
≤ ν∗ω
Tr
[Mω(ρ˜A|X)]
Tr
[Mω(ρA|X)] . (D3)
Hence, we obtain
∑
ω
PΩ(ω)SW
(
Mω(ρA|X)
Tr
[Mω(ρA|X)]
)
≤
∑
ω
PΩ(ω)ν
∗
ω
Tr
[Mω(ρ˜A|X)]
Tr
[Mω(ρA|X)]
≤
∑
ω
Tr
[Mω(ρ˜A|X)]SW(ρA|X)
= SW(ρA|X), (D4)
where the second inequality is due to the facts that Pω =
Tr
[Mω(ρA|X)] and (D2) and the last equality to the fact that,
since ρ˜A|X is a normalised assemblage andM is determinis-
tic map,
∑
ω Tr
[Mω(ρ˜A|X)] = 1.
To prove the validity of condition iii) forSW, we first write
µρA|X + (1− µ)ρ′A|X
= µ
[
SW
(
ρA|X
)
ρ˜A|X +
(
1−SW
(
ρA|X
))
σA|X
]
+ (1− µ)
[
SW
(
ρ′A|X
)
ρ˜′A|X +
(
1−SW
(
ρA|X
))
σ′A|X
]
(D5)
= ν(µ) ρ˜
(µ)
A|X +
(
1− ν(µ)
)
σ
(µ)
A|X , (D6)
where Eq. (D5) holds due to the definition ofSW and, in Eq.
(D6), we have introduced the positive real
ν(µ) := µSW
(
ρA|X
)
+ (1− µ)SW
(
ρ′A|X
)
, (D7)
the normalized assemblage
ρ˜
(µ)
A|X :=
1
ν(µ)
[
µSW
(
ρA|X
)
ρ˜A|X
+ (1− µ)SW
(
ρ′A|X
)
ρ˜′A|X
]
(D8)
and the normalized unsteerable assemblage
σ
(µ)
A|X :=
1
1− ν(µ)
[
µ
(
1−SW
(
ρA|X
))
σA|X (D9)
+ (1− µ) (1−SW (ρA|X))σ′A|X].
Thus, the expression (D6) gives a decomposition of the mix-
ture µρA|X + (1−µ)ρ′A|X of the form of Eq. (21). However,
it is not necessarily the optimal one. Hence, we get
SW(µρA|X + (1− µ)ρ′A|X) ≤ ν(µ), (D10)
which, together with Eq. (D7), finishes the proof of convexity
ofSW.
Similar arguments can be employed to prove the theorem’s
statement concerning the robustness of steering. That SRob
satisfies condition i) of Definition 2 also follows immediately
by definition. Condition ii) can be proven with a similar strat-
egy to that for SW. Condition iii) can be proven by noting
that Definition 5 implies that
ρA|X = [1 +SRob(ρA|X)]σA|X −SRob(ρA|X)ρ˜A|X
(D11a)
ρ′A|X = [1 +SRob(ρ
′
A|X)]σ
′
A|X −SRob(ρ′A|X)ρ˜′A|X ,
(D11b)
where the unsteerable assemblage σ′A|X and the arbitrary as-
semblage ρ˜′A|X play respectively the same roles for ρ
′
A|X to
the ones played by σA|X and ρ˜A|X for ρA|X in Definition 5.
Then, one can introduce the positive real
ν(µ) = µSRob(ρA|X) + (1− µ)SRob(ρ′A|X),
the normalized assemblage
ρ˜
(µ)
A|X =
µSRob(ρA|X)
ν(µ)
ρ˜A|X + (1− µ)SRob(ρ′A|X)ρ˜′A|X ,
and the normalized unsteerable assemblage
σ
(µ)
A|X =
µ
(
1 +SRob(ρA|X)
)
1 + ν(µ)
σA|X
+ (1− µ)
(
1 +SRob(ρ
′
A|X)
)
σ′A|X ,
such that
µρA|X + (1− µ)ρ′A|X =
(
1 + ν(µ)
)
σ
(µ)
A|X − ν(µ)ρ˜(µ)A|X ,
and proceed withSRob analogously as withSW in Eq. (D10)
above.
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Appendix E: Proof of Theorem 4
Proof of Theorem 4. One of the implications is trivial to
prove. If P ′A|X = PA|X and Eq. (24) holds, there exists a
unitary operator U such that |ψ′(a, x)〉 = U |ψ(a, x)〉 for all a
and x. Then, ΨA|X can be transformed into Ψ′A|X by means
of a deterministic 1W-LOCC: namely, the one consisting of
Bob applying U to his subsystem and Alice doing nothing.
Likewise, if Ψ′A|X ∈ LHS, then ΨA|X can trivially be trans-
formed into Ψ′A|X by 1W-LOCCs, as any unsteerable assem-
blage can be created by stochastic 1W-LOCCs by definition
(see discussion after Eq. (6)).
Let us then prove the converse implication. That is, as-
suming that ΨA|X and Ψ′A|X are pure orthogonal assem-
blages and that the latter can be obtained from the former by
a stochastic 1W-LOCC, we prove that either Ψ′A|X ∈ LHS
or P ′A|X = PA|X and Eq. (24) is true. To this end, we
first note that the no-signaling condition (4) restricts minimal-
dimension pure orthogonal assemblages to a rather specific
form. Namely, the fact that ΨA|X is no-signaling implies that
i) either PA|X(·, x) is a deterministic distribution for all x,
ii) or PA|X(·, x) is the uniform distribution for all x.
If case i) holds, ΨA|X ∈ LHS. Then, since, by assumption,
Ψ′A|X can be obtained via a stochastic 1W-LOCC from ΨA|X ,
one automatically obtains that Ψ′A|X ∈ LHS.
To analyze case ii), we use that Ψ′A|X is also subject to the
no-signaling condition (4):
i′) either P ′A|X(·, x) is a deterministic distribution for all x,
ii′) or P ′A|X(·, x) is the uniform distribution for all x.
That case i′) is possible if case ii) holds is clear, as i′) corre-
sponds to Ψ′A|X ∈ LHS. So, it only remains to show that if
cases ii) and ii′) hold, then either Ψ′A|X ∈ LHS or Eq. (24)
holds. We show it in what follows.
Assuming that ii) and ii′) hold and that there is a stochas-
tic 1W-LOCCM that maps ΨA|X into Ψ′A|X , i.e., such that
M(ΨA|X) ∝ Ψ′A|X , where “∝” stands for “is proportional
to”, we use Eq. (A6) to obtain
∑
a,x,ω
PX|Xf ,Ω(x, xf , ω)PAf |A,X,Ω,Xf (af , a, x, ω, xf )Kω|ψ(a, x)〉〈ψ(a, x)|K†ω ∝ |ψ′(af , xf )〉〈ψ′(af , xf )| ∀ (af , xf ). (E1)
Since the right-hand side of Eq. (E1) is composed of a rank-one projector onto a pure state, each term of the sum in the left-hand
side must be either zero or proportional to |ψ′(af , xf )〉〈ψ′(af , xf )|. In particular, this must also hold for each ω-th term. That
is, for all ω, it must hold that∑
a,x
PX|Xf ,Ω(x, xf , ω)PAf |A,X,Ω,Xf (af , a, x, ω, xf )Kω|ψ(a, x)〉〈ψ(a, x)|K†ω ∼ |ψ′(af , xf )〉〈ψ′(af , xf )| ∀ (af , xf ), (E2)
where the symbol “∼” is used to signify “is either equal
to zero or proportional to”. Indeed, using that Kω 6= 0
and that PX|Xf ,Ω and PAf |A,X,Ω,Xf are normalised distri-
butions, one can see by case analysis that there are always
at least two different pairs (af , xf ) for which the left-hand
side of Eq. (E2) is not zero and, therefore, proportional to
|ψ′(af , xf )〉〈ψ′(af , xf )|.
Let us then consider first the case
Kω|ψ(a, x)〉 6= 0 ∀ (a, x). (E3)
The other case will be considered at the end. The first step is to
note that Eqs. (E2) and (E3) imply that, unless Ψ′A|X ∈ LHS,
PX|Xf ,ω(x|xf , ω) = δxf x⊕f(ω), (E4a)
PAf |A,X,Ω,Xf (af , a, x, ω, x⊕ f(ω)) ∈ {0, 1} ∀ (af , a, x),
(E4b)
where f(ω) ∈ {0, 1}. That is, for any ω for which Eq.
(E3) holds, unless Ψ′A|X ∈ LHS, the variables X and Xf
must be either fully correlated or fully anticorrelated and
PAf |A,X,Ω,Xf (·, af , x, ω, x ⊕ f(ω)) must be a deterministic
distribution for all (af , x).
To prove Eq. (E4a), suppose that it does not hold. Then
there must exist x˜ such that PX|Xf ,ω(x˜|xf , ω) 6= 0 for all xf .
This, due to Eq. (E2), implies that∑
a
PAf |A,X,Ω,Xf (af , a, x˜, ω, 0)Kω|ψ(a, x˜)〉〈ψ(a, x˜)|K†ω
∼ |ψ′(af , 0)〉〈ψ′(af , 0)|, (E5a)∑
a
PAf |A,X,Ω,Xf (af , a, x˜, ω, 1)Kω|ψ(a, x˜)〉〈ψ(a, x˜)|K†ω
∼ |ψ′(af , 1)〉〈ψ′(af , 1)|. (E5b)
In turn, choosing a˜f and af such that
PAf |A,X,Ω,Xf (a˜f , a, x˜, ω, 0) > 0 and
PAf |A,X,Ω,Xf (af , a, x˜, ω, 1) > 0, which is always pos-
sible due to PAf |A,X,Ω,Xf being a normalised distribution
and does not require any extra assumption, Eqs. (E3) and
(E5) imply that
Kω|ψ(a, x˜)〉 ∝ |ψ′(a˜f , 0)〉, (E6a)
Kω|ψ(a, x˜)〉 ∝ |ψ′(af , 1)〉. (E6b)
This finally leads to |ψ′(a˜f , 0)〉 = |ψ′(af , 1)〉, which is true
only if Ψ′A|X ∈ LHS.
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To prove Eq. (E4b) we use a similar argument. If one as-
sumes that Eq. (E4b) is false, then there must exist a pair
(a˜, x˜) such that PAf |A,X,Ω,Xf (af , a˜, x˜, ω, x˜⊕ f(ω)) > 0 for
all af . Using this and Eqs. (E2), (E3), and (E4a), one arrives
at
Kω|ψ(a˜, x˜)〉 ∝ |ψ′(0, x˜⊕ f(ω))〉, (E7a)
Kω|ψ(a˜, x˜)〉 ∝ |ψ′(1, x˜⊕ f(ω))〉, (E7b)
which, since |ψ′(0, x˜ ⊕ f(ω))〉 and |ψ′(1, x˜ ⊕ f(ω))〉 are or-
thogonal, yields a contradiction.
The second step is to note that Eqs. (E3) and (E4) impose
restrictions on which a’s and x’s can contribute to each af and
xf in Eq. (E2). More precisely, one can see by case analysis
that, up to relabelings of af or xf , only three different types
of assignments are possible:
a) b) c)
Kω|ψ(0, 0)〉 ∝ |ψ′(0, 0)〉 Kω|ψ(0, 0)〉 ∝ |ψ′(0, 0)〉 Kω|ψ(0, 0)〉 ∝ |ψ′(0, 0)〉
Kω|ψ(1, 0)〉 ∝ |ψ′(1, 0)〉 Kω|ψ(1, 0)〉 ∝ |ψ′(1, 0)〉 Kω|ψ(1, 0)〉 ∝ |ψ′(0, 0)〉
Kω|ψ(0, 1)〉 ∝ |ψ′(0, 1)〉 Kω|ψ(0, 1)〉 ∝ |ψ′(0, 1)〉 Kω|ψ(0, 1)〉 ∝ |ψ′(0, 1)〉
Kω|ψ(1, 1)〉 ∝ |ψ′(1, 1)〉 Kω|ψ(1, 1)〉 ∝ |ψ′(0, 1)〉 Kω|ψ(1, 1)〉 ∝ |ψ′(0, 1)〉
The third step is to show that all three cases a-c) are possi-
ble only if either Ψ′A|X ∈ LHS or Eq. (24) holds. Note that
it is enough to show this for the case where all the eight vec-
tors {|ψ(a, x)〉, |ψ′(af , xf )〉}a,x,af ,xf lie on a same plane of
the Bloch sphere. This is due to the fact that, since ΨA|X and
Ψ′A|X are both pure no-signaling assemblages of minimal di-
mension, {|ψ(a, x)〉}af ,xf and {|ψ′(af , xf )〉}af ,xf are each
one already contained in two planes of the Bloch sphere, as
one can straightforwardly see using Eq. (4). These two planes
can always be rotated so as to coincide by a unitary operation,
which can in turn be absorbed in the definition of the Kraus
operator Kω . Hence, without loss of generality, we take
|ψ(0, 0)〉 = |0〉,
|ψ(1, 0)〉 = |1〉,
|ψ(0, 1)〉 = cos(ϕ)|0〉+ sin(ϕ)|1〉,
|ψ(1, 1)〉 = − sin(ϕ)|0〉+ cos(ϕ)|1〉,
|ψ′(0, 0)〉 = cos(θ)|0〉+ sin(θ)|1〉,
|ψ′(1, 0)〉 = − sin(θ)|0〉+ cos(θ)|1〉,
|ψ′(1, 1)〉 = cos(φ)|0〉+ sin(φ)|1〉,
|ψ′(1, 1)〉 = − sin(φ)|0〉+ cos(φ)|1〉,
for arbitrary ϕ, θ and φ ∈ [0, pi/2[, and where |0〉 and |1〉
represent the computational-basis states. We analyse first the
case a). Dividing both vector components (in the computa-
tional basis) of the first equation of this case, one obtains that
[Kω]00
[Kω]10
= cos (θ)sin (θ) , where [Kω]ij := 〈i|Kω|j〉. Analogously, di-
viding both vector components of the second equation yields
[Kω]01
[Kω]11
= − sin (θ)cos (θ) . Hence, introducing proportionality con-
stants κ1 > 0 and κ2 > 0, the Kraus operator can be matrix-
represented in the computational basis as
Kω =
(
κ1 cos(θ) −κ2 sin(θ)
κ1 sin(θ) κ2 cos(θ)
)
. (E9)
Using Eq. (E9), the third equation of case a) implies that
κ1 cos(ϕ) sin(θ − φ) = κ2 sin(ϕ) cos(θ − φ). (E10)
Finally, the fourth equation leads to
κ2 cos(ϕ) sin(θ − φ) = κ1 sin(ϕ) cos(θ − φ). (E11)
Eqs. (E10) and (E11) can be simultaneously satisfied only if
θ − φ = ϕ or (θ − φ)× ϕ = 0. The former option yields Eq.
(24). The latter one implies that Ψ′A|X ∈ LHS. In a similar
fashion, for case b), the first three equations lead to Eq. (E10)
and the fourth one to
− κ1 sin(ϕ) sin(θ − φ) = κ2 cos(φ) cos(θ − φ). (E12)
This cannot be satisfied unless (θ−φ)×ϕ = 0, which means
that Ψ′A|X ∈ LHS. With a similar argument the reader can
straightforwardly verify that the same thing happens for case
c). This finishes the proof of the theorem for the ω’s for which
Eq. (E3) holds.
As the fourth and final step, it remains to treat the case
where, for a certain ω, there exists a pair (a˜, x˜) for which
Kω|ψ(a˜, x˜)〉 = 0. Since Kω 6= 0, the latter is true only if the
support of Kω is given by the span of |ψ(a˜ ⊕ 1, x˜)〉. Using
this and the fact that there are always at least two different
pairs (af , xf ) for which the left-hand side of Eq. (E2) is not
zero, one obtains that Kω ∝ |ψ′(af , xf )〉〈ψ(a˜ ⊕ 1, x˜)| for
two different pairs (af , xf ), which, unless Ψ′A|X ∈ LHS, is a
contradiction.
Appendix F: Non-existence of minimal-dimension steering bits
In this appendix we prove Theorem 5. This section bears
many similarities with App. E.
Proof of Theorem 5. We proceed by reductio ad absurdum.
That is, we show that if one supposes that there exists a pure
normalised assemblage ΨA|X := {PA|X(a, x), |ψ(a, x)〉}a,x,
with d = s = r = 2, from which all assemblages can be ob-
tained via stochastic 1W-LOCCs, one obtains a contradiction.
Without loss of generality, we can choose the computa-
tional basis {|0〉, |1〉} so that its first element coincides with
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|ψ(0, 0)〉 and the element |ψ(1, 0)〉 is in the plane that con-
tains the vectors |0〉 and 1√
2
(|0〉+ |1〉). What is more, clearly,
ΨA|X cannot have a LHS model, otherwise ΨA|X could not be
mapped into all assemblages by stochastic 1W-LOCCs. Thus,
we can safely assume that
ΨA|X /∈ LHS. (F1)
Hence, we take
|ψ(0, 0)〉 = |0〉
|ψ(1, 0)〉 = cos(ϕ10)|0〉+ sin(ϕ10)|1〉
|ψ(0, 1)〉 = cos(ϕ01)|0〉+ eiα01 sin(ϕ01)|1〉
|ψ(1, 1)〉 = cos(ϕ11)|0〉+ eiα11 sin(ϕ11)|1〉
(F2)
with
ϕ10 ∈ ]0, pi[ (F3a)
αax ∈ [0, 2pi], ∀ (a, x) /∈ {(0, 0), (1, 0)} (F3b)
and
(ϕa1, αa,1) 6= (ϕa′1, αa′1) ∀ a 6= a′. (F4)
Equations (F3) and (F4) hold due to the fact that ΨA|X /∈
LHS and the no-signaling condition (4). More precisely, if
ϕ10 = {0, pi}, |ψ(1, 0)〉 = |0〉, which implies that Bob’s
reduced state is %B = |0〉〈0|. Then, the no-signalling con-
dition (4) implies that |ψ(0, 1)〉 = |0〉 = |ψ(1, 1)〉. Such
assemblage clearly has a LHS model, which contradicts the
assumption (F1). The same argument implies (F4). Further-
more, ΨA|X /∈ LHS and the no-signaling principle imply also
that PA|X(a, x) 6= 0 for all (a, x). To see the latter, suppose
that there is a pair (a, x) for which PA|X(a, x) = 0. Then,
clearly, PA|X(a⊕ 1, x) = 1. This, together with Eq. (4), im-
plies that there is an a˜ for which PA|X(a˜, x ⊕ 1) = 1, which
in turn leads to ΨA|X ∈ LHS.
Let us now consider pure orthogonal assemblages {ΨθA|X}θ
with d = s = r = 2 of the form ΨθA|X := { 12 , |ψθ(a, x)〉}a,x,
where
|ψθ(0, 0)〉 = |0〉,
|ψθ(1, 0)〉 = |1〉 (F5a)
and
|ψθ(0, 1)〉 = cos(θ)|0〉+ sin(θ)|1〉,
|ψθ(1, 1)〉 = − sin(θ)|0〉+ cos(θ)|1〉. (F5b)
We restrict to 0 < θ < pi/2 to ensure that ΨθA|X /∈ LHS.
If all assemblages can be obtained via stochastic 1W-LOCCs
from ΨA|X , there must be a stochastic 1W-LOCC Mθ such
Mθ(ΨA|X) ∝ ΨθA|X , where “∝” stands for “is proportional
to”. Then, as in App. E, Eq. (A6) implies that, for all ω, it
must hold that∑
a,x
P θX|Xf ,Ω(x, xf , ω)P
θ
Af |A,X,Ω,Xf (af , a, x, ω, xf )
× PA|X(a, x)Kθω|ψ(a, x)〉〈ψ(a, x)|Kθω
†
∼ |ψθ(af , xf )〉〈ψθ(af , xf )| ∀ (af , xf ), (F6)
where the symbol “∼” is used to signify “is either equal to
zero or proportional to”. However, we note again that, since
Kω 6= 0 and PX|Xf ,Ω and PAf |A,X,Ω,Xf are normalised dis-
tributions, there are always at least two different pairs (af , xf )
for which the left-hand side of Eq. (F6) is not zero and, there-
fore, proportional to |ψθ(af , xf )〉〈ψθ(af , xf )|, as can be seen
by direct case analysis.
Let us then consider the case
Kθω|ψ(a, x)〉 6= 0 ∀ (a, x). (F7)
The other case will be considered later. The first step is to note
that Eqs. (F6) and (F7), together with the fact that ΨA|X /∈
LHS, imply that
P θX|Xf ,ω(x|xf , ω) = δxf x⊕fθ(ω),
(F8a)
P θAf |A,X,Ω,Xf (af , a, x, ω, x⊕ fθ(ω)) ∈ {0, 1} ∀ (af , a, x),
(F8b)
where fθ(ω) ∈ {0, 1}. That is, for any ω for which Eq.
(F7) holds, X and Xf must be either fully correlated or fully
anticorrelated and P θAf |A,X,Ω,Xf (·, af , x, ω, x ⊕ f(ω)) must
be a deterministic distribution for all (af , x). The proofs of
Eqs. (F8) are almost identical to the proofs of Eqs. (E4) in
App. E, with the only difference that, here, ΨA|X /∈ LHS and
ΨθA|X /∈ LHS are true by assumption. We therefore do not
repeat the argument.
The second step is to note that Eqs. (F7) and (F8) impose
restrictions on which a’s and x’s can contribute to each af and
xf in Eq. (F6). More precisely, one can see by case analyses
that, up to relabelings of af or xf , only one type of assignment
is possible:
Kθω|ψ(0, 0)〉 ∝ |ψθ(0, 0)〉, (F9a)
Kθω|ψ(1, 0)〉 ∝ |ψθ(1, 0)〉, (F9b)
Kθω|ψ(0, 1)〉 ∝ |ψθ(0, 1)〉, (F9c)
Kθω|ψ(1, 1)〉 ∝ |ψθ(1, 1)〉. (F9d)
The third step is to show that Eqs. (F9) lead to a contra-
diction. To this end, together with Eqs. (F2) and (F5a), Eqs.
(F9a) and (F9b) respectively imply that
[
Kθω
]
10
= 0 and
[Kθω]00
[Kθω]01
= − tan (ϕ10), where
[
Kθω
]
ij
:= 〈i|Kθω|j〉. In turn,
dividing both vector components in each one of Eqs. (F9c)
and (F9d), one obtains, using Eqs. (F2) and (F5b), that
[Kθω]11
[Kθω]01
= tan(θ)
(
− tan(ϕ10)
tan(ϕ01)eiα01
+ 1
)
, (F10a)
[Kθω]11
[Kθω]01
=
−1
tan(θ)
(
− tan(ϕ10)
tan(ϕ11)eiα11
+ 1
)
. (F10b)
Equating the right-hand sides of Eqs. (F10a) and (F10b) gives,
after straightforward algebraic manipulation,
1
tan(ϕ10)
=
sin2(θ)
tan(ϕ11)eiα11
+
cos2 θ
tan(ϕ01)eiα01
. (F11)
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Since the last condition is independent of Kθω and ΨA|X
should be transformed by stochastic 1W-LOCCs into any
member of the family {ΨθA|X}θ, the same condition should
be fulfilled for any 0 < θ < pi/2. It actually suffices
to choose just two assemblages Ψθ1A|X and Ψ
θ2
A|X , for any
0 < θ1, θ2 < pi/2 with θ1 6= θ2, to arrive at a contradic-
tion. Indeed, since the angles ϕ10, ϕ01, ϕ11, α01 and α11 are
fixed, the only way to satisfy Eq. (F11) for both θ1 and θ2 is
that
tan(ϕ10) = tan(ϕ01)e
iα01 = tan(ϕ11)e
iα11 . (F12)
This, in turn, can happen only if α01 = 0 = α11 and ϕ10 =
ϕ01 = ϕ11, which is clearly incompatible with (F4).
It remains to treat the case where, for a certain ω, there
exists a pair (a˜, x˜) for which Eq. (F7) does not hold. By rela-
beling a or x, we can always choose (a˜, x˜) = (0, 0). Hence,
we consider
Kθω|ψ(0, 0)〉 = Kθω|0〉 = 0. (F13)
Since Kθω 6= 0, the latter is true only if the support of Kθω is
given by the span of |1〉. Using this and the fact that there are
always at least two different pairs (af , xf ) for which the left-
hand side of Eq. (F6) is not zero, one arrives at a contradic-
tion of the type Kθω ∝ |ψθ(af , xf )〉〈1| for two different pairs
(af , xf ). This finishes the proof for pure assemblages.
We finish the appendix with a remark on a difficulty to gen-
eralise Theorem 5 to the case of mixed-state assemblages, i.e.,
to rule out the existence of steering bits also among mixed-
state assemblages. Since any mixed-state assemblage can be
decomposed as a convex combination of pure assemblages
and M is a linear transformation, one would be tempted to
trivially extend the proof above to mixed-state assemblages
by using similar reasonings to those presented just above with
each pure assemblage in the convex combination together
with linearity arguments. However, such straightforward ex-
tension unfortunately fails. The reason for this is that each
pure assemblage in the pure-assemblage decomposition of a
mixed-state assemblage is, as far as we can see, not necessar-
ily no-signalling. We emphasise that all our formalism deals
only with no-signalling objects. Hence, while we strongly be-
lieve that minimal-dimension steering bits do not exist in gen-
eral, i.e., even among the mixed-state assemblages, we leave
the proof of this statement as an open question.
Appendix G: Proofs of Lemmas 1 and 2
Before we proceed, we recall some known mathematical
facts necessary for the proofs.
First, The von-Neumman relative entropy SQ, defined by
Eq. (15), fulfils the following properties [44] .
• Given two sets {%(j)}j=1,...,n and {%′(j)}j=1,...,n of
n arbitrary positive-semidefinite (not necessarily nor-
malized) operators each and n positive real numbers
{µ(j)}j=1,...,n such that
∑
j µ
(j) = 1, with n ∈ N,
SQ satisfies the joint convexity property
SQ
∑
i
µ(j)%(j)
∥∥∥∑
j
µ(j)%′(j)
 ≤∑
j
µ(j)SQ
(
%(j)
∥∥%′(j)) .
(G1)
• Given any completely-positive trace-preserving (CPTP)
map E and any two density operators % and %, SQ satis-
fies the CPTP-map contraction property
SQ (E(%)|E(%′)) ≤ SQ(%|%′). (G2)
Second, the Kullback-Leibler divergence SC defined in Eq.
(16) fulfils the following property.
• Given any two joint probability distributions PX,Y and P ′X,Y over classical bits x and y, SC satisfies the inequality
∑
x
PX(x)SC
(
PY |X(·, x)‖P ′Y |X(·, x)
)
=
∑
x
PX(x)
∑
y
PY |X(x, y)
logPY |X(x, y)
logP ′Y |X(x, y)
=
∑
x,y
PX,Y (x, y)
(
logPX,Y (x, y)
logP ′X,Y (x, y)
− logPX(x)
logP ′X(x)
)
= SC
(
PX,Y ‖P ′X,Y
)− SC (PX‖P ′X)
≤ SC
(
PX,Y ‖P ′X,Y
)
. (G3)
We are now in a good position to prove the lemmas.
1. Proof of Lemma 1
We begin by Lemma 1.
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Proof of Lemma 1. First, using the definition ofSR in Eq. (18), we write the left-hand side of Eq. (C1) explicitly as
∑
ω
PΩ(ω)SA
 Mω (ρˆA|X)
Tr
[Mω(ρA|X)]
∥∥∥∥∥ Mω
(
ρˆ′A|X
)
Tr
[
Mω(ρ′A|X)
]
 = ∑
ω
PΩ(ω) max
PXf |Γ,{
Eγ}
[
SC
(
PΓ|Ω(·, ω)‖P ′Γ|Ω(·, ω)
)
+
∑
γ,xf
PXf |Γ(xf , γ)PΓ|Ω(γ, ω)SQ
1⊗ Eγ [Mω (ρˆA|X)] (xf )1⊗ E†γ
PΓ,Ω(γ, ω)
∥∥∥∥ 1⊗ Eγ
[
Mω
(
ρˆ′A|X
)]
(xf )1⊗ E†γ
P ′Γ,Ω(γ, ω)
], (G4)
where we have used that PΩ(ω) = Tr[Mω(ρˆA|X)] and P ′Ω(ω) = Tr[Mω(ρˆ′A|X)], and that PΓ,Ω(γ, ω) = PΓ|Ω(γ, ω)PΩ(ω) and
P ′Γ,Ω(γ, ω) = P
′
Γ|Ω(γ, ω)P
′
Ω(ω), with
PΓ|Ω(γ, ω) := Tr
[
1⊗ Eγ
[Mω (ρˆA|X)] (xf )
PΩ(ω)
1⊗ E†γ
]
= TrB
[
Eγ Eω(ρB)E†γ
PΩ(ω)
]
(G5a)
and
P ′Γ|Ω(γ, ω) := Tr
1⊗ Eγ
[
Mω
(
ρˆ′A|X
)]
(xf )
P ′Ω(ω)
1⊗ E†γ
 = TrB [Eγ Eω(ρ′B)E†γ
P ′Ω(ω)
]
, (G5b)
both of which are independent of xf and af . Now, since Xf and Ω are independent variables, we can replace PXf |Γ with
PXf |Γ,Ω and exchange the order of the maximisation over PXf |Γ,Ω and the summation over ω in Eq. (G4). Furthermore, the
optimal measurement operators for which the maximisation over {Eγ} is attained for each ω depend, of course, on ω. Hence,
we can also exchange the order of the summation over ω and the maximisation over the measurement operators if we make this
dependence explicit by replacing, in Eqs. (G4) and (G5), {Eγ} with {Eγ,ω}. With this, we write Eq. (G4) as
∑
ω
PΩ(ω)SA
 Mω (ρˆA|X)
Tr
[Mω(ρA|X)]
∥∥∥∥∥ Mω
(
ρˆ′A|X
)
Tr
[
Mω(ρ′A|X)
]
 = max
PXf |Γ,Ω,{Eγ,ω}
{∑
ω
PΩ(ω)
[
SC
(
PΓ|Ω(·, ω)‖P ′Γ|Ω(·, ω)
)
+
∑
γ,xf
PXf ,Γ|Ω(xf , γ, ω)SQ
1⊗ Eγ,ω [Mω (ρˆA|X)] (xf )1⊗ E†γ,ω
PΓ,Ω(γ, ω)
∥∥∥∥ 1⊗ Eγ,ω
[
Mω
(
ρˆ′A|X
)]
(xf )1⊗ E†γ,ω
P ′Γ,Ω(γ, ω)
]}. (G6)
Next, using Eqs. (3), (10) and (11), we write
SQ
1⊗ Eγ,ω [Mω (ρˆA|X)] (xf )1⊗ E†γ,ω
PΓ,Ω(γ, ω)
∥∥∥∥ 1⊗ Eγ,ω
[
Mω
(
ρˆ′A|X
)]
(xf )1⊗ E†γ,ω
P ′Γ,Ω(γ, ω)
 =
SQ
(∑
af ,a,x
PX|Xf ,Ω(x, xf , ω)PAf |A,X,Ω,Xf (af , a, x, ω, xf ) |af 〉〈af | ⊗ Eγ,ωKω %A|X(a, x)K†ω E†γ,ω
PΓ,Ω(γ, ω)
∥∥∥∥∑
af ,a,x
PX|Xf ,Ω(x, xf , ω)PAf |A,X,Ω,Xf (af , a, x, ω, xf ) |af 〉〈af | ⊗ Eγ,ωKω %′A|X(a, x)K†ω E†γ,ω
P ′Γ,Ω(γ, ω)
)
≤
∑
x
PX|Xf ,Ω(x, xf , ω)SQ
(∑
af ,a
PAf |A,X,Ω,Xf (af , a, x, ω, xf ) |af 〉〈af | ⊗ Eγ,ωKω %A|X(a, x)K†ω E†γ,ω
PΓ,Ω(γ, ω)
∥∥∥∥∑
af ,a
PAf |A,X,Ω,Xf (af , a, x, ω, xf ) |af 〉〈af | ⊗ Eγ,ωKω %′A|X(a, x)K†ω E†γ,ω
P ′Γ,Ω(γ, ω)
)
, (G7)
where the inequality is due to Eq. (G1). On the other hand, we note that there always exists a completely positive trace-preserving
mapRx,ω,xf : L(HE)→ L(HEf ) such that
Rx,ω,xf (|a〉〈a|) =
∑
af
|af 〉〈af |PAf |A,X,Ω,Xf (af , a, x, ω, xf ). (G8)
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Hence, we can apply Eq. (G2) to the von-Neumann relative entropy in the right-hand side of Eq. (G7) with the map (G8), to get
SQ
(∑
af ,a
PAf |A,X,Ω,Xf (af , a, x, ω, xf ) |af 〉〈af | ⊗ Eγ,ωKω %A|X(a, x)K†ω E†γ,ω
PΓ,Ω(γ, ω)
∥∥∥∥∑
af ,a
PAf |A,X,Ω,Xf (af , a, x, ω, xf ) |af 〉〈af | ⊗ Eγ,ωKω %′A|X(a, x)K†ω E†γ,ω
P ′Γ,Ω(γ, ω)
)
≤
SQ
(∑
a |a〉〈a| ⊗ Eγ,ωKω %A|X(a, x)K†ω E†γ,ω
PΓ,Ω(γ, ω)
∥∥∥∥
∑
a |a〉〈a| ⊗ Eγ,ωKω %′A|X(a, x)K†ω E†γ,ω
P ′Γ,Ω(γ, ω)
)
=
SQ
(
1⊗ Eγ,ωKω ρˆA|X(x)K†ω E†γ,ω ⊗ 1
PΓ,Ω(γ, ω)
∥∥∥∥1⊗ Eγ,ωKω ρˆ′A|X(x)K†ω E†γ,ω ⊗ 1P ′Γ,Ω(γ, ω)
)
, (G9)
where the quantum representation (3) has been invoked again. Then, using Eqs. (G6), (G7), and (G9), we obtain
∑
ω
PΩ(ω)SA
 Mω (ρˆA|X)
Tr
[Mω(ρA|X)]
∥∥∥∥∥ Mω
(
ρˆ′A|X
)
Tr
[
Mω(ρ′A|X)
]
 ≤ max
PXf |Γ,Ω,{Eγ,ω}
{∑
ω
PΩ(ω)
[
SC
(
PΓ|Ω(·, ω)‖P ′Γ|Ω(·, ω)
)
+
∑
γ,xf ,x
PXf ,Γ|Ω(xf , γ, ω)PX|Xf ,Ω(x, xf , ω)×
SQ
(
1⊗ Eγ,ωKω ρˆA|X(x)K†ω E†γ,ω ⊗ 1
PΓ,Ω(γ, ω)
∥∥∥∥1⊗ Eγ,ωKω ρˆ′A|X(x)K†ω E†γ,ω ⊗ 1P ′Γ,Ω(γ, ω)
)]}
≤ max
PXf |Γ,Ω,{Eγ,ω}
{[
SC
(
PΓ,Ω‖P ′Γ,Ω
)
+
∑
γ,xf ,x,ω
PΩ(ω)PXf ,Γ|Ω(xf , γ, ω)PX|Xf ,Ω,Γ(x, xf , ω, γ)×
SQ
(
1⊗ Eγ,ωKω ρˆA|X(x)K†ω E†γ,ω ⊗ 1
PΓ,Ω(γ, ω)
∥∥∥∥1⊗ Eγ,ωKω ρˆ′A|X(x)K†ω E†γ,ω ⊗ 1P ′Γ,Ω(γ, ω)
)]}
, (G10)
where the inequality (G10) follows from Eq. (G3) and from replacing PX|Xf ,Ω(x, xf , ω) with PX|Xf ,Ω,Γ(x, xf , ω, γ), which
cannot decrease the value of the resulting maximum.
Finally, using that, due to Bayes’ theorem, it holds that∑
xf
PΩ(ω)PXf ,Γ|Ω(xf , γ, ω)PX|Xf ,Ω,Γ(x, xf , ω, γ) = PX,Γ,Ω(x, γ, ω), (G11)
and introducing the joint variable Ξ := (Γ,Ω), with values ξ := (γ, ω), and the joint Kraus operators Tξ := Eγ,ωKω , which
satisfy the normalisation condition
∑
ξ T
†
ξ Tξ =
∑
γ,ω E
†
γ,ωK
†
ωEγ,ωKω = 1, we write the inequality (G10) as
∑
ω
PΩ(ω)SA
 Mω (ρˆA|X)
Tr
[Mω(ρA|X)]
∥∥∥∥∥ Mω
(
ρˆ′A|X
)
Tr
[
Mω(ρ′A|X)
]
 ≤
max
PXf |Ξ,{Tξ}
{[
SC(PΞ‖P ′Ξ) +
∑
x,ξ
PX,Ξ(x, ξ)× SQ
(
1⊗ Tξ ρˆA|X(x) T †ξ ⊗ 1
PΞ(ξ)
∥∥∥∥1⊗ Tξ ρˆ′A|X(x) T †ξ ⊗ 1P ′Ξ(ξ)
)]}
. (G12)
By Definition 3, the right-hand side of Eq. (G12) coincides with the right-hand side of Eq. (C1).
2. Proof of Lemma 2
For the proof of this lemma, it is useful to re-express Eq. (18) in terms of abstract flag states representing the outcomes of
Bob’s generalized quantum measurements. Introducing an auxiliary extension Hilbert space HEB and an orthonormal basis of
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it {|γ〉}, where each basis member encodes the value γ of the measurement outcomes, and using that∑x PX|Γ(x, γ) = 1 for all
γ, we write
SA(ρA|X‖ρ′A|X) = max
PX|Γ,{Eγ},
{∑
x
PX|Γ(x, γ)
[
SC(PΓ‖P ′Γ)
+
∑
γ
PΓ(γ)SQ
(
1⊗ Eγ ρˆA|X(x)1⊗ E†γ
PΓ(γ)
∥∥∥∥1⊗ Eγ ρˆ′A|X(x)1⊗ E†γP ′Γ(γ)
)]}
= max
PX|Γ,{Eγ}
[∑
x
PX|Γ(x, γ)SQ
(∑
γ
|γ〉〈γ| ⊗ Eγ ρˆA|X(x)1⊗ E†γ
∥∥∥∑
γ
|γ〉〈γ| ⊗ Eγ ρˆ′A|X(x)1⊗ E†γ
)]
(G13)
We can now prove the lemma.
Proof of Lemma 2. Using Eq. (G13), we write the left-hand side of Eq. (C2) as
SA
∑
j
µ(j)ρ
(j)
A|X
∥∥∥∑
j
µ(j)ρ
′(j)
A|X

= max
PX|Γ,{Eγ}
∑
x
PX|Γ(x, γ)SQ
∑
j
µ(j)
∑
γ
|γ〉〈γ| ⊗ Eγ ρˆ(j)A|X(x)1⊗ E†γ
∥∥∥∑
j
µ(j)
∑
γ
|γ〉〈γ| ⊗ Eγ ρˆ′(j)A|X(x)1⊗ E†γ

≤ max
PX|Γ,{Eγ}
∑
x,j
µ(j)PX|Γ(x, γ)SQ
(∑
γ
|γ〉〈γ| ⊗ Eγ ρˆ(j)A|X(x)1⊗ E†γ
∥∥∥∑
γ
|γ〉〈γ| ⊗ Eγ ρˆ′(j)A|X(x)1⊗ E†γ
)
(G14)
≤
∑
j
µ(j) max
{Eγ,j},PX|Γ,J
[∑
x
PX|Γ,J(x, γ, j)SQ
(∑
γ
|γ〉〈γ| ⊗ Eγ,j ρˆ(j)A|X(x)1⊗ E†γ,j
∥∥∥∑
γ
|γ〉〈γ| ⊗ Eγ,j ρˆ′(j)A|X(x)1⊗ E†γ,j
)]
,
(G15)
where (G14) follows from Eq. (G1) and, in Eq. (G15), we exchanged the order of the maximization and the summation over
j by respectively replacing {Eγ} and PX|Γ with {Eγ,j} and PX|Γ,J , of elements PX|Γ,J(x, γ, j). Using again Eq. (G13), one
sees that, by Definition 3, the right-hand side of Eq. (G15) coincides with the right-hand side of Eq. (C2).
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