Abstract-We consider random number conversion (RNC) through random number storage with restricted size. We clarify the relation between the performance of RNC and the size of storage in the framework of the first-and second-order asymptotics, and derive their rate regions. Then, we show that the results for RNC with restricted storage recover those for conventional RNC without storage in the limit of storage size. To treat RNC via restricted storage, we introduce a new kind of probability distributions named generalized Rayleigh-normal distributions. Using the generalized Rayleigh-normal distributions, we can describe the second-order asymptotic behavior of RNC via restricted storage in a unified manner. As an application to quantum information theory, we analyze LOCC conversion via entanglement storage with restricted size. Moreover, we derive the optimal LOCC compression rate under a constraint of conversion accuracy.
I. INTRODUCTION
R ANDOM number conversion (RNC) is a fundamental topic in information theory [21] , and its asymptotic behavior has been well studied in the context of not only the first-order asymptotics but also the second-order asymptotics [7] , [12] , [17] . The second-order analysis for the random number conversion has the following remarkable property distinct from that of other information tasks. The second-order rates cannot be characterized by use of the normal distribution in the case of RNC although known second-order rates are mostly given by use of the normal distribution. To characterize the second-order rates in the random number conversion, the W. Kumagai is with Faculty of Engineering, Kanagawa University, Yokohama 2210063, Japan (e-mail: kumagai@kanagawa-u.ac.jp).
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Digital Object Identifier 10.1109/TIT.2017.2657514 previous paper [12] introduced Rayleigh-normal distributions as a new family of probability distributions. This new family of distributions leads us to a new frontier of second order analysis, which is completely different from existing analysis of the second-order rate. In this paper, we focus on a realistic situation, in which one uses this conversion via a storage with a limited size like a hard disk. In this case, as the first step, initial random numbers are converted to other random numbers in a storage with a limited size, which is called random number storage or simply storage. As the second step, the random numbers in the storage are converted to some desired random numbers. When the memory size of media for the random number conversion is limited, it is natural to consider the trade-off between the sizes of target random numbers and the storage.
In this paper, we consider this problem when the initial and the target random random variables are given as multiple copies of respective finite random variables. That is, the initial random variables are subject to the n-fold independent and identical distribution (i.i.d.) of a distribution P with finite support and the target random variables are subject to the m-fold i.i.d. of another distribution Q with finite support. In the problem, since there is the degree of freedom for the required number of copies of Q in the target distribution, we have to take care of the trade-off among three factors, the accuracy of the conversion, the size of the storage, and the required number of copies of Q in the output distribution. For simplicity, we fix the accuracy of the conversion, and investigate the trade-off between the size of the storage and the required number of copies of Q in the output distribution. We call this problem RNC via restricted storage. In particular, when Q = P, this problem can be regarded as random number compression to the given random number storage.
One of our main purposes is to derive the maximum conversion rate when the rate of storage size is properly limited. If the size of storage is small, the maximum number of copies of target distribution should also be small since the conversion has to once pass through the small storage. Thus, the allowable size of storage closely relates with the conversion rate of RNC via restricted storage. In this paper, we particularly investigate the region of achievable rate pairs for the size of storage and the number of copies of target distribution in the first-and the second-order settings. To clarify which rate pairs are truly important in the rate region, we introduce the relations named "dominate" and "simulate" between two rate pairs, and based on these two relations, we define the admissibility of rate pairs. Although admissible rate pairs are only a part of the boundary of the region as shown in Fig. 2 , those characterize the whole of the rate region, and hence, are of special importance in the rate region.
In the set of achievable first-order rate pairs, the admissible rate pair is shown to be unique and all other rate pairs are not admissible. In this sense, the admissible rate pair may seem to be exceptional. However, the case of the admissible first-order rate pair is most important as stated below. A firstorder rate pair consists of the first-order rates of the size of restricted storage and the number of copies of the target distribution. At the admissible rate pair, the first-order rate of the size of restricted storage is shown to be the entropy of the source distribution. If the first-order rate is strictly less or larger than the entropy of the source distribution, the size of storage is too small or redundant to store the randomness of the source distribution, respectively. In this sense, the entropy of the source distribution is the only suitable first-order rate to store the randomness of the source distribution. Similarly, at the admissible rate pair, the first-order rate of the number of copies of the target distribution is shown to be the entropy ratio of the source distribution and the target distribution. If the first-order rate is strictly less or larger than the entropy ratio, random numbers in the storage properly converted from the source distribution are unnecessarily redundant or too few to approximate the target distribution, respectively. In this sense, the entropy ratio is the only suitable first-order rate to generate the target distribution.
We emphasize that our optimal conversion to the storage is a uniform random number generation independtly of whether the achievable first-order rate pair is admissible or not. That is, the optimal conversion scheme can be constructed as follows: a source distribution is first approximately converted to the uniform random distribution independent of the target distribution Q, and then converted from the uniform random distribution to the i.i.d. of Q.
Here, remember that the second-order rates of the random number conversion are characterized by Rayleigh-normal distributions [12] . Since the second-order asymptotic behaviour of other typical information tasks are often described by the standard normal distribution, the characterization by such a non-normal distribution is a remarkable feature. To treat the second-order asymptotics of our problem, we introduce a new kind of probability distributions named generalized Rayleighnormal distributions as an extension of Rayleigh-normal distributions. The generalized Rayleigh-normal distributions are a family of probability distributions with two parameters and include the Rayleigh-normal distributions in [12] as the limit case. Using the generalized Rayleigh-normal distributions, we can characterize the second-order rate region of RNC with restricted storage in a unified manner
We also consider LOCC conversion for pure entangled states in quantum information theory. The asymptotic behavior of LOCC conversion has been intensively studied [2] , [3] , [5] , [6] , [8] , [9] , [12] . However, unlike conventional settings of LOCC conversion, we assume that LOCC conversion passes through quantum system to store entangled states named entanglement storage. In the setting, an initial i.i.d. pure entangled state is once transformed into the entanglement storage with smaller dimension by LOCC and then transformed again to approximate a target i.i.d. pure state by LOCC. In particular, when the target pure entangled state is the same as the original pure entangled state, this problem can be regarded as LOCC compression of entangled states into the given entanglement storage. Since the storage to keep the entangled states is implemented with a limited resources, the analysis for LOCC compression is expected to be useful to store entanglement in small quantum system. It is known that LOCC convertibility between pure entangled states can be translated to majorization relation between two probability distributions consisting of the squared Schmidt coefficients of the states [15] , [22] . Through this translation, we can reduce the asymptotics of LOCC conversion via entanglement storage into that of RNC via random number storage as similar to the results of conventional RNC without storage shown in [12] . In particular, the rate regions for LOCC conversion are immediately derived from those for RNC.
The paper is organized as follows. In Section II, we introduce the generalized Rayleigh-normal distribution function as a function defined by an optimization problem. Then we show its basic properties used in the asymptotics of RNC via restricted storage. In Section III, we formulate random number conversion (RNC) via restricted storage by two kinds of approximate conversion methods and give their relations in non-asymptotic setting. In Section IV, we proceed to asymptotic analysis for RNC via restricted storage. Then, we show the relation between the rates of the maximum conversion number and storage size and draw various rate regions in both frameworks of first and second-order asymptotic theory. In Section V, we see that conventional RNC without storage can be regarded as RNC via restricted storage with infinite size. In Section VI, we consider LOCC conversion via entanglement storage for quantum pure states. Using the results for RNC, we derive the asymptotic performance of optimal LOCC conversion. In particular, optimal LOCC compression rate is derived in the second-order asymptotics. In Section VII, we give technical details of proofs of theorems, propositions and lemmas. In Section VIII, we state the conclusion of the paper.
II. GENERALIZED RAYLEIGH-NORMAL DISTRIBUTION
In this section, we introduce a new family of probability distributions with two parameters on R. A function Z on R is generally called a cumulative distribution function if Z is right continuous, monotonically increasing and satisfies lim x→−∞ Z (x) = 0 and lim x→∞ Z (x) = 1. Then, there uniquely exists a probability distribution on R whose cumulative distribution coincides with Z . That is, given a cumulative distribution function in the above sense, it determines a probability distribution on R. To define the new probability distribution family, we give its cumulative distribution function.
We prepare some notations which are needed for the definition of a new distribution function. For μ ∈ R and v ∈ R + , let μ,v and φ μ,v be the cumulative distribution function and the probability density function of the normal distribution with the mean μ and the variance v. We denote 0,1 and φ 0,1 simply by and φ. We employ the continuous fidelity (or the Bhattacharyya coefficient) for probability density functions p and q on R defined by
Then, we can define a new probability distribution function as follows, which generalize the Rayleigh-normal distribution function defined in [12] .
where the set A s of functions A : R → [0, 1] is defined by
The generalized Rayleigh-normal distribution function is proven to be a cumulative distribution function later, and thus, it determines a probability distribution on R. From the definition, it can be easily verified that the generalized Rayleigh-normal distribution function has the monotonicity as Z v,s ≥ Z v,s for s < s . We further remark that Rayleighnormal distribution function Z v is defined by (2) with s = ∞ in [12] , and thus, the following equation holds
In this sense, the family of generalized Rayleigh-normal distribution function Z v,s includes Rayleigh-normal distribution functions as its limit case. The definition of the generalized Rayleigh-normal distribution function is highly abstract and is not in a numerically computable form. To give a more concrete form of the generalized Rayleigh-normal distribution functions, we prepare the following three lemmas.
Lemma 2: When 0 < v < 1, the equation with respect to x
has the unique solution β μ,v,s and it satisfies
Lemma 3: When v = 1 and μ > 0, the equation (4) with respect to x has the unique solution β μ,v,s ∈ R.
Lemma 4: When v > 1, the equation with respect to x
has the unique solution α μ,v ∈ R. Moreover, for s >
, the equation (4) with respect to x has two solutions and only the larger solution β μ,v,s is larger than α μ,v .
Then, the generalized Rayleigh-normal distribution function is represented as follows.
Theorem 5: The following equations hold: when 0 < v < 1,
when v = 1,
when v > 1,
where
Theorem 5 is proven in Subsection VII-F by using lemmas in Subsections VII-D and VII-E.
Using the explicit form in Theorem 5, we can prove the following basic property of the Rayleigh-normal distribution function.
Proposition 6: The generalized Rayleigh-normal distribution function Z v,s is a cumulative distribution function for 0 < v < ∞.
Proposition 6 is proven in Subsection VII-G. Next we show the concrete form of the generalized Rayleigh-normal distribution function in the case of v → 0.
Proposition 7:
Proposition 7 is proven in Subsection VII-H. The function itself in Proposition 7 is not right continuous, and thus, not a cumulative distribution function. However, if we redefine the function value by 1 only at μ = s in (12) , the function in (12) becomes right continuous, and thus is a cumulative distribution function. Nevertheless, we define the generalized Rayleigh-normal distribution with v = 0 as a left-continuous function as follows to describe the asymptotics of RNC via restricted storage later:
We also have the concrete form of the generalized Rayleighnormal distribution function in the case of v → ∞.
Proposition 8:
Proposition 8 is proven in Subsection VII-I. We introduce two kinds of conversion methods of probability distributions, i.e., deterministic conversions and majorization conversions as follows.
A. Deterministic Conversion
In this subsection, as is illustrated in Fig. 1 , we consider approximate conversion problems when the conversion is routed through a storage with limited size.
Let P(X ) be the set of all probability distributions on a finite set X . For P ∈ P(X ) and a map f : X → Y, we define 
We call a map W f :
In order to treat the quality of conversion, we introduce the fidelity (or the Bhattacharyya coefficient) F between two probability distributions over the same discrete set Y as
Since this value F(Q, Q ) relates to the Hellinger distance [20] , it represents how close two probability distributions Q and Q . Then, we define the maximal fidelity F D from P ∈ P(X ) to Q ∈ P(Y) among deterministic conversions by
Moreover, when the size of a storage is limited, the maximal fidelity via restricted storage with size of N bits is defined by
where {0, 1} N represents the space of N-bits. When a confidence coefficient 0 < ν < 1 is fixed, we define the maximal conversion number L of copies of Q by deterministic conversions with the initial distribution P as
Moreover, when the size of the storage is limited, the maximum conversion number from P to Q via a restricted storage with size of N bits is defined by
Then the above values can be rewritten as
In particular, when the source distribution is n-fold
One of main issues is the asymptotic expansion of L D n (P, Q|ν, N) up to the second order √ n.
B. Majorization Conversion
In order to relax the condition for deterministic conversions, we introduce majorization conversions. This relaxed condition is useful for the proofs of converse parts. Moreover, the concept of majorization conversions is essentially required for entanglement conversion in quantum information. For a probability distribution P on a finite set, let P ↓ be a probability distribution on {1, 2, . . . , |X |} and P ↓ i denote the i -th element of {P(x)} x∈X sorted in decreasing order for 1 ≤ i ≤ |X |, where |X | represents the cardinality of the set X . When two probability distributions P ∈ P(X ) and Q ∈ P(Y) satisfy
for any l, we say that P is majorized by Q and written as P ≺ Q. Here, we note that the sets X and Y do not necessarily coincide with each other, and the majorization relation is a partial order on a set of probability distributions on finite sets [1] , [13] . Then, a map W from P(X ) to P(Y) is called a majorization conversion when P ≺ W (P) for an arbitrary probability distribution P ∈ P(X ).
Then, we introduce the maximal fidelity among majorization conversions as
where P and Q are probability distributions on X and Y, respectively. Moreover, when the size of the storage is limited, the maximal fidelity via restricted storage with size of N bits is given by
Similar to the deterministic conversion, when confidence coefficient 0 < ν < 1 is fixed, we define the maximum conversion number L of Q L which can be approximated from P by majorization conversions as
Moreover, when the size of the storage is limited, the maximum conversion number from P to Q via restricted storage with size of N bits is defined by
One of main issues of this paper is the asymptotic expansion of L M n (P, Q|ν, N) up to the order √ n. This quantity plays an important role in quantum information theory.
C. Basic Properties of Two Conversions
In this subsection, we summarize some properties about deterministic and majorization conversions.
First, we summarize some properties about the maximum fidelity of two conversions. The following lemma holds for the uniform distribution U N in the non-asymptotic setting.
Lemma 9 [12] : For a probability distribution P and a natural number N, we define the following distribution C N (P) on {1, . . . , N} as a distribution approximating the uniform distribution:
Then, P ≺ C N (P) and the following equation hold:
In addition, the following lemma holds. Lemma 10: For probability distributions P ∈ P(X ), Q ∈ P(Y) and a natural number N,
where C 2 N (P) was defined in (18) . We provide the proof of Lemma 10 in Section VII-J. Note that C φ (P) depends on the source distribution P and does not on the target distribution Q in Lemma 10. This fact is essential in the asymptotics for F M (P → Q|N).
We remark that P ≺ W (P) holds for a deterministic conversion W : P(X ) → P(Y), and thus, a deterministic conversion is a majorization conversion. Therefore, we have the relations
Next, we summarize some properties about the maximum conversion number of two conversion. From (21) and (22), we have
One of main issues of this paper is to derive the asymptotic behaviors of L M n (P, Q|ν, N) and L D n (P, Q|ν, N) as stated above. Fortunately, when either the source distribution P or the target distribution Q is a uniform distribution, their asymptotic behaviors are evaluated by direct conversions without storage in the following way.
Proposition 11:
where log indicate the logarithm to the base 2.
Proposition 12:
Otherwise,
We provide the proofs of Lemmas 11 and 12 in Appendices VII-K and VII-L, respectively.
IV. ASYMPTOTICS FOR RANDOM NUMBER CONVERSION
VIA RESTRICTED STORAGE When the number of copies of an initial distribution is n, we consider the relation of the size S n of storage and the number T n of copies of a target distribution in this section.
Definition 13:
is called ν-achievable with respect to the deterministic conversion or the majorization conversion if it satisfies
for i = D or M, respectively. For a sequence {(S n , T n )}, smaller S n and larger T n give a better performance. Hence, we say that a sequence {(S n , T n )} dominates another one {(S n , T n )} when there exists N ∈ N such that S n ≤ S n and T n ≥ T n for n ≥ N. Similarly, we say that a sequence {(S n , T n )} simulates another sequence {(S n , T n )} when there exists a sequence {a n } ⊂ (0, 1] such that (S n , T n ) = (S a n n , T a n n ).
When a ν-achievable sequence {(S n , T n )} dominates a sequence {(S n , T n )}, the sequence {(S n , T n )} is also ν-achievable obviously. Moreover, the following lemma holds.
Lemma 14:
We provide the proof of Lemma 14 in Section VII-M.
A. First-Order Rate Region
In this subsection, we assume that a sequence {(S n , T n )} is represented by S n = s 1 n + o(n) and T n = t 1 n + o(n) with the first-order rates s 1 > 0 and t 1 > 0 and focus on the first-order asymptotics of RNC via restricted storage. In the following, Then, we omit the o(n) term unless otherwise noted.
Definition 15: A first-order rate pair (s 1 , t 1 ) is called ν-achievable when a sequence {(s 1 n, t 1 n)} is ν-achievable. The set of ν-achievable rate pairs for i = D and M is denoted by
Then, we have the following characterization. 
and (H (P), H (P)/H (Q)) is the unique admissible rate pair. The rate region is illustrated as Fig. 5 . Then, the set of semiadmissible rate pairs are illustrated as the line with the slope H (Q) −1 and the admissible rate pair is dotted at the tip of the line. We note that the admissible first-order rate pair can determine whether a rate pair is in the rate region. That is, a rate pair is in the rate region if and only if the admissible rate pair simulates or dominates the rate pair. Thus, the admissible rate pair uniquely determines the whole of rate region although it is a single point in the boundary of the rate region.
In later discussion, we separately treat the problem according to whether a semi-admissible rate pair is the admissible rate pair or not.
B. Second-Order Rate Region
In this subsection, we fix a first-order rate pair (s 1 , t 1 ) of each sequence {(S n , T n )} and assume it to be ν-achievable. Let the sequence (S n , T n ) be represented by
with second-order rates s 2 ∈ R and t 2 ∈ R. Then we focus on the second-order asymptotics of RNC via restricted storage in terms of s 2 and t 2 . We omit the o( √ n) term unless otherwise noted.
If the first-order rate pair is ν-achievable and not semiadmissible, the second-order rate region is trivially the whole of R 2 . In the following, we treat the case that the first-order rate pair (s 1 , t 1 ) is semi-admissible, i.e., 0 < s 1 ≤ H (P) and t 1 = s 1 /H (Q). Then, we set as
Lemma 20: Let P and Q be arbitrary probability distributions on finite sets and 0 < s 1 ≤ H (P). Then, there is a continuous function F P,Q,s 1 ,s 2 : R → [0, 1] satisfying the following conditions. (1) The function F P,Q,s 1 ,s 2 is strictly monotonically decreasing on F
The relation
following holds for an arbitrary t 2 ∈ R. Lemma 20 is derived from Theorems 25, 26, 28 and 29 in the later subsections. From the above lemma, we obtain the asymptotic expansions of the maximal conversion numbers.
Theorem 21: Let P and Q be arbitrary probability distributions on finite sets. For arbitrary
where ∼ = means that the difference between the right-hand side and the left-hand side of ∼ = is o( √ n). Theorem 21 is derived as follows. When we expand as
the first order rate t 1 is determined by Lemma 16 as
. Moreover, since the second order rate t 2 satisfies F P,Q,s 1 ,s 2 (t 2 ) = ν from the definition of t 2 , we have Theorem 21.
Moreover, Theorem 21 implies the following theorem about the second-order rate regions.
Theorem 22: Let P and Q be arbitrary probability distributions on finite sets. For 0 < s 1 ≤ H (P), s 2 ∈ R and ν ∈ (0, 1),
We say that ( 
We provide the proof of Lemma 23 in Section VII-O. In the following subsections, we separately derive the concrete forms of second-order rate regions and determine the set of second-order semi-admissible and admissible rate pairs for the non-admissible and the admissible first-order rate pair.
Unlike the first-order case, the set of admissible secondorder rate pairs does not necessarily consist of a single point and there are also the cases that multiple admissible rate pairs exist and no admissible rate pair exists as shown in later subsections. On the other hand, similar to the firstorder asymptotics, the admissible second-order rate pairs can determine whether a rate pair is in the rate region. That is, a rate pair is in the rate region if and only if there is an admissible rate pair such that the admissible rate pair simulates or dominates the rate pair. Thus, the admissible rate pairs uniquely determine the whole of rate region although those are a subset of the boundary of the rate region. Moreover, since any admissible rate pair does not simulate or dominate another admissible one, a proper subset of the admissible rate pairs can not determine the rate region as above. In the sense, the admissible rate pairs can be regarded as the "minimal generator" of the rate region, and hence, are of special importance in the rate pairs.
C. Second-Order Asymptotics: Non-Admissible Case
We derive the second-order rate region in the following. We say that a second-order rate pair (
Theorem 25: When (s 1 , t 1 ) is semi-admissible but not admissible, the function
is continuous and strictly monotonically decreasing on F
((0, 1)) and satisfies (33), where
From Theorem 25, the relation between the permissible accuracy ν and the second-order rate t 2 of the number of copies of a target distribution is shown as Fig. 7 .
We give the proof of Theorem 25 in Section VII-P. When (s 1 , t 1 ) is semi-admissible but not admissible, from Theorems 22 and 25, the second-order rate region is given by
In particular, the set of admissible rate pairs is represented by In this case, there is no admissible rate pair. The secondorder rate region is illustrated as Fig. 6 and the boundary of the region is the set of semi-admissible rate pairs from Lemma 23.
D. Second-Order Asymptotics: Admissible Case
The remaining problem is to identify the second-order rate region at the admissible first-order rate pair. Hence, we fix as
H (Q) and simply denote as
for i = D or M in the following subsections. First, we treat the case when both P and Q are non-uniform distributions. Here, we introduce two values as
Then, the optimal accuracy F P,Q,s 2 (t 2 ) is charcterized by the generalized Rayleigh-normal distribution function as follows.
Theorem 26: When P and Q are non-uniform distributions, the following equation holds:
To obtain Theorem 26, it is enough to show the direct part
and the converse part
by (22) . In particular, to prove the direct part (45), it is enough to show the following lemma.
Lemma 27: Let > 0. For a non-uniform probability distribution P on a finite set, there exists a sequence of maps
Moreover, for two non-uniform probability distributions P and Q on finite sets, there exists a sequence of maps f n :
The inequality (47) shows that the conversion W f n is almost optimal as a uniform random number generation. Combining Lemma 27 with Theorem 26, such a conversion W f n is almost optimal also as a random number compression to the storage. Moreover, since f n does not depend on the target distribution Q, the compression W f n to the storage is universal with respect to the choice of the target distribution Q. We prove Thoerem 26 by showing Lemma 27 and (46) in SubsectionsVII-Q and VII-R.
Then we obtain the second-order rate region by Theorems 22 and 26. Moreover, since the explicit value of the generalized Rayleigh-normal distribution function in (44) is given in Theorem 5, we can determine the concrete form of the second-order rate region. The second-order rate region is illustrated as Figs. 8 and 9 for C P,Q < 1 and C P,Q ≥ 1, respectively.
When C P,Q < 1, there is no semi-admissible rate pair and the boundary of the rate region represents the set of admissible rate pairs. When C P,Q ≥ 1, the straight line in the boundary represents semi-admissible rate pairs from Lemma 23 and the curved line does admissible rate pairs.
When either P or Q is the uniform distribution U l with size l, the asymptotics is reduced to the problem of resolvability or intrinsic randomness, and the second-order rate regions are obtained as follows.
Theorem 28: When P = U l and Q is a non-uniform distribution, the following equation holds: 
is an admissible first-order rate pair and both P and Q are uniform with C P,Q < 1. Fig. 9 . The second-order rate region R
is an admissible first-order rate pair and both P and Q are uniform with C P,Q ≥ 1. The boundary of the region is straight line on the left side of a threshold value s 2,P,Q . In particular,
In particular, the above value is described by the limit of the generalized Rayleigh-normal distribution function as follows:
We give the proof of Lemma 28 in Section VII-S. When P = U l and (s 1 , t 1 ) is the admissible rate pair (log l, log l H (Q) ), from Theorem 22 and Lemma 28, the second-order rate region is given by
The second-order rate region is illustrated as Fig. 10 . Then the line with the slope H (Q) −1 is the set of semiadmissible rate pairs from Lemma 23 and the extreme point is the unique admissible pair. 
is an admissible first-order rate pair.
Theorem 29: When P is a non-uniform distribution and Q = U l , the following equation holds:
where Z 0,s was defined in (13) . We give the proof of Lemma 29 in Section VII-T. When Q = U l and (s 1 , t 1 ) is the admissible rate pair (H (P),
log l ), from Theorem 22 and Lemma 29, the second-order rate region is given by
The second-order rate region is illustrated as Fig. 11 . Then the line with the slope H (Q) −1 = (log l) −1 is the set of semiadmissible rate pairs from Lemma 23 and the extreme point is the unique admissible pair.
V. RELATED TOPICS

A. Random Number Compression
As a special case of RNC via restricted storage, we consider random number compression. Here, our random number compression is given as a two-stage random number conversion, namely, the combination of compression conversion and decompression conversion. Compression conversion maps an initial random number subject to a probability distribution P n to another random number on a storage with size of H (P)n + s 2 √ n bits. After that, decompression conversion maps the random number on the storage to a random number approximately subject to the initial probability distribution P n . The process corresponds to RNC via restricted storage when Q = P and t 2 = 0. Then, the optimal accuracy of 
is an admissible first-order rate pair. random number compression is given by Theorems 5 and 26 as follows:
Thus, we obtain the following corollary.
Corollary 30: Let P be an arbitrary non-uniform probability distribution on a finite set. For random number compression, the minimum size of storage to guarantee an accuracy ν is represented by
√ n. Note that the purpose of the random number compression is not to recover the initial random number itself but to regenerate a random number subject to the same distribution P n and the process itself differs from the data compression. However, Corollary 30 shows that the minimum size of storage in data compression has the same form with that of random number compression (see the equation (1) in [7] ).
B. Relation With Conventional RNC
We have treated RNC via restricted storage. On the other hand, in the previous paper [12] , we treated random number conversion without restriction of storage. Here, it is expected that the rate of the generated copies of the target distribution approaches to the conversion rate in the previous paper as the size of storage gets larger. In the following, we discuss this relation in terms of the asymptotic maximum fidelity of RNC.
When the first-order rate of the size of storage is the entropy of the source distribution, the asymptotic maximal fidelity in RNC with restricted storage is given as
On the other hand, the asymptotic maximal fidelity in RNC without restricted storage is given as follows shown in [12] 
Fig . 12 represents the graph of the ratio F P,Q,s 2 (t 2 )/F P,Q (t 2 ) with respect to s 2 ∈ R when C P,Q = 1. We can read off that Fig. 12 . The graph of the ratio
F P,Q (t 2 ) with respect to the second-order rate s 2 of storage when C P,Q = V (P) = H (Q) = 1. The left red line shows the case when t 2 ≤ 0. The middle blue and the right black lines show the cases when t 2 = −3 and t 2 = −6. In particular, the ratio of fidelities does not depend on t 2 if t 2 ≤ 0.
the value of F P,Q,s 2 (t 2 ) converges to that of F P,Q (t 2 ) for each t 2 ∈ R when s 2 goes to infinity and the existence of storage does not affect the accuracy (i.e. the asymptotic maximum fidelity) of RNC via restricted storage so much as long as the second-order rate is large enough even when the first-order rate strictly achieves the optimal value. In particular, when s 2 tends to infinity, the second order asymptotic expansion in Theorem 21 recovers Theorem 3 of [12] for RNC without restricted storage by Theorems 25, 26, 28, 29 and (3).
VI. APPLICATION TO QUANTUM INFORMATION THEORY
In this section, we apply the results of RNC via restricted storage for quantum information theory.
A. LOCC Conversion via Restricted Storage
When two distant parties perform some quantum protocol using a specific suitable entangled state (e.g. quantum teleportation, superdense coding, channel estimation), those parties need to prepare the desired entangled state. To do so, the parties share some initial entangled states which are not necessarily the desired entangled states by a quantum communication channel, and then, they generate the desired entangled states by performing LOCC for given entangled states. However, a quantum protocol which is performed may not be determined at the time of sharing of initial entangled states. Then, it is desirable to store entangled states in some storage and, after the determination of a quantum protocol which is performed, to be able to convert the stored states to desired states depending on the quantum protocol. To model the situation, we consider the following two-step process. In the first part, an initial state is converted into the storage by LOCC. In the second part, the converted state is converted again to a target state by LOCC. Such a process is called LOCC conversion via entanglement storage and represented as We consider the maximam recovery number by LOCC:
Here, note that the converted state in the entanglement storage is not necessarily pure, and thus, two-step process of LOCCs may not be simply represented by majorization conversion for the Schmidt coefficients of an initial state in general. Therefore, the results for majorization conversion of probability distributions can not be directly applied for the maximam recovery number by LOCC from its definition yet. To analyse the maximam recovery number, we introduce the maximum accuracy of LOCC conversion via entanglement storage as follows:
where ψ and ϕ are quantum states on bipartite systems H and H respectively, S(H) is the set of all quantum states on H. Then, we obtain
by the definition. Moreover, the following lemma holds for the squared Schmidt coefficients P ψ and P ϕ of ψ and ϕ. Lemma 31:
We give the proof of Lemma 31 in Section VII-U. Here, as stated above, a converted state by LOCC in storage is not necessarily a pure state. However, in the optimal process, we can assume that the converted state by LOCC in storage is pure from the proof of Lemma 31. From (26), (56) and Lemma 31, the following proposition holds.
Proposition 32:
n is obtained by Theorem 21.
Next, let us consider the rate regions of LOCC conversion via entanglement storage. For simplicity, we employ the following abbreviate notation:
In order to treat the asymptotic relation between the secondorder rates of storage and target entangled state, Then we define the second-order rate region as When S ψ is the von Neumann entropy of the partial density matrix of ψ, Lemma 31 and Theorem 16 imply the following theorem about first-order rate region. Proposition 33: Let ψ and ϕ be pure entangled states on finite dimensional bipartite quantum systems. For 0 < s 1 ≤ S ψ , s 2 ∈ R and ν ∈ (0, 1),
Similarly, we employ the following abbreviate notation:
Then we define the second-order rate region as
Then, Lemma 31 and Theorem 22 imply the following theorem about the second-order rate region. Proposition 34: Let ψ and ϕ be pure entangled states on finite dimensional bipartite quantum systems. For 0 < s 1 ≤ S ψ , s 2 ∈ R and ν ∈ (0, 1),
, ν .
Therefore, the second-order rate region is obtained by Theorem 22. and is especially described by the generalized Rayleigh-normal distribution function at the semi-admissible rate pairs by Theorem 26.
B. Entangled State Compression by LOCC
When an initial state ϕ equals a target state ψ, the LOCC conversion via restricted entanglement storage is regarded as a compression process for entangled states. There already exist some studies about LOCC compression for entangled states. In particular, Schumacher [18] derived the optimal first-order rate of LOCC compression for entangled states in the framework of the first-order asymptotics. Here, we consider the LOCC compression in the framework of the second-order asymptotics and derive some observations which essentially can not be obtained from the first-order asymptotics. When the size of storage has the optimal first-order compression rate S ψ and the second-order rate s 2 , the difference between the numbers of the initial and recovered copies is given as
where the concrete form of F P ψ ,P ψ ,s 2 was given in Themrem 26. The formula (58) relates with the irreversibility of entanglement concentration [11] . That is, when s 2 is smaller than V (P ψ ) −1 (ν 2 ) for a required accuracy ν, the righthand side in (58) is positive from Corollary 30 and represents the loss which inevitably occurs even in the optimal compression process. Moreover, from Lemma 9 and the proof of Lemma 31, the LOCC conversion in the optimal compression coincides with LOCC conversion used in the optimal entanglement concentration. In addition, (58) also relates with LOCC cloning [12] . That is, when s 2 is larger than V (P ψ ) −1 (ν 2 ), the right-hand side in (58) is negative from Corollary 30 and it represents that the number of copies of the recovered state after the compression process exceeds that of the initial state under the accuracy constraint. While we argued about approximate LOCC cloning without entanglement storage (or with infinite storage) in [12] , the above fact says that approximate LOCC cloning can be realized even when there is entanglement storage with the tight first-order rate S ψ as long as the secondorder rate of the size of storage is large enough.
VII. PROOFS OF THEOREMS, PROPOSITIONS AND LEMMAS
A. Proof of Lemma2
The existence of the unique solution of the equation (4) is equivalent to the existence of the unique zero point of the function
and 0 < v < 1, the function f is strictly monotonically decreasing when x < μ 1−v and is strictly monotonically increasing when x > μ 1−v . Since (4) is negative for any x > s although the right-hand side is always positive.
B. Proof of Lemma 3
The existence of the unique solution of the equation (4) is equivalent to the existence of the unique zero point of the function (59). Since
the function f is strictly monotonically decreasing over R because of μ > 0. Since f satisfies (61) and (62), the function f has the unique zero point β μ,v,s due to the intermediate value theorem. In addition, β μ,v,s < s holds because the lefthand side of (4) is negative for any x > s although the righthand side is always positive.
C. Proof of Lemma 4
There exists the unique solution α μ,v of (6) with respect to x in Lemma 3 of [12] . Next, we show that there are two solutions β μ,v < β μ,v for the equation (4) . Here, the existence of the solutions is equivalent to the existence of the zero points of the function (59). Since f satisfies (60) and v > 1, the function f is strictly monotonically increasing when x < , we obtain the following inequality:
Moreover, since 
D. Lemmas for Direct Part of Theorem 5
The following lemma is given as Lemma 22 in [12] .
Lemma 35:
The ratio
is strictly monotonically decreasing only on the interval I μ,v defined by
where ∅ is the empty set.
Using β μ,v,s and α μ,v in Lemmas 2, 3 and 4, we define a function A μ,v,s : R → [0, 1] which has different forms depending on v > 0 as follows. When v < 1,
When v > 1 and s ≤ −1
Wthen v > 1 and s ≥ −1
Lemma 36: Suppose that μ ∈ R and v > 0 satisfy
. For an arbitrary > 0, there exist real numbers b ≤ b ≤ s which satisfy the following condition ( ): ( ) There exist a and a which satisfy the following three conditions:
Then such b and b satisfy the following inequality
Proof: First, we simultaneously treat the cases (i) v < 1 and (ii) v = 1 and μ > 0. We take a constant λ ∈ R which satisfies λ < β μ,v and √ (λ) μ,v (λ) < . We verify that b = λ and b = β μ,v satisfy the condition ( ) in the following. First, there exists a real number a such that
and a ≤ λ by the mean value theorem. Moreover, since β μ,v satisfies (4), β μ,v can be taken as a = b . Thus, the conditions (I) and (II) in ( ) hold. Next, since
is monotonically decreasing on (λ, β μ,v ) from Lemma 2 and Lemma 121, the condition (III) in ( ) holds. Therefore, λ and β μ,v satisfy the condition ( ). Then the following holds:
Thus, the proof is completed for the case when (i) v < 1 and (ii) v = 1 and μ > 0. Next, we treat the case when (iii) v > 1 and s >
. Then we can take as a = b = α μ,v and a = b = β μ,v,s in ( ) from Lemma 4 and Lemma 121. Then the following holds:
Thus, the proof is completed for the case when . Then, the following equality holds
E. Lemmas for Converse Part of Theorem 5
The following lemma is given as Lemma 15 of [12] . Lemma 38: Let a = {a i } I i=0 and b = {b i } I i=0 be probability distributions and satisfy
is a probability distribution and satisfies
for any k = 0, 1, . . . , I , the following holds: 
where the inequality (77) is obtained from the Schwartz inequality and the inequality (78) is obtained from Lemmas 121 and 38. Here, the mean value theorem guarantees the existence ofx
Thus,
where (83) 
Proof: For A ∈ A s and x ≥ s,
where we used the Schwartz inequality in the first inequality and A(s) = 1 for A ∈ A s .
F. Proof of of Theorem 5
Let 
Similarly, when μ ∈ R and v > 0 satisfy v = 1 and μ ≤ 0, or v > 1 and s ≤ −1
, Lemmas 37 and 40 derives (85). From the direct calculation of the right hand side of (85), we obtain the concrete form of the generalized Rayleigh-normal distribution as in Theorem 5.
G. Proof of Proposition 6
First, we show that Z v,s (μ) is monotonically increasing. We define a shift operator S μ for a map A : F ( p, q) . Thus when we define the set of functions A : R → [0, 1] as
we obtain the following form of the Rayleigh-normal distribution function 
(x) > (x) on (μ −M , μ +M ). Then it implies that there exists a function
Thus, we obtain (86) as follows: 
H. Proof of Proposition 7
From the definition of Next, we treat the case when μ ≤ s. Then we obtain the following equations as shown below:
Since it holds that
we obtain the following equation from (88), (89) and (90): 
Thus, the following holds:
Since −∞ < 2 log (−γ ) and lim v→0 log v = −∞, we have
Since Lemma 2 guarantees that β μ,v,s < μ 1−v , we obtain
I. Proof of Proposition 8
From (9) 
has the unique solution β μ,v and the following equation holds from (19) of [12] :
Then, from (31) of [12] , we obtain
Similarly, from (26) of [12] , we obtain
Then we have 
Next we treat the case when s > 0. From the inequality
vs of Lemma 4 and (97),
From (100) and (101), the proof is completed.
J. Proof of Lemma 10
We set asF
where N M := {1, . . . , M}. Then, it satisfies
Thus, to prove Lemma 10, it is enough to show the equalitỹ
for an arbitrary M ∈ N.
Because of Lemma 9, P ≺ C M (P) and C M (P) ∈ P(N M ) hold. Thus, from the definition ofF M (P → Q|M), we havẽ
Then, we show
To prove (105), it is enough to prove that C M (P) ≺ P for an arbitrary P ∈ P(N M ) such that P ≺ P . Without loss of generality, we assume that P = P ↓ . Here, we use the inductive method. When M = 1, then (105) holds for any probability distribution P. Let us assume that (105) holds for any P when M = k − 1. In the following, we show that (103) holds for any P when M = k. When J P,k = 1, C k (P) equals the uniform distribution U k on N k and satisfies
Let J P,k ≥ 2 in the following. There exists Q which satisfies
as shown below. Then, P ↓ | {2,...,M} ≺ Q | {2,...,M} holds since P ≺ Q . By the assumption of the inductive method,
All we have to do is to show the existence of Q which satisfies (106). When P (1) = P ↓ (1), we can take as Q = P . When P (1) > P ↓ (1), let l 0 := max{l ∈ {1, . . . , M}|P (1) = P (l)} and ω := l 0 l=1 (P (l) − P ↓ (1)). Moreover, we define the set K by {l ∈ {1, . . . , M}|P (l) < P ↓ (l)} = {l 1 , . . . , l m } where l i ≤ l i+1 and determine r 0 ∈ K by the condition
By using those notations, we set a probability distribution Q by
Then, Q (1) = P ↓ (1) by the definition and we can verify
by (107). Thus, when 1 ≤ k ≤ l r 0 , we obtain
Moreover, when l r 0 ≤ k, we obtain
where we used
for l > l r 0 and P ≺ P . From the above discussion, we obtain P ≺ Q .
Next, we show
where r is defined by l r−1 ≤ k ≤ l r −1. Since l 0 < k ≤ l r 0 −1, r ≤ r 0 holds. Thus, the right hand side of (109) is non-negative by (107) and (108) holds for l 0 < k ≤ l r 0 −1. Moreover, (108)
From the above discussion, we obtain Q ≺ P .
K. Proof of Proposition 11
Let m ≥ n. Then, the size of storage is greater than or equal to the size of support of the source distribution U n N , and thus the performances of deterministic (or majorization) conversions via storage and that without storage coincide with each other. Thus, we have
Next, let m ≤ n. Then, U m N on the storage with size N m can be converted from U n N by deterministic and majorization conversion. Thus, we have
Moreover, since any probability distribution on a set with size N m can be converted from U n N by majorization conversion. Therefore we have
(114)
L. Proof of Proposition 12
When m ≥ L i n (P, U N |ν), the equation
holds by the definition.
Moreover, since any probability distribution on a set with size N m can be converted from U n N by majorization conversion, we obtain
where the first inequality follows from (22) .
M. Proof of Lemma 14
Since {(S n , T n )} is simulated by {(S n , T n )}, there exists a sequence of 0 < a n ≤ 1 such that S n = S a n n and T n = T a n n . From the ν-achievability of {(S n , T n )}, we have the following inequality:
where n m := a m m and i = D or M.
N. Proof of Theorem 16
We prepare the following lemma. Lemma 41: Let {M n } n∈N be a sequence of natural numbers. Let {P n } n∈N and {P n } n∈N be sequences of probability distributions on {X n } n∈N and {X n } n∈N , respectively. Suppose that there exists a sequence of deterministic conversion W n :
Then, for an arbitrary sequence {Q n } n∈N of probability distributions on {Y n } n∈N and arbitrary deterministic conversions W n : X n → Y n , the following holds:
(119) Proof:
, we have the following inequalities:
where (120) and (121) follow from the triangle inequality and the monotonicity of the Hellinger distance, respectively, and (122) follows from (118) From the definition of the Hellinger distance, we obtain (119). From Lemma 41, we have the following lemma. Lemma 42: Let {M n } n∈N be a sequence of natural numbers and {P n } n∈N be a sequence of probability distributions on {0, 1} M n . Suppose that a sequence {P n } n∈N of probability distributions on {X n } n∈N satisfies lim inf
Then, the following holds for an arbitrary sequence {Q n } n∈N of probability distributions on {Y n } n∈N :
First, we prove the direct part of Theorem 16. Let s 1 ≥ H (P). From the results about the asymptotic maximal fidelity in [12] , when is in (0, 1/2),
Thus, using Lemma 42,
holds. Thus, a first-order achievable rate t 1 satisfies t 1 ≥
From the results about the asymptotic maximal fidelity in [12] ,
holds. Thus, a first-order achievable rate t 1 satisfies t 1 ≥ s 1 H (Q) . Then, we prove the converse part. Let s 1 ≥ H (P). From the results about the asymptotic maximal fidelity in [12] , when is in (0, 1/2),
holds. Thus, a first-order achievable rate t 1 satisfies t 1 ≤
holds, where we used the fact that an arbitrary distribution on the storage {0, 1} s 1 n can be converted from U s 1 n 2 . Thus, a first-order achievable rate t 1 satisfies t 1 ≤
O. Proof of Lemma 23
We set as S n = s 1 
n. First, we show the "only if" part. Since (s 2 , t 2 ) simulates (s 2 , t 2 ), there exists 0 < a n ≤ 1 such that
Then we obtain lim n→∞ a n = 1 by taking the limit n → ∞ since the right hand sides of (130) and (131) are finite. In addition, we also obtain s 2 ≥ s 2 since lim n→∞ a n = 1 and the left-hand side of (130) is non-negative because of a n ≤ 1. Since (130) is equivalent with
we obtain the equation (35) by (131) and (132). Next, we show the "if" part. We can give the concrete value of a n from the quadratic equation with respect to √ a n :
From the assumption (35), the same √ a n satisfies
Thus, we obtain (130) and (131) and the proof is completed.
P. Proof of Theorem 25
To prove Theorem 25, we prepare the following lemma which was given in the subsection 4.2 of [12] .
Lemma 43: When P and Q are non-uniform distributions, the following equations hold for i = D and M:
The function F P,Q,s 1 ,s 2 in (36) is obviously continuous and strictly monotonically decreasing on F , 1) ). In the following, we show that (33) holds.
We first prove the direct part. Since
from the results about the asymptotic maximal fidelity in [12] . Thus, using Lemma 42,
where the equality follows from Lemma 43. Next, we prove the converse part. Since an arbitrary probability distribution on {0, 1} s 1 n can be converted from the uniform distribution with size of s 1 n bits by majorization conversion. Thus, we have
where the equality follows from Lemma 43. From (21) , (136) and (137), we obtain (33).
Q. Proof of Direct Part of Theorem 26 (Proof of Lemma 27)
We first give a sketch of a proof of Lemma 27 in the following. Then, we give a detailed proof of Lemma 27.
[Sketch of Proof of Lemma 27] We first show (47) of Lemma 27. We will construct probability distributions P n such that
Then, we will show that there exist maps f n such that
Then, (47) of Lemma 27 is derived from (138) and (139). Next, we show (48) of Lemma 27. We will show the existence of probability distributions Q n such that
From (140) and (141), we have the following inequality with respect to the Hellinger distance
Thus, we obtain lim sup
From Lemma 41, we obtain
Then, (48) of Lemma 27 is derived from (144) and (145).
[Detailed Proof of Lemma 27] From the sketch of proof of Lemma 27, it is enough to show (138)-(141). In this proof, considering appropriate one-to-one maps, we iden-
Then, we define a sequence of probability distributions P n satisfying that
for any j ∈ S P n (s 2 ). Here, there is no constraint for P n ( j ) with j ∈ N\S P n (s 2 ) as long as P n is a probability distribution. Then, we obtain the following inequality:
where the first inequality and the last equality were derived in [12] . Thus we obtain (138).
2) Proof of (139): Next, we show (139). To do so, we prepare the following lemma.
Lemma 44 [12] : Let S 1 and S 2 be subsets of the set N of natural numbers. Suppose that B = {B(i )} i∈S 1 and C = {C( j )} j ∈S 2 are non-negative real numbers in decreasing order and
Then, there exists a map f : S 1 → S 2 such that
for any i ∈ S 1 where W f (C)(i ) :
We note that
Thus, from Lemma 44, there exists a map f n such that f n is the identity map on S P n (s 2 ) and satisfies
for any j ∈ S P n (s 2 ). Since
we have
Using the Schwarz inequality, the second term of (154) can be evaluated as follows:
Thus, we obtain (139) from (154) and (155).
3) Proof of (140): Next, we show (140). By the definition, it holds that
where φ P,Q,t 2 := φ t 2 D P,Q ,C P,Q . Thus, to obtain (140), it is enough to show the following inequality for an arbitrary A ∈ A s 2
First, we prepare some notations. We arbitrarily fix A ∈ A s 2
and define a function y P,A : R → R as
Let 0 < γ < s 2 satisfy
In addition, let λ > 0 satisfy
Then, for arbitrary I ∈ N, we set sequences of real numbers as
where 0 ≤ i ≤ I . Here we introduce a probability distribution Q n,I . For any j ∈ S P n (x I 0 ,
, we note that there uniquely exists i such that j ∈ S P n (x I i−1 , x I i ). Then we define Q n,I as
Here, there is no constraint for Q n,I ( j ) with j ∈ N \ S P n (x I 0 , x I I −2 ) as long as Q n,I is a probability distribution. Using the definition (162) of Q n,I ( j ), we have
where (165) follows from Lemma 45. Here, when we set as
, the right hand side of (165) is evaluated as follows:
From (165) and (167), we have
Thus, when I ∈ N is large enough, we have
Moreover,
where (170) follows from (159) and (160). Thus, we obtain (157) from (169) and (170).
4) Proof of (141):
Next, we show (141). Let I ∈ N, λ > 0 and γ > 0. We set I r ∈ N for r ∈ R as
For I s 2 +γ + 1 ≤ i ≤ I , we set sequences of real numbers as
We note that the following holds by the definition of Q n,I :
for 1 ≤ i ≤ I − 2. Then, it holds that
for 1 ≤ i ≤ I s 2 − 2 and
for I s 2 +γ + 1 ≤ i ≤ I − 2. Thus, from Lemma 44, we can choose a map f n,I : N → N such that
for any 1 ≤ i ≤ I s 2 − 2 and j ∈ S P n (x I i−1 , x I i ), and f n,I ({ỹ
. . ,ỹ I I }, there is no constraint for f n,I ( j ). Then, we have
In the following, we show
and
Then, we obtain (141) from (180), (181) 
where we used x I i ≤ y I i since A ≥ . Combining (177) with (185), we have
186) follows from (177) and the last inequality follows from √ x − y ≥ √ x − √ y for any x ≥ y ≥ 0. Then, the first term of (186) satisfies the following:
Then,
Here, for small γ > 0, we have
In addition, for large I ∈ N and large λ > 0, it holds that ⎛ ⎝ −λ + 2
Then, we have
The second term of (186) can be evaluated as follows using the Schwarz inequality:
The thrid term of (186) can be evaluated as follows:
Thus, we obtain (181) from (191), (194) and (199).
Next, we show (182). Here, note that
Combining (179) with (200), we have
where Then, the first term of (201) satisfies the following:
Then, for small γ > 0,
The second term of (201) can be evaluated as follows using the Schwarz inequality:
where we used the fact that lim n→∞ P n↓ (S P n (s 2 + γ , y I I s 2 +γ +1 )) > 0 from s 2 + γ < y I I s 2 +γ +1 and Lemma 45. The thrid term of (201) can be evaluated as follows:
Thus, we obtain (182) from (207), (209) and (212).
R. Proof of Converse Part of Lemma 26
To prove the converse part, we prepare some lemmas. We abbreviate the normal distribution with specific parameters as
We set the subsets of N which depends on x and x ∈ R as
The following lemma is obtained in [12] .
Lemma 45: When both P and Q are non-uniform distributions,
In addition, we prepare the following lemma.
Lemma 46: Suppose that real numbers v ≤ v satisfy the following condition ( ).
( ) There exist u and u which satisfy the following three conditions:
is monotonically decreasing on (u, u ).
Then the following inequality holds
(214) Proof: Let P n be a probability distribution on S P n (x) defined in (213) such that P n P n . When we set a sequence
I i , we have the following by the monotonicity of the fidelity [16] : 
holds for k = 0, 1, . . . , I since P n ≺ P n , and
i=0 c i holds.
From the above discussion, we can use Lemma 38. Therefore, the following hold:
where we used x I 0 = v and
We treat the case when v < 1. Here, we use Lemma 46. For any v ∈ R, the existence of u such that u ≤ v and
can be easily verified by the mean value theorem. Moreover, when we take as
, then β ≤ s 2 and
hold by Lemma 2. From Lemma 121,
, thus (III) holds. Taking the limit v → −∞ in (214), we have the following inequality
and thus, the proof is completed. Then, we treat the case when v = 1 First, we treat the case when t 2 ≤ 0. Since it holds that
for an arbitrary N ∈ N, we have
where we used Lemma 45 in the last equality. Next, we treat the case when t 2 > 0. Here, we use Lemma 46. For any v ∈ R, the existence of u such that u ≤ v and
can be easily verified by the mean value theorem. Moreover, when we take as u = v = β, then β ≤ s 2 and
hold by Lemma 3. From Lemma 121,
is monotonically decreasing on R, and thus (III) holds for any u and u . Taking the limit v → −∞ in (214), we have the following inequality
Since
the proof is completed. Then, we treat the case when v > 1. At first, we treat the case when
, where α := α t 2 D P,Q ,C P,Q . For an arbitrary sequence {P n } ∞ n=1 of probability distributions which satisfies P n P n
, the monotonicity of the fidelity follows
we obtain lim sup
Next, we treat the case when
. Here, we use Lemma 46. By Lemma 4, α satisfies (α)
and β satisfies 1 − (β)
When we take as u = u = α and v = v = β in Lemma 46, those satisfy (I) and (II). Moreover, from Lemma 121,
holds. Thus, we have the following inequality
, and thus, the proof is completed.
S. Proof of Theorem 28
The function F U l ,Q,s 2 in (49) is obviously continuous and strictly monotonically decreasing on F 1) ). We first prove the direct part of (33). Let s 2 ≥ 0. Since the size of storage is greater than the size of support of U n l , U n l can be converted to U n l itself in storage. Thus, we have
where the equality follows from Lemma 43. Next, let s 2 < 0. We have
Then, we prove the converse part of (33). Let s 2 ≥ 0. Then, the following inequality obviously holds:
Next, let s 2 < 0. Since an arbitrary probability distribution on S P n (s 2 ) defined in (213) can be converted from the uniform distribution with size of (log l)n + s 2 √ n bits by majorization conversion. Thus, we have
From (21), (230), (232), (233) and (234), we obtain (33).
T. Proof of Theorem 29
The function F P,U l ,s 2 in (51) is obviously continuous and strictly monotonically decreasing on F −1 P,U l ,s 2 ((0, 1) ). We first prove the direct part of (33). Let (log l)t 2 ≤ s 2 . Since the size of storage is greater than the size of support of U H (P) log l n+t 2 √ n l , we have
When (log l)t 2 > s 2 , the direct part is obvious. Next, we prove the converse part of (33). Let (log l)t 2 ≤ s 2 . Then, the following inequality holds:
Let (log l)t 2 > s 2 . Since an arbitrary probability distribution on S P n (s 2 ) can be converted from the uniform distribution with size of H (P)n + s 2 √ n bits by majorization conversion. Thus, we have
From (21), (235), (236) and (237), we obtain (33).
U. Proof of Lemma 31
Let ψ M be a pure state on C M ⊗ C M with the suquared Schmidt coefficient C M (P ψ ) defined in (18) . Then, according to Lemma 10, an arbitrary pure state on C M ⊗ C M which can be converted from ψ by LOCC can also be converted from ψ via ψ M by LOCC. Thus, if we convert ψ to ψ M in the first step, the minimal error is attainable in the second step. Here, ψ M was given when the optimal entanglement concentration was performed for ψ and does not depend on φ. Therefore, it is optimal to perform the entanglement concentration as LOCC in the first step and especially the optimal operation does not depend on φ. 
Proof: Because of Nielsen's theorem [15] , there exists a LOCC map which satisfies (I). Next, we prove that such satisfies (II). Let a LOCC map : S(H AB ) → S(C M ⊗ C M ) output a state η j with probability q j . Then, because of Jonathan-Plenio's theorem [10] ,
holds for any l = 1, . . . , M. Since C M (P ψ )(i ) = P ↓ ψ (i ) for l = 1, . . . , J P ψ ,M − 1 where J P ψ ,M was defined in (19), we have
for any l = 1, . . . , J P ψ ,M − 1. Moreover, (239) holds for any l = J P ψ ,M , . . . , M. If it does not holds, it is a contradiction as follows. Then, there are the minimum numbers k 0 , l 0 ∈ {J P ψ ,M , . . . , M} such that
and k 0 ≥ l 0 . Moreover, the inequality (241) holds for any l ≥ l 0 because j q j P ↓ η j (l) is monotonically decreasing with respect to l. Thus, we have the following contradiction.
As proved above, (239) holds for any l = 1, . . . , M, and thus, we obtain (II) because of Jonathan-Plenio's theorem [10] . From Lemma 47 with M = 2 N , we have
Thus, the proof is completed.
VIII. CONCLUSION
We have considered random number conversion (RNC) via random number storage with restricted size. In particular, we derived the rate regions between the storage size and the conversion rate of RNC from the viewpoint of the firstand second-order asymptotics. In the first-order rate region, it was shown that there exists the trade-off when the rate of storage size is smaller than or equal to the entropy of the initial distribution as in Fig. 5 and semi-admissible rate pairs characterize the trade-off. When the conversion rate of RNC achieves a semi-admissible first-order rate pair, the nontrivial second-order rate regions were obtained as in Figs. 6, 9, 8, 10 and 11. Especially, to derive the second-order rate region at the admissible first-order rate pair, we introduced the generalized Rayleigh-normal distribution and investigate its basic properties. From the second-order asymptotics, we also obtained asymptotic expansion of maximum conversion number with high approximation accuracy. Then, we applied the results for RNC via restricted storage to LOCC conversion via entanglement storage in quantum information theory. In the problem, we did not assume that an initial state and a target state are the same states, However, the LOCC conversion via storage can be regarded as compression process if the target state equals the initial state, and thus, our problem setting is a kind of generalization of LOCC compression for pure states.
We gave some remarks on the admissibility of rate pairs. In the argument to characterization of the rate regions, we defined the simple relations called "dominate" and "simulate" between two rate pairs, and introduced the admissibility of rate pairs based on the relations in order to clarify essentially important rate pairs in the rate region. We note that, besides RNC via restricted storage, the notion of "simulate" was implicitly appeared in asymmetric information theoretic operations. For instance, Fig. 1 in [4] represents the typical first-order rate region in the wiretap channel. Then the left side boundary of the region is characterized as an interval between the origin and the other edge point, and hence, the left side boundary is simulated by the edge point of the interval. Besides of such an applicability of "simulate", the notion of "simulate" has not been focused on, and thus, the admissibility in the sense of this paper has not been recognized. In particular, to our knowledge, it has not been appeared in the context of the second-order rate region in existing studies. Since the notion of "simulate" plays an important role in the characterization of the rate region, it will be widely used also in the rate region in the sense of the first-and second-order asymptotics.
We refer some future studies. First, probability distributions or quantum states were assumed to be i.i.d. in this paper. To treat information sources with classical or quantum correlation, the extension from an i.i.d. sequence to general one is thought as a problem to be solved [14] . Second, we analyzed only the asymptotic performance of random number conversion and LOCC conversion. On the other hand, what we can operate has only finite size. Therefore, it is expected that conversion via restricted storage are analyzed in finite setting. Third, since only pure states were treated in quantum information setting although mixed entangled states can be appear in practice, the extension from pure states to mixed states is thought to be important. Finally, we have shown that the problem of RNC via restricted storage has a non-trivial trade-off relation described by the second-order rate region although tradeoff relation in the first-order rate region is quite simple. As is suggested by the results, even when two kinds of firstorder rates in an information theoretical problem simply and straightforward relate with each other, there is a possibility that the rate region has a non-trivial trade-off relation in the second order asymptotics. We can conclude that consideration of the second order asymptotics might bring a new trade-off relation in various information theoretical problems.
