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Wednesday, October 2 8:00-9:00am
Registration and continental breakfast 9:00-9:15am Welcome and introductory remarks, BioImage Informatics Local Planning Committee
• Michael Hawrylycz, Ph.D., Allen Institute for Brain Science (co-chair) • Winfried Wiegraebe, Ph.D., Allen Institute for Cell Science (co-chair) • Forrest Collman, Ph.D., Allen Institute for Brain Science • Greg Johnson, Ph.D., Allen Institute for Cell Science • Lydia Ng, Ph.D., Allen Institute for Brain Science • Kaitlyn Casimo, Ph.D., Allen Institute 9:15-10:15am
Opening keynote Gaudenz Danuser, UT Southwestern Medical Center "Inference of causality in molecular pathways from live cell images"
Defining cause-effect relations among molecular components is the holy grail of every cell biological study. It turns out that for many of the molecular pathways this task is far from trivial. Many of the pathways are characterized by functional overlap and nonlinear interactions between components. In this configuration, perturbation of one component may result in a measureable shift of the pathway output -commonly referred to as a phenotype -but it is strictly impossible to interpret the phenotype in terms of the roles the targeted component plays in the unperturbed system. This caveat of perturbation approaches applies equally to genetic perturbations, which lead to long-term adaptation, and more acute pharmacological and optogenetic approaches, which often induce short-term adaptation. For nearly two decades my lab has been devoted to circumventing this problem by exploiting basal fluctuations of unperturbed systems to establish cause-and-effect cascades between pathway components. Inspired by the field of econometrics, where predictive models of information flows are built entirely from passive observation of fluctuations in individual financial markets, we have developed a novel mathematical framework to determine nonlinear and transient interactions between molecular components. We are particularly interested in pathways that regulate cell morphogenesis. These pathways are intrinsically organized in information flows between components that are distributed not only in time but also in space. Therefore, we had to develop in parallel to fluctuation analysis a quantitative imaging workflow that would allow us to extract meaningful fluctuation series from live cell movies at the appropriate time and length scales. We have finally arrived at the point we believe the technology begins to work. This lecture will highlight some of the cornerstones in bioimage informatics and spatiotemporal fluctuation analysis methods we have put in place to map out the functional hierarchy and redundancy among pathways components that regulate cell protrusion.
10:15-10:30am Software Demo David Van Valen, California Institute of Technology "Deep learning for single cell biology"
The study of living systems is challenging because of their high dimensionality, spatial and temporal heterogeneity, and high degree of variability in the fundamental unit of life the living cell. Recently, advances in genomics, imaging, and machine learning are enabling researchers to tackle all of these challenges. In this talk, I describe my research group's efforts to use machine learning to connect imaging and genomics measurements to enable high-dimensional measurements of living systems. We show how deep learningbased image segmentation enables the quantification of dozens of protein markers in spatial proteomics measurements of breast cancer and describe a new method for deep learning-based cell tracking which will enable information-theoretic measurements of cell signaling. Lastly, we relay our efforts in deploying deep learning models in the cloud for large-scale deep learning-enabled image analysis. By using single-cell imaging as the read out for a genetic screen, we show how we can identify deep connections between host cell energetics and viral decision making in a model system of latent viral infections.
10:30-10:50am Morning break 10:50am-12:20pm Talks selected from submitted abstracts:
general nonlocal U-Net framework for biological image-to-image tasks, which is able to aggregate long-range contextual information efficiently and alleviate the information loss problem. We demonstrate the efficiency and effectiveness of our proposed nonlocal U-Net on a variety of biological image-to-image transformation tasks, including denoising, reconstruction, projection, segmentation, and super-resolution, for both 2D and 3D images. The experimental results show that our model brings a significant performance boost consistently on these tasks.
Software Demo
Thomas Skillman, Immersive Science "ConfocalVR: Live demo of a virtual-reality-based immersive visualization tool for confocal microscope image-stacks"
In collaboration with Benaroya Research Institute, a software application (ConfocalVR) has been developed for virtual reality (VR)-based immersive visualization for confocal microscope image-stacks. This tool was documented in the Journal of Molecular Biology (https://www.ncbi.nlm.nih.gov/pubmed/29949752) and in Nature Toolbox (https://www.nature.com/articles/d41586-018-04997-2). BRI's experience is that it has accelerated the interpretation of complex geometry of 3D cell imagery and has become the first step in their image interpretation pipeline, providing both overview and focus, leading to follow-up analytics using traditional tools. We will provide a live VR demo of the tool for meeting attendees using sample images from BRI Lacy-Hulbert Lab, and from the Allen Cell Explorer (https://www.allencell.org/). If attendees bring image datasets it is possible to view their own data at the meeting. This tool can be downloaded, at no cost to nonprofits, from immsci.com (https://www.immsci.com/confocalvr-license/).
12:20-1:30pm
Lunch (provided) 1:30-2:30pm Afternoon keynote Emma Lundberg, KTH Royal Institute of Technology "Spatiotemporal dissection of the human proteome"
Resolving the spatial distribution of the human proteome at a subcellular level increases our understanding of human biology and disease. In the Human Protein Atlas project, we are systematically mapping the human proteome in a multitude of human cells and organs using microscopy. I will present how this set of millions of images constitute a resource for biology and various approaches for the computational interpretation of subcellular patterns in such images. In addition, I will present results from crowd-sourced efforts such as a Kaggle challenge and the citizen science effort "Project Discovery" integrated into a massively-multiplayer online game that has engaged more than 300,000 players world-wide. In summary, I will demonstrate the importance of spatial proteomics data for improved single cell biology and present how the freely available Human Protein Atlas database can be used as resource in life science.
2:30-3:10pm
Talks selected from submitted abstracts:
Alexey Terskikh, SBP Medical Discovery Institute, "Single cell imaging of epigenetic landscapes"
We developed novel phenotypic screening platform, which interrogates the epigenetic landscape at single cell level using imaged-based machine learning. Microscopic Imaging of Epigenetic Landscape (MIEL), takes advantage of epigenetic marks such as histone methylation and acetylation, which are always present in eukaryotic nuclei and can be revealed by immunostaining or using Live Epigenetic Activity Probes (LEAPs). MIEL analyzes the patterns of epigenetic marks at the single-cell level using conventional image analysis methods for nuclei segmentation, feature extraction, and diverse machine learning algorithms. To focus the learning algorithm on the intrinsic pattern of epigenetic marks, we discarded the intensity and nuclear morphology features and used only texture-associated features. We have demonstrated MIEL's utility for several applications including efficient detection and classification of epigenetically active molecules and identification of environmental chemical that are not cytotoxic yet induce epigenetic changes. We have documented MIEL's ability to accurately discriminate and classify multiple cell types and to distinguish young vs old cells from the same tissues potentially providing new tool for evaluating biological vs chronological aging. We have used MIEL to compute epigenetic signature of differentiated brain tumor cells, which is distinct from the tumor stem cell signature and enables identification of small molecule inducers of tumor stem cell differentiation. More recently, we developed tools and reagents for dynamic analysis of epigenetic modifications in live cells (LEAPs). Combined with MIEL-based analysis of epigenetic signatures, such probes enable efficient tracking of cell fate in the dish in real time and thus well positioned to investigate the epigenetic changes and outcomes during consecutive cell divisions. In particular, MIEL-based analysis using LEAP reporters will enable us to address fundamental biological questions such as acquisition of asymmetry during mitotic division and the trajectories of cell fate change during the interphase.
Software Demo
Deep Ganguli, Chan Zuckerberg Initiative "A comparative and unifying approach to image-based transcriptomics data analysis"
Multiplexed image-based transcriptomics is an emerging fluorescence microscopy technology for measuring spatially resolved gene expression in cells and intact tissues. These in situ single-cell transcriptomic profiles can be correlated with other measures of cellular structure and function to obtain a better understanding of cellular biology in health and disease. A wide variety of new methods --and corresponding bespoke image processing pipelines and file formats --exist for generating and processing these data. As a result, it is difficult to compare and contrast spatially resolved gene expression across assays, pipelines, and datasets. Here, we offer such a comparison using a recently-developed, open-source image processing library for imagebased transcriptomics called Starfish (https://github.com/spacetx/starfish). We leverage Starfish to analyze published data from MERFISH, SEQ-FISH, STARMAP, In-Situ Sequencing, and other assays. Specifically, we run each assay's pipeline (as implemented in Starfish) on data from all other assays. We make these data and analyses publicly available and reproducible through Jupyter notebooks that use the Starfish package.
Our results demonstrate that the current diversity of assay-specific pipelines can largely be unified into a single, configurable pipeline. We also define and report assay-independent signal-to-noise ratio and quality control metrics, then demonstrate how to use these metrics to learn relevant image processing parameters from the data. Furthermore, we elucidate how aspects of image-based transcriptomics data analysis may leverage many of the algorithms currently used for single-cell sequencing data analysis, despite the marked difference in data modalities. Through this work, we aim to introduce a unified pipeline for processing imagebased transcriptomics data, to identify simple metrics to evaluate the results, to make our analyses open and reproducible, and to foster collaboration across fields.
3:10-3:30pm Afternoon break 3:30-5:00pm Talks selected from submitted abstracts:
Olga Gliko, Allen Institute for Brain Science "End-to-end automated classification of neuroanatomy"
Classification of neuron types based on their molecular, electrophysiological and morphological properties, and finding correspondence across types based on the different modalities are central to understanding the brain. Despite being the original approach, in modern times, morphological classification has been limited by lower throughput compared to other modalities. While recent innovations such as tissue clearing and 2-photon imaging enable dramatic improvements in image quality, the complicated protocols decrease throughput significantly for multi-modal observations, and brightfield microscopy of biocytin-filled neurons remains a popular choice in such experiments. Here, motivated by the fact that expert anatomists are able to classify neurons using anatomical context and downsampled representations of the arbors, we present an automated pipeline for classifying neurons from in-slice brightfield images: (i) We train a convolutional neural network (U-Net) to produce accurate segmentations by using multiple data augmentation strategies and a large training set of manually segmented neurons. (ii) We obtain 2d arbor density representations by carefully registering the segmentations to a common local coordinate axis defined by the pia/white matter boundaries.
(iii) Finally, we train a supervised classifier of anatomical cell types on the 2d representations, where we propose novel, cell type-specific augmentation strategies. Our approach avoids the need for manual neuron reconstructions and the calculation of explicit anatomical features, and significantly increases the throughput of morphological analysis for cell type classification.
Rodrigo Munoz Castaneda, Cold Spring Harbor Laboratory "Creation and anatomically-based registration of brain histological atlases at cellular resolution"
Complex behavior requires the coordinated function of a complex network of different types of neurons and glia. To understand how behavior emerges from these many interacting cell types, it is essential to understand brain neuroanatomical organization at cellular resolution. New imaging techniques, such as serial two-photon tomography (STPT) and light-sheet fluorescence microscopy (LSFM), allow us to generate wholebrain datasets at a cellular resolution. To acquire and make sense of this enormous amount of information it is essential to automate acquisition and analysis of such data. In order to better understand the organization of the brain, we are developing an automated pipeline for the acquisition and analysis of cellular resolution histological brain data. The first step is the creation of a 3D histological reference brain co-registered onto the common coordinate framework (CCF). Since Nissl and related stains are the standard methods to define anatomical brain structures, we used NeuroTrace fluorescent Nissl-staining on intact mouse brains to perform 3D imaging with STPT and LSFM. We use genetic labels such as Cre-based reporter mouse lines (eg ChAT-IRES-Cre) to provide additional information for neuroanatomical structures delineation. Besides, taking advantage of previous works on mouse brain anatomical delineation by classic neuroanatomists, we co-registered Allen Reference Atlas (ARA) and Paxinos & Franklin mouse atlas onto the CCF space. Altogether, classic anatomical delineations and the newly generated 3D histological brains at cellular resolution let us to have a more comprehensive understanding of bran organization putting together at the same time classical neuroanatomical works with new imaging and computational methods. The resulting work allow us to understand in a quantitatively manner whole brain organization. Finally, the resulting methods allow us to analyze whole brain anatomy and cell distribution in other rodents and suggest a general framework for the creation and analysis of neuroanatomical maps in other useful species.
Johannes Schöneberg, University of California, Berkeley "4D cell biology: big data image analytics and lattice light-sheet imaging reveal dynamics of clathrin-mediated endocytosis in stem cell derived intestinal organoids"
New methods in stem cell 3D organoid tissue culture, advanced imaging, and big data image analytics now allow tissue-scale 4D cell biology, but currently available analytical pipelines are inadequate for handling and analyzing the resulting gigabytes and terabytes of high-content imaging data. We expressed fluorescent protein fusions of clathrin and dynamin2 at endogenous levels in genome-edited human embryonic stem cells, which were differentiated into hESC-derived intestinal epithelial organoids. Lattice light-sheet imaging with adaptive optics (AO-LLSM) allowed us to image large volumes of these organoids (70 × 60 × 40 µm xyz) at 5.7 s/frame. We developed an open-source data analysis package termed pyLattice to process the resulting large (~60 Gb) movie data sets and to track clathrin-mediated endocytosis (CME) events. CME tracks could be recorded from ~35 cells at a time, resulting in ~4000.
Nicolas Sofroniew, Chan Zuckerberg Initiative "Napari: multi-dimensional image visualization in Python"
Recent advances in imaging hardware and probes have made it routine for biologists to generate large volumes of 3D, 4D, and 5D data, which is challenging to visualize, let alone analyze. Simultaneously, the Scientific Python ecosystem has grown dramatically in the past few years, particularly in machine learning, with the potential to accelerate and automate workflows for the hundreds of thousands of biologists working with microscopy images data every day. However, there are few options for visualizing and working with large multi-dimensional image datasets from within Python, making these machine learning tools out of reach for most biologists whose analysis is often coupled to interactive visualization and annotation. To address these needs we are developing napari: a fast, interactive, multi-dimensional image viewer for Python. We're developing napari in the open on GitHub with an open source license to facilitate transparency, reuse, and extensibility (https://github.com/napari/napari). Napari is designed for browsing, annotating, and analyzing large multi-dimensional images. It is built on Qt (for the GUI), vispy (for performant GPU-based rendering), and the scientific Python stack (numpy, scipy, and scikit-image). It includes critical viewer features out-of-the-box, such as support for large multi-dimensional data, and layering and annotation. By integrating closely with the Python ecosystem, napari can be easily coupled to leading machine learning tools (e.g. TensorFlow, PyTorch), enabling more user-friendly automated analysis. We are planning a version-controlled plugin ecosystem for napari to help users share trained models and custom analysis routines, thereby providing biologists easy access to advanced machine learning through a performant image viewer. The Allen Institute for Cell Science is generating a state space of stem cell signatures. The goal is to identify cell states, understand cell organization and elucidate how cells transition from state to state. We are doing this by conjoining single cell RNAseq, high replicate 3D live cell imaging of cell lines gene-edited with GFP tagged proteins, computational analyses, and visualization. These studies not only address basic science questions but also have implications for disease studies and regenerative medicine.
10:05-10:45am
Andrew Kennard, University of Washington "Quantitative analysis of cell migration in vivo reveals environmental control of the wound response in zebrafish"
Decades of work studying cell migration in culture have led to quantitative models of how individual cells move in well-defined laboratory conditions. But less is understood about how cells migrate within the complex environment of a living animal, in part due to myriad technical challenges involved in making quantitative measurements of cell shape and movement in vivo. We have investigated the movement of skin cells in the embryonic zebrafish tailfin in response to injury as a model for in vivo cell migration. This wound response is extremely rapid, with cells up to several hundred microns away from the wound migrating toward damage within 15 minutes. It is also sensitive to environmental conditions: incubating fish in isotonic media strongly inhibits cell migration, suggesting a model in which changes in environmental osmolarity are the predominant cue for wound-induced migration in the fish skin. We sought to better understand the effect of environmental osmolarity on cell size and migration in this system, by measuring the speed and spatiotemporal extent of cell migration in response to different osmotic conditions. Challenges that impede this measurement included disentangling cell and embryo movement, establishing a consistent coordinate system across animals where the wound shape and tailfin shape differ, and measuring changes in cell volume for extremely flat cells (~2µm tall on average). To overcome these issues we have employed a variety of advanced image processing techniques, including feature-based image registration and movement detection by optical flow, and cell surface mapping to measure volume. This careful quantitative analysis has revealed that cells polarize and move in certain isosmotic media but not others--which had been previously undetected--suggesting that additional environmental cues influence cell migration in this system beyond osmolarity, and emphasizing the importance of quantitative image analysis for developing a full understanding of cellular behavior in vivo.
Software Demo
Jianxu Chen, Allen Institute for Cell Science "The Allen Cell Structure Segmenter: a new open source toolkit for segmenting 3D intracellular structures in fluorescence microscopy images"
The Allen Institute for Cell Science is developing a state space of stem cell structural signatures to understand the principles by which cells reorganize during the cell cycle and differentiation. We have developed a pipeline that generates high-replicate, dynamic image data on cell organization and activities using endogenous fluorescently tagged human induced pluripotent stem cell (hiPSC) lines (www.allencell.org). Each line expresses a monoallelic EGFP-tagged protein that represents a particular cellular structure. For each structure, we take advantage of thousands of replicate high-resolution 3D images to develop quantitative image-based assays, analyses, and computational models. An important step in extracting information from the image data is to accurately segment each cellular structure in 3D. However, there remains a significant gap between state-of-the-art 3D computer vision algorithms and the openly accessible tools that biologists without computer vision expertise can easily use for accurate segmentation of their 3D microscope image data. We have developed a Python-based open source toolkit for 3D segmentation that combines classic segmentation algorithms with an iterative deep learning workflow. We formulated a general workflow based on a minimal number of selectable algorithms and a minimal number of tunable parameters. We successfully applied this workflow to over 30 different intracellular structures, which can be used as a "lookup table" starting point for new applications. We implemented an iterative deep learning workflow that uses the results of the classic segmentation together with minor manual inspection to generate a ground truth for training deep learning models. This approach improves the accuracy and robustness of those segmentation challenges that are not satisfactorily solved with standard algorithms. This open source segmentation toolkit aims to facilitate quantitative cell biology, conveniently leveraging state-of-the-art algorithms in computer vision for specific image segmentation needs and challenges.
10:45-11:05am Morning break 11:05am-12:35pm Talks selected from submitted abstracts:
Luke Funk, Broad Institute of Harvard and MIT "Image analysis and informatics approaches for pooled genetic perturbation screens of morphological phenotypes"
Pooled screens of genetic perturbations have recently emerged as a valuable tool to connect genes with their function. A key element to such pooled genetic screens is linking each perturbation genotype to its corresponding phenotype. Previously this has been done in mammalian cells by either enriching for a cellular sub-population of interest, or using single cell genomic technologies where the perturbation is molecularly encoded within the phenotypic read-out. However, these approaches together are not able to analyze many phenotypes that are functionally relevant for cellular biology, including dynamic signaling processes and cellular morphology. We recently developed a method that significantly expands the scope of pooled genetic screening by combining optical phenotype assays with in situ sequencing to identify the genetic perturbations present in each cell. After imaging cellular phenotypes, a molecular barcode corresponding to the genetic perturbation carried by each cell is enzymatically amplified in situ and then read out using sequencing-bysynthesis. Here we will describe our approach to analyzing this in situ sequencing data, bringing it from raw images to a mapping of each cell to its perturbation genotype and corresponding phenotype using our open-source Python analysis package (github.com/blaineylab/OpticalPooledScreens). Crucially, our phenotyping and in situ genotyping protocols are high-throughput, routinely producing datasets with millions of phenotyped and genotyped cells. In addition, progress toward applying this approach to screening for high-dimensional cellular morphology phenotypes will be discussed. Pooled CRISPR knock-out screens for genes involved in maintaining nuclear morphology and mitotic fidelity will be of particular focus.
Olivia Creasey, University of California, San Francisco "Quantification of pancreatic islet tissue structure through local cell-cell and cell-matrix interactions"
Tissue function is intimately linked with tissue structure, but changes in tissue structure are also intimately linked to tissue dysfunction during disease progression. In insulin-producing pancreatic islets of Langerhans, the relationships between tissue structure, tissue function, and diseases like diabetes remain poorly understood.
Here, we developed an image analysis pipeline that provides quantitative measures of islet tissue structure in terms of the areas of cell-cell and cell-extracellular matrix interactions between multiple endocrine cell types, capillaries, and peri-islet basement membrane (BM). We first use a machine learning-based classifier to automatically segment endocrine cells, capillaries, and peri-islet BM from high-resolution, high-depth 3D confocal images of human or mouse islets. Second, we use a custom Imaris Xtension to semi-automatically compile quantitative metrics of cell morphology and measure the number and surface area of individual cell-cell, cell-capillary, and cell-BM interfaces from the segmented cells. The resulting quantitative description of each cell's local structural microenvironment reveals how cells interact with each other and other tissue components. This allows us to more deeply classify cell types based on their structural niche, in contrast to only considering traditional marker expression. We propose that these measurements provide an additional layer of functional information that augments traditional cell atlas data. Further, this analysis pipeline can also be used to understand how tissue structure varies between species, over the course of disease progression, during development, or in response to other stimuli.
Nico Stuurman, University of California, San Francisco/HHMI "Building microscope software and hardware tools for cell biology experiments"
Our research group regularly faces research questions that are difficult to address because technological solutions are prohibitively expensive or not commercially available. We therefore often evaluate the time and financial expense of constructing hardware and software tools in relation to the importance of the questions they may help answer. As our research increasingly involves tight integration between image analysis and microscope image acquisition, we build software tools most often within the Micro-Manager (https://micro-manager.org) application, previously developed in our laboratory. Examples of such tools are: (1) an image acquisition protocol and analysis software for nano-meter accuracy distance measurements between two single fluorophores of different color (https://doi.org/10.1101/234740). This system demonstrated an unexpected ~4nm nucleotide dependent conformational change in the stalk of the motor protein dynein, not observable by FRET. We are currently extending this to dynamic measurements (to observe motor protein dynamics during movement on its track).
(2) An environmental control chamber for an inverted Selective Plane Microscope (iSPIM). This chamber (https://valelab.ucsf.edu/~nico/protocols/diSPIMIncubator/) controls temperature and gas composition in a small footprint and enabled long-term imaging experiments of murine intestinal organoids (https://elifesciences.org/articles/36739). In order to reduce spherical aberration we are currently converting the iSPIM to operate with a multi-immersion objective and to use remote focusing.
(3) A system to photo-bleach moving organelles and automatically analyze diffusion and exchange rates. (4) A system to automatically identify cells based on morphology, marking the identified cells by photo-converting an expressed fluorescent protein, and subsequent harvesting of this population using a cell sorter. While building these tools, we aim to make them useful to others by thoroughly documenting hardware projects and by making software projects available as (open) source code as well as through a single, easy to install, application (Micro-Manager). Nevertheless, it is clear that these approaches do not maximize re-usability, a problem common in this field despite many well-intended efforts. Even though platform development is outside of the scope of an individual (cell biology oriented) laboratory, we hope to continue to contribute easily deployable, re-usable microscope hardware and software tools.
Jacob Reimer, Baylor College of Medicine "Automated processing and analysis of multimodal imaging data with DataJoint"
It is increasingly common for researchers to combine multiple imaging modalities in the same experiments to address hard problems in neuroscience. Even within the same modality, multiple image-processing algorithms are often run on the same data, and the results of these analyses need to be evaluated and combined in flexible ways. Real-world experiments require that the complex relationships between these intermediate results and raw data be maintained across dozens of experiments, with flexible access cutting across analysis techniques and recording sessions. DataJoint is an increasingly-popular open source tool for working with data stored in a relational database via MATLAB or Python. It provides a way to automatically process multimodal data in complex experimental scenarios while maintaining data integrity and allowing flexible access. In the context of imaging experiments, DataJoint offers a mechanism for automatic population of data through mage processing pipelines that may include multiple analysis and pre-processing methods, and enables multiple users to collaborate on building shared analyses of these data. DataJoint is flexible enough to be adapted to any experimental paradigm, and powerful enough to handle large and complex data sets. We describe how DataJoint has been instrumental in a variety of recent studies, including closedloop in vivo/in silico experiments ("Inception Loops"), and analysis of functional connectomics data from the IARPA MICrONS project.
12:35-1:35pm
Lunch (provided)
1:35-2:35pm
Afternoon keynote Anne Carpenter, Broad Institute of Harvard and MIT "Using images as data to accelerate drug discovery"
Microscopy images contain tremendous information about the state of cells, tissues, and organisms. Imagebased profiling goes beyond measuring individual phenotypes that biologists already know are relevant to a particular disease. Instead, we stain many cellular components and extract thousands of morphological features from each cell's image using an assay called Cell Painting. We then harvest similarities in these "profiles" to identify how diseases, drugs, and genes affect cells, which can uncover small molecules' mechanism of action, discover disease-associated phenotypes, identify the functional impact of disease-associated alleles, and identify novel therapeutics.
2:35-3:15pm
Kwonmoo Lee, Worcester Polytechnic Institute "Deep learning-based subcellular phenotyping of leading edge dynamics reveals fine differential drug responses" Intracellular processes such as cytoskeletal organization and organelle dynamics exhibit massive subcellular heterogeneity. Although recent advances in fluorescence microscopy allow researchers to acquire an unprecedented amount of live cell image data at high spatiotemporal resolutions, the traditional ensembleaveraging of uncharacterized subcellular heterogeneity could mask important activities. Moreover, the curse of dimensionality of these complex dynamic datasets prevents us from accessing critical mechanistic details of subcellular processes. Here, we establish an unsupervised machine learning framework called DeepHACKS (Deep phenotyping of Heterogeneous Activities in the Coordination of cytosKeleton at the Subcellular level) for "deep phenotyping," which identifies rare subcellular phenotypes specifically sensitive to molecular and environmental perturbations. DeepHACKS dissects the heterogeneity of subcellular time-series datasets by allowing bi-directional LSTM (Long-Short Term Memory) neural networks to extract fine-grained temporal features by integrating autoencoders with traditional machine learning outcomes. We applied DeepHACKS to subcellular protrusion dynamics in pharmacologically and metabolically perturbed epithelial cells, revealing fine differential responses of leading edge dynamics specific to each perturbation. Particularly, DeepHACKS revealed the emergence of rare protrusion phenotypes upon different perturbations, such as "bursting" protrusion. This suggests that the temporal features directly learned from leading edge dynamics enable fine-grained identification of drug-related subcellular phenotypes, which may not be possible from static cell images. In summary, our study provides an analytical framework for detailed and quantitative understandings of molecular mechanisms hidden in their heterogeneity. Furthermore, DeepHACKS can be potentially applied to analyze various time-series data measured from other subcellular processes.
Software Demo
Peter Bajcsy and Nathan Hotaling, National Institute of Standards and Technology and NIH "Interoperability of web computational plugins for large microscopy image analyses"
There is an increasing interest in enabling discoveries from high-throughput and high content microscopy imaging of biological specimens and material structures under a variety of conditions. As multi-dimensional automated imaging increases its throughput to thousands of images per hour, the computational infrastructure for handling the images has become a major bottleneck. These bottleneck challenges arise due to big image data, complex phenomena to model, non-trivial computational scalability that accommodates advanced hardware and cutting-edge algorithms, and incompatible software tools that vary in the language they were written in, platform they were written for, and capabilities they were designed to execute. To address the above challenges, groups have developed solutions that leverage modern web technologies on the client side and a spectrum of databases, computational workflow engines, and communication protocols on the server side to hide the infrastructure complexity. However, these solutions have not focused on interoperability, specifically as it relates to domain specific computational plugins. We have designed a platform for executing web-based image processing pipelines over very large image collections that is based on the concept of inter-operable computational web plugins. The plugins are based on software containers as standardized units for deployment, as well as on dynamically created web user interfaces (UI) to enter parameters needed for the software execution. Each container packages code, with all its dependencies, and has an entry point for running the computation in any computing environment. Each UI description file contains metadata about the plugin container and the computation parameters. We will demonstrate the utility of the system by analyzing large multi-channel fluorescent images of whole murine eyes to assess increased accumulation of auto-fluorescent waste products in c57bl/6 mice with gene ABCA4 selectively knocked-out (KO) to quantitatively assess disease state and progression in both KO and control models.
3:15-3:35pm
Afternoon break
3:35-4:50pm
Jeremy Linsley, Gladstone Institutes "Automated single cell tracking for longitudinal imaging of neurodegeneration" Neurodegenerative diseases progress over long time periods and sporadically affect specific neuronal populations throughout the brain. Longitudinal single-cell analysis provides increased sensitivity over population-based approaches, can span prolonged time courses to observe the slow process of neurodegeneration, and can measure the heterogeneous effects of disease on individual neurons. This approach requires the precise labeling and identification of individual neurons over time. Although humans can identify and follow individual neurons in longitudinal imaging datasets, manual annotation of these data sets is both time and cost prohibitive. We generated a large open-source set of manually curated longitudinal imaging data using pluripotent stem cell-derived motor neurons (iMNs) from healthy individuals, patients with amyotrophic lateral sclerosis (ALS), patients with spinal muscular atrophy (SMA), or gene-corrected controls. Manual tracking revealed significant differences in cell motility that correlate with genotype and disease state. We used these manual tracks as a ground truth to develop and score new tracking algorithms, to characterize the factors that limit automated tracking, and to develop computational models for automating longitudinal tracking. We found that neuronal death, high cell density, excessive movement, and limited time resolution can interfere with automated tracking. To offset these difficulties, we developed a deep convolutional neural network, which we trained for "neuronal face matching" -the task of estimating a feature similarity score for arbitrary pairs of cell images, which can automate tracking on par with humans across a wide range of data sets. Its predictions can also be augmented with orthogonal computer-vision derived features, including spatial-tracking models and neuronal death filtering, to improve tracking performance. Using our optimal tracking configuration, we detect motility phenotypes in ALS and SMA iMNs lines that correlate with genotype and are significantly different from controls. Use of these methods will dramatically increase the throughput, sensitivity, and analysis of longitudinal imaging studies.
David Grunwald, UMASS Medical School "Metadata and performance tracking for fluorescent microscopes"
Microscopy images need to be accompanied by a description of the sample, its preparation and experimental layout as well as technical parameters under which images were taken. The term "metadata" is used to refer to such accompanying information, but the exact meaning of "metadata" frequently varies with context. A major challenge with metadata for technical parameters is the large variability of what is recorded by different microscopes. Metadata can be as simple as the pixel size or as complex as the results of an entire internal instrument calibration routine and everything in between. To enable full quantitative analysis to extract the maximal information content of images and to make images from different microscopes comparable, we propose 1) an OME based, extended metadata model to capture complete hardware and settings used for image acquisition, 2) an extension of metadata to contain optical calibration-and performance documentation and 3) a tier system for metadata requirements that scales the amount of metadata to be reported with the complexity of the imaging data. 4) An interactive, easy-to-use GUI-based software tool, called Micro-Meta App, to ease the often tedious and time consuming metadta collection process and lower the experimental recordkeeping burden. However, there are certain crucial pieces of information that simply are not captured in even the most rigorous and precise routines for record-keeping and calibration, as they simply cannot be measured without the aid of (often costly, cumbersome and complicated) external devices. Here, we present an inexpensive, easy-to-use calibration device that, among other things, allows the user to measure excitation power and perform basic detector calibration routines. In doing so, the "M_e_t_a_M_a_x_" _tool provides crucial meta-data to evaluate potential photo-toxicity and allows current and future model-based data processing tools to get as much quantitative information as possible out of the images. MetaMax also provides an elegant, possibly automated way to track microscope performance over time.
Lachlan Whitehead, Walter and Eliza Hall Institute "Taking CARE of malaria with lattice light sheet microscopy"
There were over 200 million reported cases of malaria in 2017 and close to half a million deaths caused by the mosquito borne disease(1). Symptoms of malaria present during the asexual blood stage of the Plasmodium parasite when the parasite invades and remodels a red cell, multiplies, ruptures the cell and goes on to invade neighbouring cells. One cycle of process takes approximately 48 hours however the physical step of interaction when invasion occurs, lasts a matter of seconds. As a result, although this is a highly studied aspect of the malaria lifecycle(2,3,4) , we have until recently not had the tools to be able to observe invasion in real time. The recently developed Lattice Light Sheet Microscope(5) (LLSM) offers unprecedented volumetric imaging of cellular processes in high spatio-temporal resolution. This technology has allowed us to image the parasite invasion of red blood cells in stunning detail, which in turn has presented a wealth of quantification not previously possible. Changes in 3d morphological properties of the red cell immediately before, during, and after invasion offer new insights into the mechanism of the invasion process. While the LLSM offers outstanding signal-to-noise ratio, there is an unavoidable trade-off between signal and speed. When imaging a rare event such as the malaria parasite invasion, we cannot afford to discard data due to low signal. The field of connectomics aims to extract the wiring diagram of the brain by reconstructing neuron morphology and mapping the neural connections at the level of individual synapses. Thanks to recent advancements in deep learning, initial wiring diagrams have been extracted for terabyte-scale datasets. However, refining the wiring diagrams to a high accuracy level for neuroscience analysis often takes as much effort as the initial result. In this talk, I will introduce three recent computational works from our Visual Computing Group at Harvard University on using biological priors to correct reconstruction errors and construct accurate wiring diagrams to finish the last mile. First, to correct neuron segmentation errors automatically, we work on the efficient skeleton representation instead of traditional dense voxel representation. After training a neural network model to detect local false-merge and false-split errors, we solve the global graph partitioning optimization to relabel segments. Second, to correct synapse detection errors semi-automatically, we use a cluster-based approach to minimize human proofreading effort. We propose a multimodal active clustering method to improve the clustering accuracy with an active learning strategy. Lastly, to construct an accurate wiring diagram, we introduce a synapse-aware skeleton generation strategy to transform the reconstructed volumes into an information-rich yet abstract format on which neuroscientists can perform biological analysis and run simulations. In comparison, previous skeletonization methods fail to capture the synapse locations. The works above are in close collaboration with Prof. Jeff Lichtman and his group, Harvard Center for Brain Science.
Joergen Kornfield, McGovern Institute at MIT "From electron microscopy images to hypothesis driven connectome analysis"
Reconstruction and annotation of volume electron microscopy data sets of brain tissue is challenging but can reveal valuable information about neuronal circuits. Significant progress has recently been made in automated neuron reconstruction as well as automated detection of synapses. We present new methods for automatic classification of cell types based on neurite morphology and organelle distributions. These lead to an annotated synaptic connectivity matrix immediately useful for neural circuit analysis and hypothesis testing. We applied this pipeline to a volume EM data set (cube of about 100 µm edge length, >450 neuronal somata) obtained from zebra finch Area X, the basal ganglia component of a song learning circuit. Zebra finches, like all songbirds, learn their songs by imitating their parents. Song acquisition is thought to proceed through reinforcement learning -the process of reinforcing actions that previously led to reward in a particular context. The basal ganglia (BG), including Area X, are involved in reinforcement learning, which requires integrating context, action, and reward signals. In the songbird, context (timing signals) and action (song variability signals) arise from different cortical axonal inputs to the basal ganglia, but the mechanisms by which these inputs interact in BG circuitry is unclear. Based on electrophysiological evidence, we have developed a model of reinforcement learning that predicts that neural plasticity is controlled by a multiplication of action and contexts signals in the dendrites of medium spiny neurons (MSNs) of the basal ganglia, and that plasticity occurs only at the context inputs, leading to specific anatomical predictions amenable to connectomic testing. Dense connectomic analysis of the data set reveals remarkable wiring differences between these two types of cortical inputs, including the observation that context (timing) inputs terminate on MSN dendritric spines, thought to be a locus of synaptic plasticity. Furthermore, action (variability) inputs tend to terminate on MSN dendritic shafts, well situated to implement multiplicative modulation of synpatic plasticity.
Hanchuan Peng, Allen Institute for Brain Science "A Brain Big Data Infrastructure for Whole-Brain Single-Cell Morphometry"
For light microscopy based whole brain reconstruction, despite substantial advancement in the automatic tracing of brain cells' 3D morphology in recent years, it is challenging to apply existing algorithms to very large image datasets containing billions or more voxels, especially for applications such as morphometry of single neurons at the whole brain scale. We have developed a new platform combining several newly developed technologies including Vaa3D (Nature Biotechnology 2010; Nature Protocols, 2014), TeraFly (Nature Methods, 2016), UltraTracer (Nature Methods, 2017), and TeraVR (Nature Communications, 2019), to attempt this challenge. Particularly, we have used TeraFly to invoke Vaa3D to quickly visualize the whole mouse brain image volume and manage the thousands of billions of voxels in each of the brain volume. We then used UltraTracer to wrap several efficient base tracers to trace such massive data volumes. Finally, we combined virtual reality and machine learning into a tool called TeraVR for efficient proofreading and editing of such reconstructed neuron morphology. We are further improving the integration of these tools for more scalable and accurate single neuron morphometry.
10:20-10:40am Morning break 10:40-11:40am Closing keynote R. Clay Reid, Allen Institute for Brain Science "Large-Scale Circuit Reconstruction in the Cerebral Cortex"
Over the past decade, new tools have emerged for studying synaptic networks in the brain, a field now known as microscale connectomics. Large-scale serial-section electron microscopy in particular is providing increasingly complete circuit reconstructions. We have recently imaged a volume of cerebral cortex encompassing a complete local circuit within the cerebral cortex, with ~100,000 neurons and 109 interconnections. I'll discuss the technical challenges in creating this petascale data set, along with preliminary results on the highly specific interconnections between distinct cortical cell types. High-throughput electron microscopy, along with dense segmentation of the data with machine learning (here performed by our collaborators at Princeton), is rapidly increasingly our ability to reveal the structure of neuronal circuits. Observation of molecular dynamics by fluorescence microscopy is widely used to study biological phenomena of interest. However, it is inherently invasive for biological samples because of photodamage by laser irradiation. It prevents us from simultaneously optimizing imaging parameters including spatial and temporal resolutions, brightness or signal-to-noise ratio, and recording period to keep the sample healthy. To overcome this problem, computational methods have been developed to restore low quality images acquired by sub-optimal parameter settings. State-of-the-art such methods use deep learning technique to achieve prominent performances.
Since we need much effort to prepare training data, pre-trained neural networks are used in most cases. If the training data is much different from the target, not only performance of the restoration may be degraded but also artifacts may be introduced. Therefore, the training data is desired to be same with the target to perform reliable analysis. Here, we developed an image restoration framework which is composed of easy and efficient training data preparation method and a software to apply a deep convolutional network. We tested the framework by applying to images of C. elegans embryogenesis. Two types of images, nucleus and cell membrane, were acquired with sub-optimal imaging conditions and restored. Restoration performance was evaluated by calculating normalized root mean square error (NRMSE). The NRMSE improved 50.1% and 63.6% for nucleus and cell membrane, respectively. The improvement was better than canonical image processing such as Gaussian fitter, where 0.03% and 0.25% improvements for nucleus and cell membrane, respectively. This result demonstrates that our framework succeeded in image restoration.
-Learning to Segment at Multiple Scales: From Brain Areas to Microstructure A Balwani and J Miano, Georgia Institute of Technology; J Prasad, University of Chicago; E Dyer, Georgia Institute of Technology & Emory University
As our ability to image large volumes of the brain grows, so do our subsequent needs for automated methods to analyze the structure and organization of these volumes. Unfortunately, the heterogeneity of the microstructure across different brain areas makes the engineering of sufficiently descriptive features for segmentation extremely difficult. We propose to overcome this handicap by leveraging deep learning, and present two different pipelines for brain segmentation at different spatial scales. Both of these pipelines use supervised learning and convolutional neural network (CNN) architectures to give fully segmented outputs directly from raw images. The first is a semantic segmentation pipeline that allows us to reconstruct neural components (e.g. cells, myelinated axons and blood vessels) across multiple brain areas at the pixel level, while effectively utilizing the three-dimensional information of the data. This method can be further extended to utilize contextual information about our location in the brain to allow generalization to new brain areas where training data are sparse. Our second pipeline learns powerful representations of different brain areas (e.g. cortex, striatum, thalamus, etc.) in an automated manner by processing a variety of local views of these regions, thus allowing for the accurate segmentation of the brain into these anatomical ROIs. Both our pipelines were applied to a 1um three-dimensional X-ray microCT dataset spanning multiple brain areas including cortical and sub-cortical areas, while the second was also applied to autofluorescence data from the Allen Institute's Mouse Connectivity Atlas (0.35 micron). Results show that our pipelines perform well across a spectrum of brain areas after being trained on moderate amounts of training data with minimal human input. As a result, our multiscale segmentation methods can be potentially scaled to extremely large datasets in a way that is predominantly free of human bias and variability.
-Automatic pattern differentiation in multiplexed imaging data A Baranski, D Mjurden, JP Oliveria, K Vijayaragavan, TJ Montine, SC Bendall and M Angelo, Stanford University
MIBI (multiplexed ion-beam imaging) is a technique which allows a tissue to be stained with 30-50 markers. There is a need to find differing patterns in large-scale multiplexed imaging datasets. This task is difficult due to the complexity of imaging data and the limitations of the human eye for interacting with multiplexed images. To address these challenges, we train a deep convolutional network to model the distribution of local signal configurations, which we define to be a vector space V ⊂ R^(K⊂n²) that encodes possible patterns of signal in an n×n square subset of our imaging data with K channels. The network acts as a generative model for the baseline dataset (e.g. healthy tissue), and is predictive for local image patches that are within the learned manifold. This model is then used to contrast the baseline dataset to a comparison dataset (e.g. diseased tissue) under the assumption that regions outside the learned manifold will yield high error from the model. This error signal can be used to guide an expert biologist to those parts of the comparison dataset which are unique with respect to the baseline dataset. We demonstrate this technique on healthy multiplexed brain images, showing that we can localize anomalies in disease. We analyze the degree to which these models capture spatial hierarchy in the data they are trained on, the nature of the encodings learned, the limitations of this approach and ways for future improvement.
1.4* -Capturing human brain tissue phenotypes with pixel-connected object identification in multiplexed ion beam imaging data B Cannon, A Baranski, K Vijayaragavan, D Mrdjen, J Oliveria, and S Bendall, Stanford University
Identifying cell-based and regional phenotypes in human brain tissue is a necessary task to understand neurodegenerative pathologies in Alzheimer's and Parkinson's diseases. Using MIBI (multiplexed ion-beam imaging) we have simultaneously quantified tissue-level expression of 40 different targets encoding a deep set of neurological phenotypes with nanometer scale spatial resolution. To localize protein expression to specific cells or tissue restricted regions, we first created composite channels for each structure of interest (e.g. microglia, tauopathies, plaques) using a combination of protein markers relevant to the structural makeup of each object. We next applied a common signal thresholding and gaussian blur approach to build a mask around connected pixels within our MIBI data. Isolating these objects using MATLAB's regionprops function, we then convert these grouped pixels into single data points that are collected into a single FCS file, which can be then read and interpreted by any available flow cytometry software or workflows (e.g. Cytobank, FlowJo, R). Applying this technique to multiple MIBI scans of archival human hippocampus and midbrain cross-sections (400um x 400um scans, either at 512 x 512 or 1024 x 1024 pixel resolution), we are able to identify the spatial distribution and expression heterogeneity of glial cell types and proteopathies in both cognitively healthy and diseased human brain. Beyond the work presented here we believe this will be a straight forward approach to discretize and select feature for multiplexed imaging technologies as applied to a wide variety tissue types, in general.
1.5* -Unbiased analysis method for measurement of red blood cell size and velocity with laser scanning microscopy E Chaigneau, M Roche and S Charpak, INSERM, Université Paris Descartes
Two-photon laser scanning microscopy is widely used to measure blood hemodynamics in brain blood vessels. Still, the algorithms used so far to extract red blood cell (RBC) size and velocity from line-scan acquisitions have ignored the extent to which scanning speed influences the measurements. Here, we used a theoretical approach that takes into account the velocity and direction of both scanning mirrors and RBCs during acquisition to provide an algorithm that measures the real RBC size and velocity. We validate our approach in brain vessels of anesthetized mice, and demonstrate that it corrects online measurement errors that can reach several tens of percent as well as data previously acquired. To conclude, our analysis allows unbiased comparisons of blood hemodynamic parameters from brain capillaries and large vessels in control and pathological animal models.
1.6* -Topology-Preserving Deep Image Segmentation for Fine-Scale Biomedical Structures X Hu, Stony Brook University; F Li, Oregon State University; D Samaras and C Chen, Stony Brook University
Accurate extraction of fine scale structures such as neurons and cells is crucial for analysis. State-of-the-art deep learning methods tend to make structural mistakes such as broken connections and missing components. The key reason is they are usually trained to optimize per-pixel accuracy. We propose a novel method that trains a neural network to extract objects with correct topology. In particular, we propose a topological loss that can be combined with any neural network architectures. It enforces the network to correctly detect cells and delineate fine structures. We illustrate the effectiveness of the proposed method on a broad spectrum of natural and biomedical datasets, including Electron Microscopic (EM) images of neuronal structures.
1.7* -mm2python: an efficient bridge between micro-manager and python analysis to enable computational microscopy B B Chhun, I Ivanov, L Yeh, S Guo, and S B Mehta, Chan Zuckerberg Biohub
Efficient communication between microscope acquisition software and python analysis tools is critical for emerging areas of computational microscopy, smart microscopy, denoising, aberration correction, and cytometrics with machine learning. Many homebuilt solutions exist, but often for specific imaging modalities such as superresolution (storm-control, https://github.com/ZhuangLab/ storm-control), light-sheet (ClearControl, https://github.com/ClearControl), or microscope vendor-specific modules (Zeiss OAD, https://github.com/zeiss-microscopy/OAD). The open-source microscope control software Micro-Manager has thousands of users worldwide, an active community, supports multiple microscope vendors, and offers an approachable API for extensibility. But it is yet to "close the acquisition-analysis loop" due to its inability to leverage python-based image analysis tools. Because Micro-Manager is written in java/C++ and runs on the JVM, inter-process communication is required to allow its control by and data access by a python process. I present the micro-manager plugin mm2python (https://github.com/czbiohub/mm2python) which enables remote procedure calls using the Py4J library, and inter-process data access using memory mapped files. Additionally, I demonstrate its ability to enable computational microscopy through online calibration of polarization-resolved microscope, online reconstruction of order and density of specimens from polarization-resolved acquisition, and smart microscopy through python-scripted acquisitions. We hope that our light-weight and data-efficient approach will enable rapid deployment of novel computational microscopy methods. Finally, mm2python is an open source project hosted on github and designed to enable extensibility through continued community development. Understanding how tissue organization influences a cell's molecular state, interactions, and history is critical for enhancing our understanding of variation in organ function across the lifespan and health-disease continuum. Despite vastly improved imaging and omics technologies and many important foundational discoveries, our understanding of how tissues are organized is restricted to a very limited number of microscopic structures. Better insights into the principles governing organization-function relationship will potentially lead to better understanding of the significance of inter-individual variability, changes across the lifespan, tissue engineering, and the emergence of disease at the biomolecular level. However, integrating imaging and omics analysis to comprehensively profile biomolecular distribution and morphology of tissues in a high throughput manner and placing this information into 3D tissue maps amenable to modelling has yet to be fully realized. The NIH Common Fund launched the Human BioMolecular Atlas Program (HuBMAP) in 2017 to catalyze development of a framework for mapping of the human body at high resolution to transform our understanding of tissue organization and function. This will be achieved by: (1) Accelerating the development of the next generation of tools and techniques;
(2) Generating foundational 3D tissue maps using validated high-content, high-throughput imaging and omics assays;
( 3) Establishing an open data platform that will develop novel approaches to integrating, visualizing and modelling imaging and omics data to build multi-dimensional maps; (4) Coordinating and collaborating with other funding agencies, programs, and the biomedical research community. This poster will highlight the strategy of the Consortium, current progress and future directions as well as opportunities for collaboration.
1.9 -It's not just where you are going but how you get there: Learning shape primitives and generative models for whole-brain projectomes
M Dabagia and E Dyer, Georgia Institute of Technology
A growing body of evidence points to the distributed nature of neural information processing in the brain, with many distinct functional areas like the visual or auditory cortex being implicated in brain-wide computations. Thus, understanding how whole-brain circuits are organized and impacted by learning and disease is an important problem. Here, we introduce a novel approach for learning a shapebased model of the projectome: we learn a library of simple three-dimensional shapes which can be used to efficiently (or sparsely) generate complex multi-area-spanning projectomes. Our approach combines convolutional and Wasserstein dictionary learning to learn a sparse approximation of collections of volumetric projection experiments, which we applied to sets of whole-brain viral tracing experiments in the Mouse Connectivity Atlas. We demonstrate that this type of approach is capable of representing a variety of connectome profiles, even from complex wildtype datasets not used to construct the library. This approach may be further applied to identify unique patterns of connectivity, including cortico-thalamic topographies present in both visual and somatosensory systems. Mapping the whole brain is a critical task in neuroscience,which has been addressed by several breakthrough whole-brain imaging technologies like fMOST and MouseLight.But most researchers are still using traditional histological slice imaging methods since there are too few institutions that can build such equipments. Here we propose a highly robust and scalable data processing strategy which was designed for a high-throughput whole-brain slice imaging system and is compatible with traditional methods,especially for activity map. Using this strategy,we can create connectivity map and activity map without 3d reconstruction and precise slice registration,and whole-brain mapping will no longer be a tricky issue.
1.11* -A super-pixel based approach for segmenting cells in tightly clustered environments O Dzyubachyk, Leiden University Medical Center; B Lelieveldt, Leiden University Medical Center and TU Delft
Cell segmentation is one of the fundamental problems in microscopy image analysis. Despite numerous algorithms having been developed during last decades, segmentation methods mostly lag behind the ever-increasing demand for analysis of modern microscopy data. In particular, the focus of analysis has been evolving from segmentation of images containing just few cells in gel environment towards quantification of images of large colonies consisting of hundreds or even thousands of cells, often constituting entire organism. In addition to the large number of tightly clustered cells, several other factors, in particular large variation of cell size and shape, inhomogeneity of fore-and background, noise, etc., turn analysis of such data into an extremely challenging problem.
Here we present our work on segmenting fluorescence-labelled cells from dense environments. In this, our strategy is different from various approaches for splitting clusters of packed cells into separate instances that were developed until now. Namely, we use mathematical descriptors (elliptic features) to calculate a set of markers that cognitively represent the cells. The markers are calculated on multiple scales and turned into super-pixels that were consequently clustered using the theory of convex graph partitions. The final segmentation was obtained by refining the clustering result with the level-sets. Such approach presents several advantages over traditional segmentation methods, the main one being its ability to also detect object with very low contrast owing to the local nature of the calculated descriptors. Our method was validated by successfully applying it on several fluorescence microscopy sequences, including real as well as simulated data. The images were coming from two sources: 1) ISBI Cell Tracking and Segmentation Challenge and 2) SpaceTx Consortium. Preliminary results of the performed validation indicate significant potential (in terms of accuracy, robustness and versatility) of the described approach in quantifying these highly diverse cell data. Over 80% of genes are expressed in the brain and they often display spatially variable patterns at regional and cellular scales. These patterns provide insight into functional circuitry and behaviour that we seek to understand in order to diagnose and treat complex mental illnesses. The Allen Brain Atlases contain over 600 terabytes of in situ hybridization (ISH) images of the mouse and human brain. These experiments measure brain-wide spatial gene expression, producing large amounts of imaging data that are challenging to analyze. The Allen Mouse Brain Atlas assayed expression of ~20,000 genes using ISH in the entire adult mouse brain. A wealth of spatial gene expression information is contained in these images but, due to their quantity, have yet to be fully exploited. Building from recent gains in machine learning, we developed a deep convolutional neural network that learns embeddings of mouse brain ISH images. We evaluated the trained network as an image feature extractor in the task of predicting gene set membership. Extracted features represent the original image as a point in 128-dimensional space and capture meaningful patterns and gradients while reducing noise. We apply our network to cluster and classify autism and schizophrenia associated genes. The model can be used in to extract informative, low dimensional features to cluster disease-associated genes and suggest novel gene candidates.
1.13* -Optimizing SRRF microscopy for sub-second, super-resolution imaging of dynamics at centrosomes and cilia J McNamara, E Farias, G Humphries and N Galati, Western Washington University Primary cilia are signaling organelles that are essential for patterning the early mammalian embryo. Primary cilia are built upon the centrosome. In interphase, the centrosome transforms from organizing mitotic spindle microtubules to assembling a bundle of membrane ensheathed cilia microtubules called an axoneme. Once assembled, cilia and centrosomes are compartmentalized into sub-structures that require super-resolution microscopy. PALM/STORM, SIM and STED have been used to resolve these sub-structures. These methods require intense or prolonged illumination and are optimal for fixed specimens or slow biological events. Superresolution radial fluctuations (SRRF) is an open-source, computational technique to generate super-resolution images using frame bursts captured with LED illumination and widefield microscopy. SRRF takes advantage of the fact that fluorescent signals have a strong, convergent radial intensity gradient. Convergent radiality is calculated on an oversampled pixel grid, intensity-weighted, and assigned super-resolution coordinates. In practice, SRRF is prone to reconstruction artifacts. To overcome this limitation, we have systematically optimized image acquisition and SRRF parameters for use with a high numerical aperture (100X 1.45 N.A.) objective, fast switching LEDs and a 95% quantum efficiency sCMOS camera. Using 100 nm fluorescent beads, we find that the default SRRF parameters produce over-reconstructions and substantial patterning. By systematically varying SRRF parameters, we identified parameters that limit patterning and produce 100 nm FWHM Gaussian profiles. To demonstrate the utility of SRRF optimization for imaging the subresolution structures of centrosomes and cilia, we generated super-resolution images of the high density network of centrosomal satellites, of multi-ciliated structures in the protist Tetrahymena, and of the 150 nm toroid organization of the pericentriolar material (PCM) at the base of primary cilia. Finally, we show that optimized SRRF temporally resolves the PCM toroid at 10 Hz. Optimized SRRF is a low-light alternative to investigate the super-resolution architecture of cilia and centrosomes at the sub-second scale. Multiplexed imaging is a rapidly growing field that promises to substantially increase the number of proteins that can be imaged simultaneously. We have developed Multiplexed Ion Beam Imaging by Time of Flight (MIBI-TOF), which uses elemental reporters conjugated to primary antibodies that are then quantified using a time of flight mass-spectrometer. This technique allows for more than 40 distinct proteins to be visualized at once in the same clinical samples. This has already yielded significant insights into the interactions of distinct tumor and immune cell populations in the tumor microenvironment. However, one of the key challenges in analyzing such data is accurately determining target protein expression values for each cell in the image. This requires the precise delineation of boundaries between tightly packed cells. Current methods to address this challenge largely rely on DNA for boundary identification, and are thus mostly limited to nuclear segmentation. We have developed a novel CNN-based approach to perform whole-cell segmentation from multiplexed imaging data. Rather than relying only on DNA signal, we leverage the capabilities of the MIBI-TOF to image a panel of morphological markers. Our method integrates the information from these distinct proteins, allowing it to segment large cancer cells, small lymphocytes, and normal epithelium at the same time without requiring fine-tuning or manual adjustment. Our approach compares favorably with many of the currently used tools for segmentation. We show that our improvements in accuracy come both from our novel imaging approach as well as algorithmic advances. We perform significantly better than traditional machine learning algorithms trained on the same dataset. Additionally, we show that our algorithm can be trained to identify cells across a range of cancer histologies and disease grades. Microscopy images need to be accompanied by a description of the sample, its preparation and experimental layout as well as technical parameters under which images were taken. The term "metadata" is used to refer to such accompanying information, but the exact meaning of "metadata" frequently varies with context. A major challenge with metadata for technical parameters is the large variability of what is recorded by different microscopes. Metadata can be as simple as the pixel size or as complex as the results of an entire internal instrument calibration routine and everything in between. To enable full quantitative analysis to extract the maximal information content of images and to make images from different microscopes comparable, we propose 1) an OME based, extended metadata model to capture complete hardware and settings used for image acquisition, 2) an extension of metadata to contain optical calibration-and performance documentation and 3) a tier system for metadata requirements that scales the amount of metadata to be reported with the complexity of the imaging data. Here we present the proposed metadata model and tier system [1] and a tool [2] to collect metadata in a tier dependent manner through a GUI that enables non-experts to be thorough and complete in their metadata documentation of hardware and setting used. This work is accompanied by a second poster on optical calibration and a third poster on performance calibration (see posters 2.18 and 2.19 on Thursday, October 3).
1.16* -Implantable Electrocorticography as a Neuroimaging Alternative to Direct Cortical Stimulation Mapping C Huggins and B Rabinovitz, Longeviti Neuro Solutions
In neurosurgical preplanning for refractory epilepsy, cortical stimulation mapping remains the gold standard in identifying neuronal function and organization prior to resection. Though it affords simultaneous delineation of eloquent and epileptogenic cortex, controversial levels of postsurgical success, lack of standardization, and methodological confounds to imaging accuracy exemplify the need to revisit current techniques. Chronic, passive electrocorticography is presented herein as an alternative, proposing a wireless, temporarily implantable, non-stimulatory technology for ambulatory cortical mapping. Functionalized by the elimination of transcranial wiring, neuronal networks can be optimally characterized via out-of-hospital recording, enlightening epileptic semiotics and facilitating realistic imaging of individual neuropathology. Capable of indicating eloquent cortex post-surgically when paired with specific linguistic, motor, and cognitive tasks, this technique circumvents electrical stimulation complications and can be paired with rising noninvasive imaging modalities, viz. functional Magnetic Resonance Imaging (fMRI), to compensate for non-stimulatory limitations. When combined with growing developments in multimodal sensors and high-resolution electrode arrays, dynamic neuronal activity can be readily translated into real-time, functional neuroimagery and suggests a promising avenue for the detection and correlation of myriad intracranial variables simultaneously. Of note, this form of implantable neural recording technology would not be limited in therapeutic benefit to the epileptic population, but to a myriad of neurological, degenerative, and even psychiatric disorders attributed to abnormal neural function. Ultimately, this collection of a robust and dynamic variety of neuronal signaling data across morbidities has opportunity to transform not only neurosurgical procedure, but neurological research, neurotherapies, and developing technologies like brain-computer interfaces, yielding an unparalleled view of pathological neuronal networks, behavior, and organization. Coordinated expression of guidance molecules and their signal transduction are critical for correct brain wiring. Previous studies have shown that Phospholipase C gamma1 (PLCG1), a signal transducer of receptor tyrosine kinases, plays a specific role in the regulation of neuronal cell morphology and motility in vitro. However, several questions remain regarding the extracellular stimulus that triggers PLCG1 signaling and the exact role PLCG1 plays in nervous system development. Here, we demonstrate that PLCG1 mediates axonal guidance through a netrin-1/deleted in colorectal cancer (DCC) complex. Netrin-1/DCC activates PLCG1 through Src kinase to induce actin-cytoskeleton rearrangement. Neuronal-progenitor-specific knock out of Plcg1 in mice causes axon guidance defects in the dorsal part of the mesencephalon during embryogenesis. Adult Plcg1-deficient mice exhibit structural alterations in the corpus callosum, substantia innominata and olfactory tubercle. These results suggest that PLCG1 plays an important role in the correct development of white matter structure by mediating netrin-1/DCC signaling. Endosomal abnormalities are documented in post-mortem AD brain tissue and multiple endocytic regulatory genes are associated with increased AD risk in population studies. SORL1 is a vesicular trafficking gene that plays an integral in role trafficking amyloid beta and the amyloid precursor protein through the endocytic network. Loss of SORL1 is documented in AD brain tissue. We performed genetic ablation of SORL1 by CRISPR/Cas9 genome engineering to determine if loss of SORL1 results in detectable and modifiable endocytic phenotypes in human neurons. We assayed hiPSC-derived neurons from SORL1 KO cell lines for endocytic dysfunction and endosome morphology, secretion of Abeta, and localization of APP and APP fragments within the endosomal network. Automated image analysis was completed using CellProfiler. We have found that genetic ablation of SORL1 results in enlarged early endosomes and disruption of recycling of early endosomes. SORL1 KO neurons additionally show increased secretion of Abeta as compared to WT neurons. Finally, we show that SORL1 KO neurons show altered localization of APP within the endocytic network as compared to WT neurons. This work is significant in that it investigates the functional effects of SORL1 loss on the endosomal network, which is known to be disrupted early in AD pathogenesis. Investigating this driver of disease pathogenesis will allow future study of SORL1 genetic variants associated with AD and contribute to the development of new and precision treatments for AD. Specific cell phenotypes in the tumor microenvironment are expected to aid lymphovascular invasion in breast cancer. Thanks to multiplexed imaging technologies the cell phenotypes together with the spatial information can be studied in intact tissue samples. This is especially important in tumors as cellular interactions between tumor and stromal cells have been found to facilitate the dissemination of malignant cells. Imaging mass cytometry (IMC) enables the simultaneous visualization of about 50 markers by laserablating tissues that have been stained with metal-labeled antibodies. For 3D IMC, two-micron-thick serial sections of a formalin-fixed paraffin-embedded tissue block are stained and imaged. Subsequent reconstruction of the tissue volume at the final pixel size of 1x2 microns enables the analysis of cell types in conjunction with the surrounding tissue architecture. The 3D IMC approach requires accurate registration and segmentation for the down-stream quantitative image analysis. One of the first goals of this project was to evaluate a segmentation-based registration method, which takes advantage of the multiplexed data, and compare it to featureand intensity-based registration methods. Further, a direct segmentation of cells on the 3D data was compared to the standard cell segmentation pipeline used for IMC to improve the cell type assignment, which is impeded on 2D IMC images by the pixel size of one micron. After image processing, multiplexed single-cell data is extracted to assign cell types present in the tumor. Quantitative image analysis aims to use the benefits of this 3D data, such as improved distance measurements between cell types, and better understanding of cell-neighborhoods around asymmetric vessels. The overall goal of this project is to apply the multiplex 3D imaging method to capture the composition and the topology of the tumor microenvironment around lymph and blood vessels. This could contribute towards a better understanding of metastatic processes in breast cancer. , 2016, Bioinformatics) . Since its establishment in 2013, it sustainably stores and shares quantitative data of spatiotemporal dynamics of biological objects ranging from single molecules to organisms, microscopy image data capturing such dynamics, and software tools for data visualization and analysis with the support of National Bioscience Database Center (NBDC) of Japan. Currently, SSBD stores and shares 586 sets of quantitative biological dynamics data with more than 60 million biological entities and 1,086 sets of microscopy images with more than 2.6 million images slices. The quantitative data are provided in BDML (Biological Dynamics Markup Language; Kyoda et al., 2015, Bioinformatics)/BD5 based on hierarchical data format (HDF5) and also through a REST API. SSBD provides one of the richest in-depth online resource of biosystems dynamics research for scientists in a wide variety of research fields to reuse and reanalyze quantitative biological dynamics data and microscopy image data.
1.21* -Reverse engineering cell competition using automated microscopy and machine learning A Bove, D Gradeci, C Soelistyo, S Banerjee, G Charras and A Lowe, University College London
Cell competition is a phenomenon that results in the elimination of less fit cells from a tissue -a critical process in development, homeostasis and disease. However, the viability of loser cells depends strongly on context: when they are cultured alone, they thrive, but when in a mixed population, they are eliminated by cells with greater fitness. Cell competition remains poorly understood --we do not know the interaction "rules" that determine each cell's fate. One major obstacle to understanding how population shifts occur as a result of single cell behaviours is that it requires thousands of cells to be tracked over hundreds of time points. We recently built the first deep learning and automated single-cell microscopy system to track and analyse cell behaviour in competition. We used deep convolutional neural networks to analyse the state of millions of single cells in mechanical competition, including cell division and death. Further, we have developed a machine learning approach to extract time-dependent features of a single-cell's environment that predicts its fate in competition. Using this powerful combination of machine learning, mathematical modelling and single-cell microscopy, we aim to determine the basic set of rules governing competition at the single-cell level. This insight will allow us to better understand the early dynamics of diseases such as cancer.
1.22* -Multiplexed imaging of hiPSC differentiation to cardiomyocytes J Luethi and L Pelkmans, University of Zürich
Stem cells undergo massive morphological changes during their differentiation, from small round cells to elongated cardiomyocytes, neurons with axons and many more cell types. This differentiation is remarkably robust. Human induced pluripotent stem cells (hiPSCs) allow us to study this differentiation process in vitro, in an adherent cell culture model. In order to follow this differentiation and build a trajectory of the cellular changes, we are applying the recently developed immunofluorescence multiplexing method 4i (Gut et al., 2018) to hiPSCs at multiple timepoints during their differentiation to cardiomyocytes. This allows us to build a 20-plexed, highresolution, 3D image dataset of subcellular reorganization during cardiomyocyte differentiation. Such a high-resolution multiplexed dataset will allow us to extract information about the cells across multiple scales, from the subcellular organization to the formation of population structures. It will also allow us to observe the single cell heterogeneity in differentiation timing within a population of isogenic cells. We are interested in the sources of this heterogeneity, the mechanisms for robustness and the subcellular reorganization of hiPSCs. In order to analyze our multiplexed dataset, we are developing a python-based image analysis framework. Building on our framework to analyze large-scale, high-content imaging datasets (https://github.com/TissueMAPS/TissueMAPS), we are adding tools for the segmentation of cells in 3D at different stages of differentiation. Based on those single cell segmentations, we plan to build a differentiation trajectory and predict the subcellular reorganization of many subcellular organelles during the cardiomyocyte differentiation.
1.23 -Characterizing z-line architecture in striated muscle T Morris, J Naik and A Grosberg, University of California, Irvine
Cardiac function is dependent on the heart's hierarchical architecture, which is ordered at multiple spatial scales. At the tissue level, the lateral alignment of sarcomeres between neighboring myofibrils, specifically sarcomeric z-line registration, is hypothesized to impact the strength of cardiac contraction. Normally, z-lines are visualized by staining with alpha-actinin, which can also produce punctate staining in stress fibers. In order to investigate the effect of sarcomeric z-line registration further, there is a need for an accurate and consistent method of extracting the z-lines from images of alpha-actinin stained cardiac tissue and quantifying their registration. We therefore aimed to develop an automated image analysis protocol to isolate z-lines in the alpha-actinin stained images and then measure the length over which z-lines of neighboring myofibrils are continuous, the continuous z-line length. Accurately extracting the z-lines from images involved establishing a new approach to classifying and eliminating off-target staining in cardiac tissues, by comparing the orientation of sarcomeric z-lines with the local orientation of actin fibrils. Once z-lines were isolated, their orientation and spatial information was used to group continuous z-lines and calculate their lengths. Using our automated protocol, "zlineDetection", we analyzed single cells with variable aspect ratio and constant area. Consistent with published results, we showed continuous z-line length changes with aspect ratio. After validating "zlineDetection", cardiac tissues under different conditions were analyzed. First, tissues with isotropic and anisotropic organization were compared. Next, anisotropic tissues were treated with 2,3-butanedione monoxime, and the disruption in z-line registration caused by the treatment was quantified by measuring continuous z-line length. "zlineDetection" can be used as a tool to better compare tissues and differentiation methods across labs and contribute a robust understanding of how tissue level structure affects the heart's mechanical function. The hippocampal dentate gyrus (DG) is a unique brain region maintaining neural stem cells (NCSs) and neurogenesis into adulthood. We used multiphoton imaging to visualize for the first time genetically defined progenitor subpopulations in live slices across key stages of mouse DG development to test decades old static models of DG formation, in combination with molecular identification, genetic-lineage tracing, and mutant analyses. We found novel progenitor migrations, timings, dynamic cell-cell interactions, signaling activities, and routes underlie mosaic DG formation. Intermediate progenitors (IPs, Tbr2+) pioneered migrations, supporting and guiding later emigrating NSCs (Sox9+) through multiple transient zones prior to converging at the nascent outer adult niche in a dynamic settling process, generating neurons in a defined spatiotemporal order. IPs (Dll1+) extensively contacted mitotic NSCs (Notch active), revealing a substrate for cell-cell contact support during migrations, a developmental feature maintained in adults.
Mouse DG formation shares conserved features of human neocortical expansion.
-A high throughput assay to study endosomal pH in neurons Q Ouyang, M Pescosolido, M Schmidt and E M Morrow, Brown University
Endocytosis is a dynamic cellular process that actively transports particles into a cell. Precisely regulating luminal pH of endosomes in neurons is critical for many fundamental cellular processes such as cargo sorting, vesicular trafficking, and modulating enzyme activity. Disturbing the endosomal pH in neurons has been reported to associate with autism and other neurological disorders. Thus, measurement of the luminal pH of endosomes will provide new insight into the mechanisms of these diseases and open up new possibilities for therapeutic treatment. However, measuring endosomal pH is challenging and time consuming, which limits the research in this area. Here we developed a high throughput method combining ratiometric dye-conjugated transferrin and Opera Phenix High Content Screening System. By using this method, we successfully separated the endosomes in soma and neurites, and measured endosomal pH in thousands of cells. Both assay set-up and analysis can be completed in a more expeditious and efficient manner.
1.26* -A deep learning approach to integrating multiplexed imaging, -omics, and clinical data to predict outcome in glioblastoma R Rashid, P Sorger and S Santagata, Harvard Medical School
As medicine becomes more predictive and personalized, integration of datatypes is essential for developing accurate, quantitative models of drug response. In the Laboratory for System Pharmacology (LSP), we are developing machine learning algorithms to integrate tissue-based cyclic immunofluorescence (t-CyCIF) data with Hematoxylin and Eosin (H&E) images and genomics to predict patient outcome. As a proof-of-principle, we are using tissue microarrays of glioblastoma imaged with t-CyCIF panels of proliferation, DNA damage, and lineage markers to predict response to standard of care therapy and risk of tumor recurrance. We are evaluating two approaches: 1) an unsupervised approach where images are used as the input to the model and 2) a supervised approach where single cell features are pre-extracted from the images. By combining machine learning with multiplexed imaging, we aim to identify and elucidate complex patterns of phenotypes that are integral to the process of resistance and to use this information to better inform cancer diagnostics and the development and implementation of new anti-cancer therapeutics.
-Entropy Analysis of High Resolution Images of Peptide Self-Organized Peptides S Rath, B Macmillan, J Francis-Landau and H Zareie, University of Washington; B Ustundag, Istanbul Technical University
The goal of this project is to show the influence of information content on classification models by optimizing an entropy-kernel. Towards this end, we perform an entropy-kernel operation on a variety of image data representations prior to sending them for supervised/ unsupervised classification. The entropy kernel is a matrix of variable size, with the smallest and largest size being determined by the limits of the images themselves; at least 4 pixels on the lower end and whole-image resolution at the higher end. The dimensions of this matrix are a hyperparameter, and so is the sensitivity of the entropy kernel to pixel values. For example, in a grayscale image there are 256 grayscale values, and the lower level of sensitivity would be 2 values while the upper limit would be 256 values. In this vein, for annotated images (model treats separate label types separately: either categorical labels or continuous labels), by minimizing error by a stochastic gradient descent followed by neural-network optimization through backpropagation, we build a classifier, both supervised and unsupervised as applicable. We then tune hyperparameters that include sensitivity and kernel size to maximize the 10-fold cross-validation metric that is obtained to evaluate the model. From the process, we learn which entropy-kernel size and sensitivity is relevant to what type of images and its dependence on the spatial resolution present in the images, e.g., from light optical, and confocal microscopy, TEM, AFM and STM. The approach described herein would impact computer vision applications by building generalizable entropy-kernels for superior feature extraction in a variety of terrain depending on spatiotemporal visibility. Supported by the NSF-DMREF program through the Materials Research Initiative. The research is supported by NSF-DMREF program through the grant DMR-1629071 as part of national Materials Genome Initiative (MGI).
1.28* -An automated framework for centromere fragmentation detection using cascaded ensemble of multiple Convolutional Neural Network based deep learning frameworks K Roy, University of Alberta and Jadavpur University; C W Lewis and G Chan, University of Alberta; D Bhattacharjee, Jadavpur University
Centromere fragmentation is an important morphological marker of mitotic catastrophe. MK-1775 (a Wee1 kinase inhibitor) treatment of cancer cells results in premature entry into mitosis and centromere fragmentation. Analysis of the fate of MK-1775 treated cells is done by monitoring the cells with time-lapse microscopy. The centromeres are labelled red with mCherry-CENP-B and the chromosome are labelled green with EGFP-histone H2B. To automate the centromere fragmentation analysis, we used majority voting technique between four different approaches namely patch-based-Resnet, image-based-Resnet, patch-based-U-net, imagebased-U-net for automated segmentation and separation of the centromere fragmentation cells from the other different kind of cells namely interphase, mitotic and dead cells. We extracted overlapping patches of size 100×100 to train the patch-based deeplearning systems. To fine-tune the base models for our work, we added a fully-connected layer consisting of 2-neurons (centromere fragmentation vs background) to the base models. We 
1.29* -Automated Meibomian Gland segmentation and analysis using Deep Learning A M M Chowdhury and R K Saha, Gwangju Institute of Science and Technology; H S Hwang, Hallym University; E Chung, Gwangju Institute of Science and Technology
Meibomian glands (MG) are glands along the rims of the eyelid to produce oily substance to prevent the evaporation of eye's tear film. Recently, MG dysfunction is one of the main reason for dry eye disease. The major challenge in this field is to examine the MG through gland expression with infrared images to segment MG dropout, changes to the lid morphology and determine the area of each gland segment. Despite advances in deep learning, its application in MG segmentation is limited by a lack of abundant images and expert labels of those infrared images. We introduced a novel semi-supervised system to generate labeled training images using local adaptive threshold techniques. A U-Net based convolutional neural network(CNN) was trained using augmented images from those labeled images combined with MG Infrared images taken from expert ophthalmologist using LipiView II, an ocular surface interferometer. The CNN has shown promising results segmenting MG with much greater accuracy compared to all traditional methods. Besides, we resembled a fully supervised method to train the CNN with hand-labeled infrared images of MG images and validated our model. While analyzing MG manually by expert physicians is time-consuming and traditional techniques examine that in a fraction of time by sacrificing quality with low accuracy result, our approach provides significant higher accuracy compared to traditional techniques as well outperform human-level accuracy by 7%. Also, we optimized the model to detect region of interest (ROI, i.e. eyelid within the image) & remove glare from MG Images. Finally, analysis of fraction of MG within the ROI with our method to detect MG dysfunction is presented to make our technique highly reliable and effective to be utilized in the clinical workflow. Inhibitory neurons shape the activity of neuronal circuits, and understanding their effects requires knowing the characteristic connectivity patterns of different cell types. In mammalian cortex, GABAergic chandelier cells (ChC) show particularly exquisite presynaptic specificity, exclusively targeting the axon initial segment (AIS) of excitatory pyramidal cells (PyC) and thus potentially able to have a strong effect on network activity. While ChC inhibition has been studied at the level of single ChCs or single PyCs, dense connectivity maps of AIS input with cellular resolution have not been described. We address this by reconstructing PyC and ChCs in a 250x150x100 µm serial section electron microscopy volume covering L2/3 of mouse primary visual cortex. Neurons and synapses were computationally segmented and select cells were manually proofread. We identified approximately 150 PyC AISes fully contained within the volume and examined the source their synaptic input to identify ChC axons based on connectivity and morphological features. The distribution of net ChC inhibition across PyCs was strikingly broad, ranging from 0 to 25 synapses per AIS (mean: 7.6). In contrast to somatic inhibition, many PyCs escaped significant AIS inhibition entirely while other PyCs received several-fold more than the average number of inhibitory synapses. We found two significant correlates of this variability: 1) ChC inhibition correlated with depth across L2/3, with deeper PyCs receiving significantly fewer ChC synapses. 2) ChC inhibition positively correlated with the number of non-AIS synapses on the same cell's soma. While an overall higher abundance of ChC axons in upper L2/3 accounts for the role of depth, the relationship between somatic synapses and ChC synapses was observed across L2/3. Taken together, our data reveal an extremely heterogeneous potential for ChC to control neuronal activity and, moreover, suggest that PyCs coordinate distinct sources of inhibition within their perisomatic region.
1.31* -High content imaging identifies unique primary pulmonary artery endothelial cells subpopulations in response to insulin-like growth factor 1 treatment C Kim, G Seedorf and S Abman, University of Colorado Anschutz Medical Campus; D Shepherd, University of Colorado Anschutz Medical Campus and Arizona State University
A common strategy to measure the efficacy of drug treatment is the in vitro comparison of ensemble readouts with and without treatment, such as proliferation and cell death. A fundamental assumption underlying this approach is there is minimal cell to cell variability in the response to the drug. Here, we demonstrate that ensemble and non-spatial single cell readouts applied to primary cells lead to incomplete conclusions due to cell to cell variability. We exposed primary fetal pulmonary artery endothelial cells (PAEC) isolated from healthy newborn healthy and persistent pulmonary hypertension of the newborn (PPHN) sheep to the growth hormone insulin like growth factor 1 (IGF-1). We found that IGF-1 increased proliferation and branch points in tube formation assays but not angiogenic signaling proteins at the population level for both cell types. We hypothesized that this molecular ambiguity was due to the presence of cellular subpopulations with variable responses to IGF-1. Using high throughput incoherent structured illumination microscopy, we discovered a spatially localized response to IGF-1. This suggests localized signaling or heritable cell response to external stimuli may ultimately be responsible for our observations. Discovering and further exploring these rare cells is critical to finding new molecular targets to restore cellular function. Dendritic spines are a specialized locus of synaptic input. Consistent with the important roles of spinogenesis and spine structure in brain function, many diseases affecting mental health are associated with abnormal density and morphology of dendritic spines. Therefore, scalable and high-throughput tools to analyze spines are necessary to understand the links between molecular perturbations, synapse function, and disease. Toward this goal, we present SpineYOLO, an open source and online tool capable of automatically identifying dendritic spines in fluorescent tissue. SpineYOLO relies on a deep learning, end-to-end approach to minimize any need for parameter tuning. The algorithm is capable of identifying bounding boxes around dendritic spines with an average precision (AP50) of 72%. We demonstrate that SpineYOLO is easily generalizable to different types of spines, including spines in mouse hippocampal neurons, ferrets cortical neurons and Purkinje neurons, when combined with a straightforward one-click-per-spine data labeling tool. SpineYOLO can be used on a single computer, shared over a network, or accessed online via a web browser. This tool will be useful for high-throughput spine morphology analysis, and its performance will improve over time due to the collection of crowd-sourced training data through its web interface.
-Quantification and visualization of tissue microenvironments and cellular interactions by clustering neighborhoods using CytoMAP C Stoltzfus, J Filipek, B Olin and M Gerner, University of Washington
Recent advances in multiplex imaging approaches have led to an explosion of high-dimensional data capable of resolving both cellular position and phenotype across whole tissues. We explore these panoptic data with our novel analysis toolbox, Histocytometric Multidimensional Analysis Pipeline (CytoMAP), which reveals highly complex patterns of cellular positioning, and tissue microenvironments. Our approach utilizes machine learning, cellular spatial positioning data, and cellular phenotypic properties to identify unique cellular neighborhoods and tissue structures within imaged organs, potentiating further in depth study of tissue organization and function. Visualizing tissue microenvironments with advanced image informatics approaches promotes a better understanding of cellular and organ level physiological processes, and the fundamental building blocks of tissue organization. CytoMAP provides a platform for visualizing and quantifying both well-established and poorly characterized tissue regions and cellular associations in lymphoid and other organs, identifying novel structures with potential biological roles in cellular trafficking and homeostasis. New technologies for efficient exploitation of single plant cell in vitro reprogramming potential are highly demanded in plant biotechnology, breeding and research. Digitalization, automation and Artificial Intelligence (AI), which recognizably facilitated progress in other biomedical and agribiotechnology areas, are now being implemented by ScreenSYS to transform single plant cell in vitro culture. Application of this technology platform to single-celled haploid pluripotent stem cells called microspores enabled the production of fully homozygous plants from single cells. This switch from pollen development towards embryo formation provides exceptional opportunities for "green" biotechnology, and an attractive model for studying the mechanisms of cellular reprogramming, totipotency, differentiation and development. This process is known as Doubled Haploid (DH) technology, which is of high relevance in plant breeding and green biotechnology. Here we present an automated platform for quantitative phenotyping and perturbation studies in mono-and dicotyledonous plants. Benefiting from ScreenSYS IP-protected cell immobilization procedure, which enabled automation of cell handling and cell analysis, ScreenSYS developed high-content cell analysis studies driven by AI and state-of-the-art computational approaches to guide in vitro cellular reprogramming with the power of chemical compounds. Multiplex imaging techniques comprised of cyclic immunostaining, imaging, and destaining allow for better and deeper representations of cell types and states than can be produced using traditional immunofluorescence techniques. With this multiplex imaging, longitudinal single-cell image analysis across different perturbations can measure the heterogeneous effects of phenotypic changes and enable an analysis of dynamic cellular processes. However, given the complexity of a multidimensional dataset such as this, it is difficult to parse cellular and dynamic information together across various perturbation conditions. Here we propose a new approach to evaluate the single-cell level dynamic cellular processes and phenotypic changes as a response to various ligand perturbations. We conduct our analysis based on time-course Cyclic Immunofluorescence (Cyclic-IF) imaging data of MCF10A cell line with various ligand treatment conditions (PBS, EGF, HGF, OSM and IFNG, BMP2, TGFB in combination with EGF).To do this, first we extract single-cell level features from Cyclic-IF image and analyze them in pseudo-time by using monocle3 in order to represent the cellular transitions states and identify the associated changes in protein expression that accompany these transitions. We consider the clusters as individual state spaces and develop state and transition models (STMs) by estimating transition rates between specific biological states using a constrained regression to minimize errors in predicted state populations. With MCF10A dataset, we demonstrate the utility of the proposed method to meaningfully characterize multidimensional single-cell features in a fully unsupervised and data-driven manner. Further research can be done by extracting and analyzing the single-cell morphological features and stain localization then observing the temporal effects of perturbations on cell morphology.
1.36* -Intracranial pulse waves derived from dynamic MRI HU Voss, Weill Cornell Medicine
Introduction: The recently found importance of vascular integrity for the health of the central nervous system calls for diagnostic methods to evaluate the impact of pulse pressure waves on the brain: Cerebrovascular compliance absorbs the impact of the pulse pressure wave on the brain, and the pressure gradient caused by arterial pulsatility is thought to be a driving force in the brain's glymphatic (or paravascular waste clearance) system. Objective: To demonstrate how a combination of dynamic image processing, machine learning, and digital signal analysis provides unprecedented insights into the very fast pulse waves traveling through the vascular tree of the human brain. Methods: Pulse waveforms are extracted from dynamic MRI image sequences by the method of hypersampling by analytic phase projection, a generalized form of retrospective gating. A reinforcement-learning algorithm then is used to track pulse waves along the middle cerebral artery. Wave transfer functions relating input to output waveforms in a linear I/O model are computed from averaged waveforms. Results: Estimates of pulse waveforms show characteristic features known from extracerebral pressure measurements, such as a systolic upstroke and dicrotic notch. Pulse waveforms change with position on the artery, which can be modeled by the transfer function's gain and phase. There is a noteworthy variability in a sample of twelve healthy subjects. Conclusion: Pulse wave profiles afford a compact, visual, easily interpreted means for displaying information contained in pulse pressure waves. For example, timing information in the pulse wave profiles will facilitate estimation of properties such as pulse wave velocity. Transfer functions, which are independent of the incoming pulse shape, can be used to assess wave dispersion.
The findings invite further studies of the origin of the observed variability, as well as applications to neurovascular disease. A Matlab toolbox is provided for this purpose.
-Simulation of live-cell imaging system reveals hidden uncertainties in cooperative binding measurements M Watabe, RIKEN BDR; S Arjunan, The University of New South Wales; W X Chew, University of Malaya; K Kaizu and K Takahashi, RIKEN BDR
We propose a computational method to quantitatively evaluate the systematic uncertainties that arise from undetectable sources in biological measurements using live-cell imaging techniques. We then demonstrate this method in measuring the biological cooperativity of molecular binding networks, in particular, ligand molecules binding to cell-surface receptor proteins. Our results show how the nonstatistical uncertainties lead to invalid identifications of the measured cooperativity. Through this computational scheme, the biological interpretation can be more objectively evaluated and understood under a specific experimental configuration of interest. Our work has been published in the 1 July 2019 issue of Physical Review E (Vol. 100, No. 1). In recent years, advances in electron microscopy (EM) methods have allowed scientists to acquire images of brain tissues where subcelullar organelles, such as mitochondria, are shown with very high resolution, revealing novel facts about synapsis and other subcellular structures in the mammalian nervous system. Indeed, the latest improvements in these techniques have led to imaging of much larger volumes of brain tissue and exciting insights into invertebrate nervous systems and mammalian neural circuits. Consequently, there is an increasing need for computational technologies that aid the quantitative analysis of large EM imagery of brain tissue. The fully automatic detection of organelles is therefore a crucial step in such analysis as manual identification can be extremely difficult, expensive and time consuming. In particular, mitochondria have an important role in neurobiological research as they are linked to some diseases such as Parkinson or cancer, so their accurate segmentation in EM images is a hot topic in Bioimage Informatics. In this work, we made an extensive analysis of deep learning techniques for the segmentation of mitochondria on three different datasets of EM images. We experimented with various U-Net based architectures together with the most recent Mask-RCNN implementation with the aim of identifying and exploiting their strengths and weakness. As a result, we propose a modified U-Net based network which reduces by a large amount the parameters to be learnt from the original approach, together with its training time. We made use of basic data augmentation to increase the training examples and to prevent overfitting. Finally, we show that our approach achieves state-of-the-art performance when evaluated in the two datasets that have publicly available results. Moreover, those results are obtained using only 2D information and even before the use of any post-processing method.
-A neuroinformatics resource for benchmarking machine-learning models N Bhagwat, M Naeemi, J Whitesell and J Harris, Allen Institute for Brain Science
The success of machine-learning (ML) techniques in computer vision has triggered a huge interest in their application towards prediction tasks in neuroscience (Chen 2018; Paulus 2019; Jollans 2019). However, the lack of standardized input paradigms and task definitions have marred the interpretability and reproducibility of the experimental findings (Poldrack 2019). Here, we propose curation of a preprocessed 2-photon mouse imaging dataset to assess the robustness of popular ML models. We generate an exemplar neuroimaging dataset using a transgenic APP/PS1 Alzheimer's disease mouse line with 420 samples (age: 4-24 months) processed through an informatics pipeline (Whitesell 2019). The pipeline quantifies structural morphometry, axonal connectivity, and amyloid plaque information in the form of deformation fields and segmented fluorescent imaging data. The alignment of individual images to the CCF (http://atlas.brain-map.org/) offers an anatomically driven, multi-level representation of the quantified phenotype. In order to investigate the robustness of ML models, we evaluate the effect of multimodal input variation along 1) anatomical resolution (i.e. CCF ontology levels) and 2) parcellation strategy (anatomical vs. spatial-clustering). We benchmark the performance of several ML models on 1) APP+ vs APP-classification and 2) Age prediction tasks. As a long-term goal, we aim to augment this proof-of-concept dataset with more samples, processed feature sets, and task definitions, integrated within standardized ML validation paradigms. Such an informatics resource serving data+validation+comparison functionalities would be highly beneficial to the neuroimaging ML community. It would allow rapid testing of novel model architectures characterizing the relationship between neuroinformatic concepts (i.e. structural shapes, connectivity graphs) and the prediction task of interest. High-performing model architectures could then be adopted for further large scale analyses with mice and human datasets with analogous subject populations, phenotypic representations, and research questions.
-Response of Actin Dynamics to Extracellular Cues Measured and Characterized by Optical Flow L Campanello, University of Maryland College Park; R Lee, University of Maryland School of Medicine; M Hourwitz, J Fourkas, and W Losert, University of Maryland College Park
Understanding the rearrangements of the cytoskeleton, which is the internal mechanical scaffolding of the cell, is essential to developing a complete picture of dynamic cellular processes, such as migration, division, and differentiation. The prevailing methods used to analyze spatiotemporal dynamics in biological systems, such as the dynamic rearrangements of actin, typically rely on the consistent presence of structures or objects in subsequent frames, such as cells, vesicles, or single molecules. However, when attempting to quantify spatiotemporal dynamics of diffuse concentration fields, alternative approaches are needed that allow for continuous changes in shape, size, and intensity that are observed in vivo and in vitro. Here, we will describe our analysis of actin polymerization and depolymerization dynamics in amoeboid Dictyostelium discoideum, epithelial MCF10A, and neutrophil-like HL60 
-Spatial Analysis of Highly Multiplexed Microscopy Data NP Canete, AL Cunningham, AN Harman and E Patrick, Westmead Institute for Medical Research and the University of Sydney
Highly multiplexed imaging techniques such as cyclic immunofluorescence (CycIF), as well as the mass cytometry based techniques imaging mass cytometry (IMC) and multiplexed ion beam imaging (MIBI), has allowed many antibody parameters to be visualised within the same image. These technologies enable a variety of distinct cell types to be analysed concurrently in their native microenvironment. Indeed, there is increasing evidence that cell microenvironments are programmed not just by cell ontogeny, but by signals from the microenvironment. Highly multiplexed imaging hence provides the necessary spatial data required to interrogate the role of the microenvironment and identify any interdependencies between complex cell subsets in health and disease. Standard image processing, cell segmentation, and cell classification, the phenotype of a single cell and its position within an image can be identified. However, the analysis of the spatial relationships between these cells can be difficult. Here, we present the statistical use of marked point process models to identify the spatial relationship between different cell types. Specifically, these models can be used to identify specific interactions and avoidances between pairwise cell types. This approach can provide insights for immune responses in cancer models, autoimmune disorders such as type 1 diabetes and multiple sclerosis, and in infectious disease such as HIV. Here we show how spatial data can be utilised to predict survival in triple-negative breast cancer tumours acquired using MIBI. Such models can prove to be useful for applications in other high parameter disease models.
2.5* -Sequencing the 3-D genome of single cells with an automated image analysis workflow Z Chiang, Harvard University, A Payne, MIT, P Reginato, Harvard University, S Mangiameli, Broad Institute, E Boyden, MIT, F Chen, Broad Institute, J Buenrostro, Harvard University
The 3-D organization of chromatin in the nucleus is thought to modulate gene expression, and thus cellular function in both normal and disease states. Current approaches to study the 3-D genome rely on either hybridization probes, which can only target a finite set of known genomic regions, or proximity ligation-based sequencing, which is an indirect measurement that requires computational inference to predict 3-D structures. Here, we present a novel technology which enables 3-D genome sequencing in single cells by combining untargeted DNA sequencing with direct spatial observation of genomic loci. Our method leverages Tn5 transposase to randomly insert sequencing adapters and unique molecular identifiers (UMIs) into millions of individual DNA fragments across the genome. The genomic DNA fragments are amplified by rolling circle amplification (RCA) and the UMIs are read out in their native spatial context using sequencing-by-ligation (SOLiD), resulting in thousands of fluorescence microscopy images. Following this initial mode of sequencing, the amplicons are dissociated and sequenced using a conventional Illumina sequencer to determine the genomic DNA fragment associated with each UMI. We have developed an automated image analysis workflow to integrate the spatial and genetic information generated by this technology. We deconvolve, register, and normalize the fluorescence images in order to resolve the 3-D positions of the amplicons across multiple rounds of imaging. Next, we quantify the fluorescence signal of each amplicon across four color channels and over all rounds of in situ sequencing to generate a probabilistic representation of the UMI. The genomic DNA fragments are then associated with spatial coordinates through error-robust matching of in situ and Illumina sequenced UMIs. To do this, we implement a probabilistic approach to account for signal intermingling between densely-packed amplicons, as well as the decay of sequencing quality over successive rounds of in situ sequencing.
2.6* -Single-cell based analysis of leading-edge dynamics upon drug perturbation by deep learning-based subcellular motility phenotyping H J Choi and C Wang, Worcester Polytechnic Institute; L Woodbury, University of Arkansas; K Lee, Worcester Polytechnic Institute
Cell motility is fundamentally important for biological systems. Drug perturbation has been effectively used to elucidate the molecular mechanisms underlying the cell movement along with gene knock-out or knock-down assays. However, motility of a cell or population of cells exhibit significant level of intrinsic heterogeneity, even at a subcellular level. Adding another layer to the complexity, the response of a cell upon pharmacological perturbation further exhibits substantial heterogeneity within the same population even under the same drug treatment condition. Therefore, single-cell based quantitative assay is required to accurately measure the drug effects. Recently, we developed a machine-learning based analysis pipeline, HACKS (deconvolution of Heterogeneous Activities in the Coordination of cytosKeleton at the Subcellular level), to dissect protrusion heterogeneity at the subcellular level. HACKS identified hidden patterns from a complex and heterogeneous velocity time-series data and provided mechanistic details of molecular dynamics associated with protrusion phenotypes. We further improved the performance of HACKS by creating Guided bi-directional LSTM (long-short term memory) Autoencoder employing previously generated result from HACKS. This deep-learning based subcellular motility phenotyping pipeline, DeepHACKS (Deep phenotyping of Heterogeneous Activities in the Coordination of cytosKeleton at the Subcellular level) exhibited improved performance with higher accuracy. We applied DeepHACKS to a single-cell based assay with or without the pharmacological perturbation to analyze both protrusion and retraction, revealing fine differential responses of leading edge dynamics specific to each perturbation. Particularly, DeepHACKS revealed the emergence of rare protrusion phenotypes upon different perturbation. This suggests that the temporal features directly learned from leading edge dynamics enable fine-grained identification of drug-related subcellular phenotypes, which may not be possible from static cell images.
2.7* -Interactive, Symmetry Guided Registration to the Allen Mouse Brain Atlas M Cicconet and D Hochbaum, Harvard Medical School
Immunostaining of brain slices is a ubiquitous technique used throughout neuroscience for the purposes of understanding the anatomical and molecular characteristics of brain circuits. Yet the variety of distortions introduced, and the manual nature of the preparation, hinder the use of the generated images from being rigorously quantified; instead most registration of brain slices is done laboriously by hand. Existing automated registration methods rarely make use of geometric shape information. When registering anterior-posterior brain slices, for example, small errors between consecutive planes accumulate, causing the symmetry axis of a plane to drift away from its starting position as depth increases. Furthermore, planes with imaging artifacts --e.g. one half of the slice is missing --can cause large errors, which are difficult to fix by changing global parameters. In this work we describe a method in which we register a set of consecutive brain slices enforcing all slices to have a vertical axis of symmetry, and then pair these slices optimally to planes from the Allen Mouse Brain Atlas via Dynamic Programming. The pipeline offers multiple human-in-the-loop opportunities, allowing users to fix algorithmic errors in various stages, including symmetry detection and pairwise assignment, via custom graphical interfaces. This pipeline enables large-scale analysis of brain slices, allowing this common technique to be used to generate quantitative datasets.
2.8* -Developing "Vessel-on-Chip" technology to generate three-dimensional vasculature using human iPSCs A Cochrane, D Nahon, M deGraaf, M Vila Cuenca, O Halaidych, X Cao, F van de Hil, C Mummery and V Orlova, Leiden University Medical Center Vascular disease is a major cause of death and disability in the western world. However, underlying mechanistic causes of many vascular diseases are still relatively unknown and most therapeutic drugs fail at clinical trial levels. Experimental vascular models are required to elucidate the underlying disease mechanisms. However, to truly mimic in vivo vasculature the microenvironment must be recapitulated in parallel with the appropriate cell source. There is a great availability and potential of human induced pluripotent stem cells (hiPSC) derived vascular cells as a basis for in vitro models for vascular development and disease. Additionally, the development of "Vessel-on-Chip" (VoC) technology provides an exciting new platform to study the development of the vasculature under normal physiological and pathological conditions. In this study, we culture hiPSC-derived vascular and neuronal cells a microfluidic device. Strikingly, this three-dimensional (3D) environment allows the cells to self-organise and form perfusable 3D vascular networks. VoC technology has a great potential use in many avenues such as elucidating underlying mechanisms of vascular development or disease modelling. The hiPS-derived 3D vasculature generated in the VOC is imaged providing accurate 3D reconstructions to truly understand cellular interactions and moreover, using automated image analysis software, we can also quantify vascular development and physiology. In summary, we provide a novel robust platform for vascular disease modelling, bypassing the need for animal models and moving forward the prospect of personalised therapy.
-Map cell states in large tissue regions at single molecule resolution S Codeluppi, LE Borm, A Mossi Albiach and S Linnarsson, Karolinska Institutet
Current advances in spatial transcriptomics enables the discovery, characterization and mapping of cell states in both healthy and pathological conditions. Measurement of many expression profiles in large tissue regions using automated image based assays generates rich datasets of terabytes size. The analysis of these datasets requires the development of time-efficient, out-of-memory, parallelised pipelines that require minimal user intervention. We developed an open source analysis pipeline designed to process large datasets generated by single molecule fluorescence in situ hybridization. The pipeline is deployed has HTCondor managed directed acyclic graph that runs on a heterogeneous cluster leveraging both CPUs and GPUs. The automated analysis accepts raw image files and after filtering and spot detection, outputs a raw counting table containing the location and the identity of the RNA molecules in the entire tissue region processed. By leveraging on image metadata such as total mRNA and nuclei staining, we can identify regions of interest (cell or cell sections) by automatically seeded watershed segmentation and instance segmentation using neural network and map cell-bound RNA molecules that can be further processed to identify cell types or cell states. Our current effort is focused on adding more advanced algorithms for cell segmentation together with decreasing the computing time required for RNA molecules detection.
2.10* -Alzheimer's Detection and Analysis with Copula Generated Random Graphs A Danielson and J Cao, Simon Fraser University
Detection and prediction of Alzheimer's disease are notoriously difficult. Models based on information such as a patient's age, years of education, gender, and dominant hand slightly outperform assignments based upon proportions observed in the empirical distribution. Network information derived from fMRI studies augments the data available to classify disease states. This paper offers a novel method to estimate interpretable structure in brain networks, which can be used to detect the presence of Alzheimer's. We model the brain as a Copula Generated Random Graph (CGRG) using data examined in Nie et al., 2019 (arXiv:1901 ). CGRGs are probability distributions for networks with real-valued directed edges. Specifically, the edge values are normally distributed with a mean determined by sender and receiver parameters. The former measures the degree to which one node regulates or inhibits other nodes while the latter measures the degree to which that node is regulated or inhibited by other nodes. We bind the marginal distributions of the edges comprising each dyad with a Frank Copula. This copula has a dependence parameter defined on the real line (except at zero) implying that the model can learn negative and positive reciprocity. The brains of individuals diagnosed with Alzheimer's disease exhibit higher degrees of reciprocity than the brains of healthy individuals. This result accords with entropic theories of the brain (Friston, 2010) . Under this theoretical model, patterns of neural regulation are highly ordered and hierarchical. Our contribution suggests an association between the decreased levels of order and Alzheimer's disease. Moreover, the inclusion of the structural terms increases one's ability to detect Alzheimer's without observation of patient symptoms. Future work compares these findings to alternative models based on structural features. We will use the structural parameters learned by these models to predict the onset of Alzheimer's disease.
2.11 -The interplay between solid lipid nanoparticles and the TGF-beta pathway in human prostate cells F Garcia-Fossa and M Bispo de Jesus, University of Campinas Application of microscopy for the understanding of intracellular processes has allowed the development of complex and high content analysis. These tools will enable the study of the interaction between nanoparticles and cells at the molecular level. Nanoparticles have been used for delivery of genes and drugs and among the nanoparticles, solid lipid nanoparticles (SLN) stand out. Much attention has been paid on the beneficial effects of nanoparticles. Specifically, on the delivery of drugs and genes into cells, but little is known about the disturbances on intracellular signaling pathways. We investigated the effects of cationic solid lipid nanoparticles, used for gene delivery, on the TGF-beta pathway in normal and tumor cells of the human prostate epithelium. The TGF-beta pathway is related to increased invasion and cell migration in cancer, stimulating metastasis. We observed that the activation of this pathway led to increased migration in the presence of SLN in PC-3 (prostate cancer cells). Conversely, this effect was not observed in healthy prostate cells PNT1A -an unexpected and unprecedented result. Another effect found was that the biological role, i.e., transfection, mediated by SLN, is significantly reduced when we inhibit the TGF-beta receptors or Smad3. Also, we observed that inhibitors of TGF-beta can inhibit Smad2 translocation to the nucleus. To elucidate by which molecular mechanisms SLN can activate the TGF-beta pathway, we analyzed all the fluorescence images using CellProfiler. Understanding the molecular mechanisms triggered by nanomaterials, as well as their consequences for cellular functioning, is essential for the development of new nanomaterials and for delimiting their safe and effective use. In recent years large scale surveys of the physiological, transcriptomic, and skeletal morphological properties of neurons have expanded our understanding of the diversity of cell-types within the mouse visual cortex. Data driven classifications based upon these surveys have in some case reinforced classical views of neocortical cell types, but have also revealed previously unappreciated diversity. However, this same approach has not been applied to the morphological and connectomics based features that are observable with the ultrastructural resolution of electron microscopy (EM). Here we present the early stages of an EM data driven approach to distinguish cortical cell-types based on synaptic profiles and morphological features of varying cell compartments (e.g. cell body, nucleus, spines etc.). The current data set is comprised of 3D meshes from a densely segmented transmission electron microscopy image volume (0.56x0.92x0.03mm3) taken from mouse primary visual cortex including Layer II/III through Layer VI. From this volume, nuclear, somatic, and synaptic features were collected from over 1300 cells selected across laminar layers. Our analysis presents quantifiable distinctions that reflect changes in laminar depth and broader cell-type differentiation. With a focus on Layer 5 pyramidal cells, nuclear features such as volume, level of invagination and relative orientation allow us examine the degree to which nuclear morphology can distinguish cell classes such as IT, PT, and NP. Whilst our analysis reveals some clear distinctions, it also presents a vast variability in cell morphology that will require more comprehensive feature analysis to distinguish.
2.13* -A morphospace analysis of Physarum polycephalum behavioural ecology L Epstein, J Smith, Z Dubois and K Harrington, University of Idaho
We analyze the foraging behavior of Physarum polycephalum in the presence and absence of blue light to create an ontology of Physarum's aneural computation. Using a morphospace we compare temporally rich time-lapses of Physarum morphogenesis across diverse experimental conditions. Physarum physiology and its environment are measured using UNET semantic segmentation.
With these measurements, we quantify the physiological changes that have been previously associated with Physarums impressive behavioral repertoire. Physarum approximates shortest spanning trees between points of interest, has been shown to develop positive associations between negative stimuli such as salt if the stimulus is associated with food, and is photoavoidant. We expose Physarum to several different regimes of light exposure to better understand how Physarum morphology correlates to its surrounding ecology. Food is placed in a ring on the edge of the dish and Physarum is placed in the center. Blue light may fill the whole dish, half the dish, or be absent. Since Physarum is photoavoidant we believe that these three light conditions will allow us to understand the behavioral effects (in a partially illuminated dish) and the physiological effects (constant versus no light) of blue light. With nowhere to hide from the blue light Physarum must adapt its morphogenic behavior to cope with the blue light exposure. When half the dish is illuminated Physarum can physically avoid the illuminated portion of the dish. We reason that Physarums efficient exploitation of food and its photoavoidant behavior are expressions of the same morphological computation. We assume this computation to be an emergent phenomenon built from observable biological phenomena such as fluid flow. By quantifying aspects of Physarum physiology across different light exposure regimes we develop an understanding of how these basal biophysical components interact to produce a diverse repertoire of behaviors.
2.14* -Assessing the distribution of recombination proteins during C. elegans meiotic progression using machine learning C Espenel, AM Villeneuve and C Girard, Stanford University School of Medicine
Faithful inheritance of genetic information through sexual reproduction relies on the formation of crossovers (CO) between homologous chromosomes during meiosis, which, in turn, relies on the formation and repair of numerous double-strand breaks (DSBs). As DSBs pose a potential threat to the genome, mechanisms that ensure timely and error-free DSB repair are crucial for successful meiosis. During C. elegans meiosis, DSBs form in 4-7 fold excess of the eventual number of COs, most of them loading the recombinase RAD-51 and other pro-CO factors appearing as discrete foci along the chromosome. Following the number and distribution of such proteins is of paramount importance to understand the process happening during the course of CO formation. Current approaches require many hours of manual curation and depend on approaches that are difficult to reproduce. Here, we show that linear Support Vector Machine (SVM) can solve this challenge. We adapted a method previously developed by Dalal and Triggs. We train a linear SVM on a Histograms of Oriented Gradient (HOG) of image windows containing nucleus in the Pachytene stage of meiosis. We can then use our train classifier to recognize nucleus in relatively large microscopy 3D stacks images of whole-mount gonads (60 to 120 stacks, 15 to 30 stitched 512x512 images). We demonstrate that this approach can robustly identify the position of nuclei along the gonad and allow counting the number of DSBs per nucleus. A direct comparison with the manual approach showed no significant differences in the number of DSBs per nucleus found but lead to an important reduction in curation time. We conclude that this approach is accurate, reproducible and require less curation time. Moreover, it could be expanded to identify nucleus in different meiotic stage within the gonad and thus accurately monitoring the formation of DSBs during meiosis.
-Data Augmentation for Immune Cell Tracking using Random Walk Models and Generative Adversarial Networks K Fujimoto, S Seno, H Shigeta, T Mashita, Y Uchida, M Ishii and H Matsuda, Osaka University
Recent advances of imaging technique such as two-photon excitation microscopy and fluorescent proteins enabled live imaging, i.e. observing cells in living animals and recording the observation as videos. Such videos can be used for various purposes because they contain information about various biological processes. Especially, videos of immune cell migration obtained through live imaging show the process of immune response and are thus important for evaluating the pathological conditions and medical efficacy. For such purposes, tracking immune cells in video frames is a common procedure to extract information about immune cell dynamics. Tracking objects in video frames is well-studied as visual object tracking problem in computer vision field and various tracking methods have been proposed. Among such methods, machine learning based tracking methods, which construct tracking models specialized to target videos using training data i.e. known pairs of videos and corresponding tracking results, are suitable for cell tracking. That is because difference of experiment condition can lead to wide variety of appearance and shape of cells. However, machine learning based methods require diverse and sufficient number of training data. Such data are obtained through annotating each video frame manually, thus enough training data is difficult to use. Therefore, data augmentation which generates pseudo training data using existing training data is important. We propose a data augmentation method for immune cell tracking using biased persistent random walk, which is a typical mathematical model to describe trajectories of immune cell migration, and a generative adversarial network, which is a machine learning model to generate data indistinguishable from real data. Our method generates pseudo training data from initial cell positions given as input and thus can generate diverse data infinitely. Our experiments show that our method improves the performance of machine learning based tracking methods for immune cell tracking. Actin-driven, directional cell motility is one of the most fundamental behaviors in animal cell biology. To maintain polarized migration, cells must coordinate the stochastic growth of tens of thousands of nanometer-sized actin filaments over micron-scale distances along their leading edge. We employed high speed, high resolution microscopy of migrating neutrophil-like HL-60 cells to directly observe leading edge maintenance evolving over time. To our surprise, we discovered that cells' leading edge shape continuously undergoes dynamic sub-micron, sub-second undulations, all while maintaining nearly constant overall cell shape. Under the assumption that these shape fluctuations reflect the underlying actin dynamics driving migration, we set out to quantitatively characterize and then perturb shape dynamics in order to develop a deeper understanding of the mechanisms cells use to maintain leading edge shape, and thus polarized migration. Given that the overall leading edge shape is quite stable, we reasoned that any perturbation from the average shape would have a characteristic amplitude and relaxation timescale, and that this relaxation might have some wavelength dependence. Adapting well-established methods from polymer physics, we used Fourier mode time-autocorrelation analysis to investigate the relaxation of shape fluctuations over time. Surprisingly, we found that shape fluctuations at all wavelengths undergo oscillations as they decay, implying some memory exists in the system that causes fluctuations to "overshoot" as they relax, much like a Hookean spring. Furthermore, live-cell fluorescence imaging of HL-60 cells endogenously expressing GFP-beta-actin revealed that actin density fluctuations also undergo oscillatory decay that is perfectly anticorrelated with leading edge shape fluctuations. The rich behavior and quantitative nature of this dataset made it primed for physical modeling. We thus employed a swath of simple "toy" models to explore potential molecular mechanisms that could explain leading edge oscillations and their relationship to actin density. Remarkably, we found that a simple evolutionary filament orientation model (Maly and Borisy 2001) is sufficient to explain the oscillations. In this model, the network oscillates between a fast-growing, low density state in which filaments grow perpendicular to the leading edge, and a slow-growing, high density state in which filaments grow towards the membrane at approximately one half of the branching angle. Excitingly, these results suggest that branched actin growth against a membrane is inherently self-correcting and thus sufficient for maintaining leading edge shape without requiring higher-level regulation.
-Large Scale Segmentation of DNA-Labeled Brain Microstructures Using Deep Semantic Preprocessing L Saadatifard, A Mobiny, P Govyadinov, G Chen, H Van Nguyen and D Mayerich, University of Houston
Mapping brain architecture is important for understanding neurological function and behavior, particularly when studying neurodegenerative diseases. High throughput imaging provides the potential for whole organ mapping at microscopic resolution. The size and complexity of the resulting images makes manual annotation impractical and confounds automated techniques. Denselypacked cells with heterogeneous sizes and shapes, combined with complex interconnected vascular networks, pose a problem for current localization and segmentation algorithms. In addition, massive multi-terabyte data sizes necessitate fast algorithms that are largely unsupervised. In this work, a robust cell and microvascular segmentation framework is implemented to quantify tissue microstructure in large microscopy images. The proposed method is validated using thionine-stained rat brain tissue. A deep and densely-connected fully-convolutional autoencoder is designed for pixel-wise classification. The trained network reliably distinguishes between cellular and vascular structures. A GPU-based cell localization algorithm is then designed to identify three-dimensional cell positions, while a predictor-corrector algorithm sparsely samples interconnected vascular networks to extract structure and connectivity. It is demonstrated that the proposed "deep preprocessing'' framework significantly improves the accuracy of relative to the brain microvasculature.
-Metadata and Performance Tracking for Fluorescent Microscopes II -Optics M Hammer, A Rigano, F Farzam, M Huisman, D Grunwald and C Strambio de Castilla, UMass Medical School
Microscopy images need to be accompanied by a description of the sample, its preparation and experimental layout as well as technical parameters under which images were taken. The term "metadata" is used to refer to such accompanying information, but the exact meaning of "metadata" frequently varies with context. A major challenge with metadata for technical parameters is the large variability of what is recorded by different microscopes. Metadata can be as simple as the pixel size or as complex as the results of an entire internal instrument calibration routine and everything in between. To enable full quantitative analysis to extract the maximal information content of images and to make images from different microscopes comparable, we propose 1) an OME based, extended metadata model to capture complete hardware and settings used for image acquisition, 2) an extension of metadata to contain optical calibration-and performance documentation and 3) a tier system for metadata requirements that scales the amount of metadata to be reported with the complexity of the imaging data. Here we present cooperative data on the use of diffraction limited multicolor beads [1] and a number of imaging and resolution standards for optical calibration of a microscope [2] [3] [4] [5] [6] . This work is accompanied by a second contribution on a metadata model and a third contribution on performance calibration (see posters 1.15 and 2.19). M Huisman, UMass Medical School; C Smith, TU Delft; M Hammer, UMass Medical School; R Ulbrich, Scientialux; D Grünwald, UMass Medical School Microscopy images need to be accompanied by a description of the sample, its preparation and experimental layout as well as technical parameters under which images were taken. The term "metadata" is used to refer to such accompanying information, but the exact meaning of "metadata" frequently varies with context. A major challenge with metadata for technical parameters is the large variability of what is recorded by different microscopes. Metadata can be as simple as the pixel size or as complex as the results of an entire internal instrument calibration routine and everything in between. To enable full quantitative analysis to extract the maximal information content of images and to make images from different microscopes comparable, we propose 1) an OME based, extended metadata model to capture complete hardware and settings used for image acquisition, 2) an extension of metadata to contain optical calibration-and performance documentation and 3) a tier system for metadata requirements that scales the amount of metadata to be reported with the complexity of the imaging data. However, there are certain crucial pieces of information that simply are not captured in even the most rigorous and precise routines for record-keeping and calibration, as they simply cannot be measured without the aid of (often costly, cumbersome and complicated) external devices. Here, we present an inexpensive, easy-touse calibration device that, among other things, allows the user to measure excitation power and perform basic detector calibration routines. In doing so, the "M_e_t_a_M_a_x_" _tool provides crucial meta-data to evaluate potential photo-toxicity and allows current and future model-based data processing tools to get as much quantitative information as possible out of the images. MetaMax also provides an elegant, possibly automated way to track microscope performance over time. This work is accompanied by a second contribution on a metadata model and a third optical performance calibration (see posters 1.15 and 2.18).
-Metadata and Performance Tracking for Fluorescent Microscopes III -MetaMax
2.20* -Revealing Architectural Order with Label-free Imaging and Deep Learning S Guo, J Folkesson, AP Krishnan, I Ivanov, L Yeh and B Chhun, Chan Zuckerberg Biohub; M Keefe and D Shin, University of California, San Francisco; N Cho and M Leonetti, Chan Zuckerberg Biohub; T Nowakowski, University of California, San Francisco; SB Mehta, Chan Zuckerberg Biohub Understanding mechanisms of biological functions and their dysregulation during disorders requires imaging of interactions among multiple components within the same cell or tissue. Fluorescent imaging has been a useful tool for visualizing biological structures. However, it is difficult to perform fluorescence imaging of more than 7 components in the same sample, especially in primary cells and tissues. In contrast, label-free imaging provides facile simultaneous visualization of multiple structures and reports intrinsic physical properties, but identification of specific structures seen in label-free images has remained challenging. Advance in deep learning has now enabled translation from label-free images to fluorescence images. Here, we describe joint optimization of polarization-resolved label-free imaging and deep learning to map architectural order in cells and tissues and apply it to study the human brain architecture. Our approach enables mapping physical properties of density, birefringence, orientation, and scattering in a single acquisition. We used computationally efficient 2.5D residual U-Net model to predict specific structures from label-free images. We benchmarked the performance of our approach by predicting F-actin and nuclei in mouse kidney tissue. Our results show model prediction is more accurate when including multiple relevant physical properties as input. Finally, we demonstrated predicting axon tracts and myelination levels in developing human brain tissue sections at different ages using our approach. Our approach significantly increases the information throughput of brain cytoarchitecture that can be acquired from scarce fixed human brain tissue samples. We expect that computational label-free imaging combined with deep learning will be valuable for archival fixed tissue as well as live tissue sections.
2.21* -Semi-automated segmentation of subcellular features in sbfSEM image stacks of taste buds B High, D Volz, R Yang and T Finger, University of Colorado School of Medicine
Manual segmentation of serial blockface scanning electron microscopy (sbfSEM) images has been a mainstay of their analysis and can be used to create three dimensional renderings of structures such as taste buds that show details of taste cell and nerve fiber connectivity, synapses, and subcellular features. Creating these three-dimensional images from the sbfSEM image stacks is not only time consuming for people tasked with segmenting the images, but also involves large amounts of data often approaching 100 gigabytes per stack with a resolution of 7-8nm per pixel. Here we present a method using U-Net, a convolutional neural network developed for biomedical image segmentation using images that are already annotated, to successfully semi-automatically segment nuclei and mitochondria present in taste cells in sbfSEM image stacks. One advantage to this neural network is that it can be trained on relatively few images and has a faster output compared to other deep networks performing automated segmentation. We successfully trained a classifier to identify cell nuclei using only 20 nuclei on images downsampled by 8x. Training the classifier to correctly identify mitochondria took more training, approximately 150 mitochondria spread across five training images downsampled by 4x. In the short term, the use of machine learning for even simple features will decrease personnel costs and allow human segmenters to focus their efforts on validation and segmentation of more complex structures rather than on initial segmentation of easily identifiable features. Long term, however, this proof-of-concept work should allow images already annotated via Reconstruct to be used for training classifiers for many other features. Ultimately, this should lead to complete and accurate semi-automated segmentation of sbfSEM image stacks of taste buds.
-Spatio-temporal analysis of structural plasticity in hippocampal dendritic spines Y Ishii, University of Tokyo; H Okuno, Kagoshima University; H Fujii and H Bito, University of Tokyo
Long-term enhancement of synaptic transmission (or long-term potentiation, LTP) is considered as a key mechanism to flexibly control synaptic efficacy. A robust change in the number of AMPA-type glutamate receptors expressed in the postsynaptic membranes has been shown to underlie LTP. Due to technological limitations in electrophysiology, it remains elusive to evaluate synaptic transmission and LTP at all active spines within a neuron. Because of this, the spatial distribution of LTP across dendritic spines is unknown. Computational modeling suggests that spatial spread and redistribution of synaptic plasticity may play an important role in the overall long-term enhancement of the synaptic strength, although concrete experimental evidence is still scarce. To address this problem, we here developed an analysis workflow for real-time imaging of synaptic AMPA-type glutamate receptors that can assess the spatial distribution of synaptic plasticity. Cultured, synaptically connected, hippocampal neurons were electrically stimulated via field electrodes to trigger LTP, and live imaging was performed over 3h following plasticity induction. Structural plasticity, or spine head expansion, tightly correlated with increase in synaptic AMPA-type glutamate receptors. The spatial location of these structural plasticity events was mapped within each observed dendrite, and the distance from the one structurally plastic spine to all surrounding spines present within an effective measurement range was calculated. Spatial association was then assessed by calculating statistics using these distance and spine head volume values. We found evidence that the structural plasticity of dendritic spines exhibits a global spatial association in cultured neurons. In particular, this spatial effect was prominent in the late phase of LTP. These results suggest an intriguing possibility that the spatial redistribution of post-synaptic plasticity may be particularly associated with the persistence of LTP.
2.23* -Multiscale Mapping of Cellular Alterations in Brain Tissue J Jahanipour and X Li, University of Houston; D Maric, NINDS and NIH; B Roysam, University of Houston
The altered brain needs our urgent attention. While international brain mapping initiatives remain focused on the structure and working of the neuronal networks, conditions like traumatic injury and experimental drug treatments inflict complex and multiscale brain cellular alterations that deserve to be mapped in a comprehensive manner. At the cellular level, traumatic brain injury (TBI) initiates a complex web of pathological alterations in all the types of brain cells, ranging from individual cells to multi-cellular functional units. These alterations represent a mixture of changes associated with the primary injury and secondary injuries. Many of these alterations can be subtle and/or latent, only discernible by sensing changes in cell morphology and/or the expression and/or intra-cellular distribution of specific molecular markers. Current immunohistochemistry (IHC) methods reveal only a fraction of these alterations at a time, miss the many other alterations and side effects that are occurring concurrently, and do not provide quantitative readouts. In this poster, we present a practical approach to pathological brain tissue mapping with a focus on rational therapeutics development. Our approach is based on replacing the many low information content assays with a single comprehensive assay based on imaging and analyzing highly multiplexed whole brain sections using 10-50 molecular markers, sufficient to analyze all the major brain cell types and their functional states over extended regions. Analyzing these images is challenging due to their complexity, variability, and sheer size. To overcome these challenges, we describe a combination of signal reconstruction, deep cell detection and high-dimensional data analysis approaches to generate quantitative readouts of cellular alterations at multiple scales ranging from individual cells to multi-cellular unit and, large cellular ensembles (e.g., cortical layers), for comparative analysis. These data can be used for testing hypotheses, screening individual drugs and combination therapies, and initiating system-level studies.
2.24* -A 3D imaging and quantitative analysis within intact tissue D Kaczynska and S Kanatani, Karolinska Institutet; N Tanaka, Keio University School of Medicine; P Uhlén, Karolinska Institutet
Cutting tissues into thin slices has been the standard practice for many years in scientific research. This method provides twodimensional information about the tissue. However, life occurs in three dimensions (3D); for this reason, scientists have always tried to extend tissue imaging to thick specimens. In neuroscience, visualisation of intact brains in 3D is of intense focus. Previously, we developed a new imaging platform termed DIPCO (Diagnosing Immunolabeled Paraffin-Embedded Cleared Organs) that uses 3D light-sheet microscopy and whole-mount immunolabelling of cleared samples to study proteins and micro-anatomies deep inside of tumours. Here, we have further optimised this method for whole-mount immunostaining of mice brains to calculate the number of cells in the intact tissue. We were able to accurately calculate the number of microglial cells to 1.599.622 in the cerebral hemisphere of a P28 mouse using the Iba-1 marker. To our knowledge this is the first time that the exact number of cells has been determined in a mouse brain. We believe that this pipeline can be applied for precise calculations of the cellular composition of various brain regions to help us understand the structure and function of the both developing and adult brain. This work describes Big Feature Aligner (BIGFETA) , a linear least squares feature/point correspondence aligner that can scale from aligning thousands of images on a single workstation to aligning millions of images as a distributed application on a cluster. BIGFETA was used to align more than 108 transmission electron microscopy images from a mm3 of mouse visual cortex. BIGFETA has additional applications in the optical domain, or any domain that has spatially-localized features. The code for this work is publicly available in an open-source repository.
2.25*
2.26* -mFISH-Survey: Software for automation, data acquisition and processing in a pipeline environment B Long, Allen Institute for Brain Science; R Serafin, University of Washington; N Mei and R Nicovich, Allen Institute for Brain Science
Image-based transcriptomics, including multiplex fluorescence in situ hybridization (mFISH) is a rapidly-developing field that can add tissue spatial context to the rich datasets generated in single-cell transcriptomics studies. Although there is an ever-growing list of image-based transcriptomics approaches, many of the underlying imaging and automation tasks are shared across methods. Despite the similarities, the software tools for data collection and analysis are fragmented, making sharing protocols and scaling up data collection a challenge. We are creating a pipeline for standardized data collection across different assays, multiple systems and samples, but doing so requires scalable software for automation and data collection. Here we present mFISH-Survey, our acquisition software package that integrates 3D image acquisition, fluidics control, online image-based focus tracking, interactive experiment definition and schematized metadata creation. This system is capable of running unattended multiround mFISH experiments for 10s of hours while retaining focus, orchestrating imaging and fluidics steps and collecting ~1TB data. Additionally, we have developed a computational pipeline to monitor data generation and process the data as imaging rounds are completed by the mFISH-Survey system. Thus, mFISH-Survey provides an end-to-end system for data acquisition and processing to handle image-based transcriptomics in a pipeline environment.
2.27* -Single-molecule characterization of actin velocities in living cells C Miller and A Dunn, Stanford University
Active flows within the actin cytoskeleton generate mechanical forces that allow cells to migrate, change shape, and exert mechanical forces on their surroundings. The local movement of filamentous (F)-actin reflects the balance of several forces, including polymerization forces, membrane tension, myosin pulling, and transmission of force to the extracellular matrix (ECM). In theory, the distribution of F-actin velocities should contain rich information about the structure and dynamics of the local actin cytoskeleton. However, most previous measurements report only average F-actin speeds. This limitation reflects in large part the low signal-to-noise ratio of typical F-actin tracking measurements, as localization errors on individual fluorescent fiducials are often comparable to the distances traveled between frames. Here, we describe a to our knowledge novel analysis that circumvents this issue by the deconvolution of measurement noise from the measured velocity distributions of individual F-actin fiducials. This analysis yields F-actin velocity distributions that, unlike means, allow us to test physical models of force propagation through the actin cytoskeleton. In addition, we anticipate that these methods may be useful in the analysis of other particle tracking measurements that face limitations imposed by low signal-to-noise ratios.
-Deep learning for characterization of neuroinflammation in traumatic brain injury K Milligan and A Balwani, Georgia Tech; A Maguire, Auburn University; S Margulies and E Dyer, Georgia Tech
The symptoms of traumatic brain injury (TBI) are highly variable, and it is often impossible to determine the extent of injury without analyzing histological sections. Traditionally, a neuropathologist would evaluate these sections manually, a laborious and bias-prone procedure that limits the size of samples that can be analyzed. Automating the process of histological injury classification would accelerate the pace of research, decrease bias, and may reveal new features useful for understanding TBI. Here, we present GliaNet, a convolutional neural network designed to analyze and classify histological images of microglial cells. Microglia are a type of neural support cell that are implicated in neuroinflammatory diseases including TBI, Alzheimer's disease, Parkinson's disease, and posttraumatic stress disorder. GliaNet was trained on high-resolution histological images of microglia from injured and uninjured porcine cortex that were stained for Iba-1, a protein biomarker specifically expressed in microglia. Prior to training, images were given a binary label according to microglial activation; activated microglia have a distinctive morphology that differentiates them from inactive cells. GliaNet was trained and validated on a total of 54 glial images, after which the total validation accuracy was 84%. The network was then tested on 14 held out images; classification accuracy on this set was approximately 82%. GliaNet represents a step toward unbiased histological interpretation of TBI and other inflammatory states in the brain, and has the potential to dramatically increase research throughput while decreasing the amount of time researchers must spend analyzing histological images.
-Brainwide atlas of cortical pyramidal neuron morphology
A Narasimhan, J Palmer, C Elowsky, J Mizrachi, K Umadevi Venkataraju and R Palaniswamy, Cold Spring Harbor Laboratory; J Gornet, Columbia University; U Sumbul, Allen Institute for Brain Science; D F Albeanu and P Osten, Cold Spring Harbor Laboratory
The diversity and stereotypy of neuronal type morphology is considered crucial to the brain's remarkable ability to extract and store information from the environment and execute behaviors. To date, technical constrains have impeded comparative brain-wide mapping and quantification of the building blocks of neuronal circuits based on their morphology. Here, we present a whole mouse brain volumetric imaging approach, based on subcellular resolved Oblique Light-Sheet Tomography (OLST), and a largely automated platform for morphological cell type analysis via machine learning algorithms. Using this platform, we generate a brain-wide anatomical atlas comprising over 20,000 somatodendritic morphologies of cortical pyramidal neurons, with each neuron identified by its precise anatomical location. This comprehensive resource reveals stereotyped aspects of cortical layer-and area-based pyramidal neuron morphology that can be further used to link structural information to known function of sensory, motor and cognitive cortical circuitries. To address this correspondence problem, multiple methodologies must be applied to the same cells across multiple single-cell experiments. We present an approach applying spatial transcriptomics using multiplexed fluorescence in situ hybridization, (mFISH) to brain tissue previously interrogated through two photon optogenetic mapping of synaptic connectivity or whole-brain serial two photon tomography. This approach can resolve the anatomical, transcriptomic, connectomic, electrophysiological, and morphological characteristics of single cells within the mouse cortex. A systematic interrogation of the correspondence between single-modalitydefined types and the diversity within these types requires a large-scale effort to capture these details at sufficient resolution. To this end we describe a data generation pipeline capable of completing dozens of experiments per week. Key components include cross-team specimen hand-off, data, reagent, and probe tracking infrastructure, and workflow optimizations. We will describe several of these advances and how they support the goal of a robust, auditable, and reliable pipeline for multimodal correspondence data generation. With this pipeline infrastructure, we can disambiguate cell types within cells expressing a sub-class-level transgenic reporter. We focus on putative somatostatin-expressing interneurons. Within this sub-class the mFISH pipeline can distinguish unique cell types by probing a modest set of 15 or fewer transcript targets. Aligning results from the mFISH analysis with those from an upstream synaptic connectivity experiment provides cell-type resolution of connectivity rates and strength while maintaining the highthroughput capabilities of both light sheet imaging and two-photon optogenetic probing.
-

-Hidden Conformations of Short Peptides from Molecular Dynamics Trajectories by Hilbert curve Transformation S Rath, T Hennig, P Fischer-Marques, J Francis-Landau, T Jorgenson, R Overney and M Sarikaya, University of Washington
Conformation dependent spontaneous self-organization of solid binding peptides on single layer atomic materials (SAP/SLAM) offers a great potential in exploiting these systems for bioelectronic and biosensing applications. Dimension reduction of pairs of backbone dihedral angles, as extracted from molecular dynamics simulations and subsequent clustering are used to study such peptide conformations. However, there is limited precedence of conserving the interpretability of conformations offered by Ramachandran plots upon dimension reduction and clustering of molecular dynamics trajectories. Here we demonstrate the use of space-filling Hilbert curves in dimension reduction of backbone-angle pairs of a self-assembling peptide on Graphene under three different charged states. We perform molecular dynamics simulation on wild type (WT) graphene binding peptide obtained from directed evolution experiments that self-assembles on graphene under specific conditions. By transforming the linearized (cosine and sine transformed) backbone dihedral angles for each residue-pair, per time-frame, into a one-dimensional vector in Hilbert coordinate space to keep the angle pairs together, we show greatly improved resolution of hidden conformation states upon dimension reduction and clustering. Knowing specific conformations of peptides and interpreting how the experimental conditions affect conformations is crucial in understanding interfacial interactions to guide self-assembly. The knowledge of specific soft bio/nano interface structure will facilitate ab-initio calculations downstream to understand effect of self-assembly on the band structure changes happening in the SAP/SLAM systems for predictive design of biosensors, bioelectronics, bio-photovoltaics and biomolecular fuel cells. The research is supported by NSF-DMREF program through the grant DMR-1629071 as part of national Materials Genome Initiative (MGI). , when combined with our scalable and performance-optimized multidimensional analysis tools, provided us with the unique opportunity to simultaneously explore the dynamics of cargo uptake mediated by the clathrin-dependent and clathrin-independent routes within the same cell. Here, we used LLSM for direct visualization and molecular counting during endocytosis of fluorescently tagged transferrin (canonical cargo for the clathrin endocytic route) and Shiga toxin (a cargo for the clathrin-independent route) in genome-edited cells expressing fluorescently tagged chimeras of clathrin light-chain A, the endocytic adaptor AP-2, and endophilin (constituent of the clathrin-dependent and independent routes). To analyze terabytes of 5D (x, y, z, time, channel) cell data from hundreds of cells efficiently on a massively parallelized manner, we developed new, and improved upon existing image analysis frameworks (Aguet et al. 2016 ) that allows us to accurately and quantitatively determine the molecular assemblies in both low SNR and high-density regimes. The cell internalization dynamics in the presence of the two cargos show that most clathrin-coated vesicles captured transferrin regardless of the cell surface from which they formed. Shiga toxin was also captured by a very large number of clathrin-coated structures in addition to later initializing clathrin-independent mechanism of entry.
2.32*
2.33* -A framework for spine-based morphological analysis of neurons from Electron Microscopy data S Seshamani, L Elabbady and F Collman, Allen Institute of Brain Science
Morphology based analysis of cell types has been an area of great interest to the neuroscience community for several decades. Recently however, high resolution electron microscopy (EM) datasets of the mouse brain have opened up opportunities for data analysis at a level of detail that was previously impossible. Of particular interest are details to the level of dendritic spines. This work presents a framework for analysis of spine based neuron analysis from EM data. The processing framework involves spine extraction, spine representation, and whole cell modeling and analysis based on spine distributions. Given a 3D mesh of a neuron, spine extraction is carried out in a synapse aware manner where previously segmented synapses are used as a starting point to trace a path to the shaft of the neuron and determine the extent of the spine. Segmentation of the mesh is then locally carried out using the shape distance function as a metric and resulting segments that lie along the spine path are merged to generate the extracted spine mesh segment. Once a spine is extracted, we need to represent each spine as a fixed size vector to enable comparison for modeling. For this, we train a PointNet autoencoder using the spines extracted from one cell. This autoencoder samples points on the spine mesh and learns a fixed size vector representation. This allows us to transform each spine into a fixed size feature vector. We then perform bag of words clustering to represent each cell as a distribution of spines assigned to each cluster of spines. Using this framework, we analyze a dataset comprised of 3D meshes from an EM volume from the primary visual cortex of a mouse. From this, we observe that we are able to distinguish cell types when mapped to lower dimensions and also perform regression based analysis. Ongoing work involves combining these spine distribution features with other morphological information of cells for further subtype clustering, applications to larger datasets and uncertainty based modeling for noisy and incomplete data.
-Automated methods for quantitative analysis of cells in histological brain sections A Thompson and R Amor, Queensland Brain Institute, The University of Queensland
Neuroscience experiencing a boom in the variety and amounts of data being acquired from dedicated scientists. Traditionally, large or difficult data sets have been left to undergraduate and graduate students to quantify manually on an image-by-image basis, however this can introduce certain biases and is becoming quite unrealistic for timely analysis and publishing of results. Researchers at the Queensland Brain Institute regularly perform histological staining and automated imaging of serially-sectioned slices of mouse brains to identify changes in the animal's phenotype following experimental manipulations. To correctly predict how certain proteins or transcription factors, or traumatic injuries contribute to development or disease progression in the brain in vivo, analysis of these images must be thorough, accurate and unbiased. Methods for automatic cell detection are abundant, however many struggle with the specific needs of neuroscientists due to certain biological issues such as areas of extremely high cell density, irregular morphologies such as certain glial cells, and high levels of background staining for proteins that are only weakly expressed in cells of interest. This makes distinguishing cells difficult for a human observer, let alone an automated program. We have tested several different applications to try to improve automated cell detection from histologically-stained brain slice images, including the use of supervised machine learning with iLastik, and semantic segmentation with deep learning in MATLAB. We found it quite difficult to identify the training parameters optimally suited for different cell types in the brain when labelled with different antibodies, in any application. However, we found that the overall accuracy of these approaches is surprisingly similar, with the biggest determining factor being the time spent creating large amounts of accurately labelled cell data in a variety of backgrounds and contexts. Following training, automatic segmentation and cell labelling can be quite fast on an image-by-image basis.
-The Reconstrue stack: a cloud-native, open source neuroimaging platform J Tigue, Reconstrue
In Phase Two of the MICrONS project, the Allen Institute EM scanned a cubic millimeter of mouse brain, generating ~2.3 petabytes of data. That data was sent into the AWS cloud to be stored in a bossDB neuroimaging repository. That codebase was custom developed for the MICrONS project. Reconstrue is picking up the baton to continue open source innovation via bossDB. This proven super-scalable, cloud-native neuroscience tool is the backend core of the Reconstrue stack. Other tools from the SABER ecosystem complement the bossDB. The Apache-licensed bossDB codebase was started in mid-2015 --early days for serverless architectures. By refreshing the codebase with 2019 best practices, the bossDB becomes much easier to deploy. Beyond simply refreshing the existing codebase, the bossDB core can be extended to cover more of the neuroimaging pipeline. For example, during the MICrONS project the bossDB was used simply as a repository and viewer for the EM image files and related artifacts (neurite reconstructions and other annotations). But in future projects the reconstructions will be constructed atop bossDB within AWS, rather than be built within, say, Seung Lab infrastructure and then uploaded into bossDB. Reconstrue implements pure open-source, cloud-native solutions for neuroscience. "Cloud-native" means the main storage and compute happens upon commercial cloud platforms, using serverless architectures specifically designed for such environments. "Cloud-native" also means that all client-side software runs within web browsers, not dedicated desktop apps. Specifically UI is implemented within Jupyter notebooks using widgets. Jupyter widgets can be deployed outside Jupyter notebooks in, say, blog posts, dedicated web-apps, or ad-hoc lab dashboards. So, in the Reconstrue stack a super-scalable serverless engine replaces a more traditional HPC cluster, yet like the HPC-style solutions the services is fronted with JupyterHub e.g., Pangeo. twitter #bioimage19 medium and high) and CART (Classification and Regression Trees) for classifying cell types (astrocytes, oligodendrocytes, GABAergic or glutamatergic neurons). Results: Dotdotdot an automated workflow (for nuclear and transcript quantification) utilizes modern machine learning techniques for data analysis to reduce human input and bias. It is used with 4-plex RNAScope and multispectral imaging to isolate and mask out lipofuscin autofluorescence in human brain tissue (which otherwise might confound transcript quantification). Using dotdotdot, we demonstrate (1) Arc and Bdnf (activity-regulated genes) are differentially regulated in single cells in mouse cortex following administration of electroconvulsive shock (ECS), (2) classification and identification of functionally distinct cell populations. We present MagellanMapper, a suite of software tools to transform 2D organ atlases into consistent 3D atlases, and demonstrate the benefits by comparing the performance in cleared mouse brain samples at single nuclei resolution. The expanding field of wholeorgan volumetric microscopy necessitates complete, accurate, and fully 3D atlases to map sample data into the correct anatomical space. Many atlases have been generated by serial labeling of 2D planes, a time-consuming task that can lead to inconsistencies and artifacts such as boundary misalignments between planes when viewed in orthogonal dimensions. To generate atlases aligned in 3D, while leveraging and cross-referencing existing atlases, we developed automated methods to extend atlases from serial 2D to fully 3D whole-organ maps. We employ 3D smoothing techniques to minimize region boundary artifacts in all dimensions while maintaining each region's overall shape and placement. To further refine labels, we automatically identify and incorporate gross anatomical boundaries into existing atlases to improve correspondence between labels and underlying anatomical markers, including those that may not have been as apparent along a single axis. Using the Allen Developing Mouse Brain Atlas series, we apply these methods to each atlas to demonstrate improved label coverage and anatomical correspondence across development as measured by distances between gross anatomical and label borders and within-region variability in 3D. Applying the atlas refinements to quantification of C57BL/6J mouse brains at age P0, we replicate these enhancements on intact tissue cleared brains including whole-brain nuclei detections with a 37% improvement in anatomical boundary match (p = 0.007; n = 15 mice) to demonstrate closer atlas alignment and improved regional quantification at both the gross anatomical and cellular levels. MagellanMapper-transformed atlases improve the analysis of whole-organ volumetric microscopy data facilitating the direct comparison of 2D and 3D data registered to the Allen Brain Atlas and equivalent resources.
2.38* -SynQuant: An Automatic Tool to Quantify Synapses from Microscopy Images Y Wang and C Wang, Virginia Tech; P Ranefall, Uppsala University; G Broussard, Princeton University; G Shi and L Tian, University of California, Davis; G Yu, Virginia Tech Motivation: Synapses are essential to neural signal transmission. Therefore, quantification of synapses and related neurites from images is vital to gain insights into the underlying pathways of brain functionality and diseases. Despite the wide availability of synapse imaging data, several issues prevent satisfactory quantification of these structures by current tools. First, the antibodies used for labeling synapses are not perfectly specific to synapses. These antibodies may exist in neurites or other cell compartments. Second, the brightness for different neurites and synapses is heterogeneous due to the variation of antibody concentration and synapse-intrinsic differences. Third, images often have low signal to noise ratio (SNR) due to constraints of experiments and availability of sensitive antibodies. The combination of these issues makes the detection of synapses challenging and necessitates developing a new tool to accurately and reliably quantify synapses. Results: We present an automatic probability-principled synapse detection algorithm and integrate it into our synapse quantification tool SynQuant. Derived from the theory of order statistics, our method controls the false discovery rate and improves the power of detecting synapses. Through extensive experiments on both synthetic and real images in the presence of severe antibody diffusion, high heterogeneity, and large noise, our method was demonstrated to outperform peer specialized synapse detection tools as well as generic spot detection methods by a large margin. Finally, we show SynQuant reliably uncovers statistically significant differences between disease and control conditions in a neuron-astrocyte co-culture based model of Down Syndrome. Availability: The Java source code, Fiji plug-in, and test data are available at https://github.com/yu-lab-vt/SynQuant.
*Will present poster pitch lightning talk preceding poster session
