Recommendation systems tend to suffer severely from the sparse training data. A large portion of users and items usually have a very limited number of training instances. The data sparsity issue prevents us from accurately understanding users' preferences and items' characteristics and jeopardize the recommendation performance eventually. In addition, models, trained with sparse data, lack abundant training supports and tend to be vulnerable to adversarial perturbations, which implies possibly large errors in generalization.
INTRODUCTION
Location-based social networks (LBSNs), such as Yelp, Foursquare, and Instagram, attract millions of users to share their locations, resulting in a huge amount of user check-in data. The availability of such abundant user check-ins brings in great opportunities to understand users' preferences and help businesses achieve profit growth by identifying prospective new customers. However, prospective customer predictions in LBSNs suffer severely from data sparsity. The sparse check-in data prevents us from comprehensively understand customers' preferences and makes prospective customer identification a daunting task.
Most existing works usually address the issues caused by data sparsity through incorporating various ancillary information, such as geographical influence, social correlations, temporal patterns, textual and visual contents [4, 9, 16, 18, 24, 29, 31] . Although the ancillary information, as extra knowledge, has been proven to be effective for improving recommendation performances, it is not always available, especially for those new businesses and customers, of which, we have limited information. Therefore, a good recommender system should not only rely on embracing ancillary information, but also seek more suitable techniques to enhance the recommendation. In contrast to previous methods, which focus on embracing ancillary information to improve recommendation performance, we explicitly refer to a user's historical check-in businesses with different attentions when inferring whether the user will check in a new business. Figure 1 shows a motivating example. There are five businesses b 1 , b 2 , b 3 , b 4 , and b 5 as well as three users u 1 , u 2 , and u 3 . The check-ins are indicated by a line connection between a business and a user. Business b 1 has only one check-in user u 1 . Therefore, it is relatively difficult to infer the characteristic of b 1 comparing to other businesses. However, u 1 has multiple check-in businesses. By referring b 1 to other check-in businesses of u 1 , we could infer that the characteristic of b 1 is likely to be a mixture of the characteristics of b 2 , b 3 , and b 4 with different weights. Since b 2 , b 3 , and b 4 have relatively more check-in users, their characteristics learnt are relatively stable and reliable. By explicitly referring to such related check-in businesses, it benefits the characteristic learning of businesses with fewer check-ins, such as b 1 , and improves the recommendation performance, especially for those tail businesses.
Recent advances on adversarial machine learning [22] show that many state-of-the-art models are actually very fragile and vulnerable to adversarial examples, which are formed by applying small but intentional perturbations to inputs from the dataset. This is particularly true for tasks where training data is highly sparse [6, 11, 12] . Training models achieving excellent performance generally requires a sufficient amount of training data, especially for most neural network based models. However, as mentioned above, the training data are very sparse in recommendation tasks. Thus, the users and businesses, with low probabilities in the data distribution, lack abundant training supports. Therefore, there tends to be a great performance gap between training and test. The trained model can be very sensitive to unseen perturbations. In general, human perception and cognition are robust to a vast range of nuisance perturbations. However, neural networks are currently far from achieving the same level of tolerance of such adversarial perturbations [22] . This motivates us to also investigate the robustness property of modern recommender systems and propose an appropriate method to achieve high tolerance. To increase the robustness of the training model, we dynamically construct perturbations at the embedding level to form adversarial examples. The model, trained in the adversarial manner, not only learns from the original static training data, but also improves based on the dynamically constructed perturbed data. This allows the training model resistant of nuisance perturbations and achieve high generalizations in both training and test.
In this paper, we study the problem of prospective customer recommendation in LBSNs. In essence, we address the check-in sparsity issue by referring to users' historical check-ins. We enhance the model generalization and robustness by incorporating dynamically constructed adversarial examples. To be more specific, the main contributions of this work are as follows:
• Different from conventional methods, which directly rely on the representations of a user and a target business to infer the check-in tendency of the user to the target business, we explicitly refer to the user's historical check-in businesses as references. We investigate the differences between the target business and these reference businesses. The differences are then utilized to infer the check-in tendency. • To differentiate the historical check-in businesses of a user, we introduce multiple self-attention mechanisms. Each check-in business of a user is explained with attention to all his/her historical check-in businesses. Therefore, business features get fused and comprehensively characterize the check-in behavior of a user, leading to the eventual improvement of the overall recommendation performance, especially for those tail businesses. • The model proposed also focuses on improving the resistance to nuisance perturbations. This increases the generalization of the training data, reduces the performance gap between training and test, and provides favorable rankings of suggestions robustly. • We present a comprehensive empirical evaluation of our approach against 12 recommendation methods on two real-world datasets. The results show that our approach, SACRA, outperforms all baseline methods in suggesting prospective customers for businesses in different cities.
PROBLEM STATEMENT
The task of prospective customer recommendation is to rank candidate customers given a business. The goal is to rank the true incoming new customers higher than other candidates. The candidates here are all customers who have not checked in this business before. To better explain the proposed method, we list the main notations we use in this paper in Table 1 .
METHODOLOGY
Given a business b and a user u, we aim to derive a check-in likelihood t(b, u) to estimate user u's tendency of checking in the business b. Figure 2 illustrates the process of such check-in tendency calculations. For example, to calculate a user u + 's check-in tendency to a business b, we refer to a selection of u + 's sampled historical check-in businesses, denoted as B + . For each of the sampled businesses, we use a fixed-length embedding vector to represent its characteristic. To complement each check-in business with others, we feed the business embeddings into a multi-head fusion network, the output of which yields the fused business representations, denoted asẼ B . We further feedẼ B into an aggregation attention network to derive the aggregated representative business embedding, denoted asĒ B . We utilize this representative, together with the target business features E b , the user features E u + , and the geographical features E д(b,u + ) to calculate the check-in tendency by going though a check-in tendency network. As shown in Figure 2 , instead of directly estimating the check-in tendency of a single user. We employ a pairwise network optimization strategy, where a pair of users u + and u − is constructed regarding a business b. Here u + represents a user who did check in business b, while u − represents a user who did not check in b, where u − can be constructed by negative sampling. We calculate the check-in tendencies of both users, the characteristic learning of business b gets optimized by correcting the check-in tendency orders of many such constructed user pairs. In this following paragraphs, we explain the multi-head fusion network, the aggregation attention network, the check-in tendency network, and the pairwise network optimization strategy in detail sequentially.
Multi-head Fusion Network
Each business in B is represented by a fused business embedding. The fused business embedding encodes the representation with attention to itself and the other businesses in B. In other words, we attempt to use the business itself and the other related businesses to explain each business in B. To achieve this, we develop a multihead fusion module, which utilizes a self-attention mechanism. The scaled dot-product attention is defined as:
where Q, K, and V represent the attention query, attention key, and attention value matrices, respectively. The scale factor d Q is used to avoid overly large values of the inner product, where d Q is the feature dimension of both Q and K. We use multi-head attention with k heads, as introduced in [23] ,
where
with different projections using trainable parameter matrices W Q , W K , and W V ∈ R d×d/k . W O ∈ R d×d is the transformation matrix to model the correlations among head-specific embeddings. The attention operation calculates a weighted sum of all values, where the weight between query i and value j relates to the interaction between query i and key j. The multi-head attention allows the model jointly attend to information from different representation spaces.
In our case, the multi-head attention operation takes the business embeddings E B ∈ R c×d as the inputs and feeds them into different head attention layers, the results of which are further concatenated as the final output:Ẽ
The multi-head self-attention resultẼ B learns the embeddings of businesses by comparing the pairwise closeness between businesses. Each fused business embeddingẼ B i is a weighted sum of business embedding of itself and other related businesses, where each weight gauges the similarity between one business and another one in B. In this way,Ẽ B encodes the fused business information, with each one explained by itself and others. This allows the information among a user's check-in businesses get fused and complement each other.
To increase the non-linearity of the self-attention mechanism, we further feed the fused business embeddings into a feed-forward neural network:
where W 
Aggregation Attention Network
As shown in Figure 2 , we aim to compare the target business b with a user's historical check-in businesses B. To further summarize the characteristic relevance between compared businesses, we develop an aggregation attention network to learn the importance weights across compared businesses. Formally, the fusion attention module can be represented as follows:
Each fused embeddingẼ
is first fed into a one-layer neural network. Its output, together with the context vector c, are further utilized to generate the importance weight α i for each fused business embeddingẼ
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Check-in Tendency Network
To model the check-in tendency between user u and business b, we compare the similarity between the embedding E b of the investigated business b and the representative fused business embeddinḡ E B . The similarity is represented by E b •Ē B , where • represents the element-wise multiplication. The similarity is then concatenated with the user embedding E u , the geographical features E д(b,u) , and fed into a one-layer neutral network to calculate the check-in tendency. Formally,
where || represents the embedding concatenation operation and E д(b,u) gives the geographical influence features, which will be discussed in section 3.5.
where W t and b t are the weight and bias in the check-in tendency module, respectively. Θ is a set of model parameters.
Pairwise Network Optimization Strategy. To achieve good ranking performance, we apply a pairwise ranking scheme to measure the ranking error defined on a business b, as well as two users u + and u − :
where u + represents a positive user who did check in b, u − represents a negative user who did not check in b. The loss of the model is further defined as a sum over all training instances:
where D denotes the set of pairwise training instances.
Adversarial Training
The goal of applying adversarial training is to make the recommender system not only suitable for ranking, but also robust to adversarial perturbations. To ensure high-quality ranking, we utilize pairwise ranking scheme, shown in Equation 10, as the building block. To enhance the robustness, we enforce the model to perform consistently well even when the adversarial perturbations are presented. To achieve this goal, we additionally optimize the model to minimize the objective function with the perturbed parameters. Formally, we define the objective function with adversarial examples incorporated as:
where ∆ denotes the perturbations on model parameters, ϵ ≥ 0 controls the magnitude of the perturbations, andΘ denotes the current model parameters. In this formulation, the adversarial term L(D|Θ+∆ adv ) can be treated as a model regularizer, which stabilizes the ranking performance. λ is introduced to control the strength of the adversarial regularizer, where the intermediate variable ∆ maximizes the objective function to be minimized by Θ. The training process can be summarized as playing a minimax game:
where the optimizer for the model parameters Θ acts as the minimizing player while the procedure to derive dynamic perturbations ∆ acts as the maximizing player. The maximizing player strives to construct the worst-case perturbations against the current model. The two players alternately play the minmax game until convergence.
Constructing Adversarial Perturbations. Given a training instance (b, u + , u − ), the problem of constructing adversarial perturbations ∆ adv is formulated as maximizing (14) whereΘ denotes a set of current model parameters. As it is difficult to derive the exact optimal solutions of ∆ adv , we apply the fast gradient method proposed in [5] to estimate ∆ adv , where we approximate the objective function around ∆ as a linear function. To maximize the approximated linear function, we move towards the gradient direction of the objective function with respect the ∆. With the max-norm constraint ∥∆∥ ≤ ϵ, we approximate ∆ adv as:
Learning Model Parameters. We now explain how to learn model parameters Θ. The local objective function to minimize for a training instance (b, u + , u − ) is as follows:
where ∆ adv is obtained from Equation 15 . We can obtain the SGD update rule for Θ:
where η denotes the learning rate. Algorithm 1 summarizes the training process. In each training step, we first randomly draw an instance (b, u + , u − ). We then construct adversarial perturbations and optimize model parameters in a sequential order. The training involves multiple training steps and stops until reaching a certain number of training epochs. The parameters achieving the best performance on the validation dataset are utilized for evaluations.
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Geographical Influence
In this section, we follow [10] and explain how to derive the geographical features E д(b,u) given a business b and a user u.
We employ the Gaussian mixture model (GMM) [20] to generate the geographical features. A Gaussian mixture model is a weighted sum of M component Gaussian densities:
where l is a 2-dimensional vector representing the latitude and longitude of a business, β m is the mixture weight, and f (l|µ m , Σ m ) are the component Gaussian densities. Each component density is a 2-variate Gaussian function of the form,
where µ m and Σ m are mean location vector and covariance matrix, respectively. The complete Gaussian mixture model is parameterized by the mean location vectors, covariance matrices, and mixture weights from all component densities. These parameters are further collectively notated by Ψ. For a particular customer, given all his/her check-in locations, represented by N location vectors L = {l 1 , .., l N }, the GMM likelihood is written as:
We use the Expectation-Maximization [3] algorithm to optimize the parameters. Due to the space limit, we skip the optimization details. After the GMM construction for a customer u, given the geographical location l b of a business b, as shown in Equation 18 , p(l b |Ψ) gives the geographical features for a pair of business b and user u.
EXPERIMENTS
In this section, we conduct extensive experiments on two real-world datasets to evaluate the performance of SACRA.
Datasets and Experimental Settings
The experiments are conducted on two datasets. One is Yelp challenge dataset and the other is the Foursquare dataset. For the Yelp dataset, we investigate the recommendation tasks in six large cities. The Foursquare dataset contains interactions between customers and businesses in Los Angeles and New York. Table 2 shows the statistics for the eight cities in the two datasets.
We follow the data cleaning strategy in [7, 10] and filter out businesses and customers whose check-ins are less than 20 for the Yelp dataset. For the Foursquare dataset, we follow the cleaning steps in [1] and remove business and customers that have less than 8 check-ins. For each business, its check-ins are sorted in chronological order based on the timestamps. The first 50% of the check-ins are used as the training data. The following 20% are used for validation and the remaining 30% are used as the test data for evaluation. Table 3 shows the main parameters and their default values to tune in the experiments.
Baselines
To compare our approach with others, the following 12 methods are adopted as baselines.
Traditional matrix factorization (MF) methods:
• WRMF, weighted regularized matrix factorization [8] minimizes the square error loss by assigning both observed and fake check-ins with different weights based on matrix factorization. • MMMF, maximum margin matrix factorization [26] minimizes the hinge loss based on matrix factorization. • BPRMF, Bayesian personalized ranking matrix factorization [19] optimizes Area Under the Curve based on pairs of observed and sampled fake check-ins. • CofiRank, [25] optimizes the estimation of a ranking loss based on Normalized Discounted Cumulative Gain. • CLiMF, [21] optimizes a different ranking-oriented loss, i.e., Mean Reciprocal Rank loss.
Classical Point-of-Interest (POI) recommendation methods:
• USG, [32] is a collaborative filtering method. It utilizes social and geographical information to improve recommendations. • GeoMF, [14] is a geographically weighted matrix factorization model. • Rank-GeoFM, ranking-based geographical factorization [13] incorporates geographical and temporal information to provide recommendations. • ASMF, [9] utilizes geographical information, social information, and attributes of businesses to enhance the accuracy of recommendations. • ARMF, [9] extends ASMF by applying ranking losses. • CORALS, [10] incorporates geographical influence and textual contents to enhance recommendations.
Deep learning-based methods:
• SAE-NAD, self-attentive encoder and neighbor-aware decoder [18] applies auto-encoders to make recommendations.
Among these 12 baseline methods, WRMF is a point-wise matrix factorization method while MMMF and BPRMF are pair-wise based. CofiRank, CLiMF focus on optimizing top ranked positions. USG, GeoMF, Rank-GeoFM, ASMF, ARMF, and CORALS utilize additional information, such as check-in locations, social relationship, businesses' attributes, online reviews and temporal information to improve recommendation performance in LBSNs. SAE-NAD utilizes auto-encoders, with business neighborhood information considered, to make recommendations. All parameters in baselines are best tuned based on their guidelines.
Recommendation Performance
In this section, we evaluate the performances of SACRA against the 12 baseline methods. Mean Average Precision (MAP) is adopted as the evaluation metric, which is also used in [9, 10] . Figure 3 shows the recommendation performances of different methods on the eight cities from the two datasets. Figures from 4a to 4f show the performances based on the six cities in the Yelp dataset, while the last two Figures 4g and 4h show the performances based on the two cities in the Foursquare dataset. To distinguish different types of methods, we further draw two vertical lines. The conventional MF based methods are shown in the left part, the classical POI based methods are in the middle, and the neural network based models are shown in the right segment.
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In addition, we further investigate the performance of different models on tail (10%) businesses over the eight cities. Businesses are sorted by their check-in numbers, and tail businesses are the ones that have fewer user check-ins. Figure 4 shows the corresponding performances. Compared with the performances shown in Figure 3 , we observe that the performances on the tail businesses are worse than the performances on the overall businesses. This makes senses since the less check-in information we have for a business, the less guidance we have to learn the characteristic of the businesses. Among all the baseline methods, SACRA still outperforms all baseline methods. This contributes from the adoption of explicit comparisons among users' historical check-ins and the dynamic attention mechanisms.
Effectiveness of geographical features
In this work, we utilize GMM to model the geographical convenience of a visit from a user to a business. In this section, we conduct the ablation study by removing the GMM component. After removing the GMM component, SACRA does not utilize geographical features any more. We denote this variant of SACRA as SARCA д . We compare the performance of SACRA with the one of SARCA д over the eight cities. Figure 5 shows the relative MAP improvements of SARCA against SARCA д . We observe that the performances of SARCA always outperform SARCA д by at least 30%. This demonstrates the effectiveness of incorporating geographical features via GMM in location based recommendation systems. The geographical convenience, modeled by GMM, well captures the relative effort of a visit from a user to a business from the perspective of geographical influence. The geographical convenience, different from conventional distance based metrics [2, 18, 32] , not only captures the physical efforts of a visit, but also accurately distinguishes customers with different traveling flexibility. For example, the difference of a business can be the same to two customers, with one relying on walking and the other tending to drive, the actual efforts to travel there can be significantly different. The geographical convenience, modeled by GMM, exactly captures such relative efforts and contributes to the dramatic MAP improvements.
Effectiveness of explicit attentive comparisons
Learning from comparisons among users' check-ins is a key component in the proposed model. To evaluate the effectiveness of incorporating comparisons, we remove the multi-head fusion and the aggregation attention modules from SACRA. In other words, we directly use the business embedding, the user embedding, and the geographical features to estimate the user check-in tendencies.
We denote this variant of SACRA as SACRA α . We perform both SACRA and SACRA α on the two datasets and observe that SACRA always outperforms SACRA α in terms of the MAP performance. Figures 6 shows the relative MAP improvements of SACRA against SACRA α on the eight cities. We notice that there is at least 10% relative performance improvements after incorporating the multihead fusion and the aggregation attention modules. The multi-head fusion module fuses the business features and characterizes related check-in businesses more comprehensively. The aggregation attention module adaptively yields the representative of a user's check-in businesses and enhances the dynamic comparisons between a target business and related historical check-in businesses. These two modules leads to the performance improvements when making recommendations in SACRA.
Effectiveness of adversarial learning
In this section, we show the advantage of adopting the adversarial training of SACRA. In SACRA, adversarial perturbations are dynamically generated and applied to business and user embeddings. To conduct the ablation study, we denote SACRA without adversarial training as SACRA a . Figure 7 shows the relative MAP improvements of SACRA against SACRA a . We observe that with adversarial training, SACRA always outperforms SACRA a by at least 5%. This demonstrates that learning from unseen tough user and business interaction instances, generated by adversarial training, successfully shrinks the performance gap between training and test.
Sensitivity Study
In this section, we examine how different choices of parameters influence the performance of SACRA. Except for the parameter being tested, we set other parameters at the default values (see in Table 3 ). Figure 8 shows the evaluation results as a function of one selected parameter when fixing others. Overall, we observe that SACRA is not strictly sensitive to these parameters, which demonstrates the robustness of SACRA. Figure 8a shows that he MAP performances of SACRA when we change the learning rate. It may get stuck to local optimal and lead to sub-optimal performance when the learning rate is either Figure 8b shows the effect of the number of training epochs. SACRA is not well trained when the training epoch number is set to 5 and 10, leading to relatively poor MAP performances. As we increase the epoch number to 20 or larger, the performances increase correspondingly. In Figures 8c  and 8d we observe that the increase of recommendation performance saturates as the representation dimensionality increases more than 64. This is because: at the beginning, a larger value of embedding dimension brings a stronger representation power to express customer preference and business characteristic, but the further increase of dimension size of latent representations might lead to the overfitting issue. In our experiments, we set the dimension size as 64 due to the consideration of the performance and computational cost.
RELATED WORK
Many recent studies [2, 14, 27, 28, 30, 32, 33] show that there is a strong correlation between customers' check-in activities and geographical distances. Thus leveraging geographical influences to improve the recommendation accuracy has been noticed by most of the current location-based recommendation work. For example, [2] first detect multiple centers for each customer based on their check-in histories. Then it recommends a business with the probability that is inversely proportional to the distance between the location of the business and the nearest customer center. In [32] , geographical influence is modeled by a power-law distribution between the check-in probability and the pair-wise distance of two check-ins. [15, 34] utilize the kernel density estimation to study customers' check-ins and avoid employing a specific distribution. [17] exploits geographical neighborhood information by assuming that customers have similar preferences on neighboring POIs and POIs in the same region may share similar user preferences. PACE [29] explores the use of deep neural networks to learn location embeddings and user preferences over POIs. SAE-NAD [18] applies auto-encoder to learn POI recommendations. APOIR [35] employs a generative model to make POI recommendations. The generator suggests POIs based on the learned distribution by maximizing the probabilities over these POIs and the discriminator distinguishes the recommended POIs from the true check-ins.
The proposed method, SACRA, differs from the above work by not only focusing on incorporating ancillary information to compensate for the data sparsity, but also explicitly learning through comparing among users' historical check-ins to improve the recommendation performances. In addition, adversarial training is adopted to improve the generalization and robustness of recommendation system.
CONCLUSION
In this work, we study the problem of recommending prospective customers to businesses in LBSNs. To cope with the data sparsity issue, we utilize the geographical convenience to model the relative efforts of a visit from a user to a business. More over, we explicitly pay attention to user's historical check-in businesses as references. SACRA learns by comparing among the references and comparisons between the references and the target business to make recommendations. To distinguish the check-in businesses regarding a user, we utilize multiple attention mechanisms. Therefore, the user check-in behaviors are modeled more accurately and comprehensively. To further improve the generalization and robustness of the model, we employ adversarial training by dynamically constructing adversarial examples. Comprehensive experiments on two real-world datasets demonstrate the significant performance improvement of SACRA with comparisons to 12 baseline methods.
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