Key Words synapse, NMDA receptor, voltage-sensitive calcium channel, fragile X, calcium s Abstract Spines are neuronal protrusions, each of which receives input typically from one excitatory synapse. They contain neurotransmitter receptors, organelles, and signaling systems essential for synaptic function and plasticity. Numerous brain disorders are associated with abnormal dendritic spines. Spine formation, plasticity, and maintenance depend on synaptic activity and can be modulated by sensory experience. Studies of compartmentalization have shown that spines serve primarily as biochemical, rather than electrical, compartments. In particular, recent work has highlighted that spines are highly specialized compartments for rapid large-amplitude Ca 2+ signals underlying the induction of synaptic plasticity.
INTRODUCTION
Spines are membranous protrusions from the neuronal surface. They consist of a head (volume ∼0.001-1 µm 3 ) connected to the neuron by a thin (diameter <0.1 µm) spine neck ( Figure 1 ; reviewed in 1). They may arise from the soma, dendrites, or even the axon hillock, and they are found in various neuronal populations in all vertebrates and some invertebrates (2) (3) (4) . More than 90% of excitatory synapses terminate on spines; the human brain thus contains >10 13 spines. However, despite their abundance and evident importance, we are in some respects only beginning to appreciate their complexity and understand their function. In this review, we discuss first the structure and structural plasticity of dendritic spines, their changes in certain diseases, and then recent concepts touching on their probable function.
Technical advances have driven our understanding of the morphology and plasticity of dendritic spines. Cajal's early discovery and description (5) was based on material stained with the Golgi method. Most of the subsequent studies of dendritic spines, until rather recently, have been done in tissue stained in this way. Such methods have led to the discovery of abnormalities in dendritic spine morphologies associated with a variety of brain disorders (reviewed in 6). The advent of electron microscopy, and particularly of the ability to reconstruct dendrites and spines from 0066 serial sections, has allowed the analysis of the three-dimensional ultrastructure and actual density of spines on dendrites (1) .
Although ultrastructural methods provided the foundation of our knowledge of the spine, they cultivated a rather static view. The development of modern digital microscopy permitted the study of living neurons rendered visible with fluorescent molecules. Most recently, 2-photon laser scanning microscopy (2PLSM) has been especially useful for imaging spines in living slices and in vivo (reviewed in 7). These imaging experiments have also allowed time-lapse studies of spine structural plasticity in vitro and in vivo, which reveals that spine growth and structural plasticity are associated with synaptic plasticity in vitro (reviewed in 8) and experience-dependent plasticity in vivo (9) .
Finally, reporters of cellular function, such as Ca 2+ indicators have permitted a close look at the function of spines in intact living tissues (reviewed in 10). Such studies have directly shown that spines are primarily biochemical compartments and shape a rich repertoire of [Ca 2+ ] signals (reviewed in 11). These signals control the induction of synaptic plasticity.
This review focuses on experiments performed on dendritic spines of Purkinje cells of the cerebellum and pyramidal neurons of the hippocampus and neocortex. This choice is not based only on the fact that these represent the most thoroughly studied spines. Although Purkinje and pyramidal cell spines are similar in some respects in that they are thorn-like protrusions from dendrites that bear excitatory synapses, they differ in size, shape, distribution, development, complement of organelles, the receptors they bear, and the way they handle calcium. It is therefore preferable not to conflate them but to consider the two types of spines separately and to keep in mind that their differences can teach us as much as their similarities.
SPINE STRUCTURE

Structure in the Adult Brain
The spine is a structure specialized for synaptic transmission. Neurotransmitter receptors are largely restricted to the surface of the spine and concentrated close to the presynaptic element (12) . This zone is conspicuously indicated by the postsynaptic density (PSD), a membrane-associated disc of electron dense material (13) . The PSD consists of the receptors, channels, and signaling systems involved in synaptic transmission and the coupling of synaptic activity to postsynaptic biochemistry. The PSD gives the asymmetric synapse its characteristic ultrastructural appearance and, together with round synaptic vesicles in the presynaptic element, generally indicates an excitatory synapse (Gray's Type 1; 14; see Figure 2a ,b). In the absence of a PSD, a synapse has roughly equal dense regions pre-and postsynaptically. This symmetric contact, together with ovoid synaptic vesicles, signifies a nonglutamatergic synapse (Gray's Type 2).
The classical dendritic spine consists of a bulbous head connected to the dendritic shaft by a narrow neck. (Variations on this general scheme exist and are discussed below.) The head contains the PSD and some specialized structures. Other structures appear to be excluded. For example, whereas actin microfilaments are concentrated in spines (15) (16) (17) , mitochondria and microtubules are excluded (18). Roughly half of spines on hippocampal CA1 cells and virtually all Purkinje cell spines contain some smooth endoplasmic reticulum (SER) (19). Some pyramidal cell spines contain a peculiar structure called the spine apparatus (20; see Figure 2a ). This organelle consists of two or more disks of SER separated by an electron-dense material that may consist in part of microtubules (21) or actin filaments (17). The SER is known to play a role in Ca 2+ handling (22, 23) . Small spines are less likely than large spines to contain SER, whereas most of the largest spines contain a spine apparatus (19), which suggests a difference in the way calcium is handled in different-sized spines. Although free ribosomes are rarely found in spines, polyribosomes are frequently encountered (24), occurring in 82% of spines in the visual cortex, approximately 10% of dentate granule cell spines (25, 26) , and in 13% of Purkinje cell spines (27); because of the difficulty detecting polyribosomes even in the electron microscope, these percentages are likely underestimates.
The PSD is the most complex organelle in spines. Recent analysis of the protein composition of PSDs (28, 29) revealed that they contain hundreds of components including receptors, cytoskeletal and adaptor proteins, and associated signaling molecules representing several signaling pathways involved in synaptic plasticity. The PSD can thus be thought of as a collection of signal processing devices associated with the maintenance and plasticity of synaptic function (reviewed in 30). The PSD may assume any of a number of shapes, but it is usually described by ultrastructural criteria as macular, i.e., plaque-like and uninterrupted, or perforated, i.e., appearing annular in three-dimensional reconstructions. Perforated PSDs are invariably associated with puncta adherentia, nonsynaptic cell-to-cell junctions found in all epithelia and abundant in the central nervous system, whereas macular PSDs are not (31). In addition, perforated PSDs tend to occur in the largest spines (32). Recent studies suggest that PSD shape and size are not fixed and may change with alterations in the level of synaptic activity (33-35).
One of the most striking characteristics of dendritic spines, especially in pyramidal neurons, is their morphological diversity. Although the various shapes they assume fall along a continuum from short and squat to long and bulbous, they have been divided into gross morphologic categories. The most commonly used nomenclature, introduced by Peters & Kaiserman-Abramof in 1970, divides spines into three main categories based essentially on the relative sizes of the spine head and neck (24). Mushroom spines have a large head and a narrow neck ( Figure 2a) ; thin spines have a smaller head and a narrow neck; and stubby spines have no obvious constriction between the head and the attachment to the shaft (Figure 2b ). Other authors have added another category, the filopodium (Figure 1b; 36 ), named
Relationships with Other Elements
In the cerebellum, Purkinje cell spines are typically contacted by a single presynaptic terminal from a parallel fiber originating from a granule cell. These synapses are glutamatergic and excitatory (48) . In one study, approximately one-quarter of axonal varicosities were associated with more than one postsynaptic element, and these were usually spines on the same dendrite (40) . In addition, glial Bergmann fibers are in intimate contact with Purkinje cell spines (49; Figure 2c ) and may be seen in contact with their tips, even in the absence of a presynaptic element. These processes envelop the synapses in this region and may serve to insulate them from one another, as well as to increase the duration of the glutamate transient in the synaptic cleft by restricting diffusion (50) .
In the CA1 field of the hippocampus, spines are also usually contacted by a single presynaptic terminal, although, when more than one spine forms synapses with the same presynaptic bouton, they are usually from different neurons (32). Inhibitory terminals may synapse on pyramidal cell spines in addition to the excitatory terminal (51) , an arrangement also seen with dentate granule cells (52, 53) . Glial processes are seen in the vicinity of synapses much less regularly than in the cerebellum. Fewer than 60% of excitatory synapses are abutted by a glial process, which, when present, envelops, on average, less than half of the circumference (54) .
In neocortex, too, dendritic spines may bear several synaptic arrangements, including a GABAergic (55) (56) (57) or dopaminergic (58) symmetric synapse in addition to the asymmetric synapse. Such configurations may permit modulation of excitatory transmission at the level of the spine and could have important consequences for the efficacy of synaptic transmission.
Numbers and Distributions
Accurate estimates of density can only be made using serial section electron microscopy, because it is with this technique that all spines, irrespective of size and orientation, can be identified and counted. With this technique, estimates of dendritic spine density range from two to four spines per micrometer of dendrite in adult hippocampal CA1 pyramidal cells (32, 38, 59) and hippocampal granule cells (60) , whereas the density in Purkinje cells is well over ten spines per micrometer (39, 40) .
Dendritic spines are distributed throughout the dendritic tree. However, an early observation on the distribution of spines in neocortical pyramidal neurons was their relative absence in the initial portion of the apical dendrite. Valverde demonstrated an exponential increase in apical dendritic spine density with distance from the soma, a peak reached in the middle cortical layers, and a subsequent drop-off in distal dendrites (61) . Marin-Padilla later hypothesized that spine distribution could be described by a series of Gaussian curves centered on different cortical layers, reflecting separate afferent systems impinging independently on different parts of the dendritic tree (62) . A notable exception to this generalization is the hippocampal CA3 pyramidal neuron. The soma and proximal apical dendrite of this neuron are studded with very large, complex, branched spines called thorny excrescences.
This structure is the postsynaptic target for the mossy fibers of dentate granule cells (63) . It is also an exception to other general rules listed above, in that it contains mitochondria, free ribosomes, and microtubules (63) .
Spine density varies not only within individual dendritic trees but also across cortical areas. This is most evident in primate neocortex, where many cytoarchitectonically distinct regions exist and can be readily distinguished (64) . A recent study by Elston (65) demonstrated that spine density on basal dendrites of layer III neurons in several cortical areas of the frontal pole and orbitofrontal cortex in the macaque monkey (Brodmann areas 10, 11, and 12) was generally threefold greater than in neurons of the primary visual cortex (area 17) and twofold greater than neurons in a parietal visual cortical region (area 7a). Similarly, Jacobs et al. (66) , working in the human brain, found that among eight cortical areas sampled, layer III basal dendritic spine density was greatest in areas in the prefrontal and orbitofrontal cortex and up to 40% greater in the frontal polar cortex (area 10) than in the primary somatosensory cortex. Both groups hypothesized a link between spine density and overall number and the level of cortical processing in these regions. For instance, although the frontal polar regions receive highly processed information, they do not receive input from first order sensory areas such as the primary visual and somatosensory cortices. It is believed that these "higher" order areas are involved in a greater degree of convergent processing, which may create a necessity for more synapses and hence more spines. However, not enough is known about these cortical areas to make such an assertion, and data from more cortical areas are needed before these generalizations can be fully justified.
SPINE STRUCTURAL PLASTICITY
Morphological Development
Neonatal mammalian pyramidal cell dendrites are relatively bare (6) . Over the first week of life, dendritic protrusions begin to increase in density, and during the second and third weeks their density dramatically increases, as the rate of synaptogenesis reaches a peak (67, 68) . There is some evidence that in the juvenile rodent neocortex, a subsequent pruning produces a loss of spines, so that the mature spine density is reached after several months (69) . Similar observations have been made in the primate visual cortex (70) .
Spine morphology, too, changes with development. Although the most abundant spine type early in development is the stubby spine, early spines are often very long, and filopodia are not infrequently encountered. Over the next few weeks, mean spine length decreases and the incidence of filopodia is dramatically reduced (71) . The increase in density and decrease in overall length and the decrease in the incidence of dendritic filopodia correspond with the concomitant decrease in spine motility during this time (72; see below). It is worth noting that while patterns may exist for populations of spines at different times during development, spine morphology does not necessarily correlate with spine maturity, and it is probably not accurate to describe a particular spine as immature based on its morphology alone.
Spine development is marked also by ultrastructural changes. Immature spines (under 16 days in the rat) do not contain a well-developed spine apparatus (21, 38). Instead, they may contain a few cisternae of SER that have been termed prespine apparatuses (38) . In addition, the proportion of dentate granule cell spines containing polyribosomes is greatest when spine formation is at a peak (25), which suggests a role for these structures in the synthesis of proteins needed locally for the formation of new synapses.
A question that is actively debated is how a mature spine is formed. There are at least three general views of this question. In the first model, dendritic filopodia, which are highly motile (73) , actively seek out synaptic partners in the developing neuropil. When a partner is found, the filopodium shortens, drawing the axonal element closer to the parent dendrite. Eventually, a fully mature synapse is formed, usually on the spine head, and spine motility decreases as the structure is stabilized. This scheme is based on time-lapse imaging studies in vitro, in which the same protrusions were followed for days, and in a few cases their participation in synaptogenesis was documented (74) . This model accounts for both the increased length and motility of immature filopodial spines, but it does not explain the observations by several groups of a much higher density of asymmetric synapses on dendritic shafts than on filopodia early in development (75, 76) .
In the second model, dendritic filopodia also seek out synaptic partners, which form synapses on them not necessarily at the tip (76) . Here, too, the filopodium retracts, but in this model it retracts completely, which leads to the formation of an asymmetric shaft synapse. Then a spine emerges at that site with a mature synapse at its head (76, 77) . This scenario is based on detailed electron microscopic observations involving reconstructions of serially sectioned filopodia and spines, and thus it could take into account the presence of small ultrastructurally identified spines. However, such a static analysis cannot describe either the sequence of events involved in the formation of an individual spine or when the synaptic contact becomes functional. The resolution of this question may require long-term timelapse functional imaging.
In the third model, the emphasis is on continued spine turnover throughout the lifetime of the animal, a capacity that is greatest during times of enhanced plasticity, such as during critical periods of circuit formation and synaptogenesis (78) . In this scheme, spines constantly form by seeking out presynaptic partners and stabilizing into functional spines of any morphology. They can also change or even disappear, depending on the state of the afferent input. The size, not the morphology, is the more relevant characteristic and is related to the strength of the synapse at any point in time, as discussed above. The filopodium is simply a spine in an extreme state of morphologic instability and is not a necessary intermediate for spine formation. The structure and motility of the filopodium are the result of the relative emptiness of the neuropil at early ages and of distances the protrusion must cross to find an axonal element (76) .
In any case, it is probably premature to assume that all spines go through the same stages, beginning as filopodia, proceeding to thin or stubby spines, and ending as mushroom spines. Time-lapse imaging in vivo demonstrates that nonmushroom spines may be as stable as mushroom spines and may remain morphologically unchanged for days in vivo, whereas mushroom spines can disappear or change into other morphological types (B. Chen, J. Trachtenberg, and K. Svoboda, unpublished observations).
Deafferentation-Induced Plasticity
Implicit in the 70 years of research from Cajal's description (5) into the 1960s was the idea that once formed, dendritic spines remain in place, forming a synaptic unit with their presynaptic partners for the lifetime of the neuron. As early as 1966, however, there was evidence that spines can be selectively eliminated under certain circumstances without apparent changes in the dendritic tree as a whole. Globus & Scheibel, using the Golgi method, described a decrease in spine density on pyramidal neurons in the visual cortex in response to either contralateral enucleation or ipsilateral lesioning of the lateral geniculate nucleus; both of these interventions deprive the pyramidal cells of a major source of afferent input (79) . Nearly concurrently, Valverde (61) , also using Golgi-stained material, showed that spine density in portions of layer V pyramidal neurons in the primary visual cortex was decreased in mice raised from birth in total darkness. Several years later, he showed that spine density could recover in some dendrites after only a few days of life in normal lighting (80) . Similarly, Parnavelas (81) , working in the rat hippocampus, showed that the spine density of dentate granule cells, after an initial decrease due to entorhinal cortex lesions, subsequently returned to baseline levels as a result of reafferentation by sprouting of nearby axons. These findings demonstrated the bidirectional nature of these structural changes and indicated that the initial decrease was not simply a sign of injury to the postsynaptic neuron but was an adaptive response to changes in afferent input.
An interesting exception to the rule that loss of afferents causes loss of postsynaptic spines is the Purkinje cell. In the weaver, a spontaneous mouse mutation, granule cells are lost before formation of the parallel fibers. Nontheless, Purkinje cell spines develop normally in the absence of neuronal presynaptic elements (82, 83) . Similarly, in cerebellar cultures whose granule cells have been eliminated by poisoning with methylazoxymethanol acetate (84) or with X-irradiation (85), Purkinje cell spines develop normally and even have postsynaptic densities weeks after deafferentation induced by the loss of granule cells. In contrast, pyramidal cell spines are virtually never seen without a presynaptic element (86) . It appears that Purkinje cell spines are maintained by entirely different mechanisms from those that maintain spines on hippocampal and neocortical pyramidal neurons.
Spine Motility
The changes described above were all changes in density, i.e., the presence or absence of substantial numbers of spines, taking place over days to months. However, more recent evidence indicates that spines undergo morphologic changes over a large range of spatial and temporal scales and under more physiological conditions. We now know that dendritic spines are quite motile and exhibit several types of motility under normal circumstances. Enriched with actin (15, 16), they undergo constant small-amplitude changes in shape detectable over the course of seconds (87) . This motility is blocked by volatile anesthetics, such as isoflurane and chloroform (88) , and by low concentrations of AMPA (α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid, a glutamate analog specific for a subtype of ionotropic glutamate receptor) (89) . The significance of this motility itself is unclear, but some believe it may be related to changes in glutamate receptor subtypes that occur during certain forms of plasticity (90) (see below).
Spines are also capable of larger movements, especially early during development. The spines of hippocampal pyramidal neurons in slices prepared early in postnatal life and maintained in culture show dramatic structural changes on the order of microns over minutes to hours and even appear and disappear (73) . Recently, similar observations were made in neocortical pyramidal cell dendritic spines in the intact brain during periods coincident with accelerated synaptogenesis (78) . The extent and prevalence of this motility is developmentally regulated, decreasing dramatically during the first postnatal weeks as synaptic circuits mature (67) . Developmental regulation of motility has also been observed in vitro, both in cerebellar Purkinje cells and in hippocampal pyramidal cells (72) . In addition, the dendritic filopodia so common early in development are particularly motile structures and capable of changes of several microns in a matter of minutes (78) .
A recent study by Lendvai et al. (78) directly probed the relationship between spine motility and sensory experience in the intact cortex. Normally, spine motility decreases with age (72, 73, 78) . Pyramidal neurons in the somatosensory cortex were labeled by intracortical injections of a virus encoding enhanced green fluorescent protein (EGFP), and dendritic spines were imaged repeatedly in vivo using a 2PLSM. From these values a measure of spine motility was derived. In animals that had all whiskers on one side of the face trimmed ("deprived" animals), spine motility decreased, but only during the period of peak neocortical synaptogenesis in the barrel cortex. Deprivation before or after this period did not result in a drop in motility. This result demonstrated a tight link between experience-driven synaptogenesis and spine motility.
Synaptic Activity-Dependent Structural Plasticity
The loss of spines upon deafferentation suggests that they are somehow maintained by their afferent input. Because spines bear glutamatergic synapses, one may reason that some aspect of glutamatergic neurotransmission acts as a signal to maintain the spine and that interference with normal synaptic activity may therefore affect spine shape or density.
Numerous studies have been directed at testing this model; varying techniques produced not entirely consistent results. Chronic application of the GABA A receptor antagonist picrotoxin, which increases neuronal excitability, to dissociated hippocampal cultures resulted in an increase in spine density on second-order dendrites (91) , and neocortical organotypic cultures similarly exposed since the day of birth also showed a dose-dependent increase in spine density (92) . However, in hippocampal organotypic cultures, chronic exposure to bicuculline (another GABA A receptor blocker) or picrotoxin caused a dramatic loss of spines (93) . This difference may be due to the aberrant recurrent innervation characteristic of these cultures (94) , which could give rise to epileptic activity, a situation known to cause spine loss (93, 95) . These findings indicate that moderately increased levels of excitatory synaptic activity can induce spine formation, but that excessive and unrestrained activation can cause excitotoxic loss of spines. Consistent with this notion, one study found that application of short pulses of glutamate to dendrites of cultured hippocampal neurons caused spines to elongate, whereas long pulses caused them to shrink (96) . Similarly, exposure of cultured hippocampal neurons to a medium that favors NMDA receptor activation induced new spines to form and prompted the pruning of others (97), but acute application of high concentrations of NMDA caused the collapse of spines (98) . In addition, release of calcium from internal stores using caffeine, which should generate a moderate (200- 
] caused a majority of spines to increase in length (99) . These findings are consistent with a scheme where moderate increases in intracellular calcium cause spines to form or elongate, but high concentrations have deleterious effects and cause spines to retract. This observation has led some to propose that a major function of dendritic spines is neuroprotective: They spare the dendrite proper the potentially noxious effects of excessive stimulation by spatially confining the calcium rise while still faithfully transmitting synaptic information (100).
As described above, the very-small-amplitude changes in shape that spines constantly undergo can be stopped by application of low concentrations of AMPA (89) . In this context it is interesting that a recent study suggests that the spontaneous release of quanta of glutamate, which give rise to miniature excitatory postsynaptic currents (EPSC), is sufficient to maintain dendritic spines (101) . Blockade of action potential-induced neurotransmitter release did not affect spine density, but blockade of AMPA receptors or inhibition of vesicular release with botulinum toxin caused a significant decrease in spine density in organotypic cultures (101) . Taken together, these studies have led some to speculate that spine maturation and stabilization require the presence of functional AMPA receptor-bearing synapses, in association with functional glutamate-releasing boutons. In this view, immature spines bear immature synapses that contain only NMDA receptors (i.e., silent synapses) (102, 103) . These NMDA receptor-only-containing spines are highly motile, reflecting their active role in synapse formation, and are transient unless they meet a presynaptic partner. With synapse formation and maturation, consisting, in part, of AMPA receptor insertion (104) and perhaps recruitment of adhesion molecules to synaptic junctions (105), the synapse is stabilized, and motility decreases (90) . This approach also suggests an answer to the question of why deafferentation causes the loss of spines. In this view, it is the loss of the spontaneously released quanta from the presynaptic partner that signals its absence and therefore the superfluity of the postsynaptic spine.
Structural Plasticity Associated with Long-Term Potentiation
It is perhaps not surprising that the remarkable capacity of dendritic spines to change shape so rapidly has enlivened the longstanding debate over the possible structural basis of learning and memory. This subject has recently been exhaustively reviewed (8) , and only selected studies are considered below.
Numerous studies have attempted to link morphologic changes with increases in synaptic efficacy such as long-term potentiation (LTP), a well-established synaptic model for memory (106) . Van Harreveld & Fifkova (107) , only a few years following the first descriptions of LTP (108), described an increase in spine volume in mouse hippocampal dentate granule cells following stimulation in vivo that was capable of inducing LTP. This increase was greatest (nearly 40%) between 10 and 60 min after stimulation and decreased somewhat with time, but was still evident for as long as 23 h after stimulation (109) , strengthening the correlation of this morphologic change with the physiologic characteristics of LTP. Also, it is pathway-specific because the change was found only in the outer molecular layer, which receives input from the stimulated perforant path, and not in the inner molecular layer, which does not receive this input. Later, the same group described the shortening of spines and enlargement of spine neck width using the same paradigm (110) . Subsequent support for these findings came from a series of ultrastructural studies by Desmond & Levy, in which they documented a more subtle morphologic change consisting of a 48% increase in concave spine heads and a concomitant increase in PSD area (33, 34) and non-PSD-associated spine membrane (111) . In a similar vein, Geinisman et al. described a selective increase in the ratio of perforated to nonperforated PSDs when LTP was induced in vivo, but they reported no overall change in the numbers of axospinous synapses (112) . Because perforated PSDs tend to occur in mushroom spines (32), this change could indicate an alteration in spine morphology, although this issue was not explicitly addressed. Lee (113) reported a 33% increase in shaft synapses in the hippocampal CA1 field 10 min after induction of LTP. It was not specified whether these synapses were symmetric or asymmetric (and thus presumably inhibitory or excitatory, respectively), but they tended to occur on dendrites that were relatively devoid of spines and therefore very likely belonging to inhibitory interneurons. Chang & Greenough replicated this finding, reporting a 175% increase in shaft synapses but also a near-doubling of synapses on stubby spines (114) . They also found no change in overall synapse density (114) . Because they were counting synapses, not spines, it is unclear whether there was actually an increase in stubby spine density or in the frequency of synapses on stubby spines. Unfortunately, they also did not distinguish between symmetric and asymmetric synapses. If symmetric synapses were being counted, their results could be consistent with an increase in inhibitory synapses on preexisting stubby spines already bearing excitatory synapses. Because each synapse was not analyzed serially throughout its extent, this possibility cannot be excluded, and recent work showing changes in GABAergic innervation of spines with whisker deprivation makes it very real (115) . It should be noted that none of the aforementioned studies described a change in spine density. More recently, Sorra & Harris (59) , addressing this question directly, found no changes in synapse or spine density in hippocampal slices 2 h after LTP had been induced.
Many of these studies probably suffered from the fact that the number of synapses stimulated in these paradigms was a very small proportion of the total, and therefore the chance of detecting a subtle change would be small (the familiar needle-in-a-haystack problem). To circumvent this complication, several approaches have been used. One study in CA1 neurons in hippocampal slices used a chemically induced form of LTP, which would be expected to potentiate all synapses in the slice. Dendritic segments were imaged repeatedly over time and monitored for changes in spine density. This approach yielded no overall change in spine density or length, a relatively small increase in small spines, and an increase in their tendency to have changed in their angular position relative to the dendritic shaft (116) , which suggests some motility as a result of synaptic plasticity. Two more recent studies utilized 2PLSM to monitor dendritic segments targeted for potentiation-induced changes either (a) by their proximity to the focal stimulation electrode (117) or (b) by the fact that they were the only locations in the slice able to experience changes, because the rest of the slice was inhibited by the absence of extracellular calcium (118) . In both these studies, new spines appeared with greater frequency in the targeted regions than in other more distant or inhibited regions, respectively. In one, filopodia-like protrusions increased in number by 145% (117) . In addition, in one study, new spines failed to appear in cases where LTP did not occur (118) , which further emphasizes the relationship between LTP and structural change.
Yet another approach has been used by Muller and his colleagues, who have developed a histochemical procedure that marks synapses recently activated by reacting with intracellular calcium and forming an electron-dense reaction product (119). This method permits the analysis of synaptic features of labeled spines, but not the determination of whether entirely new spines have been induced as a result of the stimulation. Nonetheless, these studies demonstrated a transient increase in the proportion of labeled spines with complex perforated PSDs among activated spines relative to the general spine population (35), in agreement with the findings of Geinisman et al. (112) . A longer-lasting increase in the incidence of boutons forming synapses with multiple spines has also been reported (120). These boutons are a special case of the multisynaptic bouton, whose postsynaptic elements are not necessarily identified as spines. Notably, the likelihood that the spines synapsing with these multiple-spine boutons were from the same dendrite (66%) was much greater than the proportion found under normal conditions (11%), which suggested that LTP induced the duplication of existing axon-dendrite contacts. It should be noted, however, that the change in the proportion of perforated PSDs on labeled spines is also consistent with the fact (mentioned above) that SER or a spine apparatus, and therefore, a well-developed Ca 2+ -handling machinery, is found mostly in large mushroom spines, which are also most likely to bear perforated PSDs under normal circumstances. To address this concern, the authors showed that the frequency of perforated PSDs was similar in a set of unstimulated unlabeled synapses and in the labeled synapses that occur occasionally in unstimulated preparations, indicating that they were not preferentially selecting synapses that a priori bear perforated PSDs (35). Nonetheless, the alteration that is the subject of the study is such that it can only be recorded in a subset of dendritic spines. The effects of LTP on other types of spines or on spines in general cannot be described using this technique and neither can the possible effects of LTP on overall spine number or density. The complete set of structural changes associated with LTP is still not well-defined, but it appears likely that the effect is focal and that changes in a tissue will be correlated with the numbers of stimulated axons and dendrites-values that vary widely from study to study. Nonetheless, there is evidence for the remodeling of the PSD and for the formation of novel spines in response to LTP-inducing stimuli, which could form, in part, the basis of long-lasting changes in synaptic strength. It is unlikely, however, that the growth of new spines explains LTP, since it is a relatively slow process, while the onset of LTP is rapid.
Structural Plasticity Associated with Experience and Learning
If the complexity of LTP in vitro makes finding a structural correlate very difficult, the search for structural correlates of learning is even more challenging. Nonetheless, several studies have directly attempted to link changes in dendritic spine morphology with learning. Moser et al. (121), using confocal microscopy, described an increase in spine density on basal dendrites in CA1 pyramidal neurons after rats underwent spatial training. The variability within the control and experimental groups, however, made this result difficult to evaluate, since there was considerable overlap between groups. A smaller increase (15%) in spine density has been observed in piriform cortex following olfactory learning (122). Rusakov et al. (123) performed a study similar to Moser's, using electron microscopy and stereologic methods. Although they described an apparent increase in the clustering of synaptic active zones in CA1, they were unable to replicate Moser et al.'s findings, seeing no changes in synapse density or size. Similarly, Geinisman (124) examined synapses in rabbit hippocampus following trace eyeblink conditioning, a form of hippocampus-dependent associative learning. They described an increase in PSD area reminiscent of the same group's observations of PSD changes after LTP (112) . However, they, too, found no change in total synapse number. In the rat dentate gyrus, O'Malley et al. (125) described a transient synapse increase in a passive avoidance training paradigm. Six hours after training there was a twofold increase in the number of axospinous synapses in the middle molecular layer. This change subsided by 72 h. Later, they described a similar transient increase following spatial learning (126), which indicated that the earlier-described change was not restricted to one type of learning. The transience of these changes suggests that they reflected a net rearrangement of synapses, rather than a lasting increase in their number. Thus in most studies the consensus is that even if there are transient increases, there is no lasting increase in synapse number following learning. Synapse and spine morphology may change, but it is clear that further studies will be necessary to show a definitive link between changes in spines and learning.
Hormonal Control of Structural Plasticity
An interesting form of physiologic plasticity of dendritic spines is the variation in spine density in hippocampal CA1 cells over the five-day estrus cycle of the rat (127). During proestrus, when estrogen levels are at their highest, spine density is at its maximum. Between proestrus and estrus, when estrogen levels fall, there is a 30% decrease in spine density; a comparable decrease in synapse density at the electron microscope level is the ultrastructural reflection of the spine density change (128). A similar effect was seen when rats were ovariectomized and had their levels of estrogen and progesterone artificially manipulated (129) and also appeared in neurons in vitro (130), which confirms the link between the sex steroids and spine density. No comparable change was found in CA3 or the dentate gyrus. Estrogen also increased the occurrence of multisynaptic boutons, which are presynaptic elements that make more than a single synapse at the apparent expense of single-synaptic boutons (131). This suggests that during the portion of the estrous cycle when estrogen levels are at their highest, new dendritic spines make synapses with preexisting boutons. More recently, the synapses of a multisynaptic bouton are made with different postsynaptic neurons (132), which indicates not only an increase in spine and synapse number, but also in divergence of inputs. This change was blocked by progesterone (133) and by NMDA receptor antagonists (134), and in vitro the change was mimicked by an inhibitor of GABA synthesis (135), which indicates that estrogen may act indirectly by inhibiting GABAergic neurotransmission, thereby increasing excitatory neurotransmission, particularly through NMDA receptors. This decrease in GABAergic tone, in turn, may be the result of estrogen-induced down-regulation of BDNF (136). It is interesting that secreted BDNF has been found to destabilize dendritic spines and may encourage remodeling (137) . Thus this neurotrophin may play an important role in physiologically meaningful long-term changes in spine density.
Thyroid hormone also influences spine density. Exogenous administration of thyroid hormone to neonatal rats caused an increase in spine density in CA1 and CA3 neurons (138) and an acceleration in spine development in visual cortical neurons (139) . On the other hand, thyroidectomy performed as early as possible in postnatal life prevented the normal development of visual cortical spines, such that at 30 days, the spine density in thyroidectomized rats was only 60% of that found in control animals (140) . Furthermore, the spine density reached a plateau at 30 days, whereas in the control rats, the density continued to increase (140) . This abnormality could not be reversed by administration of thyroid hormone unless it was instituted within 2 days of thyroidectomy and maintained (141) . Thyroidectomy of juvenile (40-day-old) or adult (120-day-old) mice, however, caused a decrease in spine density that could be reversed by hormone replacement, even if treatment was delayed by 25 to 30 days. Thus thyroid hormone is critical for the initial phase of spinogenesis to occur, but it may serve a somewhat different role in spine maintenance later in life. It is interesting to note that hyperthyroidism in adult animals caused a 26% loss of spines on CA1 (but not CA3) pyramidal neurons (142) , in marked contrast to the increase seen in neonates (138) , which suggests that thyroid hormone must be kept within a certain range of levels for normal spine maintenance. The mechanism by which thyroid hormone regulates spine density is not known. However, thyroid hormone has such wide-ranging metabolic effects that a direct effect on pyramidal neurons need not be invoked. For instance, hyperthyroid animals open their eyes up to 4 days earlier than control animals (138), a change that could partially explain the accelerated spine development described above.
SPINE STRUCTURE IN BRAIN DISORDERS
In view of the central role occupied by dendritic spines in synaptic transmission, it is not surprising that a number of human disease states are associated with alterations with spine morphology or density.
Schizophrenia
Two recent studies using the Golgi technique have shown decreases in spine density in neocortical pyramidal neurons in patients with schizophrenia. The first study found 59 and 66% decreases in spine density in temporal and frontal cortical regions, respectively (143) . The effects of age and postmortem interval were controlled, but the effect of long-term neuroleptic use could not be excluded. The other study (144) showed a 21% decrease in spine density in schizophrenic patients compared with age-matched controls. However, a statistically comparable decrease was also found in age-matched nonschizophrenic psychiatric patients, which casts doubt on the specificity of the decrease to the disease. As in other studies of dendritic spines in human tissue, these results must be evaluated with caution. Given the remarkable plasticity of dendritic spines and their ability to change in density and in shape within minutes, the fact that human material is subject not only to autolysis but also to changes due to the events preceding death makes interpretation of changes in dendritic spine distribution and morphology difficult.
Aging
It is well known that the cognitive functions are impaired during normal aging. Most studies have focused on neuronal loss to account for this change. However, stereologic studies have suggested that the cell loss associated with normal aging may be insufficient to account for the observed cognitive changes (145) . The most comprehensive studies of the effect of age have focused on the morphology of neocortical pyramidal neurons (146, 147) . The total dendritic length, mean segment length, dendritic segment count, dendritic spine number, and dendritic spine density on basal dendrites of layer III pyramidal cells in prefrontal area 10 and occipital area 18 were examined (147) . Tissue was obtained from 26 neurologically intact individuals aged 14 to 106 years. A 9-11% decrease in total dendritic length and about 50% decrease in spine numbers in both areas was reported when comparing the older group (>50 years) with the younger group (≤50 years).
Similar findings have been reported in aged monkeys, which, because they can be perfused, are free of both dying-related and autolytic changes. Cupp & Uemura (148) , using the Golgi method, examined the layer III and IV pyramidal cells in the prefrontal cortex of nine rhesus monkeys aged from 7 to 28 years old. They reported significant decreases in dendritic branch order, number of branches, total dendritic length, and spine density for both the apical and basal dendritic trees in monkeys 27-28 years of age (148, 149) . In a more recent EM study, Peters et al. (150) noticed a loss of apical dendritic tufts of pyramidal cells in layer I of area 46 of old monkeys (27-32 years of age) compared with young monkeys (6-9 years of age). They estimated that 50% of spines were lost in layer I of area 46 of the old monkeys. A parallel reduction of synaptic density with aging has been observed in quantitative EM studies (149, 150) . These age-related changes on dendrites and dendritic spines of neocortical pyramidal cells in aged individuals may lead to a disruption in cortical circuits during normal aging.
Mental Retardation
A link between abnormal dendritic spines and mental retardation was first suggested by Purpura (151) . Although isolated reports exist that indicate an abnormality of dendritic spines in numerous mental retardation disorders, including tuberous sclerosis type I (152), fetal alcohol syndrome (153) , and nonsyndromic mental retardation (151), the best studied to date have been trisomy 21 (Down syndrome) and the fragile X syndrome.
Patients with Down syndrome have a decreased spine density in neocortex (154) (155) (156) and hippocampus (155, 157) . This is observed both in young patients (154, 156) and in adults (156, 157) . In addition, in a case described by MarinPadilla, there was an increased incidence of abnormally long and short spines (154) . Because many of the critical genes on chromosome 21 implicated in the human disease are found on the mouse chromosome 16, two trisomy 16 mouse models have been developed. Unfortunately, neither the fully trisomic mouse, which has very poor survival, nor the more restricted segmental trisomy 16 mouse has been analyzed for dendritic spine abnormalities. The only suggestive morphologic finding has been a 30% decrease in asymmetric synapse density in the temporal neocortex in the absence of a change in symmetric synapse density (158) and an overall decrease in the number of hippocampal pyramidal cells in the partial trisomics (159) . However, since neither the number nor the identity of the genes directly responsible for mental retardation in human trisomy 21 has been identified conclusively, and because there are significant differences in the genes involved in the human and murine trisomies, it is not clear how closely the murine trisomy models the human disease. Resolution of this issue may have to await the complete genetic description of Down syndrome in humans, at which time a precise gene-by-gene trisomic animal model can be constructed, and the relationship, if any, between this form of mental retardation and synaptic and spine morphology will be in reach.
An example of a mental retardation disorder uncomplicated by the involvement of multiple genes is the fragile X syndrome. The fragile X syndrome (Martin-Bell syndrome) is an X-linked mental retardation syndrome that consists of a constellation of signs in addition to the cognitive deficit, including macroorchidism (enlarged testes), certain facial features (such as protruberant ears), and abnormalities in attention and short term memory (160, 161) . It is remarkable in being caused by a mutation in a single gene, FMR1. The mutation giving rise to the syndrome, a CGG repeat expansion in the 5 untranslated region of the FMR1 gene, interferes with transcription, and patients do not have measurable amounts of the gene product, FMRP (162) . The function of this protein is unclear. It appears to act as an RNA binding protein (163, 164) and is localized to neurons and to dendrites in particular (163, 165, 166) . Interestingly, mRNA for FMRP is found in dendrites, and its expression is increased by activation of metabotropic glutamate receptors (167) , which links FMRP to synaptic function. One of the only consistently reported neuropathologic findings in patients with this disorder is an abnormality in dendritic spines, which were described as being unusually long (168-170) and of increased density. These observations have led some to speculate that the absence of FMRP causes a defect in spine maturation and pruning (171) . We recently tested this hypothesis directly in a mouse model of the fragile X syndrome, the FMR1 knockout mouse (71) . This study consisted of an analysis of the dendritic spines of layer V neocortical pyramidal neurons at 1, 2, and 4 weeks of postnatal life, using 2PLSM imaging of neurons virally transfected with EGFP and fixed in situ. We found that dendritic spines were, indeed, longer in the knockout animals than in the controls and that the abnormality is greatest at the earliest time point studied (25% longer at 1 week). At 2 weeks, the difference was still significant but smaller (10%), and at four weeks, smaller still (3%). Spine density, too, was abnormally high in the knockouts, but only at one week (33% higher). We concluded that the dendritic spine abnormality caused by the absence of the FMR1 gene is most significant very early in postnatal life, coincident with a period of massive synaptogenesis in these animals (39) (68). These results are consistent with recent data in the same mouse model from the group that first published a murine spine abnormality (W. T. Greenough, personal communication) but inconsistent with observations in humans that show persistence of abnormally long spines well into adulthood (170) . This discrepancy could be related to species differences or to the considerable difficulties in interpreting spine changes in postmortem human tissue. It could also be due to the fact that the nature of the abnormality in the human brain is still far from clear, since most accounts have been purely qualitative and based on the same one to three cases (168, 169) . In addition, the one quantitative spine study (170) is difficult to interpret because some of the "control" tissue may have been abnormal, as evidenced by the fact that nearly all spines were 0.5 µm or less in length. Even in the absence of unambiguous human data, however, a developmentally regulated abnormality in the mouse is an encouraging finding and increases confidence in the animal model.
Other Disorders
Spine abnormalities have also been described in several other neurologic disorders. For instance, decreases in spine density have been reported in neocortical neurons in HIV encephalitis (172) , subacute sclerosing panencephalitis (173) , and tuberous sclerosis Type I (152); hippocampal pyramidal neurons in murine scrapie (174) ; Purkinje cells in olivopontocerebellar atrophy (175) ; and in a mouse model of Menkes kinky hair disease (176) .
The list of neurologic disorders associated with changes in dendritic spines is long and growing. The highly plastic nature of dendritic spines, however, and their ability and tendency to change even in response to subtle changes in afferent input, makes these alterations difficult to interpret, because it is very difficult to state with any certainty that a given abnormality is due to a primary defect of the spine rather than a response of the spine to some other abnormality, to changes induced by the process of dying, or to postmortem changes. It is probably only in those abnormalities for which an animal model exists that such a causal link may eventually be made.
COMPARTMENTAL MODELS OF SPINE FUNCTION
Models of spine function have focused on the properties conferred by the spine neck most prominent in mushroom-shaped spines. Because it presents a thin and tortuous path between spine head and parent dendrite, the spine neck could serve as a resistive element and impede synaptic currents (Figure 3 ). Changes in spine neck structure could then regulate the amplitudes of synaptic currents in synaptic plasticity. With the discovery of actin in spines, this model of synaptic plasticity became associated with the term twitching spine (177) . Apart from a role in electrical signaling, the spine neck could also serve to restrict diffusional exchange of signaling molecules between spine head and parent dendrite (178) (179) (180) ; this could be important to localize biochemical changes to a particular synapse.
Spines as Diffusional Compartments
A number of groups have investigated diffusional compartmentalization by spine necks. Early studies were mostly computational (178) (179) (180) and based on EM reconstructions of spine membrane geometries (1). However, since it is impossible to infer transport properties of the cytoplasmic space from static images, direct measurements of compartmentalization were performed. Transport through the spine neck can be directly probed by measuring diffusion using fluorescence recovery after photobleaching (FRAP) (181) in the spine (Figure 3 ) (182) (183) (184) . In these studies a freely diffusible fluorophore was bleached in the spine head and the time for fluorescence recovery by diffusion from the parent dendrite was measured (Figure 3a ) (182) (183) (184) . Since photobleaching always carries the risk of photodamage, we have recently developed a fluctuation analysis as an alternative technique to estimate the time of compartmentalization (B. L. Sabatini, T. Oertner & K. Svoboda, submitted). These studies have produced largely consistent results, which demonstrate that diffusional exchange between spine head and dendrite is in the range 20-200 ms, about a factor of 100 slower than expected for free diffusion over the small distances between spine and dendrite (182-184; B. L. Sabatini, T. Oertner & K. Svoboda, submitted). Other diffusible molecules with comparable diffusion coefficients (∼1 × 10 −6 cm 2 /s), such as some second messengers (186) including free Ca 2+ and small proteins (187), would be compartmentalized over similar times, while larger signaling and/or more slowly diffusing molecules would be compartmentalized over longer times. These measurements show that spine necks act as diffusion barriers, isolating spine heads from their parent dendrites for durations that are long on time scales of biochemical reactions. Diffusional compartmentalization of second messengers and activated enzymes could underlie synapse specificity in synaptic plasticity (106) .
Spines as Electrical Compartments
The geometric constriction of the spine neck could also act as a resistive element limiting synaptic currents; changes in spine neck geometry could then modulate synaptic strength (177, 188, 189) (Figure 3b ). However, compartmental models based on electron microscopic reconstructions of spine geometries (1) indicated that spine necks are probably not sufficiently restrictive to pose a significant impediment to synaptic currents (180, 190) . Because of the close relationship between diffusion and electrical conduction (191) , measurements of diffusional transport through spine necks can be used to compute the electrical resistance of spine necks (182) . These measurements have confirmed the suspicion that spine neck resistances are too small to modulate synaptic currents (182, 184) . (See the legend of Figure 3 for details.)
But even without influencing the sizes of synaptic currents, spine neck resistances could still produce compartmentalized elevations of membrane potential; synaptic currents passing through the spine neck produce a voltage difference between spine head and dendrite that may selectively activate voltage-sensitive conductances in the spine head (192, 193) . These differences are proportional to spine neck resistances and the amplitudes of single-synapse synaptic currents. Unitary synaptic currents generated at parallel fiber (PF) to Purkinje cell synapses (194) are severalfold larger than those generated at Schaffer collateral to CA1 synapses (195) , but the spine neck resistances at these synapses are comparable (182, 183) . Thus the degree of voltage compartmentalization may differ between cell and synapse types. At CA1 synapses voltage drops across the spine neck are expected to be at most several millivolts. Although these potential differences are large compared with unitary synaptic potentials measured in the soma (Figure 3c ), they probably do not elevate spine head potentials sufficiently to selectively activate voltage-gated conductances in the spine head (182) . It is therefore unlikely that CA1 spines function as electrical compartments. On the other hand, in Purkinje cell spines the voltage drops across the spine neck could be larger than 10 mV, leaving open the possibility that unitary currents open voltage sensitive currents selectively in spine heads (192, 196) .
Ca
2+ SIGNALING IN SPINES
The entry of Ca 2+ into neurons is known to activate many cellular pathways that lead to the regulation of synaptic transmission (197) . Because the spine neck serves as a barrier to Ca 2+ exchange between the spine head and the dendrite (see above), spine Ca 2+ may play an important role in activating synapse-specific regulatory mechanisms. [Ca 2+ ] transients in spines and dendrites following two types of stimuli (back-propagating action potentials and synaptic stimulation) and from three sources (voltage-sensitive Ca 2+ channels, VSCCs; Ca 2+ -permeable ligand-gated channels, such as the NMDA-type glutamate receptor; and intracellular Ca 2+ stores) are considered. A general framework is discussed in this section. Details about the specifics of Ca 2+ signaling in pyramidal neurons and cerebellar Purkinje neurons are presented in separate sections below. This topic has recently been reviewed with emphasis on technology (10) and Ca 2+ handling (11, 198 ; see Figure 4 ).
In many neuronal types action potentials triggered in the axon hillock can invade the proximal dendrite and open VSCCs (reviewed in 199, 200) . This results in a relatively uniform [Ca 2+ ] elevation throughout the proximal portion of the dendritic tree (201) . In more distal dendrites, the amplitude of the action potential (AP) decreases with distance from soma, resulting in progressively smaller APevoked Ca 2+ influx (202) . Typically action potentials alone do not result in Ca 2+ influx through ligand-gated channels or in the release of Ca 2+ from intracellular stores (185, 203, 204) .
Synaptic stimulation can lead to Ca 2+ influx from all three sources. VSCCs are, in certain cell types, opened by the depolarization produced by synaptic stimulation. In some cell types, released neurotransmitter opens Ca 2+ -permeable receptors, such as NMDA receptors or certain subclasses of AMPA receptors. Lastly, release of Ca 2+ from intracellular stores can be triggered by metabotropic neurotransmitter receptors or by Ca 2+ -induced Ca 2+ -release (CICR). The sources of synaptic Ca 2+ have been controversial because it is difficult to selectively inhibit each of these three components. For example, blocking neurotransmission not only disrupts the direct Ca 2+ influx through ligand-gated channels but also prevents the depolarization that leads to VSCCs opening and the initial Ca 2+ influx that triggers CICR. Similarly bath application of VSCC blockers disrupts not only postsynaptic VSCCs but also prevents presynaptic Ca 2+ influx thereby reducing or abolishing release of neurotransmitter.
Figure 4 Sinks and sources of Ca
2+ . Arrows show pathways of Ca 2+ flux and the associated numbers show the fraction of Ca 2+ handled by a particular pathway. Of the Ca 2+ entering through Ca 2+ -permeable channels, 95% binds to endogenous buffers and 5% stays free. Seventy percent of Ca 2+ extrusion occurs directly across the plasma membrane, whereas 30% passes through the SER. A negligible fraction diffuses from the spine head to the dendrite.
Ca
2+ Signaling in Pyramidal Cell Spines
In pyramidal neurons, back-propagating action potentials invade the proximal dendritic arbor (<200 µm) and trigger Ca 2+ influx through VSCCs located on both the spine head and the dendritic shaft. The presence of VSCCs on spine heads is evident from the rapid rise time (<2 ms) of AP-evoked Ca 2+ signals in diffusionally isolated spines (203, 205) . The number of VSCCs opened per spine by a back-propagating action potential is small (usually <10), which leads to large trialto-trial variability in the amplitude of AP-evoked [Ca 2+ ] transients, including failures (203) . Pharmacological analysis has shown that action potential-evoked Ca 2+ influx in CA1 spines is mostly through R-type VSCCs (203) , whereas N/P/Q-type channels may contribute in neocortical pyramidal spines (206) . Differences in channel subtype distribution may permit the differential regulation of Ca 2+ channels in the spine versus the dendrite or soma, such as occurs in CA1 pyramidal neurons where spine but not dendritic VSCCs are inhibited by the activation of metabotropic GABA receptors (203) . However, the functional role of Ca 2+ influx through VSCCs in regulation of neuronal function is unclear. The inhibition of spine motility with low concentrations of AMPA is due to elevations of intracellular calcium (89) . It is therefore possible that calcium entry through VSCCs could contribute to the stabilization of spines. Ca 2+ released from internal stores does not appear to contribute to AP-evoked Ca 2+ influx in spines (185, 204, 207) . Synaptic stimulation also elevates spine Ca 2+ , but the sources of these transients are somewhat more controversial. Stimulation of a small number of axonal fibers allows the measurement of Ca 2+ accumulations in an isolated spine due to neurotransmitter release at a single synapse (208) . With these subthreshold stimuli, [Ca 2+ ] transients are limited to the spine head and are abolished by blocking NMDA receptors (204) (205) (206) (207) (209) (210) (211) ] transients were largely unaffected by blocking AMPA receptors and hence most of the synaptic potential, again ruling out significant contributions from VSCCs. Thus NMDA receptors, which at resting membrane potentials have weak voltage dependence and open relatively readily (∼15% of peak) even in the presence of Mg 2+ (212) , are the main Ca 2+ source of subthreshold synaptic [Ca 2+ ] transients. This conclusion is in agreement with most studies (204) (205) (206) (207) (209) (210) (211) , although a few point to a contribution of CICR (204) or Ca 2+ influx through VSCCs (206) downstream of glutamate receptor opening.
A large contribution of CICR was postulated by Emptage et al. who found that, in cultured hippocampal brain slices and using sharp microelectrodes, NMDA receptor-dependent synaptic [Ca 2+ ] transients were nearly completely abolished following disruption of intracellular stores (204) . The discrepancies between these studies and those discussed above may be largely due to differences in preparation (cultured versus acute brain slices and intracellular versus whole-cell recording). Indeed, as mentioned above, fewer than half of CA1 spines in intact brain tissue contain SER (19), the organelle responsible for CICR. A number of other studies, without directly investigating spine calcium, have found evidence for postsynaptic Ca 2+ release from stores in response to synaptic activation when paired with APs (see below), which points to an important function of store-released Ca 2+ (213) . However, the precise conditions producing Ca 2+ release from stores in spines and its role in synaptic plasticity remain obscure (reviewed in 214).
Lastly we consider Ca 2+ influx during patterns of synaptic stimulation that lead to AP firing (i.e., suprathreshold) or in which APs have been experimentally paired with synaptic input. Pairing protocols in which a single AP is repeatedly fired within ∼10 ms of a synaptic input effectively lead to LTP or long-term depression (LTD) of the synapse depending on whether the synaptic input precedes or lags the AP, respectively. Several studies have shown that pairing of short trains of APs and synaptic stimuli leads to Ca 2+ accumulations larger than the sum of those generated by each stimulus alone (i.e., supralinear) (206, 210, 215) . Koester & Sakmann examined the effects of pairing single APs and EPSCs and found that an AP followed closely by a synaptic input leads to sublinear Ca 2+ accumulations in spines whereas, when the temporal order is reversed, supralinear Ca 2+ accumulations are seen (211) . It is interesting that trains of supratheshold synaptic stimulation, which generate large Ca 2+ accumulations (>10 µM) in both spines and dendrites (216) , raise the Na + concentration in the spine by tens of millimolar (217) . This accumulation is due to Na + flux through NMDA receptors whose Mg 2+ block has been relieved by depolarization and is of sufficient magnitude to alter the reversal potential for current flow through Na + channels and glutamate receptors during subsequent stimuli. Although both the Na + accumulation and the nonlinear Ca 2+ signals described above are all associative, their role in the induction of plasticity is as yet unproven.
Ca
2+ Signaling in Purkinje Cell Spines
The synaptic structure of cerebellar Purkinje cells suggests immediately that the sources of synaptic Ca 2+ are different from those in pyramidal neurons. Mature Purkinje cell spine synapses lack NMDA receptors, and the dendrites and spines are filled with an intricate ER that is studded with inositol triphosphate (IP3) receptors (218) . The contribution of these intracellular Ca 2+ stores to the calcium signal varies with the stimulation paradigm. Weak PF stimulation produces rapid-onset [Ca 2+ ] transients localized to individual spines (196) . Although blocking AMPA receptors uniformly abolishes these signals, the underlying Ca 2+ source varies from spine to spine; hyperpolarizing the cell eliminates Ca 2+ accumulations in some spines but accentuates them in others. Thus subthreshold synaptic stimulation results in Ca 2+ influx through VSCCs in most spines with contributions from Ca 2+ -permeable glutamate receptors in others (196) . Short trains of subthreshold parallel fiber stimuli result in a biphasic [Ca 2+ ] signal that is localized to individual spines (219, 220) . The rapid component has the same properties as described above, whereas the late response can be blocked with antagonists of mGluRs as well as by drugs that interfere with Ca 2+ release from IP3-sensitive stores. Stronger stimuli excite local regenerative spikes in fine dendritic branches that produce large Ca 2+ accumulations mediated by VSCCs (221) .
A further complexity is introduced when parallel fiber synaptic input is paired with climbing fiber input. Wang , which makes stimulus-evoked changes in Ca 2+ entry smaller and more prolonged. In addition, because indicators are small molecules that, unlike Ca 2+ ions, can diffuse relatively freely within the cytoplasm, the presence of an indicator accelerates the diffusion of Ca 2+ by a factor of 10-100 (186) . Because of the dim signals from dendritic spines, large quantities (>100 µM) of high affinity (K d < 1 µM) fluorescent Ca 2+ indicators are often used for studying spine Ca 2+ , thus dominating the endogenous buffering capacity of the spine and significantly perturbing Ca 2+ signaling. Fortunately, a framework for taking these effects into account has been developed (224, 225) and has been used to calculate the amplitude and timecourse of AP-evoked [Ca 2+ ] transients and the endogenous Ca 2+ buffering capacity in the main apical dendrite of unperturbed pyramidal neurons (226, 227) . This method relies on using AP-evoked [Ca 2+ ] transients to measure the impulse response of a cellular compartment under conditions of varying indicator concentrations and extrapolating back to the zero added indicator (i.e., unperturbed) case. Recently, this approach has been used to study Ca 2+ transients and handling in spines of hippocampal pyramidal neurons (B. L. Sabatini, T. Oertner & K. Svoboda, submitted). In the absence of exogenous Ca 2+ buffers, [Ca 2+ ] transients in spines evoked by a single AP reach >1 µM and decay within <20 ms (Figure 5c ). Since the diffusion of Ca 2+ across the spine neck is slow (>100 ms) (182, 185) (229) for 37
• C]. Because of this slow Ca 2+ -binding rate, large but brief AP-evoked Ca 2+ signals are relatively ineffective at activating calmodulin, whereas the smaller but prolonged NMDA receptor-mediated transients generated by subthreshold synaptic stimulation activate calmodulin and trigger LTD (Figure 5e ). Larger [Ca 2+ ] transients during supratheshold synaptic stimulation activate calmodulin more robustly and trigger LTP. Such Ca 2+ levels cannot be reached during AP trains as the rapid clearance of Ca 2+ prevents its accumulation even during high frequency during trains (Figure 5f ) ] transients to evoke LTP and LTD, whereas the differences in amplitude of synaptic [Ca 2+ ] transients in depolarized or resting neurons may explain the differential activation of LTP or LTD, respectively.
SOME OPEN QUESTIONS
Although our understanding of the structure and function of dendritic spines has increased dramatically in recent years, many key issues have yet to be addressed. For instance, we are only beginning to appreciate the remarkable complexity of the PSD as one of the richest molecular signal processing machines known. The correspondence of one PSD per spine suggests that the spine serves to biochemically isolate PSDs from one another. We need to measure signal transduction in individual PSDs, how it is shaped by synaptic transmission, and how it feeds back to the regulation of synaptic strength. Similarly, the role of polyribosomal complexes in spines remains unexplored. Can translation be turned on in a synapse-specific manner in individual spines? Now that we know that dendritic spines are motile and that they turn over, it should be possible to determine the lifetime of a spine in the intact experimental animal brain. This would be an indication of the lifetime of synapses in the adult human brain, a critical parameter for models of long-term memory storage. A growing number of human disorders have been associated with abnormalities in dendritic spines, but the connection between morphological and clinical phenotype has yet to be established in a single instance. where C is the spine head capacitance, I n is the current through the spine neck, E h , E d are the electrical potentials in spine head and dendrite, and r i is the cytoplasmic resistivity. The spine neck electrical resistance can thus be expressed in terms of measurable quantities as R n = r i W n = r i τ D/V h (182) . Taking account of uncertainties in estimating these parameters gives an upper bound of R n < 200 M . The spine neck conductance (1/R n > 7000 pS) is much larger than unitary synaptic conductances (S syn < 200 pS in CA1; <600 pS in Purkinje neurons), and therefore the spine neck geometry is unlikely to restrict current flow. The voltage drop across a spine neck is likely to be small (E h − E d < 4 mV) for CA1 pyramidal cells (assuming unitary currents I syn < 20 pA) (195 
