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Previewsand enter into burst mode, which may in-
fluence how corticothalamic input is
modulated and filtered by thalamic cir-
cuits. Moreover, cortical neurons display
slow wave oscillations (<1 Hz) that make
the firing rates of cortical neurons
bimodal, displaying long periods of low
firing rates separated by briefer bouts of
high firing rates. Thus, the rate-dependent
dynamics revealed in Crandall et al. (2015)
may play a role in maintaining thalamo-
cortical oscillations.
In summary, Crandall et al. (2015) per-
formed an elegant series of experiments
to determine the cellular and circuit mech-
anisms that underlie a rate-dependent
switch between suppression and excita-
tion in the corticothalamic pathway of
the rodent somatosensory system. Their
findings provide a mechanistic under-
standing of how the cortex can dynami-
cally influence its own input and reinforce
the view that the thalamus and cortex are
active and necessary partners in the pro-cessing of signals essential for sensory,
motor, and cognitive functions. While
past models of thalamocortical interac-
tions based purely on feedforward circuits
were able to provide important insight into
the processing of sensory signals, a more
complete understanding requires the
formulation of new models that include
the dynamic influence that corticothala-
mic feedback has on feedforward lines
of communication.
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In this issue of Neuron, Hardcastle et al. (2015) show that the spatial firing patterns of grid cells accumu-
late error, drifting coherently, until reset by encounters with environmental boundaries. These results
reveal important aspects of the neural dynamics of self-localization from self-motion and environmental
information.Estimating one’s location relative to the
environment is crucial for the survival of
most mobile organisms, enabling plan-
ning and movement relating to important
environmental locations beyond immedi-
ate perception, such as one’s home,
locations containing resources, friends,
enemies, etc. An estimate of self-location
can be made from environmental sensory
information and can also be dynamically
updated by integration of estimated self-motion, a process often referred to as
‘‘path integration’’ (PI, extending its orig-
inal meaning of tracking displacement
from a single starting point, as in classic
experiments in spiders and ants). The
two types of information, environmental
and self-motion-related, make comple-
mentary contributions to self-localization.
The cumulative nature of PI makes
it accumulate error, which must be cor-
rected by environmental information,while self-motion can be used to update
self-location when appropriate environ-
mental information is unavailable, unreli-
able, or too effortful to acquire. Ideally,
both types of information should be com-
bined according to their reliability, as seen
in human navigation (Nardini et al., 2008)
and in Kalman or particle filtering in
robotics.
A canonical experimental demonstra-
tion of PI in mammals exploits an innaten 86, May 6, 2015 ª2015 Elsevier Inc. 607
Figure 1. Spatial Cell Types in the Hippocampal Formation
Examples of the spatial firing rate modulation of a place cell (A), head direction
cell (B), grid cell (C), and boundary cell (D), adapted with permission from Hart-
ley et al. (2013).
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Previewsbehavior in gerbils in which
they retrieve their pups from
the center of a circular arena
and return them to a nest at
the edge: following slow rota-
tion of the arena (below the
threshold for vestibular
detection) as gerbils
searched for their pups, the
gerbils’ return path to the
nest deviated by an amount
equal to the rotation, demon-
strating that they had re-
turned home using an internal
sense of direction, rather than
with reference to external
environmental cues. The
accumulation of error result-
ing from the integration of
noisy self-motion information
can be seen in these situa-
tions, with return directions
becoming completely disori-
ented after three passive or
five active rotations in the
center, indicating the needto be reset frequently by encounters with
stable landmarks (e.g., Etienne et al.,
2000).
There has been much progress in un-
derstanding the neural representations
underlying self-localization in mammals,
as recognized by the recent Nobel Prize
in Physiology or Medicine. This includes
the discovery of place cells, head direc-
tion cells, and grid cells; see Figure 1.
Head direction cells appear to represent
the orientation of the head by combining
self-motion-related information with envi-
ronmental information. The firing patterns
of populations of cells represent a single
‘‘sense of direction,’’ rotating coherently
in response to self-motion or environ-
mental inputs, with the perception of sta-
ble distant visual cues predominating
when available (Taube, 2007). Place cells
appear to represent self-location, also re-
sponding to both self-motion and environ-
mental information (O’Keefe, 1976). The
orientation of the distribution of place
cell firing fields within an arena appears
to be consistent with the representation
of head direction, with a similar depen-
dence on self-motion and environmental
cues, including similar effects of sub-
vestibular rotation as seen in PI experi-
ments (Jeffery et al., 1997). However, the
spatial distribution of place cell firing608 Neuron 86, May 6, 2015 ª2015 Elsevier Ifields also shows a strong influence
of environmental boundaries, such that
firing fields appear to reflect a conjunction
of inputs tuned to respond at specific
distances from boundaries in specific
allocentric directions (‘‘boundary vector
cells’’ or BVCs; Hartley et al., 2000). The
importance of boundaries was corrobo-
rated by the discovery of BVCs in the sub-
iculum (Lever et al., 2009) and closely
related ‘‘border cells’’ in medial entorhinal
cortex (mEC; Solstad et al., 2008). Unlike
place cells, which can dramatically alter
their firing patterns in different-shaped
enclosures (i.e., ‘‘remap’’), boundary
cells respond to the presence of an envi-
ronmental boundary independent of the
context the animal is in.
Hardcastle et al. (2015) studied grid
cells in mEC, which display a strikingly
regular, periodic firing pattern that tiles
an environment with a triangular grid of
firing fields. Initial reports ongrid cells sug-
gested that, unlike place cells, their regu-
lar periodic firing patterns were universal
and environmentally invariant, suggesting
a strong internally generated organization
based on PI (e.g., McNaughton et al.,
2006).
Accordingly, theoretical models of grid
cell firing emphasized internally gener-
ated mechanisms underlying the con-nc.struction and updating of the
grid map, with many based
on attractor dynamics (re-
viewed by McNaughton
et al., 2006), following similar
models of head direction
and place cells.
However, since the pro-
posal of grid cells as a poten-
tial neural substrate of PI, the
importance of environmental
features, and specifically
boundaries, on grid cell firing
has become more apparent.
Deformations of environ-
mental boundaries for
example are reflected by a re-
scaling of the grid pattern in
the same direction as
the environmental deforma-
tion (Barry et al., 2007). None-
theless, there are hints that
the ability of boundaries to
distort the intrinsic grid-like
organization diminishes over
time: the effect of environ-mental deformation reduces with many
repetitions (Barry et al., 2007), and the
locally referenced grids in two adjacent
boxes eventually adjust to form a single
global grid after repeated traversals be-
tween the boxes (Carpenter et al., 2015).
Hardcastle et al. (2015) set out to
examine error accumulation in the spatial
firing patterns of grid cells, and how this
is affected by environmental information.
By examining the trajectories of mice as
they crossed the interior of a large
open-field arena, Hardcastle et al. found
that spatial error in grid firing (i.e., the dis-
tance of the locations at which a grid cell
fires spikes from the center of that cell’s
nearest firing field) increased with both
the time and distance since the last
encounter with the arena boundary.
That is, there was significantly greater er-
ror in the 20 s preceding a boundary
encounter compared to the 20 s immedi-
ately following a boundary encounter.
Intriguingly, over short trajectory lengths
error initially appears to accumulate line-
arly at a rate of about 0.01 cm/s; howev-
er, during longer traversals (> 60 s), this
linearity is broken, suggesting that error
accumulation is supra-linear over longer
time periods. Although error was not
divided into rotational and translational
causes, there may be links between
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Previewsthese findings and error accumulation in
head direction cells. Despite rotational
‘‘drift’’ in head direction cells being very
slow in well-lit conditions (Yoder et al.,
2015), directional errors have a strongly
supra-linear effect on location estimation.
This, in turn, may also help to explain why
the allocentric spatial representations in
the hippocampal formation are useful for
PI as opposed to the egocentric spatial
representations in parietal cortex and
elsewhere (Vickerstaff and Cheung,
2010).
The increase in error resulted from a
small, but coherent, drift in the grid
pattern over time. This is evidence that
the internal structure of grid cell firing
patterns is maintained, but that error ac-
cumulates in how these intrinsic firing
patterns are updated to remain in cor-
rect alignment with the environment.
Nonetheless, this gradual accumulation
of error will destroy the utility of the
grid code in directing behavior toward
useful environmental locations over the
course of tens of minutes, unless
a corrective input can stabilize the
relationship.
As mentioned above, encounters with
boundaries appear to correct the grid drift,
and the nature of these encounters has
some interesting features. Encountering a
boundary is only of limited use in resolving
spatial uncertainty; encountering a wall
running north-south resolves location am-
biguity in the east-west direction much
more than in the north-south direction. Inline with this intuition, Hardcastle et al.
(2015) indeed found that error was
reduced along the axis perpendicular
to the boundary after an encounter. They
also note that physical contact with the
boundary is not required, making bound-
ary cells the most likely mediator of the
error correction. Although ‘‘border cells’’
reported in the mEC (Solstad et al., 2008)
fire when the animal is adjacent to the
boundary (by definition), their firing is often
more extensive, and the wider category of
BVCs includes those firing at a distance
from the boundary (Lever et al., 2009),
some of which have also been reported in
mEC. In this context, it is worth noting
that PI errors can be reduced by the pres-
ence of environmental features, even
when they are not directly sensed (i.e.,
the absence of contact is also informative;
Cheung et al., 2012; Philbeck andO’Leary,
2005).
In summary, Hardcastle et al. (2015)
provide important insight into the dy-
namics of the neural code for self-location
and how interactions with the local
environment might help mitigate the
potentially catastrophic effects of error
accumulating during the integration of
self-motion.REFERENCES
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