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Resumen
En la siguiente investigación se evalúa el desempeño de diferentes pruebas
de análisis de la varianza para datos funcionales, en aquellos casos, en los que la
variable de respuesta es toda una curva o cuando, por medio de transformaciones, se
traslade esta variable, a un ámbito multivariado o univariado. Para este fin, se realiza
un estudio de simulación en el cual se obtenga evidencia empírica de la estabilidad de
estas pruebas, en cuanto, a las tasas de error tipo I, la potencia y la diferencia mínima
por detectar, así como, la robustez ante el incumplimiento del supuesto de varianza
constante en los grupos de tratamientos.
El estudio de simulación consta de once ensayos, los cuales están conformados
por varios escenarios, que se obtienen de variar el tamaño de muestra, la desviación
estándar de cada grupo (con un cierto grado de incumplimiento del supuesto de va-
rianza constante), los valores verdaderos del error tipo I, así como, la diferencia mínima
detectable. El modelo empleado es el clásico ANOVA orientado a datos funcionales,
esto si se toma como variable de respuesta toda la curva o bien si se transforma la va-
riable para emplear un ANOVA univariado o multivariado. Se realiza 1000 iteraciones
para cada ensayo.
Los resultados obtenidos en la simulación mostraron que, en general, las pruebas
de análisis funcional de la varianza L2N, FN y GPF proporcionan mejores potencias,
tanto para el caso de una vía como el de dos vías con interacción. Por lo que, en
ix
términos de potencia, las tres pruebas de análisis funcional de la varianza, (FANOVA
por sus siglas del inglés), tienen una mayor capacidad para detectar diferencias entre
las curvas promedio.
Estas pruebas de FANOVA son robustas, ante el incumplimiento del supuesto
de varianza constante en los grupos de tratamiento, además de ser estables respecto
de sus tasas de error tipo I.
x
Abstract
The following research evaluates the performance of analysis of variance tests
for functional data,in cases where the response variable is a whole curve or when,
through transformations, this variable is transferred to a multivariate or univariate
scope. For this purpose, a simulation study is carried out in which empirical evidence
of the stability of these tests is obtained, in terms of type I error rates, the power, and
the minimum difference to be detected, as well as the robustness to failure to meet the
assumption of constant variance in the treatment groups.
The simulation study consists of eleven trials, which consist of several scena-
rios that are obtained from varying the sample size, the standard deviation of each
group (with a certain degree of non-compliance with the assumption of constant
variance), the true values of the type I error, as well as the minimum detectable diffe-
rence. The model used is the classic functional ANOVA oriented to functional data,
whether the curve is taken as the response variable or if the variable is transformed
to use a univariate or multivariate ANOVA. 1000 iterations are performed for each trial.
The results obtained in the simulation showed that, in general, the L2N, FN and
GPF functional analysis of variance tests provide better powers, both for the case of
one way and the two way with interaction. Therefore, in terms of power, the three
functional variance analysis tests (FANOVA) have a greater ability to detect differences
between average curves.
xi
These FANOVA tests are robust, in the event of non-compliance with the assum-
ption of constant variance in treatment groups, as well as being stable with respect to
their type I error rates.
xii
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1. Introducción
En la actualidad, el análisis de datos funcionales ha emergido como un área
importante en la estadística y ha logrado avances significativos respecto de su base
teórica. Es por esto que, en comparación con los datos tradicionales, que consisten
en observaciones puntuales, los datos funcionales pueden contener información más
detallada sobre el sistema subyacente que los genera, debido a que se toma en cuenta
la curva y sus derivadas (Ramsay y Silverman, 2002).
En este contexto, el análisis de grandes datos que puedan verse como una reali-
zación de un proceso continuo, requieren la aplicación de nuevas técnicas estadísticas,
como el análisis de datos funcionales (FDA por sus siglas en inglés), que considera los
datos como funciones aleatorias en un intervalo T del espacio funcional de Hilbert L2
(Ramsay et al., 2009; Ramsay y Silverman, 2005; J. Zhang, 2013).
Debido al desarrollo teórico que ha tenido el análisis funcional en las últimas
décadas, se hace necesario realizar estudios que comparen los métodos de análisis
funcional con sus equivalentes en el ámbito univariado y multivariado para brindar
a la comunidad científica ventajas y desventajas del uso de una técnica u otra. En la
revisión bibliográfica, específicamente, con la técnica de análisis de la varianza, se
pudo observar que, actualmente, no hay estudios comparativos, que relacionen las
técnicas de análisis de varianza en estudios experimentales.
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El análisis funcional de la varianza es un problema fundamental en la inferencia
estadística para determinar diferencias en las curvas medias o funciones promedio, al
contrastar la hipótesis nula de igualdad de medias funcionales. Esto permite evaluar,
en diseños experimentales funcionales con k grupos de curvas, el efecto que tiene un
determinado tratamiento sobre una muestra y así inferir en una población determinada.
Al contrastar la hipótesis de igualdad de curvas promedio, surge la pregunta si al
descomponer las curvas, mediante alguna transformación y utilizar un análisis de
varianza univariado o multivariado (ANOVA o MANOVA por sus siglas en inglés), se
podría producir pérdida de potencia.
Esta investigación busca proporcionar a la comunidad científica una compara-
ción empírica del desempeño de tres técnicas de análisis de varianza, en diferentes
escenarios, para determinar en cuál de ellos se tiene un mejor desempeño cuando
se presenta problemas con el supuesto de varianza constante, tamaño de muestra,
diferencia mínima por detectar, así como las ventajas y desventajas de trabajar con
datos funcionales. Los resultados obtenidos en este estudio se deben generalizar al
caso de datos funcionales densos, es decir, en aquellos casos en los que cada función
posee gran cantidad de nodos o puntos (X. Zhang, Wang et al., 2016)
A partir de los resultados generados del estudio de simulación, y como un
ejercicio aplicado, se lleva a cabo el análisis de la varianza con la mejor técnica que
muestre el estudio de simulación. En este caso aplicado los datos corresponden a
reflectancia espectral de tres especies de escarabajos de apariencia metálica del género
Chrysina, con el fin de proporcionar herramientas estadísticas que le permita al Centro
de Investigación en Ciencia e Ingeniería de materiales (CICIMA), contextualizar las
observaciones de los espectros de luz reflejada y sus propiedades ópticas, para luego
aplicarlas en la elaboración de nuevos materiales y recubrimientos inspirados en la
biodiversidad costarricense, así como responder a algunas hipótesis globales de los
investigadores de este centro de investigación.
Otro aporte de esta investigación al CICIMA, es brindar una técnica de análisis
de la varianza más apropiada para detectar diferencias en el color cuando se emplea
los sistemas colorimétricos CIExyz y CIElab, así como cuando se trabaja con la curva
de reflectancia, sin realizar descomposiciones.
1.1. Justificación
Cuando se busca encontrar diferencias en las funciones promedio de k grupos
de curvas se emplea un ANOVA funcional, aquí la variable de respuesta son fun-
ciones, pero en la mayoría de los estudios se descompone esta variable de respuesta
con alguna transformación matemática o bien mediante componentes principales y,
posteriormente, se utiliza para el análisis un ANOVA univariado, como es el caso de
los trabajos de Emengini et al. (2013); Ferreira et al. (2013); Gaikwad y Kakarwal (2019);
Grill y Rush (2000). En otros estudios, como por ejemplo, los realizados por Luthria
et al. (2011) y Zagajewski et al. (2017) se emplea un ANOVA multivariado.
Al no haber estudios comparativos acerca de las diferentes técnicas de análisis
de varianza surgen algunas interrogantes: ¿Cuál técnica de análisis de la varianza
es más apropiada para encontrar diferencias en las curvas promedio?, ¿Se perderá
potencia en las pruebas al realizar este tipo de transformaciones en los datos funciona-
les?, ¿Cuál de estas tres técnicas de análisis de la varianza tiene mayor porcentaje de
equivocarse al buscar diferencias entre las curvas promedio?
Debido a esto, y para dar respuesta a las interrogantes anteriores, es pertinente
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generar evidencias empíricas respecto de las ventajas y desventajas de trabajar con
alguna transformación en la variable de respuesta, así como, de trabajar con toda la
curva sin, realizar descomposiciones en ella.
1.2. Problema de investigación
Los datos funcionales son una muestra aleatoria de funciones independientes
de valores reales correspondientes a una realización de un proceso estocástico uni-
dimensional. Al considerar los datos como un conjunto de funciones, sus derivadas
aportan información del procesos estocástico que lo genera, esto hace que los datos
funcionales tengan la capacidad de obtener mayor información estadística (Ramsay y
Silverman, 2002; Wang et al., 2015).
Partiendo del supuesto de que los datos funcionales brindan mayor información
estadística, entonces se podría pensar que la técnica de análisis de la varianza para
datos funcionales es superior a sus equivalentes multivariada y univariada. Es por esta
razón, que en este estudio se quiere dar respuesta a la interrogante, ¿Cuál técnica de
análisis de varianza es más robusta, estadísticamente, para distinguir diferencias entre
curvas que representan datos funcionales?
Para esta investigación, el término robusto, hace referencia a la capacidad de la
prueba para obtener valores de potencia altos y un bajo porcentaje de equivocación
(error tipo I) en diferentes circunstancias simuladas, como: poca muestra, incum-
plimiento del supuesto de homocedasticidad y diferencia mínima por detectar (Ito,
1980).
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1.3. Objetivo general
Comparar el desempeño de diferentes pruebas de análisis de varianza en datos
funcionales, según se considere la variable de respuesta como univariada, multivariada
o funcional, para proveer una guía de uso en los experimentos llevados a cabo con
mediciones espectrofotométricas.
1.4. Objetivos específicos
1. Determinar similitudes teóricas entre las técnicas de análisis de varianza para res-
puesta funcional, multivariada y univariada mediante el uso de transformaciones
para mediciones espectrofotométricas.
2. Comparar las pruebas estadísticas, según las diferentes formas que tome la
variable de respuesta funcional, utilizando como medidas el error tipo I y II
empíricos.
3. Analizar la estabilidad de las diferentes técnicas de análisis de varianza bajo
diferentes escenarios de simulación en donde se relacione el tamaño de muestra,
la varianza de los errores, la potencia de la prueba y la diferencia mínima por
detectar.
4. Contrastar hipótesis globales establecidas por el Centro de Investigación en Cien-
cia e Ingeniería de Materiales para datos espectrofotométricos experimentales.
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2. Marco teórico
En este apartado, se proporciona una breve explicación de algunos conceptos
que corresponden a la base teórica en la que se fundamenta las tres técnicas de análisis
de la varianza, sus supuestos fundamentales, así como la forma de descomponer la
variable de respuesta funcional mediante la utilización de sistemas colorimétricos.
2.1. Análisis univariado de la varianza
El análisis de varianza (ANOVA por sus siglas en inglés) es una técnica que
tiene como objetivo comparar los promedios de una variable, para varias poblaciones,
a partir de muestras aleatorias. A menudo, las muestras surgen de la observación de
unidades experimentales con diferentes tratamientos que se les aplica y se refiere a
las poblaciones de sujetos a los cuales se les aplica. Los tamaños de muestra para los
grupos son posiblemente diferentes y se supone que las muestras son todas indepen-
dientes. Además, se tiene en cuenta el cumplimiento de supuestos tales como: cada
población tiene la misma varianza y se distribuye normalmente (Christensen, 2016).
El modelo clásico de ANOVA es:
yij = µi + εij, εij ∼ N(0,σ2)
donde yij es la observación ij-ésima, µi es la media del nivel del factor o tratamiento
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i-ésimo, εij es un componente de error aleatorio que engloba las demás fuentes de
variabilidad no explicada por los tratamientos. Otra forma de escribir el modelo de los
datos es considerando el efecto de cada tratamiento:
yij = µi + εij





donde µ es la media global y τi es el efecto del i-ésimo tratamiento. Si se supone
n1, ...,nk, k muestras aleatorias de poblaciones independientes con medias poblacionales
µ1, µ2, ...,µk, el análisis de varianza contrasta la hipótesis nula:
H0 : µ1 = µ2 = . . . = µk
H1 : µi 6= µj, para al menos un par µi,µj;
lo que es equivalente a contrastar:
H0 : τ1 = τ2 = ... = τk
H1 : τi 6= 0, para al menos una i
En el análisis de la varianza se descompone la variabilidad total en variabilidad
debida a los tratamientos y debida a los residuos, de la siguiente forma:
SCTot = SCTrat + SCRes






Suma de Cuadrados entre Tratamientos por SCTrat = n ∑ki=1 (ȳi. − ȳ..)
2 y finalmente,






n = n1 + n2 + ... + nk.
En las expresiones anteriores, ȳi. =
∑nij=1 yij
ni
representa el promedio de las obser-





es la media global de toda la
muestra, dondeni corresponde al tamaño del i-ésimo grupo con el mismo tratamiento.
También, se puede definir el Cuadrado Medio de Tratamiento de la siguiente
forma: CMTrat =
SCTrat
k− 1 y el Cuadrado Medio Residual como CMRes =
SCRes
n− k .
Para realizar el contraste de la hipótesis nula se utiliza el siguiente estadístico






Usualmente, los cálculos realizados en este análisis se resumen en una tabla
de análisis de varianza. La forma comúnmente utilizada para esta tabla se da a
continuación.
Tabla 2.1.
Resumen del análisis de la varianza.
FUENTE GL SC CM F0














1/Se rechaza la hipótesis nula H0 si se cumple que F0 > Fα, k−1, n−k, con un nivel de significancia de α;
es común encontrar en la literatura que los valores nominales empleados para α son 0.01,0.05 y 0.1.
Fuente: Christensen (2016).
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2.1.1. Supuestos del ANOVA
Se deben satisfacer algunos supuestos a la hora de contrastar la hipótesis nula,
de que no hay diferencias entre las medias de los grupos, lo que es equivalente a decir
que no hay un efecto entre los tratamientos. La expresión efecto del tratamiento se
refiere al efecto causal de un tratamiento o intervención dada sobre una variable de
interés (Montgomery, 2017, p.78), entre estos supuestos están:
a. Los errores se distribuyen de manera normal (normalidad).
b. Varianza constante entre tratamientos (homocedasticidad).
c. Las muestras provienen de poblaciones independientes (independencia).
2.2. Análisis multivariante de la varianza
El análisis multivariado de la varianza (MANOVA por sus siglas en inglés) es
una extensión del análisis univariado de la varianza, comúnmente llamado ANOVA, a
varias variables dependientes (Rencher, 2012, p.156-167).
El enfoque multivariado es similar en muchos aspectos y requiere los mismos
supuestos, estos adaptados al enfoque multivariado. En este caso se asume que k
muestras aleatorias independientes de tamaño n se obtienen de p variables normales
con matrices de covarianza iguales.
El modelo para cada vector de observación es yij = µi + εij = µ + τ i + εij, para
i = 1,2, . . . ,k y j = 1,2, . . . ,n, donde a yij se le llama vector de observaciones que también
se puede expresar en términos de las p variables, se tendría la siguiente expresión






































De modo que el modelo para la variable r-ésima, r = 1,2, . . . , p, en cada vector yij es
yijr = µir + εijr = µr + τir + εijr. Para este caso se desea comparar los vectores de
medias de las k muestras para determinar si hay diferencias significativas o no, por lo
que se realiza el siguiente contraste de hipótesis:
H0 : µ1 = µ2 = . . . = µk
H1 : µi 6= µ j, para al menos un par µi,µ j.




















De la misma forma, que en el caso univariado, la variabilidad total se descom-
pone en variabilidad debida a los tratamientos y debida a los residuos. Así, de forma
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análoga, se define la matriz que contiene la Suma de Cuadrados Total, definida como




yi j − ȳ ..
)(
yi j − ȳ ..
)′
, esta es el resultado de sumar la matriz de
la Suma de Cuadrados de Tratamiento, definida por H = ∑ki=1 ni (ȳi. − ȳ ..) (ȳi. − ȳ ..)
′,
más la matriz de la Suma de Cuadrados Residual, definida como




yi j − ȳi.
)(
yi j − ȳi.
)′










La matriz H tiene una suma de cuadrados en la diagonal para cada una de las p
variables y los elementos fuera de la diagonal son sumas análogas de productos para
cada par de variables; esta matriz H es un análogo a la variabilidad entre tratamientos.
Suponiendo que no hay dependencias lineales en las variables, el rango de H es
el menor de p y mı́n(p,k− 1), donde k− 1 representa los grados de libertad para la
hipótesis en el caso unidireccional. La matriz residual R, de p× p, tiene una suma de
cuadrados dentro de cada variable en la diagonal, con sumas análogas de productos
fuera de la diagonal; esta matriz R es un análogo a la variabilidad dentro de los grupos.
El rango de R es p, a menos que k− 1 sea menor que p. Es importante recordar que
los elementos de R son sumas de cuadrados y productos, no varianzas y covarianzas.
Usualmente, los cálculos realizados en este análisis se resumen en una tabla de
análisis de varianza. La forma comúnmente utilizada para esta tabla se da a continua-
ción.
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Tabla 2.2.
Resumen del análisis multivariado de la varianza.
FUENTE GL SC CM
Tratamiento k− 1 H H
(k− 1)
Residual n− k R R
(n− k)
Total n− 1 T=H+R
1/En el caso multivariado hay diferentes estadísticos de prueba para el contraste de hipótesis, como por
ejemplo el de Lawley-Hotelling, la raíz de Roy, lambda de Wilks y la traza de Pillai.
Fuente: Rencher (2012).
El estadístico de prueba empleado en este estudio es el de Pillai basado en los
valores propios (eigenvalues) λ1,λ2, . . . ,λs de la matriz R−1H, este viene dado por
Vs = tr
(









Según Rencher (2012), cuando los tamaños de muestra son iguales en todos los
k grupos la traza de Pillai es el estadístico más robusto ante incumplimiento de los
supuestos.
2.2.1. Supuestos del MANOVA
Los supuestos del MANOVA son los mismos que el ANOVA univariado, pero
generalizados a varias variables.
a. Las observaciones de todas las variables dependientes deben seguir una distribu-
ción normal multivariada en cada grupo.
b. Las matrices de varianza-covarianza de la población para las variables depen-
dientes en cada grupo deben ser iguales (supuesto de homocedasticidad).
c. Las observaciones dentro de cada muestra deben ser al azar e independientes
entre sí.
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De la misma manera se debe comprobar el cumplimiento de los supuestos para
garantizar la adecuación del modelo, para esto se estudia los vectores de residuos.
2.3. Análisis funcional de la varianza
La mayoría de las técnicas estadísticas del análisis univariado han sido imple-
mentadas en el enfoque funcional, por ejemplo, el ANOVA unidireccional para datos
funcionales se desarrolla en Cuevas et al. (2004), este emplea un método paramétrico
de bootstrap para su estudio y en J. Zhang (2013) se propone una prueba F puntual
globalizada para contrastar la hipótesis nula de igualdad de medias funcionales (2.2).
También se puede consultar trabajos relacionados con el análisis funcional de la va-
rianza (FANOVA por sus siglas en inglés) en los trabajos realizados por Abramovich
y Angelini (2006); Abramovich et al. (2004); Antoniadis y Sapatinas (2007); Cuestas y
Febrero (2010); Yang y Nie (2008), entre otros más.
El análisis de la varianza con respuestas funcionales es un problema fundamen-
tal en la inferencia estadística para determinar diferencias en las curvas promedio o
medias funcionales cuando se contrasta la hipótesis nula H0 de igualdad de medias
funcionales (J. Zhang, 2013); esto permite probar, en diseños experimentales funcio-
nales, con k grupos de curvas, el efecto que tiene un determinado tratamiento sobre
una muestra y así inferir sobre una población determinada. Pese a la importancia que
tiene determinar la existencia de diferencias entre funciones promedio, este tema ha
recibido menos atención, sin embargo, en los últimos años, han surgido dos enfoques
generales diferentes para realizar la prueba FANOVA, expuestos en Shen y Faraway
(2004), así como en otros similares (Cuestas y Febrero, 2010; Cuevas et al., 2004), para
un estadístico de prueba global (este es el enfoque que se desarrollará en este trabajo).
Se dice que es global porque se usa para detectar diferencias en cualquier parte del
dominio funcional completo (en cualquier lugar t ∈ T). Un enfoque alternativo çonsiste
2. Marco teórico                                                                                            13
en utilizar un estadístico de prueba puntual (o individual) para realizar la inferencia
en t, es decir, identificar regiones específicas de t con una diferencia significativa entre
las medias funcionales"(Ramsay y Silverman, 2005).
La prueba basada en la norma L2 en el espacio de Hilbert fue estudiada, por
primera vez, por Faraway (1997), quien propuso un enfoque bootstrap para aproximar
la distribución nula, posteriormente, la prueba F puntual se adoptó en los estudios
de Ramsay y Silverman (2005) para los modelos de regresión lineal funcional con
respuestas funcionales. J. Zhang y Chen (2007) ampliaron la prueba basada en la
norma L2 para un problema de test de hipótesis lineal general, en el marco de modelos
funcionales lineales con datos funcionales ruidosos observados. Se puede encontrar
más detalles sobre la prueba basada en la norma L2 en J. Zhang et al. (2010).
Gorécki y Smaga (2015) muestra que la prueba de tipo F es consistente con la
raíz-n, por medio de un estudio de simulación demuestra que el método de sesgo
reducido y el método ingenuo funcionan de manera similar cuando los datos están
alta o moderadamente correlacionados, pero el primero supera de manera significativa
al segundo cuando los datos están casi sin correlación.
Para Cuevas (2014), la prueba de tipo F tiene dos ventajas: La primera es que es
invariante de escala y la segunda, su distribución nula se puede aproximar mediante
un estadístico F usual con grados de libertad proporcionales a una constante κ que
depende de la función de covarianza, esto permite una implementación fácil y rápida
de la prueba de tipo F, siempre que κ se calcule, correctamente. Además, cuando las
funciones se observan en una rejilla o cuadrícula moderada o grande de puntos de
tiempo de diseño, las pruebas F puntual globalizada, basada en la norma de L2, la
prueba F basada en la idea de B-Spline parecen funcionar mejor, aunque la prueba
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la prueba F basada en la idea de B-Spline puede llevar mucho tiempo. La situación
cambia cuando las funciones se observan en una cuadrícula corta de puntos de tiempo
de diseño. Aquí, dependiendo de la estructura de los datos funcionales, la prueba F
basada en la idea de B-Spline parece funcionar mejor y parece ser más rápida.
Para efectos de este trabajo se decidió emplear la prueba basada en la norma L2
y la prueba tipo F, ambas con la estimación de κ mediante el método de estimación
ingenua identificadas por L2N y FN, respectivamente, y la Prueba F puntual globaliza-
da identificada por GPF, ya que estas pruebas proporcionan un estadístico de prueba
global, "Se dice que es global porque se usa para detectar diferencias en cualquier parte
del dominio funcional completo, es decir en cualquier lugar t ∈ T" (J. Zhang, 2013).
Para Gorécki y Smaga (2015), el problema que se presenta con las pruebas que
no son globalizadas es que consume mucho tiempo, ya que debe realizarse para todo
t ∈ T, además se puede dar el caso que en cada punto se rechace la hipótesis nula,
pero de forma global no se garantiza el rechazo dicha hipótesis (2.2) para un nivel de
insignificancia dado.
2.3.1. Supuestos del FANOVA
Para el caso funcional, los supuestos del modelo ANOVA son los siguientes.
a. La muestra debe estar compuesta por funciones suavizadas.
b. La variable dependiente funcional proviene de un proceso estocástico Gaussiano.
c. Se asume igualdad de covarianzas de los procesos estocásticos de los cuales
proceden las muestras (supuesto de homocedasticidad).
d. Las observaciones dentro de cada muestra deben ser funciones aleatorias e
independientes entre sí (cada muestra de funciones es un proceso estocástico de
media funcional m(t) y función de covarianza de γ(s, t) con s, t ∈ T ).
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Un proceso estocástico Gaussiano es una colección de variables aleatorias, in-
dexadas por tiempo o espacio, de modo que cada colección finita de esas variables
aleatorias tiene una distribución normal multivariada, es decir, cada combinación
lineal finita de ellas es normalmente distribuida. Se define como un proceso esto-
cástico X(t), donde t ∈ T y con una función media de η(t) y función de covarianza
de γ(s, t), s, t ∈ T, este se denota por GP(η,γ), si y solo si para cualquier punto de
tiempo p, tj con j = 1, . . . , p, el vector [y(t1), . . . ,y(tp)]T sigue una distribución normal




, matriz de p× p.
" Cuando el proceso es Gaussiano la norma en L2 juega un papel de normalidad" (2013).
Tomando en cuenta estos supuestos, seguidamente, se definen cada una las
pruebas de análisis funcional de la varianza que se emplea en este trabajo.
2.4. Pruebas FANOVA de una vía para datos
funcionales
En este apartado se escriben las pruebas existentes para el problema ANOVA
de una vía para datos funcionales. Este problema se puede formular de la siguiente
manera: Sea Xi1 (t) , Xi2 (t) , . . . , Xini (t) con i = 1, . . . , k, k grupos de funciones aleatorias
definidas en un intervalo finito dado T = [a,b] y su covarianza funcional γ (s, t) con
s, t ∈ T. Sea SP (m,γ) un proceso estocástico con media funcional m (t), con t∈ T. Aquí
se asume que las funciones Xi1 (t) , Xi2 (t) , . . . , Xini (t) son idénticamente distribuidas y
en ese proceso estocástico es común contrastar la hipótesis de igualdad de las k medias
funcionales, para esto se define la siguiente hipótesis nula:
H0 : m1 (t) = · · · = mk (t) , t ∈ T, (2.2)
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cuya hipótesis alternativa es la negación de esta igualdad.
Antes de ver las pruebas que se utilizan en este estudio, se debe definir pri-
mero la Suma de Cuadrados de Regresión y la Suma de Cuadrado Residual o de
Error, SSR y SSE1 por sus siglas en inglés, respectivamente (Cuevas et al., 2004;
Gorécki y Smaga, 2015), estas se definen por SSRn (t) = ∑ki=1 ni
∥∥Xi (t)− X (t)∥∥2 y
SSEn (t) = ∑ki=1 ∑
ni
j=1




2 (t)dt, la función media global y la función media para cada grupo,








j=1 Xij (t), con i = 1, . . . , k.
Sea la función de covarianza muestral agrupada γ (s, t), la cual es estimada por
el estimador insesgado:










Xij (s)− Xi (s)
] [
Xij (t)− Xi (t)
]
, (2.3)
y su traza está dada por tr (γ) =
∫
T γ (t, t)dt.
Dadas las definiciones descritas, anteriormente, se procede a definir las pruebas
por emplear en este estudio.
2.4.1. Prueba basada en la norma L2
Esta prueba está basada en la norma L2 y emplea el estadístico de prueba
Tn =
∫
T SSRn (t)dt (Faraway, 1997; J. Zhang y Chen, 2007), bajo la hipótesis nula defi-




/tr (γ), d = (k− 1)κ,




y γ⊗2 (s, t)=
∫
I γ (s,u)γ (u, t)du. Esta aproximación se emplea para
1Se trabaja con esta notación debido a que la mayoría de artículos y textos científicos se encuentran
en inglés.
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, con valor crítico βχ2d (1− α).
Los parámetros β,d y κ se pueden estimar de dos formas, esto genera dos
pruebas diferentes, la primera llamada L2N cuando se emplea el método ingenuo y
L2B cuando se emplea el de sesgo reducido.









, donde γ̂ (s, t) es la función de covarianza definida en 2.3.
Para el método de sesgo reducido: Se tiene que β̂= ̂tr (γ⊗2)/tr (γ̂), d̂= (k− 1) κ̂,
κ̂ = t̂r2 (γ) / ̂tr (γ⊗2), donde γ̂ (s, t) es la covarianza definida en 2.3. Además, se define
la traza de la función de covarianza de la siguiente manera:
̂tr (γ⊗2) = (n− k)
2











(n− k) (n− k + 1)







n− k + 1
)
2.4.2. Prueba F puntual globalizada
La globalización de la prueba F puntual (la prueba GPF propuesta por J. Zhang
y Liang (2014), emplea un estadístico de prueba Tn =
∫
T Fn (t) dt. Bajo la hipótesis
nula 2.2, se puede demostrar que Tn ∼ β̂wχ2d̂w , aproximadamente, donde:
β̂w =




(k− 1) (n− k) (b− a) (2.4)
d̂w =
(k− 1) (n− k)2(b− a)2




γ̂w (s, t) = γ̂ (s, t)/
√
γ̂ (s, s) γ̂ (t, t) (2.6)
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Para γ̂ (s, t) dado en 2.3. Esta distribución aproximada se puede usar para
calcular el valor p de Tn o su valor crítico casi de la misma manera que para la prueba
basada en la norma L2.
2.4.3. Prueba tipo F propuesta por Zhang
La prueba tipo F de J. Zhang (2011), está basada en la prueba puntual F de





Bajo la hipótesis nula 2.2, se puede demostrar que Fn ∼ Fd1,d2 aproximadamente, donde
d1 = (k− 1)κ y d2 = (n− k)κ. De la misma manera hay dos formas para determinar
el valor de κ, según el método ingenuo y de sesgo reducido visto en la prueba de la
norma L2.




Se debe tener presente que: çuando las k muestras no tienen una distribución
normal y cuando los tamaños de muestra son pequeños esta prueba y la de la norma
L2 no son las más recomendables"(J. Zhang, 2013).
En relación con este trabajo, se utilizó el paquete fdANOVA proporciona la función
denominada fanova.tests() para realizar los procedimientos de prueba para el
análisis de varianza unidireccional para datos funcionales empleando diferentes tipos
de test, entre ellos L2N, FN, GPF.
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2.5. Pruebas FANOVA de dos vías para datos
funcionales
Un experimento de dos factores A y B, con niveles a y b, respectivamente, para
este existirá a · b combinaciones de estos factores (Cuestas y Febrero, 2010). Para una
muestra funcional aleatoria, en donde la (i, j)-ésima celda se puede representar como:
yijk (t) = η0(t) + αi(t) + β j(t) + θij(t) + vijk(t), t ∈ T, (2.7)
donde i = 1,2, ..., a; j = 1,2, ...,b; k = 1,2, ...,nij y vijk(t) ∼ SP(0,γ(s, t)) , donde SP sig-
nifica proceso estocástico (por sus siglas del inglés), γ(s, t) es la función de covarianza
común para todas las muestras, η0(t) es la media funcional global de la muestra, αi(t)
y β j(t) son el i-ésimo y el j-ésimo efectos funcionales principales de los factores A
y B sobre la variable respuesta, respectivamente. θij(t) es el (i, j)-ésimo efecto de la
interacción entre los factores A y B sobre la variable respuesta.
Se formulan las siguientes hipótesis nulas:
HA0 : αi(t) = 0, i = 1, ..., a; t ∈ T (No hay efecto del factor A)
HB0 : β j(t) = 0, j = 1, ...,b; t ∈ T (No efecto del factor B) (2.8)
H I0 : θij(t) = 0, i = 1, ..., a; j = 1, ...,b; t ∈ T (No hay efecto de la interacción)
La primera hipótesis nula tiene como objetivo evaluar si los principales efectos
del factor A sobre la variable de respuesta son significativos. Una prueba de los
principales efectos del factor B sobre la variable de respuesta se puede manejar de
manera similar. El último, tiene como objetivo comprobar si existe el efecto de la
interacción sobre la variable de respuesta.
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ANOVA bidireccional equilibrado con interacción
Luego, mediante el clásico ANOVA balanceado de dos vías, se tiene la siguiente
descomposición:
SSTn(t) = SSAn(t) + SSBn(t) + SSIn(t) + SSEn(t), 2
donde se definen la Suma de Cuadrados Total (SST), Suma de Cuadrados del factor
A (SSA), Suma de Cuadrados del factor B (SSB), Suma de Cuadrados de la interac-



















































2SST, SSA, SSB, SSI, SSE provienen del inglés y corresponden a la respectiva suma de cuadrados en
la descomposición de la varianza en el ANOVA.
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para i = 1, ..., a; j = 1, ...,b; c = nij.
2.5.1. Prueba basada en la norma L2













SSBn(t) ∼ β̂χ2(b−1)κ̂, t ∈ T
T In (t) =
∫
T
SSIn (t) dt ∼ β̂χ2(a−1)(b−1)κ̂, t ∈ T,
estos estadísticos dependen de la estimación de β̂ y de κ̂, según los siguientes métodos:
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(n− ab) (n− ab + 1)







n− ab + 1
)
,
̂tr (γ⊗2) = (n− ab)
2










y donde γ̂ (s, t) es la función de covarianza definida en 2.3.
2.5.2. Prueba tipo F propuesta por Zhang
Bajo la suposición que las muestras ab son Gaussianas con nij ≡ c > 1, entonces,
los estadísticos de prueba para cada factor y la interacción se aproximan a una F con
sus respectivos grados de libertad (J. Zhang, 2013, p.176).
FAn (t) =
∫
T SSAn (t) dt/ (a− 1)∫
T SSEn (t) dt/ [ab(c− 1)]
∼ F(a−1)κ̂, ab(c−1)κ̂, t ∈ T (2.11)
FBn (t) =
∫
T SSBn (t) dt/ (b− 1)∫
T SSEn (t) dt/ [ab(c− 1)]
∼ F(b−1)κ̂,ab(c−1)κ̂, t ∈ T (2.12)
FIn (t) =
∫
T SSIn (t) dt/ [(a− 1)(b− 1)]∫
T SSEn (t) dt/ [ab(c− 1)]
∼ F(a−1)(b−1)κ̂, ab(c−1)κ̂, t ∈ T (2.13)
El valor de κ̂ se estima por el método ingenuo (2.9), o bien, por el de sesgo
reducido (2.10), con nij ≡ c > 1, ∀i = 1, ..., a; ∀j = 1, ..., b.
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2.5.3. La prueba F puntual globalizada
Para contrastar las hipótesis nulas descritas en 2.9 mediante la prueba F puntual
globalizada, se emplea los siguientes estadísticos de prueba, suponga que T = [t1, t2] y
dos factores A y B cuyos niveles son a y b.






dt ∼ β̂wχ2d̂w , t ∈ T, (2.14)
donde
β̂w =




(a− 1) (n− a) (t2 − t1)
d̂w =
(a− 1) (n− a)2(t2 − t1)2










dt ∼ β̂wχ2d̂w , t ∈ T, (2.15)
donde
β̂w =




(b− 1) (n− b) (t2 − t1)
d̂w =
(b− 1) (n− b)2(t2 − t1)2




Para la interacción de los factores:
T In (t) =
∫
T
SSABn (t)/[(a− 1)(b− 1)]
SSEn (t)/(n− ab)
dt ∼ β̂wχ2d̂w , t ∈ T, (2.16)
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donde
β̂w =




(a− 1)(b− 1) (n− ab) (t2 − t1)
d̂w =
(a− 1)(b− 1) (n− ab)2 (t2 − t1)2




Para los tres estadísticos de prueba anteriores, se estima la función de covarianza
mediante γ̂w (s, t) = γ̂ (s, t)/
√
γ̂ (s, s) γ̂ (t, t).
Las pruebas de FANOVA de una vía son las mismas que se emplean para el caso
de dos vías, pero el paquete fdANOVA no proporciona una función para el caso de dos
vías ni para la interacción de factores, debido a esta limitación, se procedió a escribir
una función en el lenguaje estadístico R, la cual se nombró como fanova2(). Esta
función recibe por argumentos una matriz de datos funcionales x y los dos factores
factor1 y factor2 y retorna los valores de p asociados a los estadísticos de prueba de
los dos factores y de la interacción.
2.6. Medición del color
La determinación del color puede realizarse de forma visual y subjetiva, median-
te la apreciación de un observador humano, o con instrumentos digitales en función
de un sistema de colorimetría; lo último brinda un carácter objetivo a la medición.
Para fines técnicos, el color se define en tres atributos: matiz, croma y brillo, términos
acuñados en la ciencia del color (Munsell, 1905).
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2.6.1. Atributos del color
El color posee los tres atributos:
Matiz: Conocido como tono, tinte, color, "hue" en inglés. Es caracterizado por la
longitud de onda de la radiación y permite diferenciar un color de otro. Representa
una coordenada en el diagrama de cromaticidad.
Cromaticidad: Saturación, intensidad, pureza, " chroma" en inglés. Define la
intensidad o pureza espectral del color que va desde los tonos grises, pálidos, apagados
a los más fuertes y vivos. Es el grado de color ( incoloro, brillo, palidez).
Las coordenadas de cromaticidad x, y, z describen las cualidades de un estímulo
de color aparte de su luminancia. Se derivan de los valores triestímulos que se definirán
en la siguiente sección y que se obtienen de las siguientes expresiones:
x =
X
X + Y + Z
y =
Y
X + Y + Z
z =
Z
X + Y + Z
La figura 2.1 muestra el diagrama de cromaticidad (y contra x). El contorno en
forma de herradura es el lugar geométrico del espectro, que es una línea que conecta
los puntos que representan las cromaticidades de los colores del espectro.
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Diagrama de cromaticidad CIE x, y Las coordenadas de cromaticidad definen las cualidades de un
estímulo de color, además de su luminancia.
Fuente: Schanda (2007)
Luminosidad: Brillante, brillo, "brightness" en inglés . Es dado por el contenido
total de energía. Da lugar a los colores claros y oscuros. Es el grado entre la oscuridad
y el brillo máximo.
La Comisión Internacional de la Iluminación (CIE por sus siglas en inglés)
ha desarrollado los sistemas más importantes y utilizados en la actualidad para la
descripción y medición del color, los cuales se basan en la utilización de fuentes de
iluminación, observadores estándares y los atributos del color antes mencionados. Los
sistemas CIE usan tres coordenadas para ubicar un color en un espacio colorimétrico,
usualmente, llamados valores triestímulo.
2.6.2. Sistemas CIExyz y CIELab
Reflectancia: La reflectancia de la superficie de un material es su efectividad
para reflejar la energía radiante medida respecto de un estándar o referencia. En el
caso de esta investigación, debido a la apariencia metálica de los escarabajos, se usó
un espejo como referencia.
La reflectancia también se puede definir como la fracción de potencia electro-
magnética incidente que se refleja en una interfaz (Relación entre el flujo radiante
o luminoso reflejado y el flujo incidente en condiciones específicas de irradiación).
El espectro o la curva de reflectancia espectral es la gráfica de esta en función de la
longitud de onda λ. La figura 2.2 muestra las curvas de reflectancia espectral de tres
especímenes de escarabajo por longitud de onda.
La relación existente entre la reflectancia con los sistemas CIE es que las coorde-
nadas de estos sistemas se calculan usando esta medida como base.

























Curvas espectrales para tres especies de escarabajo del género Chrysina.
1/Las especies presentes en el gráfico son Chrysina aurigans, Chrysina optima (dorado) y Chrysina optima
(plateado.)
Fuente: Elaboración propia.
Valores triestímulo CIExyz: Según la percepción visual humana, la medición
del color se basa en un sistema de tres valores de color que se denominan valores
triestímulos. Este sistema refleja los receptores de color en el ojo humano, conocidos
como células cónicas. Los valores triestímulos miden la intensidad de la luz en función
de los tres valores de colores primarios, típicamente, representados por las coordenadas
X, Y y Z. El sistema de valores triestímulos es la base del lenguaje del color, también
conocido como sistema de color CIE, este se utiliza para comunicar valores de color
precisos (Madden y Giorgianni, 2007).




































































Función de reflectancia 
espectral del objeto observado
Valores 
triestímulos    
Figura 2.3.
Cálculo de los valores triestímulos CIExyz.
1/De izquierda a derecha, la primera gráfica corresponde a la distribución de potencia espectral de una
fuente de luz (CIE D65), la segunda corresponde a la reflectancia espectral de un objeto reflectante (o
transmitancia espectral de un objeto transmisivo) y en la tercera gráfica se observa las curvas x(λ), y(λ)
y z(λ), las cuales son las funciones de coincidencia de colores del observador colorimétrico estándar
CIE.
Fuente: Elaboración propia.
Las funciones de coincidencia de color del observador colorimétrico estándar
de CIE se utilizan en el cálculo de los valores triestímulo CIExyz que cuantifican
las características tricromáticas de los estímulos de color, estos valores triestímulo
para un objeto dado (caracterizado por su reflectancia o transmitancia espectral) que
está iluminada por una fuente de luz (caracterizada por su distribución de potencia
espectral) se pueden calcular para el observador colorimétrico estándar CIE al sumar
los productos de estas distribuciones en el rango de longitud de onda (λ), en el caso
de este trabajo de 400 a 900 nm, se realiza mediante las siguientes transformaciones:
X = k∑
λ
S(λ) R(λ) x(λ) ∆λ
Y = k∑
λ
S(λ) R(λ) y(λ) ∆λ
Z = k∑
λ
S(λ) R(λ) z(λ) ∆λ
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donde S(λ) es la distribución de potencia espectral de una fuente de luz (CIE D65),
R(λ) es la reflectancia espectral de un objeto reflectante (o transmitancia espectral de
un objeto transmisivo); x(λ), y(λ) y z(λ) son las funciones de coincidencia de colores
del observador colorimétrico estándar CIE 1976; y k es un factor de normalización,




∑λ S(λ) x(λ) ∆λ
Valores CIElab: Son valores triestímulo en el sistema CIELab empleado común-
mente para comparaciones colorimétricas, estos valores se calculan a partir de los
valores de triestímulo X, Y y Z, y los valores de triestímulo Xn, Yn y Zn del blanco de
referencia asociado, de la siguiente manera:
Función de reflectancia



















Transformación Valores CIE L*a*b* 
(nm)��
Figura 2.4.
Cálculo de los valores triestímulos CIElab.
1/En esta transformación f (r) = r
1















. En estas expresiones,
los términos Xn, Yn y Zn representan el blanco de referencia asociado.
Fuente: Elaboración propia.
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Figura 2.5.
Diagrama de las coordenadas cromáticas CIElab. L∗ indica la luminosidad, mientras que, a∗ y b∗ son
coordenadas de cromaticidad. a∗ y b∗ son direcciones de color: +a∗ es el eje rojo, −a∗ es el eje verde,
+b∗ es el eje amarillo y −b∗ es el eje azul.
Fuente: Schanda (2007)
En la figura 2.5, se muestra una representación gráfica de las coordenadas de
los valores CIElab, estos son se calculan a partir de los valores triestímulos del sistema
CIExyz descrito anteriormente.
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3. Marco Metodológico
3.1. Diseño de la simulación
El aporte metodológico de esta investigación se centra en el estudio del compor-
tamiento de las pruebas de análisis de varianza para datos funcionales, según la forma
en la que se transforme la variable de respuesta. Dependiendo de la transformación
que se elija para la variable de respuesta se puede aplicar un ANOVA funcional,
multivariado o univariado.
En la actualidad no se cuenta con estudios comparativos que relacionen este
tipo de pruebas, de aquí nace la necesidad de realizar estudios que produzcan eviden-
cias empíricas que indiquen cuál de ellas es la más apropiada en ciertas condiciones.
Debido a esto, se procede a generar evidencias mediante diferentes escenarios de
simulación, los cuales relacionan el tamaño de muestra en los grupos de tratamiento,
la varianza de los errores, la potencia de la prueba, la diferencia mínima por detectar y
la tasa de error tipo I.
Como se mencionó en el marco teórico, "hay diferentes pruebas para el análisis
de la varianza para datos funcionales"(J. Zhang, 2013), pero la prueba basada en la
norma L2, de tipo F y la puntual globalizada GPF proporcionan una mejor potencia
cuando se trabaja con muestras relativamente grandes (Gorécki y Smaga, 2015), tam-
33 
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bién, a través de algunos estudios de simulación se ha demostrado que, en términos
de control de tamaño de prueba y potencia, la prueba GPF es en general comparable
con la prueba basada en la norma L2 y la prueba de tipo F adoptada para el problema
ANOVA de una vía J. Zhang y Liang (2014). Es por esto, que en esta investigación se
emplea estas tres pruebas de análisis de la varianza funcional las cuales se comparan
con el ANOVA multivariado y el univariada.
Según como se aprecia en la figura 3.1, cuando la variable de respuesta funcional
Reflectancia se descompone en valores CIExyz y CIElab se logra realizar la comparación
de las tres técnicas de análisis de la varianza, es decir, se compara el FANOVA con sus
equivalentes multivariada y univariada y así obtener evidencia empírica a favor de
estas técnicas.
Reflectancia
L∗a∗b∗ àbX Y Z
A N OVA
M A N OVA
FA N OVA
Figura 3.1.
Técnicas de análisis de la varianza empleadas en el estudio de simulación según la forma de des-
componer la variable respuesta funcional.
1/Al descomponer la variable de respuesta funcional en valores CIExyz y CIElab se logra realizar la
comparación de las tres técnicas de análisis de la varianza.
Para obtener la variable de respuesta en los casos donde se aplica la técnica
de ANOVA univariado se emplea la norma euclídea, esto debida a que los sistemas
CIExyz y CIElab corresponden a una base ortogonal.
Para la ejecución de la técnica de análisis funcional de la varianza de una vía
se cuenta con el paquete fdANOVA desarrollado en R por los autores Gorécki y Smaga
(2015) y para el caso de dos vías con interacción se elaboró una función en el mismo
lenguaje de programación estadístico para realizar el ANOVA funcional de dos vías con
interacción. Esta función desarrollada en R es uno de los aportes de esta investigación
a la comunidad científica.
3.1.1. El modelo de simulación
El modelo empleado en esta investigación es el clásico análisis de la varianza
de una vía y de dos vías con interacción, ambos balanceados, para datos funcionales,
multivariados y univariados. Para el caso del ANOVA de una vía se emplea un factor
con tres niveles o grupos de tratamiento, este modelo está dado por:





donde µ corresponde a la media global, τi el efecto del i-ésimo tratamiento.
En el caso del ANOVA de dos vías con interacción se emplea dos factores,
ambos con dos niveles y el número de grupos de tratamiento corresponden a cuatro.
Este modelo está dado por:





donde µ corresponde a la media global, τi es el efecto del i-ésimo nivel del primer
factor, ηj es el efecto del j-ésimo nivel del segundo factor y γij es el efecto debido a la
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interacción entre el i-ésimo nivel del primer factor y el j-ésimo nivel del segundo factor.
3.1.2. Los escenarios para la simulación
En los estudios de simulación es necesario fijar valores poblacionales o paráme-
tros para establecer valores teóricos de referencia, los cuales servirán para comparar
con los resultados obtenidos en los escenarios de simulación planteados. En este es-
tudio para comparar las técnicas de análisis de la varianza, en el caso de una vía, se
estableció un factor con tres niveles, es decir, tres grupos de tratamientos, los tamaños
de muestra para estos grupos varían en n = 10,20, ...,90,100 y la desviación estándar
de la perturbación del error, en los grupos, aumenta con el fin de incrementar el
incumplimiento al supuesto de varianza constante en 0%, 10%, 20% y 30%, además
de esto, se fijaron tres valores verdaderos para las tasas de error tipo I, los cuales son
los más empleadas en la inferencia estadística (0,01, 0,05 y 0,1). La cantidad de ensayos
en la simulación es de 4, al integrar la diferencia mínima por detectar δ, la cantidad
total es de 8.
Para el caso del ANOVA de dos vías con interacción se consideraron dos
factores con dos niveles cada uno, esto hace que la interacción sea de cuatro niveles o
grupos de tratamiento; el tamaño de muestra para cada uno de estos grupos varía en
n = 50,100, ...,500, la desviación estándar de la perturbación del error para los cuatro
grupos en la interacción irá en aumento con el fin de incrementar el incumplimiento al
supuesto de varianza constante en 0%, 20% y 40%, de la misma forma se fijaron tres
valores verdaderos para las tasas de error tipo I (0,01, 0,05 y 0,1); con respecto de la
cantidad de ensayos, se realizan 3. En total la cantidad de ensayos de simulación en
este estudio es de 11.
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3.1.3. Ensayos para el modelo ANOVA de una vía
En el caso del análisis de la varianza de una vía se han establecido cuatro
ensayos, los cuales se nombraron A, B, C y D, en cada uno de ellos, el factor contiene
tres niveles, según como se aprecia en la tabla 3.1. Para el estudio de la potencia y
las tasas de error tipo I se establecieron valores de tamaño de muestra de los grupos
(la cantidad de grupos k es de 3) que varían en n = 50, 100, ..., 500, se utilizan estos
valores de muestra debido a que en la actualidad el obtener una muestra funcional
podría tomar días, meses o años, además que se busca recopilar evidencia empírica
del desempeño de las pruebas para valores de muestra, relativamente, pequeños.
En el caso del error tipo I, se emplearon los valores más utilizadas en la inferen-
cia estadística, los cuales son: 0,01, 0,05 y 0,1 (Montgomery, 2017).
Para evidenciar, empíricamente, la robustez de las pruebas con respecto del
incumplimiento del supuesto de varianza constante se establecen valores para la
desviación entandar de los errores, estos valores van de 35 a 95, incrementando el
incumplimiento del supuesto en 0%, 10%, 20% y 30% (J. Zhang y Liang, 2014).
La variable de respuesta,inicialmente, corresponde al porcentaje de reflectancia
espectral la cual es un conjunto de funciones discretas con 531 nodos o puntos, en
el caso de emplear toda la curva como variable dependiente la técnica utilizada será
un ANOVA funcional y si se descompone en valores CIExyz o CIElab se procede a
realizar el ANOVA multivariado y el univariado, esto con el fin de comparar las tres
técnicas de análisis de la varianza.
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Tabla 3.1.
Ensayos para el ANOVA de una vía.
Ensayos
Factores
n σ Error tipo I
A 10, 20, ..., 100 65, 65, 65 0,01, 0,05, 0,1
B 10, 20, ..., 100 55, 65, 75 0,01, 0,05, 0,1
C 10, 20, ..., 100 45, 65, 85 0,01, 0,05, 0,1
D 10, 20, ..., 100 35, 65, 95 0,01, 0,05, 0,1
1/n corresponde al tamaño de nuestra en cada grupo, con k = 3 grupos o niveles del factor, σ es la
desviación estándar de los errores para cada grupo.
2/ El incumplimiento al supuesto de varianza constante se incrementa en 0%, 10%, 20% y 30%
Fuente: Elaboración propia.
Se establecen cuatro ensayos, denominados E, F, G y H, en estos se integra a la
simulación la diferencia mínima por detectar, en estos se emplea la descomposición en
valores CIExyz y se compara el desempeño de las pruebas, en cuanto a la potencia,
tasas de error tipo I y robustez ante el incumplimiento del supuesto de la varianza
constante.
Los valores para esta diferencia mínima detectable se establecieron en 0,25, 0,5,
0,75 y 1, siguiendo el estudio realizado por J. Zhang y Liang (2014).
Tabla 3.2.
Ensayos para el ANOVA de una vía que incluye la diferencia mínima δ por detectar.
Ensayos
Factores
n σ δ Error tipo I
E 50, 100, ..., 500 65, 65, 65 0,25, 0,50, 0,75, 1 0,01, 0,05, 0,1
F 50, 100, ..., 500 55, 65, 75 0,25, 0,50, 0,75, 1 0,01, 0,05, 0,1
G 50, 100, ..., 500 45, 65, 85 0,25, 0,50, 0,75, 1 0,01, 0,05, 0,1
H 50, 100, ..., 500 35, 65, 95 0,25, 0,50, 0,75, 1 0,01, 0,05, 0,1
1/n corresponde al tamaño de nuestra en cada grupo, con k = 3 grupos o niveles del factor, σ es la
desviación estándar de los errores, δ es la diferencia mínima por detectar.
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2/ El incumplimiento al supuesto de varianza constante se incrementa en 0%, 10%, 20% y 30%
Fuente: Elaboración propia.
En la tabla 3.2 se especifican los ensayos con la diferencia mínima δ, son prác-
ticamente, los mismos de la tabla 3.1, pero con la diferencia de que se aplican solo
para la primera descomposición de la variable de respuesta funcional y el tamaño de
muestra, para cada grupo, toma valores de 50 en 50 hasta 500, esto debido a que se
requiere mayor muestra para detectar diferencias, relativamente, pequeñas.
3.1.4. Ensayos para el modelo ANOVA de dos vías con interacción
Los ensayos para evaluar el desempeño de las pruebas de análisis de la varianza
de dos vías con interacción se denominaron I, J y K, con dos factores de dos niveles
cada uno, esto da un total de k = 4 grupos de tratamiento (grupos en la interacción),
donde los tamaños de muestra para estos grupos van de 50 en 50 hasta 500. Para
evaluar la robustez de las pruebas, respecto del incumplimiento del supuesto de
varianza constante, se establecen valores para la desviación entandar de los errores que
incrementan de 45 a 105 unidades de reflectancia, estos valores hacen que se incumpla
el supuesto en 0%,20 y 40%.
Tabla 3.3.
Ensayos para el ANOVA de dos vías con interacción.
Ensayos
Factores
n σ Error tipo I
I 50, 100, ..., 500 65, 65, 65, 65 0,01, 0,05, 0,1
J 50, 100, ..., 500 55, 65, 75, 85 0,01, 0,05, 0,1
K 50, 100, ..., 500 45, 65, 85, 105 0,01, 0,05, 0,1
1/n corresponde al tamaño de nuestra en cada grupo, con k = 4 es el número de grupos o tratamientos
en la interacción, σ es la desviación estándar de los errores.
2/La violación del supuesto de varianza constante se incrementa en 0%, 20% y 40%
Fuente: Elaboración propia.
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Los ensayos especificados en la tabla 3.3, se llevan a cabo para la descomposición
de la variable de repuesta en valores CIExyz y se comparan las tres técnicas de análisis
de la varianza.
3.1.5. Generación de los conjuntos de datos
3.1.5.1. En el análisis de la varianza de una vía
Para generar los conjuntos de datos requeridos en cada escenario de simulación,
en el caso del análisis de la varianza de una vía, se eligen como curvas medias generales
a tres espectros, correspondientes a tres especies diferentes de escarabajos; de aquí que
el efecto promedio de cada tratamiento está englobado en el hecho de que las especies
son distintas. Estos conjuntos de datos se emplean para evaluar el desempeño de las
pruebas respecto a la potencia y las tasas de error tipo I empíricos, así como en el
incumplimiento del supuesto de varianza constante, estos están construidos siguiendo
el modelo de ANOVA como se especificó en la sección 3.1. Además, se tomó como
referencia el trabajo realizado por Gorécki y Smaga (2015).
Respecto al incumplimiento del supuesto de varianza constante, se consideran
valores que incumplen este supuesto de una forma incrementada de 0%, 10%, 20% y
30%, estos varían según las condiciones de la simulación.
Para cada uno de los escenarios se construyen mil conjuntos de datos diferentes
mediante la función map del paquete purrr, a esta misma función se le indica que
aplique el ANOVA indicado (funcional, multivariado o univariado) a los mil conjuntos
de datos; de la misma función se obtiene los p-valores.
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3.1.5.2. En el análisis de la varianza de dos vías con interacción
Para generar los conjuntos de datos requeridos en cada escenario, en el caso
del análisis de la varianza de dos vías con interacción, se eligen como curvas medias
generales a cuatro diferentes espectros (de estas cuatro medias generales se obtienen
los niveles de la interacción), correspondientes a tres especies diferentes de escarabajos;
a partir de estas cuatro medias se generan cuatro conjuntos de datos que serán los
cuatro grupos de tratamientos de la interacción, finalmente, estos se unen en un solo
conjunto de datos.
Este conjunto de datos se emplean para evaluar el desempleo de las pruebas
con respecto a la potencia y las tasas de error tipo I empíricos, así como en el incum-
plimiento del supuesto de varianza constante, estos están construidos siguiendo el
modelo de ANOVA como se especificó en la sección 3.2 y siguiendo los trabajos de
Cuestas y Febrero (2010) y Gorécki y Smaga (2015).
Respecto del incumplimiento del supuesto de varianza constante, se consideran
valores que incumplen este supuesto de una forma incrementada de 0%, 20% y 40%,
estos varían según las condiciones de la simulación.
Para cada uno de los escenarios se construyen mil conjuntos de datos diferentes
mediante la función map del paquete purrr, a esta misma función se le indica que
aplique el ANOVA indicado (funcional, multivariado o univariado) a los mil conjuntos
de datos; de la misma función se obtiene los p-valores.
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3.2. Caso de aplicación: Mediciones
espectrofotométricas en escarabajos del género
Chrysina
El conjunto de datos empleado en este trabajo, como caso de aplicación, corres-
ponde a 400 mediciones espectrofotométicas tomadas de escarabajos con apariencia
metálica, dichas mediciones fueron recolectadas por el Centro de Investigación en
Ciencia e Ingeniería de Materiales (CICIMA) con el fin de estudiar y replicar el aspecto
metálico de estos escarabajos en nuevos materiales tales como recubrimientos con
aspecto dorado o plateado entre otros, pero sin las propiedades de los metales como la
conducción eléctrica o térmica.
Una ventaja de estos materiales es su composición de moléculas orgánicas, por
lo que sería biodegradable e inspirado en la biodiversidad costarricense. La industria
se beneficiaría de los resultados de estas investigaciones ya que,reproducirían los
mismos tonos y propiedades del color de los escarabajos con aspectos metálicos en la
fabricación nuevos materiales.
Con el análisis de estos datos y la aplicación del análisis de la varianza funcional
se pretende proporcionar al CICIMA de una guía de uso en los experimentos llevados
a cabo con mediciones espectrales.
3.2.1. Fuente de datos
Los datos fueron recolectados en el Centro de Investigación en Ciencia e Ingenie-
ría de Materiales (CICIMA) de la Universidad de Costa Rica, los cuales corresponden
a Nλ = 400 mediciones espectrales ópticas para tres especies de escarabajos ( Chrysina
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aurigans, Chrysina optima dorado y Chrysina optima plateado), para longitudes de onda
entre 400 a 900 nm. Estos datos son empleados por el CICIMA para estudiar el origen
de la apariencia metálica de los escarabajos en diferentes regiones del élitro del insecto.
El instrumento utilizado para la recolección de los datos es un micro-espectrofotómetro
CRAIC 508 PVTMUV-visible-NIR propiedad del CICIMA. La recolección de la muestra
estuvo a cargo de una estudiante de física, asistente en este centro de investigación.
El conjunto de datos cuenta con los espectros de luz en el escarabajo según el
tamaño del área en el élitro, así como la resolución del microscopio (5x, 10x, 50x, 100x)
y la especie.
3.2.2. Definición de las variables
En la tabla 3.4, se muestra las diferentes variables que se consideraron en el
análisis descriptivo del conjunto de datos de las mediciones hechas en escarabajos,
junto con su abreviación, el tipo de variable y el valor de cada una de ellas, mismas
que se definen, posteriormente.
Tabla 3.4.
Variables a en el caso de aplicación.
Variable Abreviación Tipo Valor
Respuesta
Porcentaje de
reflectancia espectral Y Numérica De 0 a 100%
CIExyz XYZ Numérica Según función espectral
CIElab Lab Numérica Según función espectral
Factores Niveles
Especie especie Nominal Aurigans, dorado y plateado
Objetivo objetivo Nominal 5x, 10x, 20x, 50x, 100x
Apertura apertura Nominal A1, A2, A3, A4
Posición spot Nominal Derecho, inferior, izquierdo,superior
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Fuente: Elaboración propia.
Longitud de onda (λ nm): En una onda periódica, la distancia entre dos puntos
de fase correspondiente en ciclos consecutivos.
Especie: Se refiere a la especie de los escarabajos, todos del género Chrysina,
especies optima y aurigans. Respecto de la especie óptima se midieron dos subespecies,
una con apariencia dorada y la otra plateada.
Objetivo: Es el tipo de lente objetivo que se empleó en la recolección de la
muestra. Lente objetivo recoge la luz de la muestra, que se enfoca para producir la
imagen real que se ve en la lente ocular. Esencialmente, las lentes objetivas se pueden
clasificar en tres categorías principales en función de su poder de aumento. Estos
incluyen: objetivos de bajo aumento (5x y 10x) objetivos de aumento intermedio (20x y
50x) y objetivos de alto aumento (100x).
Apertura: Es el área establecida donde incide la fuente de luz sobre el élitro del
escarabajo.
Posición: Corresponde a la posición en el élitro del escarabajo donde se le tomó
la medición, esta podría ser derecho, inferior, izquierdo y superior.
3.2.3. Evidencia de la calidad de las mediciones
La tecnología del micro-espectrofotómetro permite identificar estructuras con el
espectro del color, de modo que su captación sea aun más exacta, en otras palabras,
asegura la calidad de las mediciones espectrales y del color a la hora de determinar
la cantidad de reflexión de la luz (para un mismo punto, los espectros medidos son
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reproducibles a centésimas de nanómetro).
Figura 3.2.
Micro-Espectrofotómetro empleado en las mediciones.
1/Micro-Espectrofotómetro CRAIC 508 PVTMUV-visible-NIR.
Fuente: CICIMA.
3.3. Software estadístico y paquetes a emplear
Tanto el estudio de simulación como en análisis de los datos de las mediciones
espectrofotométricas, en el caso del estudio de aplicación, se realizaron en el programa
estadístico R en su versión 3.5.2 (R Core Team, 2018). Los paquetes por emplear en este
trabajo son:
fda: Paquete para la implementación del análisis de datos funcionales (Ramsay y
Silverman, 2005).
fdANOVA: Paquete para el análisis univariado y multivariado de la varianza funcional
(Gorécki y Smaga, 2015).
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fs: Paquete para el manejo de archivos en R, tales como: escritura, lectura, entre otros
(Hester y Wickham, 2019).
ggplot2: Paquete para la creación de gráficos elegantes y complejos (Wickham, 2016).
Hmisc: Contiene muchas funciones útiles para el análisis de datos, gráficos de alto
nivel, operaciones de utilidad tales como la creación avanzada de tablas, agrupación
de variables, manipulación de cadenas de caracteres, conversión de objetos R a LaTeX y
código html, y variables de recodificación (Harrell Jr et al., 2019).
onlinePCA: Paquete para datos funcionales y multivariados utiliza métodos de pertur-
bación, métodos incrementales de bajo rango y métodos de optimización estocástica,
así como creación de funciones base (Degras y Cardot, 2016).
purrr: Paquete que proporciona un conjunto completo y consistente de herramientas
de programación funcional de R para trabajar con funciones y vectores. Contiene
funciones que permiten reemplazar muchos bucles por códigos que sean más concisos
y fáciles de leer (Henry y Wickham, 2019).
reshape2: Paquete que facilita la transformación de conjuntos de datos entre formatos
anchos y largos (Wickham, 2007).
tidyverse: Es una colección de paquetes de R para la ciencia de datos, los cuales
incluyen visualización, manipulación (lectura, escritura y ordenamiento) de conjuntos
de datos, importación de datos, modelado entre otras. Hace que las rutinas y funciones
escritas por el usuario sean más eficientes y eficaces (2017).
Esta investigación contó con el apoyo de una asignación computacional en
la supercomputadora Kabré del Centro Nacional de Alta Tecnología de Costa Ri-
ca, la cantidad estimada de horas empleadas en las simulaciones realizadas en la
supercomputadora fueron alrededor de 1 000 horas.
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4. Resultados
Este capítulo se centra en la presentación de los resultados obtenidos del estudio
de simulación propuesto para comparar el desempeño de diferentes pruebas de análisis
de la varianza, respecto de la potencia y las tasas de error tipo I empíricos, así como
su comportamiento ante el incumplimiento del supuesto de varianza constante entre
grupos, esto en datos funcionales.
El incumplimiento del supuesto de homocedasticidad produce que los estadísti-
cos habituales empleados en las pruebas de hipótesis pierdan validez, por esta razón se
ha determinado un ensayo base, en el que se cumpla el supuesto de homocedasticidad,
con el cual se comparan los resultados obtenidos en cada una de las variaciones de los
ensayos planteados en las tablas 3.1, 3.2 y 3.3.
Este capítulo está dividido en tres secciones, en los cuales se analiza los re-
sultados empíricos de la potencia y las tasas de error tipo I. La primera sección se
proporciona los resultados de los ensayos en el ANOVA de una vía, en la segunda se
detallan los hallazgos correspondientes a los ensayos, incluyendo la diferencia mínima
por detectar y finalmente, en la tercera sección se estudia los resultados de los ensayos
en el ANOVA de dos vías con interacción; en los tres casos.
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4.1. ANOVA de una vía
Antes de iniciar con los resultados obtenidos, es importante recordar que, el
ensayo A, corresponde al ensayo base, en este se cumple con el supuesto de igualdad
de varianzas en los grupos, y se emplea para comparar con los otros ensayos que se
establecieron en el estudio.
Seguidamente, se detalla los resultados de las potencias, tasas de error tipo I
empíricas para el caso de un ANOVA de una vía y dos vías con interacción.
4.1.1. Potencia y tasas de error empírico tipo I en la
descomposición CIExyz.
En el caso de las pruebas de análisis funcional de la varianza; L2N, FN y GPF, la
variable de respuesta es toda la curva espectral, mientras que para las pruebas ANOVA
y MANOVA se obtiene de la descomposición CIExyz.
Por otra parte, la potencia en el ensayo A (ensayo base), a pesar de cumplir
con el supuesto de varianza constante entre los grupos, las pruebas de ANOVA y
MANOVA proporcionaron potencias muy inferiores a 0.8, en todos los tamaños de
muestra y para los tres niveles de significancia estadística; mientras que las potencias
empíricas de las tres pruebas de FANOVA fueron superiores en comparación con las
demás, en todos los tamaños de muestra de los grupos.
Ocurre lo mismo para los demás ensayos, las pruebas de FANOVA alcanzaron
mayores potencias, en comparación con las demás pruebas en todos los tamaños de
muestra. En los tres ensayos B, C y D se necesitaría, aproximadamente, con un tamaño
de muestra de 50 para alcanzar una potencia de 0.8 (por convención se entiende que
una potencia es adecuada para una prueba estadística cuando es superior a 0,80 ).
Entre estas pruebas de FANOVA, no se observa que haya alguna mejor que la otra, esto
porque proporcionan potencias muy parecidas, según como se aprecia en el cuadro 4.1




































Test ANOVA MANOVA L2N FN GPF
Gráfica 4.1.
Potencia empírica de las pruebas en cada ensayo y nivel de significancia para la descomposición
CIExyz.
1/En el caso funcional se toma toda la curva como variable de respuesta, para el multivariado las
variables de respuestas son cada componente CIExyz y para el caso univariado se emplea la norma
Euclídea
√
X2 + Y2 + Z2.
Fuente: Elaboración propia.
En la gráfica 4.1, se observa que las pruebas de FANOVA son robustas, ante
el incumplimiento del supuesto de la varianza constante, ya que, en cada ensayo y
nivel de significancia estadística sus potencias empíricas son muy similares en los tres
ensayos donde se incumple en un 10%, 20% y un 30%, dicho supuesto.
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Cuadro 4.1.
Potencia empírica empleando la descomposición CIExyz, para cada tamaño de muestra y significan-
cia estadística.
FUNCIONAL 
Ensayos ANOVA MANOVA 
L2N FN GPF  
𝜶𝜶 
N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
10 0,035 0,129 0,218 0,022 0,072 0,146 0,138 0,325 0,454 0,105 0,302 0,426 0,195 0,377 0,478 
20 0,07 0,205 0,327 0,042 0,153 0,241 0,439 0,693 0,789 0,416 0,675 0,783 0,504 0,724 0,803 
30 0,149 0,341 0,478 0,078 0,232 0,331 0,708 0,866 0,931 0,696 0,859 0,93 0,747 0,889 0,937 
40 0,183 0,397 0,515 0,101 0,286 0,403 0,858 0,939 0,973 0,853 0,939 0,972 0,872 0,951 0,974 
A 
50 0,241 0,478 0,613 0,156 0,347 0,467 0,959 0,988 0,993 0,954 0,987 0,993 0,968 0,986 0,995 
60 0,321 0,571 0,704 0,198 0,445 0,565 0,989 0,999 1 0,989 0,999 1 0,994 0,999 1 
70 0,366 0,616 0,717 0,247 0,482 0,607 0,994 0,998 1 0,994 0,998 1 0,994 0,998 1 
80 0,456 0,693 0,796 0,323 0,55 0,668 1 1 1 1 1 1 1 1 1 
90 0,52 0,765 0,859 0,374 0,613 0,748 1 1 1 1 1 1 1 1 1 
100 0,53 0,774 0,872 0,395 0,64 0,757 1 1 1 1 1 1 1 1 1 
10 0,043 0,146 0,24 0,02 0,077 0,16 0,148 0,327 0,446 0,113 0,301 0,42 0,202 0,379 0,479 
20 0,099 0,248 0,364 0,042 0,158 0,26 0,439 0,676 0,766 0,407 0,661 0,762 0,493 0,695 0,776 
30 0,18 0,4 0,535 0,079 0,245 0,348 0,68 0,841 0,911 0,665 0,837 0,905 0,722 0,862 0,919 
40 0,234 0,459 0,591 0,108 0,29 0,402 0,823 0,93 0,957 0,815 0,929 0,957 0,85 0,933 0,963 
B 
50 0,297 0,558 0,67 0,159 0,369 0,503 0,941 0,983 0,992 0,937 0,982 0,991 0,949 0,985 0,989 
60 0,405 0,657 0,771 0,214 0,455 0,589 0,988 0,999 1 0,987 0,999 0,999 0,989 0,998 1 
70 0,452 0,69 0,789 0,259 0,505 0,62 0,991 0,998 0,999 0,991 0,998 0,999 0,992 0,998 1 
80 0,561 0,768 0,857 0,335 0,573 0,697 0,997 1 1 0,997 1 1 0,999 1 1 
90 0,616 0,852 0,918 0,392 0,645 0,771 0,999 1 1 0,999 1 1 1 1 1 
100 0,647 0,864 0,927 0,42 0,664 0,777 1 1 1 0,999 1 1 0,999 1 1 
10 0,05 0,161 0,267 0,02 0,085 0,16 0,144 0,313 0,432 0,116 0,282 0,408 0,2 0,361 0,458 
20 0,114 0,285 0,408 0,046 0,173 0,276 0,417 0,641 0,746 0,386 0,619 0,733 0,475 0,652  0,75 
30 0,211 0,446 0,588 0,09 0,246 0,369 0,649 0,825 0,889 0,636 0,822 0,886 0,691 0,841 0,895 
40 0,272 0,509 0,652 0,117 0,303 0,428 0,788 0,916 0,947 0,782 0,913 0,946 0,81 0,918 0,951 
C 
50 0,363 0,621 0,728 0,17 0,385 0,532 0,922 0,975 0,988 0,92 0,974 0,988 0,929 0,977 0,985 
60 0,469 0,735 0,82 0,231 0,496 0,614 0,975 0,997 0,999 0,975 0,997 0,999 0,979 0,998 0,998 
70 0,518 0,748 0,846 0,271 0,521 0,637 0,99 0,996 0,999 0,99 0,996 0,999 0,987 0,995 0,998 
80 0,638 0,828 0,889 0,366 0,598 0,718 0,997 1 1 0,997 1 1 0,998 1 1 
90 0,703 0,899 0,946 0,427 0,687 0,795 0,999 1 1 0,999 1 1 0,999 1 1 
100 0,73 0,92 0,956 0,46 0,706 0,805 0,999 1 1 0,999 1 1 0,998 1 1 
10 0,057 0,179 0,289 0,026 0,094 0,176 0,138 0,286 0,402 0,109 0,268 0,375 0,196 0,345 0,447 
20 0,134 0,312 0,444 0,052 0,173 0,289 0,385 0,603 0,706 0,357 0,591 0,698 0,438 0,623 0,709 
30 0,25 0,485 0,613 0,1 0,271 0,392 0,615 0,798 0,864 0,6 0,789 0,858 0,636 0,804 0,869 
D 40 0,328 0,565 0,682 0,131 0,333 0,462 0,768 0,896 0,936 0,759 0,893 0,934 0,777 0,893 0,933 
50 0,424 0,664 0,766 0,192 0,411 0,57 0,901 0,97 0,984 0,899 0,969 0,983 0,902 0,962 0,982 
60 0,531 0,767 0,84 0,249 0,511 0,651 0,958 0,995 0,998 0,957 0,995 0,998 0,96 0,992 0,998 
70 0,578 0,797 0,873 0,314 0,549 0,668 0,986 0,994 0,997 0,986 0,994 0,997 0,982 0,994 0,996 
80 0,693 0,851 0,912 0,406 0,636 0,755 0,997 0,998 1 0,997 0,998 1 0,996 0,998 1 
90 0,748 0,923 0,957 0,47 0,719 0,818 0,998 0,999 1 0,998 0,999 1 0,998 1 1 
100 0,785 0,94 0,969 0,506 0,734 0,835 0,999 0,999 1 0,999 0,999 1 0,998 0,999 1 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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Los valores del cuadro 4.1 corresponden a las potencias de las pruebas de
análisis de varianza para tamaño de muestra y valores de significancia estadística para
cada ensayo, numéricamente, se observa que las potencias de las pruebas de FANOVA
proporcionan valores mayores en cada tamaño de muestra y significancia estadística.
Cada ensayo reúne 150 escenarios, y en cada uno de esos escenarios se realizaron 1000
iteraciones.
La variabilidad de estas potencias empíricas se encuentra dentro de lo esperado,
es decir, que con el aumento de la muestra, la variabilidad de la potencia disminuya






































Test ANOVA MANOVA L2N FN GPF
Gráfica 4.2.
Tasas de error tipo I empírico de las pruebas en cada ensayo y nivel de significancia para la descom-
posición CIExyz.
1/En el caso funcional se toma toda la curva como variable de respuesta, para el multivariado se toman
los componentes CIExyz y para el univariado se toma la norma Euclídea
√
X2 + Y2 + Z2.
2/Las líneas rojas discontinuas indican los valores verdaderos establecidos para las tasas de error tipo I.
Fuente: Elaboración propia.
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En el cuadro 4.2, se observa que las tasas de error tipo I empíricas, en general
resultaron muy cercanas a los valores verdaderos del error tipo I establecidos en el
estudio de simulación para generar los datos, esto confirma que la simulación se ha
desarrollado de forma adecuada, ya que, estas tasas de error se mantienen estables en
todos los ensayos (ver gráfica 4.2).
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Cuadro 4.2.





L2N FN GPF 
𝜶𝜶 
 N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
10 0,01100 0,05000 0,09900 0,00900 0,04900 0,09300 0,00700 0,04900 0,10400 0,00300 0,04000 0,09000 0,01900 0,06900 0,11200 
20 0,00600 0,05000 0,11500 0,00800 0,05000 0,10400 0,00400 0,04200 0,09300 0,00300 0,03800 0,08300 0,01000 0,04800 0,09700 
30 0,01000 0,06200 0,11500 0,00800 0,03900 0,09400 0,01100 0,04300 0,09700 0,01100 0,04200 0,09100 0,01400 0,05100 0,09900 
40 0,00900 0,04900 0,09700 0,01100 0,05000 0,10300 0,01000 0,05700 0,11200 0,00900 0,05100 0,11000 0,01800 0,06100 0,10900 
50 0,01100 0,04300 0,09500 0,00900 0,04500 0,08900 0,01100 0,05200 0,09700 0,01000 0,05100 0,09500 0,01000 0,04700 0,10100 
60 0,01300 0,04000 0,09300 0,01300 0,04900 0,09000 0,01200 0,05400 0,10600 0,01100 0,05100 0,10600 0,01300 0,05700 0,10900 
70 0,01400 0,05500 0,10400 0,01000 0,04800 0,10400 0,01300 0,05100 0,10600 0,01200 0,05100 0,10500 0,01200 0,05800 0,11100 
80 0,00700 0,05100 0,08800 0,00500 0,04500 0,10400 0,01000 0,04300 0,10600 0,00800 0,04300 0,10600 0,01300 0,05600 0,10100 
90 0,01100 0,03900 0,08300 0,01000 0,05800 0,09400 0,00600 0,03300 0,08600 0,00600 0,03300 0,08400 0,00300 0,04000 0,09400 
100 0,01300 0,04700 0,09700 0,00900 0,04700 0,09900 0,00600 0,04300 0,09700 0,00600 0,04300 0,09500 0,00700 0,04400 0,09700 
B 
10 0,01000 0,05000 0,10100 0,00700 0,05500 0,09800 0,01300 0,05400 0,10600 0,00800 0,04200 0,08800 0,02600 0,06900 0,11900 
20 0,00800 0,05300 0,10300 0,00900 0,05100 0,11300 0,00400 0,04200 0,10300 0,00200 0,03600 0,09700 0,01300 0,05000 0,09900 
30 0,01000 0,05800 0,11800 0,00800 0,04500 0,09400 0,01100 0,04600 0,09300 0,00900 0,04400 0,08800 0,01600 0,05400 0,09900 
40 0,01300 0,05200 0,09500 0,01200 0,04500 0,10200 0,01100 0,05700 0,11000 0,00800 0,05500 0,10700 0,01600 0,06200 0,11600 
50 0,00900 0,04900 0,09200 0,01100 0,04800 0,09600 0,00800 0,05400 0,09900 0,00800 0,05200 0,09500 0,01300 0,04800 0,10400 
60 0,01200 0,04100 0,09100 0,01100 0,05000 0,09300 0,01700 0,06100 0,10100 0,01300 0,06100 0,10000 0,01800 0,06100 0,11000 
70 0,01100 0,05300 0,09500 0,01400 0,05300 0,10700 0,01200 0,05800 0,11400 0,01100 0,05600 0,11100 0,01700 0,06600 0,12300 
80 0,01000 0,04800 0,10000 0,00800 0,05100 0,10900 0,01000 0,05300 0,10500 0,01000 0,05200 0,10400 0,01700 0,05600 0,10500 
90 0,00900 0,04800 0,09700 0,01100 0,05700 0,08900 0,00900 0,03500 0,08200 0,00900 0,03300 0,08000 0,00400 0,03800 0,08600 
100 0,01400 0,05300 0,09600 0,01000 0,05000 0,09600 0,00800 0,04300 0,09700 0,00700 0,04300 0,09500 0,01100 0,04200 0,10800 
C 
10 0,01200 0,05500 0,10900 0,00700 0,05500 0,11100 0,01500 0,05300 0,11200 0,00900 0,04600 0,09300 0,03100 0,07900 0,13700 
20 0,01200 0,05300 0,11100 0,01400 0,06300 0,11500 0,00500 0,05700 0,10300 0,00400 0,05100 0,09900 0,02100 0,06100 0,11100 
30 0,01400 0,06400 0,12900 0,00700 0,05100 0,09000 0,01100 0,04700 0,10400 0,00800 0,04300 0,10000 0,01700 0,05600 0,10500 
40 0,01700 0,05800 0,09900 0,01200 0,04200 0,11300 0,01800 0,06300 0,11500 0,01700 0,06300 0,11400 0,01800 0,07100 0,11500 
50 0,01000 0,05000 0,10400 0,01200 0,04700 0,10300 0,01000 0,04600 0,10100 0,01000 0,04400 0,09700 0,01200 0,05000 0,10800 
60 0,01300 0,05400 0,09700 0,01000 0,04800 0,09400 0,02000 0,06200 0,11000 0,01900 0,06100 0,10900 0,02200 0,07000 0,11300 
70 0,01500 0,06400 0,10900 0,01700 0,06100 0,10900 0,01600 0,06700 0,12100 0,01600 0,06200 0,12000 0,01700 0,08200 0,12800 
80 0,01400 0,05900 0,11200 0,00900 0,05700 0,11800 0,01400 0,05700 0,11200 0,01300 0,05600 0,11100 0,02100 0,05900 0,11900 
90 0,01500 0,06200 0,11400 0,01100 0,05400 0,09800 0,01200 0,04100 0,08200 0,01000 0,04100 0,08200 0,00700 0,04300 0,08400 
100 0,01800 0,06100 0,11300 0,01000 0,05600 0,10000 0,01500 0,04400 0,10500 0,01500 0,04400 0,10300 0,01500 0,05400 0,10500 
D 
10 0,01600 0,05900 0,11900 0,01100 0,06800 0,12000 0,01800 0,06000 0,11600 0,01100 0,05000 0,09500 0,03800 0,09300 0,14500 
20 0,01300 0,05800 0,12700 0,01300 0,06900 0,12700 0,00900 0,06700 0,10900 0,00700 0,05600 0,10400 0,02000 0,07400 0,12600 
30 0,01500 0,07400 0,13400 0,00800 0,06200 0,09900 0,01600 0,05100 0,11900 0,01200 0,04700 0,11300 0,02200 0,06400 0,11200 
40 0,01800 0,06400 0,11300 0,01500 0,05500 0,12600 0,02200 0,07100 0,12700 0,02000 0,07100 0,12400 0,02100 0,08100 0,13200 
50 0,01400 0,05300 0,11600 0,01500 0,05900 0,11800 0,01300 0,05500 0,10200 0,01200 0,05300 0,10100 0,01400 0,06000 0,11300 
60 0,01700 0,06300 0,11100 0,01300 0,05200 0,11300 0,02400 0,06700 0,11700 0,02300 0,06500 0,11400 0,02800 0,06700 0,12600 
70 0,02400 0,07400 0,12400 0,02100 0,06700 0,12400 0,01900 0,07400 0,13500 0,01900 0,07200 0,13300 0,02000 0,09200 0,12600 
80 0,01700 0,07300 0,14000 0,01000 0,07100 0,12200 0,01800 0,07100 0,12400 0,01700 0,07100 0,12300 0,02600 0,06500 0,12300 
90 0,02400 0,08100 0,15100 0,01300 0,05300 0,11200 0,01100 0,04800 0,09100 0,01100 0,04600 0,08900 0,01100 0,04900 0,09300 
100 0,02400 0,07500 0,13300 0,01100 0,05900 0,11400 0,02100 0,05000 0,10800 0,02100 0,04900 0,10700 0,02200 0,06000 0,11500 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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La variabilidad de estas tasas de error tipo I se encuentra dentro de lo esperado,
es decir, que con el aumento de la muestra, la variabilidad de estas tasas disminuya
hasta alcanzar valores muy cercanos a cero (ver gráfica A.2 del anexo A).
Los hallazgos, en esta primera parte donde la variable de respuesta se descom-
pone en valores CIExyz, se resumen, en qué, en términos de potencia estadística las
pruebas de FANOVA tienen mayor capacidad de detectar más rápidamente cambios
entre las curvas promedio, con un menor tamaño de muestra, además que estas son
más robustas ante el incumplimiento del supuesto de varianza constante.
4.1.2. Potencia y tasas de error empírico tipo I en la
descomposición CIElab
La descomposición CIElab permite la comparación de las tres técnicas de análi-
sis de varianza de la misma forma que en la descomposición CIExyz, se tomó toda la
curva como variable de respuesta para el caso del FANOVA y los tres componentes
triestímulo del CIElab se tomaron como respuestas para el MANOVA. En el caso de
ANOVA univariado la variable de respuesta se obtuvo al aplicar la norma Euclídea
sobre estos componentes triestímulo.
Los resultados proporcionados en el cuadro 4.3, muestran en todos los ensayos
y nivel de significancia estadística, mayores potencias para las tres pruebas de análisis
funcional de la varianza en comparación con las demás. En los ensayos B, C y D, con
porcentajes de 10%, 20% y 30% de incumplimiento al supuesto de homocedasticidad,
las tres pruebas de FANOVA resultaron ser más robustas.
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Cuadro 4.3.
Potencia empírica empleando la descomposición CIElab, para cada tamaño de muestra y significan-
cia estadística.
FUNCIONAL 
Ensayos ANOVA MANOVA L2N FN GPF 
α 
N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
10 0,013 0,067 0,126 0,020 0,065 0,140 0,138 0,325 0,454 0,105 0,302 0,426 0,195 0,377 0,478 
20 0,018 0,095 0,158 0,039 0,143 0,238 0,439 0,693 0,789 0,416 0,675 0,783 0,504 0,724 0,803 
30 0,025 0,108 0,183 0,075 0,215 0,326 0,708 0,866 0,931 0,696 0,859 0,930 0,747 0,889 0,937 
40 0,043 0,126 0,214 0,094 0,277 0,387 0,858 0,939 0,973 0,853 0,939 0,972 0,872 0,951 0,974 
A 50 0,050 0,155 0,236 0,145 0,335 0,454 0,959 0,988 0,993 0,954 0,987 0,993 0,968 0,986 0,995 
60 0,060 0,166 0,255 0,188 0,430 0,547 0,989 0,999 1 0,989 0,999 1 0,994 0,999 1 
70 0,064 0,202 0,299 0,228 0,468 0,593 0,994 0,998 1 0,994 0,998 1 0,994 0,998 1 
80 0,080 0,217 0,317 0,310 0,542 0,654 1 1 1 1 1 1 1 1 1 
90 0,099 0,225 0,329 0,356 0,597 0,729 1 1 1 1 1 1 1 1 1 
100 0,101 0,254 0,354 0,383 0,623 0,745 1 1 1 1 1 1 1 1 1 
10 0,015 0,084 0,138 0,021 0,071 0,149 0,148 0,327 0,446 0,113 0,301 0,420 0,202 0,379 0,479 
20 0,025 0,138 0,207 0,038 0,144 0,234 0,439 0,676 0,766 0,407 0,661 0,762 0,493 0,695 0,776 
30 0,042 0,151 0,261 0,074 0,218 0,315 0,680 0,841 0,911 0,665 0,837 0,905 0,722 0,862 0,919 
40 0,070 0,196 0,288 0,099 0,261 0,382 0,823 0,930 0,957 0,815 0,929 0,957 0,850 0,933 0,963 
B 50 0,088 0,238 0,342 0,138 0,337 0,453 0,941 0,983 0,992 0,937 0,982 0,991 0,949 0,985 0,989 
60 0,112 0,261 0,378 0,178 0,414 0,546 0,988 0,999 1 0,987 0,999 0,999 0,989 0,998 1 
70 0,127 0,306 0,412 0,225 0,457 0,580 0,991 0,998 0,999 0,991 0,998 0,999 0,992 0,998 1 
80 0,148 0,342 0,464 0,290 0,520 0,651 0,997 1 1 0,997 1 1 0,999 1 1 
90 0,165 0,371 0,512 0,349 0,581 0,709 0,999 1 1 0,999 1 1 1 1 1 
100 0,200 0,380 0,510 0,373 0,609 0,729 1 1 1 0,999 1 1 1 1 1 
10 0,022 0,092 0,157 0,021 0,082 0,157 0,144 0,313 0,432 0,116 0,282 0,408 0,200 0,361 0,458 
20 0,046 0,172 0,257 0,044 0,149 0,242 0,417 0,641 0,746 0,386 0,619 0,733 0,475 0,652 0,750 
30 0,067 0,221 0,335 0,071 0,208 0,315 0,649 0,825 0,889 0,636 0,822 0,886 0,691 0,841 0,895 
40 0,113 0,273 0,383 0,095 0,245 0,384 0,788 0,916 0,947 0,782 0,913 0,946 0,810 0,918 0,951 
C 50 0,140 0,330 0,458 0,140 0,327 0,452 0,922 0,975 0,988 0,920 0,974 0,988 0,929 0,977 0,985 
60 0,168 0,375 0,493 0,175 0,403 0,532 0,975 0,997 0,999 0,975 0,997 0,999 0,979 0,998 0,998 
70 0,220 0,428 0,544 0,227 0,440 0,564 0,990 0,996 0,999 0,990 0,996 0,999 0,987 0,995 0,998 
80 0,253 0,490 0,635 0,285 0,506 0,627 0,997 1 1 0,997 1 1 0,998 1 1 
90 0,280 0,539 0,645 0,331 0,569 0,697 0,999 1 1 0,999 1 1 0,999 1 1 
100 0,318 0,550 0,682 0,366 0,602 0,715 0,999 1 1 0,999 1 1 0,998 1 1 
10 0,029 0,105 0,187 0,021 0,091 0,158 0,138 0,286 0,402 0,109 0,268 0,375 0,196 0,345 0,447 
20 0,079 0,213 0,305 0,049 0,159 0,247 0,385 0,603 0,706 0,357 0,591 0,698 0,438 0,623 0,709 
30 0,104 0,289 0,410 0,069 0,206 0,326 0,615 0,798 0,864 0,600 0,789 0,858 0,636 0,804 0,869 
D 40 0,168 0,348 0,484 0,092 0,257 0,380 0,768 0,896 0,936 0,759 0,893 0,934 0,777 0,893 0,933 
50 0,199 0,425 0,549 0,147 0,333 0,468 0,901 0,970 0,984 0,899 0,969 0,983 0,902 0,962 0,982 
60 0,252 0,483 0,628 0,172 0,403 0,535 0,958 0,995 0,998 0,957 0,995 0,998 0,960 0,992 0,998 
70 0,307 0,530 0,654 0,230 0,443 0,570 0,986 0,994 0,997 0,986 0,994 0,997 0,982 0,994 0,996 
80 0,358 0,631 0,734 0,274 0,513 0,633 0,997 0,998 1 0,997 0,998 1 0,996 0,998 1 
90 0,424 0,658 0,767 0,334 0,553 0,711 0,998 0,999 1 0,998 0,999 1 0,998 1 1 
100 0,439 0,687 0,793 0,353 0,596 0,706 0,999 0,999 1 0,999 0,999 1 0,998 1 1 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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Otro resultado importante, y que se aprecia mejor en la gráfica 4.3, es que con
un tamaño de muestra alrededor de 50 observaciones se obtuvo una potencia empírica
de 0.8 o mayor en las tres pruebas de FANOVA; con ese mismo tamaño de muestra las




































Test ANOVA MANOVA L2N FN GPF
Gráfica 4.3.
Potencia empírica de las pruebas de análisis de varianza en cada ensayo y nivel de significancia
para la descomposición en valores Lab.
1/Para el caso funcional, se usó toda la curva como variable de respuesta; para el multivariado las
variables de respuestas son cada componente CIELab y para el caso univariado se emplea la norma
Euclídea aplicada a estos valores
√
L2 + a2 + b2.
Fuente: Elaboración propia.
Respecto de la variabilidad de las potencias empíricas, su comportamiento está
dentro de lo esperado, es decir, que con el aumento del tamaño de la muestra la
variabilidad de la potencia disminuye hasta alcanzar valores muy cercanos a cero (ver
cuadro A.3 y gráfica A.3 del anexo A).
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Cuadro 4.4.





L2N FN GPF 
𝜶𝜶 
 N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
10 0,01300 0,04700 0,10700 0,00900 0,04300 0,09000 0,00700 0,04900 0,10400 0,00300 0,04000 0,09000 0,01900 0,06900 0,11200 
20 0,00800 0,04700 0,09900 0,00900 0,05300 0,10400 0,00400 0,04200 0,09300 0,00300 0,03800 0,08300 0,01000 0,04800 0,09700 
30 0,01600 0,05100 0,11100 0,00700 0,04000 0,08800 0,01100 0,04300 0,09700 0,01100 0,04200 0,09100 0,01400 0,05100 0,09900 
40 0,00800 0,05100 0,11300 0,01000 0,04500 0,10000 0,01000 0,05700 0,11200 0,00900 0,05100 0,11000 0,01800 0,06100 0,10900 
50 0,01000 0,05400 0,11400 0,00900 0,04700 0,08900 0,01100 0,05200 0,09700 0,01000 0,05100 0,09500 0,01000 0,04700 0,10100 
60 0,01000 0,05400 0,10300 0,01000 0,04800 0,09100 0,01200 0,05400 0,10600 0,01100 0,05100 0,10600 0,01300 0,05700 0,10900 
70 0,01200 0,06600 0,11200 0,01200 0,04900 0,10400 0,01300 0,05100 0,10600 0,01200 0,05100 0,10500 0,01200 0,05800 0,11100 
80 0,00900 0,05600 0,12000 0,00400 0,04400 0,10300 0,01000 0,04300 0,10600 0,00800 0,04300 0,10600 0,01300 0,05600 0,10100 
90 0,01000 0,04200 0,08900 0,00800 0,05800 0,09500 0,00600 0,03300 0,08600 0,00600 0,03300 0,08400 0,00300 0,04000 0,09400 
100 0,01100 0,04700 0,09800 0,01000 0,04800 0,09300 0,00600 0,04300 0,09700 0,00600 0,04300 0,09500 0,00700 0,04400 0,09700 
B 
10 0,01200 0,06200 0,12400 0,00600 0,04800 0,10300 0,01300 0,05400 0,10600 0,00800 0,04200 0,08800 0,02600 0,06900 0,11900 
20 0,01400 0,06000 0,12700 0,01000 0,05400 0,11600 0,00400 0,04200 0,10300 0,00200 0,03600 0,09700 0,01300 0,05000 0,09900 
30 0,02500 0,09200 0,15700 0,00800 0,04700 0,09100 0,01100 0,04600 0,09300 0,00900 0,04400 0,08800 0,01600 0,05400 0,09900 
40 0,02500 0,09600 0,14900 0,01300 0,05000 0,10500 0,01100 0,05700 0,11000 0,00800 0,05500 0,10700 0,01600 0,06200 0,11600 
50 0,02600 0,10300 0,17000 0,01300 0,05100 0,10500 0,00800 0,05400 0,09900 0,00800 0,05200 0,09500 0,01300 0,04800 0,10400 
60 0,03400 0,10900 0,19800 0,00900 0,04600 0,10800 0,01700 0,06100 0,10100 0,01300 0,06100 0,10000 0,01800 0,06100 0,11000 
70 0,03900 0,11500 0,19100 0,01100 0,06600 0,11500 0,01200 0,05800 0,11400 0,01100 0,05600 0,11100 0,01700 0,06600 0,12300 
80 0,03600 0,14100 0,22100 0,00600 0,05600 0,11700 0,01000 0,05300 0,10500 0,01000 0,05200 0,10400 0,01700 0,05600 0,10500 
90 0,04500 0,15700 0,23800 0,00600 0,05700 0,10800 0,00900 0,03500 0,08200 0,00900 0,03300 0,08000 0,00400 0,03800 0,08600 
100 0,04900 0,13100 0,21400 0,01500 0,05600 0,10600 0,00800 0,04300 0,09700 0,00700 0,04300 0,09500 0,01100 0,04200 0,10800 
C 
10 0,01700 0,08500 0,16100 0,00600 0,05300 0,11400 0,01500 0,05300 0,11200 0,00900 0,04600 0,09300 0,03100 0,07900 0,13700 
20 0,03300 0,12300 0,19700 0,01100 0,06400 0,12900 0,00500 0,05700 0,10300 0,00400 0,05100 0,09900 0,02100 0,06100 0,11100 
30 0,05700 0,18600 0,27600 0,00800 0,05400 0,10300 0,01100 0,04700 0,10400 0,00800 0,04300 0,10000 0,01700 0,05600 0,10500 
40 0,07400 0,20700 0,31500 0,01400 0,06800 0,12700 0,01800 0,06300 0,11500 0,01700 0,06300 0,11400 0,01800 0,07100 0,11500 
50 0,10300 0,25700 0,33800 0,01600 0,06000 0,12700 0,01000 0,04600 0,10100 0,01000 0,04400 0,09700 0,01200 0,05000 0,10800 
60 0,12400 0,29600 0,41700 0,01200 0,05800 0,12900 0,02000 0,06200 0,11000 0,01900 0,06100 0,10900 0,02200 0,07000 0,11300 
70 0,13700 0,31900 0,43300 0,02000 0,07600 0,14500 0,01600 0,06700 0,12100 0,01600 0,06200 0,12000 0,01700 0,08200 0,12800 
80 0,18100 0,40000 0,51700 0,01400 0,08800 0,14700 0,01400 0,05700 0,11200 0,01300 0,05600 0,11100 0,02100 0,05900 0,11900 
90 0,21100 0,41700 0,53900 0,01200 0,07400 0,13600 0,01200 0,04100 0,08200 0,01000 0,04100 0,08200 0,00700 0,04300 0,08400 
100 0,19500 0,44100 0,56000 0,02200 0,08900 0,14900 0,01500 0,04400 0,10500 0,01500 0,04400 0,10300 0,01500 0,05400 0,10500 
D 
10 0,03100 0,13000 0,21200 0,01000 0,06900 0,12700 0,01800 0,06000 0,11600 0,01100 0,05000 0,09500 0,03800 0,09300 0,14500 
20 0,07400 0,21100 0,31800 0,02100 0,08200 0,14000 0,00900 0,06700 0,10900 0,00700 0,05600 0,10400 0,02000 0,07400 0,12600 
30 0,13500 0,33100 0,44800 0,01500 0,06600 0,12600 0,01600 0,05100 0,11900 0,01200 0,04700 0,11300 0,02200 0,06400 0,11200 
40 0,17100 0,38100 0,51300 0,02000 0,09000 0,16300 0,02200 0,07100 0,12700 0,02000 0,07100 0,12400 0,02100 0,08100 0,13200 
50 0,23100 0,44100 0,57100 0,02200 0,08100 0,16500 0,01300 0,05500 0,10200 0,01200 0,05300 0,10100 0,01400 0,06000 0,11300 
60 0,30100 0,54400 0,67300 0,01900 0,08200 0,15900 0,02400 0,06700 0,11700 0,02300 0,06500 0,11400 0,02800 0,06700 0,12600 
70 0,34800 0,56500 0,67400 0,02900 0,11200 0,18600 0,01900 0,07400 0,13500 0,01900 0,07200 0,13300 0,02000 0,09200 0,12600 
80 0,43300 0,67300 0,76700 0,02900 0,12400 0,17900 0,01800 0,07100 0,12400 0,01700 0,07100 0,12300 0,02600 0,06500 0,12300 
90 0,48300 0,70300 0,80500 0,02000 0,10800 0,19200 0,01100 0,04800 0,09100 0,01100 0,04600 0,08900 0,01100 0,04900 0,09300 
100 0,52400 0,73500 0,83400 0,03800 0,12200 0,19800 0,02100 0,05000 0,10800 0,02100 0,04900 0,10700 0,02200 0,06000 0,11500 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.










































Test ANOVA MANOVA L2N FN GPF
Gráfica 4.4.
Tasas de error tipo I empírico de las pruebas de análisis de varianza en cada ensayo y nivel de
significancia para la descomposición en valores CIELab.
1/Para el caso multivariado las variables de respuestas son cada componente de color del sistema
CIELab y para el caso univariado se emplea la distancia Euclídea aplicada a estos valores
√
L2 + a2 + b2.
2/Las líneas rojas discontinuas indican los valores verdaderos establecidos para las tasas de error tipo I.
Fuente: Elaboración propia.
Se observa en la gráfica 4.4 que las tasas de error tipo I empíricas para las prue-
bas de FANOVA resultaron muy cercanas a los valores verdaderos del error tipo I que
se establecieron en el estudio de simulación para generar los datos; comportamiento
que se presenta en los cuatro ensayos. La prueba de ANOVA univariado incrementa
sus tasas de error conforme aumenta el porcentaje de incumplimiento del supuesto
de varianza constante, así como al aumentar el tamaño de muestra; mientras que es-
tas tasas para la prueba de MANOVA resultaron muy cercanas a los valores verdaderos.
La variabilidad de estas tasas de error tipo I se encontró dentro de lo esperado,
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es decir, que con el aumento de la muestra la variabilidad de estas tasas disminuye
hasta alcanzar valores muy cercanos a cero (ver cuadro A.4 y gráfica A.4 del anexo A).
4.2. Diferencia mínima por detectar en el ANOVA de
una vía
Uno de los factores que influye sobre la potencia estadística es la diferencia
mínima detectable, esta es, la magnitud mínima encontrada entre las medias, para
un tamaño de muestra y una potencia, previamente, establecidas. Cuanto mayor sea
el tamaño del efecto que se desea detectar, mayor será la probabilidad de obtener
hallazgos significativos y, por lo tanto, mayor será la potencia estadística.
Para esta parte del estudio de simulación se fijaron cuatro diferentes valores
para la mínima diferencia detectable (δ), estos valores están dados en porcentaje de
reflectancia espectral y sus valores son 0,25, 0,50, 0,75 y 1. El valor δ = 0,25 se fijó para
ilustrar que no es útil emplearlo en un experimento.
En el ensayo E, en este se cumple con el supuesto de varianza constante, para
lograr detectar diferencias de 0,25 y 0,50, las pruebas requieren de tamaños de muestra
muy superiores a 500 observaciones por grupo, para los diferentes niveles de signi-
ficancia estadística. Por otra parte, para detectar diferencias de 0,75 y 1 las pruebas
de FANOVA proporcionaron mayores potencias en comparación con las pruebas de
MANOVA y ANOVA univariado. Para detectar un 80% de las veces una diferencia de
0,75, con un nivel de significancia del 5% con las pruebas de FANOVA, se requerirá
de un tamaño de muestra en cada grupo de alrededor de 350 observaciones; ANOVA
univariado requiere de al menos 500 observaciones, mientras que MANOVA requiere
mucho más de 500.
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El cuadro 4.5 muestra las potencias empíricas de las tres pruebas de análisis de
varianza, según el tamaño de muestra, nivel de significancia estadística y diferencia
mínima que se desea detectar. Una forma más fácil de observar las potencias es
mediante las curvas de potencia proporcionadas en la gráfica 4.5.
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Cuadro 4.5.
Potencia empírica de las pruebas de análisis de varianza para el ensayo E, según nivel de significan-
cia y diferencia mínima por detectar.
ANOVA 
FUNCIONAL 
MANOVA L2N FN GPF 
𝜶𝜶 
δ N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
50 0,092 0,246 0,342 0,057 0,165 0,26 0,095 0,224 0,343 0,093 0,221 0,34 0,108 0,253 0,369 
100 0,208 0,423 0,559 0,124 0,328 0,45 0,252 0,501 0,63 0,243 0,497 0,628 0,288 0,529 0,641 
150 0,295 0,547 0,661 0,216 0,439 0,579 0,456 0,685 0,784 0,454 0,684 0,782 0,497 0,708 0,811 
200 0,441 0,686 0,803 0,339 0,577 0,704 0,646 0,829 0,89 0,644 0,827 0,89 0,671 0,84 0,904 
1 
250 0,51 0,774 0,851 0,407 0,65 0,775 0,769 0,912 0,947 0,765 0,912 0,947 0,784 0,93 0,954 
300 0,64 0,839 0,9 0,529 0,769 0,853 0,892 0,964 0,979 0,89 0,964 0,979 0,902 0,966 0,986 
350 0,721 0,882 0,932 0,622 0,816 0,887 0,938 0,982 0,994 0,936 0,982 0,994 0,944 0,986 0,994 
400 0,785 0,926 0,96 0,697 0,871 0,922 0,967 0,993 0,998 0,967 0,993 0,998 0,969 0,997 0,997 
450 0,854 0,94 0,974 0,78 0,9 0,944 0,986 0,999 1 0,986 0,999 1 0,99 1 1 
500 0,892 0,964 0,98 0,827 0,934 0,962 0,993 0,999 1 0,993 0,999 1 0,995 0,999 1 
50 0,054 0,161 0,257 0,028 0,12 0,188 0,046 0,148 0,214 0,045 0,142 0,213 0,052 0,144 0,241 
100 0,101 0,276 0,392 0,052 0,196 0,303 0,107 0,266 0,391 0,105 0,264 0,39 0,127 0,295 0,417 
150 0,13 0,345 0,48 0,095 0,24 0,38 0,194 0,399 0,528 0,189 0,398 0,526 0,205 0,43 0,562 
200 0,226 0,453 0,575 0,155 0,346 0,455 0,32 0,549 0,667 0,318 0,546 0,666 0,335 0,569 0,683 
0,75 
250 0,277 0,492 0,612 0,205 0,385 0,516 0,426 0,633 0,744 0,426 0,633 0,742 0,436 0,648 0,745 
300 0,339 0,582 0,711 0,259 0,479 0,608 0,523 0,741 0,845 0,521 0,74 0,845 0,565 0,759 0,86 
350 0,406 0,656 0,758 0,297 0,546 0,668 0,65 0,816 0,888 0,65 0,816 0,888 0,668 0,831 0,892 
400 0,499 0,722 0,803 0,374 0,614 0,717 0,721 0,87 0,922 0,72 0,87 0,922 0,738 0,887 0,935 
450 0,538 0,775 0,859 0,421 0,68 0,774 0,81 0,914 0,948 0,81 0,914 0,948 0,825 0,914 0,953 
500 0,609 0,816 0,884 0,507 0,729 0,808 0,846 0,944 0,978 0,844 0,944 0,978 0,857 0,958 0,98 
50 0,028 0,1 0,174 0,018 0,083 0,139 0,025 0,085 0,161 0,023 0,083 0,16 0,024 0,096 0,156 
100 0,033 0,137 0,249 0,021 0,106 0,186 0,031 0,135 0,212 0,027 0,135 0,208 0,037 0,147 0,236 
150 0,048 0,161 0,264 0,029 0,121 0,206 0,054 0,173 0,274 0,049 0,172 0,27 0,069 0,183 0,295 
200 0,093 0,232 0,326 0,058 0,169 0,275 0,081 0,24 0,346 0,079 0,238 0,345 0,097 0,25 0,36 
0,50 
250 0,108 0,259 0,367 0,074 0,208 0,292 0,105 0,299 0,411 0,105 0,299 0,409 0,127 0,311 0,417 
300 0,134 0,296 0,423 0,084 0,234 0,355 0,169 0,351 0,475 0,169 0,35 0,475 0,188 0,377 0,499 
350 0,147 0,339 0,469 0,106 0,252 0,37 0,196 0,423 0,554 0,196 0,421 0,554 0,222 0,444 0,576 
400 0,188 0,391 0,528 0,131 0,304 0,415 0,256 0,485 0,612 0,256 0,484 0,611 0,261 0,517 0,637 
450 0,216 0,428 0,557 0,154 0,33 0,449 0,309 0,564 0,694 0,309 0,563 0,693 0,335 0,58 0,699 
500 0,241 0,469 0,604 0,156 0,38 0,508 0,359 0,593 0,707 0,357 0,593 0,707 0,391 0,617 0,721 
50 0,013 0,066 0,117 0,013 0,055 0,111 0,012 0,06 0,112 0,01 0,06 0,11 0,011 0,062 0,122 
100 0,018 0,067 0,134 0,013 0,05 0,119 0,005 0,071 0,123 0,005 0,069 0,122 0,009 0,069 0,137 
150 0,014 0,067 0,133 0,016 0,058 0,125 0,015 0,073 0,128 0,015 0,072 0,126 0,023 0,072 0,131 
0,25 200 0,028 0,099 0,175 0,014 0,076 0,139 0,023 0,079 0,152 0,023 0,079 0,152 0,025 0,086 0,15 
250 0,034 0,102 0,172 0,029 0,085 0,159 0,027 0,088 0,156 0,027 0,088 0,156 0,026 0,092 0,159 
300 0,032 0,116 0,189 0,019 0,084 0,149 0,032 0,107 0,181 0,031 0,107 0,18 0,039 0,114 0,2 
350 0,03 0,12 0,182 0,021 0,102 0,162 0,031 0,113 0,194 0,031 0,112 0,193 0,038 0,123 0,202 
400 0,041 0,137 0,213 0,016 0,11 0,182 0,042 0,138 0,217 0,041 0,138 0,215 0,045 0,142 0,227 
450 0,044 0,145 0,227 0,035 0,098 0,179 0,045 0,148 0,233 0,045 0,148 0,233 0,053 0,157 0,232 
   500  0,057  0,151  0,244  0,037  0,105  0,172  0,053  0,173  0,272  0,053  0,172  0,271  0,056  0,182  0,278 
1/α corresponde al nivel de significancia estadística y δ la diferencia mínima por detectar.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.











































Potencia empírica de las pruebas de análisis de varianza para el ensayo E, según nivel de significan-
cia y diferencia mínima por detectar.
1/La línea roja discontinua indica una potencia de 0,8.
Fuente: Elaboración propia.
En el ensayo F se incumple con el supuesto de varianza constante en un 10%.
De la misma forma que en el ensayo anterior, para lograr detectar diferencias de 0,25 y
0,50, las pruebas requieren de tamaños de muestra muy superiores a 500 observaciones
por grupo, para los diferentes niveles de significancia estadística. Por otra parte, para
detectar diferencias de 0,75 y 1 las pruebas de FANOVA proporcionaron mayores
potencias en comparación con las pruebas de MANOVA y ANOVA univariado.
Para detectar un 80% de las veces una diferencia de 0,75, con un nivel de signi-
ficancia del 5% con las pruebas de FANOVA, se requerirá de un tamaño de muestra
en cada grupo de alrededor de 320 observaciones, mientras que para las pruebas de
MANOVA y ANOVA univariado se requiere mucho más de 500.
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El cuadro 4.6 muestra las potencias empíricas de las tres pruebas de análisis de
varianza, según el tamaño de muestra, nivel de significancia estadística y diferencia
mínima que se desea detectar. Una forma más fácil de observar las potencias es











































Potencia empírica de las pruebas para el ensayo F, según nivel de significancia y diferencia mínima
por detectar.
1/La línea roja discontinua indica una potencia de 0,8.
Fuente: Elaboración propia.
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Cuadro 4.6.
Potencia empírica de las pruebas de análisis de varianza para el ensayo F, según nivel de significan-
cia y diferencia mínima por detectar.
ANOVA 
FUNCIONAL 
MANOVA L2N FN GPF 
𝜶𝜶 
δ N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
50 0,064 0,184 0,285 0,042 0,147 0,226 0,085 0,218 0,332 0,081 0,21 0,328 0,102 0,239 0,352 
100 0,114 0,319 0,432 0,087 0,255 0,388 0,238 0,501 0,641 0,238 0,496 0,639 0,274 0,532 0,662 
150 0,167 0,398 0,52 0,15 0,356 0,488 0,453 0,682 0,797 0,448 0,679 0,795 0,485 0,718 0,814 
200 0,263 0,514 0,635 0,24 0,455 0,595 0,649 0,836 0,902 0,648 0,836 0,902 0,675 0,853 0,916 
1 
250 0,341 0,563 0,691 0,298 0,528 0,659 0,774 0,929 0,963 0,774 0,928 0,963 0,798 0,942 0,965 
300 0,423 0,668 0,78 0,397 0,631 0,761 0,9 0,972 0,985 0,898 0,972 0,985 0,917 0,971 0,989 
350 0,489 0,724 0,808 0,468 0,701 0,799 0,945 0,988 0,996 0,945 0,988 0,996 0,957 0,988 0,996 
400 0,583 0,783 0,866 0,55 0,769 0,854 0,971 0,996 0,998 0,971 0,996 0,998 0,977 0,996 0,998 
450 0,639 0,845 0,905 0,633 0,828 0,887 0,992 0,999 1 0,992 0,999 1 0,994 1 1 
500 0,709 0,865 0,917 0,702 0,862 0,914 0,997 0,999 1 0,997 0,999 1 0,998 1 1 
50 0,034 0,11 0,196 0,028 0,094 0,169 0,044 0,138 0,214 0,042 0,136 0,213 0,052 0,141 0,24 
100 0,049 0,167 0,29 0,035 0,138 0,245 0,094 0,266 0,407 0,092 0,262 0,402 0,119 0,292 0,428 
150 0,064 0,197 0,318 0,058 0,2 0,301 0,186 0,423 0,54 0,18 0,418 0,539 0,2 0,437 0,558 
200 0,128 0,268 0,392 0,104 0,262 0,369 0,299 0,553 0,679 0,297 0,549 0,679 0,323 0,578 0,696 
0,75 
250 0,141 0,325 0,418 0,137 0,295 0,405 0,416 0,646 0,764 0,414 0,644 0,762 0,445 0,644 0,771 
300 0,177 0,368 0,501 0,164 0,366 0,484 0,542 0,77 0,859 0,54 0,77 0,858 0,577 0,779 0,879 
350 0,212 0,425 0,558 0,2 0,413 0,54 0,666 0,85 0,919 0,666 0,848 0,919 0,68 0,85 0,924 
400 0,252 0,484 0,616 0,26 0,475 0,589 0,745 0,897 0,942 0,744 0,897 0,941 0,768 0,905 0,946 
450 0,294 0,523 0,652 0,306 0,526 0,655 0,825 0,927 0,965 0,825 0,927 0,965 0,842 0,928 0,969 
500 0,33 0,58 0,704 0,335 0,585 0,701 0,876 0,959 0,977 0,876 0,959 0,977 0,887 0,961 0,982 
50 0,017 0,078 0,131 0,018 0,071 0,128 0,02 0,093 0,154 0,016 0,09 0,152 0,019 0,096 0,161 
100 0,018 0,082 0,151 0,015 0,079 0,151 0,029 0,135 0,232 0,028 0,133 0,228 0,031 0,145 0,24 
150 0,022 0,079 0,162 0,017 0,102 0,186 0,055 0,182 0,296 0,055 0,181 0,295 0,059 0,189 0,302 
200 0,039 0,135 0,207 0,031 0,124 0,212 0,082 0,242 0,374 0,08 0,241 0,373 0,085 0,258 0,375 
0,50 
250 0,045 0,131 0,208 0,048 0,15 0,241 0,123 0,306 0,428 0,122 0,305 0,428 0,131 0,311 0,438 
300 0,049 0,153 0,235 0,042 0,157 0,253 0,166 0,378 0,519 0,164 0,376 0,517 0,184 0,397 0,525 
350 0,057 0,158 0,258 0,064 0,183 0,28 0,209 0,46 0,593 0,209 0,458 0,593 0,224 0,465 0,594 
400 0,062 0,178 0,285 0,078 0,219 0,321 0,265 0,513 0,659 0,264 0,511 0,658 0,28 0,527 0,664 
450 0,076 0,202 0,305 0,079 0,239 0,354 0,33 0,617 0,733 0,33 0,616 0,733 0,343 0,61 0,734 
500 0,083 0,216 0,333 0,094 0,246 0,355 0,401 0,639 0,749 0,397 0,639 0,749 0,403 0,644 0,757 
50 0,008 0,051 0,106 0,011 0,053 0,099 0,008 0,063 0,12 0,008 0,061 0,116 0,012 0,064 0,12 
100 0,013 0,043 0,09 0,013 0,058 0,112 0,008 0,065 0,136 0,008 0,065 0,135 0,013 0,068 0,136 
150 0,014 0,054 0,09 0,005 0,069 0,123 0,015 0,083 0,164 0,014 0,082 0,164 0,014 0,078 0,143 
0,25 200 0,008 0,055 0,114 0,016 0,059 0,119 0,033 0,085 0,165 0,033 0,085 0,164 0,023 0,086 0,165 
250 0,015 0,057 0,102 0,026 0,079 0,144 0,035 0,113 0,196 0,035 0,112 0,196 0,029 0,105 0,181 
300 0,014 0,049 0,101 0,021 0,065 0,132 0,038 0,134 0,223 0,036 0,134 0,221 0,034 0,136 0,204 
350 0,008 0,048 0,11 0,015 0,082 0,146 0,043 0,151 0,244 0,043 0,151 0,244 0,049 0,128 0,22 
400 0,01 0,055 0,098 0,019 0,103 0,167 0,051 0,173 0,278 0,051 0,172 0,277 0,046 0,169 0,262 
450 0,011 0,056 0,12 0,024 0,101 0,194 0,068 0,198 0,313 0,068 0,198 0,312 0,059 0,168 0,277 
   500  0,017 0,071 0,114 0,032 0,095 0,162  0,083  0,232 0,353 0,082 0,232 0,353 0,066   0,204 0,32 
1/α corresponde al nivel de significancia estadística y δ la diferencia mínima por detectar.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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Para el caso del ensayo G, en este se incumple con el supuesto de varianza
constante en un 20%. Para detectar diferencias de 0,25 y 0,50, las pruebas requieren
de tamaños de muestra superiores a 500 observaciones por grupo, para los diferentes
niveles de significancia estadística. Si se desea detectar diferencias de 0,75 y 1, las prue-
bas de FANOVA proporcionaron mayores potencias en comparación con las pruebas
de MANOVA y ANOVA univariado.
Si se desea detectar el 80% de las veces una diferencia de 0,75, con un nivel
de significancia del 5% con las pruebas de FANOVA, se requerirá de un tamaño de
muestra en cada grupo 300 observaciones, mientras que para las pruebas de MANOVA
y ANOVA univariado con tamaños de muestra superiores a 500 las potencias siguen
siendo inferiores a 0,8.
El cuadro 4.7 muestra las potencias empíricas de las tres pruebas de análisis de
varianza, según el tamaño de muestra, nivel de significancia estadística y diferencia
mínima que se desea detectar. Una forma más fácil de observar las potencias es
mediante las curvas de potencia proporcionadas en la gráfica 4.7.











































Potencia empírica de las pruebas para el ensayo G, según nivel de significancia y diferencia mínima
por detectar.
1/La línea roja discontinua indica una potencia de 0,8.
Fuente: Elaboración propia.
Hasta el momento con los tres ensayos anteriores, se evidencia que, las pruebas
de análisis funcional de varianza, requieren de menor muestra para proporcionar una
mayor potencia, a pesar de la presencia de heterocedasticidad, lo que evidencia la
robustez de las pruebas de FANOVA.
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Cuadro 4.7.
Potencia empírica de las pruebas de análisis de varianza para el ensayo G, según nivel de signifi-
cancia y diferencia mínima por detectar.
ANOVA 
FUNCIONAL 
MANOVA L2N FN GPF 
𝜶𝜶 
δ N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
50 0,039 0,137 0,217 0,042 0,129 0,218 0,082 0,228 0,343 0,077 0,219 0,341 0,105 0,231 0,344 
100 0,057 0,203 0,316 0,07 0,214 0,347 0,264 0,523 0,677 0,254 0,519 0,676 0,272 0,534 0,679 
150 0,085 0,233 0,363 0,117 0,302 0,419 0,483 0,723 0,843 0,48 0,719 0,841 0,486 0,743 0,84 
200 0,16 0,319 0,451 0,187 0,381 0,523 0,699 0,878 0,937 0,698 0,877 0,937 0,698 0,882 0,931 
1 
250 0,178 0,371 0,493 0,228 0,461 0,579 0,838 0,956 0,982 0,835 0,954 0,982 0,824 0,954 0,978 
300 0,227 0,458 0,57 0,316 0,548 0,67 0,95 0,987 0,994 0,949 0,986 0,994 0,939 0,984 0,995 
350 0,27 0,494 0,615 0,374 0,605 0,729 0,975 0,996 0,999 0,973 0,996 0,999 0,973 0,995 0,997 
400 0,32 0,571 0,676 0,457 0,68 0,777 0,989 0,999 1 0,989 0,999 1 0,985 0,998 0,999 
450 0,377 0,614 0,725 0,538 0,752 0,84 0,999 1 1 0,999 1 1 0,997 1 1 
500 0,422 0,671 0,764 0,59 0,789 0,866 1 1 1 1 1 1 1 1 1 
50 0,019 0,092 0,154 0,031 0,096 0,162 0,048 0,139 0,244 0,046 0,137 0,24 0,049 0,151 0,232 
100 0,023 0,095 0,185 0,037 0,135 0,219 0,112 0,315 0,447 0,108 0,31 0,443 0,119 0,298 0,445 
150 0,032 0,115 0,194 0,056 0,185 0,287 0,218 0,471 0,596 0,213 0,469 0,592 0,21 0,461 0,588 
200 0,061 0,164 0,239 0,079 0,23 0,333 0,348 0,626 0,755 0,346 0,624 0,755 0,342 0,616 0,725 
0,75 
250 0,065 0,169 0,255 0,116 0,256 0,374 0,49 0,737 0,847 0,488 0,736 0,847 0,474 0,695 0,824 
300 0,075 0,196 0,303 0,13 0,329 0,45 0,664 0,859 0,938 0,662 0,858 0,938 0,627 0,838 0,913 
350 0,088 0,216 0,325 0,173 0,368 0,491 0,776 0,925 0,966 0,776 0,925 0,966 0,732 0,903 0,953 
400 0,1 0,253 0,362 0,213 0,424 0,541 0,855 0,956 0,981 0,853 0,956 0,981 0,822 0,942 0,967 
450 0,116 0,281 0,391 0,261 0,492 0,612 0,905 0,982 0,994 0,902 0,982 0,994 0,882 0,965 0,99 
500 0,125 0,302 0,424 0,276 0,502 0,643 0,949 0,992 0,997 0,949 0,992 0,997 0,928 0,984 0,996 
50 0,013 0,056 0,113 0,017 0,071 0,131 0,028 0,098 0,165 0,027 0,094 0,161 0,023 0,099 0,166 
100 0,015 0,048 0,093 0,019 0,091 0,161 0,042 0,168 0,29 0,041 0,165 0,287 0,038 0,157 0,253 
150 0,013 0,055 0,099 0,023 0,117 0,205 0,089 0,255 0,387 0,085 0,25 0,387 0,072 0,214 0,355 
200 0,013 0,075 0,134 0,037 0,123 0,221 0,117 0,328 0,499 0,114 0,326 0,498 0,107 0,28 0,435 
0,50 
250 0,02 0,069 0,122 0,055 0,161 0,243 0,197 0,421 0,563 0,195 0,42 0,562 0,16 0,358 0,503 
300 0,016 0,071 0,12 0,055 0,167 0,279 0,267 0,553 0,698 0,263 0,553 0,698 0,211 0,464 0,623 
350 0,008 0,073 0,132 0,072 0,22 0,316 0,347 0,649 0,78 0,347 0,647 0,78 0,287 0,547 0,699 
400 0,02 0,071 0,135 0,106 0,247 0,339 0,447 0,724 0,845 0,446 0,724 0,844 0,357 0,624 0,77 
450 0,02 0,079 0,144 0,107 0,283 0,399 0,558 0,807 0,893 0,558 0,806 0,893 0,45 0,726 0,825 
500 0,024 0,092 0,144 0,107 0,287 0,395 0,628 0,852 0,915 0,627 0,852 0,915 0,496 0,752 0,864 
50 0,012 0,047 0,108 0,013 0,065 0,115 0,017 0,076 0,137 0,016 0,073 0,134 0,017 0,066 0,131 
100 0,015 0,044 0,088 0,02 0,086 0,136 0,025 0,107 0,194 0,021 0,104 0,193 0,019 0,083 0,168 
150 0,013 0,056 0,111 0,021 0,1 0,179 0,029 0,151 0,254 0,029 0,151 0,253 0,022 0,11 0,199 
0,25 200 0,011 0,05 0,107 0,026 0,093 0,176 0,057 0,159 0,293 0,057 0,159 0,291 0,038 0,119 0,216 
250 0,013 0,072 0,118 0,041 0,129 0,213 0,079 0,235 0,358 0,078 0,234 0,354 0,055 0,153 0,244 
300 0,016 0,065 0,12 0,039 0,137 0,232 0,09 0,279 0,431 0,089 0,278 0,429 0,053 0,174 0,301 
350 0,011 0,071 0,133 0,044 0,168 0,27 0,125 0,351 0,501 0,123 0,35 0,498 0,064 0,21 0,346 
400 0,012 0,065 0,123 0,066 0,185 0,294 0,169 0,424 0,563 0,169 0,422 0,561 0,083 0,279 0,397 
450 0,014 0,076 0,132 0,08 0,227 0,337 0,218 0,495 0,645 0,218 0,495 0,642 0,105 0,292 0,449 
   500    0,021  0,09 0,139 0,076 0,213 0,322 0,258 0,532 0,699 0,256 0,531 0,697 0,131 0,344 0,481 
1/α corresponde al nivel de significancia estadística y δ la diferencia mínima por detectar.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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Para el caso del ensayo H, en este se incumple con el supuesto de varianza
constante en un 30%. En general las pruebas de FANOVA proporcionaron valores de
potencia mayores que las otras pruebas. La prueba de GPF proporcionó potencias más
bajas que las otras pruebas de análisis funcional de la varianza, pero superiores a las











































Potencia empírica de las pruebas para el ensayo H, según nivel de significancia y diferencia mínima
por detectar.
1/La línea roja discontinua indica una potencia de 0,8.
Fuente: Elaboración propia.
El cuadro 4.8 muestra las potencias empíricas de las tres pruebas de análisis de
varianza, según el tamaño de muestra, nivel de significancia estadística y diferencia mí-
nima que se desea detectar. Una forma más fácil de observar las potencias es mediante
las curvas de potencia proporcionadas en la gráfica 4.8, las pruebas de FANOVA son
más estables y robustas ante la falta de homocedasticidad.
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Cuadro 4.8.
Potencia empírica de las pruebas de análisis de varianza para el ensayo H, según nivel de signifi-
cancia y diferencia mínima por detectar.
ANOVA 
FUNCIONAL 
MANOVA L2N FN GPF 
𝜶𝜶 
δ N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
50 0,024 0,107 0,176 0,047 0,125 0,203 0,087 0,239 0,364 0,081 0,234 0,353 0,1 0,222 0,344 
100 0,031 0,119 0,215 0,067 0,204 0,326 0,297 0,577 0,722 0,292 0,572 0,72 0,264 0,548 0,693 
150 0,047 0,149 0,223 0,107 0,289 0,409 0,536 0,788 0,896 0,533 0,785 0,895 0,496 0,766 0,867 
200 0,084 0,196 0,284 0,165 0,371 0,492 0,769 0,934 0,973 0,765 0,934 0,972 0,717 0,904 0,956 
1 
250 0,084 0,218 0,311 0,218 0,434 0,549 0,909 0,988 0,997 0,909 0,988 0,997 0,864 0,97 0,991 
300 0,102 0,255 0,362 0,282 0,519 0,644 0,973 0,998 1 0,973 0,998 1 0,955 0,99 1 
350 0,123 0,287 0,385 0,352 0,576 0,689 0,995 0,999 1 0,994 0,999 1 0,981 0,998 1 
400 0,141 0,331 0,447 0,41 0,656 0,747 1 1 1 1 1 1 0,993 1 1 
450 0,167 0,358 0,479 0,503 0,723 0,81 1 1 1 1 1 1 1 1 1 
500 0,188 0,392 0,515 0,536 0,761 0,827 1 1 1 1 1 1 1 1 1 
50 0,013 0,076 0,129 0,032 0,098 0,169 0,058 0,163 0,274 0,057 0,155 0,27 0,054 0,151 0,242 
100 0,018 0,059 0,119 0,045 0,14 0,242 0,154 0,375 0,521 0,15 0,374 0,519 0,119 0,321 0,474 
150 0,015 0,067 0,125 0,072 0,2 0,308 0,317 0,56 0,694 0,311 0,557 0,692 0,248 0,495 0,634 
200 0,022 0,096 0,16 0,084 0,241 0,355 0,475 0,74 0,859 0,473 0,74 0,859 0,378 0,662 0,786 
0,75 
250 0,027 0,089 0,145 0,13 0,295 0,403 0,629 0,877 0,941 0,628 0,877 0,941 0,522 0,785 0,889 
300 0,025 0,095 0,164 0,143 0,367 0,481 0,815 0,95 0,981 0,811 0,95 0,98 0,705 0,897 0,959 
350 0,022 0,099 0,18 0,206 0,405 0,538 0,902 0,986 0,996 0,901 0,985 0,996 0,815 0,954 0,98 
400 0,033 0,109 0,182 0,253 0,454 0,575 0,957 0,995 0,999 0,957 0,995 0,999 0,892 0,975 0,991 
450 0,041 0,127 0,195 0,312 0,54 0,653 0,981 0,999 1 0,981 0,998 1 0,949 0,992 0,997 
500 0,042 0,127 0,206 0,326 0,533 0,667 0,995 1 1 0,995 1 1 0,968 0,996 1 
50 0,014 0,046 0,116 0,021 0,082 0,148 0,04 0,117 0,208 0,038 0,113 0,204 0,033 0,113 0,175 
100 0,014 0,044 0,088 0,038 0,116 0,197 0,074 0,247 0,381 0,072 0,244 0,379 0,05 0,184 0,296 
150 0,014 0,046 0,104 0,051 0,165 0,263 0,15 0,386 0,518 0,15 0,381 0,517 0,089 0,284 0,411 
200 0,013 0,05 0,104 0,051 0,183 0,285 0,226 0,525 0,66 0,225 0,524 0,659 0,137 0,367 0,531 
0,50 
250 0,011 0,062 0,11 0,088 0,228 0,348 0,357 0,633 0,769 0,355 0,633 0,768 0,218 0,457 0,61 
300 0,016 0,057 0,111 0,094 0,271 0,391 0,51 0,802 0,897 0,508 0,801 0,897 0,294 0,611 0,769 
350 0,009 0,055 0,126 0,138 0,332 0,435 0,645 0,874 0,95 0,643 0,874 0,95 0,399 0,71 0,836 
400 0,009 0,063 0,107 0,177 0,363 0,48 0,741 0,94 0,977 0,741 0,94 0,977 0,505 0,797 0,892 
450 0,017 0,059 0,117 0,222 0,431 0,557 0,854 0,97 0,99 0,854 0,97 0,99 0,631 0,867 0,941 
500 0,019 0,061 0,126 0,23 0,422 0,559 0,901 0,993 0,999 0,9 0,993 0,999 0,689 0,907 0,965 
50 0,016 0,058 0,121 0,022 0,082 0,147 0,029 0,095 0,181 0,025 0,094 0,177 0,02 0,089 0,147 
100 0,022 0,067 0,12 0,041 0,122 0,204 0,051 0,179 0,288 0,047 0,178 0,284 0,032 0,124 0,204 
150 0,023 0,093 0,167 0,061 0,175 0,274 0,095 0,265 0,413 0,092 0,262 0,409 0,04 0,154 0,273 
0,25 200 0,026 0,101 0,162 0,059 0,191 0,306 0,117 0,363 0,521 0,116 0,362 0,519 0,058 0,201 0,321 
250 0,039 0,122 0,203 0,086 0,235 0,357 0,218 0,467 0,628 0,217 0,466 0,626 0,086 0,248 0,386 
300 0,039 0,131 0,207 0,106 0,285 0,398 0,297 0,614 0,769 0,297 0,612 0,769 0,097 0,322 0,493 
350 0,053 0,149 0,237 0,146 0,347 0,455 0,401 0,714 0,856 0,398 0,713 0,855 0,142 0,389 0,563 
400 0,053 0,161 0,246 0,175 0,403 0,52 0,513 0,806 0,905 0,508 0,805 0,904 0,2 0,478 0,639 
450 0,06 0,169 0,259 0,232 0,464 0,58 0,633 0,889 0,954 0,63 0,888 0,954 0,242 0,572 0,74 
   500   0,077  0,18 0,276 0,244 0,466 0,583 0,699 0,926 0,977 0,698 0,926 0,977 0,299 0,62  0,782
1/α corresponde al nivel de significancia estadística y δ la diferencia mínima por detectar.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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4.3. ANOVA funcional de dos vías con interacción
En esta parte de la simulación se emplea toda la curva como variable de respues-
ta para el FANOVA y la descomposición en valores triestímulo CIExyz para obtener
las variables de respuesta para el MANOVA, así como para el ANOVA univariado.
En el ensayo I se cumple con el supuesto de varianza constante en los grupos,
las pruebas de FANOVA proporcionaron potencias mayores que las demás pruebas.
En el caso del MANOVA, se requiere de al menos una muestra de 500 observaciones
para proporcionar una potencia de 0,8 para un nivel de significancia estadística del 1%





































Potencia empírica de las pruebas de análisis de varianza de dos vías con interacción en cada ensayo,
según nivel de significancia.
1/La línea roja discontinua indica una potencia de 0,8.
Fuente: Elaboración propia.
En los ensayos J y K la heterocedasticidad es de un 20% y 40%, respectivamente;
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se observa en el cuadro 4.9 y en las curvas de potencias de la gráfica 4.9 que las pruebas
L2N, FN y GPF proporcionan mayores potencias en comparación con las otras, a pesar
de la presencia de heterocedasticidad.
Cuadro 4.9.
Potencia empírica de las pruebas de análisis de varianza de dos vías con interacción en cada ensayo,
según nivel de significancia.
Ensayos 
FUNCIONAL 
ANOVA MANOVA L2N FN GPF  
𝜶𝜶 
N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
50 0,016 0,065 0,133 0,042 0,14 0,229 0,128 0,289 0,415 0,123 0,287 0,411 0,151 0,331 0,453 
100 0,027 0,109 0,198 0,11 0,286 0,404 0,388 0,646 0,746 0,384 0,642 0,744 0,442 0,679 0,782 
150 0,053 0,161 0,233 0,206 0,412 0,54 0,61 0,811 0,877 0,608 0,811 0,877 0,647 0,824 0,892 
200 0,064 0,183 0,288 0,283 0,532 0,646 0,772 0,926 0,96 0,771 0,926 0,96 0,819 0,937 0,969 
A 
250 0,075 0,216 0,329 0,391 0,645 0,765 0,899 0,967 0,982 0,899 0,967 0,982 0,919 0,971 0,99 
300 0,082 0,223 0,35 0,481 0,697 0,799 0,944 0,986 0,992 0,944 0,986 0,992 0,955 0,989 0,994 
350 0,115 0,29 0,408 0,564 0,793 0,867 0,982 0,994 0,997 0,982 0,994 0,997 0,983 0,996 0,997 
400 0,15 0,324 0,459 0,674 0,868 0,934 0,991 0,999 1 0,991 0,999 1 0,994 0,999 1 
450 0,164 0,341 0,467 0,742 0,894 0,945 0,993 1 1 0,993 1 1 0,996 1 1 
500 0,184 0,39 0,516 0,787 0,93 0,959 1 1 1 1 1 1 1 1 1 
50 0,016 0,064 0,117 0,037 0,125 0,204 0,095 0,252 0,361 0,095 0,25 0,358 0,119 0,279 0,401 
100 0,025 0,109 0,19 0,087 0,243 0,373 0,292 0,557 0,692 0,288 0,555 0,692 0,364 0,613 0,708 
150 0,049 0,145 0,224 0,168 0,357 0,484 0,507 0,728 0,818 0,505 0,728 0,816 0,55 0,745 0,839 
200 0,052 0,169 0,266 0,231 0,465 0,584 0,677 0,853 0,922 0,677 0,853 0,921 0,708 0,883 0,933 
B 
250 0,063 0,204 0,295 0,317 0,563 0,704 0,813 0,934 0,962 0,813 0,933 0,962 0,848 0,942 0,966 
300 0,071 0,199 0,32 0,382 0,633 0,742 0,893 0,967 0,981 0,893 0,967 0,981 0,911 0,971 0,985 
350 0,095 0,257 0,373 0,467 0,72 0,815 0,951 0,987 0,992 0,951 0,987 0,992 0,962 0,991 0,996 
400 0,128 0,298 0,429 0,561 0,796 0,873 0,971 0,993 0,999 0,971 0,993 0,999 0,977 0,996 0,999 
450 0,146 0,301 0,416 0,637 0,829 0,897 0,993 0,995 0,999 0,993 0,995 0,999 0,993 0,997 0,999 
500 0,158 0,363 0,494 0,693 0,87 0,927 0,994 1 1 0,994 1 1 0,995 1 1 
50 0,018 0,063 0,118 0,034 0,121 0,194 0,072 0,218 0,321 0,072 0,216 0,318 0,1 0,233 0,348 
100 0,031 0,101 0,182 0,075 0,213 0,338 0,229 0,471 0,6 0,229 0,468 0,6 0,277 0,524 0,638 
150 0,053 0,135 0,223 0,142 0,317 0,447 0,388 0,64 0,738 0,386 0,64 0,737 0,455 0,649 0,754 
200 0,048 0,168 0,259 0,203 0,406 0,531 0,563 0,778 0,856 0,562 0,777 0,856 0,616 0,801 0,883 
C 
250 0,066 0,199 0,289 0,276 0,502 0,643 0,711 0,866 0,924 0,711 0,865 0,924 0,752 0,894 0,93 
300 0,069 0,203 0,322 0,328 0,573 0,7 0,798 0,93 0,966 0,798 0,93 0,966 0,835 0,942 0,966 
350 0,092 0,251 0,373 0,397 0,656 0,771 0,894 0,963 0,984 0,894 0,963 0,984 0,916 0,972 0,987 
400 0,128 0,293 0,424 0,489 0,741 0,827 0,927 0,981 0,988 0,927 0,981 0,988 0,941 0,981 0,995 
450 0,143 0,286 0,419 0,56 0,776 0,848 0,969 0,993 0,995 0,969 0,993 0,995 0,978 0,992 0,995 
500 0,15 0,363 0,494 0,632 0,822 0,895 0,976 0,997 0,999 0,976 0,997 0,999 0,984 0,997 1 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
Para el caso del ensayo J y un nivel de significancia estadística del 5% , las
pruebas de FANOVA requieren de un tamaño de muestra de alrededor de 175 obser-
4. Resultados  71
vaciones en cada grupo para obtener una potencia de 0,8. Por otra parte, en el ensayo
K con el mismo nivel de significancia estadística del 5%, con un incumplimiento de
homocedasticidad mayor, estas pruebas de análisis funcional de la varianza requieren
de alrededor de 200 observaciones en cada grupo para obtener una potencia de 0,8;












































Tasas de error tipo I de las pruebas de análisis de varianza de dos vías con interacción en cada
ensayo, según nivel de significancia.
1/Las líneas rojas discontinuas indican los valores verdaderos establecidos para las tasas de error tipo I.
Fuente: Elaboración propia.
Con respecto a la variabilidad de las potencias empíricas, su comportamiento
está dentro de lo esperado, es decir, que con el aumento del tamaño de la muestra la
variabilidad de la potencia disminuye hasta alcanzar valores muy cercanos a cero (ver
cuadro C.1 y gráfica C.1 del anexo C); de la misma manera para la variabilidad de las
tasas de error tipo I, estas se encontraron dentro de lo esperado, es decir, que con el
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aumento de la muestra la variabilidad de estas tasas disminuye hasta alcanzar valores
muy cercanos a cero (ver cuadro C.2 y gráfica C.2 del anexo C).
Cuadro 4.10.
Tasas de error tipo I de las pruebas de análisis de varianza de dos vías con interacción en cada




L2N FN GPF 
𝜶𝜶 
N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
50 0,0090 0,0440 0,1040 0,0060 0,0410 0,0950 0,0050 0,0380 0,0790 0,0040 0,0380 0,0790 0,0080 0,0430 0,09 
100 0,0060 0,0380 0,0850 0,0080 0,0470 0,0850 0,0120 0,0430 0,0880 0,0110 0,0430 0,0880 0,0140 0,0400 0,083 
150 0,0080 0,0550 0,1050 0,0100 0,0480 0,0960 0,0130 0,0450 0,1010 0,0130 0,0450 0,1010 0,0140 0,0580 0,103 
200 0,0120 0,0480 0,0980 0,0100 0,0550 0,1150 0,0120 0,0490 0,0960 0,0120 0,0490 0,0960 0,0140 0,0490 0,11
250 0,0070 0,0530 0,0980 0,0060 0,0600 0,1140 0,0060 0,0520 0,1140 0,0060 0,0520 0,1140 0,0080 0,0490 0,1 
300 0,0070 0,0440 0,1000 0,0090 0,0510 0,1020 0,0120 0,0530 0,1010 0,0120 0,0530 0,1010 0,0130 0,0520 0,101 
350 0,0120 0,0500 0,0990 0,0110 0,0570 0,0930 0,0090 0,0570 0,1090 0,0090 0,0570 0,1080 0,0150 0,0560 0,095 
400 0,0080 0,0450 0,0960 0,0110 0,0480 0,1080 0,0090 0,0530 0,1140 0,0090 0,0530 0,1140 0,0110 0,0520 0,103 
450 0,0050 0,0460 0,1040 0,0080 0,0290 0,0700 0,0080 0,0500 0,0900 0,0080 0,0500 0,0900 0,0060 0,0400 0,091 
500 0,0130 0,0450 0,0970 0,0090 0,0600 0,1010 0,0090 0,0520 0,1050 0,0090 0,0520 0,1040 0,0130 0,0520 0,099 
B 
50 0,0100 0,0480 0,0910 0,0070 0,0460 0,0900 0,0050 0,0420 0,0780 0,0050 0,0410 0,0780 0,0110 0,0430 0,089 
100 0,0070 0,0450 0,0850 0,0100 0,0460 0,0910 0,0120 0,0410 0,0920 0,0120 0,0410 0,0900 0,0130 0,0500 0,088 
150 0,0110 0,0550 0,1060 0,0120 0,0480 0,0970 0,0100 0,0490 0,1030 0,0100 0,0490 0,1020 0,0140 0,0550 0,101 
200 0,0110 0,0490 0,0950 0,0070 0,0530 0,1040 0,0150 0,0500 0,0990 0,0140 0,0500 0,0990 0,0130 0,0520 0,11 
250 0,0090 0,0530 0,0930 0,0090 0,0560 0,1180 0,0080 0,0580 0,0990 0,0080 0,0580 0,0990 0,0090 0,0470 0,097 
300 0,0070 0,0410 0,0870 0,0110 0,0450 0,0970 0,0130 0,0510 0,0970 0,0130 0,0510 0,0970 0,0120 0,0530 0,097 
350 0,0110 0,0450 0,0980 0,0080 0,0490 0,0940 0,0100 0,0530 0,1070 0,0100 0,0530 0,1070 0,0120 0,0530 0,097 
400 0,0070 0,0420 0,0970 0,0110 0,0500 0,1010 0,0080 0,0540 0,1130 0,0080 0,0540 0,1130 0,0080 0,0510 0,099 
450 0,0060 0,0410 0,0970 0,0070 0,0320 0,0850 0,0070 0,0540 0,0880 0,0070 0,0540 0,0880 0,0060 0,0440 0,094 
500 0,0130 0,0440 0,0980 0,0100 0,0570 0,1040 0,0100 0,0480 0,1050 0,0100 0,0480 0,1050 0,0140 0,0520 0,1 
C 
50 0,0100 0,0440 0,0870 0,0080 0,0450 0,0890 0,0050 0,0420 0,0880 0,0050 0,0410 0,0870 0,0110 0,0450 0,085 
100 0,0060 0,0460 0,0840 0,0090 0,0470 0,0930 0,0090 0,0390 0,1000 0,0090 0,0390 0,0980 0,0110 0,0490 0,084 
150 0,0140 0,0560 0,1010 0,0090 0,0500 0,0970 0,0100 0,0550 0,1030 0,0100 0,0540 0,1030 0,0150 0,0550 0,111 
200 0,0100 0,0450 0,1080 0,0090 0,0540 0,1020 0,0120 0,0460 0,0990 0,0120 0,0460 0,0990 0,0120 0,0600 0,11 
250 0,0090 0,0520 0,0990 0,0120 0,0580 0,1170 0,0070 0,0550 0,1070 0,0070 0,0550 0,1070 0,0070 0,0450 0,099 
300 0,0070 0,0370 0,0860 0,0110 0,0390 0,1000 0,0140 0,0440 0,0970 0,0140 0,0440 0,0970 0,0130 0,0500 0,096 
350 0,0100 0,0460 0,0990 0,0080 0,0420 0,0900 0,0080 0,0480 0,1140 0,0080 0,0470 0,1140 0,0110 0,0510 0,096 
400 0,0060 0,0460 0,0990 0,0110 0,0540 0,1030 0,0120 0,0540 0,1150 0,0120 0,0540 0,1150 0,0070 0,0460 0,094 
450 0,0050 0,0560 0,0970 0,0050 0,0320 0,0870 0,0060 0,0540 0,0980 0,0060 0,0540 0,0970 0,0100 0,0450 0,087 
500 0,0130 0,0540 0,1020 0,0140 0,0510 0,0990 0,0130 0,0460 0,1100 0,0130 0,0460 0,1100 0,0120 0,0510 0,094 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
En los tres ensayos las pruebas de análisis de la varianza funcional proporciona-
ron potencias empíricas superiores en comparación con las demás, estas pruebas son
más robustas y estables ante el incumplimiento del supuesto de varianza constante.
4. Resultados  73
5. Resultados del caso de aplicación
5.1. Mediciones espectrofotométricas en escarabajos
del género Chrysina
En este capítulo se realiza la aplicación de los hallazgos del estudio de simula-
ción a un caso práctico con el que se quiere estudiar los posibles efectos de uno o más
factores sobre una curva media. Esto, con el fin de mostrar la utilidad de los resultados
del capítulo anterior e ilustrar cómo aplicarlos en casos de análisis empíricos, donde la
variable de respuesta es funcional.
Como se evidenció en los resultados de simulación, las pruebas empleadas para
el análisis funcional de la varianza proporcionaron potencias superiores en compara-
ción con las pruebas de MANOVA y ANOVA univariado. Frente al incumplimiento del
supuesto de varianza constante, las pruebas de FANOVA mostraron mayor robustez.
Este capítulo se segmenta en dos secciones, en la primera se realiza un estudio
exploratorio de los datos funcionales y en la segunda se aplica la técnica de análisis
funcional de la varianza con las curvas de reflectancia espectral, como variable de
respuesta.
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5.1.1. Análisis exploratorio
Como se mencionó en el capítulo 3, los datos fueron recolectados en el Centro
de Investigación en Ciencia e Ingeniería de Materiales de la Universidad de Costa Rica,
los cuales corresponden a 400 mediciones espectrales ópticas, para tres especies de
escarabajos del género Chrysina, para longitudes de onda entre 400 a 900 nm.
Los conjuntos de datos empleados, ya sea, del porcentaje de reflectancia espec-
tral o bien los obtenidos mediante las diferentes descomposiciones, se suavizaron a
partir de un conjunto de funciones base B-spline y un conjunto de coeficientes que
definen una combinación lineal de estas funciones base.
Según Ramsay y Silverman (2005), las funciones base B-spline son segmentos
polinomiales unidos de extremo a extremo en valores denominados nodos, roturas o
puntos de unión; estas son empleadas cuando las curvas no son periódicas, y además,
tienen las ventajas de ser calculadas muy rápidamente y tener una gran flexibilidad.
A partir de los datos suavizados, se grafican las curvas de reflectancia espec-
tral agrupadas por cada factor (especie, apertura, objetivo y posición en el élitro del
escarabajo o spot), según como se observa en la gráfica 5.1, las curvas medias por
especie tienen diferente forma, esto era de esperar, ya que, son tres diferentes especies
de escarabajos.
Respecto del factor denominado objetivo, en todo el rango de longitud de onda,
la curva media para 5X tiene menor porcentaje de reflectancia espectral a comparación
de los demás objetivos. Para 10X y 20X las curvas medias tienen porcentajes de


























































































Curvas de reflectancia espectral agrupadas según la especie, la apertura, el objetivo y la posición en
el élitro.
Fuente: Elaboración propia.
Las medias funcionales para las aperturas A2 y A3 tienen porcentajes de reflec-
tancia muy parecidos en todo el rango de longitud de onda, mientras que para A1, la
reflectancia es menor que las demás; la mayor reflectancia se obtuvo con la apertura A4.
Finalmente, las curvas medias para los niveles del factor spot (posición) parecen
ser muy similares en cuanto al porcentaje de reflectancia espectral, es decir, parece que
no hubiese diferencias en las curvas promedio respecto de la posición en el élitro del
escarabajo.
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Se determinaron las curvas medianas para cada objetivo y apertura, al controlar
por especie, la apertura A1 bajo el objetivo 5X muestra una distribución diferente con
una variabilidad, relativamente, baja en comparación con las demás curvas bajo los
otros objetivos (10X, 20X, 50X, 100X), esto se presenta en las diferentes especies. Estos
resultados se observan en la gráfica 5.2.

































Aperture A1 A2 A3 A4
Gráfica 5.2.
Comparación de gráficas de violines y de cajas para las curvas medianas en cada apertura y objetivo,
según la especie.
1/Distribuciones del porcentaje de reflectancia espectral.
Fuente: Elaboración propia.
Para las especies Dorado y Plateado las distribuciones de las curvas medinas
parecen ser muy similares de acuerdo con su variabilidad y porcentaje de reflectancia,
esto para todas las combinaciones de apertura y objetivo, en la especie Aurigans, esto
se presenta en todas las aperturas con los objetivos 50X y 100X.
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La gráfica 5.3 muestra la comparación de las distribuciones de las curvas de
reflectancia medianas para la combinación de objetivos y aperturas, se controla por la
posición en el élitro del escarabajo. Para el caso de la combinación, aperturas bajo un
objetivo de 5X las distribuciones de las curvas son, en apariencia, muy diferentes entre
sí. Respecto de las demás combinaciones de aperturas y objetivos, las distribuciones
se observan muy similares, incluso, el porcentaje de reflectancia espectral es también
similar.



































Aperture A1 A2 A3 A4
Gráfica 5.3.
Comparación de gráficas de violines y de cajas para las curvas medianas en cada apertura y objetivo,
según la posición en el élitro.
1/Distribuciones del porcentaje de reflectancia espectral.
Fuente: Elaboración propia.
Seguidamente, se mostrará el resultado de aplicar la técnica de análisis funcional
de la varianza de una vía y de dos vías con interacción, las variables de respuesta
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funcional que se utilizan son las curvas del porcentaje de reflectancia, ya que, como
se mencionó en los resultados de la simulación, las pruebas de FANOVA son las que
proporcionan mejores potencias y son robustas ante la presencia de heterocedasticidad.
5.1.2. Análisis funcional de la varianza
El cuadro 5.1 muestra los valores de p al emplear la prueba FN, para una y
dos vías, se evalúa cada hipótesis individual, con una corrección de α/m = 0,0167,
para la cual el número de hipótesis es m = 3 (corrección de Bonferroni) y un nivel
de significancia estadística α = 0,05. La variable de respuesta, para este análisis, es el
porcentaje de reflectancia espectral.
Se encontraron diferencias en las curvas medias de los factores objetivo y apertu-
ra a un nivel de significancia estadística global del 5%, mientras que para la posición en
el élitro (spot) no se hallaron. Según la interacción entre factores, se hallaron diferencias
en las curvas medias para la interacción entre objetivo-apertura, objetivo-posición y
apertura-posición al mismo nivel de significancia.
Para la interacción entre los factores objetivo y apertura, se desprende qué, la
influencia del tipo de la lente objetivo empleada en la medición sobre el porcentaje de
reflectancia es distinta, según el área establecida donde incide la fuente de luz sobre el
élitro del escarabajo.
Respecto de la interacción entre los factores objetivo y posición, se evidencia qué,
la influencia del tipo de la lente objetivo empleada en la medición sobre el porcentaje
de reflectancia es distinta, según la posición en el élitro del escarabajo.
Finalmente, la influencia del tamaño del área, donde incide la fuente de luz
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empleada en la medición, sobre el porcentaje de reflectancia es distinta, según la
posición en el élitro del escarabajo.
Cuadro 5.1.
Análisis funcional de la varianza de una vía y dos vías con interacción con la variable reflectancia
como respuesta funcional.




Apertura < 0,001 *
Posición (spot) 0,5807
Dos vías
Objetivo - Apertura < 0,001 *
Objetivo - Posición 0 *
Apertura - Posición < 0,001 *
1/La corrección de Bonferroni para evaluar cada hipótesis individual en α/m, con alpha = 0,05, corres-
ponde a 0,0167.
2/La prueba que se empleó es FN.
Fuente: Elaboración propia.
Como se pudo observar, en los resultados de la simulación, las pruebas de
FANOVA son robustas ante la presencia de heterocedasticidad; a pesar de esto, se
recomienda que los grupos tengan la misma variabilidad. El objetivo y apertura re-
comendados, para este tipo de datos espectrales, deben ser la combinación de 20X o
superior con aperturas de A2 y A3.
Suponiendo que se tienen diferentes grupos homogéneos de curvas del porcen-
taje de reflectancia espectral y se fija un error tipo I, ya sea de 0,01, 0,05 o 0,1; para
obtener una potencia superior a 0,8 el tamaño mínimo de muestra requerido debe ser
de 40 observaciones funcionales.
Ahora bien, si los datos tienen un alto grado de incumplimiento del supuesto
de varianza constante y se desea obtener una potencia de 0,8 o superior, y se fija un
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error tipo I de 0,01, 0,05 o de 0,1, el tamaño mínimo de muestra requerida es de 50
observaciones funcionales.
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6. Conclusiones
6.1. ANOVA de una vía
Esta investigación evaluó el desempeño de diferentes pruebas de análisis de
la varianza para datos funcionales, para los casos en que la variable de respuesta sea
toda una curva o cuando por medio de trasformaciones, se traslade esta, a un ámbito
multivariado o univariado. Esto, mediante un estudio de simulación, en el cual, se
obtenga evidencia empírica de la estabilidad de estas pruebas, en cuanto a las tasas de
error tipo I, la potencia y la diferencia mínima por detectar, así como la robustez ante
el incumplimiento del supuesto de varianza constante en los grupos de tratamientos.
Al aplicar las diferentes pruebas de análisis de la varianza en los datos funciona-
les obtenidos de la descomposición CIExyz, se evidenció que las pruebas de FANOVA
denominadas L2N, FN y GPF proporcionan mayor potencia empírica, en todos los
tamaños de muestra, en comparación de las pruebas de MANOVA y ANOVA. Estos
valores de potencias para las tres pruebas de FANOVA son muy similares, por lo
que, en términos de potencia, las tres pruebas tienen la misma capacidad de detectar
diferencias entre las curvas promedio.
De acuerdo con las tasas de error tipo I empíricas (tanto en las descomposiciones
CIExyz y CIElab, así como para las pruebas de FANOVA), estas oscilaron muy cerca
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de los valores del error tipo I verdaderos que se establecieron en el estudio de simula-
ción para generar los datos, lo que indica que estas potencias empíricas son buenas
estimaciones. También se evidencia que las pruebas L2N, FN y GPF son robustas ante
la presencia de heterocedasticidad, aun con un bajo tamaño de muestra en cada grupo.
Si la variable de respuesta funcional se descompone en valores CIElab, las po-
tencias proporcionadas por las tres pruebas de FANOVA son superiores a las obtenidas
por las demás. Para obtener una potencia de 0,8 se requiere de un tamaño de nuestra
de alrededor de 50 observaciones. Las tasas de error tipo I varían muy cerca de los
valores verdaderos establecidos en la simulación, a excepción de la prueba de ANOVA
univariada cuyas tasas de error tipo I aumentan conforme aumenta el tamaño de
muestra en los casos donde se presenta incumplimiento del supuesto de varianza
constante.
Se establecieron cuatro valores para la diferencia mínima a detectar, estos son
0,25, 0,50, 0,75 y 1. En los cuatro ensayos E, F, G y H, las potencias empíricas de las
pruebas de FANOVA son superiores a las otras pruebas, inclusive, en aquellos ensayos
con presencia de heterocedasticidad.
6.2. ANOVA de dos vías con interacción
Para el caso del análisis de la varianza de dos vías con interacción, las pruebas
L2N, FN y GPF mostraron un mejor desempeño respecto de la potencia; este com-
portamiento se repite en todos los ensayos, inclusive en aquellos donde se incumple
el supuesto de varianza constante. Se muestra más evidencia de la robustez de las
pruebas de FANOVA ante la presencia de heterocedasticidad.
Las tasas de error tipo I empíricas resultaron muy cercanas a los valores verda-
deros establecidos en la simulación, esto indica que las potencias empíricas proporcio-
nadas por las pruebas de FANOVA son buenas estimaciones.
En general, las pruebas de análisis funcional de la varianza L2N, FN y GPF
proporcionan mejores potencias, tanto para el caso de una vía como el de dos vías
con interacción. Estas pruebas son robustas ante la presencia de heterocedasticidad,
además de ser estables.
6.3. Recomendaciones prácticas
Las siguientes son recomendaciones prácticas que se deben considerar cuando
se trabaja con datos de reflectancia espectral, estos considerados como datos funciona-
les, o bien si se realiza laguna transformación de la variable de respuesta en valores
CIExyz o CIElab. El nivel de significancia estadística considerado es de 5%.
1. Los datos deben ser suavizados con algún método de suavizado de curvas, estas
podrían ser funciones base B-Splines. La cantidad de funciones base deben ser
no superior a 24 y además cúbicas.
2. Cuando se busca diferencias en las curvas medias de reflectancia espectral de los
grupos considerados (el factor podría ser objetivo, apertura, spot, entre otros) se
debe emplear el ANOVA funcional. Un experimento como este, se debe realizar
como mínimo 40 veces para alcanzar una potencia en la prueba de 0,8, es decir, el
tamaño de muestra en cada grupo o nivel del factor debe ser de 40 para obtener
dicha potencia.
3. Cuando se busca diferencias en las medias de los grupos considerados (el factor
podría ser objetivo, apertura, spot, entre otros) empleando componentes CIExyz
como variable de respuesta, con la prueba de ANOVA univariada, se debe realizar
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el experimento unas 100 veces para obtener una potencia de 0,8.
4. Cuando se busca diferencias en las medias de los grupos considerados (el factor
podría ser objetivo, apertura, spot, entre otros) empleando componentes CIElab
como variable de respuesta, con la prueba de ANOVA univariada, se debe realizar
el experimento unas 100 veces para obtener una potencia de 0,8.
5. El objetivo y apertura recomendados, para este tipo de datos espectrales, deben
ser la combinación de 20X o superior con aperturas de A2 y A3.
6. La posición o spot donde se toma la medición no influye en la cantidad de
reflectancia espectral.
6.4. Recomendación para futuras investigaciones
Este estudio comparó el desempeño de tres diferentes pruebas de análisis funcio-
nal de la varianza con las de MANOVA y ANOVA univariado, pero no se consideraron
otras pruebas de FANOVA como las basadas en Bootstrap y las pruebas no paramé-
tricas (J. Zhang, 2013). Queda abierta la expectativa para nuevas investigaciones que
relacionen estas otras pruebas que no fueron consideradas en este estudio, así como
diseños no equilibrados.
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Anexo A.













































Test ANOVA MANOVA L2N FN GPF
Gráfica A.1.
Variabilidad de la potencia empírica de las pruebas de análisis de varianza en cada ensayo y nivel
de significancia para la descomposición de la variable respuesta en valores CIExyz
Fuente: Elaboración propia.
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Cuadro A.1.
Variabilidad de la potencia empírica empleando la descomposición CIExyz, para cada tamaño de




L2N FN GPF 
𝜶𝜶 
N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
10 0,00350 0,01290 0,02180 0,00220 0,00720 0,01460 0,01380 0,03250 0,04540 0,01050 0,03020 0,04260 0,01950 0,03770 0,04780 
20 0,00350 0,01025 0,01635 0,00210 0,00765 0,01205 0,02195 0,03465 0,03945 0,02080 0,03375 0,03915 0,02520 0,03620 0,04015 
30 0,00497 0,01137 0,01593 0,00260 0,00773 0,01103 0,02360 0,02887 0,03103 0,02320 0,02863 0,03100 0,02490 0,02963 0,03123 
40 0,00458 0,00993 0,01288 0,00253 0,00715 0,01008 0,02145 0,02348 0,02433 0,02133 0,02348 0,02430 0,02180 0,02378 0,02435 
50 0,00482 0,00956 0,01226 0,00312 0,00694 0,00934 0,01918 0,01976 0,01986 0,01908 0,01974 0,01986 0,01936 0,01972 0,01990 
60 0,00535 0,00952 0,01173 0,00330 0,00742 0,00942 0,01648 0,01665 0,01667 0,01648 0,01665 0,01667 0,01657 0,01665 0,01667 
70 0,00523 0,00880 0,01024 0,00353 0,00689 0,00867 0,01420 0,01426 0,01429 0,01420 0,01426 0,01429 0,01420 0,01426 0,01429 
80 0,00570 0,00866 0,00995 0,00404 0,00688 0,00835 0,01250 0,01250 0,01250 0,01250 0,01250 0,01250 0,01250 0,01250 0,01250 
90 0,00578 0,00850 0,00954 0,00416 0,00681 0,00831 0,01111 0,01111 0,01111 0,01111 0,01111 0,01111 0,01111 0,01111 0,01111 
100 0,00530 0,00774 0,00872 0,00395 0,00640 0,00757 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 
B 
10 0,00430 0,01460 0,02400 0,00200 0,00770 0,01600 0,01480 0,03270 0,04460 0,01130 0,03010 0,04200 0,02020 0,03790 0,04790 
20 0,00495 0,01240 0,01820 0,00210 0,00790 0,01300 0,02195 0,03380 0,03830 0,02035 0,03305 0,03810 0,02465 0,03475 0,03880 
30 0,00600 0,01333 0,01783 0,00263 0,00817 0,01160 0,02267 0,02803 0,03037 0,02217 0,02790 0,03017 0,02407 0,02873 0,03063 
40 0,00585 0,01148 0,01478 0,00270 0,00725 0,01005 0,02058 0,02325 0,02393 0,02038 0,02323 0,02393 0,02125 0,02333 0,02408 
50 0,00594 0,01116 0,01340 0,00318 0,00738 0,01006 0,01882 0,01966 0,01984 0,01874 0,01964 0,01982 0,01898 0,01970 0,01978 
60 0,00675 0,01095 0,01285 0,00357 0,00758 0,00982 0,01647 0,01665 0,01667 0,01645 0,01665 0,01665 0,01648 0,01663 0,01667 
70 0,00646 0,00986 0,01127 0,00370 0,00721 0,00886 0,01416 0,01426 0,01427 0,01416 0,01426 0,01427 0,01417 0,01426 0,01429 
80 0,00701 0,00960 0,01071 0,00419 0,00716 0,00871 0,01246 0,01250 0,01250 0,01246 0,01250 0,01250 0,01249 0,01250 0,01250 
90 0,00684 0,00947 0,01020 0,00436 0,00717 0,00857 0,01110 0,01111 0,01111 0,01110 0,01111 0,01111 0,01111 0,01111 0,01111 
100 0,00647 0,00864 0,00927 0,00420 0,00664 0,00777 0,01000 0,01000 0,01000 0,00999 0,01000 0,01000 0,00999 0,01000 0,01000 
C 
10 0,00500 0,01610 0,02670 0,00200 0,00850 0,01600 0,01440 0,03130 0,04320 0,01160 0,02820 0,04080 0,02000 0,03610 0,04580 
20 0,00570 0,01425 0,02040 0,00230 0,00865 0,01380 0,02085 0,03205 0,03730 0,01930 0,03095 0,03665 0,02375 0,03260 0,03750 
30 0,00703 0,01487 0,01960 0,00300 0,00820 0,01230 0,02163 0,02750 0,02963 0,02120 0,02740 0,02953 0,02303 0,02803 0,02983 
40 0,00680 0,01273 0,01630 0,00293 0,00758 0,01070 0,01970 0,02290 0,02368 0,01955 0,02283 0,02365 0,02025 0,02295 0,02378 
50 0,00726 0,01242 0,01456 0,00340 0,00770 0,01064 0,01844 0,01950 0,01976 0,01840 0,01948 0,01976 0,01858 0,01954 0,01970 
60 0,00782 0,01225 0,01367 0,00385 0,00827 0,01023 0,01625 0,01662 0,01665 0,01625 0,01662 0,01665 0,01632 0,01663 0,01663 
70 0,00740 0,01069 0,01209 0,00387 0,00744 0,00910 0,01414 0,01423 0,01427 0,01414 0,01423 0,01427 0,01410 0,01421 0,01426 
80 0,00798 0,01035 0,01111 0,00458 0,00748 0,00898 0,01246 0,01250 0,01250 0,01246 0,01250 0,01250 0,01248 0,01250 0,01250 
90 0,00781 0,00999 0,01051 0,00474 0,00763 0,00883 0,01110 0,01111 0,01111 0,01110 0,01111 0,01111 0,01110 0,01111 0,01111 
100 0,00730 0,00920 0,00956 0,00460 0,00706 0,00805 0,00999 0,01000 0,01000 0,00999 0,01000 0,01000 0,00998 0,01000 0,01000 
D 
10 0,00570 0,01790 0,02890 0,00260 0,00940 0,01760 0,01380 0,02860 0,04020 0,01090 0,02680 0,03750 0,01960 0,03450 0,04470 
20 0,00670 0,01560 0,02220 0,00260 0,00865 0,01445 0,01925 0,03015 0,03530 0,01785 0,02955 0,03490 0,02190 0,03115 0,03545 
30 0,00833 0,01617 0,02043 0,00333 0,00903 0,01307 0,02050 0,02660 0,02880 0,02000 0,02630 0,02860 0,02120 0,02680 0,02897 
40 0,00820 0,01413 0,01705 0,00328 0,00833 0,01155 0,01920 0,02240 0,02340 0,01898 0,02233 0,02335 0,01943 0,02233 0,02333 
50 0,00848 0,01328 0,01532 0,00384 0,00822 0,01140 0,01802 0,01940 0,01968 0,01798 0,01938 0,01966 0,01804 0,01924 0,01964 
60 0,00885 0,01278 0,01400 0,00415 0,00852 0,01085 0,01597 0,01658 0,01663 0,01595 0,01658 0,01663 0,01600 0,01653 0,01663 
70 0,00826 0,01139 0,01247 0,00449 0,00784 0,00954 0,01409 0,01420 0,01424 0,01409 0,01420 0,01424 0,01403 0,01420 0,01423 
80 0,00866 0,01064 0,01140 0,00508 0,00795 0,00944 0,01246 0,01248 0,01250 0,01246 0,01248 0,01250 0,01245 0,01248 0,01250 
90 0,00831 0,01026 0,01063 0,00522 0,00799 0,00909 0,01109 0,01110 0,01111 0,01109 0,01110 0,01111 0,01109 0,01111 0,01111 
100 0,00785 0,00940 0,00969 0,00506 0,00734 0,00835 0,00999 0,00999 0,01000 0,00999 0,00999 0,01000 0,00998 0,00999 0,01000 
1/α corresponde al nivel de significancia estadística.












































Test ANOVA MANOVA L2N FN GPF
Gráfica A.2.
Variabilidad de las tasas de error empírico tipo I de las pruebas de análisis de varianza en cada
ensayo y nivel de significancia para la descomposición de la variable respuesta en valores CIExyz.
Fuente: Elaboración propia.
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Cuadro A.2.
Variabilidad de las tasas de error tipo I empíricas empleando la descomposición CIExyz, para cada




L2N FN GPF 
𝜶𝜶 
 N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
10 0,00110 0,00500 0,00990 0,00090 0,00490 0,00930 0,00070 0,00490 0,01040 0,00030 0,00400 0,00900 0,00190 0,00690 0,01120 
20 0,00030 0,00250 0,00575 0,00040 0,00250 0,00520 0,00020 0,00210 0,00465 0,00015 0,00190 0,00415 0,00050 0,00240 0,00485 
30 0,00033 0,00207 0,00383 0,00027 0,00130 0,00313 0,00037 0,00143 0,00323 0,00037 0,00140 0,00303 0,00047 0,00170 0,00330 
40 0,00023 0,00123 0,00243 0,00028 0,00125 0,00258 0,00025 0,00143 0,00280 0,00023 0,00128 0,00275 0,00045 0,00153 0,00273 
50 0,00022 0,00086 0,00190 0,00018 0,00090 0,00178 0,00022 0,00104 0,00194 0,00020 0,00102 0,00190 0,00020 0,00094 0,00202 
60 0,00022 0,00067 0,00155 0,00022 0,00082 0,00150 0,00020 0,00090 0,00177 0,00018 0,00085 0,00177 0,00022 0,00095 0,00182 
70 0,00020 0,00079 0,00149 0,00014 0,00069 0,00149 0,00019 0,00073 0,00151 0,00017 0,00073 0,00150 0,00017 0,00083 0,00159 
80 0,00009 0,00064 0,00110 0,00006 0,00056 0,00130 0,00013 0,00054 0,00133 0,00010 0,00054 0,00133 0,00016 0,00070 0,00126 
90 0,00012 0,00043 0,00092 0,00011 0,00064 0,00104 0,00007 0,00037 0,00096 0,00007 0,00037 0,00093 0,00003 0,00044 0,00104 
100 0,00013 0,00047 0,00097 0,00009 0,00047 0,00099 0,00006 0,00043 0,00097 0,00006 0,00043 0,00095 0,00007 0,00044 0,00097 
B 
10 0,00100 0,00500 0,01010 0,00070 0,00550 0,00980 0,00130 0,00540 0,01060 0,00080 0,00420 0,00880 0,00260 0,00690 0,01190 
20 0,00040 0,00265 0,00515 0,00045 0,00255 0,00565 0,00020 0,00210 0,00515 0,00010 0,00180 0,00485 0,00065 0,00250 0,00495 
30 0,00033 0,00193 0,00393 0,00027 0,00150 0,00313 0,00037 0,00153 0,00310 0,00030 0,00147 0,00293 0,00053 0,00180 0,00330 
40 0,00033 0,00130 0,00238 0,00030 0,00113 0,00255 0,00028 0,00143 0,00275 0,00020 0,00138 0,00268 0,00040 0,00155 0,00290 
50 0,00018 0,00098 0,00184 0,00022 0,00096 0,00192 0,00016 0,00108 0,00198 0,00016 0,00104 0,00190 0,00026 0,00096 0,00208 
60 0,00020 0,00068 0,00152 0,00018 0,00083 0,00155 0,00028 0,00102 0,00168 0,00022 0,00102 0,00167 0,00030 0,00102 0,00183 
70 0,00016 0,00076 0,00136 0,00020 0,00076 0,00153 0,00017 0,00083 0,00163 0,00016 0,00080 0,00159 0,00024 0,00094 0,00176 
80 0,00013 0,00060 0,00125 0,00010 0,00064 0,00136 0,00013 0,00066 0,00131 0,00013 0,00065 0,00130 0,00021 0,00070 0,00131 
90 0,00010 0,00053 0,00108 0,00012 0,00063 0,00099 0,00010 0,00039 0,00091 0,00010 0,00037 0,00089 0,00004 0,00042 0,00096 
100 0,00014 0,00053 0,00096 0,00010 0,00050 0,00096 0,00008 0,00043 0,00097 0,00007 0,00043 0,00095 0,00011 0,00042 0,00108 
C 
10 0,00120 0,00550 0,01090 0,00070 0,00550 0,01110 0,00150 0,00530 0,01120 0,00090 0,00460 0,00930 0,00310 0,00790 0,01370 
20 0,00060 0,00265 0,00555 0,00070 0,00315 0,00575 0,00025 0,00285 0,00515 0,00020 0,00255 0,00495 0,00105 0,00305 0,00555 
30 0,00047 0,00213 0,00430 0,00023 0,00170 0,00300 0,00037 0,00157 0,00347 0,00027 0,00143 0,00333 0,00057 0,00187 0,00350 
40 0,00043 0,00145 0,00248 0,00030 0,00105 0,00283 0,00045 0,00158 0,00288 0,00043 0,00158 0,00285 0,00045 0,00178 0,00288 
50 0,00020 0,00100 0,00208 0,00024 0,00094 0,00206 0,00020 0,00092 0,00202 0,00020 0,00088 0,00194 0,00024 0,00100 0,00216 
60 0,00022 0,00090 0,00162 0,00017 0,00080 0,00157 0,00033 0,00103 0,00183 0,00032 0,00102 0,00182 0,00037 0,00117 0,00188 
70 0,00021 0,00091 0,00156 0,00024 0,00087 0,00156 0,00023 0,00096 0,00173 0,00023 0,00089 0,00171 0,00024 0,00117 0,00183 
80 0,00018 0,00074 0,00140 0,00011 0,00071 0,00148 0,00018 0,00071 0,00140 0,00016 0,00070 0,00139 0,00026 0,00074 0,00149 
90 0,00017 0,00069 0,00127 0,00012 0,00060 0,00109 0,00013 0,00046 0,00091 0,00011 0,00046 0,00091 0,00008 0,00048 0,00093 
100 0,00018 0,00061 0,00113 0,00010 0,00056 0,00100 0,00015 0,00044 0,00105 0,00015 0,00044 0,00103 0,00015 0,00054 0,00105 
D 
10 0,00160 0,00590 0,01190 0,00110 0,00680 0,01200 0,00180 0,00600 0,01160 0,00110 0,00500 0,00950 0,00380 0,00930 0,01450 
20 0,00065 0,00290 0,00635 0,00065 0,00345 0,00635 0,00045 0,00335 0,00545 0,00035 0,00280 0,00520 0,00100 0,00370 0,00630 
30 0,00050 0,00247 0,00447 0,00027 0,00207 0,00330 0,00053 0,00170 0,00397 0,00040 0,00157 0,00377 0,00073 0,00213 0,00373 
40 0,00045 0,00160 0,00283 0,00038 0,00138 0,00315 0,00055 0,00178 0,00318 0,00050 0,00178 0,00310 0,00053 0,00203 0,00330 
50 0,00028 0,00106 0,00232 0,00030 0,00118 0,00236 0,00026 0,00110 0,00204 0,00024 0,00106 0,00202 0,00028 0,00120 0,00226 
60 0,00028 0,00105 0,00185 0,00022 0,00087 0,00188 0,00040 0,00112 0,00195 0,00038 0,00108 0,00190 0,00047 0,00112 0,00210 
70 0,00034 0,00106 0,00177 0,00030 0,00096 0,00177 0,00027 0,00106 0,00193 0,00027 0,00103 0,00190 0,00029 0,00131 0,00180 
80 0,00021 0,00091 0,00175 0,00013 0,00089 0,00153 0,00023 0,00089 0,00155 0,00021 0,00089 0,00154 0,00033 0,00081 0,00154 
90 0,00027 0,00090 0,00168 0,00014 0,00059 0,00124 0,00012 0,00053 0,00101 0,00012 0,00051 0,00099 0,00012 0,00054 0,00103 
100 0,00024 0,00075 0,00133 0,00011 0,00059 0,00114 0,00021 0,00050 0,00108 0,00021 0,00049 0,00107 0,00022 0,00060 0,00115 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.













































Test ANOVA MANOVA L2N FN GPF
Gráfica A.3.
Variabilidad de la potencia empírica de las pruebas de análisis de varianza en cada ensayo y nivel
de significancia para la descomposición de la variable respuesta en valores CIElab.
Fuente: Elaboración propia.
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Cuadro A.3.





L2N FN GPF 
𝜶𝜶 
 N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
10 0,00130 0,00670 0,01260 0,00200 0,00650 0,01400 0,01380 0,03250 0,04540 0,01050 0,03020 0,04260 0,01950 0,03770 0,04780 
20 0,00090 0,00475 0,00790 0,00195 0,00715 0,01190 0,02195 0,03465 0,03945 0,02080 0,03375 0,03915 0,02520 0,03620 0,04015 
30 0,00083 0,00360 0,00610 0,00250 0,00717 0,01087 0,02360 0,02887 0,03103 0,02320 0,02863 0,03100 0,02490 0,02963 0,03123 
40 0,00108 0,00315 0,00535 0,00235 0,00693 0,00968 0,02145 0,02348 0,02433 0,02133 0,02348 0,02430 0,02180 0,02378 0,02435 
50 0,00100 0,00310 0,00472 0,00290 0,00670 0,00908 0,01918 0,01976 0,01986 0,01908 0,01974 0,01986 0,01936 0,01972 0,01990 
60 0,00100 0,00277 0,00425 0,00313 0,00717 0,00912 0,01648 0,01665 0,01667 0,01648 0,01665 0,01667 0,01657 0,01665 0,01667 
70 0,00091 0,00289 0,00427 0,00326 0,00669 0,00847 0,01420 0,01426 0,01429 0,01420 0,01426 0,01429 0,01420 0,01426 0,01429 
80 0,00100 0,00271 0,00396 0,00388 0,00678 0,00818 0,01250 0,01250 0,01250 0,01250 0,01250 0,01250 0,01250 0,01250 0,01250 
90 0,00110 0,00250 0,00366 0,00396 0,00663 0,00810 0,01111 0,01111 0,01111 0,01111 0,01111 0,01111 0,01111 0,01111 0,01111 
100 0,00101 0,00254 0,00354 0,00383 0,00623 0,00745 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 0,01000 
B 
10 0,00150 0,00840 0,01380 0,00210 0,00710 0,01490 0,01480 0,03270 0,04460 0,01130 0,03010 0,04200 0,02020 0,03790 0,04790 
20 0,00125 0,00690 0,01035 0,00190 0,00720 0,01170 0,02195 0,03380 0,03830 0,02035 0,03305 0,03810 0,02465 0,03475 0,03880 
30 0,00140 0,00503 0,00870 0,00247 0,00727 0,01050 0,02267 0,02803 0,03037 0,02217 0,02790 0,03017 0,02407 0,02873 0,03063 
40 0,00175 0,00490 0,00720 0,00248 0,00653 0,00955 0,02058 0,02325 0,02393 0,02038 0,02323 0,02393 0,02125 0,02333 0,02408 
50 0,00176 0,00476 0,00684 0,00276 0,00674 0,00906 0,01882 0,01966 0,01984 0,01874 0,01964 0,01982 0,01898 0,01970 0,01978 
60 0,00187 0,00435 0,00630 0,00297 0,00690 0,00910 0,01647 0,01665 0,01667 0,01645 0,01665 0,01665 0,01648 0,01663 0,01667 
70 0,00181 0,00437 0,00589 0,00321 0,00653 0,00829 0,01416 0,01426 0,01427 0,01416 0,01426 0,01427 0,01417 0,01426 0,01429 
80 0,00185 0,00428 0,00580 0,00363 0,00650 0,00814 0,01246 0,01250 0,01250 0,01246 0,01250 0,01250 0,01249 0,01250 0,01250 
90 0,00183 0,00412 0,00569 0,00388 0,00646 0,00788 0,01110 0,01111 0,01111 0,01110 0,01111 0,01111 0,01111 0,01111 0,01111 
100 0,00200 0,00380 0,00510 0,00373 0,00609 0,00729 0,01000 0,01000 0,01000 0,00999 0,01000 0,01000 0,00999 0,01000 0,01000 
C 
10 0,00220 0,00920 0,01570 0,00210 0,00820 0,01570 0,01440 0,03130 0,04320 0,01160 0,02820 0,04080 0,02000 0,03610 0,04580 
20 0,00230 0,00860 0,01285 0,00220 0,00745 0,01210 0,02085 0,03205 0,03730 0,01930 0,03095 0,03665 0,02375 0,03260 0,03750 
30 0,00223 0,00737 0,01117 0,00237 0,00693 0,01050 0,02163 0,02750 0,02963 0,02120 0,02740 0,02953 0,02303 0,02803 0,02983 
40 0,00283 0,00683 0,00958 0,00238 0,00613 0,00960 0,01970 0,02290 0,02368 0,01955 0,02283 0,02365 0,02025 0,02295 0,02378 
50 0,00280 0,00660 0,00916 0,00280 0,00654 0,00904 0,01844 0,01950 0,01976 0,01840 0,01948 0,01976 0,01858 0,01954 0,01970 
60 0,00280 0,00625 0,00822 0,00292 0,00672 0,00887 0,01625 0,01662 0,01665 0,01625 0,01662 0,01665 0,01632 0,01663 0,01663 
70 0,00314 0,00611 0,00777 0,00324 0,00629 0,00806 0,01414 0,01423 0,01427 0,01414 0,01423 0,01427 0,01410 0,01421 0,01426 
80 0,00316 0,00613 0,00794 0,00356 0,00633 0,00784 0,01246 0,01250 0,01250 0,01246 0,01250 0,01250 0,01248 0,01250 0,01250 
90 0,00311 0,00599 0,00717 0,00368 0,00632 0,00774 0,01110 0,01111 0,01111 0,01110 0,01111 0,01111 0,01110 0,01111 0,01111 
100 0,00318 0,00550 0,00682 0,00366 0,00602 0,00715 0,00999 0,01000 0,01000 0,00999 0,01000 0,01000 0,00998 0,01000 0,01000 
D 
10 0,00290 0,01050 0,01870 0,00210 0,00910 0,01580 0,01380 0,02860 0,04020 0,01090 0,02680 0,03750 0,01960 0,03450 0,04470 
20 0,00395 0,01065 0,01525 0,00245 0,00795 0,01235 0,01925 0,03015 0,03530 0,01785 0,02955 0,03490 0,02190 0,03115 0,03545 
30 0,00347 0,00963 0,01367 0,00230 0,00687 0,01087 0,02050 0,02660 0,02880 0,02000 0,02630 0,02860 0,02120 0,02680 0,02897 
40 0,00420 0,00870 0,01210 0,00230 0,00643 0,00950 0,01920 0,02240 0,02340 0,01898 0,02233 0,02335 0,01943 0,02233 0,02333 
50 0,00398 0,00850 0,01098 0,00294 0,00666 0,00936 0,01802 0,01940 0,01968 0,01798 0,01938 0,01966 0,01804 0,01924 0,01964 
60 0,00420 0,00805 0,01047 0,00287 0,00672 0,00892 0,01597 0,01658 0,01663 0,01595 0,01658 0,01663 0,01600 0,01653 0,01663 
70 0,00439 0,00757 0,00934 0,00329 0,00633 0,00814 0,01409 0,01420 0,01424 0,01409 0,01420 0,01424 0,01403 0,01420 0,01423 
80 0,00448 0,00789 0,00918 0,00343 0,00641 0,00791 0,01246 0,01248 0,01250 0,01246 0,01248 0,01250 0,01245 0,01248 0,01250 
90 0,00471 0,00731 0,00852 0,00371 0,00614 0,00790 0,01109 0,01110 0,01111 0,01109 0,01110 0,01111 0,01109 0,01111 0,01111 
100 0,00439 0,00687 0,00793 0,00353 0,00596 0,00706 0,00999 0,00999 0,01000 0,00999 0,00999 0,01000 0,00998 0,00999 0,01000 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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Gráfica A.4.
Variabilidad de las tasas de error empírico tipo I de las pruebas de análisis de varianza en cada
ensayo y nivel de significancia para la descomposición de la variable respuesta en valores CIElab.
Fuente: Elaboración propia.
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Cuadro A.4.
Variabilidad de las tasas de error tipo I empíricas empleando la descomposición CIElab, para cada




L2N FN GPF 
𝜶𝜶 
 N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
10 0,00130 0,00470 0,01070 0,00090 0,00430 0,00900 0,00070 0,00490 0,01040 0,00030 0,00400 0,00900 0,00190 0,00690 0,01120 
20 0,00040 0,00235 0,00495 0,00045 0,00265 0,00520 0,00020 0,00210 0,00465 0,00015 0,00190 0,00415 0,00050 0,00240 0,00485 
30 0,00053 0,00170 0,00370 0,00023 0,00133 0,00293 0,00037 0,00143 0,00323 0,00037 0,00140 0,00303 0,00047 0,00170 0,00330 
40 0,00020 0,00128 0,00283 0,00025 0,00113 0,00250 0,00025 0,00143 0,00280 0,00023 0,00128 0,00275 0,00045 0,00153 0,00273 
50 0,00020 0,00108 0,00228 0,00018 0,00094 0,00178 0,00022 0,00104 0,00194 0,00020 0,00102 0,00190 0,00020 0,00094 0,00202 
60 0,00017 0,00090 0,00172 0,00017 0,00080 0,00152 0,00020 0,00090 0,00177 0,00018 0,00085 0,00177 0,00022 0,00095 0,00182 
70 0,00017 0,00094 0,00160 0,00017 0,00070 0,00149 0,00019 0,00073 0,00151 0,00017 0,00073 0,00150 0,00017 0,00083 0,00159 
80 0,00011 0,00070 0,00150 0,00005 0,00055 0,00129 0,00013 0,00054 0,00133 0,00010 0,00054 0,00133 0,00016 0,00070 0,00126 
90 0,00011 0,00047 0,00099 0,00009 0,00064 0,00106 0,00007 0,00037 0,00096 0,00007 0,00037 0,00093 0,00003 0,00044 0,00104 
100 0,00011 0,00047 0,00098 0,00010 0,00048 0,00093 0,00006 0,00043 0,00097 0,00006 0,00043 0,00095 0,00007 0,00044 0,00097 
B 
10 0,00120 0,00620 0,01240 0,00060 0,00480 0,01030 0,00130 0,00540 0,01060 0,00080 0,00420 0,00880 0,00260 0,00690 0,01190 
20 0,00070 0,00300 0,00635 0,00050 0,00270 0,00580 0,00020 0,00210 0,00515 0,00010 0,00180 0,00485 0,00065 0,00250 0,00495 
30 0,00083 0,00307 0,00523 0,00027 0,00157 0,00303 0,00037 0,00153 0,00310 0,00030 0,00147 0,00293 0,00053 0,00180 0,00330 
40 0,00063 0,00240 0,00373 0,00033 0,00125 0,00263 0,00028 0,00143 0,00275 0,00020 0,00138 0,00268 0,00040 0,00155 0,00290 
50 0,00052 0,00206 0,00340 0,00026 0,00102 0,00210 0,00016 0,00108 0,00198 0,00016 0,00104 0,00190 0,00026 0,00096 0,00208 
60 0,00057 0,00182 0,00330 0,00015 0,00077 0,00180 0,00028 0,00102 0,00168 0,00022 0,00102 0,00167 0,00030 0,00102 0,00183 
70 0,00056 0,00164 0,00273 0,00016 0,00094 0,00164 0,00017 0,00083 0,00163 0,00016 0,00080 0,00159 0,00024 0,00094 0,00176 
80 0,00045 0,00176 0,00276 0,00008 0,00070 0,00146 0,00013 0,00066 0,00131 0,00013 0,00065 0,00130 0,00021 0,00070 0,00131 
90 0,00050 0,00174 0,00264 0,00007 0,00063 0,00120 0,00010 0,00039 0,00091 0,00010 0,00037 0,00089 0,00004 0,00042 0,00096 
100 0,00049 0,00131 0,00214 0,00015 0,00056 0,00106 0,00008 0,00043 0,00097 0,00007 0,00043 0,00095 0,00011 0,00042 0,00108 
C 
10 0,00170 0,00850 0,01610 0,00060 0,00530 0,01140 0,00150 0,00530 0,01120 0,00090 0,00460 0,00930 0,00310 0,00790 0,01370 
20 0,00165 0,00615 0,00985 0,00055 0,00320 0,00645 0,00025 0,00285 0,00515 0,00020 0,00255 0,00495 0,00105 0,00305 0,00555 
30 0,00190 0,00620 0,00920 0,00027 0,00180 0,00343 0,00037 0,00157 0,00347 0,00027 0,00143 0,00333 0,00057 0,00187 0,00350 
40 0,00185 0,00518 0,00788 0,00035 0,00170 0,00318 0,00045 0,00158 0,00288 0,00043 0,00158 0,00285 0,00045 0,00178 0,00288 
50 0,00206 0,00514 0,00676 0,00032 0,00120 0,00254 0,00020 0,00092 0,00202 0,00020 0,00088 0,00194 0,00024 0,00100 0,00216 
60 0,00207 0,00493 0,00695 0,00020 0,00097 0,00215 0,00033 0,00103 0,00183 0,00032 0,00102 0,00182 0,00037 0,00117 0,00188 
70 0,00196 0,00456 0,00619 0,00029 0,00109 0,00207 0,00023 0,00096 0,00173 0,00023 0,00089 0,00171 0,00024 0,00117 0,00183 
80 0,00226 0,00500 0,00646 0,00018 0,00110 0,00184 0,00018 0,00071 0,00140 0,00016 0,00070 0,00139 0,00026 0,00074 0,00149 
90 0,00234 0,00463 0,00599 0,00013 0,00082 0,00151 0,00013 0,00046 0,00091 0,00011 0,00046 0,00091 0,00008 0,00048 0,00093 
100 0,00195 0,00441 0,00560 0,00022 0,00089 0,00149 0,00015 0,00044 0,00105 0,00015 0,00044 0,00103 0,00015 0,00054 0,00105 
D 
10 0,00310 0,01300 0,02120 0,00100 0,00690 0,01270 0,00180 0,00600 0,01160 0,00110 0,00500 0,00950 0,00380 0,00930 0,01450 
20 0,00370 0,01055 0,01590 0,00105 0,00410 0,00700 0,00045 0,00335 0,00545 0,00035 0,00280 0,00520 0,00100 0,00370 0,00630 
30 0,00450 0,01103 0,01493 0,00050 0,00220 0,00420 0,00053 0,00170 0,00397 0,00040 0,00157 0,00377 0,00073 0,00213 0,00373 
40 0,00428 0,00953 0,01283 0,00050 0,00225 0,00408 0,00055 0,00178 0,00318 0,00050 0,00178 0,00310 0,00053 0,00203 0,00330 
50 0,00462 0,00882 0,01142 0,00044 0,00162 0,00330 0,00026 0,00110 0,00204 0,00024 0,00106 0,00202 0,00028 0,00120 0,00226 
60 0,00502 0,00907 0,01122 0,00032 0,00137 0,00265 0,00040 0,00112 0,00195 0,00038 0,00108 0,00190 0,00047 0,00112 0,00210 
70 0,00497 0,00807 0,00963 0,00041 0,00160 0,00266 0,00027 0,00106 0,00193 0,00027 0,00103 0,00190 0,00029 0,00131 0,00180 
80 0,00541 0,00841 0,00959 0,00036 0,00155 0,00224 0,00023 0,00089 0,00155 0,00021 0,00089 0,00154 0,00033 0,00081 0,00154 
90 0,00537 0,00781 0,00894 0,00022 0,00120 0,00213 0,00012 0,00053 0,00101 0,00012 0,00051 0,00099 0,00012 0,00054 0,00103 
100 0,00524 0,00735 0,00834 0,00038 0,00122 0,00198 0,00021 0,00050 0,00108 0,00021 0,00049 0,00107 0,00022 0,00060 0,00115 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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Anexo B.
Diferencia mínima por detectar en un
















































Variabilidad de la potencia empírica de las pruebas de análisis de varianza para el ensayo E, según
nivel de significancia y diferencia mínima por detectar.
Fuente: Elaboración propia.
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Variabilidad de la potencia empírica de las pruebas de análisis de varianza para el ensayo F, según

















































Variabilidad de la potencia empírica de las pruebas de análisis de varianza para el ensayo G según
nivel de significancia y diferencia mínima por detectar.
Fuente: Elaboración propia.
















































Variabilidad de la potencia empírica de las pruebas de análisis de varianza para el ensayo H, según
nivel de significancia y diferencia mínima por detectar.
Fuente: Elaboración propia.
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Anexo C.














































Variabilidad de la potencia empírica de las pruebas de análisis de varianza de dos vías con interac-
ción en cada ensayo, según nivel de significancia.
Fuente: Elaboración propia.
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Cuadro C.1.
Variabilidad de la potencia empírica de las pruebas de análisis de varianza de dos vías con interac-




L2N FN GPF 
𝜶𝜶 
N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
50 0,0003 0,0013 0,0027 0,0008 0,0028 0,0046 0,0026 0,0058 0,0083 0,0025 0,0057 0,0082 0,0030 0,0066 0,0091 
100 0,0003 0,0011 0,0020 0,0011 0,0029 0,0040 0,0039 0,0065 0,0075 0,0038 0,0064 0,0074 0,0044 0,0068 0,0078 
150 0,0004 0,0011 0,0016 0,0014 0,0027 0,0036 0,0041 0,0054 0,0058 0,0041 0,0054 0,0058 0,0043 0,0055 0,0059 
200 0,0003 0,0009 0,0014 0,0014 0,0027 0,0032 0,0039 0,0046 0,0048 0,0039 0,0046 0,0048 0,0041 0,0047 0,0048 
250 0,0003 0,0009 0,0013 0,0016 0,0026 0,0031 0,0036 0,0039 0,0039 0,0036 0,0039 0,0039 0,0037 0,0039 0,0040 
300 0,0003 0,0007 0,0012 0,0016 0,0023 0,0027 0,0031 0,0033 0,0033 0,0031 0,0033 0,0033 0,0032 0,0033 0,0033 
350 0,0003 0,0008 0,0012 0,0016 0,0023 0,0025 0,0028 0,0028 0,0028 0,0028 0,0028 0,0028 0,0028 0,0028 0,0028 
400 0,0004 0,0008 0,0011 0,0017 0,0022 0,0023 0,0025 0,0025 0,0025 0,0025 0,0025 0,0025 0,0025 0,0025 0,0025 
450 0,0004 0,0008 0,0010 0,0016 0,0020 0,0021 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 
500 0,0004 0,0008 0,0010 0,0016 0,0019 0,0019 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 
B 
50 0,0003 0,0013 0,0023 0,0007 0,0025 0,0041 0,0019 0,0050 0,0072 0,0019 0,0050 0,0072 0,0024 0,0056 0,0080 
100 0,0003 0,0011 0,0019 0,0009 0,0024 0,0037 0,0029 0,0056 0,0069 0,0029 0,0056 0,0069 0,0036 0,0061 0,0071 
150 0,0003 0,0010 0,0015 0,0011 0,0024 0,0032 0,0034 0,0049 0,0055 0,0034 0,0049 0,0054 0,0037 0,0050 0,0056 
200 0,0003 0,0008 0,0013 0,0012 0,0023 0,0029 0,0034 0,0043 0,0046 0,0034 0,0043 0,0046 0,0035 0,0044 0,0047 
250 0,0003 0,0008 0,0012 0,0013 0,0023 0,0028 0,0033 0,0037 0,0038 0,0033 0,0037 0,0038 0,0034 0,0038 0,0039 
300 0,0002 0,0007 0,0011 0,0013 0,0021 0,0025 0,0030 0,0032 0,0033 0,0030 0,0032 0,0033 0,0030 0,0032 0,0033 
350 0,0003 0,0007 0,0011 0,0013 0,0021 0,0023 0,0027 0,0028 0,0028 0,0027 0,0028 0,0028 0,0027 0,0028 0,0028 
400 0,0003 0,0007 0,0011 0,0014 0,0020 0,0022 0,0024 0,0025 0,0025 0,0024 0,0025 0,0025 0,0024 0,0025 0,0025 
450 0,0003 0,0007 0,0009 0,0014 0,0018 0,0020 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 
500 0,0003 0,0007 0,0010 0,0014 0,0017 0,0019 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 
C 
50 0,0004 0,0013 0,0024 0,0007 0,0024 0,0039 0,0014 0,0044 0,0064 0,0014 0,0043 0,0064 0,0020 0,0047 0,0070 
100 0,0003 0,0010 0,0018 0,0008 0,0021 0,0034 0,0023 0,0047 0,0060 0,0023 0,0047 0,0060 0,0028 0,0052 0,0064 
150 0,0004 0,0009 0,0015 0,0009 0,0021 0,0030 0,0026 0,0043 0,0049 0,0026 0,0043 0,0049 0,0030 0,0043 0,0050 
200 0,0002 0,0008 0,0013 0,0010 0,0020 0,0027 0,0028 0,0039 0,0043 0,0028 0,0039 0,0043 0,0031 0,0040 0,0044 
250 0,0003 0,0008 0,0012 0,0011 0,0020 0,0026 0,0028 0,0035 0,0037 0,0028 0,0035 0,0037 0,0030 0,0036 0,0037 
300 0,0002 0,0007 0,0011 0,0011 0,0019 0,0023 0,0027 0,0031 0,0032 0,0027 0,0031 0,0032 0,0028 0,0031 0,0032 
350 0,0003 0,0007 0,0011 0,0011 0,0019 0,0022 0,0026 0,0028 0,0028 0,0026 0,0028 0,0028 0,0026 0,0028 0,0028 
400 0,0003 0,0007 0,0011 0,0012 0,0019 0,0021 0,0023 0,0025 0,0025 0,0023 0,0025 0,0025 0,0024 0,0025 0,0025 
450 0,0003 0,0006 0,0009 0,0012 0,0017 0,0019 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 0,0022 
500 0,0003 0,0007 0,0010 0,0013 0,0016 0,0018 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 0,0020 
1/α corresponde al nivel de significancia estadística.














































Variabilidad de las tasas de error tipo I de las pruebas de análisis de varianza de dos vías con inter-
acción en cada ensayo, según nivel de significancia.
Fuente: Elaboración propia.
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Cuadro C.2.
Variabilidad de las tasas de error tipo I de las pruebas de análisis de varianza de dos vías con
interacción en cada ensayo, según nivel de significancia.
Ensayos ANOVA MANOVA 
FUNCIONAL 
L2N FN GPF 
𝜶𝜶 
N 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 0,01 0,05 0,1 
A 
50 0,00018 0,00088 0,00208 0,00012 0,00082 0,00190 0,00010 0,00076 0,00158 0,00008 0,00076 0,00158 0,00016 0,00086 0,00180 
100 0,00006 0,00038 0,00085 0,00008 0,00047 0,00085 0,00012 0,00043 0,00088 0,00011 0,00043 0,00088 0,00014 0,00040 0,00083 
150 0,00005 0,00037 0,00070 0,00007 0,00032 0,00064 0,00009 0,00030 0,00067 0,00009 0,00030 0,00067 0,00009 0,00039 0,00069 
200 0,00006 0,00024 0,00049 0,00005 0,00028 0,00058 0,00006 0,00025 0,00048 0,00006 0,00025 0,00048 0,00007 0,00025 0,00055 
250 0,00003 0,00021 0,00039 0,00002 0,00024 0,00046 0,00002 0,00021 0,00046 0,00002 0,00021 0,00046 0,00003 0,00020 0,00040 
300 0,00002 0,00015 0,00033 0,00003 0,00017 0,00034 0,00004 0,00018 0,00034 0,00004 0,00018 0,00034 0,00004 0,00017 0,00034 
350 0,00003 0,00014 0,00028 0,00003 0,00016 0,00027 0,00003 0,00016 0,00031 0,00003 0,00016 0,00031 0,00004 0,00016 0,00027 
400 0,00002 0,00011 0,00024 0,00003 0,00012 0,00027 0,00002 0,00013 0,00029 0,00002 0,00013 0,00029 0,00003 0,00013 0,00026 
450 0,00001 0,00010 0,00023 0,00002 0,00006 0,00016 0,00002 0,00011 0,00020 0,00002 0,00011 0,00020 0,00001 0,00009 0,00020 
500 0,00003 0,00009 0,00019 0,00002 0,00012 0,00020 0,00002 0,00010 0,00021 0,00002 0,00010 0,00021 0,00003 0,00010 0,00020 
B 
50 0,00020 0,00096 0,00182 0,00014 0,00092 0,00180 0,00010 0,00084 0,00156 0,00010 0,00082 0,00156 0,00022 0,00086 0,00178 
100 0,00007 0,00045 0,00085 0,00010 0,00046 0,00091 0,00012 0,00041 0,00092 0,00012 0,00041 0,00090 0,00013 0,00050 0,00088 
150 0,00007 0,00037 0,00071 0,00008 0,00032 0,00065 0,00007 0,00033 0,00069 0,00007 0,00033 0,00068 0,00009 0,00037 0,00067 
200 0,00006 0,00025 0,00048 0,00004 0,00027 0,00052 0,00008 0,00025 0,00050 0,00007 0,00025 0,00050 0,00007 0,00026 0,00055 
250 0,00004 0,00021 0,00037 0,00004 0,00022 0,00047 0,00003 0,00023 0,00040 0,00003 0,00023 0,00040 0,00004 0,00019 0,00039 
300 0,00002 0,00014 0,00029 0,00004 0,00015 0,00032 0,00004 0,00017 0,00032 0,00004 0,00017 0,00032 0,00004 0,00018 0,00032 
350 0,00003 0,00013 0,00028 0,00002 0,00014 0,00027 0,00003 0,00015 0,00031 0,00003 0,00015 0,00031 0,00003 0,00015 0,00028 
400 0,00002 0,00011 0,00024 0,00003 0,00013 0,00025 0,00002 0,00014 0,00028 0,00002 0,00014 0,00028 0,00002 0,00013 0,00025 
450 0,00001 0,00009 0,00022 0,00002 0,00007 0,00019 0,00002 0,00012 0,00020 0,00002 0,00012 0,00020 0,00001 0,00010 0,00021 
500 0,00003 0,00009 0,00020 0,00002 0,00011 0,00021 0,00002 0,00010 0,00021 0,00002 0,00010 0,00021 0,00003 0,00010 0,00020 
C 
50 0,00020 0,00088 0,00174 0,00016 0,00090 0,00178 0,00010 0,00084 0,00176 0,00010 0,00082 0,00174 0,00022 0,00090 0,00170 
100 0,00006 0,00046 0,00084 0,00009 0,00047 0,00093 0,00009 0,00039 0,00100 0,00009 0,00039 0,00098 0,00011 0,00049 0,00084 
150 0,00009 0,00037 0,00067 0,00006 0,00033 0,00065 0,00007 0,00037 0,00069 0,00007 0,00036 0,00069 0,00010 0,00037 0,00074 
200 0,00005 0,00023 0,00054 0,00005 0,00027 0,00051 0,00006 0,00023 0,00050 0,00006 0,00023 0,00050 0,00006 0,00030 0,00055 
250 0,00004 0,00021 0,00040 0,00005 0,00023 0,00047 0,00003 0,00022 0,00043 0,00003 0,00022 0,00043 0,00003 0,00018 0,00040 
300 0,00002 0,00012 0,00029 0,00004 0,00013 0,00033 0,00005 0,00015 0,00032 0,00005 0,00015 0,00032 0,00004 0,00017 0,00032 
350 0,00003 0,00013 0,00028 0,00002 0,00012 0,00026 0,00002 0,00014 0,00033 0,00002 0,00013 0,00033 0,00003 0,00015 0,00027 
400 0,00002 0,00012 0,00025 0,00003 0,00014 0,00026 0,00003 0,00014 0,00029 0,00003 0,00014 0,00029 0,00002 0,00012 0,00024 
450 0,00001 0,00012 0,00022 0,00001 0,00007 0,00019 0,00001 0,00012 0,00022 0,00001 0,00012 0,00022 0,00002 0,00010 0,00019 
500 0,00003 0,00011 0,00020 0,00003 0,00010 0,00020 0,00003 0,00009 0,00022 0,00003 0,00009 0,00022 0,00002 0,00010 0,00019 
1/α corresponde al nivel de significancia estadística.
2/Estimadas a partir de 1000 iteraciones.
Fuente: Elaboración propia.
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