Delivering the packets on an end-to-end reliable path with high efficiency in wireless sensor networks is challenging because of the highly dynamic and unpredictable bursty wireless links. In this paper, we describe a burst-link-aware routing protocol, called BLAR, for wireless sensor networks, which has three salient features. First, it discusses the impact of bursty links on routing protocol performance, and exploits an efficient burstiness identification method (BIM) to identify the existence of the bursty links by passively measuring the RSSI (received signal strength indicator) value of packets received from neighbours. Second, BLAR presents a timely and adaptive link quality estimator, named EasiLQE, which uses error-based filter and takes account into the bursty links identification. Finally, it proposes a direction-aware route establishment (DARE) strategy that uses EasiETX routing metric to establish route based on EasiLQE. We have evaluated the BLAR on our 8-node Telosb testbed, and discussed its performance benefits in comparison to the CTP, a well-established, well-tested, and widely used data collection protocol that is part of the TinyOS2.1 release. The experiment results have shown that the BLAR can provide highly reliable data collection while achieves an average of 17.3% reduction of cost compared to CTP in indoor environment, and 17.5% in outdoor environment, and a maximum of 45.4% reduction of beacon cost in outdoor environment.
Introduction
Routing in wireless networks has been an active research area for many years. Much of the prior work in the literature has focused on finding long-term reliable path for routing packets. For example, Couto et al. [5] measures link loss ratios by periodically broadcasting the beacons, and finds paths with the fewest expected number of (re)transmissions (ETX) required to deliver a packet to a destination. WCETT [18] proposes a routing metric ETT, a bandwidth-aware function of the ETX to compute the path metric, weighted cumulative expected transmission time. CTP [17] and BVR [19] also select links as suggested by their link quality estimators [3, 20] . To achieve better connectivity and reliable packet delivery ratio, these link quality estimators restrict communication to neighbours with long-term high quality links, which identified based on long-term success rate of a link collected over a time frame in the order of minutes. However, recent studies have observed that most of the wireless links are bursty [16, 21] , swing between high and low packet reception rate, sometimes on the time scales of hundreds of milliseconds, especially in low power complex wireless sensor networks, for example, where have moving people or objects, other wireless networks, or vile weather factors. Aguayo et al. [4] found bursty losses in some links of an 802.11b mesh network. Cerpa et al. [1] conducted a detailed study of the temporal variations inherent in low power wireless links, and indicated that these properties have high impact on the performance of routing algorithm. Srinivasan et al. [10] studied various 802.15.4 and 802.11 links and presents a metric, β , which qualifies the burstiness at the level of individual packets, namely in a short-term time-scale. Paper [2] investigates the temporal properties in body area networks and found that measuring packet delivery ratio over short time period can show significant variance and does not predict the long term average packet delivery ratio accurately. Paper [11] has observed that estimates from infrequent beacons need not be applicable to frequent data transmissions. Therefore, there are several limitations in existing routing technology using long-term link quality metric, especially in the presence of burstiness. First, in order to limit the control overhead, existing routing protocol use long-term broadcastbased beacons to actively probe the link quality, therefore, they respond slowly to link dynamics and can not identify the short-term link properties, such as burstiness. Second, without considering the link burstiness, the performance of routing protocol will be degraded [16, 21] . Finally, routing packets over bursty links incurs extra retransmissions [16] and increases the cost to deliver packets. To overcome the above limitations of existing routing technology in the presence of burstiness, we present a burstlink-aware routing protocol, called BLAR, which has the following contributions. First, it shows how bursty links can affect the performance of routing protocol, and exploits an efficient burstiness identification method (BIM) by passively measuring the value of RSSI in a short-term period. When the BIM finds that the link is going to be bursty, it informs the EasiLQE to probe the link more frequently. Second, considering the existence of bursty links, it presents a timely and adaptive link quality estimator, EasiLQE. EasiLQE is based on error-based filter and BIM, which can react quickly to link quality fluctuation, and keep stable when the link status is in good condition. Thus, the EasiLQE can achieve high estimation accuracy. Finally, taking account into the asymmetrical link problems [6, 12, 13] and characteristic of data flow in wireless sensor networks, BLAR establishes the route based on EasiLQE using EasiETX routing metric, which is derived form ETX. We implement the BLAR in TinyOS2.1 and evaluate its performance on an 8-node Telosb testbed both in indoor and outdoor environment. Our evaluation results have shown that BLAR achieves an average of 17.3% reduction of cost compared to CTP in indoor environment, and 17.5% in outdoor environment, and a maximum of 45.4% reduction of beacon cost in outdoor environment. The rest of this paper is organized as follows. Section 2 analyses the effect of link burstiness on CTP. In section 3, a detailed description of BLAR is presented, while section 4 presents the evaluation results, followed by some concluding remarks in section 5.
Impact of Burstiness on Routing
In this section, we will focus on the CTP, a sate-of-the-art routing protocol widely used in current wireless sensor networks, to exploit how the link burstiness can affect CTP's performance and advocate why we should explicitly take into account the link burstiness when design and implement routing protocol.
Experiment Design
(a) The telosb platform.
(b) The outdoor physical topology.
(c) The indoor physical topology. We carried out our study on an 8-node testbed developed at Institute of Computing Technology, China Academy of Sciences (ICT-CAS) [7] . The testbed was placed at two different locations. One (figure 1(c)) was located in office building at the ICT-CAS (indoor environment), where has other wireless networks, for example, 802.11b. The nodes were placed at the entrance of elevator or stairs in the first floor, where has people moving to and fro frequently. Another one ( figure 1(b) ) was placed at the residential quarter for ICT-CAS students (outdoor environment), where also has people moving around frequently. The outdoor environment is more complex. The testbed uses telosb platform equipped with a CC2420 radio [8] , which is based on IEEE802.15.4 standard. The Figure 1 shows the platform and topologies we used. Every circle represents a sensor node. The node 0 works as the sink. CC2420 works at 2.4GHz ISM band with an effective data rate of 256kbps, and it has 16 non-overlapping channels (number 11 through 26), spaced 5 MHz apart. In our experiment, we programmed the every node to send packets at the rate of one packet every second in channel 16, which shares the same frequency band with 802.11b networks, at the maximum transmission power level. We also enable the sink node to analysis the results every 60 seconds. Every experiment run lasted two hours. Figure 2 gives the indoor experiment result, and Figure 3 shows the outdoor experiment result. The table 1 summarizes the average results comparison between these two environments. The above experiment results clarify the following problems: 1. The packet deliver ratio (PDR) suffers fluctuation in short-time scale, although the average PDR keeps high, 98.59% and 93.88% respectively in two environments, and the outdoor environmental results show that at the begin of experiment, the PDR shows high fluctuation, even drops below 20%. This is because the link quality fluctuates quickly in short-term scale and show high burstiness in very complex environment, for instance, where has moving people, obstacles or other wireless networks. Thus, the link burstiness affects the reliability of routing protocol in short-time period. 2. The beacon number increases heavily because of frequent broadcast of beacons to probe the link quality in the presence of link burstiness. In indoor environment, the average beacon number per packet is only 0.024, however, it is up to 0.1005 in the outdoor environment, which increased more than fourfold. Also we can find that the node 2 in indoor environment and node 3 in outdoor environment sent more beacons than other nodes, because these two nodes in the network are more vulnerable to burstiness, which is consistent with their position shown in figure 1. 3. The data (re)transmissions also increased with the link becoming more fluctuant. In indoor environment, the average transmissions is 2.6889 per packet, while in outdoor environment, it increased to 2.9456. The trace datum we collected from the experiment show that the routing decisions adapts slowly to link burstiness, so results in many data retransmissions. Therefore, in the face of link burstiness, it is essential for routing protocol to explicitly takes account into burstiness and accurately reflect the link status in time to guarantee high reliability while keep low cost, especially, for the resource (bandwidth and energy) constrained wireless sensor networks.
Preliminary Results

The Design of BLAR
This section describes the design of BLAR, a burst-linkaware routing protocol derived from CTP. The main task of BIM is to identify the existence of link burstiness and provides this information to link quality estimator and routing process. For this purpose, the BIM overhears the packets (including beacons and data packets) sent by neighbouring nodes, and records the received packets' average value of RSSI in a short-term period. Based on the RSSI average value, the BIM decides whether the link is in bursty status, and informs the EasiLQI and routing process accordingly. Thus, due to its passive design, it identifies the existence of link burstiness without incurring extra control overhead. The RSSI is provided by the CC2420 radio, and it is the estimate of the signal power calculated over 8 symbol periods. Recent studies [9, 15] have shown that the RSSI is a promising link quality indicator when its value is above the sensitivity threshold of CC2420 (-90dBm). At the edge of this threshold, however, it does not have a good correlation with the link quality. The figure 5 shows the packet reception ratio (PRR) against RSSI average value over time from our indoor experiment. Outdoor experiment has the similar result. The results show that when the RSSI is below -85dBm, the link shows high burstiness, namely the PRR varies rather greatly. When the RSSI average value is greater than -85dBm, almost all the time the PRR is at least 80%, indicating a good link quality. These results suggest that the RSSI is not a perfect indicator for link quality, but it is sufficient for our need. BIM does not require a very accurate measure of link quality because it only uses it to identify the existence of link burstiness and informs link quality estimator and routing process to make further decisions. In this paper, the BIM passively overhears the packets received from neighbours and measures the average RSSI value in a fixed period, which is dependent on the application. A high data rate application needs a high frequent RSSI measuring. In our paper, we compute the average RSSI value in every 7 seconds.
Burstiness Identification Method
EasiLQE
An accurate and real-time while stable link quality estimator is a fundamental building block for routing protocol in wireless sensor networks. Recently, the state-of-the-art link quality estimator [3, 20] uses window mean with exponentially weighted moving average (WMEWMA) filter to smooth noisy network observation. The EWMA takes the following form:
Where E t is the newly generated, smoothed estimate, 1 E t− is the prior estimate, and O t is the current observation. The term α is the smoothing factor subject to 0 1 α ≤ ≤ , which determines the proportional weight assigned to the new observation and the old estimate. Unfortunately, the smoothing factor α is always constant. When old estimate are given more weight, the filter provides good stability, and resists the burstiness in individual observation. When new observations are given more weight, the filter provides good agility, and is able to adapt quickly to link dynamics. However, EWMA can not achieve above two properties at all times. To cope with above limitations, we use the error-based filter (EF) [14] to estimate link quality. The EF uses a predictive power of its estimates, named estimator error t , to adapt its smoothing factor. When the EF produces estimates that match well with reality, these estimates are given more weight through a larger smoothing factor, otherwise, decrease its smoothing factor. The estimator error t is the absolute difference between the past estimate and the current observation. Rather than use raw error, EF uses a secondary EWMA filter to smooth the estimator error:
Where γ is chosen empirically to minimize the estimation error, that is subject to 0 1 γ ≤ ≤ . The smoothing factor of EF is calculated by 1 max
Where max Δ is the largest estimate error among the seven most recent measurements. In our paper, we employ ETX as our link quality metric, and present a link quality estimator EasiLQE. EasiLQE broadcasts the beacons periodically in a long-term scale to probe the link quality between the neighbours and compute the ETX in the same way as paper [5] did. When the EasiLQE learns that the link is bursty (informed by BIM), it increases its frequency (short-term scale) to broadcast beacons in order to adapts quickly to link dynamics. Meanwhile, EasiLQE uses EF to estimate the link quality on-line based on current ETX observation and past ETX estimate to predict the link quality in future by
Where ETX t is the newly estimate ETX value, 1 ETX t− is the past estimate ETX value, ETX current is the current measurement of ETX value. The EasiLQE can be easily implemented on the telosb platform using TinyOS2.1 and estimates the link quality on the fly, thus improving the estimation accuracy. When the link state is good it behaves very stable. However, when the link is very bursty, it adapts quickly to dynamics. Based on this accurate and timely link quality information, the BLAR can converge to optimal route quickly. After describing the operation of EasiLQE, we next detail the direction-aware route establishment (DARE) based on it. The DARE is different form the CTP's corresponding component, which simply multiply the both direction's ETX value of a link between two nodes as the final routing metric. DARE uses the EasiETX as its routing metric to compute the path metric. Before discussing the detail design of EaisETX, we consider the following scenario illustrated by figure 6. There are two links between node A and its neighbours, node B and node C. The link AB is more asymmetrical than AC. The forward PDR is 90%, nevertheless, the reverse PDR is only 60%. The CTP will select the link AC (56%) to route packets other than the link AB (54%). However, considering the data flow characteristic in wireless sensor networks (many applications collect data from many sensors and route the packets to one or several sink nodes), it is more reasonable to use link AB to forward packets, because the forward direction of link AB has 90% PDR, and is more reliable than that of the AC, which only has 70% PDR, especially, when the data is successfully received but the ACK is lost. When the network has many asymmetrical links, the CTP would not perform very well. However, many studies [6, 12 13] 
Direction-Aware Route Establishment
Performance Evaluation
In this section we evaluate the reliability and efficiency of BLAR when compared to CTP, in two environments described in section 2. We use PDR as a measure of reliability and cost as a measure of efficiency to analyze our results.
PDR is the average end-to-end packet delivery ratio of all nodes in network, which reflects the reliability of the routing protocol.
Cost is the average number of beacons (beacon cost) and data (re)transmissions (data cost) per packet received at the sink. Beacon cost is used to establish and maintain a route to the sink. Data cost is used to delivery the application data to the sink. Cost reflects the efficiency of the routing protocol. Figure 9 shows the average PDR results from two experiments. In indoor environment, the average PDR of BLAR decreased a little compared to CTP (98.24% vs. 98.59%). This is because the CTP retransmits the data 32 times before giving up transmitting, thus it achieves high reliability in relative stable environment at the expense of efficiency. However, in outdoor environment, the average PDR of BLAR is 96.06%, demonstrating that the BLAR is more reliable than CTP (93.88%) in very bursty environment. Examining our experiment logs, this occurs because the EasiLQE can adapt quickly to link dynamics, thus the BLAR can use more accurate link quality information to establish route. Although, the CTP uses adaptive beaconing to dynamically adapt control traffic, it reacts slowly in the face of link burstiness. Considering the following situation: When a stable link suffers bursty interference, the CTP will adapt slow to this change, because it requires 512 seconds (the maximum beacon interval implemented in TinyOS2.1) to take further action. In conclusion, the BLAR maintains an average PDR above 95% in two cases: it meets the reliability goal for almost application, although, it degrades a little in indoor environment compared to the CTP. Figure 10(a) shows the average cost per packet in indoor environment: The BLAR's beacon cost is 0.033 per packet, a little higher than that of CTP (0.024), but the data cost is 2.21 and lower than that of CTP (2.69). Therefore, the overall performance of BLAR is more efficient than that of CTP. The reduction of data cost is the result of more accurate link quality estimation, good route establishment. The increase of beacon cost is due to BLAR's more frequent link quality probing compared to CTP's adaptive beaconing interval (between 64ms and 512000ms) in relative better environment. Figure 10 (b) compares the average cost between BLAR and CTP in outdoor environment. The results illustrates that the beacon cost and data cost of BLAR (0.055, 2.458) is both lower than that of CTP (0.1005, 2.946). Firstly, the BLAR's efficiency advantage lies in its more agile property in face of link burstiness based on BIM in a more complex environment. The CTP uses adaptive beaconing to adapt its control traffic, however, when the link status suffers sudden degrade, it will reset the timer to the minimum interval (64ms) from the maximum interval (512000ms), thus resulting in a slow routing convergence. This also can be found in figure 11 , which plots the number of hop counts needed by every packets sent by every nodes over the time. The CTP has the high possibility of suffering routing loops in the presence of burstiness, thus resulting in more data transmissions. The BLAR can deal with such problem using the strategies we have presented.
Reliability:
Efficiency:
Conclusions
In this paper, we have presented a burst-link-aware routing protocol, called BLAR, for wireless sensor networks. BLAR is composed of four components: BIM, EasiLQE, DARE and RF. BLAR uses BIM to identify the existence of burstiness. The EasiLQE uses error-based filter and burstiness information informed by BIM to estimate the link quality. Moreover, based on accurate and timely link quality information provided by EasiLQE, the BLAR exploit a direction-aware route establishment (DARE) strategy, which takes account into the asymmetrical links problem and application data flow characteristics to compute the routing metric, EasiETX, and selects the best path to the sink. BLAR has been evaluated extensively via experiment on an 8-node telosb testbed, demonstrating its high efficiency and reliability performance based on above mechanisms when compared to the CTP, especially in outdoor environment.
