ABSTRACT While kinematics analysis plays an important role in studying human limb motions, existing methods (namely, direct and inverse kinematics) have their deficiencies. To improve, this paper develops a robust design method using artificial intelligence and applies it to the lower extremity exoskeleton design under a stochastic terrain. An inverse kinematic model is first built considering the impact on human's comfort from the stochastic terrain. Then, a robust design model is constructed based on the inverse kinematic model, where the design framework mimics wolf pack behaviors and the robust design problem is thus solved for keeping probabilistic consistency between the exoskeleton and its wearer. A case study validates the effectiveness of the developed robust method and algorithm, which ensures walking comfort under the stochastic terrain within the validity of simulations.
I. INTRODUCTION
Kinematics analysis plays an important role in studying motions for human limbs. Direct kinematics and inverse kinematics are usually the two approaches adopted. Direct kinematics maps the joints space that is often used in motion study to the Cartesian space that is often used to obtain the position of the end-effector. On contrast, inverse kinematics is expressed as a mapping from the Cartesian space to the joints space for pursuing the positions of the joints. Hence inverse kinematics is used for finding the joint angle trajectories while satisfying the constraints of the end-effector, which has been widely used in computer animation and simulation of articulated figures, motion capture and task feasibility studies [1] .
Existing inverse kinematic methods assume that the positions of joints are deterministic without considering randomness and variability. However, due to the presence of uncertainties in systems and environments [2] - [4] , it is necessary to handle the effect of randomness and variability from the end-effector to the joints during the procedure of inverse kinematics. For example, during rehabilitation training, the effects of randomness on foot from a stochastic terrain should be included for the inverse kinematic problem, even though sensors are used. At present, challenges exist, as inverse kinematics requires solving highly non-linear equations, such as using a geometric [5] , algebraic [6] or iterative [7] method. Closed-form solutions for the first three joints should exist geometrically in the geometric method while the algebraic method could not guarantee the closedform solutions.
In arriving at a solution, an iterative method could be used, but this is prone to converging to one feasible solution, depending on the starting point, that is suboptimal. To address this issue, researchers have studied the use of artificial intelligence based methods. Owing to its intuitive 'black-box' learning characteristics, the artificial neural network has been used for improving the training accuracy and reducing the training time [8] - [12] . For instance, Bingul and Ertunc [8] have used the backpropagation algorithm to solve inverse problems of the industrial robot manipulator with high accuracy; Köker [10] has optimized the neural network using a genetic algorithm for a six-joint Stanford robotic manipulator with minimized error of the end-effector.
Artificial intelligence based optimization methods, such as the genetic algorithm [13] , [14] , artificial bees algorithm [15] , and particle swarm optimization algorithm [16] are the recent focus in directly solving optimization models of the inverse kinematic problems. Tabandeh et al. [13] have used an adaptive niching genetic algorithm to find multiple solutions of the inverse kinematics. Momani et al. [14] have employed the continuous genetic algorithm to solve the optimization model built for the inverse kinematic problem for minimizing the accumulative path deviation in the absence of any obstacles. Pham et al. [15] have used artificial bees algorithm for training multi-layer perceptron neural networks to solve the inverse kinematic problem of an articulated robot manipulator arm. Huang et al. [16] have proposed an optimization method for the inverse kinematics of 7 degree-of-freedom robotic manipulators based on the particle swarm optimization algorithm.
Despite much effort made in finding tractable solutions to inverse kinematic problems, the randomness or variability inherent in systems and working environment affecting the quality of motion has been rarely been taken into consideration so far. Hence, this paper aims to develop a robust design method for inverse kinematic problems of the human lower extremity exoskeleton, such that joints can randomly respond to a stochastic terrain for realizing high robustness. In particular, the paper addresses: (1) the inverse kinematic model of the lower extremity exoskeleton under the stochastic terrain is constructed; (2) a robust design model based on the inverse kinematic model under the stochastic terrain for increasing the comfort of the wearer is presented; (3) a multi-objective optimization framework for solving the robust design based on the developed artificial wolf pack algorithm (AWPA) for ensuring the robustness and consistence of the motion of joints. Meanwhile, the paper will provide design results for gait planning for rehabilitation training and wearable lower extremity exoskeleton under the stochastic terrain.
The remainder of the paper is organized as follows. The determination method of the target position of the endeffector under the stochastic terrain is analyzed in Section 2. Section 3 presents the robust design model for the inverse kinematic problem under a stochastic terrain. Section 4 details the framework for solving the robust design based on AWPA. Results and discussions of a case study are provided in Section 5. Conclusions are drawn in Section 6.
II. DETERMINATION OF TARGET POSITION OF THE END-EFFECTOR UNDER A STOCHASTIC TERRAIN
The lower extremity exoskeleton is assumed to be consisted of three joints and connected with rigid links for the direct and inverse kinematic problems. For the lower extremity exoskeleton model, six-degrees-of-freedom (DOF) are considered, e.g.: three at the hip joint, one at the knee joint and two at the ankle joint. As shown in Figure 1 [17] , a base frame is placed at the center of the pelvis between the hips, namely base X 0 Y 0 Z 0 ; the hip frames are circumduction The corresponding Denavit-Hartenberg (D-H) parameters of the lower extremity exoskeleton are summarized in Table 1 [17] . The position of the end-effector can be obtained with the defined frames in Figure 1 and the corresponding parameters in Table 1 based on the D-H transformation. The D-H transformation matrix is provided as (1) , as shown at the bottom of this page, where
The symbols x, y and z in Eqs. (2) - (4), as shown at the bottom of this page, respectively represent the position of the endeffector in the x, y and z directions.
The human walking cycle begins with the start of the stance phase (foot on the ground) at the heel strike followed by the toe-off and swing phase (foot off the ground), shown 
VOLUME 6, 2018 FIGURE 1. Dynamic frames for lower extremity exoskeleton [17] . in Figure 2 . The stance phase occupies 60% over the whole human walking cycle and swing phase for 40%. Because of symmetry of the lower extremity exoskeleton, we will only consider one side of the lower extremity exoskeleton, e.g. the right side. The time period for the stance phase is defined as [t hs , t t0 ].
The position of the end-effector is theoretically the same as that calculated from D-H transformation based on Eqs. (2) -(4). However, while walking during the stance phase, the foot should keep touch with the terrain possessing randomness, which will affect the actual position of the end-effector. Therefore, the randomness from the stochastic terrain should be considered for calculating the actual position of the endeffector when handling inverse kinematic problems. The actual position of the end-effector at the given time point t hi could be expressed by
where q(vt hi , x ), q(vt hi , y ) and q(vt hi , z ) are random variables for describing the stochastic terrain at the given time point t hi . When the whole stance phase is accounted for, x, y, z and q(vt hi , x ), q(vt hi , y ), q(vt hi , z ) are time-varying, and therefore the general case for Eqs. (5) - (7) could be Eqs. (8) - (10) could be extended for including other inherent or outside uncertainties, where q(vt, x ), q(vt, y ) and q(vt, z ) could be quantified from the stochastic terrain. Studies show that the terrain roughness follows or approximately follows the ergodic stationary stochastic process [19] . In engineering practices, the terrain roughness could be qualified with the power spectral density
where G x (n 0 ) is the coefficient of the terrain roughness; n 0 is the reference space frequency; w is the frequency index. A human walks in the time domain. Therefore, the terrain roughness model is transformed from the space domain to the time domain based on the Flourier transformation
where N is the number of samples; ϕ k is a random variable; t denotes the time step, which is consistent with the discretization step of the human gait; v is the velocity of human walking; n k defines the space frequency. In the latter example for the inverse kinematic problem, the parameters are set to
III. ROBUST OPTIMIZATION MODEL FOR THE INVERSE KINEMATIC PROBLEM UNDER A STOCHASTIC TERRAIN
The randomness of the joints will react to the randomness from the position of the end-effector for ensuring the consistency. Without losing its generality, the stochastic processes β i (t) (i = 1, 2, · · · , 5) are the alternatives to describe the random motion during the stance phase. With the D-H transformation in the direct kinematics, the mapping from the motion of the joints to the position of the end-effector under randomness at the given time point t hi could be represented as
and f 3 (·) in Eqs. (13) - (15) could be illustrated with the mapping in Eqs. (2) - (4) respectively in detail. However, β i (t hi ) (i = 1, 2, · · · , 5) in Eqs. (13) - (15) are random variables while they are deterministic variables in Eqs. (2) - (4).
Because of the complexity of functions x (t hi ), y (t hi ), and z (t hi ), the second order Taylor expansion is implemented. The mean and standard deviation of x (t hi ), y (t hi ), and z (t hi ) can be derived by extending the functions at the mean values (16)- (21), as shown at the bottom of the next page, where E (·) and D (·) denote the mean value and standard deviation; β i (·) denotes the standard deviation of β i (·).
The main objective is comfortable and energy-efficient when designing the exoskeleton. The objective can be realized by minimizing both the difference between the actual and targeted mean values, and the standard deviation of the random motion of the joints at the same time. In other words, the motion of each joint should be robust. Therefore, it is necessary to construct a robust design model for obtaining the optimal solutions. At the given time point t hi , the design variables are expressed as the vector
the objective functions f 1 and f 2 form the robustness index; the consistency between the targeted and the actual position of the end-effector is considered as constraints. The CGA (Clinical Gait Analysis) data measured from the experiments is treated as the targeted mean value for constructing the objective function as the robustness index. Then the robust design model is provided as
FIGURE 3. A wolf pack's dynamic behaviours. The similar robust design model could be built for other time points during the whole stance phase. However, the optimal results for each time points will fluctuate around the actual motion of joints. The smooth method could be implemented for keeping the consistency with the practical case.
Obviously, Eq. (22) is a multi-objective optimization problem. Many methods have been developed for solving multiobjective optimization problems, such as the non-dominated sorting genetic algorithm (NSGA) [20] , the niched-Pareto genetic algorithm (NPGA) [21] , the nondominated sorting genetic algorithm II (NSGA-II) [22] , etc. Generally, the designer could make trade-offs within this set under practical requirements by focusing the set of Pareto front choices but with an unclear indication of optimal diversities for final decision-making. AWPA could provide users with a recommendation list of optimal ranking and optimal trend indications with different risk tolerance [23] . The framework based on the AWPA for solving Eq. (22) will be proposed in Section 4 effectively.
IV. FRAMEWORK FOR ROBUST DESIGN MIMICKING A WOLF PACK A. DYNAMIC BEHAVIORS OF A WOLF PACK
Wolves are always regarded as one of the smartest species on Earth, who have developed the capacity to survive in a wide range of surroundings. The size of a wolf can vary in range, generally, the height varies from 0.6 to 0.95 meters at the shoulder and the weight ranges from 20 to 62 kilograms. Wolves are gregarious animals who mostly live in packs. A wolf pack (WP) is formed when a male (α) and a female wolf (β) meet and stay together as a mated pair, which has its territory to settle in and raise cubs in most years. Their cubs stay within the WP until they are old enough to leave the home WP, usually at 3 years old, at which point they can start a WP of their own.
Fundamentally, the social structure of a WP can be observed as a permanent core pair plus their continuously dispersing offspring. They have a very strict level of the hierarchy that must be adhered to by all of the members of the pack, which allows the WPs to be able to survive.
A WP has a wide range of complex social behaviours. Basically, there are three main behaviours in a WP's everyday life: scouting, calling and besieging. As illustrated in Figure 3 , there is a leader wolf (usually the α male wolf) in a WP, who is responsible for making a decision according to and commanding the wolves to perform proper actions. The scout wolves are sent out to explore the unknown region (Scouting). When the prey has been located in the prey region, scout wolves will report it to the leader wolf and communicate with others by howling (Calling), then the WP will move towards the scout wolves to start the hunting and capturing (Besieging) in the besieging region. In recent years, VOLUME 6, 2018
TABLE 2. Main dimensions of Chinese adults (mm).
a few researchers have proposed their algorithms inspired by the wolf pack behaviour with different preference, such as: hierarchy of grey wolf [26] , wolf pack's hunting strategy [27] and wolf pack's prey search activity [28] - [32] .
B. PROCEDURE OF THE AWPA
Inspired by the swarm intelligence of the WP's dynamic behaviours, the AWPA is an artificial intelligence algorithm that firstly simulates the behaviour of an individual artificial wolf (AW) and constructs a WP [23] . Each AW searches its own local optimal solution and passes information to its self-organized WP, and finally achieves the global optimal solution. The work-flow of the AWPA includes 6 steps of operations: (1) initialization; (2) behaviour selection; (3) behaviour of scouting; (4) behaviour of calling; (5) behaviour of besieging and (6) bulletin.
Initialization: in this step, all the parameters will be initialized, and the program is preparing itself for the next steps.
Behaviour Selection: the behaviour selection step takes 'Scouting' as the default behaviour or initial behaviour for each WP. According to the density of prey in this region, the number of companion and the visual conditions.
Scouting: for a certain AW individual k, S k = {s 1 , . . . , s M } is its finite state set, there is M states that an AW can perform in. Within the AW's visual field, if the current state of this AW is S i and the next state is S j , the AW moves from S i to S j randomly and check the state updating conditions as stated in Eqs. (23) and (24) . As demonstrated in Figure 4 , r ij = S j − S i is the distance between the i th and j th individual AW. F = f (S) is the prey density for this AW, where F is the fitness function, δ is the iteration step, υ is the AW visual constant, and ε is the random moving factor.
Calling: Suppose that the number of this AW's neighbours is γ , the central state is S c , the prey density is F c = f (S c ) and η is the crowd factor. Within its visual field r ij < υ , if F c /γ > ηF i and η ≥ 1, the AW implements the central state driven step; otherwise, when the F c /γ ≤ ηF i or η = 1, the AW will go on with the scouting behaviour, as expressed in Eq. (23) .
Besieging: When the AW's companions reach ''max'' state S max with the number γ within the neighbourhood, the prey density reaches F max at the meantime. As stated in Eq. (25) , with the same conditions as Eq. (23), the AW updates its state in highest prey density region; otherwise, the AW will go on with the searching behaviour, as expressed in Eq. (26) .
Bulletin: The bulletin operation is a step to compare each AW's current state S i with the historical state data, the bulletin data will be replaced and updated only when the current state is better than the last one, as described by Eq. (27) .
Termination criteria: If one of the following conditions is satisfied, the algorithm is terminated: (a) the predetermined maximal number of generations is achieved; (b) the fitness for the best WP is no longer rising; and (c) the fitness of the optimal individual reaches a given threshold. 
C. FRAMEWORK OF THE ROBUST DESIGN BASED ON THE AWPA
The framework based on the AWPA for the robust design can be described as follows.
Step 1: Define the robust design model. Design variables are expressed by the vector
; the objective functions are f 1 (·) and f 2 (·); the consistency between the actual and targeted position of the end-effector is the constraint functions.
Step 2: Initialization. Set up the initial parameters of the AWPA and create the first-generation population.
Step 3: Construct the robustness index. Considering the CGA data as the target, the robust index is constructed.
Step 4: Fitness evaluation. With the objective functions, the fitness values are evaluated.
Step 5: Criterion satisfaction. If the termination criterion is satisfied, go to Step 8. Otherwise, go to the next step.
Step 6: Create the new population. A new population is created by the following operations: Scouting, calling, and Besieging.
Step 7: Loop. Return to Step 3 with the new population for the next generation.
Step 8: End. Output the optimal results.
Step 9: Results analysis. The optimal results will be analyzed and smoothed for realizing the consistency with the practical motion of human walking.
The flowchart of the robust design based on AWPA is schematically depicted in Figure 5 . Generally, an engineer can make trade-offs within this set under practical requirements by focusing the set of Pareto front choices, which provides a visualized demonstration of the Pareto-optimal solution, but with an unclear indication of optimal diversities for decision-making. As given in Figure 6 , it utilizes the fast approach of Pareto-optimal solution recommendation (FPR) using the Pareto risk index (β 2 ) [25] , which provides users with a recommendation list of optimal ranking and optimal trend indications with different risk tolerance.
As shown in Figure 6 , the FPR workflow can be summarized as the following 7 steps:
Step 1: start the program;
Step 2: build fitness function for multi-objective optimization, i.e., [
Step 3: normalize the fitness function as
Step 4: calculate the PRI index β 2 using [f 0
Step 5: rank using β 2 , as given in Eq. (28);
Step 6: calculate the evolutionary trend indices as the fitness function as given in Eq. (29), mean average precision (mmAP) and mean standard deviation (mmSTD) for β 2 ; So, the fitness function of this work can be expressed as:
Step 7: terminate the program.
V. RESULTS AND DISCUSSIONS
The human dimensions stem from the Chinese standard ''Human dimensions of Chinese adults'', which are measured according to the Human ergonomics [24] . The main dimensions of Chinese adults are provided in Table 2 . In this paper, we will take 1678 mm Male as a case and the thigh and leg length are 456 mm and 369 mm respectively. Since the randomness from the stochastic terrain affects the performance during the stance phase, the robust design is implemented for the inverse kinematic problem during the stance phase and the deterministic design is used for the inverse kinematic problem during the swing phase. The corresponding parameters for AWPA optimization are given in Table 3 . The optimal results are shown in Figures 7-11 respectively. The blue curve is the mean of CGA data as the reference. The green curve is the optimal results for the inverse and the red curve is the smooth of the green curve for keeping the consistency with the practical motion. The upper and lower boundaries for 66.26%, 95% and 99% confidence intervals are also provided. From Figures 7-11 , we can see (1) random motion of joints reacts the randomness from the stochastic terrain for keeping the consistence between the human and the lower extremity exoskeleton; (2) the optimal mean are very close to the mean of the CGA data and therefore the proposed methods are accuracy; (3) the motion of the Ankle Dorsi/Plantar flexion is most affected by the stochastic terrain and least for the motion of the Hip Flex/Extension; (4) under the given stochastic terrain, the probability that the practical motion is beyond the common motion is very small because the 99% confidence interval is within the interval between the upper and lower boundaries.
We use ten times to testify the robustness of the proposed framework based on AWPA for a given time point. The histograms of fitness are provided in Fig. 12. From Fig. 12 , we can see the fitness for ten times lies between [2.49, 2.50] and furthermore nine times are the same.
As shown in Figs. 13 and 14 , the red solid line is the moving mean of the average precision (mmAP) and the dashed lines are the moving mean of standard deviation (mmSTD) value of f 1 and f 2 . It shows that the algorithm is converged nearly with 30 generations. The Pareto front of NSGA-II is provided in Fig. 15 .
To make a comparison for NSGA-II and AWPA methods both in computational accuracy and efficiency, the generations and the objective function values are given in Table IV . The objective function value f 2 is determined from the Pareto front for NSGA-II under the same objective function value f 1 with that of the AWPA method. From Table IV , we can know the computational accuracy is similar while AWPA method has a higher computational efficiency.
VI. CONCLUSIONS
In this paper, we have developed a robust design method, which is novel for the lower extremity exoskeleton design. Within the validity of the simulations, optimal designs are achieved under a stochastic terrain by considering the effect of the stochastic terrain to the dynamic performance of the lower extremity exoskeleton via mimicking wolf packs. In achieving these, an inverse kinematic model for the lower extremity exoskeleton is first constructed by considering the stochastic terrain. The robust design model is then built for optimally assigning the randomness from the stochastic terrain to each joint. The optimization framework for the robust design based on the AWPA is thus completed. The results of the case study show that (1) the probabilistic consistency between the human and exoskeleton has been satisfied, such as that there is rare failure for each joint under the 99% confidence interval; (2) the optimization framework for the robust design is effective with high robustness and accuracy within the validity of simulations.
In future work, we shall enhance the exoskeleton design by developing time-variant robustness and reliability indices for capturing the time-varying and nonlinear performance of the exoskeleton during a dynamic waking cycle. Furthermore, the proposed AWPA algorithm will be embedded in the computational intelligence assisted design framework for physical prototyping, as sensors, actuators and controller chips for real-time control system applications are becoming standardized.
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