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Abstract-The construction of initial conditions that provide a guaranteed convergence of zero- 
finding methods has attracted a great deal of attention for many years. In this paper, we consider 
convergent properties of the Laguerre-like method of the fourth order for the simultaneous approxima- 
tion of polynomial zeros. Using a procedure based on Smale’s point estimation theory and some recent 
results concerned with localization of complex polynomial zeros, we state initial conditions which en- 
able both the guaranteed and fast convergence of this method. These conditions are computationally 
verifiable since they depend only on initial approximations, polynomial coefficients, and polynomial 
degree, which is of practical importance. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-zeros of polynomials, Point estimation, Approximate zeros, Simultaneous methods, 
Guaranteed convergence. 
1. INTRODUCTION 
One of the crucial problems in solving nonlinear equations is the construction of initial conditions 
which provide both the guaranteed and fast convergence of the considered numerical algorithm. 
The traditional approach to this problem is mainly based on asymptotic convergence analysis* 
using some strong hypothesis on differentiability and derivative bounds in a rather wide domain. 
These kinds of conditions often involve some unknown parameters as constants, or even desired 
roots of equation, in the estimation procedure. Such results are most frequently of theoretical 
importance and they provide only a qualitative description of the convergence property. Smale’s 
approach from 1981 [l], k nown ss “point estimation theory”, significantly advanced this topic. 
Smale and his successors have treated convergence conditions and the domain of convergence 
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in solving an equation f(z) = 0 using only the information of f at the initial point za; see, 
e.g., [l-8]. However, study of a general problem of the construction of initial conditions and 
the choice of initial approximations furnishing guaranteed convergence is a very difficult one 
and it cannot be solved in a satisfactory way in general, even in the case of simple functions, 
such as algebraic polynomials. In finding real or complex zeros of a manic polynomial P(z) = 
zn+u,-1Z n-l +. . .+arz+ac, initial conditions should be some functions of polynomial coefficients 
a(O) = (a~, . . ,+-I), ‘t d gr 1 s e ee n, and initial approximations z(O) = (zi , . . . , zi”). (0) 
In this paper, we apply a procedure of Smale’s type to an iterative method of Laguerre’s type 
for the simultaneous approximation of simple zeros of polynomial equations. The stated initial 
conditions are of significant practical importance since they are computationally verifiable; they 
depend only on the coefficients of a given polynomial, its degree n, and initial approximations to 
polynomial zeros. 
The presentation of the paper is organized as follows. In the introduction we give a short discus- 
sion on the point estimation approach to simultaneous method for solving polynomial equations 
and give some properties of circular complex arithmetic necessary for the estimation procedure. 
The construction of the Laguerre-like method is given in Section 2. In Section 3, we deal with 
some estimates and inequalities, necessary for the convergence analysis. The main convergence 
theorem for the Laguerrelike method is established and proved in Section 4. Section 5 con- 
tains some theoretical and practical aspects concerned with initial conditions for the guaranteed 
convergence. 
Let Zirn), . . , z;,“’ be the approximations to the zeros (1, . . , & of a manic polynomial P, 
obtained by some iterative method for solving polynomial equations at the mts iteration, m = 
0, 1, . . . . Let us define the quantities 
w (zp) := n 
p z!“’ 
( > 
n (zp*- zj”‘) ’ 
j=l 
j#i 
w(m) := p& Iw (zj"')l , 
-- 
CP) := mi$ Izj"' - zjq . 
i&j 
In [7], Wang and Zhao improved Smale’s result for Newton’s method and applied it to the Durand- 
Kerner method for the simultaneous determination of polynomial zeros. Their approach led in a 
natural way to an initial condition of the form 
(1.1) 
where c,, is a quantity depending only on the polynomial degree n. A quite different approach 
presented in [9] for the same method also led to the condition of the form (1.1). In both cases 
the quantity c,,, often referred to as the i-factor, was of the form c, = l/(an + b), where a and b 
are suitably chosen positive constants. It turned out that initial conditions of this form are also 
suitable for other simultaneous methods for solving polynomial equations, as shown in the survey 
paper [lo] and the book [ll]. For these reasons, in the convergence analysis of the simultaneous 
Laguerre-like method considered in this paper, we will also use initial conditions of the form (1.1). 
From (1.1) we notice that a greater value of the i-factor c,, allows a greater value of ]W(z,!o’)]. 
This means that more rough initial approximations can be chosen, which is of evident interest in 
practical realizations. More details on this topic may be found in the book [ll] and the recent 
survey paper [lo]. 
Laguerre’s method belongs to the most powerful methods for solving polynomial equations. Its 
convergence characteristics were investigated in the books [12] and [13]. This method possesses 
local cubic convergence to a simple zero and excellent behaviour in the case of polynomials with 
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real zeros only. Two modifications of Laguerre’s method, which provide simultaneous determi- 
nation of all simple zeros of a polynomial and have the order of convergence Z& least four, were 
presented in [14]. Some points concerning an implementation on parallel computers.and compar- 
ison of the Laguerre-like method with other methods were considered in detail in [14]. Improved 
methods of Laguerre’s type with very fast convergence and a high computational efficiency were 
recently proposed in [15]. Laguerrelike methods for the simultaneous inclusion of polynomial 
complex zeros, realized in circular complex arithmetic, were considered in [16]. 
The estimation of some complex quantities appearing in our convergence analysis is carried out 
using an approach by circular complex arithmetic which deal with disks. A disk Z with center 
mid2 = c and radius radZ = T, that is, 2 := {Z : (z - cl 5 T}, will be denoted briefly by the 
parametric notation 2 = {c; v}. 
In this paper, we will use the following operations and properties of circular interval arithmetic: 
h-r1 = 1 1 ;; ,c,(,c;- r) > centered inversion, 0 4 {c; T}, that is, ICI > T-, (1.2) 
2 E {c;r} =3 (cl - T < IZJ I )cJ + T, (1.3) 
{cl; Tl) f {cz; 7-2) = {Cl f c2; 7-l + 7-217 (1.4) 
a{c; r} = {ac; I+}, cr E @, (1.5) 
m:={ztfi,&i-G}, O<a, pERi, a>p. (1.6) 
For more details about properties of circular complex interval arithmetic, see the book [17, Ch. 11. 
2. LAGUERRE-LIKE SIMULTANEOUS METHOD 
Let P be a manic polynomial with simple zeros [I,. . . , cn with the index set I,, := { 1,. , n}, 
where n 2 3. For the point z = pi (i E I,), let us introduce 
Gk,i zz 2 1 
j=l (Zi - <j)k ’ 
j#i 
1 s,,i = 2 
j=l (Zi - Zj)” ’ 
k = 1,2, 
j#i 
6 = p’(zi) 
lt2 P(Zi) ’ 
Qi = 7&i - 
qa = nG2,i - &Z$ 
Ei =.Zi - <i, E = ly$-n Id -- 
LEMMA 1. For i E I,,, the following identity is valid: 
1 n 
( > 
2 
n&,i - Sf,, - qi = - - - 61,$ 
n-l &i 
* 
The proof of this lemma was given in [15]. 
From (2.3), we obtain the following fixed point relation: 
” = zi - fil,$ + [(n - 1) (n6:,i - 6& - $)I 1’2 ’ 
i E In, 
(2.1) 
(24 
(2.3) 
(2.4) 
assuming that two values of the square root have to be taken in (2.4). Let ~1,. . . , zn be some 
approximations to the zeros 51 , . . . , cn of a polynomial P. Substituting the zeros [j (j # i) by 
their approximations zj in the expression for qf, from the fixed point relation (2.4) we obtain 
ii = q - 
61,i + [(n - 1) (nL,i - 6:,i - qi)] 1’2 ’ 
i E I,. (2.5) 
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Here & is a new approximation to the former approximation q, where qi is actually an approxi- 
mation to qf . 
It is assumed that two values of the (complex) square root are taken in the last two formulas. 
We have to choose a “proper” sign in front of the square root in such a way that a smaller step 
/ii - zi] is taken. A practical criterion for the selection of the proper value between two values 
of a square root was studied in [15]. In practice, for reasonably good initial approximations, this 
criterion reduces to the following rule proposed by Henrici [13, p. 5321: 
The argument of the square root appearing in the denominator of the iterative formula (2.5) 
is to be chosen to difler by less than n/2 from the argument of P’(Zi). 
This criterion provides the greater denominator in,magnitude (between two values), giving a 
smaller step (ii - zi(. A great number of numerical examples showed that .the above criterion 
gives quite satisfactory results even for crude initial approximations. 
In the sequel we will use the symbol * to indicate the choice of the proper value of the square 
root involved in the presented iterative formula and expressions appearing in the convergence 
analysis. 
Formula (2.5) suggests an algorithm which allows us to approximate simultaneously all simple 
zeros of a given polynomial P. Let zim), . . , zimm) be approximations to the zeros G, . . . , <,, 
of P, where m = O,l,. . . is the iteration index. Let &“’ biy), and 6;:‘) be the quantities 1 ’ I 
defined by (2.1) and (2.2) and evaluated at zirn), . . . , zLm), the current approximations to the 
zeros (1, C .‘, 11, respectively. Then we can construct the following iteration formula: 
(m+l) = z!“’ _ zi 
’ bj:) + [(n - 1) (nd$T’n- (6::))’ - qj-))]I”’ (2.6) 
i E I,, m=O,l,..., 
which defines an iteration method for the simultaneous determination of all simple zeros Cl, . . 5 ., n 
of the polynomial P. 
The iteration method (2.6) was proposed by Hansen et al. [14] and refered to as the Laguerre- 
like method for the simultaneous approximation of polynomial zeros. The name comes from the 
fact that, neglecting the term 41”’ in (2.6), we obtain the classical Laguerre method of the third 
order for finding a single zero, 
Z!m+l) = zp-N _ 
z * 
dil’ + [(n- 1) (niy’ - (6j~))2)]~’ 
For simplicity, in the sequel we will often omit the iteration index m and denote quantities at 
the latter (m + l)th iteration by A. 
3. SOME ESTIMATES 
Let zr,. . . , z, be mutually disjoint complex numbers, and let 
H(z) = fi(z - Zj), 
j=l 
w, = W(Zi), w = gyn IwiL d = min Jzi - zj]. 
-- &j 
,#j 
In our convergence analysis, we will use two identities given in the following lemmas. 
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LEMMA 2. Ifzl,.. . , z, are distinct points, then the following identities are valid: 
(3.1) 
The proof of (3.1) can be found in [ll, Ch. 61, while (3.2) follows from Heaviside’s representation 
P(z) - H(z) 
H(z) 
where A, = ‘(‘j) - Htzj) _ ‘(‘j) 3 
H’tzj) 
w, 
-H’o= 3’ 
According to Corollary 1.1 from [ll], we may state the following assertion concerning the 
localization of polynomial zeros. 
THEOREM 1. Let us assume that zl, . . . , z, are distinct points and the following inequality: 
d 
w<- 
3n (3.3) 
holds. Then for n 2 3, the disks 
are mutually disjoint and each of them contains one and only one zero of P. 
LEMMA 3. If inequality (3.3) holds, then 
PROOF. Using (3.3), Theorem 1, and the definition of the minimal distance d, we get 
l&i\ =*lzi - <iI 5 ;lw,( < ;w 5 $d, 
(Zi - [jl 2 IZi - Zjl - (Zj - &I 1 d - &-d = yd. 
Starting from the expressions for qi and qz, we find 
(3.4) 
(3.5) 
(3.6) 
q;-qi=-nC 
jzi (Zi -  cjf{Zi - Zj) ( 
1 1 
-+- 
zi - <j Zi - Zj > 
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Hence, by (3.5) and (3.6), it follows that 
C lEjl +n j#i n-l n-l 
n - 1 ((2n - 1)/2n)d. d ((2n - 1)/2n)d + d > 
Also, we have 
n-l 
>-- 
n-l 
I4 ((2n - l)Pn)d 
Let 
, 2(n - 1)2 
- (2n - l)]siJ ’ 
Using identity (2.3), we obtain 
fi = nb2,i - S& - qt + q: - qi = ---& 
( > 
F - &,i 2 (1 +?A). 
z 
(3.7) 
According to the above bounds for 141’ - qil and In/Ei - ~51,~ 1, we obth 
lv.l L (n - 1) I$ - qil < ( 
4(n - 1)(4n - l)n2 C l&j/ 
1 
/(2n - 1)2 
j#i 
E 
In/&i - b,i12 - (2(n L 1)2/(2n - l)]~~])~ ’ 
from which we get 
(3.8) 
Since ]Vi ] < hi, there follows v E V := (0; hi}, where V is the disk centered at the origin with 
the radius hi. Now, using (1.6), we find (taking the principal branch according to the criterion 
of the proper value of a square root, see [15]) 
[l + ~i]f;‘~ E [l + (0; hi}]t’2 = [{l; hi}]:‘” = { 1; 1 - JC-&> 
. 
= 
In regard to (3.8), we get 
3 
4n-1 = < 11 
8n(n - 1)2 - 96 
According to the last inequality, we get 
1 1 13 
x 0.516 < -. 
25 
(3.9) 
Now from (3.9) we obtain (3.4). 
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4. CONVERGENCE ANALYSIS 
In this section, we prove that the Laguerre-like simultaneous method’(2.6) is convergent under 
initial conditions of the form (3.3), with the convergence order four. Before stating the main 
convergence theorem, we give some necessary estimates. 
LEMMA 4. Let ZI , . , . , z,, be approximations produced by the iterative method (2-S) and Jet 
Gi = .& - &, d^ = min+j (ii - Zjl, 6 = maxl<i<, Ifiil. If n 2 3 and inequality (3.3) holds, then 
(i) lE^il 5 Y(TX, d)l&i13 Cjzi I&j\, where y(n,d) = 26n3(4n - 1)/25(n - O.l5)(n - 1)2(2n-l)d3; 
(ii) d < (6n/(6n - 7))d; 
(iii) d < w/2; 
(iv) 2ir < d^/3n. 
PROOF. According to (3.5) and (3.6), we estimate 
1 
E - &,i I&l = Ei C & -I 1 - n 5 n - 1 + IEi( C .1 
t 1 I j#i ’ jpi IG - Cjl 
5 n - l+ $. ((2n :;Jl/2n)d = 
2n(n - 1) = x 
2n-1 n (4.1) 
Let 
Ui = 61,i + [(n - l)f;]t’“. 
Then using (3.4), (3.7), (4.1), and (1.5) we find 
that is, 
(4.2) 
where 
13 13n2(4n - 1) 
4 = zaYn= ~5(~- 1)3 ’ Ri= 
a~XnlailJ$i l&j1 
d3 
Using (4.2) and the centered &version of a disk given by (1.2), we find 
cc E {n/.5:;&] = n { Ei Ri -’ > { R-&l2 n (n/l&ii) (n/l&i1 - I?+) = “’ n - l?+lei( ’ 1 (4.3) 
Iteration formula (2.5) can be written in the form 
from which we get 
2; - ci = zi - ci - n 
ui ’ 
thatis,E^i=Ei--. 
Ui 
Hence, by inclusion (4.3) and (1.5), we find 
246 
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The sequence {gn} is monotonically decreasing so that 
143 
Therefore, 
Hence, by (1.3), 
Qn 5 93 = - = 
1000 
0.143 < 0.15. 
&f (0;s). (4.5) 
RilQ12 l&l < - = 
n - 0.15 (n -z”;,,, 14°C Id = -dn,4h13 C I~jl, j#i j#i 
where we put 
26n3(4n - 1) 
“(n’d) = (n %5d3 = 25(n - 0.15)(72 - 1)2(2n - l)d3 ’ 
Thus, we have proved Assertion (i) of Lemma 4. From (4.4) and (4.5), it follows that 
&-&=-2kE 
1 
-Ei; ~M2 
‘Iii n - 0.15 > 
Hence, using (1.3), (3.5), and (4.6), we obtain 
I& - Zjl I JEj( + $$j$ I I4 + (n - l)r(n, 4h13 I cpnlWl, 
where 
3 13(4n - 1) 
pn = ?i + lOO(n - l)(n - 0,15)(2n - 1)’ 
The sequence {cp,} is monotonically decreasing so that 
8 
Therefore, 
8 
Iii - Zj( < -IW,( < 
5 3. 
Using identity (3.1), we make the following transformation: 
n -= *+nCL--n 
Ei 8 2 zi - Cj CL 
1 
zi - cj 
= n&j - n C - 
j#i j#i j#i 
zi - Cj 
From (4.2) and (4.4) we find 
(4.6) 
(4.7) 
W wjuj -=-- -- --;a 
ij - zj 
E Wi n 
n n { 1 Ei 
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where 
8i = WiC 
jzi (Zi - Zj;;Zi - [j) - @i - zi) c (& _ zjTzi _ zj) j#i 
is the center of disk in the above expression. Hence, according to (1.5), we estimate 
I I 
2 
IWil& A + 1 < piI + -. 
j=l ' 3 
n 
According to (4.7), we have 
(4.8) 
(4.9) 
Iii - zjl 2 JZi - Zjl - Iii - z~I 2 d - &d = yd, 
I& - .2jl 2 Iz~ - Zjl - Iii - Zil - lij - Zjl 2 d - 2 . &-d = ,,:,16d. 
(4.10) 
(4.11) 
The second inequality gives 
d^, 15n - 16d that is, $ I 
15n 
- 15n ’ 15n- 16’ 
which proves (ii) of. the lemma. 
Using the bounds (4.7) and (4.11), we find 
lgs! sg(l+w) < (” ((157!8/:5Q;~5n)d)*-’ 
8 7X-l < es/l5 “N 1 7046 . 
15n - 16 
Now we start from (4.8) and estimate l&l, 
(4.12) 
(4.13) 
(n - 1)(3/2)w 8 (n 1)w 3n(n - 1) + 24n(n - 1) 2 - 
leil < lwil d. ((2n - 1)/2n)d ’ $Iwi’d. ((15n - 8)/15n)d ’ 2n - 1 15n - 8 
< 31n2-47n+16 = 
- n(90n2 93n + 24) ‘,’ - 
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The sequence {vn} is monotonically decreasing for n 2 3 so that 
154 
piI < I& 5 v3 = - 1665 
x 0.0925. 
We have by (3.4) and (3.5) 
lwilRi < c$&(n - l)lSilSlWi( < 9cr;&(n - l)w3 
- n nd3 
- 4nd3 
I 13(4n 1) 
- 
150n(n _ 1)(2n 1) = 4, < 43 = 
143 
_ 4500 = 0.0318. 
According to this bound and (4.14), we find from (4.9) 
5 l&l + !k!@ < 0.125. 
n 
(4.14) 
(4.15) 
Taking into account the inequalities (4.7), (4.13), and (4.15), we start from (3.2) for z = .& 
and find 
ii - Zj 
II I n- j#i i -  ij 
< ;IW,le8/150.125 M 0.34[Wil < 0.5(W& 
and Assertion (iii) is proved. 
According to (3.3) and (4.12), we find 
since 15n/(30n - 32) < 1 for all n 2 3. Therefore, we have proved (iv) of the lemma. I 
Using results of Lemma 4, we state initial conditions which guarantee the safe convergence of 
the Laguerre-like method (2.6). 
THEOREM 2. Let P be a polynomial of the degree n 2 3 with simple zeros. If the initial condition 
(4.16) 
holds, then the Laguerre-like simultaneous method (2.6) is convergent with the order of conver- 
gence four. 
PROOF. We derive the proof by induction with the argumentation used for inequalities (i)-(iv) 
of Lemma 4. According to (3.3) and (4.16), all estimates given in Lemma 4 are valid for the 
index m = 1 which is the part of the proof with respect to m = 1. Since inequality (iv) coincides 
with the condition of the form (3.3), Assertions (i)-(iv) of Lemma 4 are vahd for the subsequent 
index, etc. The implication 
d(m) 
,(m) < - 
d(m+l) 
3n 
j J"+l) < - 
3n 
has a key role in the convergence analysis of the Laguerrelike method (2.6); it involves the initial 
condition (4.16) under which all inequalities given in Lemma 4 are valid for all m = 0, 1, . . . . In 
particular, we have 
d(m) 15n 
d(n+l) < 157~ - 16 
(4.17) 
Guaranteed Convergence of LaguetisLike Method 
and 
for each iteration index m = 0, 1, . . . , where 
y (n, d(+) = 
26n3(4n - 1) 
25(n - O.l5)(n - 1)2(2n - 1) [d(“)13’ 
If we introduce the substitution 
ti”’ = 
[ 
(n - 1) 15;n 16y (n, d(m))] 1’3 le!“’ ( 
in (4.18), one obtains 
that is, taking into account (4.17), 
p+u < 
z -A [ti-)]“~p, iEI*, m=O,l,.... 
j#i 
249 
(4.18) 
(4.19) 
(4.20) 
By virtue of (3.5), we find 
t(O) = 
z ,,;: 16 (n - 1)y (n, d(O))] 1’3 I$) I 
< [ 
15n(n - l)c$J, 
(15n - 16)(n - 0.15) [d(0)13 1 l/3 d(o) 2n 
39n(4n - 1) 
I 
l/3 
= 20(15n - 16)(n - l)(n - O.l5)(2n - 1) 
5 (0.08)1’3 < 1. 
Put t = mm t(O), then t(O) < t < 1 for all i = 1 
that the sequence; {t!“‘} (a:d, - 
,“‘I n. Hence, we conclude from (4.20) 
consequently, (le~“‘l}) tend to 0 for all i = 1,. , n. Therefore, 
t!“’ 1 + ci and method (2.6) is convergent. 
The quantity d(“) appearing in (4.18) is bounded and tends to min+j I& - <jl. Actually, 
considering inequality (4.11), by (iii) of Lemma 3, (4.7), and (4.16), we successively obtain 
d(m) > dh-1) _ +(‘-l) > d(“-) _ $,,b’-2) _ $,(“-1) 
> d(O) - ! 
5 
&9 + @ + . . . + ,(m-1) 
> 
> d(o) - ;2u(o) 1 + 1 + ‘+ 
1 
2 22 
. ..+- 
p-1 > 
> d(o) _ 16w(o) > d(o) _ 16d(o) = 
5 15n 
‘“‘4,” ,-J(o). 
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From (4.19), it follows that 
y (n,cq < 
26n3(4n - 1)(157~)~ 
25(n - O.l5)(n - 1)2(2n - 1)(15n - 16)3’[~&0)]~ < [diy]3’ 
(4.21) 
where 
30 - $I, 3 2 n 2 8, 
u, = 2.ln 
n-6’ 
n > 8. 
Now, taking into account (4.18) and (4.21), we find 
I I 
p+l) 5 @+l) 
z < (n - 1)y (n, d(“)) [d”)] 4 < ‘;d;o:ip [~!f”)l 4 
where .scrn) = maxr<i<,, Is!“‘/ -- I . Th’ 1s p roves the second part of the theorem. I 
5. SOME PRACTICAL ASPECTS 
The entry of the i-factor c, = 1/(3n) given in the presented convergence theorem is mainly 
of theoretical importance. Namely, in order to provide the validity of inequalities and bounds 
appearing in convergence analysis, we are forced to choose smaller value of h. However, a great 
benefit of (theoretical) values of the i-factor c, is the possibility of ranking various simultane- 
ous methods for finding polynomial zeros regarding their initial conditions for the guaranteed 
convergence and convergence behaviour in practice. 
A number of numerical examples show that, in practical realization, we can take greater c, 
related to that given in the convergence theorems, and still provide guaranteed and fast con- 
vergence. In a similar way as in (lo], where several methods were analyzed, we have tested the 
Laguerre-like method (2.6) in examples of many algebraic polynomials with degree ranging from 5 
to 15. Initial approximations were chosen so that the i-factor has taken the values kc, for k = 1 
(theoretical entry = 1/(3n) applied in the stated initial condition (4.16)) and for k = 1.5, 2, 3, 
5, and 10. The stopping criterion was given by the inequality 
lInnn I@’ - Ci( < 16-1s. 
-- 
The average number of iterations needed to satisfy this criterion is given in Table 1. 
Table 1. 
i-lkt0r c, 1.5% 2% 3% 5% lOc, 
Average Number of Iterations 3 3 3 3-4 5-7 Q-11 
From Table 1, we observe that the new i-factor not greater than 2c, still provides the same 
convergence behaviour as in the case of the theoretical value c,, given in the presented convergence 
theorem, while the value 3c,, is rather acceptable from the practical point of view. The choice 
of 5c, doubled the number of iterations, while the value lo%, although enabling the convergence, 
significantly decreases the convergence rate of the Laguerre-like method. Let us emphasize that 
a slow convergence appears at the beginning of iterative process. The analysis carried out in [lo] 
shows the same behaviour of some other simultaneous methods. 
Finally, we give a numerical example. Laguerre-like .method (2.6) was applied for the simulta 
neous approximation to the zeros of the polynomial 
P(z) = 2 + 3.2s - 3Z’ - 92 + 3z5 + 9z4 + 99z3 + 297z2 - 1002 - 300 
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with the following initial approximations: 
$’ = -3.2 + 0.2i, ,;) = -1.2 - 0.2i, zf) = 0.9 + 0.2i, 
24 (‘) = -0.2 - 2.2i, zf) = 0.2 + 2.3i, z6 (O) = -1.9 + 1.4i, 
27 
co) = -2.3 - 1.3i, ,$) = 2.3 + l.li, z:) = 2.3 - 1.2i. 
The exact zeros of this polynomial are -3, fl, f2i, f2 f i. Since d(O) = 1.556, WJ(‘) = 0.307, 
and cg = l/27, we calculate Gd co) = 1.556/27 = 0.0576, which is not greater than W(O) (see 
condition (4.16)); moreover, it is about five times less than w co) = 0.307. However, the’ Laguerre- 
like method (2.6) works very well. If a measure of closeness of approximations with regard to the 
exact zeros is taken as Euclid’s norm 
,(n) := Ijz(m) -([I, = (g Ipm) - Ci12) 1’2
then the approximations produced in the first three iterative steps give 
e(l) = 9.18 x 10-3, d2) = 7.46 x lo-‘I, e(3) = 2.39 x 10-4z. 
Therefore, the Laguerre-like method converges and its convergence rate almost coincides with 
the theoretical one given in Theorem 2. 
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