n (C) is the class of all Riemannian metrics on a given n-dimensional closed manifold such that their associated Laplacians (on functions) have the same spectrum by counting multiplicities and their sectional curvatures are uniformly bounded |K| ≤ C by a constant C > 0. We show that the isospectral class I n (C) is compact in the C ∞ -topology. This generalizes our previous C ∞ -compactness result, which holds for dimensions up to seven.
Introduction.
Let M be a closed C ∞ -manifold which will be fixed throughout this paper as a fixed underlying manifold. A sequence of Riemannian metrics {g i } on M converges in the C k -topology if and only if there are diffeomorphisms f i : M → M , such that the metrics {f * i g i }, as matrices in a smooth atlas of M, converge in the C k -topology on functions on domains in R n . Then, the C ∞ -topology will mean the topology on the space of metrics on a fixed manifold M , which may be defined via convergence of sequences in the C ktopology for all k. Riemannian metrics g 1 and g 2 on M are called isospectral if they have the same Laplacian spectrum by counting multiplicities. It was shown [15] that an isospectral set of closed Riemannian two manifolds is compact in the C ∞ -topology. In dimension three C ∞ -compactness results were proved for isospectral sets of metrics in a given conformal class of metrics [2] , [5] . Most recently, R. Brooks, P. Perry and P. Petersen V. [3] proved that if {M i } is a family of isospectral manifolds of dimension n with negative sectional curvatures or sectional curvatures uniformly bounded from below, then {M i } contains only finitely many homeomorphism types. If n = 4, then {M i } contains only finitely many diffeomorphism types. In particular, when n = 3, they proved that if M i all have negative sectional curvatures or have Ricci curvatures uniformly bounded from below, then {M i } is precompact in the C ∞ -topology. See also [1] for similar results. For C ∞ -compactness in higher dimensions, the author [17] has shown that I n (C) is C ∞ -compact for n ≤ 7. The author has learned that the same result was obtained by Professor R. Brooks and P. Chow. In this paper, we will generalize this result to arbitary dimension. A direct consequnce of Theorem 1.1 is that the set, denoted by I n , of closed n-dimensional isospectral Riemannian manifolds is compact with respect to the Lipschitz topology. This is due to the fact that I n contains only finite diffeomorphism types by Cheeger's finiteness theorem.
In the proof of Theorem 1.1, we fisrt obtain priori estimates on ∇ k R by using interpolation inequalities (see Proposition 3.1 below) and heat invariants. This in general gives better estimates than those given by combining the Sobolev embedding theorem and heat invariants. And then we obtain Theorem 1.1 by applying the C k -version of the Cheeger-Gromov compactness theorem.
Preliminaries.
Let H t (x, y) be the fundamental solution to the heat equation
If we denote by {λ k } k≥0 the eigenvalues of the Laplacian ∆ g . Then, the trace of H t (x, y) has the following asymptotic expansion:
The heat invariants a k as defined by the expansion are determined by the spectrum of (M, g). Moreover, a k can be represented as integrals of expressions in the curvature tensor over M . In order to formulate these expressions, we introduce some notations. For a Riemannian metric g = g ij dx i dx j , let R denote the curvature tensor, ρ = ρ ij the Ricci tensor and τ the scalar curvature. Let {e i } be an orthonormal frame and ";" denote covariant differentiation. If (n 1 , n 2 , · · · , n s ) is a multiple index then we define: 
In general, we have the following theorem which is due to Gilkey [8] . To state the theorem, we define that the weight of R ijkl;I , I = (n 1 , · · · n s ) is |I| + 2 = s + 2 and the weight of a monomial in such factors is the sum of the weights, where, in R ijkl;I .
Remark on Theorem 2.1. In his paper [8] , Gilkey proves that
Also he has observed that
where c 1 and c 2 are universal constants and "· · · " denotes lower order terms, so that (2.1) follows from (2.2) and (2.3). For the sake of completeness, we include a proof of (2.3) in Appendix, which is provided by Gilkey.
) is an isospectral invariant and the diameter of (M, g) satisfies (cf. [6] )
we recall the C k -version of the Cheeger-Gromov compactness theorem ( [10] , [11] , [16] and [14] ).
Theorem 2.2. The space of n-dimensional Riemannian manifolds satisfying the following bounds:
|∇ j R| ≤ C, j ≤ k, vol(M ) ≥ V, diam(M ) ≤ d, (2.5) where covariant derivatives ∇ j ,
volume and diameter are defined by individual Riemannain metric, consists of finitely many diffeomorphism types and any sequence in the space has a subsequence which converges with respect to the Lipschitz topology to an n-dimensional smooth limit manifold carrying a limit metric of Hölder class C
k+1,α , for any 0 < α < 1.
Compactness in
where ·, · is the inner product on tensors with respect to the Riemannian metric. Then, we define
Since we will use Sobolev's embedding theorem in the following proofs, we wish to point out that Sobolev constants depend only on the zero-order information of metric ( for detailed discussions, cf. [4] , [12] ). Let C I (M ) be the isoperimetric constant of M , i.e.
where S ranges over all compact (n − 1)-dimensional submanifolds of M , contained in Ω and dividing Ω into a component V which does not meet ∂Ω, and other components. Note that if vol(Ω) ≤
, and an argument similar to the proof of theorem 7.10 (Sobolev inequalities) of [12] shows vol(M ), we know that c 1 , c 2 have upper bounds which depends only on p, a lower bound of C I (M ) and vol(M ). We notice that, by a theorem of C. Croke [7] , C I (M ) is bounded below by diameter, volume and Ricci curvature of M. So, C I (M, g), g ∈ I n (C) are uniformly bounded from below. It follows by Theorem 2.2 that we may cover M by geodesic balls with uniformly controled radii and number of balls and each geodesic ball has volume less than 1 2 vol(M ). Thus, by an argument of partition of unity, we obtain,
and Sobolev constants c 1 , c 2 are bounded uniformly with respect to metrics in I n (C). By iterating the results above, we obtain inequalities for general cases. e.g.
Thus, by Schwarz inequality,
Hence, applying the above arguments to u(x), we obtain that, for tensors, the Sobolev constants are also bounded uniformly with respect to metrics in I n (C). In order to show that the space I n (C) is compact in the C ∞ -topology, we would like to show first that, for all g ∈ I n (C) , W k,2 (M, g)-norm of sectional curvature R(g) is uniformly bounded for each k ∈ Z + . This implies that C l (M, g)-norms of R(g) for each l ∈ Z + and g ∈ I n (C) are uniformly bounded since Sobolev constants are bounded. Then, we will show that I n (C) is compact in the C ∞ -topology by using the C k -version of the CheegerGromov compactness theorem.
Let us begin with introducing some notations. We know that in the expression of heat invariant a k , E k is a polynomial of R * ,I , (|I| ≤ k − 3), under contractions, where " * " denotes component subindices of R. Then, a monomial m in E k will be said of type (k 1 , · · · , k i ) if it has the form CR * ;l1 · · · R * ;li , where |l 1 | = k 1 , · · · , |l i | = k i and C is a constant which may be different from term to term. Also, we will use the following propositions.
Proposition 3.1. ([13]). If p ≥ 1, we have
for any tensor T on M, where n = dim M and
Proposition 3.2. (Hölder inequality
By Theorem 2.1, we have, Lemma 3.1. For any metric g ∈ I n (C), the following holds.
where k ≥ 1, k ∈ Z + and E k+2 is a polynomial of weight 2(k + 2) in contractions of R ijkl;I , with |I| ≤ k − 1.
Lemma 3.2. For each k, let
Proof. Lemma 3.2 will be proved by obtaining uniform W k,2 (M, g) estimates on R(g) which will be proceeded by induction on k.
Because R(g) is uniformly bounded and volume of (M, g) is a spectral invariant, it is obviously that W 0,2 (M, g)-norm of R(g) is uniformly bounded. When k = 1, the explicit formula of the heat invariant a 3 in Section 1 implies 
We first assume that β j > 0. By interpolation inequality (3.1), we known
+ . Now, we set l = k − 1 and
In order to apply Hölder inequality (3.2) to m we need only to prove
It is easy to get
.
Recall that E k+2 is of weight 2k + 4. Then, by the very definition of weight, m is of weight 2k
This implies (3.5) since j ≥ 1. Then (3.5) is true. Therefore, m has bounded integral in this case by Hölder inequality.
If β i = 0, 1 ≤ i ≤ j, then it is sufficient to consider monomial m which is of type (k − 1, k − 1, 0). Obviously, m has bounded integral by assumption.
Therefore m has bounded integral. So
Proof of Theorem 1.1. By the previous discussions and Sobolev's embedding theorem, we conclude that C l (M, g)-norms of R(g) are uniformly bounded. Taking i in (2.4) sufficiently large, we see that the diameter of (M, g) is uniformly bounded by spectral data. Besides, volume is a spectral invariant. So conditions in (2.5) are satisfied. Thus, by Theorem 2.2, I n (C) is precompact in the C ∞ -topology. i.e., For any sequence {g k } ⊆ I n (C), there is a subsequence g kj and diffeomorphisms f kj on M such that f * kj (g kj ) converges to a smooth Riemannian metric g ∞ on M . To show the smooth limit manifold (M, g ∞ ) has the same spectrum, we show that the heat kernel H ∞ t of (M, g ∞ ) has the same trace of heat kernel 
Therefore,
So Theorem A.1 is proved.
Gilkey's formula (2.3) obviously displays a more accurate relations between R, ρ and τ . The formula should be of other interests. What follows is a proof of (2.3) provided by Gilkey (up to minor changes). We thank Professor Gilkey for allowing the author to include his proof in this paper. Proof. This is Stokes Theorem. It uses the fact that the volume form is parallel; T i;i is minus the divergence of ω. More precisely, if f is a scalar function and ω a 1-form, then df = f ;i e i and δω = −ω i;i .
we use the first Bianchi identity to express the second in terms of the first and deal with R ijkl;x··· R ijkl;x··· .
We apply the second Bianchi identity and integrate by parts to express this in terms of R ijxk;l··· R ijkl;x··· and R ijlx;k··· R ijkl;x··· .
Suppose next the indices {i, j, k, l} are distinct. By the previous paragraph, we may assume i appears as a covariant derivative. By integrating by parts, we may assume we are dealing with
We apply the second Bianchi identity to deal with 
