Actually, multiprocessor architecture is one of the solutions to fulfill the heavy computational requirements of the new applications running on embedded systems such multimedia and 3D games. The design of such systems pose various problems located at different level: architecture topology, lack of multiprocessor RTOS. Hence, we suggest in this paper a new topology of multiprocessor architecture as well as a generic layer of inter-processor communication which allows the adaptation of the single processor operating systems to multiprocessor architectures. Finally, we round off this article by a comparison between some possible architecture for the design of a system. Those experiments are made through the 3D images synthesis application.
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I. Introduction
With the progress of the capacity of integration of hundreds of million transistors on one chip and the development of high level design of the embedded processors core, new architectures are now directed towards the integration of several processors on the same chip, like: DSP1, hardware and software IP2, memories, shared. bus, etc... We, accordingly, speak about multiprocessors systems on chip (MPSoC) [1, 2, 3] . Those systems are one of the solutions to answer the rising complexity of the integrated systems used for applications such as the multi-media applications, Moreover, the use of real time operating system (RTOS) become essential in the embedded systems for many reasons [4, 5, 6] . First, This project is based on the following concept. In the section 2, a study of exiting topologies of multiprocessor architecture is presented. The section 3 shows a new topology of multiprocessor architecture. The section 4 is devoted to the presentation of experiments of the new architecture.
II. TOPOLOGIES OF MULTIPROCESSOR ARCHITECTURES
In order to set up a multiprocessor system, several types of multiprocessor architectures are planned [7] . We give hereafter an overview of those architectures.
A. Shared memory systems :
This type of memory has the advantage of allowing an immediate division of the data, facilitating by this way the programming of the software that manages the system (fig 1) . But this solution has many drawbacks. Firstly, the number of processors which can be added on the same memory is limited [8] . Secondly, as the memory bandwidth is limited, the rise of the performance of the whole system does not follow linearly the number of processors added. Moreover, even if the communication software is facilitated., it remains the programmer's duty to check the coherence of the data by synchronizing the accesses to the critical data.
B. Distributed memory system :
In this case, each processor has its own memory. The modification by one of the processors of its own memory does not have a direct influence on that of the other processors. That, as a matter of fact, presumes to set up an explicit communication between the processors.
C. Distributed memory system :
This type of memory is a mixture of the two first types of architectures. In this architecture, there are several groups of processors sharing a global memory. At the same time ever processor has its own local memory. That allows to a certain extent to draw the advantages from the two preceding architectures and to reduce their disadvantages [9] . In this model (fig 3) , the various tasks share the same addressing report they can read and write inside in an independent and asynchronous way. That makes it possible to avoid the problem of the communication between the data and the tasks. But the principal disadvantage of this model is that the coherence of the data and the accesses must be managed by the programmer using semaphores or bolts, with the risk of decreasing the performances of the system if the number of messages exchanged is very important. Moreover, each processor uses its own local memory. The communication of the data and the synchronization are made using messages whose format is left to the discretion of the programmer. The various authorities of the application distributed must be synchronized. Indeed, the sending of a message must be the subject of an explicit reception by the recipient Architectures with shared distributed memory are very much used within the framework of the multiprocessor systems on chip, but this type of architecture can influence the performances of the system especially when the number of communications between the processors is very large. We propose in this paper a new type of architecture which permits simultaneous access to the memory. This new topology is presented in the section 3.
III. DESIGN OF REAL TIME MULTIPROCESSOR
ARCHITECTURE
The design of a new multiprocessor system is composed of two main steps. The first step is the design of the HW architecture. The second step is the set up of the software communication layer that manages the HW architecture.
A Design of multiprocessor architecture.The new proposed architecture is an improvement of the distributed shared memory systems detailed in section 2.3. In this new topology, It propose to use for each processor (noted Px) two memories (Cf. fig 4) . The first one is specific for Px. The second memory is shared with all the other processors in writing operation. All the messages which are intended to Px are stored in this memory. Processor x is the only processor that can read its contents. Px accesses to the shared memory must be managed by the programmer using semaphores or bolts The processor is implemented with full custom VLSI chip. RISC core have separate module for individual instruction, which is done using VHDL. The advantage of this is without changing the existing hardware we can add new hardware to expand the instruction set which will work according to user"s requirement i.e. we can develop our own processor. In CISC each instruction requires one or more no. of clock cycles, while in RISC each instruction executes in one cycle only. Now a days development are taking place at a very rapid rate. Market is becoming more and more customer driven. Customer wants system designed tailor made to suit his needs. This is putting great pressure on the embedded system designer. Choosing appropriate processor and supporting peripherals is becoming more and more critical. After finding appropriate processor its development and debugging tools and the associated learning curve becomes time consuming. Looking into this factor and looking at the advancements in the field of VLSI design, the days are no longer that people will start implementing their own processor supporting desired instructions only along with associated peripherals. The selected project topic is aiming towards the same direction.
EMBEDDED SYSTEMS:
An embedded system is one that has computer hardware with software embedded into as one of its important component. It is a dedicated computer based system for an application(s) or product. It may be either an independent system or a part of large system. As its software usually embeds in ROM it does not need secondary memories as in computer. An embedded system has three main components It has hardware. It has main application software It has real time operating system that supervises the application software and provides a mechanism to let the processor run as per scheduling and do the context switch between the various processes. The main factor for preferring VLSI design is a single chip solution, which is supporting to create our own processor. VLSI has made possible to have digital hardware implementation, which can be changed as per customer requirement.
VI. CONCLUSIONS AND FUTURE
The work undertaken enabled us to examine in advance the constraints and the problems brought about by the prototyping of the multiprocessors real time systems on reconfigurable architectures using a monoprocessor RTOS. Our aim is the set up of a multiprocessor platform and the proposal of a generic layer of inter-processor communication which allows the adaptation of the operating systems single processor for multiprocessor architectures. In this paper we focus on the first aim. The second aim is the object for our future publication. We set up a new multiprocessor platform and we validate it through the 3D image processing.
