The multiband product rule, also known as band-independence, is a basic assumption of articulation index and its extension, the speech intelligibility index. Previously Fletcher showed its validity for a balanced mix of 20% consonant-vowel ͑CV͒, 20% vowel-consonant ͑VC͒, and 60% consonant-vowel-consonant ͑CVC͒ sounds. This study repeats Miller and Nicely's version of the hi-/lo-pass experiment with minor changes to study band-independence for the 16 Miller-Nicely consonants. The cut-off frequencies are chosen such that the basilar membrane is evenly divided into 12 segments from 250 to 8000 Hz with the high-pass and low-pass filters sharing the same six cut-off frequencies in the middle. Results show that the multiband product rule is statistically valid for consonants on average. It also applies to subgroups of consonants, such as stops and fricatives, which are characterized by a flat distribution of speech cues along the frequency. It fails for individual consonants.
I. INTRODUCTION
A fundamental problem of human speech perception is how the human auditory system integrates speech cues across frequency. The most relevant study on this topic dates back to the 1920s, when Fletcher 1 at Bell Laboratories investigated speech articulation over voice communication systems. Low-pass and high-pass filtered "nonsense syllables" were used for the study of phone recognition. They found that the average phone error e of the full-band stimuli is equal to the product of the error of the low-pass filtered stimuli e L and the error of the complimentary high-pass filtered stimuli e H , that is, e = e L ϫ e H . ͑1͒
In other words, the low-pass band and the high-pass band are consistent with the assumption that the low band and high band are independent. Equation ͑1͒ was then generalized, by assumption, into a multiple band form [1] [2] [3] e = e 1 e 2¯eK . ͑2͒
The number of independent articulation bands is generally taken to be K = 20, which makes each band correspond to about 1 mm along the basilar membrane. 2 Let s denote the average phone articulation ͑i.e., the probability of the nonsense phones being correctly recognized͒, then the articulation error e =1−s, and the articulation band error e 1 =1−s 1 , etc. Given Eq. ͑2͒,
Notice that log͑1−s k ͒ is similar to the definition of entropy, 4 thus may be interpreted as the information carried by the kth band. 2, 3 Equation ͑3͒ implies that the human speech recognition system consists of at least K parallel channels and that the total information is equal to the sum over the information in the K articulation bands. This relation may also be called the additivity law of frequency integration. It is the foundation of the two ANSI standards: articulation index ͑AI͒ ͑Ref. 5͒ and more recently speech intelligibility index ͑SII͒. 6 Based on the assumption of independent articulation bands, French and Steinberg 7 developed a method for calculation of AI based on the intensity of the long-term average speech and noise. Following the verification by Beranek 8 and Kryter, 9 French and Steinberg's method 7 became an ANSI standard in 1969. Then in 1970-1980 Steeneken and Houtgast 10 extended the AI to the speech transmission index ͑STI͒ by introducing a modulation transfer function to account for reverberation and peak clipping. The original AI was developed for the use of normal hearing listeners. Later it was extended to estimate the speech intelligibility for the hearing-impaired listener, [11] [12] [13] [14] resulting in a new ANSI standard named the SII. All the three models, AI, STI, and SII, are based on the same Fletcher-Galt assumption 3 that the total articulation is the sum of the contribution from multiple independent narrow bands.
Despite its importance to the widely used articulation models, the validity of the multiband product rule ͓Eq. ͑2͔͒ has actually been a key open question. 15 For example, Kryter 16 showed that AI was a valid predictor of the intelligibility of speech under a wide variety of conditions of noise masking and speech distortion except for the cases of three non-contiguous pass bands at 0-600, 1200-2400, and 4800-9600 Hz. Grant and Braida 17 found that the predicted AI based on the sum of the AIs from individual bands was greater than the observed AI by approximately 18% for adjacent 1/3-octave bands, while the AI predicted for combinations of non-adjacent bands was less than the observed AI by approximately 41%. Lippmann 18 dant interactions between neighboring bands to explain why the AI under, or over, estimates the wide-band error, compared to the product of the errors associated with the narrow bands. It has been conjectured that a revised model, which accounts for the mutual dependency between adjacent bands, might give a better prediction. 21 In a recent study, Ronan et al. 22 In the present study we investigate the validity of the multiband product rule for consonant sounds. The product rule is evaluated on three levels: ͑1͒ 16 consonants on average, ͑2͒ subgroups such as stops and fricatives, and ͑3͒ individual consonants. A computer-based high-pass and low-pass experiment, named HL07, is designed for this purpose ͑see Fig. 1͒ . The new experiment utilizes the same 16 consonant sounds as experiment MN55. To address the problems listed above, the cut-off frequencies were chosen such that the basilar membrane is evenly divided into 12 bands over the frequency range from 0.25-8 kHz, with the low-pass and high-pass filters sharing the same six cut-off frequencies in the mid-frequency range.
II. METHODS

A. Subjects
19 normal hearing subjects were enrolled in the experiment, of which 6 male and 12 female listeners completed. Except for one subject in her 40s, all the subjects were college students in their 20s. The subjects were born in the United States with English being their first language. All subjects were paid for their participation. IRB approval was obtained for the experiment. In order to make sure that all the data are of high quality, the performance of the listeners was assessed by their average recognition score. Those who had abnormally low scores will be excluded for further analysis. In experiment HL07, no subject has been removed for that reason.
B. Speech stimuli
The same 16 nonsense consonant-vowels ͑CVs͒ used by Miller and Nicely 24 were chosen. A subset of wide-band syllables sampled at 16 kHz were taken from the LDC-2005S22 corpus. Each CV was spoken by 20 talkers, among which only 6 utterances, half male and half female, were finally chosen for the test, to reduce the total duration of the experiment. The six utterances were selected such that they were representative of the speech material in terms of confusion patterns and articulation score based on the results of similar speech perception experiment. 25 The speech sounds were presented to both ears of the subjects at the listener's most comfortable level, but always less than 80 dB SPL.
C. Conditions
The subjects were tested under 19 filtering conditions, including 1 full-band 0.25-8 kHz, 9 high-pass, and 9 lowpass conditions. The cut-off frequencies were calculated from Greenwood's inverse cochlear map function 26 such that the full-band frequency range ͑0.25-8 kHz͒ was divided into 12 bands, corresponding to equal length along the basilar membrane. Figure 1 illustrates the frequency samples and the correspondent distances from the base on the human basilar membrane. The cut-off frequencies of the high-pass filtering were 6185, 4775, 3678, 2826, 2164, 1649, 1250, 939, and 697 Hz, with the upper-limit at 8000 Hz. The cut-off frequencies of the low-pass filter were 3678, 2826, 2164, 1649, 1250, 939, 697, 509, and 363 Hz, with a lower-limit at 250 Hz. The high-pass and low-pass filtering shared the same cut-off frequencies over the middle frequency range that contains most of the speech information. The filters were sixth order elliptical filter with 0.02 dB of peak-to-peak ripple and a stop-band attenuation of Ϫ60 dB. To make the filtered speech sound more natural and to mask the stop bands, white noise was used to mask the stimuli at the signal-to-noise ratio ͑SNR͒ of 12 dB, based on the average speech spectra of the 96 nonsense syllables.
D. Procedure
The speech perception experiment was conducted in a sound-proof booth. A MATLAB code was developed for the collection of the data. Speech stimuli were presented to the listeners through Sennheisser HD 280-pro headphones. Subjects responded by clicking on the button labeled with the CV that they heard. In case the speech was completely masked by the noise, or the processed token did not sound like any of the 16 consonants, the subjects were instructed to click on a "noise only" button. A total of 2208 tokens were randomized and divided into 16 sessions, each of which lasted for about 15 min. A mandatory practice session of 60 tokens was given at the beginning of the experiment. To prevent fatigue the subjects were instructed to take frequent breaks. The subjects were allowed to play each token for up to three times. At the end of each session, the subject's test score, together with the average score of all listeners, was shown to the listener to provide feedback on their relative progress, as motivation.
E. Difference between HL07 and MN55
Although experiment HL07 can be regarded as a repeat of the MN55 study, the two experiments are distinguished in several important aspects. First, the subjects differ in gender and proficiency. In MN55 five extensively-trained female subjects served as both talkers and listening crew. This introduced a "coupling" effect between the talkers and the listeners, as well as an awareness of the relative difficulty of the sounds. In HL07 we use recorded speech prepared by ten male and eight female talkers from the LDC database. All the 18 subjects ͑6 male and 12 female͒ are naive listeners without any experience in speech perception tests. Second, the noise levels are different. Both experiments use white noise at 12 dB SNR. However, in experiment MN55, the speech level was controlled by a volume unit ͑VU͒ meter, 27 which measures the speech peaks, while in experiment HL07 the noisy speech were created by setting the rms level of the speech and noise. Thus 12 dB SNR in MN55 is about the same as 14 dB SNR in HL07. 27 As a consequence, the fullband error of MN55 is about 12% lower than that of HL07. Third, the filtering conditions are different. In MN55 the fullband speech was created by a wide-band filter of 0.2-6.5 kHz, and then the distorted speech were created by filtering the full-band speech with low-pass cut-off frequencies of 0.3, 0.4, 0.6, 1.2, 2.5, and 5 kHz and high-pass cut-off frequencies of 0.2, 1.0, 2.0, 2.5, 3.0, and 4.5 kHz. In contrast, the full-band speech in HL07 goes to 8 kHz. The loss of information from 6.5 to 8 kHz accounts well for the overprediction of MN55 in the high frequency. Fourth, the test platforms are different. Data collection in MN55 was paperbased. The listeners were told to choose a response from the 16 nonsense CVs and write it down on the answer sheet within seconds following the presentation. The HL07 experiment is computer-based. No limit is applied for the responding time. Subjects were allowed to play each sound up to three times. In case the subjects could not tell which sound is presented, a noise only button was added.
F. Data analysis
The validity of Fletcher's product rule 1 ͓Eq. ͑1͔͒ is investigated for average speech and individual consonants. The probability of error of a token ͑an utterance filtered at a frequency͒ is defined as the number of mis-labeled responses divided by the total number of presentations. The mean error of a consonant is the average over the six tokens pronounced by different talkers. Similarly, the total error of average speech can be calculated by averaging the errors of the 16 consonants. For both average speech and individual consonants, the fitness of the model to the data is evaluated in terms of average bias B͑f c ͒ and 2 ͑f c ͒ computed from the error of all listeners. The average bias is given by
where e L ϫ e H and e are the model error and observed error at a cut-off frequency f c . The chi-square statistic is
͑5͒
where N is the total number of presentations for the particular condition. The quantities ͑1−e L ϫ e H ͒ and ͑1−e͒ are the predicted and observed scores. A significance level ͑the probability of this result not being due to chance͒ of 0.05 is chosen as the threshold of the chi-square test. A value of 2 greater than the threshold indicates that the measurements do not satisfy Eq. ͑1͒ at that condition, whereas when 2 is less than the threshold of significance, Fletcher's product rule 1 can be regarded as true.
The above analysis is carried out by treating the 18 listeners as average normal listeners. In order to determine if the same conclusion applies to any individual listeners, a one-way analysis of variance ͑ANOVA͒ test is applied to the e − e L ϫ e H of different listeners following each 2 test. Due to the small number of responses, the 16 sessions are combined into 4 repeats, 4 sessions each. Let B i denote the bias of e L ϫ e H against e for subject i, and B ij denote the bias of repeat j from subject i. Assuming that B i has a Gaussian distribution N͑b i , ͒, where b i is the mean of B i , we can compare the mean of the various listeners by testing the hypothesis that they all have the same bias, against the general alternative that they are not all the same. If no two listeners are significantly different, we may conclude that the conclusion based on the average normal listeners is applicable to any individual listeners.
III. RESULTS
A. Multiband product rule for 16 consonants on average
Results indicate that the multiband product rule closely fits the recognition scores averaged over the 16 consonants. Figure 2͑a͒ depicts the low-pass error e L , the high-pass error e H , and their product as a function of cut-off frequency. The full-band error e is equal to the low-pass error e L at 8000 Hz and the high-pass error e H at 250 Hz. The missing points of the low-pass error at 4775 and 6185 Hz, and the high-pass error at 363 and 509 Hz, are linearly interpolated from the nearest neighboring points. The average bias B = e − e L ϫ e H is depicted by the shaded area. Suppose that the product rule is true, the shaded area would be zero. It is shown in Fig. 2͑a͒ that the difference between e L ϫ e H and the full-band error e is typically less than 3%, which is very close to zero. Figure 2͑b͒ depicts the results of experiment MN55. 24 Fletcher's product rule 1 over-predicts the full-band error over most frequencies for MN55, but still the measurements fit the model with reasonable accuracy. Since the low-pass and the high-pass conditions do not use the same set of cut-off frequencies, the low-pass error e L and high-pass error e H are linearly interpolated along the frequency to create the e L ϫ e H curve, which introduces extra error in the prediction.
For both experiments, the intersection points of the lowpass and high-pass curves that divide the full band into two parts of equal information are about the same ͑1.5 kHz or 18 mm͒. The log low-pass error e L and high-pass error e H have been fitted by two straight lines that are symmetrical at the intersection point. This means the speech information is evenly distributed across frequency. A significant difference between the results of MN55 and HL07 lies in that the former has a maximum average bias B of 8.02%, which is considerably smaller than that of HL07 ͑21.25%͒. This might be due to the aforementioned coupling effect between the talkers and the listeners in experiment MN55, which makes the task relatively easier. Apart from that, the results of the two experiments are generally consistent. Due to the experimental design, experiment HL07 has a better precision ͑smaller bias͒ than experiment MN55, as we seen in Fig. 2 . Therefore, in the remaining part of Sec. III, we will focus on analyzing the perceptual data of our experiment HL07. Table I lists the average bias of the predicted score ͓the same data are depicted in Fig. 2͑a͒ as the shaded area͔. The results of the 2 tests indicate that e L , e H , and e are consistent with Fletcher's product rule 1 at all frequencies. An ANOVA test indicates that the difference between the 18 listeners is too small to be statistically significant at the level of 0.05. The discrepancy between the biases of any individual listeners and the overall average bias is generally less than 5%. Therefore the 18 listeners of normal hearing can be regarded as having the same bias e − e L ϫ e H independent of cut-off frequencies. Thus Fletcher's product rule 1 may be applied to any individual normal hearing listener.
B. Multiband product rule for stops and fricatives
Analysis of the perceptual data indicates that the multiband product rule applies to the stops and fricatives as well. Figure 3͑a͒ depicts the average low-pass error e L , average high-pass error e H , and the product of the two e L ϫ e H for the six stop consonants ͑/pa, ka, ta, ba, ga, da/͒. The average bias B = e − e L ϫ e H , as depicted by the shaded area, is rather small. The high-pass error and the low-pass error cross each other at about 1.5 kHz, which is about the same position ͑18 mm͒ The results for the eight fricative consonants ͑/fa, a,sa, ͐ a,va, ða,za, c a/͒ are depicted in Fig. 3͑b͒ . The average bias B is almost flat with the maximum prediction error being less than 3%. Like the case of average consonants, e L ͑f c ͒ and e H ͑f c ͒ have near constant equal slopes of opposite signs when the two curves are plotted on log scales, suggesting that the fricative information is evenly distributed across the frequency range. Table II lists the average bias B for the two sound groups at various cut-off frequencies. All values satisfy the 2 test at a significance level of 0.
05. An ANOVA test shows no significant difference between the results of the 18 listeners.
C. Multiband product rule for individual consonants
Analysis of our HL07 data reveals that Fletcher's product rule 1 applies to the 16 consonants over limited frequencies for about 80% of the cases ͑CVsϫ frequencies͒. Figure  4 depicts the low-pass error e L , high-pass error e H , and the product of the two e L ϫ e H for the 16 consonants. Based on the shape of e L ϫ e H , the 16 consonants can be roughly classified into flat and non-flat groups. The flat group includes /pa, ka/ and / ͐ a,da,ma,na,za,ga,sa,fa,va/, for which the prediction error e L ϫ e H − e is less than 5% over all frequencies, or less than 5% for most of the cut-off frequencies. The rest of the consonant sounds, /ta, ba, c a,a, ða/, form the biased ͑non-flat͒ group. Table II lists the average bias of the predicted score ͑the same data are depicted in Fig. 4 as the shaded area͒. A 2 test of significance level 0.05 was applied to each of the 16 consonants. A total of 136 out of 176 cases ͑16 CVs ϫ 11 frequencies͒ statistically satisfy Fletcher's product rule 1 at a significance level of 0.05. Only two consonants /pa, ka/ passed the 2 test over all frequencies. Most of the unsatisfied cases come from the biased group, such as /ta,ba, ða, c a/, for which the fail rate is 50%.
An ANOVA test was used to investigate the listener's dependence. Since the number of tokens per CV ϫ frequency for each listener is only 6, a number too small for a useful statistical test, the 18 listeners are ranked according to their speech recognition scores and artificially divided into three groups. The top six are attributed to the H group. The middle six are attributed to the M group. The lower six are classified as the L group. For 173 out of 176 combinations ͑16 CVsϫ 11 frequencies͒ ANOVA tests produce the same result that the H, M, and L groups are not significantly different in terms of the average bias per CVϫ frequency. In other words, the three groups of listeners are close to each other in terms of the fitness to the multiband product rule ͑see Table III͒. The perceptual data provide important information on the perceptual cues for the initial consonants. Usually the primary cue of a consonant is located around the intersection point of e L and e H , which divides the full band into two parts having equal information ͑e.g., score͒. When the primary speech cue is removed, the error climbs dramatically. 3 . ͑Color online͒ Average probability of error and the average bias B = e − e L ϫ e H for stops ͑/pa, ka, ta, ba, ga, da/͒ and fricatives ͑/fa, a , sa, ͐ a,va, ða,za, c a/͒ as a function of cut-off frequency. ͑a͒ shows the average low-pass error e L ͑circles͒, the grand high-pass error e H ͑squares͒, and the product of the two, e L ϫ e H ͑thick dashed͒, for stops. The average bias B = e − e L ϫ e H is the shaded area. ͑b͒ shows the same results for the fricatives. 
IV. GENERAL DISCUSSION
In Sec. III A, we demonstrated that Fletcher's product rule 1 ͓Eq. ͑1͔͒ is true for the average consonants at all cut-off frequencies. This can be regarded as a significant verification of the multiband product rule of frequency integration ͓Eq. ͑2͔͒. Suppose that Eq. ͑2͒ is a consequence of the fact that the frequency bands b k , associated with e k , are independent in terms of speech perception. A strict proof would require a speech perception test that actually measures the 20 narrowband recognition scores. This is totally impractical for K = 20, as it would require 20! = 2.5ϫ 10 18 tests. If we look at the real perceptual data ͓Fig. 2͑a͔͒, it actually provides much more information. The logarithms of both e L and e H can be closely fitted by two lines symmetrical across the intersection point of the two curves. This clearly indicates that ͑1͒ the speech information is uniformly distributed across the basilar membrane, as independently measured by both low-pass and high-pass tests; and ͑2͒ the articulation bands are additive in log error in speech perception. Similar results are observed for the two groups of stops and fricatives ͓Figs. 3͑a͒ and 3͑b͔͒.
Based on the observation, it is conjectured that the multiband product rule is a combined property of the peripheral auditory system that has multiple independent parallel channels, and that the input speech stimuli are characterized by a uniform distribution of speech cues along the basilar membrane. It does not apply to individual consonants because the distribution of individual consonant speech cues is not flat. Due to the priori dependence between the speech cues, sometimes the high-pass and low-pass errors do not fit the model. For example, when the primary cue of a sound covers more than one band, the product of the low-pass and high-pass error e L ϫ e H may be lower or higher than fullband error e, due to the fact that the bands neighboring the cut-off frequency are not really independent. To fully understand the interactions between the speech cues and explain why the multiband product rule fails at certain points necessitates knowledge of the speech features.
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V. CONCLUSION
The multiband product rule of frequency integration is an empirical formula justified by the two properties about speech and hearing, specifically, ͑1͒ the speech information is evenly distributed across the frequency, and ͑2͒ the auditory critical bands are independent in terms of speech perception. Results of our experiment HL07 show that the multiband product rule is statistically valid for consonants on average. It may also apply to subgroups of consonant sounds, such as stops and fricatives, which are characterized by a flat distribution of speech cues along the frequency. It fails for individual consonants, as expected. 30, 31 
