In this paper we exhibit a type of semigroup presentations which determines a class of local groups. We show that the finite elements of this class generate the pseudovariety LG of all finite local groups and use them as test-semigroups to prove that LG and S, the pseudovariety of all finite semigroups, verify the same κ-identities involving κ-terms of rank at most 1, where κ denotes the implicit signature consisting of the multiplication and the (ω − 1)-power.
Introduction
Let A be an alphabet. We denote by A * the free monoid of all finite words in A (including the empty word 1) and by A + the free semigroup of all finite non-empty words in A. A semigroup presentation is an ordered pair A | R , with R ⊆ A + × A + . A semigroup S is said to be defined by the presentation A | R if S is isomorphic to the quotient semigroup A + /ρ R , where ρ R is the smallest congruence on A + containing R. If (u, v) ∈ ρ R then u and v represent the same element of S and so it is usual to denote (u, v) by u = v. However, when we want to avoid ambiguity, we denote u ≡ v to assure that u and v are precisely the same word over A. See [10] for an introduction to this topic.
A local group is a semigroup S such that eSe is a group for each idempotent e of S. The finite local groups form a pseudovariety (i.e., a class of finite semigroups closed under taking subsemigroups, homomorphic images and finite direct products) usually denoted by by Almeida and Azevedo, were used to solve the above mentioned word problem as well as to prove other properties of LSl [8, 6] .
Semigroup presentations for a class of local groups
We begin by introducing a certain type of semigroup presentations and then by proving that the semigroups they define are local groups. For an introduction to combinatorics on words, the reader is referred to [11] .
Consider a word w = a 1 a 2 . . . a n ∈ A + (a i ∈ A) of length n ≥ 1. For 1 ≤ p ≤ q ≤ n, we denote w[p, q] = a p a p+1 · · · a q . A word u ∈ A + is a (non-empty) factor of w if u = w[p, q] for some p and q. In this case w[p, q] is said to be an occurrence of the factor u in w. We will say also "an occurrence u = w[p, q] in w" instead of "an occurrence w[p, q] of u in w". If there is an occurrence u = w[p, q] with p = 1 (resp. q = n), then u is called a prefix (resp. a suffix ) of w. We denote by w α and w ω , respectively, the prefix w[1, n − 1] and the suffix w[2, n] of w of length n − 1. A language L ⊆ A + is said to be factorial if L = F (L), where F (L) denotes the set of non-empty factors of all words of L. Let L be a non-empty factorial language and leẗ
We assume that L has content A (i.e., A ⊆ L) and observe that L andL are disjoint languages.
Observe also the following elementary facts ∀v 1 , v 2 ∈L (v 1 is a factor of v 2 ⇔ v 1 = v 2 ); (2.1)
From (2.2) it follows thatL = ∅ if and only if L = A + . We associate to any given word w = a 1 a 2 . . . a n ∈ A + (a i ∈ A) a well-determined finite sequence sc L [w] = (w 0 ,ẅ 1 , w 1 , . . . ,ẅ m , w m ), called the sequence of coordinates of w determined by L, as follows:
• m ≥ 0 is the number, called theL-length of w, of occurrences of elements ofL in w.
Observe that m = 0 if and only if w ∈ L, in which case sc L [w] = (w 0 ).
• Example 2.1 For A = {a, b}, consider the factorial languages L 1 = {a, b, a 2 , ab, b 2 , a 3 , a 2 b} and L 2 = {a i , a j ba k : i > 0, j ≥ 0, k ≥ 0} over A. ThenL 1 = {ba, ab 2 , b 3 , a 4 , a 3 b} and L 2 = {ba j b : j ≥ 0}. For the words u = a 5 ba 2 and v = ab 3 aba 4 b, we have
The above construction may be reverted. More precisely, given sc L [w] there is a deterministic procedure to calculate the word w. This shows in particular that
The procedure is the following. If sc L [w] = (w 0 ), then w = w 0 . Suppose now that sc L [w] = (w 0 ,ẅ 1 , w 1 , . . . ,ẅ m , w m ) with m ≥ 1 and assume that is possible to determine a word z ofLlength m−1 given its sequence of coordinates sc L [z]. By the above construction, w 0 = w ′ (ẅ 1 ) α for some w ′ ∈ A * and the sequence (w 1 ,ẅ 2 , . . . ,ẅ m , w m ) is precisely sc L [z] where z = (ẅ 1 ) ω w ′′ is such that w = w ′ẅ 1 w ′′ . Since w 0 andẅ 1 are given, we may determine w ′ . On the other hand, by hypothesis, z is calculable and, so, also is w ′′ . Therefore w is calculable.
For simplicity of notation, we will usually regard a given word w ∈ A + G as the element of G it represents. On the other hand, by choosing for each element g ∈ G a word of A + G representing g we may view G as a subset of A + G . In particular, we denote by e a word of A
and let f : L ∪L → G be a function. We associate to f four new functionsf :
Now, we letf : X + → L ∪ L 1 GL 1 be the extension to X + of the above functionf by settinǧ
. . , u n−1 ∈ A + and g 1 , . . . , g n ∈ A + G . It is worth to observe the following properties of the functionsf andf.
Lemma 2.2 Let w, z ∈ A + and let z 0 ∈ L be the first coordinate of z and w m ∈ L be the last coordinate of w determined by L. Then,
One can show analogously thatf(wz) =f(w)f(w m ) −1f (w m z), thus concluding the proof of (a).
If m = n = 0 then w, z ∈ L and (b) is trivially verified. When m, n > 0, we havě
If m = 0 and n > 0 then sc
. . ,z n , z n ) and the equality f(wz) =f(f(w)f(z)) is checked as above. The case m > 0 and n = 0 is symmetric.
For latter reference, we state the following extension of Lemma 2.2 (b),
whose validity may be verified by the reader.
We finally set up the presentations for local groups. For each u ∈ L andv ∈L, we define the following relations over X r u :
Taking (2.4) into account, note that the following relations hold in T for any w ∈ A + and z ∈ A + \ L ef(w)e =f(w), ef(z) =f(z),f(z)e =f(z). (2.6)
A more important relation valid in T is revealed in the next lemma.
Lemma 2.3 If w ∈ X + is an arbitrary word, then w =f(w) in T .
Proof.
We consider first the case where w ∈ A + and let sc L [w] = (w 0 ,ẅ 1 , w 1 , . . . ,ẅ m , w m ). We prove the result by induction on theL-length m of w. If m = 0, then w = w 0 ∈ L and sof(w) = w by definition off. Suppose now that m ≥ 1 and assume, by induction hypothesis, that the result is valid for words z ∈ A + withL-length m − 1. Write w = w ′ẅ 1 w ′′ where the first occurrence ofẅ 1 is shown in the factorization. Applying relation rẅ 1 to that occurrence ofẅ 1 one deduces that 
, thus concluding the inductive step and the proof of the lemma for w ∈ A + .
Suppose now that
by the first case
This concludes the proof of the lemma.
Let ψ be the canonical epimorphism from X + onto X + /ρ R = T and denote by Z the subset L ∪ L 1 GL 1 of X + . By Lemma 2.3, the wordf(w) ∈ Z is a representative of the element ψ(w) ∈ T . We show next that Z contains exactly one representative of each element of T and endow Z with a (natural) structure of semigroup that makes it isomorphic to T . Before that we mention that, obviously, Z =f(X + ) andf(z) = z for every z ∈ Z, whencef •f =f. (e) Z is a local group with minimal ideal I = L 1 GL 1 .
In order to verify (a), let z 1 , z 2 , z 3 ∈ Z and notice that z 1 · (z 2 · z 3 ) =f(z 1f (z 2 z 3 )) by definition of ·. Now, as z 1 ∈ Z, we have z 1 =f(z 1 ) and so, by (2.5),
which shows the associativity of ·.
Let y, w ∈ X + . Thenf(y) andf(w) belong to Z and, so, by definition of · and by (2.5),
For (c), suppose first thatf(y) =f(w). By Lemma 2.3, y =f(y) and w =f(w) in T , whence also y = w in T . Suppose next that y = w in T . Without loss of generality we may assume that w is deduced from y in one step, so that y = y ′ x 1 y ′′ and w = y ′ x 2 y ′′ with (
Since by (b)f is a homomorphism, to deducef(y) =f(w) it suffices to show thatf(
Since e represents the identity of G, ef(u)e = f(u) in G and sof(eue) = f(u) =f(f(u)). It remains to treat the case where
. This completes the proof of (c).
To deduce (d) it suffices to notice that the existence of an isomorphism θ : T → Z is an immediate consequence of (b) and (c). It is the unique mapping from T onto Z such that θ • ψ =f, where ψ is the canonical epimorphism from X + onto T .
It is not difficult to verify that I = L 1 GL 1 is the minimal ideal of Z and that ϕ :
, defines an isomorphism from I onto J, the Rees matrix semigroup
Moreover, the Rees quotient Z/I = L ∪ {0} is a nilpotent semigroup (i.e., Z/I has 0 as its unique idempotent). Hence Z is a local group and this finishes the proof of the proposition.
. We extend the mapping ϕ : I → J above to a new one ϕ : Z → S by setting ϕ(w) = w for every w ∈ L. Next, we define an operation in S by setting, for every w, w ′ ∈ L and (u, g, v),
As one may verify, this operation makes S a semigroup, which we denote by S[G, L, f], and ϕ an isomorphism from Z onto S. The following statement is then an immediate consequence of previous results.
Corollary 2.5 Let L ⊆ A + be a non-empty factorial language, let G be a group defined by a presentation
, where P = f (uv) u,v∈L 1 , and L as set of nonregular elements. Therefore, the above semigroups are finite if and only if both L and G are finite.
Generators for LH
In this section, we let H denote a pseudovariety of groups and show that the semigroups
, with G ∈ H and L finite, form a generating set of the pseudovariety LH. For this we will use the results of [2] , where Almeida and Azevedo study semidirect products of the form V * D k , with V a pseudovariety of semigroups which is not locally trivial and D k the pseudovariety of all finite semigroups that verify the identity
We are interested only in the cases where V is H, since LH = H * D = k≥1 H * D k , and so we only recall the corresponding results. Denote by L k = A ≤k the (factorial) language of all words over A of length at most k and notice thatL k = A k+1 . For a word u ∈ A + , let i k (u) (resp. t k (u)) be the longest prefix (resp. suffix) of u of length at most k. A function f :
be the semigroup with multiplication given, for every
.
Furthermore, we have the following specialization of [1, Corollary 10.6.8].
Proposition 3.1 The pseudovariety LH is generated by the semigroups of the form
The group G is of course the same for the two semigroups. We take for L the language L k = A ≤k . This way the minimal ideal
Finally, notice that f has domain A + whereas we need to define a function f with domain L k ∪L k (= L k+1 ) and we want to make I a subsemigroup of J. But this is no problem since f is a k-superposition homomorphism and so f(L k ) = {1 G } and the value of f on A + \ L k is determined by its value onL k . We let f be the restriction of f to L k ∪L k . Therefore, with the above choices, f is precisely the restriction off to A + . Since the functionf is the one that determines the structure matrix of the minimal ideal J of S k (G, f), the objective of turning I into a subsemigroup of J is guaranteed. The difference between M k (G, f) and S k (G, f) is not only in their minimal ideals: while the set of non-regular elements of
it corresponds to the element (u, 1 G , u) that lies in the minimal ideal. On the other hand S k (G, f) also has an element (u, 1 G , u). So, we construct a new semigroup in which the elements u and (u, 1 G , u) are identified (and only these ones).
Lemma 3.2 With the above choices for
L and f, let S ′ k (G, f) be a semigroup defined by the presentation X | R ′ , where R ′ = R G ∪ R f ∪ {u = ueu : u ∈ A k }. (a) The semigroup S ′ k (G, f) is an homomorphic image of S k (G, f). (b) ρ R ′ = ρ R ∪ {u = ueu : u ∈ A k }, where R = R G ∪ R f .
Proof.
To deduce (a) it suffices to note that S ′ k (G, f) is defined by a presentation that differs from the one defining S k (G, f) only in having the extra relations u = ueu (u ∈ A k ).
The inclusion ρ R ∪ {u = ueu : u ∈ A k } ⊆ ρ R ′ is immediate after the definition of a congruence generated by a relation. To prove the reverse inclusion, let w, z ∈ X + and suppose that (w = z) ∈ ρ R ′ and (w = z) ∈ {u = ueu : u ∈ A k }. We need to prove that (w = z) ∈ ρ R . This holds trivially if the relation w = z is deduced without using the relations u = ueu (u ∈ A k ). We assume, without loss of generality, that w = w ′ uw ′′ and z = w ′ ueuw ′′ with u ∈ A k and w ′ or w ′′ non-empty. We treat only the case in which w ′ is non-empty since the case w ′′ non-empty is similar. If t 1 (w ′ ) ∈ A G then, by (2.4) and using relation r u , one deduces that z = w ′ eueuw ′′ = w ′ euw ′′ = w in X + /ρ R . If t 1 (w ′ ) = a ∈ A then w ′ = w ′′′ a for some w ′′′ ∈ X * and au ∈ A k+1 =L k . Notice that (au) α = i k (au) and (au) ω = t k (au) = u. Hence, using relation r au one deduces that z = w ′′′ i k (au)f(au)ueuw ′′ is in ρ R . Since f(au) ∈ A + G we may now proceed as in the previous case. So, using relations r u and r au , we deduce that z = w ′′′ i k (au)f(au)uw ′′ = w ′′′ auw ′′ = w in X + /ρ R . Therefore, in both cases, (w = z) ∈ ρ R . This proves (b).
Remark that, informally speaking, Lemma 3.2 (b) states that the relation u = ueu (u ∈ A k ) makes no identifications on S k (G, f) other than the elements u and (u, 1 G , u). It should now be clear that the mapping φ :
The following result is then an immediate consequence of Proposition 3.1 and Lemma 3.2.
Corollary 3.3
The pseudovariety LH is generated by the semigroups of the form S k (G, f)
We observe that, in general, the semigroup M k (G, f) is not an homomorphic image of S k (G, f). That is, it is not possible to obtain a presentation for M k (G, f) simply by adding new relations to the presentation that defines S k (G, f). For instance, consider the alphabet A = {a}, the cyclic group G = g | g 3 = g = {g, e} of order 2, k = 1 and f(a 2 ) = g.
one should identify the idempotents (1, e, 1) and (a, g, a) of S k (G, f), by adding the relation e = aga to the above presentation. But then we would have a 2 = e and so e = ee = a 2 a 2 = aa 2 a = aea = a 2 ga 2 = ege = g in the resulting semigroup. This semigroup would therefore be aperiodic and so different from M k (G, f).
Canonical forms for κ-terms of rank 1
A κ-term is a formal expression obtained from letters of an alphabet A using two operations: the binary concatenation and the unary (ω − 1)-power. A κ-term has a natural interpretation on each finite semigroup S: the concatenation is viewed as the semigroup multiplication while the (ω − 1)-power is interpreted as the unary operation which sends each element s of S to the inverse of s ω+1 (= ss ω ) in the maximal subgroup containing the unique idempotent power s ω of s. For a class C of finite semigroups and κ-terms π 1 and π 2 , we say that C satisfies the κ-identity π 1 = π 2 , and write C |= π 1 = π 2 , if π 1 and π 2 have the same interpretation over every semigroup of C. The κ-word problem for C consists in deciding, given a κ-identity π 1 = π 2 , whether C |= π 1 = π 2 . A solution for this problem has been obtained for some important pseudovarieties and we will soon present solutions for the pseudovarieties S [5] and
LG [7] . In the current paper we will treat an instance of the problem by showing that S and LG satisfy the same κ-identities π = ρ where π and ρ have rank at most 1, and that it is decidable whether S and LG satisfy π = ρ. For that, we first reduce each κ-term of rank 1 to a certain canonical form, similar to the normal form introduced by McCammond in [12] to solve the ω-word problem for the pseudovariety A of finite aperiodic semigroups. The definition of an ω-term differs from that of a κ-term only in the use of the ω-power instead of the (ω − 1)-power (we remark that the two operations coincide on the pseudovariety A). Then we use our test-semigroups S(G, L, f) to separate two distinct canonical forms.
A word is said to be primitive if it cannot be written in the form u n with n > 1. We say that two words w and z are conjugate if there exist words u, v ∈ A * such that w = uv and z = vu. Let an order be fixed for the letters of the alphabet A. A Lyndon word is a primitive word which is minimal, with respect to the lexicographic ordering, in its conjugacy class. For combinatorial properties involving Lyndon words that are relevant for the remaining of this paper, the reader is referred to [3] , where an alternative proof of correctness of McCammond's normal form algorithm over A is presented.
We employ the following notation for κ-terms, where n > 0: x ω+n represents x ω x n ; x ω+0 is x ω ; x ω−n denotes (x ω−1 ) n . The κ-terms of rank 0 are the words from A + and they are all considered to be in canonical form. A κ-term of rank 1 is an expression π of the form
with m ≥ 1, u 0 , . . . , u m ∈ A * , x 1 , . . . , x m ∈ A + and q 1 , . . . , q m ∈ Z. Using the terminology of McCammond [12] , each factor of the form x
will For instance, let a, b ∈ A be letters such that a < b. The κ-terms b(abb) ω−1 b ω+2 and a ω+3 b(aab) ω aa(ab) ω−2 are in canonical form, as is also any κ-term of the type (ax n ) ω+p x ω+q or y ω+p b(y n b) ω+q where x ∈ {a, b} * b{a, b} * and y ∈ {a, b} * a{a, b} * are Lyndon words and n, p, q ∈ Z with n ≥ 1. We remark that our option to the canonical form of each crucial portion is different from the one that McCammond [12] imposed to crucial portions of ω-terms. That is, if x
is in canonical form, then the ω-term x ω i u i x ω i+1 may not be in McCammond's normal form. To each crucial portion x
there is an associated bi-infinite word · · · x i x i u i x i+1 x i+1 · · · , which we denote by x
. From the definition of canonical form, it is easy to deduce that, for i, j ∈ {1, . . . , m − 1}, the bi-infinite words x
coincide if and only if x i = x j , u i = u j and x i+1 = x j+1 . As we shall see below, for each κ-term α of rank 1 there is one α ′ in canonical form such that S |= α = α ′ . The κ-term α ′ is unique by Theorem 5.1 below and so we call it the canonical form of α. Moreover it can be computed from α by applying elementary changes resulting from reading in either direction the following κ-identities, where i, j, n ∈ Z with n > 0,
These κ-identities are easily shown to be valid in all finite semigroups and so α = α ′ is indeed verified by S. If a subterm given by the left side of a κ-identity of type 1-3 is replaced in a κ-term by the right side of the κ-identity, then we say there is a contraction of that type. If the replacement is done in the opposite direction then we say that there is an expansion of that type. An application of the κ-identity 4, in either direction, will be called a shift. For example, consider the κ-term α = (bababa) ω b ω−3 b(bb) ω+1 . The following sequence of κ-terms, starting in α, is derived from the κ-identities 1-4 above,
The two first steps in this derivation are contractions of type 1, the third step is an expansion of type 3 R , the fourth is a shift, the fifth is a contraction of type 3 R , the sixth step is a contraction of type 2, the seventh is an expansion of type 3 L and the final step is a contraction of type 3 R . As b(ab) ω b ω−1 is in canonical form, we conclude that this κ-term is the canonical form of α. The steps of the algorithm to compute the canonical form of an arbitrary κ-term of rank 1 may be described as follows.
(1) Apply all possible contractions of type 1.
(2) By means of an expansion of type 3 and a shift, write each infinite power in the form x ω+q where x is a Lyndon word. (5) Standardize each crucial portion x ω+p uy ω+q as follows. By step (3), x is not a prefix and y is not a suffix of u. Let ℓ be the minimum non negative integer such that |uy ℓ | ≥ |x|. If x is not a prefix of uy ℓ then the crucial portion x ω+p uy ω+q is already in canonical form. Otherwise ℓ = 0. In this case, apply ℓ expansions of type 3 L to the limit term on the right side of the crucial portion, followed by all n ≥ 1 possible contractions of type 3 R . As shown in [5] , the crucial portion x ω+p+n vy ω+q−ℓ thus obtained is already in canonical form.
It is not difficult to check that the above procedure does indeed transform any κ-term of rank 1 into one in canonical form.
Identities involving κ-terms of rank at most 1
The main objective of this section is to prove that S and LG satisfy the same κ-identities involving κ-terms of rank at most 1. This property cannot, obviously, be extended to rank 2 since S does not verify the κ-identity (x ω yx ω ) ω = x ω while LG verifies it (in fact this κ-identity defines LG).
Consider rank 1 κ-terms π = u ′ 0 x
u n in canonical form. We associate to the κ-identity π = ρ an identity w π = w ρ and a finite local group S π,ρ , of the form S(G, L, f), as follows. As we shall see, the identity w π = w ρ (together with another condition easy to verify) serves to decide whether the κ-identity π = ρ holds over
LG and S π,ρ is a test-semigroup to π = ρ. We set I n = {1, . . . , n} and I m,n = I n \ {m, n}. We also set, for each i ∈ I n , ℓ i = |x i | and x i = a i1 a i2 · · · a iℓ i with a i1 , a i2 , . . . , a iℓ i ∈ A. For each j ∈ {1, . . . , ℓ i }, we let x ij be the conjugate x ij = a ij · · · a iℓ i a i1 · · · a i j−1 of x i and notice that x i1 = x i . Now, let q = 1 + max{|q i | : i ∈ I n } and, for each i ∈ I n , consider the positive integer q i = q + q i . We associate a variable v x to each word x ∈ A + and a variable v x,u,y to each triple (x, u, y) of words of A + . Let V = {v x i , v x j ,u j ,x j+1 : i ∈ I n , j ∈ I m,n }. We associate to π and ρ the following words w π , w ρ ∈ V + ,
where
non-empty and is the empty word otherwise. This completes the definition of the identity
Let us now define the test-semigroup S π,ρ = S(G, L, f). We select first a group homomorphism η : F V → G into a finite group G, associating to each variable v * an element η(v * ) = g * , in such a way that: if the identity w π = w ρ is non-trivial, then g π = η(w π ) and g ρ = η(w ρ ) are distinct elements of G. We observe the following Claim 1 We may assume that each element of η(V) has an order at least 2q.
Proof.
In order to attest the claim, let C 2q = s denote the cyclic group of order 2q generated by an element s and consider the group G ′ = G × C 2q . The elements g ′ * = (g * , s) of G ′ have an order at least 2q. Let η ′ : F V → G ′ be the group homomorphism defined by η ′ (v * ) = g ′ * . The first components of g ′ π = η ′ (w π ) and g ′ ρ = η ′ (w ρ ) are respectively g π and g ρ . If these are distinct elements of G, then g ′ π and g ′ ρ are distinct elements of G ′ . Therefore, if necessary, we replace η by η ′ thus proving the claim.
We describe next the language L. We will fix three positive integers i < j < k and define sets of words W i , W j and W k as follows. We choose first an integer i > |u ′ 0
, that is not periodic (i.e., it is not of the form · · · vvv · · · , the infinite repetition for both sides of the same finite word v) by definition of canonical form. Therefore, for every i, i ′ ∈ I m,n and j large enough, either
, or, as a consequence of the rank 1 canonical form definition, it has exactly one occurrence in
We fix one such j with j > i, let W j = {x j i u i x j i+1 : i ∈ I m,n } and observe that W i and W j are disjoint sets. If n = 2 then π and ρ have no crucial portions and we let j > i and take for W j the empty set. For any n, we fix at last an integer k > j such that x k iq ∈ F (W j ) for every i ∈ I n and q ∈ {1, . . . , ℓ i }. Since we may take for k any sufficiently large positive integer, we pick out an option such that k ′ = k + 1 + q is a multiple of the order of each element g x i with i ∈ I n . Finally, we set W k = {x k iq : i ∈ I n , q ∈ {1, . . . , ℓ i }} and
We conclude the definition of the semigroup S π,ρ by identifying the mapping f : L∪L → G. We consider the subset
where t i ≥ 0 is the biggest integer such that
i+1 is a suffix of x j i u i . We may now prove the main result of this section.
Theorem 5.1 Under the above assumptions and with the above notations, the following conditions are equivalent:
(e) π and ρ are the same κ-term.
Proof. The sequence of implications (d)⇒(e)⇒(a)⇒(b)⇒(c) holds trivially. It remains therefore to prove the implication (c)⇒(d).
Thus suppose that S π,ρ |= π = ρ and let φ : T κ A → S π,ρ be the homomorphism of κ-semigroups that coincides with ϕ •f on A + , where T κ A denotes the κ-semigroup of all κ-terms and ϕ is the isomorphism from Z[G, L, f] onto S π,ρ defined in Section 2. Notice that, φ(w) = w when w ∈ L and,
. We begin by computing the value under φ of each power x
On the other hand, by the assumption on k, it is clear that x k+1 i / ∈ L, whence φ(x k+1 i ) belongs to the minimal ideal of S π,ρ . Therefore, the kernel K x i of the subsemigroup x i of S π,ρ generated by x i (= φ(x i )), is of the form
) and thus
The positive integers p i and q ′ i are specified in the following lemma.
Lemma 5.2 (a) p i is the order of the element g x i in G;
Proof. Notice first that, for every j ∈ {1, . . . , ℓ i }, the word
with q repetitions of
We may now employ (5.2) to deduce that, for p ≥ 1, φ(x
) if and only if g p x i = 1 G . Hence, the least positive integer p i such that φ(x
) is the order of g x i , thus proving (a).
In view of Claim 1, p i ≥ 2q, whence k ′ + q i ∈ {k + 1, . . . , k + p i }. Therefore, to prove the equality k + q ′ i = k ′ + q i it suffices to verify that φ(x ω i ) = φ(x k ′ i ). For this, using (5.2) and the fact that g k ′ x i = 1 G , since p i divides k ′ by the choice of k ′ , we deduce
Using (5.1), (5.2), Lemma 5.2 (b) and the fact that φ andf are homomorphisms such thať f •f =f, one deduces that
Let us now prove the following lemma. Lemma 5.3 Let i ∈ I m,n , j ∈ {1, m + 1} and k ∈ {m, n}. ẅ 1 , w 1 , . . . ,ẅ p , w p ) with p ≥ 1. Moreover, since
where w 0 , w j 1 , . . . , w jr , w p (with 0 < j 1 < · · · < j r < p) is the sequence of all coordinates of w that belong to the set
for every j ∈ I m,n , the words a iℓ i x . Suppose, on the other hand, that some element x k j ∈ W ′ k occurs in w. Then, by the assumption on k, x k j overlaps the prefix x k i or the suffix x k i+1 of w for a factor sufficiently large to deduce (from the Fine and Wilf's Theorem and the fact that x i , x i+1 and x j are Lyndon words) that x j = x i or x j = x i+1 . Since, by definition of canonical form, x i is not a prefix of u i x j i+1 and, as we have seen above, x i+1 is not a suffix of v i , this means that the occurrence of x k j determines one of the already identified coordinates w 0 , w j r−t i +1 , . . . , w jr , w p of w, thus proving that j s = j 1 and j r−t i +1 = j 2 . This shows the claim and concludes the proof of (a).
We now establish (b). Let
for some integer i ≤ r j < k and some proper prefix
By definition of canonical form and of the set W j ∪ W ′ k it is clear that the intermediate coordinatesẅ 1 , w 1 , . . . ,ẅ p of w do not belong to this set. By definition off it then follows thatf(w) = w 0 f(
, thus proving (b). Condition (c) is symmetrical to condition (b) and so it can be proved analogously, thus completing the proof of the lemma. Lemma 5.3 (a) and the definition of f show that, for every i ∈ I m,n , 
and, analogously, φ(ρ) = (z ′ m , g ρ , z n ). Since S π,ρ verifies the κ-identity π = ρ, by hypothesis, we have that φ(π) = φ(ρ). Then z ′ 0 = z ′ m , g π = g ρ and z m = z n . From g π = g ρ we deduce that the identity w π = w ρ is trivial. In particular, u ′ 0 v q 1
x m+1 and, so, x 1 = x m+1 . Now, it results from the equality z ′ 0 = z ′ m and the fact that π and ρ are in canonical form that
By symmetry, we also have u m = u n . This completes the proof that (c) implies (d).
The following decidability result may now be easily deduced.
Corollary 5.4 Given κ-terms π and ρ of rank at most 1, it is decidable whether LG (resp. S) satisfies π = ρ.
Proof.
Since LG contains the pseudovariety LI and LI separates different finite words as well as finite words from rank 1 κ-terms, if one of π and ρ is a finite word then they both are the same finite word. So, we assume that π and ρ are both rank 1 κ-terms. In view of Theorem 5.1, to decide whether LG (resp. S) verifies π = ρ it suffices to compute the canonical forms π ′ and ρ ′ of π and ρ, respectively, and to verify if π ′ and ρ ′ are the same κ-term.
6 An alternative version of Theorem 5.1
By way of comparison, we present an alternative version of Theorem 5.1 containing small adjustments. Here, the test-semigroup S π,ρ is of the form S k (G, f) (we could use instead a semigroup M k (G, f) with exactly the same effect) and the group identity w π = w ρ involves −1 exponents. Contrarily to the first version, the words w π and w ρ are not reduced in the free group. We let π = u ′ 0 x
ω+qn n u n be rank 1 κ-terms in canonical form and assume the same notations I n = {1, . . . , n}, I m,n = I n \ {m, n}, ℓ i = |x i |, x i = a i1 a i2 · · · a iℓ i and x ij = a ij · · · a iℓ i a i1 · · · a i j−1 of the previous section. Now, let k ∈ N be such that k + 1 = rℓ 1 ℓ 2 · · · ℓ n , with r > 1 + max{|u ′ 0 |, |u ′ m |, |u j |, |q j | : j ∈ I n }, and let
We define first the group identity w π = w ρ . Let L k = A ≤k , whenceL k = A k+1 . We associate to each word u ∈L k a variable v u , let V = {v u | u ∈L k } and denote by F V the free group generated by the alphabet V. Let λ : A + → F V be the k-superposition homomorphism given by λ(u) = v u for every u ∈L k , whence for a where, for i ∈ I n and j ∈ {0, m},
We denote by w π and w ρ , respectively, the reduced forms of w π and w ρ in F V .
Let us now define the test-semigroup S π,ρ . Choose a group homomorphism η :
k-superposition homomorphism from A + into G (the k-superposition property is a particular case of the property presented in Lemma 2.2 (a)).
The announced alternative version of Theorem 5.1 is the following. Theorem 6.1 Under the above assumptions and with the above notations, the following conditions are equivalent:
The implications (e)⇒(a)⇒(b)⇒(c) hold trivially. To prove the implication (c)⇒(d), assume that S π,ρ |= π = ρ and let φ k :
onto S π,ρ defined in Section 2, and notice that φ k (w) = (i k (w),f(w), t k (w)) for w ∈ A + \ L k . We use the same notation for the homomorphism of κ-semigroups T κ A → S π,ρ that coincides with φ k on A + . Since S π,ρ is a finite semigroup, it verifies the identity x p! = x ω for every sufficiently large positive integer p. Take one such p with p! + q i ≥ k + 1 for all i ∈ I n . Then, φ k (π) = φ k (π p ) and φ k (ρ) = φ k (ρ p ) where π p and ρ p are the words from A + obtained, respectively, from π and ρ by replacing each occurrence of ω by p!. Sincef is a k-superposition
and, so, it verifies the identity x p! = 1. Using again the fact thatf is a k-superposition homomorphism, it follows that
where By hypothesis S π,ρ verifies π = ρ, whence φ k (π) = φ k (ρ). Thus i k (u ′ 0 b 11 ) = i k (u ′ m b m+1 1 ), η(w π ) = η(w ρ ) and t k (b m1 u m ) = t k (b n1 u n ). The second condition η(w π ) = η(w ρ ) and the definition of η imply that G |= w π = w ρ and, so, that the identity w π = w ρ is trivial. In particular w ′ 0 y
. Since r may be chosen arbitrarily large the same happens with every r i . Hence, each exponent q i − r i is negative, with absolute value as large as we want. Therefore, as π and ρ are in canonical form, one deduces easily that w ′ 0 = w ′ m and y 1 = y m+1 and then that x 1 = x m+1 . Now, the first condition i k (u ′ 0 b 11 ) = i k (u ′ m b m+1 1 ) above immediately implies that u ′ 0 = u ′ m . Symmetrically, one deduces that u m = u n . This shows the implication (c)⇒(d).
Let us now prove that (d) implies (e). Assume that w π = w ρ is a trivial identity and that u ′ 0 = u ′ m and u m = u n . For j ∈ I m,n let u j = x ′ j v ′′ j = v ′ j x ′′ j+1 be two factorizations of u j where x ′ j (resp. x ′′ j+1 ) is the longest common prefix (resp. suffix) of u j and x j (resp. x j+1 ). Consider the words z ′′ j = t k−|x ′ j | (x k j ) and z ′ j+1 = i k−|x ′′ j+1 | (x k j+1 ). With this notation and since λ is a k-superposition homomorphism, we have
By the choice of x ′ j , λ(b j1 x ′ j ) is the longest prefix of w j that is canceled by y q j −r j j in the reduction process of w π (if j < m) and w ρ (otherwise). Dually, λ(x ′′ j+1 b ′ j+1 1 ) is the longest suffix of w j that is canceled by y q j+1 −r j+1 j+1
. Moreover, λ(b j1 x ′ j ) and λ(x ′′ j+1 b ′ j+1 1 ) are words over the alphabet V of length, respectively, |x ′ j | + 1 and |x ′′ j+1 | and so less than or equal to |u j |. Since each exponent q i − r i is negative and with a large absolute value, we may assume that some (large) factor y ′ j of y q j −r j j remains in the reduced form. On the other hand, λ(z ′′ j u j z ′ j+1 ) = 1 since |z ′′ j u j z ′ j+1 | > k. Whence, the reduced forms w π and w ρ have precisely, respectively, m − 1 and n − m − 1 factors of V + that are placed between factors of (V −1 ) + . Since w π = w ρ by hypothesis, it follows that m = n − m and, for every j ∈ {1, . . . , m − 1}, λ(z ′′ j u j z ′ j+1 ) = λ(z ′′ m+j u m+j z ′ m+j+1 ), whence z ′′ j u j z ′ j+1 = z ′′ m+j u m+j z ′ m+j+1 . As k (and, so, also the words z ′′ j , z ′ j+1 , z ′′ m+j and z ′ m+j+1 ) is arbitrarily large, one deduces that the bi-infinite words x −∞ j u j x +∞ j+1 and x −∞ m+j u m+j x +∞ m+j+1 coincide. Hence, as a consequence of the hypothesis u m = u n and of the rank 1 canonical form definition, for every j ∈ {1, . . . , m}, x j = x m+j and u j = u m+j , and thus w j = w m+j , y j = y m+j and r j = r m+j . To deduce that π and ρ coincide, and since by hypothesis u ′ 0 = u ′ m , it remains to prove that q j = q m+j for every j ∈ {1, . . . , m}. But that is immediate after the above equalities and the fact that w π = w ρ . This shows the implication (d)⇒(e) and concludes the proof of Theorem 6.1.
Final remarks. The semigroups S(G, L, f) were used above as test-semigroups to show that the word problem for κ-terms of rank at most 1 over LG is decidable, and they are used in [7] to extend this result to any rank. Exploring the fact that LH is generated by the semigroups S(G, L, f) with G ∈ H and L finite, we expect that the above method can be adapted to solve the κ-word problem over LH, for other pseudovarieties H of groups.
