The aim of this paper is to carry out an explicit construction of CAP representations of GL(2) over a division quaternion algebra with discriminant two. We first construct cusp forms on such group explicitly by lifting from Maass cusp forms for the congruence subgroup Γ 0 (2). We show that this lifting is non-zero and Hecke-equivariant. This allows us to determine each local component of such a cuspidal representation. We then know that our cuspidal representations provide examples of CAP representations, and in fact, counterexamples of the Generalized Ramanujan conjecture.
Introduction
One of the fundamental problems in the theory of automorphic forms or representations is to study the Ramanujan conjecture. To review it let G be a reductive algebraic group over a number field F and let A := ⊗ ′ v≤∞ F v be the ring of adeles for F , where F v denotes the local field at a place v. Nowadays it is widely known that counterexamples of this conjecture are found. A well-known example is given by the Saito-Kurokawa lifting to holomorphic Siegel cusp forms of degree two (cf. [17] ). As another well-known example there is the work by Howe and Piatetski-Shapiro [11] , which gives a counterexample by a theta lifting from O(2) to Sp (2) . In fact, it is expected that liftings from automorphic forms on a smaller group provide such counterexamples. On the other hand, let us recall that there is the notion of CAP representation (Cuspidal representation Associated to a Parabolic subgroup), which has been originally introduced by Piatetski-Shapiro [25] . This is a representation theoretic approach to find counterexamples of the Ramanujan conjecture.
We now note that the Ramanujan conjecture for the general linear group GL(n) is strongly believed. In fact, by Jacquet and Shalika [14] , it can be shown that the CAP phenomenon never occurs for GL(n). More generally, it is expected that the conjecture would hold for generic cuspidal representations of quasi-split reductive groups. In view of the Langlands functoriality principle for quasi-split groups and their inner forms, the Ramanujan conjecture for the inner forms are quite natural and interesting to study. We can thereby say that CAP representations of the cases of the inner forms are significant to discuss. To define the notion of CAP representations for the inner forms we follow Gan [8] and Pitale [22] (cf. Definition 6.6). Let us note that the Saito-Kurokawa lifting deals with the case of the split symplectic group GSp(4) of degree two. The case of the non-split inner form GSp(1, 1) ≃ GSpin(1, 4) of GSp (4) is considered by [8] and [22] etc.
In this paper we take up the case of GL 2 (B) over the division quaternion algebra B with discriminant two, where note that GL 2 (B) is an inner form of the split group GL(4). Our results provide an explicit construction of cusp forms on GL 2 (B) with lifts from Maass cusp forms for the congruence subgroup Γ 0 (2), and show that the cuspidal automorphic representations generated by such lifts are CAP representations of GL 2 (B). The method of our construction of the lifting is what follows [22] , which deals with an explicit construction of lifting to GSp (1, 1) . In fact, note that the cusp forms constructed by our lifting are viewed as Maass cusp forms on the 5-dimensional real hyperbolic space, while the lifting considered in [22] provides Maass cusp forms on the 4-dimensional real hyperbolic space. As in [22] , to prove the automorphy of our lifts, we use the converse theorem [19] by Maass, which is useful for real hyperbolic spaces of arbitrary dimension.
We explain the explicit construction of our lifting. Let f be a Maass cusp form for Γ 0 (2) which is an eigenfunction of the Atkin-Lehner involution. Let {c(n)} n∈Z\{0} be Fourier coefficients of f . From c(n)'s we define numbers A(β)'s (cf. (4.2)) for β ∈ B \ {0} in order to construct our lifting to a cusp form F f on GL 2 (H) in the non-adelic setting. Actually A(β)'s are nothing but Fourier coefficients of F f . The statement of our first result is as follows: (cf. Theorem 4.3) Theorem 1.2 Let f be a non-zero Mass cusp form which is an eigenfunction of the AtkinLehner involution. Then F f is a non-zero cusp form on GL 2 (H).
Another result is that the cuspidal representations generated by F f 's are CAP representations of GL 2 (B) and provide counterexamples of the Generalized Ramanujan conjecture. To be more precise, assume that f is a Hecke eigenform. We can regard F f as a cusp form on the adele group G(A) with G = GL 2 (B). We can show that F f is a Hecke eigenform (cf. Section 5) . Then the strong multiplicity one theorem proved by Badulescu and Renard [2] , [3] implies that F f generates an irreducible cuspidal representation π := ⊗ ′ p≤∞ π p of G(A). By our detailed study on Hecke eigenvalues of F f we can determine local representations π p for every p < ∞. We can also determine π p explicitly at p = ∞ by the calculation of the eigenvalue for the Casimir operator. For this we note that every π p is unramified (at an odd prime) or spherical (at p = 2 or ∞). We can show that π p (respectively π ∞ ) is non-tempered at every odd prime p (respectively tempered at p = ∞). If we further assume that f is a new form, we can also show the non-temperedness of π p at p = 2. These lead to our another result as follows (cf. Theorem 6.7, Theorem 6.8): Theorem 1.3 (1) Let f be a non-zero Hecke eigen cusp form and F f be the lift. Let σ f and π F be irreducible cuspidal representations generated by f and F = F f respectively. Then π F is nearly equivalent to an irreducible component of Ind Let π ′ be the unique irreducible quotient of Ind
. This is denoted by MW(σ, 2) in Section 18 of [3] , which is a non-cuspidal, discrete series representation of GL 4 (A). Since σ is not the image of a cuspidal representation of B × A under the JacquetLanglands correspondence, π ′ is B-compatible according to Proposition 18.2, part (a) of [3] . Hence there exists a discrete series representation π of GL 2 (B A ) which maps to π ′ under the Jacquet-Langlands correspondence. Also, from Proposition 18.2, part (b) of [3] , the representation π has to be cuspidal. By the strong multiplicity one theorem for GL 2 (B), the representation π has to be exactly the same as π F obtained from the classical construction. The novelty of our method is that we obtain explicit formula for the lift in terms of Fourier expansions which are valid for non-Hecke eigenforms as well. In addition, the classical method immediately shows that the lifting is a linear non-zero map.
Let us remark that Grobner [9] has also obtained examples of CAP representations for GL 2 (B) using the results of [3] . The example by Grobner [9] has a non-tempered local component at the archimedean place, while our cuspidal representation π has a tempered local component at the place as is remarked above.
The outline of this paper is as follows. In Section 2 we first introduce basic notation of algebraic groups and Lie groups. Then we next introduce automorphic forms in our concern. In Section 3 we study a zeta-integral attached to a Maass cusp form f , which is necessary to use the converse theorem by Maass later. Then the explicit construction of cusp forms on GL 2 (H) is given by lifts F f 's in Section 4. In Section 5 we view F f as a cusp form on the adele group G(A) and prove that F f is a Hecke eigenform at every finite place. Then, in Section 6, we determine local components π p of the cuspidal representation π generated by F f for all places p ≤ ∞. We thus see that π is a CAP representation and provides a counterexample of the Ramanujan conjecture.
Acknowledgement
From Masao Tsuzuki we have known Weyl's law of new Maass cusp forms for Γ 0 (2), which leads to the existence of a non-zero cuspidal representation π F = ⊗ ′ p≤∞ π p with non-tempered local components π p at every p < ∞. Marko Tadić kindly made his remark on the proof of the non-temperedness of π 2 . These are summarized as Remark 6.9. Our profound gratitude is due to them. We would like to thank A. Raghuram for informing us of the paper [9] by Grobner. We would also like to thank Abhishek Saha for several discussions leading to the proof of the non-vanishing of the lifting.
Here GL 2 (B) is the general linear group over B, which consists of elements in M 2 (B) whose reduced norms are non-zero. Let H = B ⊗ Q R, which is nothing but the Hamilton quaternion algebra R+Ri+Rj +Rk. Let H ∋ x →x ∈ H denote the main involution of H, and tr(x) = x+x and ν(x) := xx be the reduced trace and the reduced norm of x ∈ H respectively. In what follows, we often use the notation |β| := ν(β) for β ∈ H. We put H − := {x ∈ H | tr(x) = 0} to be the set of pure quaternions, and H 1 := {x ∈ H | ν(x) = 1}.
Denote by G := GL 2 (H) the general linear group of degree two with coefficients in the Hamilton quaternion algebra H. The Lie group G admits an Iwasawa decomposition
where
The subgroup Z + is contained in the center of G and K is a maximal compact subgroup of G, which is isomorphic to the definite symplectic group Sp * (2). Let us consider the quotient G/Z + K, which is realized as
This gives a realization of the 5-dimensional hyperbolic space.
Lie algebras
The Lie algebra g of G is nothing but M 2 (H), and has an Iwasawa decomposition
2)
where z, n, a and k are the Lie algebras of Z + , N, A and K respectively.
We next consider the root space decomposition of g with respect to a. Let H := 1 0 0 −1 and α be the linear form of a such that α(H) = 1. Then {±2α} is the set of roots for (g, a). For z ∈ H we put
−2α := 0 0 z 0 .
5
The set {E (1) 2α , E
−2α }) forms a basis of n (respectively a basis ofn :
which coincides with
Then z ⊕ z a (k) ⊕ a is the eigen-space with the eigenvalue zero. We then see from the root space decomposition of g with respect to a that g decomposes into
We also introduce the Lie group SL 2 (H) consisting of elements in GL 2 (H) with their reduced norms 1. The Lie algebra g 0 = sl 2 (H) of SL 2 (H) is the Lie algebra consisting of elements in M 2 (H) with their reduced traces zero. For this we note that
We introduce the differential operator Ω defined by the infinitesimal action of
This differential operator Ω coincides with the infinitesimal action of the Casimir element of g 0 (see [15, p.293] ) on the space of right K-invariant smooth functions of G/Z + . To check this we
In what follows, we call Ω the Casimir operator.
Automorphic forms
For λ ∈ C and a discrete subgroup Γ ⊂ SL 2 (R) we denote by S(Γ, λ) the space of Maass cusp forms of weight 0 on the complex upper half plane h whose eigenvalue with respect to the hyperbolic Laplacian is −λ. For a discrete subgroup Γ ⊂ GL 2 (H) and r ∈ C we denote by M(Γ, r) the space of smooth functions F on GL 2 (H) satisfying the following conditions:
where Ω is the Casimir operator defined in (2.3),
. F is of moderate growth.
Let K α , with α ∈ C, denote the modified Bessel function (see [1, Section 4.12] ), which satisfies the differential equation
Proposition 2.1 Let Γ be an arithmetic subgroup of GL 2 (H), and let L Γ := {x ∈ H | n(x) ∈ N ∩ Γ} andL Γ be the dual lattice of L Γ with respect to tr. Then F ∈ M(Γ, r) admits a Fourier expansion
with a smooth function u on R >0 .
Therefore F has a expansion
with a smooth function
+ 1)F we deduce thatŴ β satisfies the differential equation 
with constants C ′ (β) depending only on β. . We now note the relation
(see [21, Section 13, 13.18 (iii)] ). This means that F has the Fourier expansion as in the statement of the proposition.
We shall consider the automorphic forms above with specified discrete subgroups of SL 2 (R) and GL 2 (H). As a discrete subgroup of SL 2 (R) we take the congruence subgroup Γ 0 (2) of level 2. For a choice of a discrete subgroup of GL 2 (H) we recall that B denotes the definite quaternion algebra over Q with discriminant d B = 2. This has a unique maximal order O given by
which is called the Hurwitz order. As a discrete subgroup of GL 2 (H) we mainly take GL 2 (O).
Proposition 2.2
The group GL 2 (O) is generated by
Proof. Any element of the form α β 0 δ ∈ GL 2 (O) can be expressed as
We see that α, δ ∈ O × and thus α −1 β ∈ O. We note that
These imply the assertion for α β 0 δ ∈ GL 2 (O). Next, we have the following claim. We next put P to be a standard Q-parabolic subgroup of G whose group of Q-rational points is P(Q) = α β 0 δ ∈ G(Q) . We now recall that, for an arithmetic subgroup Γ ⊂ G(Q), the cosets Γ\G(Q)/P(Q) are called the set of Γ-cusps.
Lemma 2.3 1. The class number of G with respect to U is one, namely we have
2. The number of cusps with respect to Γ := GL 2 (O) is one.
Proof. According to [24, Theorem 8.11 ] the class number of a reductive group over a number field F is not greater than that of a parabolic F -subgroup of it. Furthermore the class number of a parabolic F -subgroup is not greater than that of its Levi subgroup (see [24, Proposition 5.4] ). Hence, the class number of G with respect to U turns out to be not greater than that of the Levi subgroup L defined by the Q-rational points B × × B × . Since the class number of B × with respect to p<∞ O × p is one, the class number of G is also one, which means
This completes the proof of 1.
The first assertion implies that there is a bijection
Furthermore note an Iwasawa decomposition
at every place v ≤ ∞. We can then reduce the counting of the number of Γ-cusps to that of the class number of the Levi subgroup L. This implies that the number of cusps with respect to Γ is one and completes the proof of the lemma.
We define Γ T as a subgroup GL 2 (O) generated by
In what follows, we will deal mainly with S(Γ 0 (2); −(
. For this we should note that r can be assumed to be in R since the Selberg conjecture for Γ 0 (2) is verified (cf. [12, Corollary 11.5]). By Proposition 2.1, the Fourier expansion of F ∈ M(GL 2 (O), r) is then written as
with a smooth function u on R >0 . Here
is the dual lattice of O with respect to the bilinear form on H × H defined by Re = 1 2 tr. Now we introduce ̟ 2 = 1 + i, which is a uniformizer of B⊗ Q Q 2 . We can verify the following lemma by a direct computation.
Lemma 2.4 We have
S = ̟ 2 O.
Some zeta integral of convolution type
In this section, we study certain zeta integrals which will play a crucial role in the proof of automorphy in Section 4.
Theta functions
Consider the space of harmonic polynomials of degree l on H. These are homogeneous polynomials of degree l and are annihilated by the Laplace operator in 4 variables. We can act on this space by the cyclic group of order 8 generated by
∈ H. Let {P l,ν } ν denote a basis for this space consisting of eigenvectors under the above action. Hence,
for some eighth root of unity ǫ l,v . Define the following theta function
, we see that Θ l,ν (z) is the zero function if l is odd.
Lemma 3.1 Let l be an even non-negative integer. Let Θ l,ν be as defined in (3.2), with P l,ν satisfying (3.1). Then Θ l,ν is a holomorphic modular form of weight l + 2 with respect to Γ 0 (2), and is a cusp form if l ≥ 2. Moreover, we have the following transformation formula
By (2.5), we see that the map x → Bx is a bijection from Z 4 to S. Here, we consider x as a column vector. For P l,ν in the statement of the lemma, set P (x) := P l,ν (Bx), x ∈ Z 4 . Then P is a homogeneous polynomial in 4 variables of degree l annihilated by the operator
One can then see that Θ l,ν (z) = Θ(z; A, P ), where Θ(z; A, P ) = 
Note, that the map x → t B −1 x gives a bijection between Z 4 and O. Hence, we see that
Here, we have used Lemma 2.4 and (3.1). This completes the proof of the lemma.
Eisenstein series with respect to Γ 0 (2)
We introduce an Eisenstein series
on h with a complex parameter s, where Γ ∞ := 1 m 0 1 m ∈ Z . The Eisenstein series satisfies the following functional equation.
2z , s). Then the functional equatioñ
holds.
Proof. This is settled by the argument in [7, Lemma 7] with the help of the formula for the scattering matrices in [12, Section 11.2].
Let f ∈ S(Γ 0 (2); −(
) be an eigenfunction with respect to the Atkin-Lehner involution, i.e. f ( −1 2z ) = ǫf (z) with some ǫ ∈ {±1}. Suppose the form f has the Fourier expansion
where W 0,
denotes the Whittaker function with the parameter (0,
2 ). Let l be an even non-negative integer. Let Θ l,ν be as defined in (3.2), with P l,ν satisfying (3.1). LetẼ ∞ (z, s) be the Eisenstein series defined in (3.4) . Let the zeta integral I(s) be defined by
By Lemma 3.1, the above integral is well-defined. Let us now state the theorem of this section.
Theorem 3.3
The zeta integral I(s) is entire and is bounded on vertical strips. When ǫǫ l,ν = 1 we have
Proof. The entireness and boundedness on vertical strips of I(s) is verified by the same argument as [22, Section 3.2] . We put
, we can make a change of variable z → −1/(2z). Now, using the assumption f (− 1 2z ) = ǫf (z), (3. 3) and the definition of E 0 (z, s), we have
From Lemma 3.2, we deduce
Observe that
We have therefore proved the theorem.
Construction of the lifting
We now construct a lifting map from S(Γ 0 (2); −(
, which is an analogue of Pitale [22] . The fundamental tool of our study is the converse theorem by Maass [19] . Theorem 4.1 (Maass) Let {A(β)} β∈S\{0} be a sequence of complex numbers such that
and put
For a harmonic polynomial P on H of degree l we introduce
which converges for Re(s) > l+4+κ 2 . Let {P l,ν } ν be a basis of harmonic polynomials on H of degree l.
Then F ∈ M(Γ T ; r) is equivalent to the condition that, for any l, ν, the ξ(s, P l,ν ) satisfies the following three conditions. 1. it has analytic continuation to the whole complex plane.
2. it is bounded on any vertical strip of the complex plane.
3. the functional equation
holds, whereP (x) := P (x) for x ∈ H.
Recall that Γ T is defined in (2.4). For this theorem we remark that the infinitesimal action of the Casimir operator Ω on the space of smooth right K-invariant functions on G/Z can be identified with a constant multiple of the hyperbolic Laplacian on
(for the hyperbolic Laplacian see [19, (3) ]). We can therefore follow the argument in [19] to see that this theorem is useful also for our situation. We wish to define {A(β)} β∈S\{0} from Fourier coefficients c(n) of f ∈ S(Γ 0 (2); −(
before. An easy computation shows that ̟ 2 O = O̟ 2 . This allows us to write any β ∈ O uniquely as β = ̟ u 2 dβ ′ , where u ≥ 0, an odd integer d and β ′ ∈ O is neither of the form ̟ 2 β ′ 0 with some non-zero β ′ 0 ∈ O nor a multiple of an element of O by an odd integer. Hence, we can define ̟ m 2 |β by m ≤ u with u as above. Recall that, by Lemma 2.4, we have S = ̟ 2 O. It thus makes sense to define the set S prim of primitive elements in S by
where "d ∤ β" for d ∈ Z means that β is not a multiple of an element in S by d.
Proposition 4.2 Let β ∈ S \ {0} be expressed as
where u is a non-negative integer, d an odd integer and β 0 ∈ S prim . Given f ∈ S(Γ 0 (2); −(
4 )) with Fourier coefficients c(n) and eigenvalue ǫ ∈ {±1} of the Atkin-Lehner involution, we set
Let {P l,ν } ν be a basis of harmonic polynomials on H of degree l satisfying (3.1). Then we have
and the ξ(s, P l,ν ) satisfies the three analytic conditions in Theorem 4.1.
Proof. Note that, if l is odd, then ξ(s, P l,ν ) ≡ 0, since A(β) is invariant under β → −β and P l,ν is homogeneous of degree l. For this we remark that, from Section 3, I(s) ≡ 0 also holds when l is odd. From now on we will assume that l is even. Now suppose that the condition ǫ l,ν ∈ {±1} is satisfied, which is equivalent to ǫ 2 l,ν = 1. We see that
In addition we note that A(iβ)|iβ| −2s = A(β)|β| −2s for β ∈ S. In the definition of ξ(s, P l,ν ) we can replace S by iS. Hence, we obtain ξ(s, P l,ν ) ≡ 0, if ǫ l,ν ∈ {±1}. We now assume that ǫ l,ν ∈ {±1}. By a formal calculation similar to [22, Proposition 3.5] we get
2 ). We have
We thus have ξ(s,P l,ν ) = ξ(s, P l,ν ) since S =S. The formula just proved and Theorem 3.3 imply that ξ(s, P l,ν ) satisfies the desired three analytic properties in Theorem 4.1. with {A(β)} β∈S\{0} defined by (4.2). Then we have F f ∈ M(GL 2 (O); r) and F f is a cusp form. Furthermore, F f ≡ 0.
Proof. We can verify the left invariance of F f with respect to Proof. Assume that c(n) = 0 for all n < 0. Set
we obtain an identity of gamma factors, which can be checked to be impossible. This gives us that f has to be zero, a contradiction. 5 Actions of Hecke operators on the lifting
Adelization of automorphic forms
To study the actions of Hecke operators on our cusp forms constructed by the lifting we need both adelic and non-adelic treatments of automorphic forms. For a complex number r ∈ C we introduce another space M (G(A), r) of automorphic forms for G.
Definition 5.1 Let M (G(A), r) be the space of smooth functions Φ on G(A) satisfying the following conditions:
3. Φ is of moderate growth.
According to part 1) of Lemma 2.3, the class number of G with respect to U is one, which means that
We therefore see the following:
Hecke operators
For each place p ≤ ∞ let
We denote by H p the Hecke algebra for GL 2 (B p ) with respect to GL 2 (O p ) for p < ∞. According to [26, Section 8, Theorem 6] , H p has the following generators:
Here ϕ 1 , ϕ 2 denote the characteristic functions for
respectively, and φ 1 , φ 2 , φ 3 , φ 4 denote the characteristic functions for
respectively when p = 2. Recall that ̟ 2 denotes a prime element of B 2 . We want to obtain the single coset decomposition for the above double cosets. For that, we next review the Bruhat decomposition of K p given by
where W p denotes the Weyl group of GL 2 (B p ), and T p the subgroup of elements in K p which are upper triangular modulo p. Let N p be the standard maximal unipotent subgroup of GL 2 (B p ) defined over Q p . For this we note that N p for an odd p is not isomorphic to that for p = 2. We put 
(see [13, Theorem 2.5] ). Let h be one of
where W p (h) := {w ∈ W p | whw −1 = h}.
To describe this coset decomposition of K p hK p explicitly we need a set of representatives for
Lemma 5.4 1. Let p = 2. For h = ̟ 2 0 0 1 we can take
as a set of representatives for W 2 /W 2 (h).
2. Let p = 2. By Lemma 5.3 and Lemma 5.4 we are now able to write down the coset decomposition of K p hK p explicitly.
Lemma 5.5 1. Let p = 2 and h = ̟ 2 0 0 1 . We have
We can now describe the actions of Hecke operators defined by K p hK p 's above. With the invariant measure dx of G p normalized so that
, where char KphKp denotes the characteristic function for K p hK p . We provide the non-adelic description of K p hK p · Φ, which enables us to describe explicitly the influence of the K p hK p -action on Fourier coefficients of the lifting F f . To this end we need the two following lemmas. Proof. The G(A)-module generated by Φ is a finite sum of irreducible cuspidal representations of G(A). As is well-known, an irreducible automorphic representation of G(A) decomposes into a restricted tensor product of irreducible admissible representations of G v = G(Q v ) over all places v. Since Φ is right K p -invariant for any finite prime p, every non-archimedean local component of an irreducible summand for the cuspidal representation generated by Φ is an unramified principal series representation at an odd prime p and a spherical principal representation at the even prime p = 2 (see [4, 4.4] ). The statement is a consequence of the left N p -invariance of such irreducible admissible representations of G p for p < ∞.
We now introduce the set
There is a bijection
For an odd prime p the isomorphism
Proof. The first assertion is verified by a direct calculation. We prove the second assertion. As is remarked in the proof of [ 
for any odd prime l. This however implies that such two representatives are equivalent to each other in C p . We therefore know that there is a injection from C p into {x ∈ M 2 (Z p ) | det(x) = p}/GL 2 (Z p ). Since the latter set also has p + 1 representatives as in the statement the injection is actually a bijection.
Let F ∈ M (GL 2 (O), r) correspond to Φ. By K p hK p · F we denote the cusp form in M (GL 2 (O), r) corresponding to K p hK p · Φ. Due to Lemma 2.3, G(Q)\G(A)/U has a complete set of representatives in G(R), where G(R) is viewed as a subgroup of G(A) in the usual manner. The cusp form K p hK p · Φ is thereby determined by its restriction to G(R), which is nothing but K p hK p · F . Moreover, we remark that an element in M (GL 2 (O), r) is determined by its restriction to N A = {n(x)a y | x ∈ H, y ∈ R × + } (see (2.1)).
Proposition 5.8 Let K p hK p · F be as above and let n(x) and a y be as defined in (2.1). For p odd, let C p be as defined in (5.3).
1. Let p = 2. We have
Proof. We prove only 2 (c). The other cases are settled similarly. The left coset decomposition of K p hK p in part (2) (iii) of Lemma 5.5 can be rewritten as
We regard the identity 1 (respectively the zero 0) of B as the identity 1 v (respectively 0 v ) of B v for v ≤ ∞. Taking Lemma 5.6 into consideration, the contribution of the first and the last left cosets to K p hK p · Φ(g) can be written as
and that of the remaining four cosets to K p hK p · Φ(g) as
By Lemma 5.7 the cosets represented by v≤∞, v =p
in bijection with the cosets in GL 2 (O)\G(R) represented by { α
Now let us put
We therefore have
n(x)a y )).
Noting the invariance of F with respect to K and Z + (see (2.1) for Z + ), we deduce the assertion from this by a direct computation.
For this proposition we remark that the formulas above do not depend on the choices of representatives of C p since F is left and right invariant with respect to
Let the Fourier decomposition of (K p hK p · F ) be given by
The next proposition provides a formula for (K p hK p · F ) β in terms of the Fourier coefficients A(β) of F .
Proposition 5.9 1. Let p = 2. We obtain
2 ) + A(β̟ 2 )).
2. Let p be an odd prime and β ∈ S \ {0}.
For this proposition we note that the automorphy of F with respect to
implies A(u 1 βu 2 ) = A(β) for β ∈ S \ {0} and u 1 , u 2 ∈ O × . From this we see that the formulas in 2)(b) and 2)(c) do not depend on the choices of representatives for C p . As for 2)(a) we furthermore see that, given any complete set {α i | 1 ≤ i ≤ p + 1} of representatives for C p , {ᾱ i | 1 ≤ i ≤ p + 1} also forms such a set. As a result we see that the formula in 2)(a) is also not dependent on the choices of representatives for C p .
Hecke equivariance for p = 2
Let f ∈ S(Γ 0 (2); −( Using the single coset decomposition
we get
In terms of Fourier coefficients of f , using (5.4), we get
4 )) be a new form with Hecke eigenvalue λ p for p = 2 and an eigenfunction of the Atkin Lehner involution with eigenvalue ǫ. Let F = F f be as defined in Theorem 4.3. Then
Proof. Let β = ̟ u 2 dβ 0 be a decomposition according to Proposition 4.2. Hence, u ≥ 0, d is odd and β 0 ∈ S prim . Using (5.4) and (5.5) we see that
Note that, if u = 0, then A(β̟
2 ) = 0 and so is the right hand side of the third equality above. We have
Hence, we have 2 A(β̟ 2 ) + A(β̟
The proposition now follows from part 1. of Proposition 5.9.
Hecke equivariance for odd primes
We assume that f ∈ S(Γ 0 (2); −(
4 )) is a Hecke eigenform with Hecke eigenvalue λ p for every odd prime p but do not assume that f is a new form. In terms of Fourier coefficients of f , the Hecke relation is given by p
where c(n/p) is assumed to be zero if p does not divide n. The following lemma will play a key role in the computation of the Hecke operator.
In addition, p 2 does not divide αβ or βα for any α ∈ C p .
Proof. Note that, by taking conjugates, it is enough to prove the statement of the lemma for {α ∈ C p : p|βα} for all β. Taking norms, it is clear that p does not divide βα if p does not divide |β| 2 . Hence, assume that p divides |β| 2 . Let β = β 1 + β 2 i + β 3 j + β 4 ij. The conditions p||β| 2 and p | β, imply that there is a pair amongst the set {β 1 , β 2 , β 3 , β 4 } which does not satisfy x 2 + y 2 ≡ 0 (mod p). From the proof it will be clear that we can take, without loss of generality,
The condition p|βα is equivalent to the following matrix equation modulo p.
The matrix P β considered over Z p has rank 2. By our assumption β 2 3 + β 2 4 ≡ 0 (mod p), we see that the kernel of P β is spanned by the first two rows of P β . Hence, α is given by
for some a, b ∈ Z p . This gives us α 2 3 +α 2 4 = (a 2 +b 2 )(β 2 3 +β 2 4 ) = 0. This is because, by assumption β 2 3 + β 2 4 = 0, and |α| 2 = (a 2 + b 2 )|β| 2 and p 2 does not divide |α| 2 . On Pg 69 of [23] , it has been shown that the set S 1 = {α ∈ C p : α 2 3 + α 2 4 ≡ 0 (mod p)} is in bijection with the set S 2 = {(x, y) ∈ Z p × Z p : x 2 + y 2 + 1 ≡ 0 (mod p)}. The map from S 1 to S 2 is given as follows. For α ∈ S 1 , we obtain (x α , y α ) as the solution to the matrix equation modulo p given by
One can check that (x, y) ∈ S 2 for the following choice of x and y.
If one takes α ∈ S 1 to be the pre-image of the above (x, y), then we can check that α ∈ Ker(P β ). On the other hand, if α ∈ C p belongs to Ker(P β ), then it can also be checked that the corresponding (x α , y α ) are equivalent modulo p to those in (5.9) . This completes the proof of (5.8).
If p 2 divides βα or αβ for some α ∈ C p then it is clear that β cannot be primitive. This completes the proof of the lemma.
Next, let us assume that p divides |β 0 | 2 . By Lemma 5.11, there is a unique α 1 ∈ C p such that p divides β 0 α 1 and a unique α 2 ∈ C p such that α −1 2 β 0 ∈ S. If α ∈ C p but α = α 1 then the formula for A(βα) is the same as in (5.11) . For α = α 1 , we have
For α ∈ C p but α = α 2 , the formula for A(α −1 β) is the same as in (5.12). For α = α 2 , we have
Hence, we get the following,
This completes the proof of the proposition.
4 )) be a Hecke eigenform with Hecke eigenvalue λ p for every odd prime p. Let F = F f be as defined in Theorem 4.3. For an odd prime p we then have
Proof. First observe that, using (5.7), one can show that, for all n,
If we assume that p|n, then we can get another identity given by
As in the proof of Proposition 5.12, we can assume that β = p s β 0 , where s ≥ 0 and β 0 ∈ S prim . Let us abbreviate ν p (β) = s. For such a β we have
Hence,
and
Next, we need to compute
1 βα 2 ) where the sum is over all α 1 , α 2 in C p . We consider three cases depending on whether
Case 1: Let us assume that p | |β 0 | 2 . Applying Lemma 5.11 to β 0 , we see that β 0 α 2 ∈ S prim for all α 2 ∈ C p . Again applying Lemma 5.11 to β 0 α 2 for a fixed α 2 , we see there is a unique α 1,2 ∈ C p such that ν p (α 
Here, we have used both (5.14) and (5.15). Case 2: Let p| |β 0 | 2 but p 2 | |β 0 | 2 . Applying Lemma 5.11 to β 0 , we see that there is a uniquê α 2 ∈ C p such that p|β 0α2 . For α 2 =α 2 , we have β 0 α 2 ∈ S prim . Let β 0α2 = pβ ′ 0 . Then β ′ 0 ∈ S prim and p | |β ′ 0 | 2 (since we have assumed that p 2 | |β 0 | 2 ). Hence, by Lemma 5.11, we see that, for all α 1 ∈ C p , we have α
1 βα 2 ) = s − 1. This gives us
Here, we have used (5.15) and p| |β 0 | 2 . Case 3: Let p 2 | |β 0 | 2 . As in Case 2 above, Lemma 5.11 applied to β 0 implies that there is a uniqueα 2 ∈ C p such that p|β 0α2 . For α 2 =α 2 , we have β 0 α 2 ∈ S prim . Let β 0α2 = pβ ′ 0 . Then β ′ 0 ∈ S prim and p| |β ′ 0 | 2 (since we have assumed p 2 | |β 0 | 2 ). Hence by Lemma 5.11, there is a uniqueα 1,2 ∈ C p such that ν p (α 1 βα 2 ) is equal to
Description of π p for p odd
If p is an odd prime, then we have G p = GL 4 (Q p ) and K p = GL 4 (Z p ). Given 4 unramified characters χ 1 , χ 2 , χ 3 , χ 4 of Q × p , we obtain a character χ of the Borel subgroup P of upper triangular matrices in G, by
The modulus character δ P is given by
where | * | denotes the p-adic absolute value. The unramified principal representation corresponding to χ is given by I(χ) which consists of locally constant functions f :
The action of the Hecke algebra is as follows.
Recall that we have normalized the measure dh on GL 4 (Q p ) so that the volume of GL 4 (Z p ) is 1. Let f = f 0 , the unique vector in I(χ) that is right invariant under GL 4 (Z p ) and f 0 (1) = 1, and
where µ h is determined by the representation π p . The Hecke algebra H(GL 4 (Q p ), GL 4 (Z p )) is generated by {φ
Lemma 6.1 Let µ 1 , µ 2 , µ 3 , µ 4 be the constants obtained by the action of φ i , i = 1, 2, 3, 4 on the spherical vector f 0 in π p according to (6.4) .
Proof. The lemma follows from the fact that the action of the p-adic Hecke algebra on the spherical vector in π p is exactly the same as the action of the p-part of the classical Hecke algebra on F . First note that φ 1 acts as the identity operator, which implies µ 1 = 1. The other Hecke eigenvalues follow from Propositions 5.12 and 5.13.
4 )) be a new form with Hecke eigenvalue λ p for p = 2 and Atkin Lehner eigenvalue ǫ, for which λ 2 = −ǫ holds (cf. (5.4) ). Let F = F f be as defined in Theorem 4.3. Let π F = ⊗ ′ p π p be the corresponding irreducible cuspidal automorphic representation of G(A). The representation π 2 is the unique spherical constituent of the unramified principal series representation I(χ) where, up to the action of the Weyl group, the character χ is given by
Proof. The proof is the same as in the case of odd prime.
Description of π ∞
Let us note that F = F f ∈ M(GL 2 (O); r) implies that the archimedean component π ∞ of π F is spherical. Namely, up to constant multiples, π ∞ has a unique K ∞ -invariant vector, where we put K ∞ := K with K as in (2.2).
We now introduce M ∞ := u 1 0 0 u 2 u 1 , u 2 ∈ H 1 , where see Section 2.2 for H 1 . Let
We have P ∞ := Z + N AM ∞ , where Z + , N and A are as in (2.2). The group Z + AM ∞ is nothing but the Levi subgroup of P ∞ . We now note that the Langlands classification of real reductive groups (cf. [18] ) implies that π ∞ has to be embedded into some principal series representation I P∞ of G ∞ induced from a quasi-character of P ∞ . Since π ∞ is spherical I P∞ is also spherical. Namely I P∞ has a unique K ∞ -invariant vector, up to constant multiples. As π ∞ has the trivial central character, so does I P∞ . These imply that the quasi-character of P ∞ inducing I P∞ has to be trivial on Z + M ∞ . For s ∈ C we introduce the quasi-character χ s of P ∞ defined by
where recall that ν denotes the reduced norm of H (cf. Section 2.1). For this we note that χ s is trivial on Z + M ∞ . We furthermore introduce the modulus character δ ∞ of P ∞ . The principal series representation I P∞ is thus expressed as 
CAP representations
Let us first give the definition of CAP representations. Definition 6.6 Let G 1 and G 2 be two reductive algebraic groups over a number field such that G 1,v ≃ G 2,v for almost all places v. Let P 2 be a parabolic subgroup of G 2 with Levi decomposition See [8] and [22] for details on CAP representations defined for two groups instead of just one. Take G 1 = G = GL 2 (B) and G 2 = GL 4 . Here B is a definite quaternion algebra with discriminant 2. Since these groups are inner forms of each other, we have G 1,p ≃ G 2,p for all odd primes p. Let P 2 be the standard parabolic of GL 4 with Levi subgroup M 2 = GL 2 × GL 2 . Let f ∈ S(Γ 0 (2); −( Here, η 0 is an unramified character of Q × p such that η 0 (p)+η
0 (p) = λ p . For p = 2 assume that f is a new form. Then the representation σ 2 is the twist of the Steinberg representation of GL 2 (Q 2 ) by an unramified character η ′ , with η ′ (2) = −ǫ. The representation σ gives a representation |det| −1/2 σ × |det| 1/2 σ of M 2 . We have the following theorem. 4 )) be a Hecke eigenform with Hecke eigenvalue λ p for every odd prime p and Atkin Lehner eigenvalue ǫ. Let σ = ⊗ ′ p σ p be the irreducible cuspidal automorphic representation of GL 2 corresponding to f . Let F = F f be as defined in Theorem which leads to a contradiction. We therefore see that π 2 is non-tempered. As a result we are done.
Remark 6.9
1. According to Tadić [28] the parabolic induction I(χ) for p = 2 (cf. Section 6.1) has two composition factor, one of which is a unique essentially square integrable subquotient. Our non-tempered representation π 2 is the remaining non-square integrable composition factor. Besides our approach there seem several ways to prove that the nonsquare integrable composition factor is non-tempered. In fact, Marko Tadić pointed out that the non-temperedness is proved by using the classification of the non-unitary dual of GL(n) over a division algebra (cf. [28] ) or by Casselman's criterion on the temperedness of an admissible representation. )) for some r ∈ R. Let N Γ (T ) be the counting function of an orthogonal basis of the discrete spectrum for a congruence subgroup Γ as in [12, Section 11] . Put N * Γ 0 (2) (T ) to be such counting function for newforms of Γ 0 (2). With the help of Casselman's local theory of oldforms and newforms (cf. [5] ) we deduce
from Weyl's law just mentioned. This leads to the existence of a non-zero cuspidal representation π F whose local component π p is non-tempered at every p < ∞.
