Abstract
structures when the training set is large enough.
2
In this note, we shall study the assumption of "mutual information indepen-3 dence" that is used for deriving the D-HMM (Zhou, 2005) in the context of 4 determining an optimal state sequence, and then extend it to derive its gener-5 ative counterpart, the G-HMM. In addition, state-dependent representations 6 for these two output-dependent HMMs will be presented. 
The G-HMM rewrites the criterion (1) through applying Bayes' theorem and 12 ignoring the item determined purely by O n 1 as
which is further factorised as
In order to make this formulation tractable, an assumption that O n 1 is condi-
15
tionally independent given S n 1 is in general introduced as, for all k ∈ {2, . . . , n},
and thus based on such a conditional independence assumption, the MAP 1 estimator for the G-HMM is simplified to
The G-HMM is regarded as being generative because it directly models the
In practice, as for the standard HMM, the assumption (2) is further simplified
and thus the MAP estimator of the standard HMM is
3 Discriminative HMM from Mutual Information Independence
8
The D-HMM rewrites the criterion (1) through applying Bayes' theorem, but 9 not ignoring the item determined purely by O n 1 , as
To make this formulation tractable, an assumption that the mutual informa-
) between S 
or, in more detail,
1 plified as (Zhou, 2005 )
The D-HMM is regarded as being discriminative because the criterion (8) 
5
We shall make four observations about the D-HMM. First, it is noted that the criterion (8) is simultaneously to maximise the max-
and to maximise the distance between the state transition model log P (S n 1 ) 9 and its independent-based counterpart n i=1 log P (s i ).
10
Second, in order to satisfy the assumption (7) underlying the D-HMM, it is 11 required that
Since this is valid for any value of s k , it follows that, for all k ∈ {2, . . . , n},
Third, the assumption (7) can be rewritten as
Based on such a representation, the MAP estimator (8) for the D-HMM can 
Therefore, the D-HMM can also be represented as being generative because 
Based on such a representation, we can obtain another generative model and 14 its MAP estimator, with the term
being ignored, as
This estimator is in fact the estimator (3) of the G-HMM, i.e., the G-HMM Similarly, we shall make three observations about this G-HMM, which is de-2 rived from mutual information independence.
3
First, in order to satisfy the assumption (13) of the G-HMM, it is required 4 that, for all k ∈ {2, . . . , n},
Therefore, under the MAP criterion (1), the conditions (15) and (2) have the 6 same effect on determining the optimal hidden S n 1 .
7
Second, the assumption (13) can be rewritten as
Based on such a representation, the MAP estimator (14) for the G-HMM can 9 be rewritten, with the terms related to log P (S n 1 ) being combined, as
Therefore, in this sense, the G-HMM can also be represented as being dis- Once we assume a fully independent mutual information between any state-
this assumption results in two criteria, one generative and the other discrimi-5 native, with the MAP estimators as
respectively. These two criteria are equivalent.
8
In the context of determining an optimal sequence of hidden states, apart 9 from the equivalence above, up to now, we find two occurrences of equivalence 10 between a discriminative representation of the MAP criterion and its genera- other is for the G-HMM between the criteria (17) and (14).
13
We shall further illustrate such equivalence with two simple but The joint distribution of the first generative-like state-dependent model is
This distribution can be rewritten as 
which leads to a no longer discriminative-like output-dependence in the dis- to be justified, because it means that the current output depends on the next
