ABSTRACT
INTRODUCTION
The ability to measure thousands of gene expression levels in parallel using microarrays has provided scientists with a complex, unique fingerprint of a cell or tissue sample (The Chipping Forecast II, 2002) . Understanding how this fingerprint changes during physiological or pathological processes is one of the most pressing-and promising-problems in bioinformatics. We introduce a fundamentally new approach, unrelated to clustering, to identifying genes from any collection of expression arrays that can be ordered to form a progression (e.g. time series experiments). We construct for each gene a plot of expression level as a function of progression and identify pairs of consecutive data points as increasing (+) or decreasing (−). By studying this succession of +'s and −'s, we identify the genes that are correlated with the progression without knowing the kind of pattern they might exhibit. As a benchmark, we analysed Cho's and Spellman's classic yeast cell cycle expression data (Cho et al., 1998; Spellman et al., 1998) . We identified 154 (266) genes which with 95% (90%) probability are correlated with cell cycle. * To whom correspondence should be addressed.
Because up-down analysis can be used to study gene expression as a function of time or disease progression or any increasing dose of a stimulus (Cho et al., 1998; Spellman et al., 1998; Whitfield et al., 2002; Alazawi et al., 2002) , we believe it opens a new program of microarray analysis.
We refer to whatever parameter we use to order our microarray progressions as the independent variable. The expression levels of most genes will not be correlated with the independent variable, and the corresponding curves will behave randomly. The small fraction of genes that are correlated will not exhibit random behaviour, but will display some pattern or regularity. Our goal in this paper is to identify these correlated genes by the presence or absence of pattern in their expression curves and to quantify our belief that a given gene is correlated.
Our problem is difficult for two reasons. First, because we want to identify regulatory (or regulated) genes without knowing details of their role, we do not know what kind of pattern we are looking for. Therefore we need a test for pattern that makes no assumptions about what it might find. Second, we must be beware of false alarms in the form of random curves exhibiting pattern by chance alone. If we look at enough genes, and hence expression curves, we will find any pattern we might imagine. So whatever our test for pattern is, it must become more stringent as the number of curves examined increases.
One of the simplest ways of analysing expression curves is to connect pairs of neighbouring data points with line segments and to label these segments up or down. In this way a set of N + 1 data points can be reduced to its signature σ , a string of +'s and −'s of length N. For example, the data 0.3, 0.8, 0.6 and 0.2 have signature σ = + − −, which we abbreviate by (1, 2) , that is, the number of +'s followed by the number of −'s, etc.
Rather than studying the up-down properties of expression curves of correlated genes explicitly, we ask a simpler question: What are the up-down properties of non-correlated, or random, curves? For small numbers of data points, we list the distribution of signatures in Figure 1 and Table 1 . We say that a gene is likely to be correlated with the independent variable if the probability P (σ ) of its up-down signature is low enough to be statistically deviant from the expected distribution for random curves.
The essence of our approach is the mapping of ordered datasets (curves) to real numbers such that random curves tend to be mapped to higher values and regular or patterned curves to lower numbers. We say a curve has more pattern than another if its algorithmic Fig. 1. Probability P (σ ) of finding a random curve with up-down signature σ , for 2, 3 and 4 data points. The values of P exhibit intricate mathematical behaviour. For more data points (Table 1) . Table 1 . Numbers of permutations C(σ ) with given up-down signatures, which we call the frequency Dividing C by (N + 1)! gives the probability P (σ ) that a random curve has the same signature.
information content (AIC), or the length of its shortest description, is smaller than that of the other. The ideal map would be the AIC itself, but this is not, in general, computable [The AIC, or Kolmogorov complexity, of a set of data is the shortest possible description of that data given a fixed (and universal) language. Thus AIC (2, 4, 6, 8, 10, . . .) < AIC(2, 3, 5, 7, 11, . . .) < AIC(6, 2, 5, 9, 8, . . .) ; the shortest algorithm for generating the even numbers is shorter than that for the primes, which in turn is shorter than that for random numbers, the minimal algorithm for the last being 'print (6, 2, 5, 9, 8, . . .) '.] Cover and Thomas (1991) . At best ordering by AIC can be approximated, and the success of our approximation using P (σ ) results from its remarkable properties. First, P (σ ) does not depend on the distribution from which the data is drawn. This is important because we do not in general know the kind of experimental noise to which the data has been submitted. Second, P (σ ) is invariant over continuous one-to-one transformations of the data, such as multiplying by a constant or taking the logarithm. Third, because it can be cast into a discrete framework, P (σ ) can be calculated analytically, rather than by brute force.
METHODS

Ordering genes by their up-down signatures
Throughout this paper we consider M genes (or curves), each comprised of N + 1 data points. In the case of yeast cell cycle M = 6073 and N + 1 = 14, 17, 18 or 24, depending on the experiment (three time courses are available at http://cellcycle-www.stanford. edu). Connecting consecutive pairs of data points yields N line segments and we attach to each of these segments a plus (+) if it is increasing and a minus (−) if is decreasing. This forms a string of +'s and −'s of length N, which we call the signature σ ; the data points 3, 7, 9, 5 and 4, for example, have signature + + −−, abbreviated (2,2).
By assumption, most genes are not correlated with the independent variable, and hence will exhibit random fluctuations. The small number of genes that are correlated will tend to exhibit more regular behaviour, although we do not know what kind of pattern this might be. It is these genes that we would like to identify. We identify randomness (or the lack thereof, which we call pattern) by using the correlation between random data and the probability P (σ ) of an up-down signature. Up-down signatures of random data tend to have many sign changes and higher P (σ ); signatures of non-random data tend to fluctuate less and have lower P (σ ).
Calculating P (σ )
We calculate the probability that a random curve has signature σ by taking advantage of the equivalence between up-down properties of random data and the up-down properties of random permutations. In particular, the probability that N + 1 random data points have signature σ is identical to the probability that a random permutation of the integers 1, 2, . . . , N + 1 have the same signature σ . Because they are easier to work with, we study permutations instead of random curves themselves.
Consider all of the permutations of the integers 1, 2, . . . , N + 1, of which there are (N +1)!. Each permutation can be reduced to a signature σ of length N , of which there are 2 N possibilities. Since (N + 1)! > 2 N for N ≥ 2, more than one permutation will fall to some signatures, but the distribution is far from uniform. We call the number of permutations that have the same signature σ the frequency C(σ ). Table 1 lists C for various values of N . The behaviour of these numbers is not straightforward. If we let (i, j , . . .) denote a group of i pluses, followed by a group of j minuses, etc., then we can write
but there is no general formula for C(i 1 , . . . , i n ) when n > 2. Instead we have the recursion relation
with boundary conditions C(. . . , 1915; Szpiro, 2001) . We place the genes in ascending order of frequency C(σ ). The first gene is most likely to be correlated with the independent variable and the last gene least likely. The probability P (σ ) that N + 1 random data points has a signature σ is
for example, P (+ + −−) = 6/120 = 1/20. The frequency C(σ ) takes its minimum value when the data are monotonically increasing (+ + + · · · ) or decreasing (− − − · · · ) and its maximum value when the data are oscillating (+ − + − · · · ). In between the map is more subtle; for example, the value given by Szpiro (2001) and in algorithmic information content (AIC) [The AIC, or Kolmogorov complexity, of a set of data is the shortest possible description of that data given a fixed (and universal) language. In between the map is more subtle; (8,9), for example, is 36 times more likely to be observed than (3,14).
Quantifying our belief by A(σ , M)
We first quantify our belief that a gene with signature σ is correlated with the independent variable by the probability A(σ , M) that M randomly generated expression curves have frequency greater than C(σ ). As a gene's expression curve takes on more regularity of form, C(σ ) gets smaller and A(σ , M) approaches 1.
We begin by calculating the cumulative probability F (σ ) of finding a signature of a random curve µ such that C(µ) ≥ C(σ ). It is defined in terms of P (µ) by
For example, for N = 3, the values of P (µ) are P (− − −) = 1/24, P (− − +) = 3/24, P (− + −) = 5/24, etc. Then F (− − −) = 22/24, F (− − +) = 10/24, F (− + −) = 0, etc. This is the total fraction of permutations with frequency greater than C(σ ), which is the probability that a curve has frequency greater than C(σ ) by chance alone. The probability that all of M random signatures have frequency greater
The quantity 1
is the typical number of times we would have to repeat a random experiment (each comprising M curves) to find a gene with signature as unlikely as σ .
Quantifying our belief by B(σ , N)
Here we estimate a second measure of our confidence that a gene is correlated with the independent variable, the Bayesian probability B(σ , N). Key to Bayesian analysis is this: Our confidence that a gene is important after considering some evidence (in our case the up-down signature of its expression curve) depends on our confidence before considering that evidence. The signature σ determines the change in our belief that a given gene is correlated.
We assume that some small fraction of genes is correlated with the independent variable; in the case of yeast cell cycle we take = 0.1 (Payne and Garrels, 1997) (we also consider other values below). We call the set of these genes U and the set of uncorrelated genes V . The number of genes in U is M .
Let H U be the hypothesis that a particular gene g is in U and H V the hypothesis that it is in V . The a priori probability that an arbitrary gene is correlated is . We would like to know the a posteriori probability that hypothesis H U is true after observing the signature σ of gene g.
Bayes theorem states that
.
The probability that g ∈ U is and the probability that g ∈ V is 1 − . The term P (σ |g ∈ V ) is the probability of finding a random curve with signature σ ; it is P (σ ) from Equation (3) above. P (σ |g ∈ U) is the probability of finding a correlated gene's curve with signature σ ; call this α. Then
The distribution α depends on the amount of noise and the kind of pattern contained in the correlated gene expression curves, neither of which are in general known. In the limit of high noise, any pattern present is lost and the data may be considered random. In this case α is equal to P (σ ) and Equation (6) reduces to , as expected; very noisy data do not provide any evidence that a gene is correlated. The simplest choice of distribution α is to take all signatures of genes involved in cell cycle to be equally likely to occur. Then α = 1/2 N and, for 1, Equation (7) reduces to
In the case of 2 N P (σ ) , which is true for our top ranked genes, Equation (8) of the probability with which we believe that a gene is correlated with the independent variable after considering the microarray evidence. It is only an estimate because we approximated α by a uniform distribution. The two quantities A(σ , M) and B(σ , N) differ foremost in that B is the probability that a single curve is associated with the independent variable (without regard to the number or shape of other curves), whereas A is the probability that an independent random event will not fall below C(σ ). The quantity A depends explicitly on M: increasing M (with all else fixed) causes the value of A for a given curve to diminish, thereby becoming more stringent. Because B cannot itself vary in stringency with M, one must compare B real with the random null case B ran , as we do in Figure 2 . But note that while only B depends on N explicitly, both A and B depend on N implicitly through σ .
APPLICATION TO MICROARRAY TIME SERIES
We tested our method on the yeast cell cycle transcript time courses of Cho et al. (1998) and Spellman et al. (1998) , both of which have been studied at length (Shedden and Cooper, 2002; Zhao et al., 2001; Wolfsberg et al., 1999; Getz et al., 2000; Wu et al., 2002) ; the latter time course is available at http://cellcycle-www.stanford.edu. Cho generated two sets of time series data using two methods of synchronisation but only one is publicly available: CDC28 (17 time points over 2 cell cycles). Spellman generated data using three methods: elutriation (14 points over 1 cycle), α-factor (18 points over 2 cycles) and CDC15 (24 points over 3 cycles). The complete list (6073 genes) is included in the Supplementary information. Bottom: The 10 most significant (highest B value) random genes, for comparison; note the rapid drop-off of B. The last column indicates the experiment from which each gene was identified (top) and the number of data points with which each random expression curve was generated (bottom).
Both Cho et al. (1998) and Spellman et al. (1998) analysed their datasets by looking for expression curves that displayed periodic behaviour over two or more cell cycle periods. In the case of Cho et al. (1998) , 78% of the expression curves were discarded on the basis of insufficient variation, with the remainder visually examined for periodicity. Spellman et al. (1998) removed aberrant data points before calculating the Fourier transforms of the expression curves, which were then individually scaled by a cell cycle phase peak correlation factor. The elutriation experiment was not subject to Spellman's analysis, ostensibly because, being measured over one cycle, its periodicity could not be ascertained. N) and compare our predictions with three sets of known cell cycle genes: (I) 104 genes collected from the literature by Spellman et al. (1998, http ://genomewww.stanford.edu/cellcycle/data/rawdata/KnownGenes.doc), (II) 140 genes found to be regulated by at least one cell cycle transcription factor using genome-wide location analysis (Simon et al., 2001 ) and (III) 113 genes found to alter cell cycle when overexpressed using flow cytometry (Stevenson et al., 2002) . We attributed to the genes in each set their rank numbers in the respective master list and plot the distribution of these numbers in the form of histograms.
We have interpreted Cho's and Spellman's cell cycle data by analysing the up-down signatures of the time evolution of each gene. From P (σ ), we computed two quantities. The first is the probability A(σ , M) that P (σ ) ≥ P (µ i ) for M = 6073 random curves, where µ i is the signature of random curve i. The second is the approximate Bayesian probability B(σ , N) that a gene is correlated with cell cycle given an a priori belief that 10% of the genes are cell cycle related (Payne and Garrels, 1997) and assuming that the signatures of correlated genes are uniformly distributed.
For each of the four cell cycle experiments, we ranked the genes by descending A(σ , M) [equivalent to ranking by ascending P (σ )] and B(σ , N). We do not include the eight gene lists here but instead (σ , N) . Above each curve is listed its rank, the gene name, the experiment from which it was drawn and an indication of whether it was associated with cell cycle by the teams of Cho (C) or Spellman (S). Different curves exhibit different kinds of pattern, corresponding to experiments over one cell cycle (elutriation), two cell cycles (CDC28 and α-factor) or three cell cycles (CDC15). The complete set of plots (6073 genes) is included in the Supplementary information. Bottom: The five random expression curves most likely to be correlated with the independent variable, for comparison. They form the background against which correlated curves must be distinguished.
combined the four B-ranked lists (included in the Supplementary information) to form a single master list (Table 2) in the following way. We attached to each gene the highest value of B(σ , N) observed for that same gene in the four experiments and ranked the genes accordingly. Because up-down analysis admits false positives with low probability, taking the maximum value for each gene should not significantly bias our results. We list the first 30 genes in Table 2 . Ordering genes by A(σ , M) gives a largely, though not exactly, similar ranking (Fig. 3) . For comparison, we include the top 10 artificial (random) genes from a computer experiment, in which the expression levels were randomly generated. The gene expression curves of the top 20 genes are plotted in Figure 4 , alongside the top 5 random expression curves. We blindly identified 154 genes which with B(σ , N) > 0.95 are correlated with cell cycle. (This is the case for = 0.1; for = 0.05, we identified 86 genes; for = 0.2, 250 genes.) This should not be interpreted as a binary classification of genes as correlated or uncorrelated; we observed a continuum of evidence for gene correlations and the 0.95 cutoff is an arbitrary but convenient way of quantifying the number of outliers, a 0.9 cutoff yielded 266 genes. The first 25 of the 154 are more unusual than the least likely of 6073 random genes. Unlike other studies (Cho et al., 1998; Spellman et al., 1998; Whitfield et al., 2002) , we did not bias our search towards any anticipated pattern (such as periodicity), filter the data for outliers or adjust any free parameters.
We sought independent confirmation of our predictions by comparing our master list ranked by A (not shown) and B (Table 2) to non-microarray asignations of function. We considered three sets of known cell cycle genes (http://genome-www. stanford.edu/cellcycle/data/rawdata/KnownGenes.doc; Simon et al., 2001; Stevenson et al., 2002) , described in Figure 3 . Sets I and II are strongly biased towards our early ranked genes. Set III appears to be uncorrelated with A or B, suggesting a poor overlap between microarray and overexpression experiments.
DISCUSSION AND CONCLUSIONS
An unexpected outcome of our approach is that it offers a means of estimating experimental efficacy. Different experiments are more or less successful at distinguishing signal (correlated genes) from noise (uncorrelated genes), and we can compare them as follows. We plot B(σ , N) as a function of rank for real and randomly generated data for the four experiments in Figure 2 (top) and compare the logarithm of the ratio (1 − B ran )/(1 − B real ) in Figure 2 (bottom) . The greater the logarithm, the more effective an experiment is at distinguishing correlated genes from randomly fluctuating genes. This concurs (as expected) with our combined gene list: of our top 154 genes, 59 were best identified by CDC28, 34 by elutriation, 27 by α-factor and 34 by CDC15. The complete individual gene lists can be found in the Supplementary information. Shedden and Cooper (2002) , who analyse the same datasets, favour elutriation as the least perturbing synchronisation method and criticize Spellman et al. (1998) who neglected it. In our analysis elutriation clearly contains information and does a good job: it best identified nearly a quarter (22%) of our top 154 genes. Further they argue that the list of 104 confirmed cell cycle genes (set I) is biased towards non-elutriation. We see this tendency: in set I elutriation best identified is only 15%.
Throughout this paper we have distinguished between genes that are functionally associated with and genes that are correlated with the independent variable, the former being a subset of the latter. Microarray studies do not normally allow us to distinguish between the two. Moreover, there is broad spectrum of degrees of functional association, ranging from direct physical interaction to high-order knock-on effects (in the language of genetic networks, nearest-neighbour to proximate vertices). In general, however, those genes that are most correlated with the independent variable are the genes most likely to be functionally associated with the same variable.
Alongside techniques such as clustering (Getz et al., 2000; Eisen et al., 1998) and supervised learning (Furey et al., 2000) , and updown analysis should prove to be a valuable tool in exploiting the biological fingerprint offered by DNA chips. Up-down analysis is fundamentally a technique for identifying genes associated with the independent variable of a set of observations, without regard to gene-gene interactions. The goal of clustering, on the other hand, is to identify groups of genes that exhibit similar behaviour, without regard to their association with the independent variable. Therefore up-down analysis is useful when a collection of microarray samples can be placed in a definite order. Clustering can be applied whether or not the samples form a natural sequence, but neglects the dynamical information implicit in an ordered set of points (a curve).
Up-down analysis is not fool-proof. The loss of information in reducing an N + 1 dimensional data space to 2 N discrete signatures leads us to occasionally overlook genes that are in fact correlated (some false negatives). On the other hand, if a gene is not correlated with the independent variable, it is unlikely to have an unusual signature (few false positives).
In this paper we applied up-down analysis to microarray times series. Our method is equally applicable to a collection of microarrays ordered by any observable behaviour. For example, by ordering a set of tumour samples by pathological severity (stage and grade), microarray data can be used to generate curves for each gene as a function of tumour development. Moreover, we can test different hypotheses using the same set of data: genes associated with tumour aggressiveness could be identified by reordering the tumour samples by time to death; alternatively, ordering by tumour size might highlight genes associated with the disease. We are currently applying these ideas to a collection of breast tumour samples (Radvanyi, F., Thiery, J.P., Chopin, D., Graham, A., unpublished data). A fascinating extension that we do not investigate here is the ordering of microarrays according to the expression of a single gene x: the samples are permuted such that the expression of gene x is monotonically increasing. By repeating this for every gene, gene-gene correlations could be identified.
