shows PARANOIA's message handling schematically. Fig. 1 . Schematic of message handling by PARANOIA.
INTRODUCTION
In an accelerator control system, it is often important to determine the chronological order in which error conditions or other activities occur to help diagnose problems. Based on this fact, and additionally to present a single coherent message system to the user, the message facility supported by VAX/VMS has been extended to include messages generated by various components of the SLC control system. Processes running in the VAX under VMS and tasks running in the microprocessor clusters under iRMX handle error or information messages in an identical manner. When a condition is detected that requires notification of a user, it is reported using a set of predefined messages.
The information that appears in the message that the user receives is defined in message source files as described in the VAX/VMS Message Utility Manual.' Groups Figure 2 shows a display of an error log generated by a SCP. Figure 3 shows the touch panel used to select an error log display. The log for each shift is printed at the end of the shift so that it can be scanned for error conditions that occurred during that shift. By looking carefully through the logs, we have been able to find software "bugs" that occur infrequently under anomalous conditions. At present several software modules "meter" their messages so that users are not flooded with messages if an error condition persists. A uniform implementation of this feature is planned. Future versions will include alarm displays so that those messages that severely impact performance can be directed to a particular display and will disappear from that display when the fault has been corrected.
