A practical algorithm in terms of ease of implementation and speed is presented to find a similarity transform between any two similar linear finite state machines (LFSMs). The transform is based on the external-XOR LFSR companion matrix instead of the more usual internal-XOR LFSR companion matrix. The complexity of the algorithm amounts to that of inverting an n × n matrix, where n is the LFSM size.
Introduction
A finite state machine with i inputs, j outputs, and n binary memory cells is called a Linear Finite State Machine (LFSM) if for the current state vector s, input vector x, and output vector y, the next state vector s new and the present output vector y can be expressed as s new = As + Bx and y = Cs + Dx, where A, B, C, D are matrices of dimension n × n, n × i, j × n, j × i, respectively, and all operations are done in the field 1 GF(2). The "+" operation stands for the exclusive-or (XOR) boolean operation. The above is actually the Mealy model of the LFSM. For the Moore model, matrix D is 0.
Matrix A is called the state transition matrix of the LFSM. The characteristic polynomial of this matrix, defined as the determinant of matrix (xI − A), is called the characteristic polynomial of the LFSM. If the characteristic polynomial of an LFSM is primitive (see, e.g., [9] ), then the LFSM goes through the maximum possible number of states before returning to its initial state. For an LFSM with characteristic polynomial of degree n, this maximum number is 2 n − 1. The sequence of states produced by two LFSMs of different state transition matrices but with the same characteristic polynomial are different, but the bit sequence produced by their most significant stage, known as the characteristic sequence, is the same. Special kinds of LFSMs are the external-XOR and internal-XOR LFSRs. Their structure and state transition matrices are shown in Fig. 1(a) and (b), respectively, for the same characteristic polynomial P (x) = p n x n + p n−1 x n−1 + · · · + p 1 x + p 0 , where coefficients p n and p 0 are always 1. (In these LFSMs, matrices B and D above are null (i.e., the LFSMs are autonomous), and in addition matrix C is the identity matrix.) Concerning in particular the internal-XOR LFSR, its transition matrix ( Fig. 1(b) ) is known as the companion matrix of polynomial P (x). In addition, it is well-known that any (autonomous) LFSM with characteristic polynomial P (x) is equivalent to an LFSM composed entirely of internal-XOR LFSRs, each of which has a characteristic polynomial that is irreducible or a power of an irreducible polynomial, and the product of all such characteristic polynomials equals P (x).
Another special kind of an LFSM is the 3-neighborhood cellular automaton (CA). The behavior of a 3-neighborhood CA is determined by its rule vector [r n−1 , r n−2 , . . . , r 0 ], where r i = 0 means that the next state of cell i is the XOR of the present states of cells i − 1 and i + 1, and r i = 1 means that the next state of cell i is the XOR of the present states of cells i − 1, i, and i + 1 (for i = 0 and i = n − 1, the undefined values are taken to be 0). The structure and the transition matrix of a CA with rule vector [r n−1 , r n−2 , . . . , r 0 ] are shown in Fig. 1(c) . Gill [6] and Stone [9] ).
are said to be similar if there exists a non-singular matrix R such that
If F 1 and F 2 are similar LFSMs then they are equivalent in the sense that state s of F 1 and state s = T · s of F 2 are equivalent.
The problem that we consider here is given two similar n × n matrices M and N, find a similarity transform matrix R such that N = R · M · R −1 , so that M, N, and R can be used to configure two similar LFSMs F M = (M, B, C, D) and F N = (N, R · B, C · R −1 , D).
Given the two similar matrices M and N, the problem of finding a similarity transform matrix R such that N =R·M·R −1 can be addressed by the following approaches proposed so far in the bibliography:
(i) Standard approach (see, e.g., [6] ): The equation N = R · M · R −1 can be transformed (since R exists) to the homogeneous linear system M · R − R · L = 0 with unknowns the n 2 entries of the n × n matrix R. This can be put in the form K · V = 0, where V is an n 2 × 1 vector consisting of the unknowns in R and K is an n 2 × n 2 matrix consisting of the appropriate combinations of coefficients from M and N, and is given as Matrix K has rank at most n 2 − n, that is, there are multiple solutions to the equation M = R · L · R −1 . The system can be solved using standard Gaussian elimination in O((n 2 ) 3 ) = O(n 6 ) time, as there are n 2 unknowns. Any linear combination of column vectors of the null space spanning matrix of the row-reduced echelon canonical form of K provides a set of candidate values for the entries of R. Each candidate solution for R must be further tested for invertibility, since matrix R −1 must exist.
(ii) Approach based on the Frobenius Form: The Frobenius form (also known as the rational canonical form) of a matrix A is a unique block-diagonal matrix F defined as
Each matrix A is similar to its Frobenius form F and two matrices are similar if and only if they have the same Frobenius form. Algorithms to compute a similarity transform matrix R over any arbitrary field for the Frobenius form F = R · A · R −1 have been given in the literature (see, e.g., [5] ). Such similarity transforms over general fields find particular applications in control systems (see, e.g., [7, 3, 1, 8] ). The best theoretical complexity is O(n 3 ) [11] . The proposed algorithm in [11] works as follows: (1) It first uses the algorithm in [10] to find a matrix Z in zigzag form [10] and an accompanying matrix U Z such that U −1 Z AU Z = Z.
(2) It then applies a sequence of transformations on U Z , by means of the associated shifted-Popov form [2] and the corresponding polycyclic basis vectors [11] , until it obtains a matrix U such that U −1 AU = F , where F is the required Frobenius form. The complexity of step (1) is O(n 3 ) [11] and the complexity of step (2) is O(n 2 log n) resulting in a theoretical overall complexity of O(n 3 ). Using such an algorithm to find, in our context, a matrix R such that N = R · M · R −1 , requires the steps shown in Fig. 2 . Fig. 2 . Flowchart of the Frobenius based approach [11] to find similarity matrix R such that N = R · M · R −1 . The complexity of steps (1) and (3) is O(n 3 ), of steps (2) and (4) O(n 2 log n), of step (5) O(n 3 ) and of step (6) O(n 3 ) (using standard matrix multiplication). The overall complexity is O(4 · O(n 3 ) + 2 · O(n 2 log n)) = O(n 3 ). The implementation difficulty and hidden O() constant of the above algorithm is to be contrasted with the algorithm proposed in this article (shown in Fig. 3 ).
(iii) Specific approach: A special case that works only for transforming a 3-neighborhood CA state transition matrix N to an internal-XOR LFSR state transition matrix M (the latter matrix can be alternatively viewed as the companion matrix of the characteristic polynomial of N), has been given in [4] . The algorithm makes use of the fact that matrix N is tridiagonal in this case and based on this it computes efficiently a similarity matrix R such that N = R · M · R −1 , assuming that the characteristic polynomial is irreducible.
In this article, we show a practical and efficient algorithm to compute a similarity transform between any two similar matrices over GF (2) . The similarity matrix R such that M = R · L · R −1 is found by means of a transform to the corresponding external-XOR LFSR. The overall time complexity is O(n 3 ) but the algorithm is very much easier to implement and faster than the algorithm in Fig. 2. 
The external-XOR LFSR transform
In the following, we consider autonomous LFSMs. Such LFSMs will be denoted by the notation (A, C).
Definition 2.1. The external-XOR LFSR companion matrix of a polynomial P (x)=p n x n +p n−1 x n−1 +· · ·+p 1 x +p 0 is the matrix A segmented LFSM consists of smaller LFSMs concatenated together. Initially, we focus the exposition on nonsegmented LFSMs.
Given a square matrix M (not in block-diagonal form), consider the autonomous LFSM F M whose output vector coincides with its state, i.e., F M = (M, I ).
Definition 2.4. The shift register (SR) counterpart of an LFSM F = (M, I ) is an LFSM F SR = (M, U ), such that F and F SR have the same characteristic sequence but the bit sequence produced at output stage i of F SR is a shift-up-by-1 version of stage i − 1, 1 i n. t be the contents of cell j and the value of output stage j, respectively, at time t. We have that the next state is given by s t+1 = M · s t and the present output by y t = U M · s t . In order to achieve a cumulative shift difference of 1, 2, . . . , n − 1 between the first and the ith output stage of LFSM F SR for 2 i n, respectively, the sequence produced by the ith stage must be a shift-up-by-(i − 1) version of the sequence at the first stage. This means that
The left-hand side of Eq. (1) can also be written as
where R i (A) denotes the ith row of matrix A. For the right-hand side of Eq. (1), we observe first that the bit sequence of the first output stage of LFSM F SR coincides with the bit sequence produced in the first memory cell of LFSM F, since the characteristic sequence of F and F SR is, by definition, the same. So, at every time instant t, y [ 
So from (1) to (3) we have that by making each vector R 1 (M i−1 ), 1 i n, be the ith row of matrix U M , we achieve the requirements for LFSM F SR .
Lemma 2.2. For a non-segmented LFSM
Proof. From Eq. (2) in the proof of Lemma 2.1, we have that y [i] t = R i (U M ) · s t , 1 i n. Assume that there were some rows of U M that were linearly dependent, i.e., that there were some indices j 1 , j 2 , . . . , j k , k n, such that R j 1 (U M ) + R j 2 (U M ) + · · · + R j k (U M ) = 0. Then we would have that y
= 0, ∀t. But this is impossible to hold for every t, because starting, in particular, from a state s t whose corresponding output is y t = U M · s t = [000 . . . 1] T and because of the shifting-by-1 effect in the (non-segmented) LFSM there will be a state s t+t , where t n − 1, such that in y t+t = U M · s t+t exactly one of the bits y
t+t will be 1 and the remaining 0, making the corresponding sum be 1. Therefore, all rows of U M are linearly independent, i.e., U M is non-singular.
Lemma 2.3. The external-XOR LFSR form of matrix M is given by
Then the LFSMs F 1 = (M, U M ) and F 2 = (L, I ) are similar and thus equivalent. Because of the similarity, it follows that the characteristic polynomial of matrix M is the same as the characteristic polynomial of matrix L. Because of the equivalence, it follows that when F 1 is at state s, F 2 is at state s = U M · s, and the present output of F 1 is y = U M · s which is equal to the present output y = s = U M · s of F 2 . So the bit sequence of cell i of F 2 is the same as the bit sequence of output stage i of F 1 and thus is also a shift-up-by-1 version of the bit sequence in cell i − 1, that is, machine F 2 = (L, I ) is in fact an external-XOR LFSR. Now in order to obtain fast matrix U M , we observe the following: Let R 1 (A) denote the first row of matrix A. Then,
Considering each R 1 (M i ) as a 1 × n vectorŝ i we have that 
The LFSM similarity transform
Theorem 3.1. Given two similar matrices M and N, a similarity transform R such that N = R · M · R −1 is given by
Proof. Since the two matrices are similar, they have the same characteristic polynomial and hence the same external-XOR LFSR form. By Lemma 2.3, there are matrices U M and U N computed as shown in Theorem 2.1, such that
Therefore,
The flowchart of the overall algorithm is shown in Fig. 3 . (If one or both of the input matrices above are block-diagonal, then the initialization with pattern [100 . . . 0] T in steps (1) The complexity of the algorithm is dominated by that of inverting an n × n matrix (step (5) ) and is equal to O(n 3 ). This is equal to the theoretical complexity of the algorithm SIMILAR_FROBENIUS_BASED in Fig. 2 , but as can be observed by comparing the flowcharts in Figs. 3 and 2 , the proposed algorithm is actually much faster and easier to implement: both algorithms need as a last step (step (6) in Figs. 3 and 2 ) the inversion of an n × n matrix U N and multiplication by another n × n matrix U M . However, the proposed algorithm ( Fig. 3) finds the required matrices U M and U N by just doing a straightforward simulation of the respective LFSMs in steps (1) and (3) in O(n 3 ). In contrast, the algorithm in Fig. 2 finds each of U M and U N by first using the O(n 3 ) algorithm in [10] to find a matrix in zigzag form (steps (1) and (3)) and then doing a O(n 2 log n) transformation based on the associated shifted-Popov form and the corresponding polycyclic basis vectors (steps (2) and (4) . That is, the proposed algorithm obviates the need for at least the hidden O(n 2 log n) part and, in addition, is much more easier to implement. Fig. 4(a) and (b). The first four successive states constitute matrix U M and U N , respectively. As can be verified ( Fig. 4(c) ), matrix R = U −1 N · U M is indeed a similarity matrix.
Example 2.
Consider state transition matrices M and N as shown in Fig. 5(a) and (b) . Matrix N has reducible characteristic polynomial P (x) = x 4 + x 3 + x + 1, whereas matrix M is in fact the external-XOR LFSR form of N. As can be verified ( Fig. 5(c) ), matrix R = U −1 N · U M is indeed a similarity matrix. (Matrix U M is already known in this case to be the identity matrix, but its derivation is shown for clarity.) (Fig. 6(b) ). As can be verified ( Fig. 6(c) ), matrix R = U −1 N · U M is indeed a similarity matrix.
Conclusions
A practical algorithm was presented to find a similarity transform between any two similar linear finite state machines (LFSMs). The algorithm is based on an external-XOR LFSR transform and its complexity is O(n 3 ). It offers the advantage of both ease of implementation and speed over previous approaches.
