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In this paper we perform a meta-analysis of the effects of monetary policies on output and 
prices. We use a sample of published papers on the effects of monetary policies in different 
countries. There is a large variation in the estimated effects of monetary policies on output 
and prices. We find that the use of different econometric methodologies is an important 
variable explaining these differences. In addition, we analyze the importance of 
macroeconomic variables. Thus we find that in countries with high inflation, the output 
effects of monetary policies are significantly reduced. A lot of variation in the estimated 
effects of monetary policies remains unexplained. More research will have to be done to 
understand these large differences.  
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1.  Introduction 
The econometric analysis of the effect of monetary policies has changed considerably 
during the 1990s mainly as a result of the advance of econometric techniques, and in 
particular as a result of the increasing use of VAR and SVAR techniques. This has led 
to a proliferation of the econometric evaluation of the effectiveness of monetary 
policies in many countries.  
A characteristic of these studies is the large variance in the results, i.e. in some 
countries and/or during particular sample periods, the estimated effects of monetary 
policy shocks on output and prices appear to be strong, in other countries and/or 
sample periods these effects appear to be weak.  
The purpose of this paper is to systematically evaluate these empirical studies using a 
“meta-analysis”. This technique is frequently used in medical sciences and has 
sporadically been used in economics (see e.g. Rose(2004), Knell and Stix(2003), 
Nijkamp and Poot(2004))
1. The ultimate objective of this analysis is to find the factors 
that can explain the large variation in the estimated effects of monetary policy shocks 
on output and the price level.  
The way will proceed is to first collect data on the parameters that measure the effect 
of monetary policy on output and prices. We will distinguish between the short-term 
effects and the long-term effects on output and price levels. The parameters collected 
from these studies will then be used as the dependent variable in an econometric 
analysis that aims at explaining the variation in these parameters.  
 
2.  The data 
The source of the data we use are the empirical papers on the effects of monetary 
policies. We restricted the empirical papers to those published after 1990. The main 
reason is that during the 1990s the new econometric technology using VARs came 
into use in studies evaluating monetary policies. Since this has become the new state-
of-the-art econometric technology we decided to restrict the analysis to a period in 
which this technology was introduced.  
                                                 
1 See Stanley(2001) for a critical analysis of the use of meta-analysis in economics.  
  2We used a search of Econlit and also searched in well-known discussion paper series 
(NBER, CEPR, CESifo) and the discussion paper series of central banks. We obtained 
43 studies that report numbers on the effect of monetary policy. There are of course 
many more papers that analyse the transmission of monetary policies, but many of 
these papers provide no or incomplete quantitative evidence of the effects of monetary 
policy, or report results that cannot be made comparable to other results.  
We were interested in four different parameters measuring the effect of monetary 
policy. These are  
•  The short-term effect on output 
•  The long-term effect on output 
•  The short-term effect on the price level 
•  The long-term effect on the price level 
We decided that the effects after one year measure the short-run, while the effects 
obtained after five years measure the long run. We would have liked to use a longer 
time span. However, very few studies report effects after five years. In some studies 
the longest time span is even shorter than five years.  
The way the empirical results are reported is far from harmonized. The VAR and 
SVAR studies report impulse response functions that measure the impact of a 
monetary policy shock (typically a short-term interest rate) on output and prices. We 
harmonized these numbers so that each number measures the effect of a 1% increase 
of the interest rate on output and the price level at the respective horizons
2.  
There are very few studies that use the money stock as the policy variable. Almost no 
VAR or SVAR studies use the money stock. As a result, we restrict the analysis to 
those studies that use the interest rate as the policy variable.  
There are also a number of studies using structural econometric models. These studies 
typically report the effect of a monetary policy shock on output (prices) as the 
difference between the simulated output (price) level obtained with and without the 
policy shock.  We used these numbers and applied the same harmonization so that 
                                                 
2  Many VAR and SVAR studies only report the graphs of the impulse response functions. We 
therefore enlarged these graphs considerably allowing us to measure the coefficients of the impulse 
response functions with great precision.   
  3these parameters measure the effect of a shock in the interest rate (money stock) of 
1%.   
Many of the 43 studies selected report results for more than one country. As a result 
we obtained 144 parameters measuring the short-term and long term output effects of 
monetary policy shocks. For the effects of monetary policy on the price level we only 
obtain 122 parameters because a number of studies focus only on the output effects of 
monetary policy.  
 
3.  Some descriptive statistics 
Before engaging in the econometric analysis it is useful to present some descriptive 
statistics of the different parameters measuring the effects of monetary policies. We 
do this in the form of histograms. We first concentrate on the output effects. In figures 
1 and 2 we show the histogram of the short-term and long-term effects of an interest 
rate increase of 1%. We eliminated some outliers, i.e. in the case of the short-term 
effects all the coefficients lower than –2, and in the case of the long-term effects all 
the coefficients lower than –1. However, for the sake of completeness we present the 
full sample in appendix. 
From figure 1 we learn that the mean effect of the monetary policy shock is –0.33, i.e. 
on average an increase of the interest rate of 1% leads after one year to a decline in 
output by 0.33%. The long-term effect (figure 2) is on average –0.16. A simple test of 
the significance of these averages reveals that both coefficients are statistically 
different from zero. For the short-term coefficient we find a t-ratio of –10.9 and for 
the long-term coefficient a t-ratio of –6.5. This is a little troublesome for the long-
term coefficient because it implies that the one percent interest rate increase has a 
significant effect on output 5 years later. We will come back to this feature in the 
econometric analysis.  
We also note that the distribution of the parameters is not normally distributed. This 
can be seen from the Jarque-Bera statistic.  We observe that the distribution is not 
symmetric which can be seen from the fact that the mean and the median differ 
substantially. In particular we find that the mean is smaller than the median, which 
results from the fact that the mean is very much influenced by outliers.  
  4From figures 1 and 2 we also learn that there is a wide variation in the reported 
coefficients. The main purpose of the econometric analysis will be to explain this 
wide variation.  
 
Figure 1: Histogram of short-term output effect of an increase in the interest 










Mean     -0.329361
Median -0.250000
Maximum   0.846154
Minimum -1.500000
Std. Dev.    0.361042
Skewness   -0.505891




      Interval with 95% confidence:  -1.05     0.39 
           
 
Figure 2: Histogram of long-term output effect of an increase in the interest 










Mean     -0.158802
Median -0.070000
Maximum   0.600000
Minimum -0.950000
Std. Dev.    0.275378
Skewness   -0.828983




      Interval with 95% confidence:  -0.81     0.39 
 
We perform a similar exercise with the short-term and the long-term effects on the 
price level. We show the results in figures 3 and 4.  We find that on average the short-
  5term price effects of an increase in the interest rate by 1% are very small, i.e. –0.07. A 
simple t-test of the significance of this average effect reveals that it is statistically 
different from zero (t-ratio=3.1). The long-term price effect (figure 4) is significantly 
larger (in absolute value) than the short-term effect. The average effect is found to be 
–0.22, and is statistically significantly different from zero. As in the case of the output 
effects we find that the reported coefficients show a wide variation.  
 
Figure 3: Histogram of short-term price effect of an increase in the interest 











Mean     -0.065176
Median -0.050000
Maximum   0.882353
Minimum -0.720000
Std. Dev.    0.208442
Skewness    0.738382




      Interval with 95% confidence:  -0.49     0.35 
 
Figure 4: Histogram of long-term price effect of an increase in the interest 










Mean     -0.217584
Median -0.110000
Maximum   0.200000
Minimum -1.920000
Std. Dev.    0.346072
Skewness   -1.947663




      Interval with 95% confidence:  -0.92     0.48 
  6From this descriptive analysis we conclude the following. First, the simple averages 
of the reported coefficients confirm much of the consensus theory about the effects of 
monetary policy. This is that the short-term output effect is relatively strong but tends 
to weaken over longer time horizons. The opposite holds for the price effect: this is 
weak in the short run but significantly larger in the long-run. We notice one puzzle (to 
which we will return): contrary to what the theory predicts, the “long-run” (five year) 
output effect is not zero. It remains significantly different from zero. A more elaborate 
econometric analysis will have to be performed to find out whether this result is 
robust, and if so, how it can be explained. 
A second conclusion of the descriptive analysis is that there is a large variation in the 
reported parameters. This lack of precision is problematic because it reduces the 
usefulness of the empirical estimates for the monetary authorities. To give an 
example, the short-term effect of an increase in the interest rate is found to be on 
average –0.33 (and statistically different from zero). Yet this average effect is not 
very representative for the sample: 21% of the observed coefficients are zero or 
positive, while 22% are equal or smaller than –0.5. The purpose of the econometric 
analysis is to better understand the factors that explain this wide variation. This can 




4.  Econometric analysis: output effects 
In this section we specify an econometric equation explaining the explaining the 
different parameters described in the previous section. We introduce two types of 
explanatory variables. One type of variables describes the characteristics of the 
different studies. The second type of explanatory variables are macroeconomic and 
describes the nature of the macroeconomic regime of the countries involved in the 
empirical studies.   
The econometric equation is specified as follows:  
PSi = a + Σkβk Dk + Σjγj Mj   +  εi      ( 1 )  
PLi = c + Σkηk Dk + Σjϕj Mj  +  ωi      ( 2 )  
  7where PSi and PLi are the observed short-term and long term parameters measuring 
the effect of monetary policy.  
The variables Dk are dummy variables expressing a particular characteristic of the 
study from which parameter i was obtained. We distinguish between the following 
characteristics: 
•  the countries analysed in the study: in this case each country is represented by 
a separate dummy variable  
•  the econometric technique used. We distinguish between three types of 
econometric methods. The first one uses plain VARs, i.e. the method used to 
impose identifying restrictions is based on imposing a recursiveness ordering 
(Choleski decomposition).  The second one uses SVARS. This is a VAR 
method that relies on an economic theory to impose prior restrictions on 
(some) parameters of the model. Quite often, this method imposes a restriction 
on the long-term effect of monetary policy (e.g. a zero restriction on the long-
term output effect).  Finally the third technique relies on traditional 
econometric modelling. 
•  The variable used to measure output. We distinguish between GDP, industrial 
production (PROD), and output gap (GAP).  Each of these measures is 
represented by a separate dummy. 
•  The sample period during which the studies were performed. We distinguish 
between studies in which the sample period starts in the sixties, the seventies 
and the eighties. This distinction is introduced to find out whether the 
coefficients measuring the effectiveness of monetary policy have changed 
over time. We introduce three dummy variables: SIXTIES, SEVENTIES, 
EIGHTIES. 
•  The publication date of the studies. Since the empirical studies analysed here 
were published in 1990 or later, we use a time variable defined as: 1, 2, 3, … 
12. The variable is called PUBDATE. 
The variables Mj are macroeconomic variables associated with country i (that is 
represented by parameter i). We use the following variables: 
  8•  The openness of the country involved, as measured by the ratio of its exports 
to its GDP. We expect that the output effects of domestic monetary policy 
shocks are smaller in relatively open countries than in relatively closed ones.  
•  The size of countries as measured by their GDP in dollars.  
•  The exchange rate regime. We distinguished between two exchange rate 
regimes, fixed and flexible. The countries on a flexible exchange rate regime 
are the UK, the US, Japan and Germany. The others (EMS countries and 
emerging countries) were on a fixed exchange rate regime
3.  
•  The rate of inflation that prevailed on average during the sample period over 
which the output coefficient was estimated. There is a theoretical presumption 
that the effect of a monetary expansion on output declines with the level of 
inflation. Several theoretical models can be invoked to substantiate this. The 
most influential is Lucas(1972) “island model”.  In this model, the aggregate 
supply equation depends on the relative variance of real and nominal 
disturbances. The implication is that in a regime of high nominal variability an 
increase in prices is more likely to be interpreted as resulting from an 
aggregate price increase than in a regime of low nominal variability. As a 
result, the real effects of such an increase in prices will be reduced. A similar 
analysis can be performed using the Philips curve as a tool. In such a 
framework, the Philips curve is also non-linear in the rate of inflation. Thus, 
when inflation is high one will need a stronger monetary surprise to generate a 
given increase in output (decline in unemployment) than when inflation is 
low
4. This proposition was also tested by Lucas(1973). 
•  The importance of the banking sector as measured by the ratio of the 
consolidated balance sheet of the banking sector over GDP. The theory is not 
clear about how this variable affects the output effects of monetary policy 
shocks. We introduce this variable here to find out whether differences in the 
size of the banking sector can explain the differences in the estimated output 
coefficients.  
                                                 
3 One could clearly introduce finer distinctions between different exchange rate regimes. For example, 
one could use the IMF-classification of exchange rate regimes. This classification has been criticised, 
however. See Calvo and Reinhart(2000).  
4 See Wyplosz(2001). 
  9A final issue concerns the weights given to the different publications. The quality of 
the different studies is not the same. One would therefore like to adjust for the quality 
of the studies. It is, however, very difficult to do this without introducing subjective 
judgment. This could lead to the possibility of a selection bias, whereby the researcher 
gives a higher weight to those studies, which come close to his priors. We have not 
attempted to do this. The only quality criterion we have maintained is the length of the 
sample periods of the different studies
5. Thus studies that use a longer sample period, 
and thus more information, receive a higher weight than studies using a shorter 
sample period. The way we do this is by weighting each study by the length of the 
sample period (expressed as a percent of the longest sample period). We will present 
results using both weighted and unweighted data.  
In table 1 we present the results of estimating equation 1 (short-term coefficients). 
One problem of interpretation of the results of table 1 arises because of the fact that 
the country dummies are correlated with some of the macroeconomic variables, i.e. 
size, openness and inflation. We also found, however, that the differences in the 
country dummy coefficients are not statistically significant. This is shown in table 2, 
which presents a Wald test of equality of the country coefficients. We observe that we 
cannot reject the null hypothesis that the country effects are equal.  
                                                 
5 Another possible quality criterion could be the significance of the estimated coefficients. The trouble 
with this is that many studies do not report confidence levels of the estimated coefficients.  
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          Table 1: Short-term output effect (equation (1)) 
      
       unweighted data      weighted data 
      
AUSTRIA -1.073  -1.017 
   -2.207  -1.672 
BELGIUM -0.766  -0.726 
   -1.504  -1.205 
DENMARK -1.051  -0.816 
   -2.224  -1.409 
EMERGING -0.678  -0.621 
   -1.011  -0.715 
EUROZONE -1.374  -1.599 
   -2.507  -2.373 
FINLAND -0.877  -0.818 
   -1.921  -1.471 
FRANCE -1.142  -1.085 
   -2.47  -1.839 
GERMANY -1.175  -1.197 
   -2.639  -2.094 
GREECE -1.337  -1.239 
   -1.7  -1.361 
IRELAND -0.929  -0.846 
   -1.716  -1.256 
ITALY -1.104  -1.049 
   -2.008  -1.464 
JAPAN -1.049  -1.15 
   -1.451  -1.186 
LUXEMBOURG -2.394  -2.678 
   -1.633  -1.268 
NETHERLANDS -1.053  -0.947 
   -2.157  -1.568 
PORTUGAL -1.009  -1.037 
   -1.303  -1.045 
SPAIN -0.98  -0.967 
   -1.655  -1.249 
SWEDEN -1.048  -1.01 
   -1.966  -1.555 
UK -0.861  -0.92 
   -1.71  -1.473 
US -1.56  -1.595 
   -3.675  -3.04 
SVAR -0.069  0.079 
   -0.54  0.568 
ECON 0.038  0.101 
   0.351  0.97 
GAP -0.123  -0.15 
   -0.866  -0.99 
IND 0.005  -0.068 
  11   0.044  -0.537 
OPEN -0.151  -0.111 
   -0.814  -0.502 
SIZE 0.0001  0.0002 
   1.943  2.314 
PUBDATE 0.047  0.033 
   2.236  1.566 
BANKING 0.368  0.445 
   1.48  1.146 
SEVENTIES -0.075  -0.15 
   -0.461  -0.933 
EIGTHIES -0.299  -0.32 
   -1.623  -1.604 
INFLATION 0.015  0.015 
   0.424  0.327 
      
R-squared 0.28  0.28 
Adjusted R-squared  0.07  0.06 
Mean dependent var  -0.34  -0.33 
      
Note: numbers in italic are t-ratios 
 
Table 2: Test of equality of short-term country effects     
(Wald Test) 
 
F-statistic 0.360    Probability  0.988 
Chi-square 5.763    Probability  0.990 
 
Therefore we re-estimated equation (1) restricting the country coefficients to be equal. 
The results are shown in table 3. The constant term in table 3 represents the effect of 
the omitted dummies. As is well known, such an omission is necessary to avoid linear 
dependence. The omitted dummies are VAR, GDP and SIXTIES. Thus the constant 
term measures the coefficient of studies using VAR methods, using GDP as the 
measure of output and using a sample period starting in the sixties. The most 
important results can be summarized as follows. First, the use of different statistical 
methodologies matters. In particular, studies using SVAR-methods produce 
significantly stronger output effects, on average. Second, the publication date has a 
significant effect on the estimated coefficients. In particular, more recent publications 
produce significantly lower short-term output effects. It is unclear whether this is due 
to the increasing sophistication of econometric techniques, or whether this is due to a 
possibly decreasing output effect of monetary policy over time. We can gain some 
  12insight on the latter issue by looking at the coefficients of the sample periods. It 
appears that studies that start the sample period in the eighties produce larger output 
coefficients (in absolute value) than studies that start the sample period earlier, 
suggesting that there is no evidence that the effectiveness of monetary policies has 
declined. The significance of this difference is not very strong, however. All this 
suggests that the declining output effects associated with publication dates could be 
due to the increased sophistication of econometric techniques.  
A third interesting result relates to the effects of inflation. We find that inflation tends 
to reduce the output effect of monetary policy. For every percentage point increase in 
inflation the short-term output parameter declines (in absolute value) by 
approximately 0.04. This effect is significant in the regression using unweighted data, 
but is less so in the regression using weighted data. This result is conform with 
economic theory.  
 
Table 3: Short-term output coefficients (equation (1)) 
                Included observations: 127 
 
  Unweighted data  Weighted data 
Variable Coefficient t-Statistic  Coefficient t-Statistic 
C -1.333  -4.543  -1.067  -4.536 
SVAR -0.388  -2.555  -0.124  -0.872 
ECON -0.125  -0.841  -0.012  -0.104 
IND 0.140  0.967  0.061  0.469 
GAP -0.174  -0.853  -0.163  -0.910 
SEVENTIES 0.066  0.415 0.058  0.470 
EIGTHIES -0.275  -1.646  -0.213  -1.415 
INFLATION 0.038  1.895 0.023  1.372 
FIX 0.046  0.294  0.064  0.489 
PUBDATE 0.075  2.821  0.048  2.197 
SIZE 3.9E-05  0.979  5.02E-05  1.308 
OPEN 0.141  0.781  0.126  0.816 
BANKING 0.067  0.599  0.052  0.711 
R-squared 
Adjusted R-squared 








It is interesting to have an insight in the quantitative importance of the effect of 
inflation. The median inflation rate in the sample is 5.2%. (In appendix we show the 
distribution of the inflation rates in the sample of countries) Thus for the median 
inflation rate the output coefficient is reduced by 0.2. For the highest inflation country 
  13in the sample (16%) the output coefficient is reduced by 0.622. Thus the output effect 
is reduced by half compared to the benchmark in the highest inflation country.  
The other variables in the regression equation do not have a significant effect on the 
output coefficients. In particular, the different measures of output do not produce  
significantly different coefficients. Similarly, the macroeconomic variables such as 
openness, size of the countries and the importance of the banking sector do not create 
significant differences in the output effects of monetary policy shocks. This may seem 
surprising. For example, one may expect that openness and size matter. In particular, 
the output effects of monetary policies should be smaller in relatively small and open 
economies because much of the domestically generated monetary shocks spill over to 
the rest of the world. However, in small open economies most of the monetary policy 
shocks are not generated by domestic monetary authorities. They are typically the 
result of monetary policy shocks originating in large countries. To give an example. 
When the German Bundesbank increased its interest rate, central banks of countries 
like the Netherlands and Belgium routinely increased their short-term interest rates a 
few minutes later. As a result, the monetary policy shock occurred in many countries 
at the same time. It is therefore not so surprising that monetary policy shocks can have 
similar effects in large and small countries.  
The results of estimating the long-run effects of monetary policy shocks (equation 
(2)) are presented in table 4 (see appendix). As in the case of the short-term effect we 
find that the country coefficients are not significantly different. We, therefore, 
restricted the country effects to be equal
6. The results are shown in table 5 and can be 
interpreted as follows. First, the long-term output coefficient of the benchmark case 
(use of VAR, GDP, estimated since the sixties), as measured by the constant, is 
statistically different from zero. It is also rather large in absolute value. This means 
that after five years monetary policy shocks continue have a strong output effect in the 
benchmark case. We also observe that the use of different econometric techniques has 
a strong and significant effect. In particular, studies using SVAR-techniques or 
traditional econometrics reduce the long-term output effect by about half compared to 
studies using VAR. The reason for these strong differences is that typically SVARs 
and traditional econometric techniques add constraints on the long-term output effects 
                                                 
6  A Wald test of equality of the country coefficients could not reject the hypothesis that these 
coefficients are equal.  
  14of monetary policies. These constraints are absent from VARs. This result is 
troublesome because it suggests that studies that use economic theory to impose 
constraints on coefficients lead to significantly different results than those studies that 
let the “data talk”.  
As in the case of the short-term output coefficients we find that inflation is an 
important variable. It has a significant effect at the 5% level in the unweighted 
regression and at the 10% level in the weighted regression. In addition, the 
quantitative importance of this variable is high. In particular, we find that for the 
median inflation country the long-term output coefficient is reduced by 0.21 while for 
the highest inflation country it is reduced by 0.64. As a result, for the highest inflation 
countries in the sample the long-term output effects of monetary policies are close to 
zero. The interesting aspect of this result is that for the low inflation countries, these 
long term output effects are strong and significant.  
The other macroeconomic variables do not have significant effects on the long-term 
output coefficients.  In contrast with the short-term coefficients we do not find that 
publication date or the sample period affects the long-term coefficients.   
 
Table 5: Long-term output coefficients (equation (2)) 
                Included observations: 122 
 
  Unweighted data  Weighted data 
Variable Coefficient t-Statistic  Coefficient t-Statistic 
C -0.769  -2.689  -0.848  -2.528 
SVAR 0.282  1.829  0.411  1.977 
ECON 0.378  2.413  0.500  2.882 
IND 0.208  1.390  0.210  1.087 
GAP 0.467  2.341  0.560  2.182 
SEVENTIES -0.140  -0.879  -0.260  -1.432 
EIGTHIES 0.152  0.901  0.118  0.538 
INFLATION 0.039  1.909 0.038  1.597 
FIX 0.228  1.447  0.273  1.446 
PUBDATE -0.007  -0.301  -0.009  -0.309 
SIZE 4.73E-05  1.191  5.10E-05  0.927 
OPEN 0.198  1.103  0.283  1.263 
BANKING -0.023  -0.213  -0.005  -0.051 
R-squared 
Adjusted R-squared 









  155.  Is US monetary policy more effective than Eurozone monetary policies? 
It is often asserted that monetary policies in the US are more effective in influencing 
output than monetary policies in the Eurozone. The reason for this difference in 
effectiveness is often seen in the difference in supply rigidities between the US and 
the Eurozone countries. More specifically, the US economy is seen to be more 
flexible than the Eurozone economies. As a result, a given monetary policy stimulus 
leads to a larger output response in the US than in Europe
7. This argument is often 
used to explain why the ECB is more reluctant to stimulate the economy. In this view 
the structural rigidities in the Eurozone economies prevent stimulatory monetary 
policies from expanding output.  
Our previous tests of equality of the country coefficients casts some doubts about this 
view. But these tests were tests of equality of all country coefficients. We need to test 
more specifically whether the estimated output effects obtained in the US studies 
differ significantly from those obtained in the Eurozone countries. In order to do so, 
we performed a Wald-test. Our null hypothesis is that the output coefficients of the 
US and of the Eurozone countries are equal. We show the result of this test in table 5 
for the short-term parameters and in table 6 for the long-term parameters. We find that 
the null of equality of the short-term coefficients cannot be rejected with a probability 
of more than 99%. The results for the long-term coefficients are not as conclusive, i.e. 
we cannot reject equality with a probability of approximately 10%. It should be 
stressed though that the long-term Eurozone coefficients tend to be larger in absolute 
value than the US coefficients, suggesting that if we reject equality, the Eurozone 
coefficients are larger in absolute value than the US coefficients. We conclude that the 
evidence that the US monetary policy is more effective in influencing output than the 
Eurozone monetary policy is not corroborated by the existing empirical studies.  
 
Table 5: Test of equality short-term output 
parameters  of US and Euro-countries 
(Wald test) Table 11 
F-statistic 0.246   Probability  0.995
Chi-square 2.952  Probability 0.996
 
                                                 
7 In a recent Angeloni, et al.(2003) find such a difference which they interpret to be the result 
of a difference in the effect of interest rate changes on consumption in the US and in the 
Eurozone.  
  16Table 6: Test of equality long-term output 
parameters of US and Euro-countries  
(Wald test) Table 12 
F-statistic 1.629   Probability  0.097
Chi-square 19.55  Probability 0.076
 
6.  Econometric Analysis: price effects 
In this section we analyse the short-term and long-term price effects of monetary 
policies. As will be remembered from section 3 we found a wide variation of the 
parameters measuring these short-term and long-term price effects. We will proceed 
in the same way as in the previous section. We estimate the econometric model 
consisting of equations (1) and (2), where PSi and PLi now represent the estimated 
short-term and long-term price effects of monetary policy shocks. A note of warning 
is necessary here. Because not all the empirical studies of the effect of monetary 
policies report results of the effects on the price level, we have fewer data points in 
the sample (101). As a result, the statistical quality of the econometric results is 
weaker than in the previous section. 
We first concentrate on the short-term price effects (equation (1)). The estimation 
results are shown in table 7 (see appendix). As before, we also estimate the model 
under the restriction that the country coefficients are equal. The results of this 
estimation are presented in table 8.   
A number of results are worth stressing. First, the use of different econometric 
techniques matters. In the benchmark case (VAR) we obtain a positive coefficient, 
although it is not significantly so. The use of SVAR, however, leads to a price 
coefficient which is significantly different from the VAR and which is approximately 
zero
8. These results are consistent with the often noted “price puzzle” indicating that 
an increase in the interest rate leads to an increase in the price level. This puzzle arises 
mainly with the use of VARs and tends to disappear with the use of SVARs. It is also 
worth noting that in more recent studies the price puzzle disappears. This can be seen 
from the coefficient of PUBDATE, which is negative, and significant at the 10% 
level. Since the PUBDATE variable varies from 1 to 12, it can be seen that in the 
most recent publications the price puzzle seems to have disappeared completely. 
                                                 
8 Note that to obtain the average coefficient of studies using SVAR we have to subtract the estimated 
SVAR-coefficient from the constant.  
  17Thus, over the years researchers have tried to correct for the anomalous price puzzle 
results, so that at the end of the 1990s it had all but disappeared from the econometric 
studies.  
A second interesting result relates to the effect of different exchange rate regimes. It 
appears that countries that fixed their exchange rates (mainly EMS-countries) may 
have experienced stronger “price puzzles” than floating exchange rate countries (US, 
UK, Japan). The significance of this difference between exchange rate regimes, 
however, is limited so that it is unclear whether great importance can be attached to 
this result.  
On the whole it appears to be difficult to explain the large differences in the short-
term price effects of monetary policy shocks. Our model can explain only 10 to 20% 
of the total variation of these price effects. If we include the country effects, however, 
the model explains 20 to 30% of the total variation (see table 7 in appendix). 
 
Table 8: Short-term price coefficients (equation (1)) 
                Included observations: 86 
 
  Unweighted data  Weighted data 
Variable Coefficient t-Statistic  Coefficient t-Statistic 
C 0.216  0.942  0.219  1.047 
SVAR -0.257  -2.658  -0.364  -3.224 
ECON -0.089  -0.767  -0.114  -0.989 
INFLATION -0.022  -1.276  -0.025  -1.395 
SIZE 4.03E-06  0.120  3.46E-05  0.893 
OPEN -0.018  -0.145  -0.051  -0.366 
BANKING 0.050  0.642  0.064  0.997 
PUBDATE -0.021  -1.247  -0.028  -1.662 
FIX 0.134  1.159  0.256  1.984 
R-squared 
Adjusted R-squared 








The results of estimating equation (2), which explains the variation in the long-term 
price effects, are shown in table 9, when we include the country effects (see appendix) 
and in table 10 when we restrict the country effects to be equal. The model with the 
country effects is capable of explaining about 50% of the total variation of the long-
term price effects.  
  18We also obtain a number of interesting results. First, the use of VARs and SVARs 
produces long-term price effects that are close to –1. This is a much stronger effect 
than the one obtained with the use of traditional econometric methods (ECON).  
Second, the long-term price effects obtained in studies whose sample period started in 
the 1970s appears to be significantly stronger than in other decades. Whether this is 
due to the fact that this was a decade characterised by high inflation is unclear, since 
the inflation variable, which measures the effect of inflation, is not significant.  
Third, the exchange rate regime appears to matter. In countries on a fixed exchange 
rate the long-term price coefficient is much smaller (in absolute value) than the 
benchmark flexible exchange rate case. This seems to suggest that in countries with a 
fixed exchange rate a monetary policy shock spills over to the rest of the world 
leaving the price level relatively unaffected in the long run. In contrast, in flexible 
exchange rate countries the long-term price effect of a monetary policy shock is 
reinforced by the exchange rate change.  
 
Table 10: Long-term price coefficients (equation (2)) 
                Included observations: 84 
 
  Unweighted data  Weighted data 
Variable Coefficient t-Statistic  Coefficient t-Statistic 
C -1.230  -1.989  -1.154  -1.887 
SVAR 0.320  1.156  0.292  0.851 
ECON 0.640  1.814  0.908  2.453 
INFLATION 0.010  0.211 0.005  0.095 
SIZE 0.0001  1.281  0.0001  1.172 
OPEN 0.216  0.621  0.342  0.814 
BANKING 0.034  0.164  0.014  0.075 
PUBDATE 0.022  0.433  0.005  0.104 
FIX 0.624  1.795  0.589  1.449 
SEVENTIES -0.829  -2.182  -0.996  -2.593 
EIGHTIES -0.013  -0.034  0.015  0.035 
R-squared 
Adjusted R-squared 








In the previous section  we raised the issue of whether there is a significant difference 
in the output effects of monetary policies in the US and the Eurozone. We tested the 
hypothesis that monetary policies in a country with more flexible supply conditions 
(the US) have more effect on output than in countries with less flexible supply 
  19conditions (the Eurozone countries). The corollary of this hypothesis is that monetary 
policies in less flexible economies (Eurozone) have a stronger price effect than 
monetary policies in more flexible economies (the US). We tested this hypothesis 
using the estimated short- and long run price effects of tables 7 and 9. The results are 
shown in tables 11 and 12. We find that the estimated price coefficients are not 
significantly different between the US and the Eurozone countries.  
 
Table 11: Test of equality short-term price 
parameters   (Wald test) Table 19 
   
F-statistic 0.296   Probability  0.984
Chi-square 3.262  Probability  0.986
 
Table 12: Test of equality long-term price 
parameters   (Wald test) Table 20 
    
F-statistic 0.311   Probability  0.981
Chi-square 3.429  Probability  0.983
    
 
7.  Conclusion 
In this paper we have performed a meta-analysis of the effects of monetary policies on 
output and prices. We can summarize the main results concerning the output effects of 
monetary policy as follows. First, there is a large variation in the reported output 
effects of monetary policies. This is the case both with the short-term and the long-
term effects. Second, we are able to explain part of these large variations by a number 
of variables, although much remains unexplained. Third, a significant part of the wide 
variation in the long-term output effects is due to the use of different econometric 
techniques. In particular, the use of VARs produces long-term effects of monetary 
policies, while the use of SVARs and traditional econometric models leads to 
significantly lower long-term effects. This suggests that techniques that use economic 
theory to constrain parameters lead to significantly different effects than those 
techniques that “allow the data to speak”. 
Fourth, the theoretical presumption that the level of inflation affects the effectiveness 
of monetary policies was corroborated. More particularly, we found that in the 
countries, which experienced low inflation, the output effects of monetary policy 
  20shocks are substantial. This is the case both for the short-term and the long-term 
effects. In the high inflation countries of our sample, these output effects are much 
smaller. Moreover the long-term output effects of monetary policies all but vanish for 
the highest inflation countries. This confirms the theory, which suggests that in a low 
inflation environment monetary policies are quite effective in influencing output, both 
in the short-run and in the long run (five years or more). These effects tend to 
disappear when inflation increases..   
Fifth, we could not find any significant differences in the output and price effects of 
monetary policies in the US and in the Eurozone countries. There is a popular view 
according to which monetary policies in the Eurozone are ineffective in boosting 
output because supply rigidities quickly lead to higher inflation while in the US 
monetary policies are capable of boosting output without strong inflationary effects. 
The existing econometric estimates of the output and price effects of monetary 
policies in the US and the Eurozone countries do not allow us to draw such a 
conclusion.  
We also analysed the price effects of monetary policies. Our main results can be 
summarised as follows. First, the use of different econometric techniques matters. In 
particular, the use of VARs tends to produce a “price puzzle”, i.e. a monetary 
contraction leads to an increase in the price level in the short-run. This effect is absent 
with the use of other econometric methods. We also found that the “price puzzle” 
disappears in econometric studies with a more recent publication date, suggesting that 
researchers have made efforts to purge this puzzle from their analysis.  
The use of different econometric techniques also matters for the long-term price 
effects. We found that studies that use VAR and SVARs produce significantly larger 
long-term price effects than studies using traditional econometric techniques.  
We also found that the exchange rate regime matters for the long-term price effects of 
monetary policies. In particular, monetary policy shocks in countries on a fixed 
exchange rate regime have a less pronounced effect on the price level in the long run, 
suggesting that in a fixed exchange rate regime, a large part of these monetary policy 
shocks spills over to the rest of the world.  
Finally, we could not find any evidence that the price effects of monetary policy 
shocks in the US and in the Eurozone are different. Thus, the view that because of 
  21rigidities, monetary policy shocks in the Eurozone have a less pronounced effect on 
output and thus a more pronounced impact on prices is not corroborated by the 
existing econometric studies.   
The research reported in this paper is still in a preliminary stage. Although we were 
successful in explaining part of the large variation in the empirical estimates of 
monetary policy shocks, much remains unexplained. More research will have to be 
done to increase our understanding of why the empirical estimates of the effects of 
monetary policies is so imprecise.     
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Mean     -0.379648
Median -0.255000
Maximum   0.846154
Minimum -4.100000
Std. Dev.    0.556453
Skewness   -3.749488


















Mean     -0.243175
Median -0.081667
Maximum   0.600000
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Std. Dev.    0.555260
Skewness   -4.274135


















Mean     -0.092801
Median -0.050000
Maximum   0.882353
Minimum -2.800000
Std. Dev.    0.344315
Skewness   -4.734650

















Mean     -0.396358
Median -0.115000
Maximum   0.200000
Minimum -6.000000
Std. Dev.    0.968230
Skewness   -4.311336
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Mean      5.824748
Median   5.209471
Maximum   16.05292
Minimum   1.925000
Std. Dev.    2.847042
Skewness    1.088077





  26COUNTRY EFFECTS OF MONETARY POLICY 
In this appendix we estimate the country effects without taking into account the macro 
variables. We do this to obtain estimates of the average output and price effects of 
monetary policies in the different countries in the sample, without these averages 
being influenced by macro economic variables. We show the results in tables A1 and 
A2. 
From table A1 we observe, first, that country differences explain about 10% of the 
total variation of the short-term output parameters. Second, most country coefficients 
are negative and statistically different from zero. The exceptions are the emerging 
countries, Japan, Portugal and Greece whose coefficients are not statistically different 
from zero.  
Table A2 reveals that country differences explain about 14% of the total variation of 
the long-term output effects. We find that 12 of the 19 country coefficients are 
negative and statistically different from zero. In most of the countries with significant 
coefficients the size of these coefficients is quite large (in absolute value) being of the 
order of –0.3 to –0.5.  Thus, in a large number of countries a monetary policy shock 
has a relatively strong and significant effect even after five years. This is quite 
surprising as one would expect that after five years one comes close to the “long run”, 
a time span over which the output effects of monetary policy should tend to disappear.   
We also tested whether the country effects are statistically different from each other. 
In order to do so we applied a Wald test restricting all the country effects to be equal 
(see table A3). We find that we cannot reject the hypothesis that all country 
coefficients are equal to each other. This holds for both the short-term and the long-
term coefficients.  
Tables A4 and A5 present the average country price effects, short-term and long-term.  
We find that very few of the country effects are significantly different from zero. This 
may not be surprising for the short-term price effects: the theory predicts that the price 
effects of monetary policy are weak in the short-run (here one year). However, this 
result is more surprising for the long-run effects. Only for three countries, France, the 
UK and the US we find relatively large and statistically significant negative effects.  
We performed a joint significance test (Wald test) on these price coefficients and 
could not reject the null hypothesis that the country effects are the same.  
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Table A1: Short- term output  parameters: the 
country effects 
Number of observations: 142 
Variable Coefficient Std.  Error t-Statistic 
AUSTRIA -0.361  0.137  -2.61 
BELGIUM -0.251  0.149  -1.68 
DENMARK -0.630  0.210  -2.99 
EUROZONE -0.199  0.163  -1.21 
FINLAND -0.376  0.149  -2.52 
FRANCE -0.368  0.101  -3.64 
GERMANY -0.304  0.097  -3.12 
GREECE -0.410  0.365  -1.12 
IRELAND -0.487  0.182  -2.67 
ITALY -0.356  0.094  -3.78 
JAPAN -0.029  0.365  -0.08 
LUXEMBOURG -0.120 0.365  -0.32 
NETHERLANDS -0.416  0.137  -3.01 
PORTUGAL -0.202  0.163  -1.23 
SPAIN -0.207  0.115  -1.79 
SWEDEN -0.625  0.258  -2.42 
UK -0.280  0.121  -2.30 
US -0.419  0.073  -5.74 
EMERGING -0.052  0.129  -0.40 
R-squared  0.108      Mean dependent var -0.329
 
Table A2: Long- term output  parameters : the 
country effects 
Number of observations: 127 
Variable Coefficient Std.  Error t-Statistic   
AUSTRIA -0.370  0.104  -3.52   
BELGIUM -0.116  0.113  -1.02   
DENMARK -0.050  0.160  -0.31   
EUROZONE -0.091  0.138  -0.66   
FINLAND -0.108  0.113  -0.95   
FRANCE -0.102  0.087  -1.16   
GERMANY -0.214  0.087  -2.44   
GREECE -0.740  0.277  -2.66   
IRELAND -0.067  0.138  -0.48   
ITALY -0.027  0.076  -0.35   
JAPAN 0.000  0.277  0.00   
LUXEMBOURG -0.150 0.277  -0.54   
NETHERLANDS -0.285  0.113  -2.51   
PORTUGAL -0.164  0.124  -1.32   
SPAIN -0.148  0.104  -1.41   
SWEDEN -0.050  0.196  -0.25   
UK -0.169  0.098  -1.73   
US -0.209  0.055  -3.78   
EMERGING -0.083  0.098  -0.84   







  28Table A3: Test of equality of country output effects 
(Wald Test) 
Short-term effects 
F-statistic 0.360    Probability  0.988 
Chi-square 5.763    Probability  0.990 
Long-term effects 
F-statistic 1.010    Probability  0.451 
Chi-square 16.16    Probability  0.441 
 
Table A4: Short-term price parameters: the country     
effects 
Included observations: 98 
Variable Coefficient  Std.  Error  t-Statistic  
AUSTRIA -0.171  0.175  -0.97   
BELGIUM -0.075 0.175  -0.42   
DENMARK -0.200 0.350  -0.57   
FINLAND -0.136 0.202  -0.67   
FRANCE -0.022  0.123 -0.18  
GERMANY -0.014 0.110  -0.13   
GREECE -0.170  0.350 -0.48  
IRELAND -0.146 0.202  -0.72   
ITALY -0.148  0.116  -1.27   
JAPAN 0.310  0.202  1.53   
LUXEMBOURG -0.020  0.350  -0.05   
NETHERLANDS -0.027  0.175  -0.15   
PORTUGAL -0.223  0.202  -1.10   
SWEDEN -0.200  0.350  -0.57   
EMERGING 0.023  0.123  0.19   
UK -0.495  0.156  -3.16   
US -0.110  0.076  -1.44   
R-squared 0.142  Mean  dependent  var  -0.093 
 
Table A5: Long-term price parameters: the country     
effects 
Included observations: 92 
Variable Coefficient  Std.  Error  t-Statistic  
AUSTRIA -0.082  0.520  -0.15   
BELGIUM -0.210 0.520  -0.40   
DENMARK 0.000 1.041  0.00   
FINLAND -0.063 0.601  -0.10   
FRANCE -0.860  0.393 -2.18  
GERMANY -0.368 0.347  -1.06   
GREECE -0.390  1.041 -0.37  
IRELAND -0.086 0.601  -0.14   
ITALY -0.125  0.368  -0.34   
JAPAN -0.631  0.601  -1.05   
LUXEMBOURG -0.130  1.041  -0.12   
NETHERLANDS -0.090  0.520  -0.17   
PORTUGAL -0.183  0.601  -0.30   
SWEDEN 0.000  1.041  0.00   
EMERGING 0.014  0.368  0.03   
UK -1.118  0.465  -2.40   
US -0.437  0.227  -1.92   
R-squared 0.045  Mean  dependent  var  -0.399 
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          Table 4: Long-term output effect (equation (2))































































Adjusted R-squared 0.04 0.14
Mean dependent var -0.25 -0.31
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Table 7: Short-term price coefficients (equation 1)


























































Adjusted R-squared 0.06 0.09
Mean dependent var -0.098 -0.096
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Table 9: Long-term price coefficients (equation 2)


























































Adjusted R-squared 0.23 0.26
Mean dependent var -0.4 -0.49
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