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This project dealt with the acceleration of an aircraft tracking algorithm using a ClearSpeed mathematical co-processr.
The algorithm is based on non-linear differential correction (also known as the Gauss-Newton method) and uses Doppler
and bearing data from a Passive Coherent Location (PCL) radar system. A PCL radar uses a network of receivers to track
targets through their back-scatter from existing Continuous Wave (CW) transmissions, such as broadcast TV or radio.
The lack of an active transmitter in a PCL system results in relativ ly low procurement, operation and maintenance costs.
This is of particular advantage for airports in third world countries, many of which do not have radar assisted air traffic
control.
Differential correction combines data from a number of radareceivers using the minimum variance rule. New data is
incorporated as it is received in order to continually correct the model in an optimal fashion. The model produced is a
10th degree polynomial which describes the trajectory of the aircraft in a Cartesian co-ordinate system.
The objectives of the dissertation were to identify the computationally intensive areas of the algorithm, then accelerate
performance by offloading computation to the co-processor.The co-processor used was the ClearSpeed Advance X620
accelerator board, which fits into the PCI-X slot of a conventional computing platform. It is claimed that the Advance
board range uses the fastest and most power efficient double-precision 64-bit floating point processors in the world. Appli-
cation acceleration is achieved via two methods, parallelization and hardware optimized library routines. An investigation
into acceleration of the Gauss-Newton algorithm with ClearSpeed was deemed worthwhile as the algorithm makes use of
linear algebra routines supported by ClearSpeed, as well ascomputationally intensive double precision arithmetic.
Profiling of the pre-existing implementation of the algorithm (written by Dr. Richard Lord in IDL) revealed that the most
computationally expensive areas are arithmetic operations hat calculate partial derivatives of the observation functio s,
and high dimension double precision matrix manipulations.The Gauss-Newton algorithm was successfully implemented
in C, with accuracy results that compared favourably with the original IDL implementation. The performance of the C
version (with no ClearSpeed acceleration) was 1.38 times faster than the IDL implementation, mainly due to the efficiency
of the hardware tuned ATLAS BLAS library.
It was found that the sizes of the matrices involved in the multiplications are not a good fit for direct acceleration via the
provided ClearSpeed library functions. Further investigation concluded that a moderate speedup could be attained throug
parallelization of one of the matrix multiplications due tothe sparse and data redundant nature of the input matrices. Th
accuracy results verified the correct functionality of the Cl arSpeed accelerated algorithm, however the results showed
that the estimates produced were an order of magnitude less accurate than the IDL version. This can be attributed to the
differences in accuracy of the card side matrix multiplication and the IDL / BLAS library routines. A 2.22 times increase
in performance was achieved (over the C implementation) through the co-processor offloading.
Given the amount of programming effort required to achieve this moderate speedup, it can be concluded that the Gauss-
Newton algorithm is not a good fit for ClearSpeed assisted acceleration.
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This dissertation dealt with the acceleration of an aircraft tracking algorithm using a ClearSpeed mathematical co-
processor. The algorithm is based on non-linear differential correction and uses Doppler and bearing data from a Passive
Coherent Location (PCL) radar system.
1.2 Background
Africa has one of the largest aircraft accident rates per flying hour in the world. According to statistics compiled in 2006
Africa had the highest five year average fatal airliner accident rate in the world, and was also the only region whose
accident rate was not decreasing [5]. One factor that contributes to unsafe flying conditions in many African and other
third world countries, is the lack of infrastructure and equipment required for Aircraft Traffic Control (ATC). Pilots landing
at such airports have to rely on their own eyes to survey the runway from the air before landing. The lack of an active
transmitter and resulting cost saving makes PCL radar attractive not just for countries that would otherwise be unable to
afford radar systems, but for future ATC implementations inge eral (see Figure 1.1).
The tracking algorithm under consideration was developed by Dr Norman Morrison, Dr Richard Lord and Professor
Michael Inggs of UCT, as part of the ongoing investigation into PCL radar systems jointly undertaken by the University
of Cape Town and the University College London. The algorithm is based on the idea that as computer processing
becomes cheaper and faster, expensive hardware can be replaced by mathematical computation. The algorithm processes
the Doppler and bearing data to produce a state vector estimation of the target. This state vector specifies position,
velocity and higher order derivatives of position in a threedimensional Cartesian coordinate system. The state vectoris
updated based on new data, discarding older. The system usesnon-linear differential correction, also known as the Gauss-
Newton method.1 The Gauss-Newton algorithm involves matrix inversions andmultiplications which are computationally
expensive. A diagram of a possible PCL traffic control systemis shown in Figure 1.1.
1Note that the terms differential correction and Gauss-Newton are used interchangeably in this document, as are the terms filtering and tracking





Figure 1.1: PCL for ATC with the Gauss-Newton method. A PCL radar uses a network of receivers to track targets
through their back-scatter from existing Continuous Wave (CW) transmissions, such as broadcast TV or radio. The lack
of an active transmitter in a PCL system results in relatively low procurement, operation and maintenance costs.
In the course of the investigation into possible hardware platforms for the implementation, a ClearSpeed Advance X620
co-processor board became available for use at the Centre for High Performance Computing (CHPC). The CHPC is an
initiative of the Department of Science and Technology (DST) and is managed by the Centre for Scientific and Industrial
Research (CSIR) and the University of Cape Town (UCT) in South Africa. The co-processor board is designed to ac-
celerate computationally intensive double precision floating point processing. ClearSpeed provides a set of libraries that
provide acceleration of commonly used linear algebra routines. An investigation into acceleration of the Gauss-Newton
algorithm with ClearSpeed was deemed worthwhile as the algorithm makes use of linear algebra routines supported by
ClearSpeed, as well as computationally intensive double precision arithmetic.
1.3 Objectives
The objectives of the dissertation were to:
• Identify the most computationally intensive areas of the algorithm.
• Port the algorithm to a hardware platform with a High Performance Computing (HPC) co-processor.
• Accelerate the implementation through offloading of computation to the co-processor.
• Test the co-processor accelerated version of the algorithmfor accuracy.
• Test the performance of the algorithm on the HPC system compared to the base system.





1.4 Plan of development
1.4.1 Outline
The following chapters of this dissertation include discussions of:
• Application acceleration with ClearSpeed from a hardware and software perspective.
• The mathematical and filtering concepts involved in the Gauss-Newton algorithm.
• The performance profile of the pre-existing tracking algorithm implementation (written in IDL).
• The C implementation of the algorithm on the base platform, including profiling and accuracy testing.
• Computation offloading of the implementation with the ClearSpeed co-processor.
• Performance testing on the ClearSpeed accelerated platform.
1.4.2 Description of hardware
Chapter 2 contains a description of the ClearSpeed co-process r hardware and software, as well as some of the program-
ming concepts involved.
The traditional method of increasing computing performance by increasing clock speed and transistor density of a von
Neumann architecture CPU is now facing a brick wall limit in terms of the amount of energy that a single microprocessor
die can dissipate [1]. Therefore innovations in computer architecture and the replacement of fast, monolithic, single
processor dies with multiple slower processors operating in parallel must substitute for the traditional method [1].
One approach to increasing compute performance is the use ofco-processor accelerator boards. Such boards can offer
dramatic power and space benefits over other forms of HPC while offering impressive performance increases over conven-
tional serial computing architectures, if the algorithm inquestion is well suited to the co-processor hardware archite ture.
The co-processor used for this project was the ClearSpeed Advance X620 accelerator board, which fits into the PCI-X
slot of a conventional computing platform. It is claimed that the Advance board range uses the fastest and most power
efficient double-precision 64-bit floating point processorin the world. A block diagram of the board is shown in Figure
1.2. One CSX600 processor contains 96 execution cores or processing elements (PEs) .





Figure 1.2: ClearSpeed Advance X620 accelerator block diagram. The X620 consists of two CSX600 embedded parallel
processors communicating via the ClearConnect busbridge ports, 1GB of local DDR2-400 SD-RAM and an FPGA which
implements the host interface.[13]
The ClearSpeed software environment consists of the runtime environment (including device drivers), the CSXL and
CSDFT application acceleration libraries, and the Software Development Kit (SDK). The relationship between them is
shown in Figure 1.3.
Figure 1.3: ClearSpeed software architecture and CSXL[13]





Application acceleration with the ClearSpeed Advance X620is achieved via two methods, parallelization and through
hardware optimized versions of various linear algebra routines.
Conclusions
In order to be candidates for parallelization, applications need to be data parallel, have a high computation to data move-
ment ratio and small working data sets [8]. Keeping within the memory requirements of the CSX600 requires some care,
and performance is vastly improved if it is possible to overlap computation and data transfer [10]. This goes for commu-
nication between the host and co-processor as well as for data transfer between the various tiers of on-board memory.
An application is also a candidate for acceleration if a highpercentage of application execution time is taken up by linear
algebra routines supported by ClearSpeed’s CSXL library (or the CSDFT library which performs various FFT functions).
When the host application calls a library routine, the runtime environment uses heuristics to determine whether to run that
routine on the host or the Advance board [14]. Performance ben fits are only significant when the problem size is a good
fit for the ClearSpeed hardware.
1.4.3 The Gauss-Newton tracking algorithm
Chapter 3 contains an outline of some of the statistical and mathematical principles involved in Gauss-Newton filtering.
The model developed through non-linear differential correction is a polynomial of degree 10. The input to the algorithm
is an observation vector containing radar measurements, aswell as an initial estimate of the state vector. Let the total
observation vector2 Y(n) be a matrix containing radar observations for every time insta t up totn. Each of the observation
variables can then be expressed as a known function of the state vector. Let the true total state vector up to timetn beX(n).
Formula 1.1[3] shows the relationship betweenX(n) andY(n), whereN(n) is a noise vector.
Y(n) = F(X(n))+ N(n) (1.1)
Assume we have a nominal total state vector for the target up to timetn, X̄(n). X̄(n) is close toX(n) in the sense ofδX(n), as
shown by formula 1.2 [3].
δX(n) = X(n)− X̄(n) (1.2)
δX(n) is a vector of small numbers called the perturbation vector.
We can use the nominal total state vectorX̄(n) to generate a simulated observation vector, using equation1.3 [3].
Ȳ(n) = F(X̄(n)) (1.3)
The difference between the actual and simulated observation vectors is the observation perturbation vector, and can be
developed using formula 1.4 [3].
δY(n) = Y(n)− Ȳ(n) = F(X(n))−F(X̄(n))+ N(n) (1.4)
If we Taylor series expand each line of vectors we end up with equation 1.5[3].
δY(n) = T(n)δXn + N(n) (1.5)
2The notationXnshall be used to represent the vectorX valid for time instanttn, whereasX(n) shall represent the total set of vectors from timetn−L
up to timetn. WhereL is the memory length of the system.





T(n) is a matrix derived from the known partial derivatives ofF(X(n)) with respect to the elements of the state vector,
evaluated at̄X(n), and is known as the total observation matrix. This last equation is an overdetermined system of linear
equations3. From the minimum variance rule we can develop equation 1.6 [3]
δXn = (T T(n) R
−1
(n) T(n))
−1 T T(n) R
−1
(n) δY(n) (1.6)
R(n) is the covariance matrix of the total error vectorN(n) , constructed from the variances of the noise distributionsof the
observations at each time instance. The result obtained above is used to give a new approximation to the state vector, as
shown by equation 1.7[3].
(X̄n)new = (X̄n)old + δXn (1.7)
The state vector(X̄n)new is then translated to all time instances using a state vectortransition matrixΦ(n).4 (X̄(n))old is
the complete state vector used in the current iteration, and(X̄(n))new becomes its replacement in the next iteration. A
stopping rule or “goodness of fit” criteria is used to determine when to cease iterating differential correction. The rul
uses the average value of the perturbation vectorδXn, and RMS value of the observation residuals (difference betwe n
simulated and actual Doppler and bearings), as well as a maximum number of Gauss-Newton iterations. The first two
parameters can be used to determine reliably whether the filter is in a state of error/covariance matrix consistency and
therefore whether a reasonable estimate has been produced [3]. Once the desired threshold is reached the first two terms
of each dimension of(X̄(n)) f inal gives the position and velocity estimate in 3d space.
Conclusions
Morrison [3]argues that the Gauss-Newton algorithm not only offers a legitimate alternative to conventional Kalman
and Swerling filtering techniques, but offers significant benefit under the correct circumstances. The computationally
intensive non-recursive Gauss-Newton filtering techniquecan be used for aircraft tracking in the modern era due to the
massive advances in computing power since the advent of Kalman and Swerling filters in the 50s and 60s [3].
1.4.4 Profiling of the IDL implementation of the Gauss-Newton algorithm
Chapter 4 describes the profiling of the existing tracking algorithm implementation, which was written and tested with a
radar simulator program by Dr Richard Lord in the IDL programming language [2].
The method used was to profile the implementation was to time the execution of functional blocks of code through calls
to the system clock. The platform specifications are shown inTable 1.1.
Table 1.1: Base platform specification
CPU Family Intel(R) Xeon(TM)
CPU Clock Speed 4 x 3.00GHz dual core (x86_64) with 2MB cache
Memory 2GB
Storage 2x 300GB SATA
Co-processor Interface PCI-X 2.0 133 MHz
Operating System SuSE Linux Enterprise Server 9 (SLES9)
3An overdetermined system of linear equations is a system with more equations than unknowns
4Note the distinction betweenXbar,(n)andXbar,n: The notation∗(n) denotes multiple data samples for a single observation instant (all samples for the
observation instant occurring at timen), while∗n implies a single data sample for a single moment in time (timen).





A block diagram of the radar simulator is shown in Figure 1.4.Note that the radar data generator used in the simulator
is fairly simplistic, and the Gauss-Newton implementationunder investigation has yet to be tested under more realistic
conditions. What is of main concern here is the tracking algorithm block, and that will therefore be the focus of this
discussion. However a brief description of the radar data generator is included here to provide a clear understanding of
the flow of data into the tracking algorithm.
Figure 1.4: Block diagram of pre-existing PCL simulator, aswritten by Dr Richard Lord in the IDL programming lan-
guage, which was used to test Gauss-Newton algorithm[3]
Radar data generation
The integration time “τ” for the cross-correlation function of the radar generatorwas 0.25s, resulting in 4 observation
samples per second. Each sample consisted of a Doppler and Bearing reading from each of 8 receivers. The first set of
observation data was sent to the tracking algorithm after 20seconds, and thus consisted of 80 samples. Subsequent cycles,
or observation instances, occurred every 5seconds, and consisted of 80 samples (20 new observations and the last 60 from
the previous cycle).
Tracking algorithm
The tracking algorithm can be split into three components: the master control algorithm (MCA), track initialization and
the Gauss-Newton algorithm. The MCA controls the flow of datathrough the other stages. Track initialization is used to
provide a partial, rough estimate of the state vector of the target aircraft using bearing observations. This estimate consists
of position and velocity in theX/Y plane, and is fed into the Gauss-Newton algorithm, along with the associated Doppler
and bearing observations. The Gauss-Newton algorithm iterates a number of times, each time outputting an increasingly
accurate estimate of the target’s state vector, until an accur y threshold or “goodness of fit” criteria is reached. Thestate
vector developed by the algorithm describes the flightpath of e aircraft using polynomials in three dimensional space.





A 10th degree polynomial was used for this implementation. The simulator uses the 1st two values of the polynomial to
specify the position and velocity. Graphs of simulator output as well as receiver layout in theX/Y plane can be seen in
Figure 1.5.
Figure 1.5: Graphs output by the pre-existing IDL simulatorprogram showing receiver layout and tracking of landing
passenger jet in X/Y plane[2]
Master Control Algorithm profiling
The flow of control of the MCA for one simulation run is as follows:
1. Initialize arrays, including the transition matricesΦ(n) for the state vectors.
2. Initialize the target track.
3. Run the Gauss-Newton algorithm to produceX f inal(n).
4. Repeat parts 2 and 3 for all remaining state vector updates(observation instances).
In profiling the MCA times were averaged over 10 simulations,each with a different flightpath as input. Each simulation
consists of 37 observation instances, therefore times for the main functional blocks are averaged over 370 readings. The
results of the MCA profiling are shown in bar chart of Figure 1.6. As expected the Gauss-Newton algorithm accounts for
the majority (about 94%) of the execution time.





Figure 1.6: Profiling of the IDL implementation of the MCA showing percentage execution time. As expected the Gauss-
Newton algorithm dominates the execution profile
Gauss-Newton method profiling
The operation of the Gauss-Newton method is described here:
1. Initialize arrays and parameters.
2. Iterate differential correction. Each differential correction iteration executes as follows:
(a) Assemble the total simulated observation vectorȲ(n) (usingX̄(n)), and the observation perturbation vectorδY(n)
(δY(n) = Y(n)− Ȳ(n)) as well as the RMS residuals of the observations.
(b) Assemble the total observation matrixT(n). This is done in a loop that iterates over the data samples of the
observation instance. Let the iteratori represent a single time instance. The stages of each iteration are:
i. Calculate the sensitivity matrixM(Xi) using the partial derivatives of the observation equationswith
respect to the elements of the state vector evaluated atX̄i.
ii. Calculate a few rows of the total observation matrixT(n) by multiplying the sensitivity matrix by the
transition matrix for this sample,Φi.







(d) Generate covariance matrix by computingT T(n)R
−1












(f) Generate new state vector estimate for the most recent time instant: (X̄n)new = (X̄n)old + δXnthen build
(X̄(n))new using the transition matricesΦ(n)and(X̄(n))new
(g) The algorithm then tests for convergence (or goodness offit) using the RMS residuals, average ofδXn, and
number of iterations that have occurred5. If the test is negative differential correction iterates again.
5The maximum number of iterations used in profiling was 50. This maximum has been found to be sufficient [citation], and indeed was never reached
during the course of the profiling.






The results of the Gauss-Newton algorithm profiling are shown in Figure 1.7. The main areas of computation are:
• Observation perturbation vector loop. This is labeleddY in the figure and accounts for about 9% of the execution
time.
• Total observation matrix loop:
– Partial derivatives calculation for sensitivity matrix. Labeledpartials, accounts for 26.5%.
– Matrix multiplication to calculateT(n) rows. LabeledT rows, accounts for 27.7%. This includes matrix
transpose and scaling to calculateT T(n)R
−1
(n), which accounts for 6%.
• Matrix multiplication and inversion to form covariance matrix. LabeledCovMat, accounts for 12%.
• Matrix multiplications in perturbation vector calculation. LabeleddX, accounts for 21%.
• Retrodiction of state vector estimate to all time instances. Labeledretrodict, accounts for 2.79%.
These cumulatively account for 96% of the Gauss-Newton algorithm execution time.
Figure 1.7: Graph illustrating IDL implementation of Gauss-Newton profiling. The observation perturbation vector loop
is labeleddY. The partial derivatives calculation for the sensitivity matrix is labeledpartials. The multiplications of the
sensitivity matrices with the transition matrices is labeledTrows. ThisTrows execution block includes the observation ma-




is labeledcovMat. The multiplication of the covariance matrixT T(n) R
−1
(n) and the observation observation perturbation
vector to form the state vector perturbation vector is labeleddX. The addition of the perturbation vector to the previous
state vector estimate (or nominal state vector), and the retrodic ion of the new state vector estimate to all time instances
using the transition matrix is labeledretrodict.
The profiling of the IDL implementation reveal that the most computationally expensive areas of the algorithm are the
arithmetic operations in calculating the partial derivaties of the observation functions, and the high dimension matrix
multiplications. The partial derivative calculations consist of a large concentration of double precision arithmetic, repeated
in a loop.





1.4.5 Implementation of Gauss-Newton in C
Chapter 5 outlines the methodology used to port the Gauss-Newton filtering algorithm to the C programming language
and the results of profiling and accuracy testing.
The MCA is illustrated by the block diagram in Figure 1.8.
Figure 1.8: Block diagram of C implementation of MCA with accuracy testing and profiling. The flightpath and radar
data generator from the IDL simulator were used to write the flight path and radar observations to file. This information
was then read by the C code which implemented Gauss-Newton filering to develop an approximation to the flightpath.
The profiling was done using Intel’s VTune Performance Analyzer.
C implementation accuracy testing
The flightpath approximation from C was compared with the actu l flightpath generated by the IDL simulator using a
simple IDL program. The accuracy was tested for 60 simulations, each with a different flightpath. Each simulation
consisted of 37 observation instances, thus the accuracy data is t ken over 2220 executions of the algorithm. The accuray
of the position and velocity output of the unaccelerated C imple entation is illustrated by Figure 1.9. These accuracy
values compare favourably with those of the original IDL Gauss-Newton implementation.





Figure 1.9: Graphs of comparative C and IDL implementation accuracy. The variables shown are position and velocity
in the X/Y plane, as well as altitude and its rate of change. The average error over 2220 executions is shown in the top
graph, followed by the standard deviation of these errors inthe middle graph. Finally the maximum error of each of the
state vector variables is shown in the lower graph. As is evident from the graphs the accuracy of the C implementation
compares favourably with the IDL version.
Single precision accuracy testing
A version of the C implementation using single instead of double precision for the data structures was also tested. This
would have been of benefit when offloading computation to the ClearSpeed board, both in terms of data transfer overhead
and the limited memory (particularly poly memory) available on the card. Unfortunately single precision accuracy was
found to be insufficient for the Gauss-Newton algorithm. Theresults of computation in the single precision version were
progressively inaccurate as the errors propagated, the final results being unusable.






The C code was profiled using Intel’s VTune Performance Analyzer. Results of the profiling are shown in Figure 1.10.
Take note that the observation perturbation vector and total observation matrix loops were combined, the resulting execu-
tion block is labeledT Matrix in Figure 1.10.
Figure 1.10: Gauss-Newton C implementation profile
Comparing the percentage execution times of C to IDL shows that in C matrix multiplication was relatively inexpensive.
This can be attributed to the optimized matrix multiplication routines used in the C code, which make use of the ATLAS
BLAS library. ATLAS libraries are tuned specifically for optimal performance on the host platform at build time. The C
and IDL execution times are compared in Figure 1.11.





Figure 1.11: Comparative C and IDL profiling graph. Matrix multiplication is relatively inexpensive in the C implemen-
tation because of the use of the ATLAS BLAS library which is optimally tuned for performance on the host platform at
build time.
Conclusions
The Gauss-Newton algorithm was successfully implemented,with accuracy results that compared favourably with the
original IDL implementation. The performance of the C version was 1.38 times faster than the IDL implementation,
mainly due to the efficiency of the hardware tuned ATLAS BLAS library.
1.4.6 Acceleration of the Gauss-Newton algorithm with ClearSpeed
Chapter 6 contains an investigation of co-processor offloading for Gauss-Newton tracking, as well as a description of the
final ClearSpeed accelerated implementation.
Design
The design phase consisted of developing a flow chart showingthe intended distribution of processing between the host
and the accelerator. Estimates of the execution time of the acc lerated sections of code were then made, including predic-
tions of the overheads of both communication between host and accelerator and data transfers internal to the accelerator.
The sections of code identified as candidates for ClearSpeedacceleration were those involving loops with no data depen-
dency between iterations, and the high dimension double precision matrix multiplications. The flow chart is shown in
Figure 1.12.





Figure 1.12: Intended ClearSpeed accelerated Gauss Newtonimplementation flow of control. The sections of code iden-
tified as candidates for ClearSpeed acceleration were thoseinvolving loops with no data dependency between iterations,
and the high dimension double precision matrix multiplications.





The performance prediction of the total observation matrixcalculation on ClearSpeed involved counting the instructions
and multiplying by the expected execution time of each instruction [15]). The transfer of data to and from the card were
also factored in, the expected transfer times discovered experimentally. The total execution time including data transfer for
the total observation matrix was 5.27 ms for a single iteration. The C implementation observation matrix and observation
perturbation vector calculation took on average almost 20 ms, therefore the ClearSpeed implementation was expected to
give a 3 to 4 times increase in performance.
The matrix multiplications involved were found to not be well suited for ClearSpeed acceleration. Testing the speed of
CSXL library calls against the host ATLAS libraries showed that all of the matrix multiplications involved were not a
fit, as is shown in 1.13. In most of the matrix sizes, fairly dramatic performance degradation was seen. This illustrates
the main drawback to co-processor acceleration, that when the problem size or type does not fit the hardware of the co-
processor, no significant performance benefit will be seen. In some cases, as in this one, performance degradation can
even result. Consider the matrix multiplication:C = A∗B whereA is an m by k matrix,Bis a k by n matrix andC is the m
by n matrix resulting from the multiplication of the two. ClearSpeed’s DGEMM routine performs best when m and n are
multiples of 192 and k is a multiple of 288 [11]. The only situation where any of these conditions are satisfied is the first
multiply of the state vector perturbation vector (labeledcovMat x TTR-1 in Figure 1.13) where n=1920, however m=k=33
and the performance is still inferior to ATLAS.
Figure 1.13: CSXL vs ATLAS matrix multiplication executiontimes. The main matrix multiplications of the algorithm
were tested for performance, the graph shows execution times for 500 iterations of each multiplication. Here the symbols
m, n and k represent the dimensions of the matrices in the multiplication where an m by k matrix has been multiplied
by a k by n matrix, the resulting matrix being m by n.Trows represent the multiplication of the sensitivity matrix for
a sampleM(Xi) (24 by 33), with the transition matrix for that sampleΦi (33 by 33). CovMat represents the inverse
covariance matrix calculation where(T T(n)R
−1
(n)) (33 by 1920) is multiplied byT(n) (1920 by 33).covMat x TTR-1 is the
multiplication of the covariance matrix,(T T(n)R
−1
(n)T(n))
−1 (33 by 33), with(T T(n)R
−1
(n)) (33 by 1920). The perturbation vector
dX is calculated by multiplying the 33 by 1920 result of the previous multiplication with the total observation perturbation
vectorδY(n) (1920 by 1).
Implementation and verification





Figure 1.14: ClearSpeed accelerated Gauss Newton flow chart. Computations offloaded to the ClearSpeed card were
track initialization, calculation of the total observation matrix and state vector retrodiction. Acceleration was attempted
by removing redundant data and unrolling loops.





The implementation phase involved iterative coding and verification using black box testing on a functional unit by
functional unit basis. This was done by sending relevant test data to the ClearSpeed card, running the unit in question on
the co-processor, then reading the output and testing for accur y. If an error could not be identified by code examination
after a failed unit test, the ClearSpeed debugger was used. This allowed tracing through the flow of control of the co-
processor accelerated unit. Simultaneous tracing throughthe unassisted code allowed comparison of the sequential state
of the host and accelerated versions in order to identify theerroneous section of code. The ClearSpeed implementation
flowchart is shown in Figure 1.14. The accuracy of the ClearSpeed accelerated algorithm was tested in a similar fashion
to the C implementation. The accuracy results verify the correct functionality of the ClearSpeed accelerated algorithm
(Figure 1.15), however the results showed that the ClearSpeed accelerated implementation produced estimates an order
of magnitude less accurate than the IDL version. This can be attributed to the differences in accuracy of the card side
matrix multiplication and the IDL and BLAS library routines. This is supported by examining the average values of the
perturbation vector (δX(n)), which show that in the accelerated version perturbation vector was on average larger than that
of the unaccelerated algorithm (Table 1.2).
Table 1.2: Comparative stopping rule statistics of C implementation and ClearSpeed assisted algorithm. The larger
average perturbation vector of the accelerated implementatio suggests that the ATLAS BLAS library implementation of
matrix multiplication is more accurate than the custom written card side calculation.
Iterations averageδX(n) Doppler residuals bearings residuals
C 4.49162 5.46657 7.18154 0.00658
CSX 4.52189 5.65714 7.19699 0.00658





Figure 1.15: ClearSpeed accelerated accuracy results. TheClearSpeed results are an order of magnitude less accurate
than those produced by the original IDL implementation, however still sufficiently to meet the stopping conditions of the
algorithm as defined by Morrison [3]
ClearSpeed accelerated implementation profiling
The ClearSpeed accelerated algorithm was profiled using theClearSpeed debugger. The output was viewed with the
ClearSpeed visual profiler, and processed using a spreadsheet program to allow its performance to be compared with
the host version. The results are shown in Figures 1.16 and 1.17, which show the profile of the host and ClearSpeed
interactions and processing. The graphs are colour coded toshow simultaneous host co-processor execution.





Figure 1.16: ClearSpeed accelerated host processing profile. Note that the first block (navy) is thewrite brg block that
writes the bearing observations to the ClearSpeed card. Thewrite X block writes the state vector (10th degree polynomial
in 3 dimensions) to the card. The finalread state block (yellow) reads the position and velocity retrodictedo all time
instances in 3 dimensions back from the card.
Figure 1.17: ClearSpeed accelerated card side processing profile. Note that the first and last block (navy and yellow
respectfully) are thewait obs blocks in which the card waits for the bearings observationsfrom the host. The firstwait
obs block happens while the bearings are being written to the card, and the last one occurs while the position and velocity
estimate is being read back from the card.
A graphical representation of the performance increase of the various sections of code is shown in Figure 1.18.





Figure 1.18: ClearSpeed accelerated performance increasegr ph
Conclusions
The accuracy results verify the correct functionality of the ClearSpeed accelerated algorithm, however the results showed
that the ClearSpeed accelerated implementation produced estimates an order of magnitude less accurate than the IDL
version. The final implementation resulted in about a 2.22 times speedup on average.
1.4.7 Conclusions
In chapter 7 conclusions are drawn and the results of the co-processor offloading implementation are discussed. Sugges-
tions are also made concerning future work that can be done inthe acceleration of the Gauss-Newton tracking algorithm.
Limitations of implementation
The implementation was capable of estimating target position and velocity in two dimensions. However target altitude
estimations were not particularly accurate under the simulation conditions used. This was due to the limited number of
receivers used in the simulated radar system. If more receivrs were added to the PCL network, the input data set would
rapidly multiply to an impractical size considering the limited available poly memory.
The accelerated Gauss-Newton implementation was tested for accuracy against the IDL version only. Therefore its func-
tionality in the field is contingent on the real-world applicability of the pre-existing IDL code, which is yet to be tested.
The IDL radar data generator used is fairly simplistic, therefo e neither implementation has been tested with more realistic
data.
Comments on programming with ClearSpeed
The ClearSpeed programming model has a two to three week learning curve, as it is fairly straight forward. Users
experienced in parallel programming will find ClearSpeed programming even easier to adjust to. Due to the hefty price





tag of the card, significant performance gains are required to make porting applications feasible. These performance gains
will only be seen if the problem is either data parallel with high computation to data transfer ratio, or if linear algebra
problems of a specific size are being solved. The amount of poly memory present is a major constraint, as is the bandwidth
between mono and poly memory. These two constraints often result in performance penalties as the program is forced to
continually swap data between mono and poly memory if the data set is too large. Single or even half precision should be
used wherever possible.
Results of acceleration
Direct acceleration of the matrix operations via the provided ClearSpeed accelerated library functions was not feasibl .
The sizes of the matrices used were not conducive to ClearSpeed acceleration, even after tweaking the host assist en-
vironment variable (refer to 2.3). Further investigation con luded that a moderate speedup could be attained through
parallelization of the total observation matrix calculation. This acceleration was possible partly due to the sparse and d ta
redundant nature of the input matrices. This allowed redundant ata and calculations to be eliminated in the matrix multi-
plication. The CSXL library implements standard BLAS algorithms and therefore does not do any matrix value analysis
and all matrices are assumed to be dense. The reasoning behind this is that the processing penalty in analyzing matrix
values at runtime would outweigh the performance benefit that would result. Optimization at the programming stage can
result in performance benefits but requires in depth knowledge and understanding of the algorithm and its data structures.
The trade off is always between performance benefit and man hours spent tweaking the code. The final implementation
resulted in about a 2.22 times speedup on average. TheT(n) matrix andδY(n) vector calculation (executed in tandem
on host and co-processor) had an approximate 2.75 times speedu on average. The design stage predicted an execution
time of 5.14e3 microseconds for a single iteration of theT(n) andδY(n) calculation, whereas the implementation averaged
around 5.52e3 microseconds, a difference arising from the assumptions made in the performance prediction (see section
6.1.2).
Future work
Further work could be done in making the implementation moregeneral, allowing for more receivers or different aircraft
and radar parameters. Accounting for additional receiverswould be particularly difficult as the data structures involved
would increase in size significantly, however the second CSX600 processor on the board could perhaps be used to allow
for this. Additionally it could be worth considering the implementation of a card-side matrix multiplication applicaton
fine tuned specifically for the matrix dimensions involved inthe Gauss-Newton algorithm.
Given the expensive nature of the ClearSpeed cards, and the ultimate goal of reducing costs through PCL tracking, it
would be worth considering cheaper alternative options to accelerate the Gauss-Newton filtering algorithms. This consid-
eration is further motivated by the fairly moderate speedupachieved by the implementation, and the relative inaccuracy
of the tracking estimates produced. These might include options such as GPGPU’s and FPGA technologies, although
the requirement for double precision might be restricting if FPGA’s are to be used. The ClearSpeed accelerated code
developed in this project might be used as a starting point for such an investigation or implementation.
For the Gauss-Newton tracking algorithm to ultimately be usf l in the field, it should be able to track multiple targets
simultaneously. While this appears to be an inherently parallel problem, the multiple target filtering algorithm stillrequires
further work. Problems that are still to be solved centre on track identification (how to identify which data belongs to which
target).







The ClearSpeed co-processor technology used is described in this section. Acceleration via co-processor offloading is
introduced, the ClearSpeed Advance board is described and an overview of the ClearSpeed software environment is
provided.
2.1 Co-processor assisted acceleration
The traditional method of increasing computing performance by increasing clock speed and transistor density of a von
Neumann architecture CPU is now facing a brick wall limit in terms of the amount of energy that a single microprocessor
die can dissipate [1]. Therefore innovations in computer architecture and the replacement of fast, monolithic, single
processor dies with multiple slower processors operating in parallel must substitute for the traditional method [1].
One approach to increasing compute performance is the use ofco-processor accelerator boards. Such boards can offer
dramatic power and space benefits over other forms of HPC while offering impressive performance increases over conven-
tional serial computing architectures, if the algorithm inquestion is well suited to the co-processor hardware archite ture.
2.2 The ClearSpeed Advance X620 board
The co-processor used for this project was the ClearSpeed Advance X620 accelerator board, which fits into the PCI-X slot
of a conventional computing platform. The platform used hada 133MHz PCI-X 2.0 slot. It is claimed that the Advance
board range uses the fastest and most power efficient double-precision 64-bit floating point processors in the world. The
X620 consists of two CSX600 embedded parallel processors communicating via the ClearConnect busbridge ports, 1GB
of local DDR2-400 SD-RAM and an FPGA which implements the host interface [13]. A block diagram of the Advance
X620 architecture is shown in Figure 2.1.





Figure 2.1: ClearSpeed Advance X620 architecture block diagram. The X620 consists of two CSX600 embedded parallel
processors communicating via the ClearConnect busbridge ports, 1GB of local DDR2-400 SD-RAM and an FPGA which
implements the host interface [13]
The FPGA is only reprogrammed when upgrading the ClearSpeedfirmware for updates or new functionality.
2.2.1 The CSX600 parallel processor
The CSX600 parallel processor is shown in Figure 2.2. The CSX600 is a fully integrated system on a chip (SoC). The
major components include:
• A Multi-Threaded Array Processor (MTAP)1.
• A DMA memory controller with a 64-bit interface to the on board DDR2 memory. With 64-bit addressing the
CSX600 supports multi-gigabyte off chip SDRAM. The Advanceboard has 512MB of SDRAM per processor.
• 128kB scratchpad on-chip eSRAM memory.
• The Host interface and Debug Port (HDP).
• An Interrupt and Semaphore Unit (ISU).
• The proprietary ClearConnect NoC that provides on chip and inter-chip (via the ClearConnect BusBridge Ports
(CCBR)) communication.
1MTAP is a type of processor which allows multiple, disparateinstructions to be executed simultaneously. Hence the termMulti-Threaded. For
example a single processing element may contain a floating point adder, a floating point multiplier, an integer ALU and an integer MAC. Theoretically
in an MTAP each of these disparate execution units within theprocessing element could execute a separate thread of execution simultaneously, as long
as there is data independence between threads.





Figure 2.2: ClearSpeed CSX600 processor architecture block diagram[7]
The CSX600 provides 25GFLOPS of sustained single or double precision performance while dissipating an average of
10W [7], which is an astonishing performance per W of 2.5GFLOPS/W.
The MTAP which constitutes the processing core of the CSX600is shown in Figure 2.3. The MTAP consists of a single
instruction stream array processor. When each instructionis decoded it is executed by either the mono processor (single
instruction single data execution, as per the traditional von Neumann architecture) or the poly execution unit (single
instruction multiple data). The poly execution unit consists of an array of 96 processing elements (PEs). Each processing
element consists of the following: [7]
• 32/64-bit floating point multiplier
• 32/64-bit floating point adder
• Divide / square root unit
• Integer ALU and 16-bit integer MAC





• 128-bit register file
• 6kB of SRAM
Figure 2.3: The CSX600 Multi-Threaded Array Processor (MTAP)[7]
2.3 The ClearSpeed software environment
The ClearSpeed software environment consists of the runtime libraries for interfacing with the board (including device
drivers), the CSXL and CSDFT application acceleration libraries, and the Software Development Kit (SDK). The SDK
consists of a C/C++ compiler with parallel extensions, standard C libraries, instruction set simulator, industry stand rd
debugger, visual profiler, vector math library, random number generator and tools for loading and running code onto the
CSX600. The relationship between the different parts of thesoftware environment is shown in Figure 2.4.
Application acceleration with the ClearSpeed Advance X620is achieved via two methods, parallelization and calling
accelerated versions of various linear algebra routines (or FFT routines).





Figure 2.4: ClearSpeed software architecture[13]
The CSX600 processor runtime package provides for the loading and running of standalone ClearSpeed programs, as well
as a programming interface and set of libraries that allow host programs to control and communicate with the CSX600
processor.The tool-set for loading and running standaloneClearSpeed programs will not be treated here but is described
in detail in the ClearSpeed runtime user guide [6].
Host programs written in C interact with the ClearSpeed hardw e in two ways, either via the provided ClearSpeed accel-
erated library functions or via user programs written in theCl arSpeed Cn language. Cn is based on ANSI C, but adapted
and extended for parallel computing with ClearSpeed. The ClearSpeed provides two library interfaces for accelerationof
specific linear algebra and DSP functions, the CSXL and CSDFTlibraries. The CSXL library supports acceleration of
a subset of level 3 BLAS and LAPACK linear algebra routines, and the CSDFT library provides acceleration of various
FFT related functions. Since the Gauss-Newton algorithm examined in this dissertation does not make use of any FFT
related functions it will not be discussed here. Only the CSXL library is of any relevance and is treated in section 2.3.1.
Host - CSX processor co-operation is implemented through ClearSpeed’s CSAPI interface as part of the runtime package
driver library. which a host program uses to load, run and communicate with code on the ClearSpeed hardware. The use
of CSAPI is described in section 2.3.2.
2.3.1 Acceleration with the CSXL library
ClearSpeed’s CSXL library provides accelerated versions of various mathematical functions for use with the ClearSpeed
Advance co-processor. There are two usage models for calling CSXL library routines, either from a host program or
directly from Cn code executing on the CSX600 processor.





Calling CSXL functions from the host
The routines that are supported are a subset of the BLAS (Basic Linear Algebra Routines) and LAPACK (Linear Algebra
PACKage) libraries. These libraries are used to solve various common linear algebra problems. The functions supported
by CSXL are listed below [14].
Supported BLAS functions:
• DGEMM: double precision general matrix multiplication.
• ZGEMM: double precision general matrix multiplication with complex data.
• ZGEMM3M: alternate implementation of ZGEMM that uses threeal multiplications instead of ZGEMM’s five.
May run up to 33% faster than ZGEMM under certain circumstances.
• DTRSM: solves a triangular system of equations with double precision data.
Supported LAPACK functions:
• DGETRF: computes an LU factorization of a matrix using partial p voting with row interchanges.
• DGETRS: solves a system of linear equations using the LU factorization performed by DGETRF.
• DGESV: computes the solution to a real system of linear equations (combines DGETRF and DGETRS).
• DPOTRF: computes the Cholesky factorization of a real symmetric positive definite A.
• DPOTRS: solves a system of linear equations with a symmetricpositive definite matrix using the Cholesky factor-
ization.
• DPOSV: computes the solution to a real system of linear equations (combines DPOTRF and DPOTRS).
• DGEQRF: computes a QR factorization of a real matrix.
• DORGQR: generates a real matrix with orthonormal columns which is defined as the first N columns of a product
of K elementary reflectors of order M as returned by DGEQRF.
• DORMQR: Overwrites the general real M-by-N matrix C with thefollowing where Q is a real orthogonal matrix,
defined as the product of k elementary reflectors as returned by DGEQRF:
SIDE = ’L’ SIDE = ’R’
TRANS = ’N’ : Q * C C * Q
TRANS = ’T’ : Q**T * C C * Q**T
There are two ways to use the CSXL library, either from a host or from a CSX600 application. The host side library
requires that an implementation of the BLAS and LAPACK libraries is installed on the machine. When a CSXL li-
brary supported function is called by the host program, the runtime environment intercepts the function call and de-
termines how to split the processing between the host and co-processor using heuristics. The environment variable





CS_BLAS_HOST_ASSIST_PERCENTAGE is used as a guide when determining how much processing to offload, how-
ever the final decision lies with the runtime environment. The optimal value of CS_BLAS_HOST_ASSIST_PERCENTAGE
for a particular system is determined by a script provided byClearSpeed.
Only certain matrix dimension sizes will result in performance benefits when using the CSXL library functions. Figure 2.5
shows a host application calling a CSXL supported BLAS function, both with just a host BLAS library function installed,
and with a ClearSpeed assisted CSXL library function.




The host BLAS library used here was ATLAS (Automatically Tuned Linear Algebra Subroutines). ATLAS is a free BLAS
implementation that is optimized for the host hardware at build time.
Figure 2.5: Host application calling BLAS functions. When aCSXL library supported function is called by the host
program, the runtime environment intercepts the function call and determines how to split the processing between the host
and co-processor using heuristics[14]
Calling CSXL functions from Cn code
The only card-side CSXL function available is blocked double precision general matrix multiplication. Only matrices
whose number of rows and columns are multiples of 96 can be operated upon. This restriction rules card-side CSXL calls
out for the Gauss-Newton implementation under study here.





2.3.2 Acceleration through parallelization
Other than calling the provided CSXL (or CSDFT) library functions, acceleration occurs through parallelization of code.
Users may write their own custom ClearSpeed applications. AClearSpeed accelerated program consists of two compo-
nents, the host program and the code running on the ClearSpeed hardware (the CSX program) [6]. The ClearSpeed code is
written in the Cn programming language. A time-line for typical CSAPI interactions with a host programming controlling
code running on the ClearSpeed hardware is shown in Figure 2.6.
Figure 2.6: CSAPI driver library interaction time-line[6]
The figure shows the basic procedure involved in offloading computation with ClearSpeed.
• Create an instance of the API, to be used with one Advance board.
• Load Cn code onto a specified CSX600 processor on the Advance board.
• Launch the Cn application.
• Begin the processing loop:
– Write the Cn program’s input data onto the Advance SDRAM.





– Signal a shared semaphore to inform it that the input data is ready and processing may begin.
– Prepare the next batch of data then wait for the Cn program output to be ready. The host may of-course
perform its own independent processing while waiting for the Cn program to complete.
– On receipt of a signal from the Cn program, read the output data from the co-processor.
– If there is more data to process, continue looping.
• When the processing loop completes the program is unloaded which releases the resources of the board so that it
can be used by another Cn program.
• When the board is no longer required the API instance associated with it is deleted, unloading the CSAPI library.
This is a simplified interaction time-line, with unnecessary complexities removed. However there are several powerful
programming concepts that facilitate far better performance benefit than is achievable through the above simple program-
ming model, including semaphores, asynchronous data transfer and double buffering.
The CSAPI library provides access to two types of semaphores, Thread Sequence Controller (TSC) and Global Semaphore
Unit (GSU) semaphores. TSC semaphores are used to synchronize execution between Cn code and a host program, or
between CSX600 threads. GSU semaphores synchronize processors on the same card, the host DMA engine and the host
application. GSU semaphores can also carry data. The Gauss-Newton implementation ran on only one CSX600 processor
and did not make use of GSU semaphores. The properties of the two different semaphores types are shown in Table 2.1.
Table 2.1: Semaphore properties[6]
The CSX600 parallel programming paradigm utilizes a singleinstruction stream with multiple data. The CSX600 archi-
tecture uses an array of processing elements that make up thepoly xecution unit. Programming the CSX600 processor
for parallel execution is based on the concept of the poly data type specifier. A poly specifier results in the data being
stored in poly memory, and functions that act on poly data will be executed by the poly array of processing elements. What
is most pertinent to the application programmer about the CSX600 design is that there is a mono and poly execution unit,
and that each instruction in the single instruction stream will be executed by one of the two (but not both) as appropriate
[12]. Mixing of poly and mono data types can result in undesired behaviour if care is not taken.
A poly data type has many instances, one on each poly execution unit (PE). When poly code executes, each PE performs
the same function from the instruction stream on its own datastored in memory local to that PE (poly memory). The SDK
includes most standard C libraries, with mono and poly variants.






In order to be candidates for parallelization, applications need to be data parallel, have a high computation to data move-
ment ratio and small working data sets [8]. Keeping within the memory requirements of the CSX600 requires some care,
and performance is vastly improved if it is possible to overlap computation and data transfer [10]. This goes for commu-
nication between the host and co-processor as well as for data transfer between the various tiers of on-board memory.
An application is also a candidate for acceleration if a highpercentage of application execution time is taken up by linear
algebra routines supported by ClearSpeed’s CSXL library (or the CSDFT library which performs various FFT functions).
When the host application calls a library routine, the runtime environment uses heuristics to determine whether to run that
routine on the host or the Advance board [14]. Performance ben fits are only significant when the problem size is a good
fit for the ClearSpeed hardware. An example of this is the ClearSpeed accelerated DGEMM library function. Consider
the matrix multiplication:C = A∗B whereA is an m by k matrix,Bis a k by n matrix andC is the m by n matrix resulting
from the multiplication of the two. ClearSpeed’s DGEMM routine performs best when m and n are multiples of 192 and
k is a multiple of 288 [14].






The Gauss-Newton tracking algorithm
This chapter describes the key filter engineering concepts and mathematical theorems involved in the development of the
Gauss-Newton tracking algorithm. The chapter begins by defining some of the notation used in the mathematical equations
herein, then goes on to introduce the reader to Gauss-Newtonfiltering by giving an overview of what it entails. The core
concepts involved in Gauss-Newton filtering are then addressed in some detail. These are the observation equations, the
observation orT matrix calculation and the minimum variance rule. Once thisbackground material has been presented
the iterative Gauss-Newton filtering method that was used for this project is outlined.
3.1 Definitions
In describing the Gauss-Newton filtering and tracking process the following conventions are used:








• tn denotes “right now”, or the most recent observation instant.
• Yn is a vector that is valid for time instanttn, the most recent observation instant.
• Y(n) is a concatenation of the vectors valid from timetL up to the most recent observation instanttn.
• tL is the initial observation instant used for the filtering cycle.
• Ynk is the observation vector for thek
th receiver at timetn.
• ẋ is the 1st time derivative of the variablex, ẍ the 2nd time derivative and so forth, as is the convention in calculus.
• Dmx denotes themth time derivative of the variablex. The operatorD is thus the differential operator.
3.2 The observation equations
Consider an aircraft passing through the target area of a PCLradar system consisting of 8 receivers; Let the vector of
observations made at timetn beYn be described by equation 3.1 [3].





Yn = ( fd , cos(ψ) , sin(ψ) )T (3.1)
Each parameter ofYn is a vector made up of 8 observation scalars. This is because ther are 8 receivers and therefore 8 sets
of observations at any particular instant.fd is a set of Doppler shift observations, cos(ψ) and sin(ψ) are the cosine and
sine of the bearing angle observations respectively1. Note that this particular observation vector is used for convenience
of discussion. In the general caseYn could contain any number of observation variables.
In a real world situation the observations made by the receivr network will be noisy. The vector of errors in the observa-
tion vectorYn is represented byNn in equation 3.2 where each ofv1, v2 andv3 is a vector of 8 scalars.
Nn = ( v1 , v2 , v3 )
T (3.2)
The complexity of the T matrix calculation depends on the linarity of the observation scheme and the filter model used
to estimate the state of the observed system [3]. Here the obsrvation scheme is nonlinear, as shown by equation 3.4.
The filter model is assumed to be linear. The only linear filtermodel of practical interest is the polynomial [3]. The
Gauss-Newton implementation models the state of the tracked aircraft as a degree ten polynomial, and thus the state
vector consists of the 0th to 10th derivatives of the estimatedx, y andz co-ordinates of the aircraft. The state vector for the
aircraft at timetn is described by equation 3.3.
Xn = ( x, ẋ, ẍ, . . . D10x, y, ẏ, ÿ, . . . D10y, z, ż, z̈, . . . D10z )
T (3.3)
The set of observation equations for thekth receiver which is located at( xk , yk , zk )
T can then be developed. If
the transmitter is located at( x0 , y0 , z0 )
T and is transmitting at wavelengthλ , the observation equation for the
































































Equation 3.4 can be rewritten as a set of functions of the statvector, as in equation 3.5. In writingg1k the subscriptk
































To get the full equation for each of the three observation variables, the eight equations for each receiver are concatenated.
This is illustrated by equations 3.6, 3.7 and 3.8.
[g1(Xn)]k = g1k |Xn k = 1. . .8 (3.6)
1The bearing angleψ is split into its cosine and sine to avoid the discontinuity at ±π





[g2(Xn)]k = g2k |Xn k = 1. . .8 (3.7)
[g3(Xn)]k = g3k |Xn k = 1. . .8 (3.8)
In words, equation 3.6 says that thekth element of the column vector of functionsg1 is given by the observation equation
for thekth receiver of the network evaluated using the elements ofXn.





















= G(Xn)+ Nn (3.9)
3.3 T matrix calculation
The most challenging and computationally expensive part ofthe Gauss-Newton algorithm is the calculation of the total
observation matrix or T matrix, which is central to the estimation procedure. The T matrix calculation uses the observation
sensitivity matrix for a particular time instant, which canthen be retrodicted to all time instances using the polynomial
transition matrixΦ(ζ )[3]. In what follows a proof that the polynomial transition works on the perturbation vector is
offered, (and the perturbation vector itself is defined), then the observation sensitivity matrix and then the T matrix ae
developed using the initial proof.
3.3.1 The polynomial transition matrix and the perturbation vector
A nominal state vector for the targetX̄n, which is close toXn in the sense ofδXn, is assumed and is shown by formula
3.10 [3].
δXn = Xn − X̄n (3.10)
δXn is a vector of small numbers called the perturbation vector.If Φ(tn−1− tn) is applied to both sides of equation 3.10,
equation 3.11[3] is obtained. This proves that the polynomial transition matrixΦ(ζ ) can be applied to the perturbation
vector to retrodict it to any time instance, and so equation 3.12[ ] can be written.
Φ(tn−1− tn)δXn = Φ(tn−1− tn)(Xn − X̄n) = Xn−1− X̄n−1 = δXn−1 (3.11)
δXn−1 = Φ(tn−1− tn)δXn (3.12)
Equation 3.12 will be needed to build the T matrix. First the observation sensitivity matrix needs to be developed.
3.3.2 The observation sensitivity matrix
The nominal state vector̄Xn can be used to generate a simulated observation vector, as inequation 3.13 [3].
Ȳn = G(X̄n) (3.13)





Ȳnis the set of observations that would be seen in the absence ofnoise at timetn if X̄nwas the real life state vector of the
aircraft being tracked. In this particular case the observation equationG is defined in section 3.2.
The difference between the actual and simulated observation vectors is the observation perturbation vector and can be
developed using formula 3.14 [3].
δYn = Yn − Ȳn = G(Xn)−G(X̄n)+ Nn (3.14)
Rearranging equation 3.10 to makeXn the subject of the formula and then substituting in 3.14 gives equation 3.15 [3].
δYn = G(X̄n + δXn)−G(X̄n)+ Nn (3.15)
In Appendix A, the local linearization process presented byMorrison [3] is described for the perturbation vectorδX . This
process can be applied to equation 3.15 in a similar fashion to produce the linear form of equation 3.16 [3].
δYn = M(X̄n)δXn + Nn (3.16)
In the preceding equation the matrixM(X̄n) is known as the observation sensitivity matrix [3].G(Xn) is a p-vector of
functions on the elements ofXnwhich is aq-vector. The observation sensitivity matrix is defined in equation 3.17 [3].
[M(X̄n)]i, j = ∂gi(x1 . . .xq)/∂x j |X̄n i = 1. . . p, j = 1. . .q, (3.17)
This states that thei, jth element of the observation sensitivity matrix is calculated by taking the derivative of theith
function ofG with respect to thejth element ofX , evaluated using the elements of theX̄n.
The observation sensitivity matrix described above is valid for one observation instant. Each of the eight receivers pro-
duces three observations variables. These are Doppler (fd), and bearing angle which is split into cosine and sine (cos(ψ)
and sin(ψ)). The state vector consists of the 0th to 10th derivative of the Cartesian co-ordinatesx, y andz. Therefore
p = 3, andq = 33. The Doppler observation equation contains only the 0th and 1st derivatives ofx, y andz, therefore
partial derivatives with respect to all higher order terms of the state vector are equal to 0. The two bearing angle equations
only contain the 0th derivatives ofx andy, so all higher order partials and all partials with respect to the derivatives ofz










Dx fd Dẋ fd 0. . .0 ‖ Dy fd Dẏ fd 0. . .0 ‖ Dz fd Dż fd 0. . .0
‖ ‖
Dx cos(ψ) 0 0. . .0 ‖ Dy cos(ψ) 0 0. . .0 ‖ 0 0 0. . .0
‖ ‖











The partial derivatives shown in equation 3.18 are described n Appendix B, and all partials are evaluated using the
elements ofX̄n. The observation sensitivity matrix is what is used to calcul te the total observation matrix, or T matrix
for our radar system.
Note that since there are eight receivers, each of the terms in the sensitivity matrix of equation 3.18 is a column vector of
eight values.
For example:Dx fd is the partial derivative of the Doppler observation function with respect to the state vector variablex
. This derivative contains constantsxk, yk andzk. These are the co-ordinates of the receiver in question. Thecalculation





is performed for each receiver and the eight value column vector Dx fd is built using the eight results. Therefore the
observation sensitivity matrix has dimensions 24x33.
Having described how to calculate the observation sensitivity matrix the T matrix can now be described.
3.3.3 The total observation matrix calculation
Equation 3.16 is restated:
δYn = M(X̄n)δXn + Nn (3.19)


























































































































































































































The matrix multiplyingδXn on the right hand side of equation 3.21 is the total observation matrixT(n). In this imple-
mentation the delay between observation instances is constant at 0.25s (the integration time “τ” for the cross-correlation






































With this definition equation 3.21 can be rewritten as follows:
δY(n) = T(n)δXn + N(n) (3.23)





Equation 3.23 leads to the central concept of Gauss-Newton fil ering, the minimum variance rule.
3.4 The Minimum Variance Rule
The minimum variance rule is a law of estimation theory that determines the most accurate possible estimate.
3.4.1 The residuals
The total observation equation can be rewritten as follows:[3]
Y(n) = T(n)X(n) + N(n) (3.24)
Recalling the perturbation vector equation:
δXn = Xn − X̄n (3.25)
δXn is the difference between the true state vector and the nominal state vector̄Xn. The goal is to attain an estimate ofXn
that is more accurate than̄Xn. This estimate is given the notationX∗n,n. Here the first subscript implies that the estimate is
valid at time instantn, and the second subscript indicates that it is based on observations up to time instantn. Equation










N∗(n) is the residual vector andT(n)X
∗
(n,n) is the fitted observation vector. Equation 3.27 is depicted in Figure 3.1.
Figure 3.1: The residuals of the observation and fitted observation vectors[3]





The solid line shows the trajectory described byX∗(n,n), the small squares show the fitted observation vectorT(n)X
∗
(n,n) and
the circles show the observationsY(n). The arrows depict the residualsY(n) −T(n)X
∗
(n,n). If the trajectory shown in Figure
3.1 is considered, the residual vector is:
N∗(n) = Y(n)−T(n)X
∗
(n,n) = (2.5, −1,4, 3.1, −1.2 3.3)
T (3.28)
Gauss made the profound observation that if the residuals can be weighted according to how accurate they are, the result
could perhaps be used to gauge how accurate the estimateX∗n,n is [3]. Gauss measured the accuracy of the residuals using
the known variances of the errors in the observation vector,which make up the covariance matrixR(n) [3]. He assumed
that the observation errors were uncorrelated, both stage-wis and locally, therefore his covariance matrices were always






If the residual vector is multiplied by its transpose the result i the sum of the square residuals. Gauss divided each of the
square residuals by the known variance of the error of the obsrvation associated with it, to form the sum of the weighted









= 2.52/σ2 + 1.42/σ2 + 3.12/σ2 + 1.22/σ2 + 3.32/σ2 (3.30)
Since more accurate observation parameters have smaller variances, the most accurate observation in equation 3.30 will
have more weight in the sum of residuals calculation, from which the estimate is derived [3]. Gauss realised that theX∗n,n
that minimizes equation 3.30 will be the most accurate estimate ofXn that the total observation vectorY(n) is capable of











3.4.2 Derivation of the minimum variance algorithm
The goal is to attain the best possibleX∗n,n given the observation vectorY(n) which has known covariance matrixR(n), as
well as the total observation matrixT(n) (given a nominal state vector̄X(n)). Morrison [3] derives the minimum variance
algorithm that estimates the bestX∗n,n as follows. The definition of the sum of the weighted squared residuals is formed
in equation 3.31.e(X∗n,n) is a quadratic form on the positive definite matrixR
−1
(n) and so is always positive [3]. Figure 3.2
showse(X∗n,n) as a surface which, when traversed, represents all the possible values ofX∗n,n.





Figure 3.2: Sum of weighted squared residuals as a surface[3]
If equation 3.31 is differentiated with respect to each of the elements ofX∗n,n, and the result set equal to, e(X
∗
n,n) is
minimized, and therefore a set of equations are provided that allow the best estimate ofX∗n,n to be attained. The result as










If the total observation equation (3.23) is restated as equation 3.33, the above differentiation procedure can be repeat d to
formulate equation 3.34.












In equation 3.34,δX∗n is the difference between the nominal state vector and the best estimateXn,n∗. This equation is what
is required; It allows an estimate of the state vector of the aircr ft to be made from a set of known inputs. IfδX∗n,n is added
to X̄n the result should be the best estimateX∗n,n, however for various reasons this is not the case. Local linear zation has
to be used in derivingT(n), where the higher terms of the Taylor’s series expansion were dropped to avoid non-linearities,
resulting in a loss of accuracy since the problem of aircraftt jectory estimation is typically an inherently non-linear one
[3]. δX∗n,nfrom equation 3.34 is used to get closer to the best estimate th the set of observations can produce, and the
result leads to the iterative Gauss-Newton procedure that is used to get even closer.
3.5 The iterative Gauss-Newton algorithm
Since the estimation procedure described so far uses the minimum variance rule, which relies on linearity, when non-
linearities are present an iterative procedure is developed in which the estimate from each iteration is used as the input
“nominal state vector” to the next one. The minimum variancerul for the estimation procedure gives equation 3.34, in
which the only required inputs are the total observation vectorY(n) (from whichδY(n) is derived using equation 3.14), the






(n) and the total observation matrixT(n). T(n) requires the knowledge of a nominal state vector
X̄n,n, the procedure for deriving which is developed in this section. The output estimationX∗n,n of each Gauss-Newton
iteration is used to develop the total observation matrixT(n) of the next iteration until the required accuracy threshold
known as the stopping rule is reached.
In what follows the initialization of the Gauss-Newton algorithm that produces the nominal state vectorX̄n,n is described.
Then the stopping rule that is used to determine whether or not the state vector estimation produced is of sufficient
accuracy is outlined.
3.5.1 Initialization of the nominal state vector
The state vector used consisted of the 0th up to the 10th derivatives ofx, y andz. The Gauss-Newton method is so robust
that it can be initialized with estimates of just the 0th and 1st derivatives of thex andy co-ordinates. The method used to
estimate position was to average the crossing points of the bearing lines from the set of receivers. Weak crossing points
that would throw the estimate off were eliminated using the angle between the bearing lines [3]. The second derivative
was obtained using an EMP filter for each of the co-ordinates (x andy). The method is covered in detail by Morrison [4].
The EMP filter used in this implementation was a 1st degree current estimate EMP filter. The filter finds the straight line
(degree 1 polynomial) best fit to the radar data in terms of least squares, has an expanding memory and produces estimates
up to and based on the current time instant.
A block diagram of the algorithm is shown in Figure 3.3.
Figure 3.3: 1st degree current estimate EMP algorithm[3]
In this diagramyn is a vector of inputs valid up to time instanttn. The outputs(z∗0)n,n and (z
∗
1)n,n are the 0
th and 1st
derivatives of the smoothed data, valid at time instantn. The algorithm is recursive, and starts withn = 0. Since the
algorithm is self initializing the values of(z∗0)n,n and(z
∗
1)n,n whenn = 0 are not important, and might as well be set to
0.[3].
3.5.2 The stopping rule for Gauss-Newton iteration
In order to determine when to cease iteration of our Gauss-Newton algorithm, three simple tests are used. These are
described below:






This rule places an upper bound on the number of iterations that are allowed per state vector estimation, and simply
terminates when the bound is reached. In this implementatioit s used only when the other two tests fail.
Perturbation vector limit
This rule puts a limit on the quantity that is being driven toward zero, the perturbation vectorδX∗n,n. The test is shown in
equation 3.35 [3].
is ‖δX‖ < ε ? (3.35)
Since the vectorδX∗n,n contains values with different units (m, ms−1 etc) they must be normalized to avoid higher mag-
nitude terms from dominating the calculation. This can be done by dividing each element by the square root of the






which approximate the variances of the
elements ofδX∗n,n [3].
Successive estimation difference limit
As the output of the iterative algorithm converges towards the most accurate estimate, the difference between successive
estimations can be expected to get smaller and smaller. The difference between successive estimates can therefore be used
as a stopping rule. This is illustrated by equation 3.36, wherek is the current estimation.
is ‖(X∗n,n)k − (X
∗
n,n)k−1‖ < ε ? (3.36)
In equation 3.36 the same method of normalization is used as in equation 3.35.







The profiling of the original IDL code on the base platform is outlined in this chapter. The radar data generator used
to provide data for the algorithm is briefly introduced, the flow of data through the simulator is outlined, and the actual
profiling results are then presented.
The pre-existing IDL implementation, shown in Figure 4.1, can be thought of in terms of components external to the
tracking algorithm, and the tracking algorithm itself. Theexternal components are referred to as the external model,
which simulates the real world environment that would provide the algorithm with data in the field. The external model
is represented by the flight path generator and radar data generator in Figure 4.1. The properties of the external model are
controlled by the parameter selection interface. Note thatthe radar data generator used in the simulator is fairly simplistic,
and the Gauss-Newton implementation under investigation has yet to be tested under more realistic conditions.
Figure 4.1: Block diagram of pre-existing PCL simulator, aswritten by Dr Richard Lord in the IDL programming lan-
guage, which was used to test the Gauss-Newton algorithm[2]
What is of interest here is the tracking algorithm block, which implements the filter model based on input data from the
external model, and that will therefore be the main focus of the discussion. However a brief description of the radar





data generator is also included to provide a clear understanding of the flow of data into the filter. The tracking algorithm
consists of three major components:
• The Master Control Algorithm (MCA), which controls the flow of data through the other components.
• The track initialization component, which provides a nominal state vectorX̄n,n for input to the Gauss-Newton
algorithm
• The Gauss-Newton tracking algorithm
4.1 Radar data generation
The simulated PCL radar system used a continuous wave transmitter radiating at a frequency of 600MHz (λ = 0.499654m)
located at the origin of a Cartesian co-ordinate system. Therec iver network is set up such that 8 approximately evenly
spaced receivers are located around the edge of a circle of radius 40km. The integration time “τ” for the cross-correlation
function of the radar generator was 0.25s, resulting in 4 observation samples per second. Each sample consisted of a
Doppler and Bearing reading from each of the 8 receivers.
The landing passenger aircraft tracking simulation involves 800 observation samples, made at a rate of 4 samples a second,
thus the flight time is 200 seconds. The first set of observation data was sent to the tracking algorithm after 20 seconds,
and thus consisted of 80 samples. Subsequent cycles, or observation instances, occurred every 5 seconds, and consisted
of 80 samples (20 new observations and the last 60 from the previous observation instant).
The MCA takes in the observations as input from the radar datagenerator. The simulator generates a fresh set of observa-
tions (and corresponding simulated flight path) for each simulation run (Figure 4.2 shows one simulation run). Note that
for this implementation the same set of receivers, radar andaircraft parameters were used for each simulation run.
Profiling was carried out by gradually breaking down each functio al block into logical elemental components in a top
down fashion, starting with the three major components justmentioned. To time the execution of functional blocks of
code through calls were made to the system clock. The platform specifications are shown in Table 4.1. In what follows
the MCA and the Gauss-Newton algorithm profiling are described.
Table 4.1: Base platform specification
CPU family Intel(R) Xeon(TM)
CPU clock speed 4 x 3.00GHz dual core (x84_64) with 2MB cache
Memory 2GB
Storage 2x 300GB SATA HDD
Co-processor interface PCI-X 2.0 133 MHz
Operating System SuSE Linux Enterprise Server9 (SLES9)
4.2 Master Control Algorithm profiling
The flow of control of the MCA is shown in Figure 4.2. Each blockof the figure is considered individually in the
discussion that follows. The input to the MCA is the vector ofadar data observations for an entire simulation.





First block: Y(n) = Y(N−L : N)
Let the vectorY be a vector of 800 observations for an entire simulation run,as generated by the external model. The
Gauss-Newton algorithm, under control of the MCA, cycles for the first time after 20 seconds (after 80 observations have
been made), and thereafter every 5 seconds. Therefore 20 newobservation samples are input to the algorithm every cycle
or observation instant. The memory length used for the observations on each cycle is 80 (20 new observations, and the
last 60 from the previous cycle). Thus the most recent 80 observations are used in each cycle. The subscriptN represents
the most recent sample, where one new sample occurs every 0.25 seconds. The variableL is used to represent the number
of new observations per cycle, thusL = 20. On entry to the flow chartN = 80, and 20 is added toN at the start of every
cycle. Thus the notationY(N−L : N) in the first block of the MCA flow chart represents the set of observation samples used
for each cycle,Y(n).
Second block: Init Track
The input to track initialization is the vector of bearingsΨ(n) (extracted fromY(n)), and the output is the nominal state
vectorX̄(n).
Third block: Gauss-Newton
The input to the Gauss-Newton algorithm is the covariance matrix of our observation vectorR−1
(n), the total observation
vectorY(n) and the nominal state vectorX̄(n), and the output is an estimate of the state vectorX
∗
(n). Note that the Gauss
Newton algorithm has knowledge of the total state vector transition matrixΦ(n).
Final block: GOF
The Goodness Of Fit (GOF) decision block is based on the minimum average of the absolute values of the perturbation
vectorδX∗n , the minimum observation residuals (the square roots of thesum of squares of the observation perturbation
vectorsδΨ(n) andδ fd(n)) and the maximum iterations limit (50). If none of the GOF criteria are met, then the nominal
state vector for the next iteration is set to the state vectorestimation (̄X(n) is set toX
∗
(n)) and Gauss-Newton repeats. If




becomes the output of the current cycle. If there are furtherobservations inY then the MCA cycles again.





Figure 4.2: Master Control Algorithm flow diagram for the IDLimplementation. The notation GOF stands for Goodness
Of Fit and symbolizes the stopping rule discussed in chapter3. The decision block labeledMore legs simply determines
whether there are more observation instances remaining in the simulation. If so the simulator cycles again, if not the
simulation ends.
In profiling the MCA times were averaged over 10 simulations,each with a different flightpath as input. Each simulation
consists of 37 observation instances, therefore times for the main functional blocks are averaged over 370 readings. The
results of the MCA profiling are shown in bar chart of Figure 4.3. As expected the Gauss-Newton algorithm accounts
for about 94% of the execution time. As Gauss-Newton dominates the execution time and track initialization is a fairly
straight forward process, only the Gauss-Newton block was broken down further.





Figure 4.3: Profiling of MCA showing percentage execution time
4.3 Gauss-Newton method profiling
The operation of the Gauss-Newton method is described here:
1. Assemble the total simulated observation vectorȲ(n) (using X̄(n)), and the observation perturbation vectorδY(n)
(δY(n) = Y(n)− Ȳ(n)) as well as the RMS residuals of the observations.
2. Assemble the total observation matrixT(n). This is done in a loop that iterates through the observationsamples of
the observation instance. Let the iteratori represent a single time instance. The stages of each iteration re:
(a) Calculate the sensitivity matrixM(Xi) using the partial derivatives of the observation equationswith respect
to the elements of the state vector evaluated atX̄i.
(b) Calculate a few rows of the total observation matrixT(n) by multiplying the sensitivity matrix by the transition
matrix for the sample,Φi.







4. Generate covariance matrix by computingT T(n)R
−1












6. Generate new state vector estimate for the most recent time instant:(X̄n)new = (X̄n)old + δXnthen build(X̄(n))new
using the transition matricesΦ(n)and(X̄(n))new
7. The algorithm then tests for convergence (or goodness of fit) using the RMS residuals, average ofδXn, and number
of iterations that have occurred1. If the test is negative differential correction iterates again.
1The maximum number of iterations used in profiling was 50. This maximum has been found to be sufficient [citation], and indeed was never reached
during the course of the profiling.






The results of the Gauss-Newton algorithm profiling are shown in the graph of Figure 4.4. The main areas of computation
are:
• Observation perturbation vector loop (1 above). This is labeleddY in the figure and accounts for about 9% of the
execution time.
• Total observation matrix loop:
– Sensitivity matrices calculation (2a above). Labeledpartials, accounts for 26.5%.
– Matrix multiplication to calculateT(n) rows (2b above). LabeledT rows, accounts for 27.7%. This includes
matrix transpose and scaling to calculateT T(n)R
−1
(n) (3 above), which accounts for 6%.
• Matrix multiplication and inversion to form covariance matrix (4 above). LabeledCovMat, accounts for 12%.
• Matrix multiplications in perturbation vector calculation (5 above). LabeledX, accounts for 21%.
• Retrodiction of state vector to all time instance. Labeledretrodict, accounts for 2.79%.
These cumulatively account for 96% of the Gauss-Newton algorithm execution time.
Figure 4.4: Graph illustrating IDL implementation of Gauss-Newton profiling. The observation perturbation vector loop
is labeleddY. The partial derivatives calculation for the sensitivity matrix is labeledpartials. The multiplications of the
sensitivity matrices with the transition matrices is labeledTrows. ThisTrows execution block includes the observation ma-




is labeledcovMat. The multiplication of the covariance matrixT T(n) R
−1
(n) and the observation observation perturbation
vector to form the state vector perturbation vector is labeleddX. The addition of the perturbation vector to the previous
state vector estimate (or nominal state vector), and the retrodic ion of the new state vector estimate to all time instances
using the transition matrix is labeledretrodict.





The profiling of the IDL implementation reveal that the most computationally expensive areas of the algorithm are the
arithmetic operations in calculating the partial derivaties of the observation functions, and the high dimension matrix
multiplications. The partial derivative calculations consist of a large concentration of double precision arithmetic, repeated
in a loop.






Implementation of Gauss-Newton tracking in
C
This section outlines the methodology used to port the Gauss-Newton filtering algorithm to the C programming language
and the results of profiling and accuracy testing.
5.1 Description of Implementation
Input from the original IDL external model is used, and the output was tested using IDL code adapted from the original
simulator. This is illustrated by Figure 5.1. The flightpathnd radar data generator from the IDL simulator was used
to write the simulated (external model or “actual”) flightpath nd the associated set of radar observations to file. These
radar observations were read by the C program, and an implementation of the tracking algorithms used to develop an
approximation to the flightpath using Gauss-Newton. The C imple entation wrote the approximated flightpath to file,
which was then read by another IDL program (again adapted from the original simulator) along with the simulated actual
flight path, which were compared in accuracy testing.
Figure 5.1: Block diagram of C implementation of algorithm with accuracy testing and profiling





The tracking algorithm implementation in C was similar to the IDL version. The overall functionality is illustrated by
Figure 5.2. The main differences between the C and IDL versions, are as follows:
• Some of the syntactical conveniences of IDL such as vector and matrix operations are unavailable in standard C,
their implementation was however a trivial programming task.
• Mathematical operations such as sine and “square root” havedisparate implementations in C and IDL.
• The matrix multiplications and inversions involved use theBLAS ATLAS library in the C implementation. ATLAS
(Automatically Tuned Linear Algebra Subroutines) libraries are optimized for the host processor architecture at
build time.
Figure 5.2: C implementation of Gauss-Newton algorithm. For the most part the C version mirrors the original IDL
algorithm code, subtle differences can be seen due to the high level nature of IDL which implements programming
conveniences such as vector and matrix operations which areun vailable in standard C. The C version utilized the ATLAS
BLAS library for the various matrix operations involved in the algorithm.





Figure 5.2 is explained as follows:
• First block: compute the covariance matrix of the total observation vector and the state vector transition matrix,
read the receiver positions from file.
• Second block: read the 800 observations for an entire simulation from file.
• Third block: read the total observation vector for the current cycle (observation instant) from 800 observations.
Use this to initialize the track (compute the nominal state vector), which is then used to initialize the state vector
estimate.
• Fourth block: calculate the total observation matrix and the observation perturbation vector. Use this along with
the observation vector covariance matrix to develop the perturbation vector, which is used to refine the state vector
estimate. The state vector estimate is then retrodicted to all time instances using the state vector transition matrix.
• Test for convergence: if yes write the state vector estimateto file, otherwise replace the nominal state vector with
the current estimate and iterate Gauss-Newton again (return to the fourth block).
• If Gauss-Newton has converged: If the aircraft flight path isnot complete (there are more observation instances)
then return to the third block and cycle Gauss-Newton again (return to the third block). Otherwise start the next
simulation. The number of simulations to run is set as a parameter in the header file.
5.2 C implementation accuracy testing
The flightpath approximation from C was compared with the actu l flightpath generated by the IDL simulator using a
simple IDL program. The accuracy was tested for 60 simulations, each with a different flightpath. Each simulation
consisted of 37 observation instances, thus the accuracy data is t ken over 2220 executions of the algorithm. The accuray
of the position and velocity output of the C implementation is illustrated by the graphs of Figure 5.3. These accuracy
values compare favourably with those of the original IDL Gauss-Newton implementation.





Figure 5.3: Graphs of comparative C and IDL implementation accuracy. The variables shown are position and velocity in
the X/Y plane, as well as altitude and its rate of change. The average error over 2220 executions is shown in the top graph,
followed by the standard deviation of these errors, and finally the maximum error of each state vector variable in the lower
graph. As is evident from the graphs, the accuracy of the C imple entation compares favourably with the original IDL
version.
5.2.1 Single precision accuracy testing
A version of the C implementation using single instead of double precision for the data structures was also tested. This
would have been of benefit when offloading computation to the ClearSpeed board, both in terms of data transfer overhead
and the limited memory (particularly poly memory) available on the card. Unfortunately single precision accuracy was
found to be insufficient for the Gauss-Newton algorithm. Theresults of computation in the single precision version were
progressively inaccurate as the errors propagated, the final state vector estimates consisting of NaN (Not a Number) values.
A NaN is generated when arithmetic operations are performedon infinity and zero (resulting from arithmetic overflow or
underflow respectively). It can therefore be concluded thatsingle precision was insufficient for the C implementation.





5.3 C implementation profiling
The results of the C implementation profiling are shown in 5.4. The times shown are in micro-seconds and are for a single
Gauss-Newton iteration.
The observation perturbation vector and total observationmatrix loops were combined in the C implementation, this is
labeledT matrix in Figure 5.4.
Figure 5.4: Execution times for Gauss-Newton C version. Thematrix block consists of the total observation matrix and
observation perturbation vector calculations. Thecovariance block is the matrix multiplication and inversion involved
in developing the covariance matrix(T T(n)R
−1
(n)T(n))
−1. dX signifies the perturbation vector calculation, andretrodict the
retrodiction of the state vector to all time instances.
Figure 5.5 shows how computation of the total observation matrix is split between the development of the sensitivity
matrix M(X̄(n)), and the multiplication ofM(X̄(n)) by Φ. The bar labeled sensitivity also accounts for the calculation of
the observation perturbation vectorδY(n).





Figure 5.5: Execution times for observation matrix C implementation. The sensitivity block includes the sensitivity and
observation perturbation vector calculation.
Figure 5.6 shows a break down of the covariance matrix calcultion execution. Computation is split between the ma-
trix multiplication (DGEMM) that producesT T(n)R
−1
(n)T(n) and the inversion of that matrix. DGETRF performs the LU
decomposition that produces the pivot vector for the matrixinversion, while DGETRF performs the actual inversion.
Figure 5.6: Execution times for covariance matrix C version. dgemm Performs the multiplication ofT T(n)R
−1
(n) by T(n).
clapack_dgetrf andclapack_dgetri implements the inversion of the result.
Figure 5.7 shows where the double precision matrix multiplication (DGEMM) execution time is spent. The matrix multi-
plications in computing the total observation matrix take th longest, followed by the perturbation vectorδXn,n, covariance





matrix (inverse), retrodiction of the state vector and finally multiplications used by the matrix inversion library functions
(for the covariance matrix).
Figure 5.7: Distribution of matrix multiplication execution times for C version
Comparing the percentage execution times of C to IDL shows that in the C implementation matrix multiplication is
relatively inexpensive. This can be attributed to the optimized matrix multiplication routines used in the C implementation,
which makes use of the ATLAS BLAS library. ATLAS libraries are tuned specifically for optimal performance on the
host platform at build time. The C and IDL execution times arecompared in Figure 5.8.





Figure 5.8: Comparative C and IDL profiling graph. Matrix multiplication is relatively inexpensive in the C implemen-
tation because of the use of the ATLAS BLAS library which is optimally tuned for performance on the host platform at
build time.
Conclusions
The Gauss-Newton algorithm was successfully implemented,with accuracy results that compared favourably with the
original IDL implementation. The performance of the C version was 1.38 times faster than the IDL implementation,
mainly due to the efficiency of the hardware tuned ATLAS BLAS library.






Acceleration of the Gauss-Newton algorithm
with ClearSpeed
This section contains a description of the investigation and implementation of co-processor offloading in order to accel-
erate the Gauss-Newton tracking algorithm for PCL. The design tage is detailed, including flow charts and performance
prediction. The implementation is then discussed, followed by a description of the code verification and profiling.
6.1 Design of ClearSpeed assisted implementation
The code sections identified as candidates for ClearSpeed acc leration are those that involve unroll-able loops, and the
double precision matrix multiplication linear algebra routines. Unroll-able loops exhibit data independence between
consecutive iterations, which means the iterations may be processed simultaneously.
The sections of code identified for ClearSpeed accelerationre shown in Figure 6.1 (note that this is a simplification of
Figure 5.2). The lines shown in red contain computationallyintensive unroll-able loops, and the areas in blue consist of
high dimension, double precision matrix multiplication. These sections account for approximately 75% and 16% of the
execution time of the algorithm respectively, as shown in section 5.3. The proposed acceleration of each of these areas of
code will be outlined in the following sections.





Figure 6.1: Identification of areas of computation as candidates for ClearSpeed acceleration. The lines shown in red
contain computationally intensive unroll-able loops, andthe areas in blue consist of high dimension, double precision
matrix multiplication.
A flowchart of the intended implementation is shown in Figure6.2. This diagram shows one cycle of the Gauss-Newton
algorithm. The observation data used to computeX̄(n) andδY(n) is updated after convergence every cycle as explained in
section 4.2, but is omitted from this flowchart for simplicity. In this proposed implementation separate processors on the
Advance CSX600 board would be used for the parallel T matrix calculation and the CSXL library calls to avoid overhead
in unloading and reloading the T matrix program between iterations.





Figure 6.2: Intended ClearSpeed accelerated Gauss Newton implementation flow of control. The sections of code iden-
tified as candidates for ClearSpeed acceleration were thoseinvolving loops with no data dependency between iterations,
and the high dimension double precision matrix multiplications.
6.1.1 Proposed acceleration of the total observation matrix calculation
Unrolling the loop that calculates the total observation matrix T(n) and perturbation vectorY(n) presents a problem. Re-
stating equation 3.22:










































M(X̄n) is the sensitivity matrix for one time instant, and is calculated using the partial derivatives of the simulated observa-
tion equation (equation 3.13) with respect to the elements of the state vector, evaluated using the nominal state vectorX̄n.
T(n) is computed by looping through the samples that make up a single observation instant or Gauss-Newton cycle (time
instancesn−L to n whereL = 80 as previously stated). During the iteration for any one samplen− i, the sensitivity matrix
is first calculated usinḡXn−i, then a block of rows ofT(n) are calculated using the matrix multiplicationM(X̄n−i)Φ(−i.τ).
Recall from equation 3.18 that the sensitivity matrix dimensio s depend on the length of the state vector and the number
of observation variables. A combination of Doppler and bearing (split into sine and cosine) observations results in a tot l
of 24 observation variables (3 observation variables on each of 8 receivers) per sample. A 10th degree polynomial in
three dimensions is used for filtering, thus the state vectorhas a length of 33. The sensitivity matrix for a single sample
therefore has dimensions of 24x33 (see section 3.3.2). Since CSXL library functions can only be called from Cn code
when the matrices involved have dimensions that are multiples of 96, this matrix multiplication must be implemented
manually.
There are 80 samples in a single Gauss-Newton algorithm cycle, and therefore 80 sensitivity matrices in the T matrix
calculation. It was planned to calculate each of the sensitivity matrices on a processing element of the CSX600 processor.
The two matricesM(X̄n−i) andΦ(−i.τ) are shown in Figures 6.3 and 6.4 respectively. The areas shown as white space
represent zeros.





Figure 6.3: Structure of the observation sensitivity matrix showing sparse nature





Figure 6.4: Graphical representation of state vector transitio matrix structure showing sparse nature and data redundancy
M(X̄n−i) consists of the partial derivatives of each observation functio for each of the eight receivers. The planned
implementation calculated the partial derivatives for each receiver in a loop. Each iteration of the loop therefore calcul ted
three rows of the sensitivity matrix, one for each observation variable. The transition matrixΦ(−i.τ) consists of the same
eleven values repeated over the sparsely populated matrix,and is dependent only on the sample instant and does not change
between loop iterations (since it is receiver independent). The data requirement for the calculation on each processing
element is shown in Table 6.1.
Table 6.1: Sensitivity matrix calculation poly data requirement per processing element
data structure description dimension size
X̄i nominal state vector 6 48B
Xrcvr receiver co-ordinates 8x3 192B
M(X̄n−i)k sensitivity values for one receiver 10 80B
Φ(−i.τ)small non redundant transition matrix 11 88B
Trow one row of observation matrix 33x3 264B
* intermediate variables ≈20 ≈ 160B
total space requirement ≈830B





The flow of control diagram describing the intended implementation on one processing element is shown in Figure 6.5.
The data redundancy in the matrices involved mean that the calculation of each element in a row of the total observation
matrix consists of just two double precision multiplications and an addition. This is immediately evident from the structure
of the matrices in Figures 6.3 and 6.4. Lining up each of the rows f M(X̄n−i) with the columns ofΦ(−i.τ) shows that
there are only ever a maximum of two non zero elements for the addition that make up each output matrix element. The
calculation would normally consist of 33 multiplies and 32 additions, if the matrices involved were dense.
Figure 6.5: Total observation matrix computation on one ClearSpeed processing element
6.1.2 Prediction of performance of accelerated observation matrix calculation
The performance prediction calculation made the followingassumptions:
• Pointer de-referencing and arithmetic takes an amount of time hat is insignificant compared to double precision
arithmetic and so can be disregarded. [15]





• The latency between the processing element poly SRAM and theregisters is negligible compared to computation
and the latencies between the other tiers of memory and may bedisregarded [9].
• The bandwidth between the various tiers of memory time takento set up transfers between the various tiers of
memory is negligible
• The time taken per instruction were calculated from the cycle counts for various low level instructions from the
ClearSpeed Instruction Set Reference Manual [15]. This document warns that the cycle count may vary according
to external factors such as memory latency.
• The PCI-X 2.0 133MHz through-puts for the various data structures exchanged between host and coprocessor were
determined empirically. Dummy data was repeatedly sent to and from the card and the profile data extracted by the
runtime environment averaged to determine expected transfer rates. The expected transfer rates for the various data
structures are shown in Table 6.2.
• The internal bandwidths of the ClearSpeed card were extracted from ClearSpeed’s architecture overview [9].
• All the variables are stored as named variables in the poly memory space. This was not necessarily the case in the
implementation. Certain intermediate values were defined icode as literal floating point values rather than named
variables, which adversely affects performance.
Table 6.2: Transfer rates for total observation matrix calcul tion data structures
structure dimensions size (B) source destination bandwidth time (µs)
nominal state 80x3 1920 host mono 44 43.6
Trows 33 (x3x8) 6336 poly mono 30 211
T 1920x33 506880 mono host 660 768
The number of instructions involved in the calculation of the otal observation matrix for one Gauss-Newton iteration on
the ClearSpeed card is shown in Table 6.3. The first column show the various intermediate variables that are used in the
calculation, and each row records the number of computations required for that variable.
Table 6.3: Number of instructions for T matrix calculation





The expected times for the calculation are shown in Table 6.4. The first row shows the expected time for each of the
instructions involved as recorded in the ClearSpeed CSX600instruction set reference manual [15]. The following rows
are obtained by multiplying the times for each instruction by the number of times the instructions are used in each line of
code.
Table 6.4: Predicted times for T matrix computation instructions
Adding up the expected instruction execution and data transfer times gives a prediction of 5.27 ms for the development
of the total observation matrix for one Gauss-Newton iteration. The observation perturbation vector calculation takes
approximately 2.3 ms on average on the host. Therefore the flow of control shown in Figure 6.2, where the host calculates
the observation perturbation vector and then waits for the total observation matrix to be computed, would be expected.
6.1.3 Prediction of performance of CSXL matrix multiplicat ions
The matrix multiplications involved were found to not be well suited for ClearSpeed acceleration. Testing the speed of
CSXL library calls against the host ATLAS libraries showed that all of the matrix multiplications involved were not a fit,
as is shown in Figure 6.6. In most of the matrix sizes, fairly damatic performance degradation was seen. This illustrate
the main drawback to co-processor acceleration, that when the problem size or type does not fit the hardware of the co-
processor, no significant performance benefit will be seen. In some cases, as in this one, performance degradation can
even result. Consider the matrix multiplication:C = A∗B whereA is an m by k matrix,B is a k by n matrix andC is the m
by n matrix resulting from the multiplication of the two. ClearSpeed’s DGEMM routine performs best when m and n are
multiples of 192 and k is a multiple of 288 [11]. The only situation where any of these conditions are satisfied is the first
multiply of the state vector perturbation vector (labeledcovMat x TTR-1 in Figure 6.6) where n=1920, however m=k=33
and the performance is still inferior to ATLAS.





Figure 6.6: CSXL vs ATLAS matrix multiplication execution times. The main matrix multiplications of the algorithm
were tested for performance, the graph shows execution times for 500 iterations of each multiplication. Here the symbols
m, n and k represent the dimensions of the matrices in the multiplication where an m by k matrix has been multiplied
by a k by n matrix, the resulting matrix being m by n.Trows represent the multiplication of the sensitivity matrix for
a sampleM(Xi) (24 by 33), with the transition matrix for that sampleΦi (33 by 33). CovMat represents the inverse
covariance matrix calculation where(T T(n)R
−1
(n)) (33 by 1920) is multiplied byT(n) (1920 by 33).covMat x TTR-1 is the
multiplication of the covariance matrix,(T T(n)R
−1
(n)T(n))
−1 (33 by 33), with(T T(n)R
−1
(n)) (33 by 1920). The perturbation vector
dX is calculated by multiplying the 33 by 1920 result of the previous multiplication with the total observation perturbation
vectorδY(n) (1920 by 1)
The matrix sizes shown in the graph correspond to the matrix multiplications show in Table 6.5. A and B are the matrices
involved in the multiplication, where A ismxk, B is kxn and the output matrix ismxn. The times shown are in seconds
and are for 100 calls of the matrix multiplication library function.
Table 6.5: Matrix sizes involved in Gauss-Newton filtering
A B m n k output CSXL (s) ATLAS (s)
M(X̄(n)) Φ 24 33 33 24 rows ofT(n) 0.09 0.02
T T(n)R
−1























(n) δY(n) 33 1 1920 δY(n) 0.29 0.11
6.2 ClearSpeed assisted Gauss-Newton algorithm
This section describes the final ClearSpeed assisted implementation, as well as the accuracy and performance profiling
results.
6.2.1 Description of ClearSpeed assisted implementation
The implementation phase involved iterative coding and verification using black box testing on a functional unit by
functional unit basis. This was done by sending relevant test data to the ClearSpeed card, running the unit in question on





the co-processor, then reading the output and testing for accur y. If an error could not be identified by code examination
after a failed unit test, the ClearSpeed debugger was used. This allowed tracing through the flow of control of the co-
processor accelerated unit. Simultaneous tracing throughthe unassisted code allowed comparison of the sequential state
of the host and accelerated versions in order to identify theerroneous section of code. The ClearSpeed implementation
flowchart is shown in Figure 6.7. This shows how the processing i shared between the host and the accelerator board, as
well as the interactions between them.
Figure 6.7: ClearSpeed accelerated Gauss Newton flow chart.Computations offloaded to the ClearSpeed card were track
initialization, calculation of the total observation matrix and state vector retrodiction. Acceleration was attempted by
removing redundant data and unrolling loops
During implementation of the algorithm it was decided to offload the track initialization and state vector retrodiction
computations to the ClearSpeed card additionally to the total observation matrix calculation. The track initialization
procedure contains unroll-able loops. The retrodiction calcul tion consists of matrix multiplication within an unroll-
able loop. Since the matrices involved are sparse, processing was reduced by removing redundant data. The output of





retrodiction was previously the 10th degree polynomial state vector. Since only the 0th and 1st derivatives were required to
replace the nominal state vector for consecutive iterations, (because the sensitivity matrix calculation requires only those
two, see Appendix C), computation of higher order derivatives was removed from the retrodiction step.
The total observation matrix calculation was implemented as escribed in section 6.1.1.
6.2.2 Verification of ClearSpeed assisted implementation
The accuracy of the ClearSpeed accelerated code was tested in a similar fashion to the C implementation. A block diagram
of the MCA is shown in Figure 6.8.
Figure 6.8: ClearSpeed accelerated Gauss-Newton MCA
The accuracy results verify the correct functionality of the ClearSpeed accelerated algorithm (Figure 6.9), however the re-
sults showed that the ClearSpeed accelerated implementation produced estimates an order of magnitude less accurate than
the IDL version. This can be attributed to the differences inaccuracy of the card side matrix multiplication and the IDL
and BLAS library routines. This is supported by examining the average values of the perturbation vector (δX(n)), which
show that in the accelerated version perturbation vector was on average larger than that of the unaccelerated algorithm
(Table 6.6)





Figure 6.9: ClearSpeed accelerated accuracy results. The ClearSpeed results are an order of magnitude less accurate
than those produced by the original IDL implementation, however still sufficiently to meet the stopping conditions of the
algorithm as defined by Morrison [3]
Table 6.6: Comparative stopping rule statistics of C implementation and ClearSpeed assisted algorithm. The larger
average perturbation vector of the accelerated implementatio suggests that the ATLAS BLAS library implementation of
matrix multiplication is more accurate than the custom written card side calculation.
Iterations averageδX(n) Doppler residuals bearings residuals
C 4.49162 5.46657 7.18154 0.00658
CSX 4.52189 5.65714 7.19699 0.00658
An example of the visual output of the IDL accuracy testing can be seen in Figure 6.10, which shows how the landing
aircraft’s X/Y co-ordinates are successfully tracked by the algorithm. As was the case with the IDL and C implementations
the aircraft altitude cannot be successfully estimated dueto there being insufficient available data from the limited number
of receivers. This is discussed in chapter 7.





Figure 6.10: Accelerated tracking output visualization with IDL simulator program. The successful X/Y tracking of the
aircraft is evident, as is the inaccuracy of the estimated altitude due to the limited number of receivers in the PCL radar
network.
6.2.3 ClearSpeed accelerated algorithm profiling
The ClearSpeed accelerated algorithm was profiled using theClearSpeed debugger. The output was viewed with the
ClearSpeed visual profiler, and entered into a spreadsheet to allow its performance to be compared with the host ver-
sion. The performance results are shown in the graphs of Figures 6.11 and 6.12, which show the profile of the host and
ClearSpeed interactions and processing. The graphs are colour coded to show simultaneous host co-processor execution.
For example the orange blocks in the figures shows that while the CSX600 processor is calculating the total observation
matrixT(n), the host reads the nominal state vectorX̄(n) from the card, calculates the observation perturbation vector δY(n)
and then waits for the CSX600 calculation to complete. Afterthis the red block shows that the card waits for the new state
vector estimateX∗n,n, while the card readsT(n), calculatesδX∗n,n (and thenX∗n,n, which is not shown as the execution time
is negligible) and then writesX∗n,n to the card.





Figure 6.11: ClearSpeed accelerated host processing profile. Note that the first block (navy) is the write brg block that
writes the bearing observations to the ClearSpeed card. Thewrite X block writes the state vector (10th degree polynomial
in 3 dimensions) to the card. The final read state block (yellow) reads the position and velocity retrodicted to all time
instances in 3 dimensions back from the card.
Figure 6.12: ClearSpeed accelerated card side processing profile. Note that the first and last block (navy and yellow
respectfully) are the wait obs blocks in which the card waitsfor the bearings observations from the host. The first wait
obs block happens while the bearings are being written to thecard, and the last one occurs while the position and velocity
estimate is being read back from the card.
The performance increase of the final accelerated implementatio can be seen in Figure 6.13.





Figure 6.13: ClearSpeed accelerated performance increasegr ph
Conclusions
The accuracy results verify the correct functionality of the ClearSpeed accelerated algorithm, however the results showed
that the ClearSpeed accelerated implementation produced estimates an order of magnitude less accurate than the IDL
version. The final implementation resulted in about a 2.22 times speedup on average.







7.1 Limitations of implementation
The implementation was capable of estimating target position and velocity in two dimensions. However target altitude
estimations were not particularly accurate under the simulation conditions used. This was due to the limited number of
receivers used in the simulated radar system. If more receivrs were added to the PCL network, the input data set would
rapidly multiply to an impractical size considering the limited available poly memory.
The accelerated Gauss-Newton implementation was tested for accuracy against the IDL version only. Therefore its func-
tionality in the field is contingent on the real-world applicability of the pre-existing IDL code, which is yet to be tested.
The IDL radar data generator used is fairly simplistic, therefo e neither implementation has been tested with more realistic
data. The accuracy results verified the correct functionality of the ClearSpeed accelerated algorithm, however the results
showed that the ClearSpeed accelerated implementation produced estimates an order of magnitude less accurate than the
IDL version. This can be attributed to the differences in accura y of the card side matrix multiplication and the IDL and
BLAS library routines, as supported by the difference in magnitudes of the average state vector perturbation vectors used
in convergence testing (see Table 6.6).
7.2 Comments on programming with ClearSpeed
The ClearSpeed programming model has a two to three week learning curve, as it is fairly straight forward. Users
experienced in parallel programming will find ClearSpeed programming even easier to adjust to. Due to the hefty price
tag of the card, significant performance gains are required to make porting applications feasible. These performance gains
will only be seen if the problem is either data parallel with high computation to data transfer ratio, or if linear algebra
problems of a specific size are being solved. The amount of poly memory present is a major constraint, as is the bandwidth
between mono and poly memory. These two constraints often result in performance penalties as the program is forced to
continually swap data between mono and poly memory if the data set is too large. Single or even half precision should be
used wherever possible.





7.3 Results of acceleration
Direct acceleration of the matrix operations via the provided ClearSpeed accelerated library functions was not feasibl .
The sizes of the matrices used were not conducive to ClearSpeed acceleration, even after tweaking the host assist environ-
ment variable (refer to section 2.3). Further investigation c ncluded that a moderate speedup could be attained through
parallelization of the total observation matrix calculation. This acceleration was possible partly due to the sparse and d ta
redundant nature of the input matrices. This allowed redundant ata and calculations to be eliminated in the matrix multi-
plication. The CSXL library implements standard BLAS algorithms and therefore does not do any matrix value analysis
and all matrices are assumed to be dense. The reasoning behind this is that the processing penalty in analyzing matrix
values at runtime would outweigh the performance benefit that would result. Optimization at the programming stage can
result in performance benefits but requires in depth knowledge and understanding of the algorithm and its data structures.
The trade off is always between performance benefit and man hours spent tweaking the code.
The final implementation resulted in about a 2.22 times speedup on average. TheT(n) matrix andδY(n) vector calculation
(executed in tandem on host and co-processor) had an approximate 2.75 times speedup on average. The design stage
predicted an execution time of 5.14e3 microseconds for a single iteration of theT(n) andδY(n) calculation, whereas the
implementation averaged around 5.52e3 microseconds, a difference arising from the assumptions made in the performance
prediction (see section 6.1.2).
Given the amount of programming effort required to achieve this moderate speedup, it can be concluded that the Gauss-
Newton algorithm is not a good fit for ClearSpeed assisted acceleration.
7.4 Future work
Further work could be done in making the implementation moregeneral, allowing for more receivers or different aircraft
and radar parameters. Accounting for additional receiverswould be particularly difficult as the data structures involved
would increase in size significantly, however the second CSX600 processor on the board could perhaps be used to allow
for this. Additionally it could be worth considering the implementation of a card-side matrix multiplication applicaton
fine tuned specifically for the matrix dimensions involved inthe Gauss-Newton algorithm.
Given the expensive nature of the ClearSpeed cards, and the ultimate goal of reducing costs through PCL tracking, it
would be worth considering cheaper alternative options to accelerate the Gauss-Newton filtering algorithms. This consid-
eration is further motivated by the fairly moderate speedupachieved by the implementation, and the relative inaccuracy
of the tracking estimates produced. These might include options such as GPGPU’s and FPGA technologies, although
the requirement for double precision might be restricting if FPGA’s are to be used. The ClearSpeed accelerated code
developed in this project might be used as a starting point for such an investigation or implementation.
For the Gauss-Newton tracking algorithm to ultimately be usf l in the field, it should be able to track multiple targets
simultaneously. While this appears to be an inherently parallel problem, the multiple target filtering algorithm stillrequires
further work. Problems that are still to be solved centre on track identification (how to identify which data belongs to which
target).
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This section describes the method of local linearization which is used to impose linearity onto the differential equation
that governs the filter model used in Gauss-Newton tracking.I filter engineering the only way to estimate the state of
a system that is modeled by a non-linear differential equation is to impose linearity, and if we fail to do so we cannot
proceed [3].
First recall from equation 3.10 thatXn = X̄n + δXn. Substituting this into a non-linear filter model results inequation 7.1
[3].
D(X̄n + δXn) = F (X̄n + δXn) (7.1)
Expanding the left hand side of 7.1 gives equation 7.2. Equating the right hand side of equations 7.1 and 7.2 allows us to
define the 1st derivative of the perturbation vector, as stated in equation 7.3.
D(X̄n + δXn) = DX̄n + DδXn = F(X̄n)+ DδXn (7.2)
DδXn = F (X̄n + δXn)−F(X̄n) (7.3)
For the sake of this explanation we will assume that the statevectorXn (and therefore the nominal vectorX̄n and the
perturbation vectorδXn) consists of two elements. i.e.Xn = (x1, x2)T . Note however that the following discussion









f1(x̄1 + δx1, x̄2 + δx2)








As shown by Morrison [3] we can apply a Taylor’s series expansion for two variables to each of the equations in 7.4 [3].
If we apply a Taylor’s series expansion to the equation in thefirst row the result is equation 7.5 [3].
f1(x̄1 + δx1, x̄2 + δx2)− f1(x̄1, x̄2) = δx1Dx1 f1(x1,x2) |X̄n +δx2Dx2 f1(x1,x2) |X̄n (7.5)
In 7.5 the following applies:
• Dx1is the partial derivative with respect tox1.
• Dx2is the partial derivative with respect tox2.
• |X̄n means that the partial derivatives are evaluated using the elements ofX̄n.
Note that all the higher order terms have been dropped such that 7.5 is a 1st order expansion. This can be done because
when functioning correctly the Gauss-Newton procedure iteatively increases the accuracy of our estimateX̄n and therefore





δXn eventually becomes negligible. Thus the higher order terms(which will contain powers ofδx1 andδx2) should be
insignificant [3]. If the same method of expansion is appliedto the second equation and things are rearranged, equation








Dx1 f1(x1(t), x2(t)) Dx2 f1(x1(t), x2(t))








We have generalized to any time instantt and in doing so stressed the time dependence of the state variables. Generalizing
equation 7.6 to an arbitrarily sized state vector, we now have a linear form (equation 7.7) [3]. Thus we have gone from the
non-linear equation describing the filter model to the linear form of the perturbation vector differential equation (assuming
we have a nominal state vectorX̄(t) that differs from the true state by the perturbation vectorδX(t)).
DδX(t) = A(X̄(t))δX(t) (7.7)
In the preceding the matrixA(X̄(t)) is known as the differential equation sensitivity matrix [3]. If X andF arem-vectors
we define the sensitivity matrix in equation 7.8 [3].
[A(X̄(t))]i, j = ∂ fi(x1 . . .xm)/∂x j |X̄(t) i, j = 1. . .m (7.8)
This states that thei, jth element of the sensitivity matrix is calculated by taking the derivative of theith function ofF with
respect to thejth element ofX , evaluated using the elements of theX̄(t).






This appendix presents the partial derivatives of the observation equations with respect to the state vector variables. These
equations are used to develop the total observation matrix which is the heart of the Gauss-Newton algorithm calculation.
Doppler equation partial derivatives
Recall the Doppler equation from 3.4:
fd(x,y,z) = −2π/λ
[
(x− x0)ẋ +(y− y0)ẏ+(z− z0)ż
((x− x0)2 +(y− y0)2 +(z− z0)2)
1/2
+
(x− xk)ẋ +(y− yk)ẏ+(z− zk)ż




The partial derivative ofd(x,y,z) with respect tox is:



































The partial derivative ofd(x,y,z) with respect toy is:



































The partial derivative ofd(x,y,z) with respect toz is:








































The partial derivative ofd(x,y,z) with respect to ˙x is:
Dẋ fd(x,y,z) = (−2π/λ)
[
(x− x0)








The partial derivative ofd(x,y,z) with respect to ˙y is:
Dẏ fd(x,y,z) = (−2π/λ)
[
(y− y0)








The partial derivative ofd(x,y,z) with respect to ˙z is:
Dż fd(x,y,z) = (−2π/λ)
[
(z− z0)








Cosine of bearing partial derivatives
Recall the cosine of bearing equation from 3.4:
cos(ψ(x,y,z)) =
(x− xk)
((x− xk)2 +(y− yk)2)
1/2
(7.16)
The partial derivative of cos(ψ(x,y,z)) with respect tox is:
Dx cos(ψ(x,y,z)) =
(






(x− xk)2 +(y− yk)2
(7.17)
The partial derivative of cos(ψ(x,y,z)) with respect toy is:
Dy cos(ψ(x,y,z)) =
−(x− xk)(y− yk)
((x− xk)2 +(y− yk)2)
3/2
(7.18)
Sine of bearing partial derivatives
Recall the sine of bearing equation from 3.4:
sin(ψ(x,y,z)) =
(y− yk)
((x− xk)2 +(y− yk)2)
1/2
(7.19)
The partial derivative of sin(ψ(x,y,z)) with respect tox is:
Dx sin(ψ(x,y,z)) =
−(x− xk)(y− yk)
((x− xk)2 +(y− yk)2)
3/2
(7.20)





The partial derivative of sin(ψ(x,y,z)) with respect toy is:
Dy sin(ψ(x,y,z)) =
(






(x− xk)2 +(y− yk)2
(7.21)






This appendix describes the derivation of equation that results in the minimization of the sum of the weighted squared
residualse(X∗n,n), in order to solve for the best state vector estimateX
∗
n,n. This is done by differentiation of equation 3.31
with respect toX∗n,n, setting the result to and makingX
∗
n,n the subject of the equation.




















= −2T T(n) R
−1 (Y(n)−T(n)X
∗
n,n) =  (7.22)












(n) T(n) is non-singular we can solve forX
∗
n,n to produce equation 7.24 that minimizes the sum of weighted
















This appendix presents the IDL, C and CSX implementation profiling data. Table 7.1 presents the IDL profiling data.
The IDL simulator was run 10 times, each with a different flightpath as input. Each simulation consists of 37 observation
instances, therefore times are averaged over 370 observation instances. The processing blocks shown are as described in
section 4.3.
Table 7.1: IDL implementation profiling summary
Table 7.2 presents the unassisted C implementation profiling data, and Table 7.3 profiling data of the ClearSpeed acceler-
ated version. In both cases the information shown was averaged over 100 simulation runs, resulting in 3700 observation
instances. The unassisted implementation was profiled using Intel’s VTune Performance analyzer.
The provided debugger and visual profiler were used to test thperformance of the ClearSpeed accelerated version. The
information shown in Table 7.3 was averaged over 100 simulation runs, resulting in 3700 observation instances.





Table 7.2: Unassisted C implementation profiling summary. Note that total time denotes the time spent in a particular
processing block including functions called from within tha block, whereas self time denotes the amount of time spent
excluding any functions called.#_CALLS represents the number of times the function is called duringthe 100 simulations.
The termleg is used to mean observation instance or cycle. ThereforePER LEG is the time spent executing a processing
block per observation instance (total time÷ 3700).PER ITERATION denotes the time spent per iteration of the algorithm.
Iterations per leg means iterations per observation instance or cycle. The processing blocks shown are as described in
section 5.3





Table 7.3: ClearSpeed accelerated implementation profiling summary. The top row labels are for the ClearSpeed card
side execution blocks, the second row shows the host execution blocks. The table shows overlapping host and ClearSpeed
execution.






This appendix presents the C and CSX implementation accuracy d ta. Table 7.4shows a summary of the IDL accuracy
results. Table 7.5 the unassisted C version, and Table 7.6 the ClearSpeed accelerated version. The results were averaged
over 60 simulation results, each consisting of 37 observation instances. Thus the data is based on 2200 observation
instances or Gauss-Newton cycles. Each observation instant consists of 80 samples of the state vector, which is reduced
from position and its derivatives up to the 10th order in 3 dimensions which are developed by the algorithm, down to just
position and velocity in 3 dimensions.
Table 7.4: IDL accuracy result summary
x/y position error average z position error average x/y velocity error average z velocity error average
3.62175e0 1.35954e2 4.28028e-2 1.15105e1
x/y position error sigma z position error sigma x/y velocity error sigma z velocity error sigma
1.71614e1 3.85369e2 7.44381e-2 3.67859e1
x/y position error maximum z position error maximum x/y velocity error maximum z velocity error maximum
2.23577e2 7.20497e3 6.73337e-1 6.60119e2
Table 7.5: Unassisted C accuracy result summary
x/y position error average z position error average x/y velocity error average z velocity error average
1.79546e0 1.21235e2 4.38044e-2 1.07059e1
x/y position error sigma z position error sigma x/y velocity error sigma z velocity error sigma
1.14358e1 3.46901e2 8.29942e-2 3.25287e1
x/y position error maximum z position error maximum x/y velocity error maximum z velocity error maximum
2.64009e2 6.63206e3 1.09669e0 5.12389e2
Table 7.6: ClearSpeed accelerated accuracy result summary
x/y position error average z position error average x/y velocity error average z velocity error average
4.43928e1 9.88423e2 4.08008e-1 6.33252e1
x/y position error sigma z position error sigma x/y velocity error sigma z velocity error sigma
2.65135e1 1.06132e3 2.50293e-1 8.20934e1
x/y position error maximum z position error maximum x/y velocity error maximum z velocity error maximum
4.73207e2 2.07640e4 2.56812e0 8399293e2
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