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Abstract:
Due to the growing need for large quantities of human animation data in the
entertainment industry, it has became a necessity to compress motion capture
sequences in order to ease their storage and transmission. We present a novel,
lossy compression method for human motion data that exploits both temporal
and spatial coherence. We first build a compact skeleton pose model from
a single motion using Principal Geodesics Analysis (PGA). The key idea is
to perform compression by only storing the model parameters along with the
end-joints and root joint trajectories in the output data. The input data are
recovered by optimizing PGA variables to match end-effectors positions in an
inverse kinematics approach. Our experimental results show that considerable
compression rates can be obtained using our method, with few reconstruction
and perceptual errors. Thanks to the embedding of the pose model, our system
can also be suitable for motion editing purposes.
Key-words: motion capture, compression, principal geodesic analysis, inverse
kinematics
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Compression de données de mouvement
par
Analyse en Géodésiques Principales
Résumé :
Pour faire face à l’augmentation constante des besoins en données de mou-
vement humain dans l’industrie de l’image, il est devenu nécéssaire de com-
presser les séquences de capture de mouvement, ceci afin de faciliter à la fois
leur stockage et leur transmission. Ce document propose une nouvelle méthode
de compression avec pertes de telles données, exploitant à la fois la cohérence
spatiale et temporelle. La variété des poses composant une animation est tout
d’abord approximée par Analyse en Géodésiques Principales. Nous proposons
ensuite un algorithme de cinématique inverse cherchant à satisfaire de manière
itérative des contraintes de positions d’articulations dans cet espace réduit. La
compression s’effectue en ne conservant d’une animation que les trajectoires des
extrêmités du squelette, elle-mêmes compressées par interpolation spline, ainsi
que les paramètres décrivant la variété des poses. La décompression s’effectue
simplement par l’algorithme de cinématique inverse en utilisant les trajectoires
décompressées. Nos résultats expérimentaux montrent que de très forts taux de
compression peuvent ainsi être obtenus tout en conservant une bonne qualité
visuelle. Tous les ingrédients sont en outre réunis pour permettre l’édition des
mouvements compressés par cette technique tout en conservant des poses sem-
blabes à celles issues de l’animation d’origine.
Mots-clés : capture de mouvement, compression, analyse en géodésiques
principales, cinématique inverse
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1 Introduction
Motion capture has became a ubiquitous technique in any domain that requires
high quality, accurate human motion data. With the outcome of massively
multiplayer online games, the transmission of huge quantities of such data can
become problematic. Furthermore, in order to provide the user with a wide
range of animations, several motion capture sequences often have to be used
at once: motion data is either picked from a motion database, or constructed
using blending or learning on existing data. In that case, a compact and easily
editable representation of motion data could drastically improve user experience
while decreasing the storage needs.
Raw motion capture data are indeed very large: they consist in the aggre-
gation of sampled markers trajectories or joints orientations across time. With
a sampling rate of 120 Hz and about 40 markers for the skeleton, the data size
rapidly grows large. However, human motion exhibits inherent redundancies
that can be exploited for compression purposes:
 Temporal coherence, thanks to which the motion can be keyframed
with few loss of information,
 Joints motion correlations, which allows the representation of the mo-
tion in a smaller subspace.
We propose a novel, lossy compression of human motion data that exploits both
of them. We first build a compact model of the skeleton poses from one mo-
tion sequence using Principal Geodesics Analysis (PGA). This model yields a
reduced, data-driven pose parametrization that is then used in an Inverse Kine-
matics (IK) algorithm to recover poses given end-joints positions only. Thanks
to this algorithm, we are able to reconstruct the motion given only end-joints
trajectories and the root joint’s positions and orientations. The key idea is
thus to perform compression by only storing this compact model along with
the end-joints and root-joints trajectories. As we constraint end-joints positions
during the decompression, typical compression artifacts such as footskating are
automatically reduced. By modifying these end-joints trajectories, one can also
easily edit motions compressed using our method. Our experimental results
show that significant compression rates with few distortion can be obtained us-
ing this approach, while keeping the possibility to edit synthesized motion. Our
method is easy to implement and runs quite fast on nowadays machines.
The rest of the paper is organized as follows: the related work is reviewed
in section 2. We present an overview of the compression technique in section
3, followed by a brief presentation of the non-linear tools and their use in our
system. Section 4 is dedicated to experimental results in which compression
performances are evaluated. We conclude in section 5 by a discussion of the
proposed method and possible future work.
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2 Background and Related Work
2.1 Motion Compression
Though recent works on motion capture data compression can be found, the
problem of motion compression has been mainly focused on animated meshes
compression so far: those high-dimensional data often present high spatial and
temporal coherence that can be exploited to reduce the dats size. [11] detects
parts of the mesh with rigid motion to encode only the transformation and the
residuals. Correlations that may exist in parts of the moving object have also
been exploited through the use of Principal Component Analysis (PCA)[20] to
compress the mesh vertices.
Skeleton motion also exhibits those cross-bones correlations. These are
mainly exploited in optimization frameworks as they allow for search space
dimension reduction.[18] apply PCA on a group of similar motions in order to
synthesize motion in such a reduced space. [7] use a probabilistic latent variable
space to perform inverse kinematics that preserves stylistic properties. [12] de-
tect motion segments in which joints positions lie in a reduced linear subspace
and use PCA to reduce dimensionality for compression purposes.
Motion capture data also exhibits temporal coherence which can also be
exploited to acheive compression: [12] use spline keyframing to compress the
PCA projections of markers in motion segments. [1] uses splines to represent
global markers trajectories. The control points for a whole motion database
are then compressed using clustered PCA. In both cases, working with global
marker positions requires an additional pass of optimization to keep the bone
length constant along the synthesized motions. Other methods use rotational
data: [2] adapt standard wavelet compression on joint angles by automatically
selecting the basis elements in a way that minimizes quadratic error. However,
high compression ratios can result in strange reconstructed paths due to the use
of Euler angles.
Any lossy motion capture compression method, being orientations-based or
positions-based, introduces errors that are likely to introduce various perceptual
artifacts. The most striking is probably footskating , which greatly penalizes
the visual quality of synthesized motions. This artifact can be corrected using
inverse kinematics(IK) techniques. However, using so-called style-based IK [7] is
often needed in order to correct the motion while preserving its visual identity.
2.2 Motion Metric
As with any lossy compression system, a central problem with motion capture
data compression is the error metric used to evaluate the quality of the results.
The problem in our case is that the metric should take perceptual features into
account, which is a difficult task. While it is commonly accepted that the stan-
dard L2 norm over markers positions is a weak indicator of the perceptural
closeness of two animations, few works propose an alternative, efficient metric.
[16] propose a study of user sensitivity to errors considering only ballistic mo-
tions. [17] try to evaluate the natural aspect of an animation. To do so, 3 classes
of metrics are distinguished:
• Heuristic rules, that penalize the score of an animation when violated (e.g.
physical laws)
INRIA
Motion Compression using Principal Geodesics Analysis 5
• Perceptual metrics that highlight artifacts noticed by users (e.g. footskat-
ing)
• Classifiers-based metrics trained on large datasets
The first two usually fail to quantify the natural aspect, or the style of an
animation, but are good at detecting precise artifacts. The latter is based on
the assumption that a human will perceive a motion as natural if it has already
been seen a lot of times. On the contrary, an unusual motion will be perceived
as unnatural. Such metrics often detect stylistic closeness successfully, but are
highly dependent on the dataset used for the training: they will fail for a natural
motion that is not in the dataset. Moreover, local physical anomalies or artifacts
are often not detected. As a matter of fact, finding an accurate and robust metric
for human motion perception remains, to the best of our knowledge, an open
problem.
2.3 Non-linear Analysis
As mentioned earlier, two natural ways of compressing motion data are to ex-
ploit both temporal coherence and correlations in the motion of parts of the
skeleton. To acheive this, one typically uses multiresolution and dimension
reduction techniques. While well-known theoretical frameworks for these are
available in the case of data lying in a linear space (such as wavelets, PCA),
their extension to non-linear spaces (for instance, the space of rotations SO(3))
is not trivial and is a recent field of research.
[10] propose a multiresolution scheme for orientation data that allows editing,
blending and stitching of motion clips. A potential application to compression
is mentioned, though not developped. [15] generalize this scheme to symmetric
Riemannian manifolds using exponential and logarithmic maps. The interpola-
tory scheme used can be seen as a special case of the so-called lifting scheme
[22]. The lifting scheme is an alternative way of defining wavelets and is pre-
sented in section 3.5. [15] propose an application to the compression of airplane
headings with promising results.
The dimension reduction problem is often solved using descriptive statistical
tools. Those tools typically yield a space that is more suitable for expressing
the data: smaller dimension, orthogonal axis, most notably. The extension of
known linear statistical tools to the non-linear case is not eased by the fact that
many elementary results in the former case do not hold when dealing with more
general spaces. For instance, the problem of finding the mean value of data lying
on a sphere can no longer be expressed through probabilistic expected value, but
has to resort to the minimization of geodesic distances [3]. Averaging rotations
falls into this class of problem[13], since elements of SO(3) can be thought of as
elements of the sphere S3 using quaternionic representation.
Pennec [14] gives basic tools for probabilities and statistics in the general
framework of riemannian manifolds. Fletcher [4], [5] proposes a generalization of
PCA to certain non-linear manifolds named Principal Geodesic Analysis (PGA),
which consists in finding geodesics that maximize projected variance. He also
presents an approximation of the analysis that boils down to a standard PCA
in the tangent space at the mean of the data. It is presented in more details
in section 3.3. An algorithm performing exact PGA for rotations is presented
RR n° 6648
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in [19], which shows that the number of principal geodesics needed for an exact
reconstruction is not a priori bounded.
INRIA
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3 Proposed Method
3.1 Motivations - Overview
In this section we give an overview of our motion capture data compression
method. Most approaches to human motion compression exploit global mark-
ers positions to acheive compression. While this has some advantages, such as
speed and the use of well-known frameworks, the biggest drawback is that the
constant bone-length of the skeleton cannot easily be guaranteed, which can
introduce undesired limbs deformations. A post-processing pass is needed for
this constraint to be enforced. Yet, this additional process can itself introduce
artifacts. We want to address this problem by working on orientations rather
than positions. However, because of the hierarchical nature of the skeleton,
even slight errors in reconstructed orientations can lead to significant positions
errors for end-joints. The most notable artifact of this kind is probably footskat-
ing, which greatly penalizes the perceptual quality of synthesized animations.
We intend to work around this by building a pose model from the animation
clip: this model will allow us to synthesize poses that match given end-joints
contraints, while staying close to the input data.
A pose is defined as a vector of rotations that describe the orientations of
the skeleton’s joints. It is therefore an element of SO(3)n, where n ∈ N is the
number of joints in the skeleton. Given a motion composed of m ∈ N poses,
we use the Principal Geodesics Analysis to build a descriptive model of those
pose data, keeping only the leading principal geodesics. This model is then used
in an inverse kinematics system to synthesize poses that both match end-joints
constraints and are close to the input data. Given this pose model, we only
have to store the compressed end-joints trajectories as well as the root joint’s
positions and orientations (also compressed) in order to recover the motion using
IK. The compression/decompression pipeline is presented on figure 1.
We now briefly present the non-linear tools employed throughout this paper,
as well as their use in our algorithm.
3.2 Lie Groups - Exponential Map
The space for three-dimensional rotations is a particular case of a Lie group. A
Lie group is a group which is also a differentiable manifold, and for which the
inverse and the group operations are differentiable [8]. Let G be a Lie group.
The exponential map is a mapping from the tangent space of G at the identity
(that is, the Lie algebra of G, g) to the group itself G. For every tangent
vector of the Lie algebra v ∈ g, one can define a left-invariant vector field vL
by left-translation of v. Let γv(t) be the unique maximal integral curve of such
a vector field, the exponential map is then defined by exp(v) = γv(1). It is
the unique one-parameter subgroup of G with initial tangent vector v. It is a
diffeomorphism in a neighbourhood of 0 ∈ g, and the inverse mapping is called
the logarithm. In the case of a Lie group endowed with a compatible Riemannian
structure, such as SO(3)), the Riemannian and Lie exponential coincide. This
means that we can compute geodesic curves (i.e. locally length-minizing curves)
as well as measuring lengths of such curves using the Lie exponential. The
lenght of the shortest geodesic curve(s) between two points is called the geodesic
distance.
RR n° 6648
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Figure 1: Flow diagram for the compression pipeline
For matrix Lie groups (i.e. subgroups of GLn(R)), the exponential is defined
by the usual exponential power series: exp(M) =
∑
i>0
Mi
i! . For rotations, the
sum of this series is known as the Rodrigues’ formula [6]. With data lying in
an abstract manifold such as SO(3), one can no longer define the mean as a
weighted sum of elements. Instead, the instrinsic mean is defined as a point
that minimizes the geodesic distance with respect to all the points considered.
It can be computed by an optimization algorithm (see [4] or [14]) which uses
the exponential map and that usually converges in a few iterations.
INRIA
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3.3 Principal Geodesics Analysis
The Principal Geodesics Analysis is an extension of the Principal Component
Analysis introducted by Fletcher in [4], [5]. Its goal is to describe variability in
Lie groups that can be given a Riemannian structure compatible with the alge-
braic one. Such groups include (Rn,+), (R,×), (SO(3), ◦) as well as any direct
product between them. The idea behind PGA is to project data onto geodesics
in a way that maximizes the projected variance. In the linear case, the geodesics
are simply lines between two points, and the PGA then boils down to standard
PCA. However, the projection onto a geodesic curve cannot be defined analyt-
ically in the general case, and therefore involves a minimization algorithm. In
order to avoid this, Fletcher proposes to approximate the projection on geodesics
by a linear projection in the tangent space at the intrinsic mean of the data.
Under this approximation, the PGA can be computed by a standard PCA in
the tangent space at the intrinsic mean.
We used the PGA to describe the correlations between the inner joints
orientations during a motion. The geodesics produced by the PGA can be
looked upon as the principal motion modes of the skeleton during the sequence.
We did not include the root joint’s orientation in the analysis: indeed, it is only
poorly correlated with the pose of the skeleton, and using it in the PGA can
alter the resulting principal geodesics. As mentioned earlier, the pose of the
skeleton is represented by a vector of the direct product SO(3)n, where n is the
number of joints of the skeleton. Applying the PGA to the pose data from a
motion with m ∈ N frames gives:
 The intrinsic mean of the data, µ ∈ SO(3)n
 k ∈ N tangent directions (vj)16j6k, where each vj ∈ T1(SO(3)
n) ≃ R3n
defines a geodesic of SO(3)n
 A set of coordinates T = (ti,j) where 1 6 i 6 m and 1 6 j 6 k, where the
ith row is the projection of the ith pose over the k geodesics
The ith pose can then be recovered partly using the k leading geodesics with:
pi = µ.
j=k∏
j=1
eti,j .vj
Note that here the exponential over the direct product is used. Note also that
unlike the linear case where the number of principal directions needed to re-
construct the data exactly is at most n, there is no a priori bound on k in the
general case (as seen in [19]).
In practice, the geodesics yielded by the approximate PGA were already
able to quickly separate interesting parts of the motion. Examples of principal
geodesics extracted from motion capture data can be seen on figure 2.
As shown on figure 3, the number of principal geodesics needed to represent
99% of the input data variance is generally inferior to 20. For motions with
stronger correlations, such as walking motions, 10 geodesics are in most cases
enough to express 95% of the input variance.
By only considering the k 6 n first modes of the PGA, we obtain a new
reduced parametrization of a motion in terms of geodesics coordinates. We
show next how such a reduced motion model can be used to perform inverse
kinematics.
RR n° 6648
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Figure 2: Two examples of principal geodesics extracted from one breakdance
motion using PGA. Here, the corresponding poses are given for 4 different
geodesic coordinates. The top left picture shows the mean pose (with a zero
geodesic coefficient).
3.4 PGA-based Inverse Kinematics
The reduced parametrization with geodesics coordinates allows us to define a
function f : Rk → R3d that maps a set of geodesics coordinates x ∈ Rk to
the global space positions of d ∈ N end-effectors: y ∈ R3d. This function is
the composition of our reduced pose parametrization h : Rk → SO(3)n and the
classical direct kinematics function, which maps a skeleton pose to the global
position of the d end-effectors, g : SO(3)n → R3d. Since h(x) = µ.
∏j=k
j=1 e
xj .vj
is a product of differentiable functions (the exponentials) in a Lie group, h is
therefore differentiable. Furthermore, each function xj 7→ e
xj .vj is an integral
curve with constant tangent vector vj (since we’re moving on a geodesic), so
each partial derivative of h with respect to xj is easy to compute:
∂h
∂xj
(x) = vj ∈ Th(x)(SO(3)
n)
This allows to compute the instant rotations vectors for each joint of the skeleton
with respect to the xj , and eventually to compute the whole jacobian Jf of the
function f using chain rule. We can then use this jacobian in a least square
optimization method, such as the well-known Levenberg-Marquardt algorithm,
INRIA
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Figure 3: Histograms showing the numbers of geodesics needed to acheive given
variance reconstruction, using approximate PGA. Top: 99% of variance for the
whole CMU database. Bottom: 95% of variance for only walking motions.
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in order to find the geodesics coordinates x⋆j that best match the given end-
effectors constraints y0 ∈ R
3d :
x⋆ = argmin
x∈Rk
(‖f(x) − y0‖
2)
The benefits of using this method are threefold:
 The optimization is done in a much smaller space than traditional IK
(usually 30 degrees of freedom): this not only speeds up the process, but
also better constraints the IK problem.
 The geodesics being principal poses modes, the optimization naturally
exploits correlations between joints to reach the objectives, resulting
in a more natural pose.
 The geodesics formulation allows a quick computation of the jacobian Jf
used in the optimization, thus eliminating the need for numerical differ-
entiation.
The main drawback is that the geodesics yield a limited reachable space: our
IK works better in the neighbourhood of the input data. However, since we are
only interested in recovering poses belonging to the input data, this is not really
a problem. Of course, the more geodesics we use, the larger the reachable space.
In our experiments, 10-12 modes are generally sufficient to perform IK on 4 or
5 IK handles at once. Apart from compression, this IK system can also be used
independently in realtime as seen on figure 4 for interactive motion editing.
In order to recover an animation sequence using the PGA-based IK, one
needs the following data:
 The inner orientations mean and the k leading principal geodesics
 The end-joints trajectories across time
 The root joint’s orientation and position across time
To recover each frame, we first express the end-joints trajectories in the root
joint’s frame, then perform IK as presented earlier. Doing so already results in
a good compression of the data since we only have to store 7 trajectories (2 for
the root and 5 for the end-joints) instead of more than 30 found in the original
motion. Of course, since those trajectories present a high degree of temporal
coherence, we will exploit it to further compress the motion data.
3.5 Multiscale Representation for Orientation Data
In order to compress the root’s orientation, we use the multiscale representation
for manifold data introduced in [15]. As a particular case of the so-called lifting
scheme[22], it can be summed up as follows. Let D be the set of data we want
to represent in multiscale:
 D is first partitioned into two parts, A and B
 Data in A are then used to predict the data in B, using some prediction
operator
INRIA
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Figure 4: The PGA-based IK system used in realtime. The input motion is a
breakdance sequence from the CMU database. There are three IK handles in
this example that can be manipulated by the user: one on each foot and one on
the right hand. Here the optimization is done using 10 geodesics.
 The differences between the predictions BA and the actual B data form
the details
The process is then iterated over the set A until there are no data remaining.
By doing so, one creates a collection of decreasing-size levels of details. This
“pyramid” is the multiscale representation of the original data. For this repre-
sentation to be useful in compression, one generally wishes to partition the data
so that the prediction step is as accurate as possible. In that case, the details
needed to correct the prediction are small and can hence be omitted with few
errors.
In the case of time-dependent orientation data, D can be represented by a
collection of rotations d = (di)16i6n, where n is the number of samples. In
order to exploit temporal coherence, we simply subsample the data by a factor
2 to partition the data. The prediction step is done using the tangent spline
interpolation described in [15]. To interpolate bewteen two rotations r0 and
r1, we express r−1, r0, r1, r2 in Tr0(SO(3)) using the logarithm map. We then
interpolate those tangent vectors in the tangent space using splines at t = 12 , and
finally go back to SO(3) with the exponential map. The difference between the
predicted value r̃ 1
2
and the original data rorig is stored as d = log(r̃ 1
2
−1
.rorig).
The original data can eventually be recovered using rorig = r̃ 1
2
. exp(d).
RR n° 6648
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We could have used simple SLERP[21] prediction between r0 and r1 (as in
[10]). This corresponds to simple linear approximation in the tangent space at
one of the two points. However, this lead to a piecewise SLERP reconstructed
signal when omitting levels-of-details, which presents discontinuites of the first
derivatives that penalize the visual quality of the result. Instead, the use of
tangent spline interpolation results in a smooth reconstructed signal even in the
case of missing data.
3.6 Putting Everything Together
After the principal geodesics have been extracted from the input motion, global
end-joints trajectories can be compressed using any linear compression method.
The root orientation is eventually compressed using the multiscale representa-
tion presented in section 3.5. For the sake of consistency, our implementation
uses the presented multiscale scheme for both orientations and positions, but
any suitable temporal coherence-based compression technique could work. The
decompression phase consists in decompressing the global trajectories as well as
the global root orientation, then expressing the end-joints positions in the root
joint’s frame, and eventually performing PGA-based IK to recover poses.
Let us now give an estimation of the data size needed to store an animation
using our technique. Each of the k geodesics kept after the PGA is a vector of
R3m, which is roughly the size of one motion frame. The mean value of the inner
joints can also be stored as a vector ofR3m using the exponential map. The data
needed for the PGA reconstruction can hence be stored in a sPGA = (k+1)×3m
matrix. The global root orientations and positions as well as the 5 end-joints’
positions can easily be compressed by a factor 8 = 23 by omitting 3 levels of
details: each time we get rid of one level, we divide the data size by two. All
those trajectories together can be encoded in a straj = (2 + 5) ×
3n
8 matrix.
Given an initial animation with size:
sorig = 3(m + 1) × n = O(m × n)
whereas the compressed version using our algorithm, keeping k geodesics, will
have the size:
scompressed = sPGA + straj = O(m + n)
Examples of compression ratios obtained using our technique can be found in
section 4.
As it involves an optimization process for decompressing each frame, our
method is subject to the classic pitfalls of those algorithms: degenerate jacobian,
local extrema, smoothness of the reconstructed animation. In our experiments,
we found that the first happen almost only when the constraints are out of the
reachable space, and such cases do not happen when reconstructing the original
signal. The smoothness of the solution can be enforced by adding a penalty term
in the optimization so that the solution for the current frame decompression is
searched in a neighbourhood of the previous one:
x⋆ = argmin
x∈Rk
(‖f(x) − y0‖
2 + λ‖x − xprevious‖
2)
where λ is a given user threshold. In practice, setting λ = 1 works well.
INRIA
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4 Experimental Results
We present here the compression rates of our algorithm on selected motions from
the Carnegie Mellon University’s Graphic Lab motion capture database available
at http://mocap.cs.cmu.edu. We chose motions with differents characteristics
of length, diversity, dynamics. A summary of those informations is shown on
table 1.
ID Subject/Trial Description #Frames
1 09/06
Running,
short
141
2 17/08
Walking,
slow
6179
3 15/04
Various,
dancing, boxing
22948
4 85/12 Breakdance 4499
5 17/10 Boxing 2783
Table 1: Motion capture clips used in our experiments
As stated in section 2.2, no really robust and efficient metric is available
to assess the quality of the reconstructed animations. However, for the sake
of results comparisons, we used a distortion rate as the one defined in [9] to
evaluate the quality of the reconstruction. This distortion rate is defined as:
d = 100
‖A − Ã‖
‖A − E(A)‖
where A is the 3m × n matrix containing absolute markers’ positions at each
frame for the original motion, Ã is the same matrix for the decompressed anima-
tion, and each row of E(A) contains the mean markers’ positions with respect
to time.
Table 2 shows the obtained compression ratios and distortion rates for differ-
ent combinations of geodesics numbers and trajectories levels of details. Table 3
shows the results obtained by [12], who holds the best compression rates at the
time of writing. Note that we always used 5 end-joints in our tests, but more
could be used if a higher quality is required. As expected, our method works
best when the spatial and temporal coherence is high: a rather slow walking
motion can be compressed 185 times with few reconstruction errors, whereas
a highly dynamic breakdance sequence is only compressed 118 times for about
the same distortion rate. This table shows that our technique allows substen-
tial compression rates improvement over existing techniques, with very limited
distortion. The accompanying video additionally shows that most of time, the
differences between compressed and original animation are hard to find out,
unless the two motions are displayed at the same position.
When too few geodesics are used in the IK, the reachable pose space gets
too small and the synthesized poses sometimes fail to match all the given con-
straints. On the contrary, once enough geodesics have been selected, further
increases on that number only results in a slower optimization time. In our ex-
periments, 10 to 15 geodesics are sufficient in most cases to yield a large enough
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ID 1 2 3 4 5
#Geodesics 6 12 17 15 12
#LOD (root) 4/9 8/14 12/16 9/14 8/13
#LOD
(end-joints)
4/9 8/14 12/16 9/14 9/13
Compression
ratio
1:18 1:182 1:69 1:97 1:61
Distortion
rate (%)
0.36 0.049 1.55 0.56 0.49
Decompression
time
(msec/frame)
7.88 16.2 30.6 20.42 15.97
Table 2: Compression rates, distortion errors and decompression times for the
selected motions using our technique. Different combinations of geodesics num-
bers and trajectories level of details are presented
Sequence
Compression
ratio
Distortion
rate
Decompr.
time
(msec/frame)
Jumping,
bending,
squats
1:55.2 5.1 0.7
Long
breakdance
sequence
1:18.4 7.1 0.7
Walk,
stretches,
punches,
drinking
1:61.7 5.1 0.7
Walk,
stretches,
punches,
kicking
1:56.0 5.4 0.7
Table 3: Compression rates presented in [12] using PCA on motion segments.
We acheive subtantial compression rates improvement with fewer distortion,
though our decompression pass takes longer.
pose space. For long motions in which clear distinct motion behaviors occur,
a segment-based approach similar to [12] may be used. As expected, when the
compression for the end-joints trajectories is set too high, artifacts start to ap-
pear as the feet contacts on the ground are smoothed too much. In the same
way, too high compression over the root joints’ position and orientations causes
the skeleton to slide, as hung in the air. The acceptable compression ratio for
those trajectories highly depends on the dynamics found in the animations. In
INRIA
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Figure 5: 3 animations from the CMU database compressed using our technique
any case, quantization may be used to compress the trajectories reconstruction
errors while controlling additional overhead.
The compression time depends on the length of the animation, as it only
involves the intrinsic mean of pose data calculation, and a PCA of the linearized
rotations in the tangent space at that point. In practice, it is very inferior to
the decompression time, during which an optimization is performed for each
frame to reconstruct poses given end-joints constraints. Our implementation
was realized in C++ on a Dell 390 workstation, with dual 2.6 Ghz CPU and 4
GB memory.
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5 Conclusion and Future Works
We present a novel method for human motion capture data compression expoit-
ing both temporal and spatial coeherence to acheive high compression ratios
with few perceptual distortion. Our experiments show that the use of a compact
pose model allows to sucessfully recover poses given only end-joints positions.
As the end-joints and root joint’s trajectories present high temporal coherence,
they can also be compressed in order to further improve compression rates. A
particularly applealing aspect of our technique is that the pose model may also
be used for editing compressed motions by employing the very same algorithm.
Though the inverse kinematics algorithm we presented is able to run in re-
altime on a modern machine, the decompression times are still longer than for
other motion capture data compression techniques. However, our implemen-
tation could still be improved. The compression technique used for end-joints
trajectories could also be enhanced to better resitute sharp features, such as
foot contacts. The use of a suitable wavelet compression could lead to better
results. We also did not exploit the linear correlations present in the end-joint’s
positions: applying a compression technique similar to the one presented in [12]
to these markers could even improve compression performances, either allow-
ing to further reduce data size, or to increase the number of constraint joints
in the IK. If more quality is required, quantization could also be employed to
improve the reconstruction of joint’s trajectories by compressing the errors with
controllable size overhead.
Finally, our data-driven, PGA-based IK algorithm is very promising as it
allows to perform so-called style-based inverse kinematics without resorting to
computationally expensive learning, such as the one presented in [7]. Thus, it
could find application in multiple areas such as recovering poses and motion
from videos. The runtime optimization also seems to be faster, which could
make it suitable for realtime applications.
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