






























































Tato  práce  vznikla   jako  školní   dílo  na  Vysokém učení   technickém v Brně,  Fakultě   informačních 































Lze  dokonce   říci,  že  pořizování   informačních   technologií   a jejich  začlenění   do  všech   sfér 
podnikové   hierarchie,   je   v dnešní   době   nezbytnou   záležitostí,   na   níž   může   záviset   celková 
konkurenceschopnost podniku na trhu.
Tato   diplomová   práce,   si   klade   za   cíl,   navrhnout   a implementovat   systém   na   sledování 







Kapitola  2  se   zabývá   metodami   pro   zpracování   obrazu.   Jmenovitě   kapitola   obsahuje 
podkapitoly zabývající   se  barevnými prostory,  ekvalizací  histogramu,  morfologickými operacemi, 
algoritmy  pro   filtraci   obrazu,  metodami   pro   extrakci   popředí   od   pozadí,   dále   je   tu   podkapitola 
zabývající se algoritmy pro extrakci pomocných příznaků a poslední podkapitola rozebírá segmentaci 
obrazu.
Kapitola  3  se   zabývá   implementací   celého   systému.  V  první   podkapitole  3.1  je   navrženo 
schéma detektoru. Jednotlivé bloky tohoto schématu jsou dále rozebrány v dalších podkapitolách. 
První   podkapitola  3.2  se   zabývá   vstupem  systému  (senzorem)   a   fyzickou   realizaci   tohoto 
vstupu.  Dále   je  v   této  podkapitole   rozebráno předzpracování  obrazu.  Následující  podkapitolou je 
detekce blobů a jejich trasování  3.3  , ve které se rozebírají konkrétní použité algoritmy segmentace 
obrazu na jednotlivé  bloby,  reprezentující  detekované  objekty, a jejich následné   trasování  v čase. 
V podkapitole  3.4  se zabývám  řešením chybových stavů,   zejména detekcí   a  ošetřením spojených 










p= f x , y (2.1)
V diskrétní oblasti si pak obraz představujme jako dvourozměrnou matici hodnot (rastr), jež 




Důvodů   pro   zavedení   barevných   prostorů   je   několik.  Mezi   nejdůležitější   důvody   patří   redukce 




Nejpoužívanější  barevný  prostor k softwarové  reprezentaci  barev je prostor RGB,  který  odděleně 
reprezentuje intenzity R (červené), G (zelené), B(modré) části barvy. Počet barevných úrovní dané 
barvy   je   dán   kvantizací   daného   formátu.   U  RGB   se   v   současnosti   nejvíce   využívá   24   bitové 


















V modelu YUV je oddělena  jasová  složka od barevné,  čehož  se využívá  ve velkém počtu video 
standardů, např. PAL a NTSC. V [WIK01] se uvádí, že Y' reprezentuje jasovou složku v rozsahu 0­1. 














1.000 2.034 0.000 ]⋅[YUV ] (2.3)
2.1.3 HSV
Barevný prostor HSV byl popsán v roce 19781 a je tvořen třemi složkami H, S a V. Tento model se 




























240 ˚ , jestližemax=b
} (2.4)
v=max (2.5)
































































Vzhledem k  měnícímu se  osvětlení   ve   scéně,   a   tedy   i  měnící   se  dynamice,   je  vhodné   provádět 
korekci dynamiky právě pomocí ekvalizace histogramu.





intenzit,   a tím byla   dosažena   větší   dynamika   obrazu.  Na   obrázku  2.3  je v   levé  části   zobrazena 








Kde I'   je nová   (ekvalizovaná)  hodnota  intenzity původní   intenzity I,   I0  je nejnižší   intenzita 





Morfologické   operace   jsou   nelineárními   funkcemi   nad   binárním   nebo   šedotónovým   obrazem. 







A⊕B={z∣Bz∩A≠0 }   (2.13)
● Otevření objektu A podle B
A °B=A⊖B⊕B   (2.14)
● Uzavření objektu A podle B








Filtrace   šumu   vstupního   senzoru   eliminuje   chyby   na   snímacím   zařízení,   způsobené   fyzikální 
nedokonalostí   snímače  a různými parazitními  jevy,  které   jsou  produkovány  snímačem samotným 
nebo   přenosovým kanálem   (toto   platí   v případě,  že   z   kamery   vede   analogový   výstup,   např.   po 
koaxiálním kabelu).












f k , l  (2.16)
Kde   funkce f k , l  vrací   hodnotu   pixelu   v   rastru   na   pozici   [k,l].  Častěji   se   však   toto 
filtrování provádí pomocí konvoluce, kde se obraz konvoluje s následujícím průměrovacím jádrem. 
Výhodou tohoto přístupu je rychlost provedení filtrace, mezi nevýhody patří především nevhodnost 

















































V tomto funkčním bloku se  provádí  segmentace obrazu na dvě  vzájemně  disjunktní  oblasti,  a to 
popředí   a pozadí,   kde   popředím   se   rozumí   ta   část   obrazu,   která   je   neměnná   vůči   času,   tento 
předpoklad   samozřejmě   platí   jen   tehdy,   když   vstupní   obraz   je   snímán   ze   stacionárně   umístěné 




princip,   ve   kterém  je   pozadí   reprezentováno   bitmapou   pořízenou   v   situaci,   kdy   ve   scéně   před 
kamerou se nachází pouze pozadí bez žádného pohybujícího se objektu.
Samotné   odečítání   pak   probíhá   jako   absolutní   hodnota   rozdílu   každého   pixelu   vstupního 
obrazu   s jeho   ekvivalentním   protějškem   z   bitmapy   pozadí.   Výsledkem   je   tedy   opět   bitmapa 
absolutních hodnot rozdílů, z tohoto obrázku získáme masku popředí pomocí binárního prahování. 
Pro šedotónový obraz výpočet bitmapy probíhá podle následujícího vzorce 2.19.
f  x , y =∣i x , y−b  x , y ∣ (2.19)
Kde i(x,y) je funkce intenzit originálního obrázku a b(x,y) je funkce intenzit obrázku pozadí. 








dané  náhodné  veličiny. Toto rozložení   je hojně  používáno ve statistice a příbuzných oborech pro 
aproximaci pravděpodobnosti náhodných jevů.
Gaussovo rozdělení je specifikováno pomocí parametrů střední hodnoty  a rozptylu 2 . 
Funkce hustoty pravděpodobnosti má pak tvar2.




































Kde x=x1, x2, x3, ... , x s je vektor vstupních hodnot,  je kovarianční  matice a  s  je 
rozměr  prostoru.  Kovarianční  matice zjednodušeně  řečeno určuje směr  natočení  Gaussovy křivky 
















Kde k je počet rozměrů. Následují  obrázek  2.7  ilustruje rozložení hustoty pravděpodobnosti 
dvou náhodných veličin.
2.5.2.2 Gaussian mixture model
Gaussian   mixture   model   (dále   jen   GMM)   modeluje   rozložení   hustoty   pravděpodobnosti 




















N i ,i ,i x =1
(2.24)
Kde m je počet n­rozměrných Gaussových křivek, αi  váha dané Gaussovy křivky, x vektor 
vstupních   hodnot, i střední   hodnota   křivky   a  i je   kovarianční  matice.  GMM  je   často   n­
dimenzionální,   kde   počet   dimenzí   odpovídá   počtu   příznaků.   Aby   tyto   modely  mohly   správně 
fungovat,   je  potřeba  provést   inicializaci  hodnot  modelu.  To se  provádí   typicky natrénováním na 
trénovacích datech.
Na   obrázku  2.8  je   vpravo   ve   3D   prostoru   znázorněna   hustota   pravděpodobnosti   daného 
dvojrozměrného   modelu.   Vlevo   se   nachází   vyjádření   totožného   modelu   ve   2D   reprezentaci. 
Z ilustračního obrázku vyplývá,  že  je model  složen ze dvou dvojrozměrných Gaussových křivek. 
Obrázek byl vygenerován v programu Matlab
2.5.2.3 Model pozadí založený na GMM
V modelu pozadí  založeném na GMM je každý  pixel,  popřípadě  blok pixelů  (zrychlení  metody), 













Na obrázku  2.9  je znázorněn naučený   trojrozměrný  model  GMM, který   je   složen ze  dvou 





















Vhodnější   metodou   pro   takové   případy   je   adaptivní   prahování,   v   němž   se   práh   určuje 
v kontextu   okolí   bodu   pomocí   lokálního   histogramu   tohoto   okolí.   Níže   uvedený   vzorec   udává 
výpočet adaptivního thresholdu.







Dalším krokem  pro   rozpoznávání   objektů   v obraze   je   výpočet   pomocných   příznaků,   jež   se   dají 









∇ f x , y= ∂ f∂ x , ∂ f∂ y    (2.28)
● Velikost gradientu
∣∇ f  x , y∣=∂ f∂ x 2∂ f∂ y 2   (2.29)
● Směr gradientu 
sin ,cos= ∂ f∂ x , ∂ f∂ y    (2.30)
Je   však   zřejmé,   že   nejen   skutečné   hrany   objektů   budou   ve   vstupním  obrázku   vytvářet   hrany. 
Například vržené  stíny  jsou zdrojem nepříjemných hran.  Tyto hrany sice  mají  přímou souvislost 
s hranicí  původního objektu, která není  triviální,  ale pro rozpoznání  pravé hrany objektu jsou tyto 
vržené stíny spíše komplikací. Na druhou stranu pokud barva objektu splývá s pozadím, nevzniknou 
hrany   žádné.  Dalším zdrojem   falešných   hran  mohou   být   odlesky   světla   od   hladkých  materiálů 
a v neposlední řadě také sama textura objektů.
Pokud se tedy hrana definuje jako náhlá změna jasu, pak maximum její první derivace určuje 
směrnici  kolmou k této  hraně.  Výpočet   této  směrnice   lze  aproximovat  pomocí  konvoluce,   jež   se 
provede se vstupním obrazem a konvolučním jádrem. 
17









−10 01  01 −10 
● Prewittové operátor 3x3. Slouží k detekci hran v y ose, pokud se vyžaduje detekce v x­ose 
stačí matici analogicky upravit. Popřípadě se dají zkonstruovat i jádra pro šikmé směry. 




−2 −2 −2 −2 −2−1 −1 −1 −1 −10 0 0 0 01 1 1 1 1






−1 −2 −10 0 01 2 1 
● Kirschův operátor 
−5 −5 −53 0 33 3 3 
● Robinsonův operátor 











Laplacián   je   stručně   řečeno   všesměrová   druhá   derivace   a oproti   gradientu   je   to   skalární 
hodnota, přicházíme tedy o informaci o směru. Vzhledem k tomu, že je laplacián druhou derivací, má 
nulovou hodnotu v místě středu hrany, tedy tam, kde je velikost gradientu maximální.
Δ=∇ 2 f x , y=∂
2 f x , y 
∂ x 2

∂2 f x , y 
∂ y2
(2.31)
Druhou   derivaci   lze   v diskrétním prostoru   aproximovat   konvolucí   prvních   derivací.   Takto 
vypadá např. jeho maticové vyjádření.
Δ=0 1 01 −4 10 1 0
20
2.6.2 Detekce rohů
Detekování   rohů   v   obraze   je   jedním z   nejdůležitějších   zdrojů   informací   popisujících   geometrii 
detekovaného objektu. Proto v této kapitole budou popsány některé nejznámější detektory rohů.
2.6.2.1 Moravec algoritmus
Dle  [WIK02]  je Moravec3  algoritmus jeden z prvním algoritmů zabývajících se detekcí rohů podle 





V u , v x , y= ∑
a , b∈window
I xua , yvb−I xa , yb2 (2.32)
● Jako výstupní hodnota pro daný pixel se vyhodnotí minimum ze všech směrů












  C=∇2 I−c∣∇ I∣2 (2.34)








C x , y =min  I P−IC 
2 IP'−IC 
2 ,∀ P ,P '   (2.35)
Kde IC je intenzita v centru kružnice, IP je intenzita v bodě P a IP'  je intenzita v bodě P'. V této 
chvíli nastávají čtyři možnosti viz. obrázek 2.15 .
a) Zkoumaný   bod   se   nachází   ve   vnitřní   oblasti,   jestliže   platí   IC≈I P≈ I P' pro   všechny 
spojnice z P do P' přes C.
b) Bod   se   nachází   na   hraně   v případě,  že   existuje   pouze   jedna   spojnice  mezi   P do  P' přes 









je  možno   eliminovat   pomocí   filtrace   (např.   medián)   nebo   gaussovského   rozmazání.   Z kruhové 
reprezentace je potřeba při samotném výpočtu přejít na reprezentaci v rastru. Tento převod je potřeba 
provést pomocí interpixelové aproximace.
Výpočty změn intenzit  v horizontální  a vertikálním směru  jsou dány jednoduchým vztahem 
2.36.
CSIMPLE=minr A , r B
r A= I A−I S 
2 I A'−I S 
r B= I B−I S
2 I B'−I S
(2.36)
Výpočet   přímek,   které   prochází   středem   kružnice,   avšak   neprochází   osami   souřadného 
systému, je poněkud složitější. Lineární aproximace se provádí podle následujícího vztahu.
C INTERPIXELx , y =min r1x  , r 2x 
r1x =A1 x
22B1 xC
r 2x =A2 x
22B2 xC
B1= IB−I A I A−I S  I B'−I A' I A '−I S
B2= IB−I A ' I A'−I S IB '−I A I A−I S












Maskou se postupně  projde celý  obraz,  pixel  po pixelu.  Podle  [WIK02]  se v každém bodě 
provede následující porovnávací funkce.
c  m=e
 I m− I m 0
6
t   (2.38)




c m   (2.39)
Kde n dává počet pixelů v masce M se stejnou nebo podobnou intenzitou jako zkoumaný pixel. 
Samotný operátor USAN je definován následovně.
RM ={g−nM  jestliže n M g0 v ostatních případech }   (2.40)
Kde g se nazývá geometrický threshold. Operátor vrací kladný výsledek pouze v případě, že je 















zmíněná   skupina  metod   je  nevhodná   k   řešení   problémů   tématu  mé   diplomové   práce.  Statistické 
metody reprezentují danou texturu vektorem příznaků.
2.6.3.1 Barevný histogram 
Textura   se   dá   vyjádřit   vektorem   hodnot,   kde   složky   vektoru   představují   sloupce   barevného 
histogramu   specifického   pro   danou   třídu   textury.   Texturní   příznaky   postavené   na   barevných 
histogramech  mají   tu   výhodu,  že   jsou   invariantní   vůči   rotaci,   translaci   i změně   projekce  ve  3D 
prostoru. Bohužel pokud se jedná o barevný histogram provedený nad barevným prostorem RGB, 
jsou tyto příznaky citlivé na změnu osvětlení objektu. 
Barevný histogram nad obrazem I je možné vyjádřit jako vektor hodnot h=h1,h2 , .. . , hn  , 










Haarovy příznaky jsou typickým zástupcem příznaků,  které  se používají  v metodách statistického 
rozpoznávání se slabými klasifikátory (např. AdaBoost). Haarovy příznaky jsou definovány pomocí 
banky   frekvenčních   filtrů   (Haarových   bází)   a textura   je   tedy   určena   vektorem   příznaků,   kde 
jednotlivé   prvky   vektoru   jsou   odezvy   segmentu   na   jednotlivé   báze,   kde   báze   jsou   vlastně 
konvolučními jádry
Na obrázku  2.19  je ilustrace příkladů  Haarových bází.  Velikou výhodou těchto příznaků  je jejich 
potenciální   počet,   kterým  se   dá   popsat   segment   obrazu.   Toto   je   typicky   využito   v již   řečeném 







x b   (2.42)
Kde W je množina pixelů pod bílou částí báze a B je množina pixelů pod černou částí báze. 
Další   pozitivum  těchto  příznaků   je   rychlost  výpočtu   odezvy  pomocí   optimalizace  předpočítáním 
integrálního obrazu. Integrální obraz má stejnou velikost jako obraz originální. V každém svém bodě 
udává součet pixelů v obdélníku od aktuálního bodu do levého horního rohu. Tímto přístupem se 
rovněž   zajistí  konstantní  čas  výpočtu   jakkoliv  veliké  obdélníkové   oblasti  v  obraze,  na   rozdíl  od 
obyčejného sekvenčního algoritmu součtu obecně  jakkoliv velké  obdélníkové  oblasti,  přičemž  čas 
výpočtu algoritmu je přímo úměrný velikosti oblasti, nad kterou se počítá.
Vzorec 2.43 demonstruje matematickou reprezentaci integrálního obrazu.
ii x , y= ∑
x '≤x , y '≤y




r x , y=r x , y−1i  x , y
ii x , y=ii x−1, y r x , y
  (2.44)
Výpočet obdélníkové oblasti, která nemá levý horní roh v bodě [0,0], se počítá vzorcem 2.45 .


































metodou  K­means  klasifikovány chybně.  Jedná  se  o  shluky,   jež  nemají  hustotu bodů   centrovánu 















exp[−12  x− 
2]   (2.47)
A maxima jsou v místech, kde se gradient (první derivace) rovná 0.
∇ f x=0   (2.48)
Stručný postup výpočtu je možno shrnout následovně.
● V   každém   vzorku   se   vypočítá   lokální   maximum   funkce,   do   kterého   algoritmus 
dokonvergoval, a tato hodnota se zapamatuje.
● Ty vzorky, které dokonvergují do stejného maxima, prohlásíme za shluk. 







Metoda   Connected   Component   Labeling   (dále   CCL)   je   také   často   označovaná   jako   metoda 










● Pokud   jsou   okolní   body   součástí   pozadí,   přiřadí   se   danému   pixelu   nová   hodnota 
(štítek,barva).
● Jeli právě jeden ze sousedů nenulový, přiřadí se danému pixelu hodnota tohoto souseda.
● Je­li   více   sousedních   pixelů   nenulových,   přiřadí   se   danému   pixelu   hodnota   náhodně 
vybraného souseda.  Pokud dojde  k situaci,  že  okolní   sousedi  nemají   stejnou hodnotu,   je 
potřeba si tuto kolizi zaznamenat do pomocné tabulky.
V druhém kroku algoritmu se již prochází obrázek, který má obarveny všechny oblasti, některé 





Po nastudování  metod zaměřených na detekci  byl  navrhnut  detektor objektů,   jehož  schéma je na 
obrázku 3.1. Jako implementační jazyk byl v souladu se zadáním diplomové práce zvolen jazyk C++ 
s podpůrnou   knihovnou   pro   zpracování   obrazů   OpenCV.   Implementované   funkční   bloky   byly 
naprogramovány jako samostatné knihovny a jsou spojovány do funkční posloupnosti voláním těchto 
knihovních funkcí a využitím jejich tříd.
Při   řešení  práce byl  kladen důraz  především na maximálním využití   již  vytvořeného kódu 
z knihovny  OpenCV,   která   je   specializovanou   knihovnou   pro   zpracování   obrazu.  Můžeme   tedy 
předpokládat, že implementace daných algoritmů je v této knihovně odladěny a optimalizovány. Další 
výhodou této knihovny je její  multiplatformnost,   jež  byla rovněž  vyžadována v zadání.  Aby bylo 
dosaženo maximální  možné přenositelnosti, a to i na úrovni zdrojových kódů, bylo pro zpracování 








dopravníkovém   páse,   lze   tedy   úspěšně   předpokládat,   že   tyto   objekty   jsou   pouze   pohyblivé 
a dokonce s  konstantním rychlostním a směrovým pohybovým přírůstkem.  Tato  skutečnost  plyne 
z optimálních podmínek umístění kamery, která je napevno umístěna nad pásem a snímá jednotlivé 
objekty z profilu, a také z konstantně se pohybujícího pásu. 
Návrh a  implementace celého systému se  tímto faktem velmi zjednodušuje,  především pak 
blok zabývající se trasováním objektů. Dalším faktorem, jenž zjednodušuje situaci oproti obecnému 
sledování   objektů,   je   fakt,   že   sledované   objekty   se   během   detekce   pohybují   po   rovině,   jež   je 
rovnoběžná s rovinou, kterou snímá kamera a nemusí se tedy pracovat s perspektivou v 3D prostoru.
V celém systému jde hlavně o volbu vhodného poměru kvality detekce ku rychlosti zpracování. 
Celý  systém musí  pracovat v reálném čase a odchylka výsledků  detekce musí  být  samozřejmě  co 
nejmenší, s určitou chybovostí se však musí počítat vždy.
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Po   seznámení   se   a po  prostudování   problematiky  průmyslových   sledovacích   aplikací   jsem 
navrhl   schéma   systému,   jenž   odráží   všechny   aspekty   navrhovaného   řešení.   Toto   schéma   je 
vyobrazeno   na   obrázku  3.1  a v následujících   odrážkách   jsou   popsány   jednotlivé   bloky   tohoto 
schématu.
● Vstupem systému  je   senzor,   v úlohách  pro  detekci   objektů   bude  úlohu   senzoru  většinou 
zastávat  videokamera,  která   bude   snímat  dopravníkový  pás.   Informace   jdoucí   ze  senzoru 
budou mít v našem případě podobu video streamů nebo sekvencí snímků.
● Samotný   výpočet   detekce   probíhá   na   počítači,   jenž   je   od   kamery   fyzicky   oddělen   přes 
rozhraní.  V průmyslových podmínkách, kde nelze zaručit bezprašnost prostředí,  popřípadě 
není  možné   umístit   počítač   do  blízkosti   kamery,   jsou   informace   ze   senzoru   zasílány  po 
lokální  počítačové  síti  na  počítač,  kde běží  aplikace zpracování  obrazu.  V případě,  že  je 
kamera umístěna v blízkosti počítače, je možné využít jiné rozhraní pro přenos snímků, např. 
FireWire nebo USB. Tato rozhraní přinášejí obecně lepší výkon než využití síťového přenosu.












● V modulu   trasování   objektů   se   sledují   jednotlivé   bloby,   které   jsou   v této   chvíli   již 














stream=InitNetStream();           //inicializace streamovaného zdroje
objects=new Set of Object;       //inicializace prázdné množiny nalezených 
objektů
while(image=stream.getImage()){ //Načítání jednotlivých obrázků
roi=getSubImage(image); //Vyjmuti relevantního regionu
grayImage=convertRGB2GRAY(roi); //P evod na odstíny šediř
grayImage=correctLensDistortion(grayImage); //Korekce zak iveni ř
//čočky
mask=threshold(grayImage); //Vyprahování
mask=dilate(mask); //Zapln ní d rě ě
blobs=findBlob(mask); //Nalezeni blobů
removeSmallBlob(blobs); //Odstran ní velmi malých blobě ů
foreach(blob from blobs){ //Iterace p es všechny nalezené blobyř
if(blob.size>size){ //Pokud je blob p íliš velikýř
checkSplitBlob(blob,blobs); //Zkontroluje se jestli 
//nejde o spojený blob
}
}
foreach(blob from blobs){ //Iterace p es všechny nalezené blobyř
updateTraceObject(blob,objets) //trasovani objektu
}





nad   dopravníkovým pásem.  Dále   je   zde   rozebrána   problematika   předzpracování   obrazu   jakožto 
výstupu senzoru a jeho optimalizace pro další zpracování.
3.2.1 Výběr kamery a její umístění
Výběr   samotného   snímacího   senzoru,   v našem   případě   kamery,   je   velmi   citlivá   část   celé 
implementace   systému.   I  výborně   navržený  detektor  objektů  může  dávat  podprůměrné  výsledky, 
pokud má nekvalitní vstupy. Proto je potřeba výběru vhodné kamery věnovat patřičnou pozornost.
Pro detekci objektů na dopravníkovém páse musí kamera dodávat dostačující počet snímků za 
sekundu (dále   fps   ­   frames per  second).  Výběr  minimální  vhodné  hodnoty  fps  nejvíce ovlivňuje 
rychlost  dopravníkového pásu,  kde  by při  malém fps  a   rychlém pásu mohlo  docházet  k chybám 
detekce.
Dále   by  měla  mít   kamera   dostačující   rozlišení   obrazu   pro   danou   detekční   úlohu.   Tento 
parametr je velmi specifický na daném problému, v našem případě se jako dostačující rozlišení jeví 
640*480 pixelů.
Dalším významným faktorem,  který   je  potřeba  vzít  v  úvahu  při  návrhu,   je   způsob   jakým 
















Pro testovací  účely bylo nezbytné,  aby byla kamera dosažitelná i z vnější  sítě (z internetu). 
Z bezpečnostních   důvodů   nebylo  možné   nastavit   této   kameře   veřejnou   IP   adresu,   nicméně   byl 
problém vyřešen pomocí přesměrování portu 3743 ve firemním směrovači na vnitřní IP adresu a port 
8080.
Po   namontování   kamery   se   objevil   problém  s   vysokou  mírou   vodních   par   vycházejících 
z kontinuální mikrovlnné pece, jež je součástí dopravníkového pásu, a detekované objekty vstupují 






























V detailu obrázku  3.2  si můžeme všimnout nesourodosti pozadí  pásu, kde jednotlivé pixely 
tohoto   výřezu,  mají   značně   odlišné   odstíny.   Tento   typ   šumu   lze   s úspěchem   odstranit   pomocí 












Na  obrázku  3.3  je   snímán dopravníkový   pás,  na  okrajích  obrázku   si  můžeme  povšimnout 
typické optické vady snímacího zařízení tzv. rybího oka. Inverzní transformace k zakřivení čočky se 
dá vypočítat následující rovnicí 3.1.
P ' x=Px 1−ax∣P∣
















































Z   výstupu   bloku   pro   extrakci   popředí   vychází  maska   popředí,   ve   které   je   potřeba   nadetekovat 




je popsán v kapitole  2.7.3. V  této kapitole  je rozebráno více segmentačních metod, nicméně právě 
CCL,  byla  vybrána   jako  vhodná  metoda  pro  danou  úlohu,   jednak  díky  dostačujícím výsledkům 
a mimo jiné také pro svoji výpočetní nenáročnost.






Jak   bylo   výše   popsáno   v   každém  snímku   jsou   nalezeny   bloby   reprezentující   objekty   v daném 
časovém okamžiku. Vyvstává tedy potřeba sledovat tyto objekty v čase, dále predikovat jejich pohyb 
a určit zda daný je totožný s objektem z předchozího snímku, popřípadě že se jedná o objekt nový. 







optimalizovaný   na  daný   problém a  časovou  náročnost  výpočtu.  Pro  zápis   algoritmu   jsem zvolil 
pseudojazyk podobný jazyku C++, ve kterém je celý systém naimplementován.  
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označen objekt,  který   ještě  nebyl  započítán,  zeleným pak již  započítaný  objekt  a červeným příliš 
velký  blob.  Bílá  čára uprostřed je dělící  čárou,  kdy projetím objektu přes  tuto čáru dojde k jeho 
započítání.
Global objects=new Set of Object(); //inicializace prázdné množiny nalezených objektů
....
updateTraceObject(blob,objets){
      foreach(blob from blobs){ //Iterace p ese všechny nalezené blobyř
foreach(object from objects){ //Iterace p ese všechny trasované objektyř
      if(object.isNewPosition(blob)){ //kontrola zda je blob potenciální posunuty 
//objekt
object.updatePostion(blob); //nastaveni nové pozice objektu a upravení 
//vektoru posunu
foreach break; //ukonceni iterace p eze objektyř
      }
}
blobs.put(new Object); //pokud nebyl blob p i azen žádnému objektu p idá ř ř ř
//se do seznamu jako nový objekt
       }
       foreach(object from objects){ //Iterace p ese všechny trasované objektyř
if(!object.isDetect) //pokud nebyl objekt v současném snímku 
//nadetekován 
      object.hideCount--; //zvýší se počítadlo kdy byl object nezdetekovan
      if(object.hideCount>MAX_HIDE_COUNT){ //pokud toto číslo p ekročí mezř
objects.remove(object); //je objekt vymazán
      }else{
object.move(); //posunuti o posledni známý vektor
      }
}









rukou obsluhy pásu (více v kapitole  3.4.1)a daný  objekt nebyl při  průjezdu přes dělící  čáru vidět. 
Je proto nutné provádět při každé iteraci nad snímky kontrolu, zda všechny objekty, které se nachází 
v oblasti za dělící čárou, jsou již započítány.
Tento jednoduchý  princip vyžaduje pouze jediný  nastavovací  parametr a tím je pozice této 
dělící   čáry,   která   byla   v   implementaci   umístěna   zhruba   doprostřed   snímaného   prostoru   viz. 
obrázek 3.6. 
Algoritmus počítání by se dal popsat pomocí pseudokódu následovně.
DetectionLine=200; //X pozice d lící čáryě
counterObject=0; //Globální počítadlo nadetekovaných objektů
...
countObject(objects){
      foreach(object from objects){ //Iterace p ese všechny trasované objektyř
if(!object.isCount) //pokud nebyl objekt ješt  započítáně
      object.isCount=true; //Objekt se označí jako započítaný
      counterObject++; //Zvýší se počítadlo objektů
}














Při   vniknutí   cizího   objektu   do   scény   se   většinou   překryjí   již   detekované   objekty   tímto 







aby   nedošlo k   jeho   započítání.  U naprosté   většiny   případů   je   cizí   objekt   ve   scéně   obsažen   jen 
















algoritmu vyrovnávat  se s občasnou ztrátou blobu.  Z masky rohů  se vyextrahují   jednotlivé  bloby 
následovně. 
Z analýzy problému vyplývá,  že detekované  objekty  jsou vždy čtvercového profilu,  z toho 
plyne, že vzdálenost mezi sousedními rohy je dána následujícím vztahem.
d 1=a d 2=a2a2   (3.4)
Kde d1  je vzdálenost mezi sousedními rohy (sousednost po hraně), d2 je vzdálenost bodů po 




R={x∣x∈M ,∀ r∈R∧r≠x∧d1≤∣xr∣≤d2}   (3.5)




















● ­h   při   zadání   tohoto   přepínače   vypíše   program  na   standardní   výstup   návod   pro   použití 
programu























Na   následujícím   obrázku  3.9  je   ukázáno  GUI   (graphics   user   interface).  Černý   obdélník 




















Rychlost   zpracování   snímků,   bez   zobrazení   testovacího   gui,   na   počítači   Lenovo   R61 
s procesorem   Intel  Duo  Core   2GHz,   operační   pamětí   2GB   a   operačním  systémem  Ubuntu   8.4 
dosahovala  průměrných hodnot  kolem 120 fps.  Rychlost  zpracování   se  zapnutým vykreslováním 
průběhu detekce byla znatelně pomalejší, převážně z důvodu čekání na výsledek rutiny cvWaitKey, 
která má za úkol načítat uživatelský vstup z klávesnice.
Průměrné  vytížení  paměti  se pohybovalo kolem 8MB, při  běhu bez testovacího gui se tato 
hodnota mírně zmenšila. 






zadání,   tedy  prostudování   základů   zpracování  obrazu a  detekce  objektů  v  obraze,  byl   zpracován 
v první  části   technické  zprávy.  V této  části   je   také   rozebrán další  bod zadání  a   to seznámení   se 
s problematikou průmyslových aplikací počítačového vidění.
V   následujících   kapitolách   shrnu   obsah   této   části.  Druhá   kapitola   se   zabývá   teoretickým 
zpracováním obrazu pro detekci pohybujících se objektů včetně rozboru jednotlivých fází. 
Tyto   fáze   byly   rozčleněny   do   jednotlivých   podkapitol.   První   podkapitola  2.1  se   zabývá 
rozborem   barevných   prostorů   a   jejich   přínosu   pro   zpracování   obrazu,   včetně   jejich   využití 
v konkrétních aplikacích. Následující kapitola 2.2 osvětluje pojem ekvalizace obrazu a jeho místo ve 
zpracování   obrazu   v   aplikacích   zaměřených   na   detekci   objektů.   Kapitola  2.3  je   zasvěcena 




Následující   kapitola  2.6  pojednává   o extrakci   dalších   pomocných   příznaků,   jenž   mohou 
případnou detekci  zkvalitnit   jedna se především o detekci  hran,  detekci  rohu a  texturní  příznaky. 







samotné   implementace systému. V jednotlivých podkapitolách jsou rozebírány funkční  bloky pro 
detekci objektů na dopravníkovém páse. V kapitole 3.2 je rozebrána problematika výběru vstupního 





chybových   stavů   měla   detekce   a   vyřešení   spojení   blízkých   blobů.   V   kapitole  3.5  je   popsán 
programový manuál včetně použití příkazové řádky a konfiguračního souboru. Dále se tato kapitola 
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zabývá   podmínkami   pro   úspěšnou   kompilaci   programu.   Výsledný   vzhled   aplikace   je   nastíněn 
v následující kapitole 3.6.
V  rámci  bodu  zadaní,   experimentace   s   implementací,   byla  v průběhu  posledního  semestru 
provedena montáž kamery nad výrobní linku v provozu firmy Láník Techservis Boskovice. Bohužel 
vybraná  kamera neměla  patřičné  parametry a nebylo možné  sledování  online dat skrze vnější  síť. 
Proto   odladění   systému   bylo   provedeno   na   testovacích   datech   jenž,   byly   pořízeny   během 
semestrálního projektu.











[HLA02] prof.   ing.  Václav Hlaváč  CSc,  Předzpracování  v  prostoru obrazu.  Praha,  Fakulta  
elektrotechnická ČVUT 2007. 


































































 * Funkce provadi opravu zakriveni cocky
 * @param src vstupni obrazek
 * @param dst vystupni obrazek
 * @param aplha zakriveni cocky
 * @return -1 jako chybu v pripade ze nesouhlasi rozmer vstupniho a vystupniho obrazku. 0 pokud vse probehlo 
v poradku 
 */











for (j=0; j<h; j++) {





x = (2 * i-w) / (double)w;
y = (2 * j-h) / (double)h;
r = x*x + y*y;
x2 = x * (1 - alpha->val[0] * r);
y2 = y * (1 - alpha->val[1] * r);
i2 = (x2 + 1) * w / 2;
j2 = (y2 + 1) * h / 2;






if (aacount > 0) {
dataDst[(i+j*w)*3]=(uchar)pixel.val[0]/aacount;
dataDst[(i+j*w)*3+1]=(uchar)pixel.val[1]/aacount;
dataDst[(i+j*w)*3+2]=(uchar)pixel.val[2]/aacount;
}
}
}
return 0;
}
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Dodatek B
Kalibrační obrazec
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Dodatek C
Parametry kamery DCS­900
● Rozhraní: 10/100Mbps
● Senzor: 1/3” CMOS Digital VGA
● Barevná hloubka: 24­bit RGB
● Rozlišení: 640x480, 320x240 
● Komprese: JPEG
● Počet snímků za sekundu: až 20 fps
● Minimální osvětlení: 2.5lux@f1.4, 3000K 
● Uzávěrka: 1/60 ~ 1/15000 s
● Ostřící vzdálenost: 20cm ~ nekonečno
● Clona: F 1.8
● Ohnisková vzdálenost: 6.0 mm
● Napájecí napětí: DC 5V/2.5A 
● Příkon: 4.5Watt (900mA x 5V) 
● Provozní teplota: 5° ~ 40°C 
● Provozní vlhkost vzduchu: 5% ~ 95% 
● Rozměry: 2.5” (L) x 2.5" (W) x 2.75" (H) 
● Váha : 0.61 lbs
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Dodatek D
Ukázky korekcí zakřivení čočky
Zleva: originální obraz, transformovaný obraz s zakřivením 0.08, transformovaný obraz s zakřivením 
­0.08.
Dodatek E
Vzorový konfigurační soubor
source=video.avi
window_position=245 95
window_size=128 280
detection_line_pos=250
gui=true
dx=-2
dy=0
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Dodatek F
Způsob umístění kamery nad linkou
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