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FURTHER RESULTS ON THE INDUCIBILITY OF d-ARY TREES
AUDACE A. V. DOSSOU-OLORY AND STEPHAN WAGNER
Abstract. For a d-ary tree (every vertex has outdegree between 2 and d) D with |D| = k
leaves, let γ(D,T ) be the density of all subsets of k leaves of the d-ary tree T that induce a
copy of D. The inducibility of D is lim sup|T |→∞ γ(D,T ). We give a general upper bound
on the inducibility of D as a function of the inducibilities of its branches. Moreover,
we demonstrate that the bound is sharp for infinitely many d-ary trees. A d-ary tree is
called balanced if the number of leaves in any two of its branches differs at most by one.
We obtain an improved upper bound on the inducibility of an arbitrary balanced d-ary
tree. We give several examples proving that the bound is sharp for every given number of
leaves. In particular, the precise inducibilities of certain balanced d-ary trees are derived.
Furthermore, we present a lower bound that asymptotically matches the (improved) upper
bound under specific restrictions. We also demonstrate that the sequence of complete d-
ary trees contains a positive density of any fixed d-ary tree in the limit.
1. Introduction
The inducibility belongs to the class of graph invariants that considers the number
of isomorphic embeddings to a finite graph. Its investigation began with paper [14] by
Pippenger and Golumbic. Since that time, the notion has been explored quite thoroughly
with a lot of papers being written on computing this graph invariant in various instances
[1–4, 9, 11–13, 16, 17]. Much less is known on the inducibility in the context of trees. To
the best of our knowledge, the first mention of the inducibility in the context of trees goes
back to a 2016 paper [5] by Bubeck and Linial who introduced the subject for trees with a
given number of vertices. Around the same time, in providing an answer to a question from
phylogenetics, Czabarka, Sze´kely and Wagner [7] introduced and studied the inducibility
for rooted binary trees with a given number of leaves. More recently, this work has been
extended in [6] to d-ary trees for every d ≥ 2, and in [8] to topological trees at large.
All trees considered here are undirected and rooted (with the root at the top). A rooted
tree is called a topological tree (as in [8]) if it has no vertices of outdegree 1. If a tree has
only one vertex, this vertex is regarded as both root and leaf. The unique subtree induced
by a subset L of leaves of a topological tree T is obtained by first extracting the minimal
subtree of T that contains all the leaves in L, and then deleting all vertices of outdegree 1.
2010 Mathematics Subject Classification. Primary 05C05; secondary 05C07, 05C30, 05C35, 05C60.
Key words and phrases. inducibility, d-ary trees, leaf-induced subtrees, balanced trees, even trees, com-
plete trees, maximum density, binary caterpillars, bounds.
Research of the first author was supported by Stellenbosch University in association with African Insti-
tute for Mathematical Sciences (AIMS) South Africa, research of the second author was supported by the
National Research Foundation of South Africa, grant number 96236.
1
ar
X
iv
:1
81
1.
11
23
5v
1 
 [m
ath
.C
O]
  2
7 N
ov
 20
18
2 AUDACE A. V. DOSSOU-OLORY AND STEPHAN WAGNER
We call any subtree obtained this way a leaf-induced subtree of T . Note that a leaf-induced
subtree of T has a root in a natural way – its root is precisely the most recent common
ancestor shared by the leaves of T that induce it.
Figure 1 below is a topological tree together with one of its leaf-induced subtrees.
`1 `2 `3 `4 `1 `2 `3 `4
Figure 1. A topological tree (left) and the subtree induced by four leaves
{`1, `2, `3, `4} (right).
We shall write |T | for the number of leaves of T . A copy of a topological tree D in T is
any leaf-induced subtree of T isomorphic (in the sense of isomorphism of rooted trees, i.e.,
roots are preserved under the bijection) to D. We shall denote the total number of copies
of D in T by c(D,T ). We note that 0 ≤ c(D,T ) ≤ (|T ||D|).
A topological tree in which every vertex has outdegree no more than d (where d ≥ 2
is fixed) is called a d-ary tree as in [6]. We will often simply refer to the cases d = 2
and d = 3 as binary trees and ternary trees, respectively. Binary trees are also known as
phylogenetic trees in the literature and they are of interest to mathematical biologists [15]—
for instance, binary trees are used to visualise the processes of speciation of current species
descending from a common ancestor, or to infer evolutionary relationships from aligned
genetic sequence data.
Broadly speaking, the inducibility of a tree provides a measure of the largest density at
which the given tree can be found inside a large tree. From a more formal perspective, the
inducibility Id(D) of a d-ary tree D is the limit superior, taken over all d-ary trees, of the
density of subsets of |D| leaves of T that induce a copy of D:
Id(D) := lim sup
|T |→∞
T d-ary tree
c(D,T )(|T |
|D|
) .
By a strictly d-ary tree, we mean a d-ary tree in which every non-leaf vertex has outdegree
exactly d. It is not hard to show that |T | ≡ 1 mod (d− 1) for every such tree T .
From now on, unless otherwise specified, d is always an arbitrary but fixed positive
integer greater than 1.
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Set γ(D,T ) = c(D,T )/
(|T |
|D|
)
, which is the probability that |D| distinct random leaves
of T induce a copy of D, or the density of D in T (for short). In an earlier paper, the
following two asymptotic formulas were proven [6]:
max
|T |=n
T strictly d-ary tree
γ(D,T ) = Id(D) +O
(
1√
n
)
, max
|T |=n
T d-ary tree
γ(D,T ) = Id(D) +O
(
1
n
)(1)
and hence,
Id(D) = lim
n→∞
max
|T |=n
T d-ary tree
γ(D,T ) = lim
n→∞
max
|T |=n
T strictly d-ary tree
γ(D,T ) .
Moreover, it was shown, among other things, that Id(D) > 0 for every d-ary tree D, and
lower bounds on the inducibility Id(D) were given under various assumptions.
The purpose of this note is multifold:
• we develop a new general lower bound on the inducibility of an arbitrary d-ary
tree—Theorem 1;
• we establish a general upper bound on the inducibility of a d-ary tree as a function
of the inducibilities of its branches—Theorem 2 (and Corollary 5 for instance);
• we present an improved upper bound on the inducibilities of d-ary trees that are
‘balanced’ as a function of the inducibilities of their branches—Theorem 7;
• we give several examples showing that the improved upper bound is also sharp, and
furthermore, provide a characterisation of the d-ary trees that attain the bound
(Theorem 12);
• we give an asymptotic formula for the density of certain balanced d-ary trees in
strictly d-ary trees (Theorem 12)—in this special case, this improves on the error
term in (1); it is generally an open question whether the bound O(|T |−1/2) can be
improved further for all d-ary trees D and every d > 2.
2. Setting up a general recursion
Rooted trees are predestined for recursive approaches. For a d-ary tree D with branches
D1, D2, . . . , Dr, we define the equivalence relation ∼D on the set of all permutations of the
indices 1, 2, . . . , r as follows: for two permutations pi and pi′ of {1, 2, . . . , r},(
pi(1), pi(2), . . . , pi(r)
) ∼D (pi′(1), pi′(2), . . . , pi′(r))
if for every j ∈ {1, 2, . . . , r}, the tree Dpi(j) is isomorphic (in the sense of rooted trees)
to the tree Dpi′(j). Further, we denote by M(D) a complete set of representatives of all
equivalence classes of the equivalence relation ∼D. Thus, if m1,m2, . . . ,mc denote the
multiplicities of the branches of D with respect to the equivalence relation ∼D, then the
size of M(D) is precisely
|M(D)| =
(
r
m1,m2, . . . ,mc
)
.
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We can set up a recursion for the number c(D,T ) of copies of D in a d-ary tree T . To
this end, we make use of the set M(D) which accounts for the possibility that some of the
branches of D are isomorphic. We get the following identity:
c(D,T ) =
d∑
i=1
c(D,Ti) +
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
c
(
Dpi(j), Tij
)
,(2)
which is valid for every d-ary tree T with branches T1, T2, . . . , Td (some branches are allowed
to be empty). The proof of this formula is straightforward. In words, (2) is established as
follows:
• The term ∑di=1 c(D,Ti) is the number of subsets of leaves that belong to a single
branch of T and induce a copy of D.
• The expression ∏rj=1 c(Dpi(j), Tij) stands for the number of copies of D in which its
branches Dpi(1), Dpi(2), . . . , Dpi(r) are induced by subsets of leaves of Ti1 , Ti2 , . . . , Tir ,
respectively. We sum this expression over all subsets of r elements of the set of
branches of T and all permutations pi in M(D), so as to take into consideration the
possibility that some branches of D might be isomorphic.
Equation (2) will be used repeatedly in various places of this paper.
Finally, we say that a sequence T 1, T 2, . . . of d-ary trees such that the number of leaves
of T n tends to infinity as n→∞, is asymptotically maximal for a d-ary tree D if
lim
n→∞
γ(D,T n) = Id(D) .
In other words, the sequence T 1, T 2, . . . of d-ary trees yields the inducibility of D in the
limit.
3. Bounding the inducibility
For our first result, which offers a lower bound on the inducibility of an arbitrary d-ary
tree, we need to define a specific class of d-ary trees.
By a star, we mean a topological tree in which all edges are incident with a single vertex
(the root of the tree). The symbol Sk will denote the star with k leaves. An example of a
star is shown in Figure 2.
Figure 2. The star S6 with 6 leaves.
The complete d-ary tree of height h – which we shall denote by CDdh – is defined recur-
sively as follows: CDd0 has only one vertex and for h > 0, the tree CD
d
h is obtained by
joining d copies of CDdh−1 (their respective roots) to a new common vertex (the root of the
tree CDdh).
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Note that the height of a rooted tree is the distance from the root to a leaf farthest from
the root and thus CDdh has precisely d
h leaves. For example, CDd1 is the d-leaf star. See
also Figure 3 for the complete ternary tree of height 2.
Figure 3. The complete ternary tree CD32 of height 2.
Our first two theorems demonstrate the special role that complete d-ary trees play in
the study of the inducibility of certain d-ary trees. Moreover, the first theorem also implies
that every d-ary tree appears in a positive density as a leaf-induced subtree in complete
d-ary trees of sufficiently large height.
Theorem 1. Fix an arbitrary positive integer d ≥ 2. The limit
lim
h→∞
γ
(
D,CDdh
)
exists for every d-ary tree D and is given by
|M(D)|
(
d
r
)( |D|
|D1|,|D2|,...,|Dr|
)
d|D| − d
r∏
i=1
lim
h→∞
γ
(
Di, CD
d
h
)
,
where D1, D2, . . . , Dr denote the branches of D.
Proof. Fix d ≥ 2 and consider a d-ary tree D with branches D1, D2, . . . , Dr. We employ
the normalised recurrence relation
γ
(
D,CDdh
)
= d ·
(
dh−1
|D|
)(
dh
|D|
) · γ(D,CDdh−1)
+
(
d
r
) ∑
pi∈M(D)
∏r
i=1
(
dh−1
|Dpi(i)|
)
(
dh
|D|
) r∏
i=1
γ
(
Dpi(i), CD
d
h−1
)
obtained through the specialisation T = CDdh in the general recursion (2) when passing
to the density γ(D,T ) (recall that for h > 0, all the branches of CDdh are isomorphic to
CDdh−1).
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Letting h→∞, and applying lim inf to both sides of this normalised equation, we obtain
the following:
lim inf
h→∞
γ
(
D,CDdh
) ≥ d1−|D| · lim inf
h→∞
γ
(
D,CDdh−1
)
+
(
d
r
) ∑
pi∈M(D)
[
|D|!
|Dpi(1)|! · |Dpi(2)|! · . . . · |Dpi(r)|! ·(
r∏
i=1
d−|Dpi(i)|
)
r∏
i=1
lim inf
h→∞
γ
(
Dpi(i), CD
d
h−1
) ]
,
which implies (after rearranging terms accordingly) that
lim inf
h→∞
γ
(
D,CDdh
) ≥ |M(D)|(d
r
)( |D|
|D1|,|D2|,...,|Dr|
)
d|D| − d
r∏
i=1
lim inf
h→∞
γ
(
Di, CD
d
h
)
as |D1| + |D2| + · · · + |Dr| = |D|. In the same manner, now using lim sup as h → ∞, we
also obtain
lim sup
h→∞
γ
(
D,CDdh
) ≤ |M(D)|(d
r
)( |D|
|D1|,|D2|,...,|Dr|
)
d|D| − d
r∏
i=1
lim sup
h→∞
γ
(
Di, CD
d
h
)
.
Hence, we can conclude that the desired statement of the theorem follows by induction on
the height of D, starting with height 0 (in which case the statement is trivial). 
Note that limh→∞ γ
(
D,CDdh
) ≤ Id(D), so Theorem 1 provides a lower bound on the
inducibility. This lower bound is actually attained for every complete d-ary tree; see
Theorem 7.
Our next result is a general upper bound on the inducibility of a d-ary tree. To be
precise, the result is an explicit inequality between the inducibilities of a d-ary tree and its
branches.
Theorem 2. Let D be a d-ary tree with branches D1, D2, . . . , Dr. Then the inequality
Id(D) ≤
( |D|
|D1|, |D2|, . . . , |Dr|
)( r∏
i=1
Id(Di)
)
·
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
x
|Dpi(j)|
ij
}
holds.
The bound in Theorem 2 can also be attained; see Corollary 5 for instance.
The following lemma will be needed in order to prove Theorem 2:
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Lemma 3. Let D be a d-ary tree whose branches are D1, D2, . . . , Dr. Assume that branches
with the same number of leaves are isomorphic. Then
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
x
|Dpi(j)|
ij
}
≤ 1( |D|
|D1|,|D2|,...,|Dr|
) .
Furthermore, if r = 2, |D1| = 1 and |D2| > 1 then
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2}⊆{1,2,...,d}
(
xi1 · x|D|−1i2 + x|D|−1i1 · xi2
)}
= |D|−1 .
We defer the proof of the lemma to the end of the section and now prove Theorem 2:
Proof of Theorem 2. Let D be a d-ary tree whose branches are denoted by D1, D2, . . . , Dr.
It is easy to see that for |D| = 2, the inequality in the theorem holds with equality. In
fact, for |D| = 2,
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
x
|Dpi(j)|
ij
=
1
1−∑di=1 x2i
∑
{i1,i2}⊆{1,2,...,d}
xi1 · xi2 =
1
2
by virtue of the multinomial theorem, while we have Id(D1) = Id(D2) = Id(D) = 1. So we
can assume that D has more than two leaves. We know from the proof of Theorem 3 in [6]
that
0 ≤ max
|T |=n
T d-ary tree
γ(D,T )− Id(D) ≤ |D|(|D| − 1)
n
(3)
for all n ≥ |D|. Consider a sequence T1, T2, . . . of d-ary trees such that |Tn| → ∞ as n→∞
and
max
|T |=|Tn|
T d-ary tree
c(D,T ) = c(D,Tn) .
In particular, the sequence T1, T2, . . . is asymptotically maximal for D. Denote the branches
of Tn by Tn,1, Tn,2, . . . , Tn,d (some branches are allowed to be empty). One can assume that
Tn,1 is the branch of Tn with the largest number of leaves for every n. Set αn,i := |Tn,i|/|Tn|
for every i ∈ {1, 2, . . . , d} and every n, and set βn = 1− αn,1. Since 0 < βn ≤ 1, we have
1−
d∑
i=1
α
|D|
n,i ≥ 1− α|D|n,1 −
( d∑
i=2
αn,i
)|D|
= 1− α|D|n,1 − (1− αn,1)|D| = 1− (1− βn)|D| − β|D|n .
We distinguish two cases based on whether βn is ‘small’ or ‘large’ in the limit.
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Case 1: Suppose that βn is bounded below by a positive constant δ as n→∞. In this
case we have
1−
d∑
i=1
α
|D|
n,i ≥ 1− (1− βn)|D| − β|D|n ≥ 1− (1− δ)|D| − δ|D|
for all n. According to (2), a recursion for the number of copies of D in Tn is given by
c(D,Tn) =
d∑
i=1
c(D,Tn,i) +
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
c(Dpi(j), Tn,ij) .
Using (3), we obtain
Id(D)
(|Tn|
|D|
)
≤ c(D,Tn) ≤
d∑
i=1
(
Id(D) +
|D|(|D| − 1)
|Tn,i|
)(|Tn,i|
|D|
)
+
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
(
Id(Dpi(j)) +
|Dpi(j)|(|Dpi(j)| − 1)
|Tn,ij |
)( |Tn,ij |
|Dpi(j)|
)
,
which implies that
Id(D)
|Tn||D|
|D|! +O(|Tn|
|D|−1) ≤
d∑
i=1
(
Id(D)
|Tn,i||D|
|D|! +
|Tn,i||D|−1
(|D| − 2)!
)
+
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
(
Id(Dpi(j))
|Tn,ij ||Dpi(j)|
|Dpi(j)|! +N(Tn,ij , Dpi(j))
)
,
where N(Tn,ij , Dpi(j)) is equal to |Tn,ij ||Dpi(j)|−1/(|Dpi(j)| − 2)! if |Dpi(j)| ≥ 2, and 0 otherwise.
Consequently,(
|Tn||D| −
d∑
i=1
|Tn,i||D|
)
Id(D) ≤
|D|!
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
Id(Dpi(j))
|Tn,ij ||Dpi(j)|
|Dpi(j)|! +O(|Tn|
|D|−1)
as |Tn,ij | < |Tn| for all j ∈ {1, 2, . . . , r} and n. Dividing through by |Tn||D|, we get(
1−
d∑
i=1
α
|D|
n,i
)
Id(D) ≤
|D|!
|D1|! · |D2|! · . . . · |Dr|!
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
Id(Dpi(j))α
|Dpi(j)|
n,ij
+O(|Tn|−1) .
FURTHER RESULTS ON THE INDUCIBILITY OF d-ARY TREES 9
Now using the fact that 1−∑di=1 α|D|n,i is bounded below by a positive constant as n→∞,
we deduce that
Id(D) ≤ |D|!|D1|! · |D2|! · . . . · |Dr|!
( r∏
i=1
Id(Di)
)∑{i1,i2,...,ir}⊆{1,2,...,d} ∑pi∈M(D) ∏rj=1 α|Dpi(j)|n,ij
1−∑di=1 α|D|n,i
+O(|Tn|−1)
≤
( r∏
i=1
Id(Di)
)( |D|
|D1|, |D2|, . . . , |Dr|
)
· sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
∏r
j=1 x
|Dpi(j)|
ij
1−∑di=1 x|D|i +O(|Tn|−1) .
Finally, we take the limit as n→∞: this gives us the desired result.
Case 2: If βn is not bounded below by a positive constant, then we can assume (without
loss of generality, by considering a subsequence if necessary) that the limit of βn is actually
0 as n→∞. Denote by Tn\Tn,1 the subtree induced by the leaves of Tn that are not leaves
of Tn,1.
Claim 1: We claim that the number of copies of D in Tn that involve more than one leaf
of Tn\Tn,1 is at most of order O(β2n · |Tn||D|).
For the proof of the claim, note that by definition, the number of copies of D in Tn that
involve more than one leaf of Tn\Tn,1 is at most
|D|∑
l=2
(|Tn| − |Tn,1|
l
)( |Tn,1|
|D| − l
)
.
On the other hand, we have
|D|∑
l=2
(|Tn| − |Tn,1|
l
)( |Tn,1|
|D| − l
)
≤
|D|∑
l=2
(|Tn| − |Tn,1|)l
l!
· |Tn,1|
|D|−l
(|D| − l)!
= |Tn||D|(1− αn,1)2
|D|∑
l=2
(1− αn,1)l−2α|D|−ln,1
l!(|D| − l)!
≤ |Tn||D| · β2n
|D|∑
l=2
1
l!(|D| − l)! .
This completes the proof of the claim. It follows that the proportion of copies of D in Tn
that involve more than one leaf of Tn\Tn,1 is of order O(β2n) among all subsets of |D| leaves
of Tn.
Claim 2: Based on another result from [6], we further claim that D must have only two
branches, one of which is a single leaf.
Indeed, suppose that D does not have this shape. Then the subsets of leaves of Tn that
induce a copy of D come in two varieties: either the |D| leaves are all leaves of Tn,1, or
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more than one of the |D| leaves is a leaf of Tn\Tn,1. So this gives us
c(D,Tn) = c(D,Tn,1) +O(β2n · |Tn||D|) .(4)
by Claim 1. It was established in the proof of (3) (see [6, Theorem 3]) that
0 ≤ max
|T ′|=k
T ′ d-ary tree
γ(D,T ′)− max
|T ′′|=k+1
T ′′ d-ary tree
γ(D,T ′′) ≤ |D|(|D| − 1)
k(k + 1)
.
Summing all these inequalities for k = m,m+ 1, . . . , n− 1, we find that
0 ≤ max
|T ′|=m
T ′ d-ary tree
γ(D,T ′)− max
|T ′′|=n
T ′′ d-ary tree
γ(D,T ′′) ≤ |D|(|D| − 1)
n−1∑
k=m
1
k(k + 1)
= |D|(|D| − 1)
( 1
m
− 1
n
)
.
Thus
max
|T ′|=m
T ′ d-ary tree
γ(D,T ′)− max
|T ′′|=n
T ′′ d-ary tree
γ(D,T ′′) = O
(n−m
m · n
)
as m ≤ n and m→∞. In particular,
γ(D,Tn,1)− γ(D,Tn) ≤ max|T ′|=|Tn,1|
T ′ d-ary tree
γ(D,T ′)− γ(D,Tn) = O
( |Tn| − |Tn,1|
|Tn| · |Tn,1|
)
.(5)
Using (5), formula (4) implies that
c(D,Tn) ≤
(|Tn,1|
|D|
)(|Tn|
|D|
) c(D,Tn) +O(|Tn,1||D| · |Tn| − |Tn,1||Tn| · |Tn,1|
)
+O(β2n · |Tn||D|) .
Thus, (
1−
(|Tn,1|
|D|
)(|Tn|
|D|
) )c(D,Tn) ≤ O(|Tn,1||D|−1 · βn)+O(β2n · |Tn||D|)
and using the asymptotic formula(|Tn|
|D|
)
−
(|Tn,1|
|D|
)
∼ (|Tn| − |Tn,1|) |Tn|
|D|−1
|D|! ,(6)
which holds since |Tn| ∼ |Tn,1|, we derive that
γ(D,Tn) ≤ O(|Tn|−1) +O(βn) .
Therefore,
Id(D) = lim
n→∞
γ(D,Tn) ≤ 0
as limn→∞ βn = 0. This contradicts Proposition 8 in [6], which states that Id(D) is strictly
positive: our second claim is proved.
Now we can assume that D has only two branches, one of which is the tree that has only
one vertex. Since |D| > 2 by assumption, let D2 be the second branch of D with at least
FURTHER RESULTS ON THE INDUCIBILITY OF d-ARY TREES 11
two leaves. Then using Claim 1, we get
c(D,Tn) = c(D,Tn,1) + (|Tn| − |Tn,1|)c(D2, Tn,1) +O(β2n · |Tn||D|) .
Following the same course of reasoning used to prove Claim 2, we obtain
c(D,Tn) ≤
(|Tn,1|
|D|
)(|Tn|
|D|
) c(D,Tn) +O(|Tn||D|−1 · βn)+ (|Tn| − |Tn,1|)c(D2, Tn,1) +O(β2n · |Tn||D|)
which implies that(
1−
(|Tn,1|
|D|
)(|Tn|
|D|
) )c(D,Tn) ≤ O(|Tn||D|−1 · βn)+ (|Tn| − |Tn,1|)(|Tn,1||D2|
)
γ(D2, Tn,1)
+O(β2n · |Tn||D|) .
It follows from the asymptotic formula (6) that
γ(D,Tn)− γ(D2, Tn,1) ≤ O(|Tn|−1) +O(βn) .
Applying lim inf to both sides of this inequality, we get
Id(D)− lim sup
n→∞
γ(D2, Tn,1) = lim inf
n→∞
(
γ(D,Tn)− γ(D2, Tn,1)
) ≤ 0 .
Hence,
Id(D) ≤ lim sup
n→∞
γ(D2, Tn,1) ≤ Id(D2) .
This completes the proof of the theorem once we invoke the second part of Lemma 3. 
The following corollary is a direct consequence of Theorem 2 combined with the first
part of Lemma 3:
Corollary 4. For a d-ary tree D with branches D1, D2, . . . , Dr in which branches with the
same number of leaves are isomorphic, we have
Id(D) ≤
r∏
i=1
Id(Di) .
A binary tree is called a binary caterpillar if all its non-leaf vertices form a single path,
beginning at the root. We denote the k-leaf binary caterpillar by F 2k – see Figure 4 for an
illustration.
Figure 4. The 5-leaf binary caterpillar F 25 .
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Corollary 5. Let D be a d-ary tree with two branches D1, D2 such that |D1| = 1. Then
we have
Id(D) ≤ Id(D2) ,
with equality for D = F 2|D|.
Proof. It is proved in [6, Theorem 2] that for every k and d, the inducibility of the k-leaf
binary caterpillar F 2k is 1 in d-ary trees. 
We conjecture that the bound in Corollary 5 is attained only for binary caterpillars.
Conjecture 1. The inequality in Corollary 5 holds with equality if and only if D is a binary
caterpillar.
The upper bound in Theorem 2 on the inducibility Id(D) can be improved considerably
if one restricts to a special class of d-ary trees. For instance, when r = d and the number
of leaves |Di| in the branches Di of D satisfy
∣∣|Di| − |Dj|∣∣ ≤ 1 for all 1 ≤ i, j ≤ r, we can
actually calculate the supremum explicitly. Moreover, we can also show that the bound is
again sharp (see the next section).
We close this section by providing a proof of Lemma 3:
Proof of Lemma 3. Let Vd,|D| be defined by
Vd,|D| =
{
(i1, i2, . . . , id) : i1, i2, . . . , id nonnegative integers,
i1 + i2 + · · ·+ id = |D|, and i1, i2, . . . , id < |D|
}
.
Denote by V ∗d,|D| the subset of Vd,|D| consisting of elements (i1, i2, . . . , id) which are different
from every permutation of the d-tuple(|D1|, |D2|, . . . , |Dr|, 0, 0, . . . , 0︸ ︷︷ ︸
(d−r) 0′s
)
.
Assume that branches of D that have the same number of leaves are isomorphic. Then
two branches of D are isomorphic if and only if they have the same number of leaves; so
we can rewrite 1−∑di=1 x|D|i by means of the multinomial theorem as follows:
1−
d∑
i=1
x
|D|
i =
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
( |D|
|D1|, |D2|, . . . , |Dr|
) r∏
j=1
x
|Dpi(j)|
ij
+
∑
(i1,i2,...,id)∈V ∗d,|D|
( |D|
i1, i2, . . . , id
) d∏
j=1
x
ij
j .
(7)
From this, we immediately deduce the inequality
1−
d∑
i=1
x
|D|
i ≥
( |D|
|D1|, |D2|, . . . , |Dr|
) ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
x
|Dpi(j)|
ij
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showing that
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
x
|Dpi(j)|
ij
}
is at most ( |D|
|D1|, |D2|, . . . , |Dr|
)−1
.
This proves the first part of the lemma. For the proof of the second part, set
H(D;x1, x2, . . . , xd) :=
∑
{i1,i2}⊆{1,2,...,d}
(
xi1 · x|D|−1i2 + x|D|−1i1 · xi2
)
1−∑di=1 x|D|i .
We note that
H(D;x1, x2, . . . , xd) =
(∑d
i=1 xi
)(∑d
i=1 x
|D|−1
i
)− (∑di=1 x|D|i )
1−∑di=1 x|D|i
=
x
|D|−1
d (1− xd) +
∑d−1
i=1 x
|D|−1
i (1− xi)
(1− xd)
(∑|D|−1
i=0 x
i
d
)− (∑d−1i=1 x|D|i ) ,
and so
lim
→0
H(D; , , . . . , ︸ ︷︷ ︸
(d−1) ′s
, 1− (d− 1)) = |D|−1
for |D| > 2. Hence, together with the first part of the lemma, we obtain
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2}⊆{1,2,...,d}
(
xi1 · x|D|−1i2 + x|D|−1i1 · xi2
)}
= |D|−1 ,
which completes the proof of the lemma. 
4. Balanced trees
In this section, we focus on a special class of topological trees which we call balanced.
Definition 6. A topological tree will be called balanced if the branch sizes (number of leaves
in different branches) differ at most by one.
For our purposes, the tree that has only one vertex is also considered as a balanced tree.
Figure 5 shows an example of a balanced 5-ary tree.
For given positive integers p, n ≥ 2, denote by Wd(p, n) the set of all vectors (l1, l2, . . . , ld)
of nonnegative integers for which l1 + l2 + · · ·+ ld = n, l1, l2, . . . , ld < n and at least d− p
entries are equal to 0.
In what follows, we give an improved upper bound on the inducibility of a balanced
d-ary tree with arbitrary root degree, and also prove, among other things, that the lower
bound on Id(D) derived in Theorem 1 is attained for complete d-ary trees (which form a
special class of balanced d-ary trees).
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Figure 5. A balanced 5-ary tree.
Theorem 7. For a balanced d-ary tree D with branches D1, D2, . . . , Dr, the inequality
Id(D) ≤
(
d
r
) |M(D)|
Ld(D)
( |D|
|D1|, |D2|, . . . , |Dr|
) r∏
i=1
Id(Di)
is satisfied for every d, with
Ld(D) =
∑
(l1,l2,...,ld)∈Wd(r,|D|)
( |D|
l1, l2, . . . , ld
)
.
Furthermore, if r = d and for every i ∈ {1, 2, . . . , d}, the family of complete d-ary trees
yields the inducibility of Di in the limit, then the sequence of complete d-ary trees is also
asymptotically maximal for the tree D, and we have
Id(D) = |M(D)|
( |D|
|D1|,|D2|,...,|Dd|
)
d|D| − d
d∏
i=1
Id(Di) .
Let us postpone the proof of Theorem 7 and provide some illustrations.
Our Theorem 7 can be used to yield a new approach to a result from [7]. An even binary
tree (as defined in [7]) is a binary tree with the property that, for every internal vertex,
the number of leaves in the two subtrees below it differ at most by one.
Clearly, there is only one even binary tree for any given number of leaves. We show in
Figure 6 the even binary tree with seven leaves.
Figure 6. An even binary tree.
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Corollary 8. Let E2k denote the unique even binary tree with k leaves. For every k ≥ 2,
we have
I2
(
E2k
)
=
1
2k − 2

(
k
k/2
)
I2
(
E2k/2
)2
if k is even ,
2
(
k
k−1
2
)
I2
(
E2k−1
2
)
I2
(
E2k+1
2
)
otherwise .
Proof. The assertion holds trivially for k = 2. We may then assume that it is also true for
even binary trees with at most k− 1 leaves for some k ≥ 3 and proceed by induction on k.
Consider the even binary tree with k leaves. The branches of E2k are the even binary trees
E2bk/2c and E
2
dk/2e by definition.
According to the induction hypothesis, the family of complete binary trees yields the
inducibilities of E2bk/2c and E
2
dk/2e in the limit. Thus, by Theorem 7, the family of complete
binary trees is also asymptotically maximal for the tree E2k , and the value of I2
(
E2k
)
is
|M(E2k)|
(
k
bk/2c,dk/2e
)
2k − 2 I2
(
E2bk/2c
)
I2
(
E2dk/2e
)
.
Note that |M(E2k)| is 1 if k is even, and 2 if k is odd. This completes the induction step
and thus the proof of the corollary. 
The next corollary provides a formula for the inducibility of a complete d-ary tree:
Corollary 9. For the complete d-ary tree of height h, we have
Id
(
CDdh
)
= (dh)! ·
h−1∏
i=0
(
dd
h−i − d
)−di
for every d and h ≥ 1.
Proof. We fix d and demonstrate the result by induction on h. For h = 1, the tree CDdh is
equal to the d-leaf star Sd whose inducibility is shown in [6, Theorem 1] to be equal to
lim
h→∞
γ
(
Sd, CD
d
h
)
=
(d− 1)!
dd−1 − 1 ,
meaning that the formula holds for h = 1. Assume the statement is true for every complete
d-ary tree of height at most h− 1 for some h ≥ 2. That is,
Id
(
CDdh−1
)
= lim
H→∞
γ
(
CDdh−1, CD
d
H
)
.
Then by Theorem 7, the sequence of complete d-ary trees is asymptotically maximal for
the tree CDdh and the inducibility is given by
1
ddh − d
(
dh
dh−1, dh−1, . . . , dh−1︸ ︷︷ ︸
d times
)((
dh−1
)
! ·
h−2∏
i=0
(
dd
h−1−i − d
)−di)d
as |M(CDdh)| = 1. A simple manipulation reduces the latter expression to the desired
identity of the corollary. 
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Let A = (a1, a2, . . . , an) and B = (b1, b2, . . . , bn) be vectors of real numbers. Assume
a1 ≥ a2 ≥ · · · ≥ an and b1 ≥ b2 ≥ · · · ≥ bn in this order. We say that the vector A
majorises the vector B if
n∑
i=1
ai =
n∑
i=1
bi ,
and for every k ∈ {1, 2, . . . , n− 1},
k∑
i=1
ai ≥
k∑
i=1
bi .
Before we get to a proof of Theorem 7, let us first introduce a key auxiliary lemma which
provides both an upper bound on the supremum of certain functions in several variables,
and the maxima of the same functions in a special case.
For given positive integers p ≥ 2 and n ≥ 2, set
Vp,n :=
{
(i1, i2, . . . , ip) : i1, i2, . . . , ip nonnegative integers,
i1 + i2 + · · ·+ ip = n, and i1, i2, . . . , ip < n
}
.
The size of Vp,n is just
(
p+n−1
n
) − p, i.e., the number of ways to choose n elements from a
set of p elements, with repetitions allowed and no elements occurring n times.
Lemma 10. For every balanced d-ary tree D with branches D1, D2, . . . , Dr, we have
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
d∏
j=1
x
|Dpi(j)|
ij
}
≤
(
d
r
) |M(D)|
Ld(D)
with
Ld(D) =
∑
(l1,l2,...,ld)∈Wd(r,|D|)
( |D|
l1, l2, . . . , ld
)
.
Furthermore, if r = d then we also have
max
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
{
1
1−∑di=1 x|D|i
∑
pi∈M(D)
d∏
j=1
x
|Dpi(j)|
j
}
=
|M(D)|
d|D| − d .
Proof. Let D be a balanced d-ary tree with r branches D1, D2, . . . , Dr for some r ∈
{2, 3, . . . , d}. There exists a positive integer k such that each branch of D contains ei-
ther k or k + 1 leaves. So we deduce that the representatives of the equivalence classes of
the equivalence relation ∼D defined on the set of all permutations of {1, 2, . . . , r} are ex-
actly those permutations of
{
k, k, . . . , k︸ ︷︷ ︸
(r−β) times
, k + 1, k + 1, . . . , k + 1︸ ︷︷ ︸
β times
}
induced by ∼D for some
β ∈ {0, 1, . . . , r−1}—see the discussion in Section 2. So we lose no generality by assuming
that |D1| = |D2| = · · · = |Dr−β| = k and |Dr−β+1| = |Dr−β+2| = · · · = |Dr| = k + 1 for
some k ≥ 1 and some β ∈ {0, 1, . . . , r − 1} (branches with the same number of leaves can
be identical, but they do not have to be).
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In order to prove the lemma, we first show that every vector (i1, i2, . . . , ir) ∈ Vr,r·k+β
majorises (
k + 1, k + 1, . . . , k + 1︸ ︷︷ ︸
β times
, k, k, . . . , k︸ ︷︷ ︸
(r−β) times
)
.
So assume i1 ≥ i2 ≥ · · · ≥ ir in this order. Fix a positive integer m ∈ {1, 2, . . . , r − 1}
and suppose that
i1 + i2 + · · ·+ im < (k + 1) + (k + 1) + · · ·+ (k + 1) + k + k + · · ·+ k
(t copies of k + 1 followed by m− t copies of k) for some t ∈ {1, 2, . . . , β}. Then we have
m · im ≤ i1 + i2 + · · ·+ im < t · (k + 1) + (m− t) · k ,
which implies that m · im < t+m · k. Thus, im ≤ k as t ≤ m.
On the other hand, we also have
im+1 + im+2 + · · ·+ ir = r · k + β − (i1 + i2 + · · ·+ im) > r · k + β − (t+m · k) ,
which implies that
(r −m) · im+1 ≥ im+1 + im+2 + · · ·+ ir > r · k + β − (t+m · k) = (r −m) · k + β − t .
Thus, since r −m > 0 and β − t ≥ 0, we obtain im+1 ≥ k + 1.
Altogether, we have found that im ≤ k < k + 1 ≤ im+1, implying that im < im+1, which
is a contradiction. So we conclude that every vector (i1, i2, . . . , ir) ∈ Vr,r·k+β majorises(
k + 1, k + 1, . . . , k + 1︸ ︷︷ ︸
β times
, k, k, . . . , k︸ ︷︷ ︸
(r−β) times
)
.
Hence, since Wd(p, n) is the set of all vectors (l1, l2, . . . , ld) of nonnegative integers satis-
fying l1 + l2 + · · ·+ ld = n, l1, l2, . . . , ld < n and at least d− p entries equal to 0, we deduce
that every vector (l1, l2, . . . , ld) belonging to the set Wd(r, r · k + β) majorises(
k + 1, k + 1, . . . , k + 1︸ ︷︷ ︸
β times
, k, k, . . . , k︸ ︷︷ ︸
(r−β) times
, 0, 0, . . . , 0︸ ︷︷ ︸
(d−r) 0′s
)
,
and thus Muirhead’s Inequality (see [10, p. 44-45]) gives∑
pi∈Sd
d∏
j=1
x
lj
pi(j) ≥
∑
pi∈Sd
r∏
j=1
x
|Dj |
pi(j) =
r! · (d− r)!
|M(D)|
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
(α1,α2,...,αr)∈M(D)
r∏
j=1
x
|Dαj |
ij
for every such vector (l1, l2, . . . , ld) ∈ Wd(r, r · k + β) and every vector (x1, x2, . . . , xd) of
positive real numbers, where Sd denotes the set of all permutations of the indices 1, 2, . . . , d.
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On the other hand, using this inequality together with the multinomial theorem, one
obtains
(x1 + x2+ · · ·+ xd)r·k+β =
∑
l1,l2,...,ld≥0
l1+l2+···+ld=r·k+β
(
r · k + β
l1, l2, . . . , ld
)
1
d!
∑
pi∈Sd
d∏
j=1
x
lj
pi(j)
≥
d∑
j=1
xr·k+βj +
∑
(l1,l2,...,ld)∈Wd(r,r·k+β)
(
r · k + β
l1, l2, . . . , ld
)
1
d!
∑
pi∈Sd
d∏
j=1
x
lj
pi(j)
≥
d∑
j=1
xr·k+βj +
∑
(l1,l2,...,ld)∈Wd(r,r·k+β)
(
r · k + β
l1, l2, . . . , ld
)[
1
d!
· r! · (d− r)!|M(D)|
·
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
(α1,α2,...,αr)∈M(D)
r∏
j=1
x
|Dαj |
ij
]
for every vector (x1, x2, . . . , xd) of nonnegative real numbers. In particular, if (x1, x2, . . . , xd)
is a vector of nonnegative real numbers such that x1 + x2 + · · ·+ xd = 1, then we have
1−
d∑
j=1
x
|D|
j ≥
Ld(D)
|M(D)|(d
r
) ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
(α1,α2,...,αr)∈M(D)
r∏
j=1
x
|Dαj |
ij
(8)
with Ld(D) as defined in the lemma.
Clearly, the function
GD(x1, x2, . . . , xd) :=
1
1−∑di=1 x|D|i
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
x
|Dpi(j)|
ij
,
subject to the constraint x1 + x2 + · · · + xd = 1, is well-defined in the region covered by
the inequalities 0 ≤ x1, x2, . . . , xd < 1. Hence, we establish – by inequality (8) – that
GD(x1, x2, . . . , xd) ≤ |M(D)|
Ld(D)
(
d
r
)
for all 0 ≤ x1, x2, . . . , xd < 1 such that x1 + x2 + · · ·+ xd = 1, as Ld(D) is never zero. This
also shows that
sup
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
GD(x1, x2, . . . , xd) ≤ |M(D)|
Ld(D)
(
d
r
)
.
Furthermore, if r = d, then we have
GD(x1, x2, . . . , xd) =
1
1−∑di=1 x|D|i
∑
pi∈M(D)
d∏
j=1
x
|Dpi(j)|
j ,
and a simple computation yields
GD
(
d−1, d−1, . . . , d−1︸ ︷︷ ︸
d times
)
=
|M(D)|
d|D| − d ,
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while the multinomial theorem gives
Ld(D) =
∑
(l1,l2,...,ld)∈Wd(d,|D|)
( |D|
l1, l2, . . . , ld
)
=
∑
l1+l2+···+ld=|D|
0≤l1,l2,...,ld<|D|
( |D|
l1, l2, . . . , ld
)
= d|D| − d .
This proves that in the case where r = d, we have
max
0≤x1,x2,...,xd<1
x1+x2+···+xd=1
GD(x1, x2, . . . , xd) =
|M(D)|
d|D| − d ,
which completes the proof of the entire lemma. 
Armed with Lemma 10, we can now prove Theorem 7.
Proof. LetD be a balanced d-ary tree with branchesD1, D2, . . . , Dr for some r ∈ {2, 3, . . . , d}.
Further, set
c(Dj) :=
Id(Dj)
|Dj|! , and c(D) :=
(
d
r
) |M(D)|
Ld(D)
r∏
j=1
c(Dj)
with Ld(D) as defined in the theorem. We are going to prove that there exists a nonnegative
absolute constant K(D) such that the inequality
c(D,T ) ≤ c(D)|T ||D| +K(D)|T ||D|−1(9)
holds for every strictly d-ary tree T .
We know from the proof of Theorem 3 in [6] that for every d-ary tree D′, the maximum
of γ(D′, T ′) over all d-ary trees T ′ with n ≥ |D′| leaves is bounded from above by
Id(D
′) +
|D′|(−1 + |D′|)
n
.
In particular, we have
c(D′, T ) ≤
(
Id(D
′) +
|D′|(−1 + |D′|)
|T |
)( |T |
|D′|
)
for every strictly d-ary tree T , which implies that
c(D′, T ) ≤ Id(D
′)
|D′|! · |T |
|D′| +
1
(|D′| − 2)! · |T |
|D′|−1
for every strictly d-ary tree T and every d-ary tree D′ such that |D′| > 2. Taking K(Dj) = 0
if |Dj| ≤ 2, and K(Dj) = 1/(|Dj| − 2)! otherwise, we see that
c(Dj, T ) ≤ c(Dj)|T ||Dj | +K(Dj)|T ||Dj |−1(10)
for every j ∈ {1, 2, . . . , r} as c(Dj) = Id(Dj)/|Dj|! by definition.
On the other hand, since c(D), K(D) ≥ 0 by definition, we also see that inequality (9)
holds trivially for |T | < |D| as there cannot be any copies of D in T . We may then continue
by induction on |T |.
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For the induction step, consider a strictly d-ary tree T with branches T1, T2, . . . , Td such
that |T | ≥ |D|. We have the following recursion – see equation (2):
c(D,T ) =
d∑
i=1
c(D,Ti) +
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
c
(
Dpi(j), Tij
)
.
Employing the induction hypothesis on every c(D,Ti) together with (10), we get
c(D,T ) ≤
d∑
i=1
(
c(D)|Ti||D| +K(D)|Ti||D|−1
)
+
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
(
c
(
Dpi(j)
)|Tij ||Dpi(j)| +K(Dpi(j))|Tij ||Dpi(j)|−1)
= c(D)
d∑
i=1
|Ti||D| +
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
c
(
Dpi(j)
)|Tij ||Dpi(j)|
+K(D)
d∑
i=1
|Ti||D|−1 +
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
A
(
d; pi;D;T ; {i1, i2, . . . , ir}
)
(11)
with
A
(
d; pi;D;T ; {i1, i2, . . . , ir}
)
=
r∏
j=1
(
c
(
Dpi(j)
)|Tij ||Dpi(j)| +K(Dpi(j))|Tij ||Dpi(j)|−1)
−
r∏
j=1
c
(
Dpi(j)
)|Tij ||Dpi(j)| .(12)
Every single term in the expansion of A
(
d; pi;D;T ; {i1, i2, . . . , ir}
)
is of the form
r∏
j=1
c
(
Dpi(j)
)ajK(Dpi(j))bj |Tij |aj ·|Dpi(j)|+bj ·(|Dpi(j)|−1)
for some vector (a1, a2, . . . , ar, b1, b2, . . . , br) satisfying aj, bj ∈ {0, 1} and aj+bj = 1 for all j,
with (b1, b2, . . . , br) different from the null vector. We note that A
(
d; pi;D;T ; {i1, i2, . . . , ir}
)
contains no terms of the form
|Ti||D|−1
r∏
j=1
c
(
Dpi(j)
)ajK(Dpi(j))bj
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unless r = 2 and |D| ≤ 3, in which case A(d; pi;D;T ; {i1, i2, . . . , ir}) = 0 as K(D1) =
K(D2) = 0 by definition. Based on this discussion, it follows from (12) that
A
(
d; pi;D;T ; {i1, i2, . . . , ir}
) ≤ (|T ||D|−1 − d∑
i=1
|Ti||D|−1
)
·
(
r∏
j=1
(
c
(
Dpi(j)
)
+K
(
Dpi(j)
))− r∏
j=1
c
(
Dpi(j)
))
as all the terms of the form
r∏
j=1
|Tij |aj ·|Dpi(j)|+bj ·(|Dpi(j)|−1)
are bounded above by a term in the expansion of
(∑d
i=1 |Ti|
)|D|−1
= |T ||D|−1 other than
one of the |Ti||D|−1.
Now we can set
K(D) =
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
(
r∏
j=1
(
c
(
Dpi(j)
)
+K
(
Dpi(j)
))− r∏
j=1
c
(
Dpi(j)
))
=
(
d
r
) ∑
pi∈M(D)
(
r∏
j=1
(
c
(
Dpi(j)
)
+K
(
Dpi(j)
))− r∏
j=1
c
(
Dpi(j)
))
.
Inequality (11) implies that
c(D,T ) ≤ c(D)
d∑
i=1
|Ti||D| +
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
c
(
Dpi(j)
)|Tij ||Dpi(j)|
+K(D)|T ||D|−1 .
Since
r∏
i=1
c(Di) =
c(D)Ld(D)
|M(D)|(d
r
)
as defined earlier, we also have∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
(
r∏
j=1
c(Dpi(j))
)
r∏
j=1
(
|Tij |
|T |
)|Dpi(j)|
=
c(D)Ld(D)
|M(D)|(d
r
) ∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
(
|Tij |
|T |
)|Dpi(j)|
≤ c(D)
(
1−
d∑
i=1
(
|Ti|
|T |
)|D|)
,
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where the inequality in the last step follows from the first part of Lemma 10. This is
equivalent to
c(D)
d∑
i=1
|Ti||D| +
∑
{i1,i2,...,ir}⊆{1,2,...,d}
∑
pi∈M(D)
r∏
j=1
c
(
Dpi(j)
)|Tij ||Dpi(j)| ≤ c(D)|T ||D|,
and it follows that c(D,T ) ≤ c(D)|T ||D| + K(D)|T ||D|−1 as claimed. This completes the
induction step. Consequently, taking the density of D in T and passing to the limit as
|T | → ∞, we obtain
Id(D) ≤ lim|T |→∞
c(D)|T ||D| +K(D)|T ||D|−1(|T |
|D|
) = |D|! · c(D)
= |M(D)| |D|!
Ld(D)
(
d
r
) r∏
i=1
Id(Di)
|Di|! ,
completing the proof of the first part of the theorem.
Now assume that r = d and the sequence of complete d-ary trees is asymptotically
maximal for each of the d branches of D. Then using Theorem 1, we get
Id(D) ≥ lim
h→∞
γ
(
D,CDdh
)
=
|M(D)|
d|D| − d
( |D|
|D1|, |D2|, . . . , |Dd|
) d∏
i=1
Id(Di) .
Hence, since Ld(D) = d
|D| − d in this case, we obtain equality:
Id(D) = lim
h→∞
γ
(
D,CDdh
)
.
This completes the proof of theorem. 
The definition of even binary trees introduced in [7] can be broadened to arbitrary d-ary
trees in the following way:
Definition 11. Denote by Ed the family of d-ary trees whose elements are described recur-
sively as follows:
• The only trees with less than d leaves in Ed are the stars;
• for every positive integer s, and every β ∈ {0, 1, 2, . . . , d − 1}, the tree with n =
d · s+ β leaves in Ed is obtained by attaching d− β copies of the tree with s leaves
in Ed and β copies of the tree with s + 1 leaves in Ed to a common vertex (their
respective roots are joined to a new common vertex).
The k-leaf tree in Ed will be denoted by Edk , and Ed will be referred to as the family of
even d-ary trees. We depict in Figure 7 the even ternary trees with up to ten leaves.
The next result is an asymptotic formula for the maximum density of the even d-ary
tree Edr in strictly d-ary trees T as |T | gets large. The result is (in this special case) an
improvement over the asymptotic formula
max
|T |=n
T strictly d-ary tree
γ(D,T ) = Id(D) +O
(
n−1/2
)
,
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Figure 7. All the even ternary trees with at most ten leaves.
which was shown in [6] to hold for general d-ary trees D.
Theorem 12. The inducibility of the even d-ary tree Edr is r! · cr in d-ary trees, where cr
is defined recursively by
(13) cd·s+i =
(
d
i
)
cd−is · cis+1
dd·s+i − d
for every s ≥ 1 and every i ∈ {0, 1, . . . , d− 1}, starting with cr =
(
d
r
)
/(dr − d) for r < d.
Moreover, we have
lim
n→∞
γ
(
Edr , E
d
n
)
= Id
(
Edr
)
for every r, and the asymptotic formula
c
(
Edr , E
d
n
)
= cr · nr +O(nr−1)
holds for all n. In particular, we have
max
|T |=n
T strictly d-ary tree
γ
(
Edr , T
)
= Id(E
d
r ) +O(n−1)
for every r and all n ≡ 1 mod (d− 1).
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Proof. The first part of the theorem can be obtained by combining Definition 11 with
Theorem 7. Indeed, the even d-ary trees Edr are the stars Sr for r < d. But we know
from [6, Theorem 1] that the sequence of complete d-ary trees yields Id(Sr) in the limit
and
Id(Sr) =
d!
(d− r)! · (dr − d)
for every r ≤ d. Therefore, it follows from Theorem 7 by induction on r that the sequence
of complete d-ary trees is also asymptotically maximal for Edr . Assume r ≥ d and write
r = d · s+ β with β in the residue class of r modulo d. Then Theorem 7 gives
Id
(
Edr
)
=
(
d
β
)
(d · s+ β)!
(s!)d−β · ((s+ 1)!)β · (dd·s+β − d) · Id
(
Eds
)d−β
Id
(
Eds+1
)β
=
(
d
β
)
(d · s+ β)!
dd·s+β − d
(
Id
(
Eds
)
s!
)d−β(
Id
(
Eds+1
)
(s+ 1)!
)β
= (d · s+ β)!
(
d
β
)
cd−βs · cβs+1
dd·s+β − d ,
which proves the required recursive formula (13).
Let us now prove that
lim
n→∞
γ
(
Edr , E
d
n
)
= cr · r!
for every r. For this purpose, let us show by means of induction with respect to r that
lim
n→∞
c(Edr , E
d
n)
nr
= cr ,
which already provides us with what we want. For an arbitrary but fixed nonnegative
integer β ≤ d− 1, we have
c
(
Sk, E
d
d·m+β
)
= β · c(Sk, Edm+1)+ (d− β) · c(Sk, Edm)+ (dk
)
·mk +O(mk−1)
for all m ≥ 1, and thus
γ
(
Sk, E
d
d·m+β
)
= β ·
(
m+1
k
)(
d·m+β
k
) · γ(Sk, Edm+1)+ (d− β) · (mk )(d·m+β
k
) · γ(Sk, Edm)
+
(
d
k
)
· m
k(
d·m+β
k
) +O(m−1) .
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Now we deduce that
lim inf
m→∞
γ
(
Sk, E
d
d·m+β
) ≥ β · d−k · lim inf
m→∞
γ
(
Sk, E
d
m+1
)
+ (d− β) · d−k · lim inf
m→∞
γ
(
Sk, E
d
m
)
+
(
d
k
)
· k! · d−k
= d1−k · lim inf
m→∞
γ
(
Sk, E
d
m
)
+
(
d
k
)
· k! · d−k
and likewise
lim sup
m→∞
γ
(
Sk, E
d
d·m+β
) ≤ d1−k · lim sup
m→∞
γ
(
Sk, E
d
m
)
+
(
d
k
)
· k! · d−k .
Since this holds for all β ∈ {0, 1, . . . , d− 1}, it follows that
lim inf
m→∞
γ
(
Sk, E
d
m
) ≤ d1−k · lim inf
m→∞
γ
(
Sk, E
d
m
)
+
(
d
k
)
· k! · d−k ,
and
lim sup
m→∞
γ
(
Sk, E
d
m
) ≤ d1−k · lim sup
m→∞
γ
(
Sk, E
d
m
)
+
(
d
k
)
· k! · d−k .
From these two inequalities, we obtain
lim inf
n→∞
γ
(
Sk, E
d
n
) ≥ (d
k
)
· k!
dk − d , and lim supn→∞ γ
(
Sk, E
d
n
) ≤ (d
k
)
· k!
dk − d ,
and the identity
lim
n→∞
γ
(
Sk, E
d
n
)
=
(
d
k
)
k!
dk − d = Id(Sk)
follows. Consequently, the statement is true for r ≤ d, and we can focus on the induction
step.
With the specialisation T = Ed
d·m+βˆ and D = E
d
d·s+β in the general recursion (2), we get
the relation
c
(
Edd·s+β, E
d
d·m+βˆ
)
= (d− β) · c(Edd·s+β, Edm)+ β · c(Edd·s+β, Edm+1)
+
∑
(α1,α2,...,αd)∈M
(
Edd·s+β
)
(
d−βˆ∏
i=1
c
(
Edαi , E
d
m
))( d∏
i=d−βˆ+1
c
(
Edαi , E
d
m+1
))
,
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which is valid for all s,m ≥ 1 and all β, βˆ ∈ {0, 1, . . . , d−1}. Dividing this identity through
by
(
d ·m+ βˆ)d·s+β, we obtain
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m+ βˆ)d·s+β = (d− β) ·
(
m
d ·m+ βˆ
)d·s+β
· c
(
Edd·s+β, E
d
m
)
md·s+β
+ β ·
(
m+ 1
d ·m+ βˆ
)d·s+β
· c
(
Edd·s+β, E
d
m+1
)
(m+ 1)d·s+β
+
∑
(α1,α2,...,αd)∈M
(
Edd·s+β
)
[
m
∑d−βˆ
i=1 |Edαi | · (m+ 1)
∑d
i=d−βˆ+1 |Edαi |(
d ·m+ βˆ)d·s+β ·(
d−βˆ∏
i=1
c
(
Edαi , E
d
m
)
m|E
d
αi
|
)(
d∏
i=d−βˆ+1
c
(
Edαi , E
d
m+1
)
(m+ 1)|E
d
αi
|
)]
.
Applying lim inf (as m→∞) to both sides of this equation, we establish that
lim inf
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m+ βˆ)d·s+β ≥ (d− β) · d−(d·s+β) · lim infm→∞
(
c
(
Edd·s+β, E
d
m
)
md·s+β
)
+ β · d−(d·s+β) · lim inf
m→∞
(
c
(
Edd·s+β, E
d
m+1
)
(m+ 1)d·s+β
)
+
∑
(α1,α2,...,αd)∈M
(
Edd·s+β
)
[
d−(d·s+β) ·
d−βˆ∏
i=1
(
lim inf
m→∞
c
(
Edαi , E
d
m
)
m|E
d
αi
|
)
·
d∏
i=d−βˆ+1
(
lim inf
m→∞
c
(
Edαi , E
d
m+1
)
(m+ 1)|E
d
αi
|
)]
as we have
lim
m→∞
m
∑d−βˆ
i=1 |Edαi | · (m+ 1)
∑d
i=d−βˆ+1 |Edαi |(
d ·m+ βˆ)d·s+β = d−(d·s+β)
in view of the identity
∑d
i=1 |Edαi | = d · s+ β. Invoking the induction hypothesis, we arrive
at
lim inf
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m+ βˆ)d·s+β ≥ ((d− β) · d−(d·s+β) + β · d−(d·s+β)) · lim infm→∞
(
c
(
Edd·s+β, E
d
m
)
md·s+β
)
+
∑
(α1,α2,...,αd)∈M
(
Edd·s+β
) d−(d·s+β) ·
(
d∏
i=1
cαi
)
,
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and this implies that(
1− d1−(d·s+β)
)
· lim inf
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m+ βˆ)d·s+β ≥ d−(d·s+β) ·
(
d
β
)
· cd−βs · cβs+1 .
Finally, we replace
(
d
β
) · cd−βs · cβs+1 with (dd·s+β − d) · cd·s+β as defined in the statement
of the theorem, and this gives us
lim inf
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m+ βˆ)d·s+β ≥ cd·s+β .
Similarly, taking the lim sup (as m→∞), we establish that
lim sup
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m+ βˆ)d·s+β ≤ cd·s+β .
Therefore, we get
lim
m→∞
c
(
Edd·s+β, E
d
d·m+βˆ
)
(
d ·m+ βˆ)d·s+β = cd·s+β ,
which finishes the induction step. In particular, we deduce that
Id
(
Edr
)
= lim
n→∞
γ
(
Edr , E
d
n
)
= cr · r!
for every r. This completes the proof of the second part of the theorem.
It remains to prove the last two assertions of the theorem. Let us first confirm that for
every r ∈ {2, 3, . . . , d}, we have
c(Sr, E
d
n) ≥ cr · nr −Kr · nr−1
for all n, with Kr = d
r · cr.
We proceed by induction on n. For n ≤ d, the tree Edn is the star with n leaves and so
c(Sr, E
d
n) =
(
n
r
)
as all the leaf-induced subtrees of a star are themselves stars. Thus, the
inequality is obvious. Assume now that n > d and write n = d · m + β, with β in the
residue class of n modulo d. We have the following lower bound on the number of copies
of Sr in E
d
n:
c
(
Sr, E
d
n
) ≥ β · c(Sr, Edm+1)+ (d− β) · c(Sr, Edm)+ (dr
)
·mr ,
and the induction hypothesis implies that
c
(
Sr, E
d
n
) ≥ cr(β · (m+ 1)r + (d− β) ·mr)+ (d
r
)
·mr
−Kr
(
β · (m+ 1)r−1 + (d− β) ·mr−1) .
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Since for every positive integer p ≥ 1, we have
(d ·m+ β)p − β · (m+ 1)p − (d− β) ·mp
= (dp − d) ·mp +
p−1∑
l=0
(
p
l
)
·
(
(d ·m)l · βp−l − β ·ml
)
,
and since cr(d
r− d) = (d
r
)
by definition, we deduce that for r > 2 (the case r = 2 is trivial,
since c(S2, E
d
n) =
(
n
2
)
),
cr
(
(d ·m+ β)r − β · (m+ 1)r − (d− β) ·mr
)
−
(
d
r
)
·mr
= cr
(
r−1∑
l=0
(
r
l
)(
dl · βr−l − β
)
ml
)
≤ cr
(
r−1∑
l=0
(
r
l
)
dl · βr−l
)
mr−1
≤ cr(d+ β)rmr−1
≤ Kr
(
(dr−1 − d)mr−1 +
r−2∑
l=0
(
r − 1
l
)(
dl · βr−1−l − β
)
ml
)
because β < d and Kr = (2d)
r · cr. It follows that
c(Sr, E
d
n) ≥ cr · (d ·m+ β)r −Kr · (d ·m+ β)r−1 = cr · nr −Kr · nr−1 ,
and this completes the induction step. Since the case r ≤ d has now been dealt with and
the case n < r is not interesting either, we can now use simultaneous induction on r and
n to prove that for every r, there exists a positive absolute constant Kr (solely depending
on r and d) such that
c
(
Edr , E
d
n
) ≥ cr · nr −Kr · nr−1
for all n. In fact, we may define Kr recursively as follows:
Kr = (2d)
r · cr +
∑
pi∈M(Edr )
d∏
j=1
(
c|Dpi(j)| +K|Dpi(j)|
)
,(14)
with D1, D2, . . . , Dd the branches of E
d
r , starting with Kr = d
r · cr for r ≤ d.
Assume that r > d and n ≥ d. So n = d ·m+ β with β in the residue class of n modulo
d. Denote by D1, D2, . . . , Dd the branches of E
d
r . The recurrence relation that gives the
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number of copies of Edr in E
d
n is
c
(
Edr , E
d
n
)
= β · c(Edr , Edm+1)+ (d− β) · c(Edr , Edm)
+
∑
pi∈M(Edr )
(
β∏
i=1
c
(
Dpi(i), E
d
m+1
) · d∏
i=β+1
c
(
Dpi(i), E
d
m
))
≥ β · c(Edr , Edm+1)+ (d− β) · c(Edr , Edm)+ ∑
pi∈M(Edr )
d∏
i=1
c
(
Dpi(i), E
d
m
)
.
Using the induction hypothesis, we obtain
c
(
Edr , E
d
n
) ≥ β · (cr · (m+ 1)r −Kr · (m+ 1)r−1)+ (d− β) · (cr ·mr −Kr ·mr−1)
+
∑
pi∈M(Edr )
d∏
i=1
(
c|Dpi(i)| ·m|Dpi(i)| −K|Dpi(i)| ·m|Dpi(i)|−1
)
= β · (cr · (m+ 1)r −Kr · (m+ 1)r−1)+ (d− β) · (cr ·mr −Kr ·mr−1)
+
∑
pi∈M(Edr )
(
d∏
i=1
c|Dpi(i)| ·m|Dpi(i)| +
d−1∑
l=0
∑
{i1,...,il}⊆{1,2,...,d}
l∏
j=1
c|Dpi(ij)| ·m
|Dpi(ij)|
· (−1)d−l
d∏
i=1
i/∈{i1,...,il}
K|Dpi(i)| ·m|Dpi(i)|−1
)
where the empty product is treated as 1. By neglecting the terms for which d− l is even,
and replacing |M(Edr )| ·
∏d
j=1 c|Dj | with cr(d
r − d), we obtain
c
(
Edr , E
d
n
) ≥ cr(β · (m+ 1)r + (d− β) ·mr + (dr − d) ·mr)
−Kr
(
β · (m+ 1)r−1 + (d− β) ·mr−1
)
−
∑
pi∈M(Edr )
(
d−1∑
l=0
d−l odd
∑
{i1,...,il}⊆{1,2,...,d}
l∏
j=1
c|Dpi(ij)| ·m
|Dpi(ij)| ·
d∏
i=1
i/∈{i1,...,il}
K|Dpi(i)| ·m|Dpi(i)|−1
)
≥ cr
(
(d ·m+ β)r −
r−1∑
p=0
(
r
p
)
(dp · βr−p − β)mp
)
−Kr
(
(d ·m+ β)r−1 − (dr−1 − d)mr−1 −
r−2∑
p=0
(
r − 1
p
)
(dp · βr−1−p − β)mp
)
−
∑
pi∈M(Edr )
(
d−1∑
l=0
∑
{i1,...,il}⊆{1,2,...,d}
l∏
j=1
c|Dpi(ij)| ·
d∏
i=1
i/∈{i1,...,il}
K|Dpi(i)|
)
mr−d+l .
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Hence, it follows from the choice made in (14) that
c
(
Edr , E
d
n
)
= c
(
Edr , E
d
d·m+β
) ≥ cr(d ·m+ β)r −Kr(d ·m+ β)r−1
− cr
r−1∑
p=0
(
r
p
)
(dp · βr−p − β)mp
+Kr
(
(dr−1 − d)mr−1 +
r−2∑
p=0
(
r − 1
p
)
(dp · βr−1−p − β)mp
)
−
∑
pi∈M(Edr )
(
d−1∑
l=0
∑
{i1,...,il}⊆{1,2,...,d}
l∏
j=1
c|Dpi(ij)| ·
d∏
i=1
i/∈{i1,...,il}
K|Dpi(i)|
)
mr−1
≥ cr(d ·m+ β)r −Kr(d ·m+ β)r−1
for all m ≥ 1 as
Kr ≥ (2d)r · cr +
∑
pi∈M(Edr )
d−1∑
l=0
∑
{i1,...,il}⊆{1,2,...,d}
l∏
j=1
c|Dpi(ij)| ·
d∏
i=1
i/∈{i1,...,il}
K|Dpi(i)| .
This completes the induction step. Therefore, in view of inequality (9), which is established
in the proof of Theorem 7, we deduce that
max
|T |=n
T strictly d-ary tree
γ
(
Edr , T
)
= cr · r! +O(n−1) ,
which is indeed the desired result. This completes the proof of the theorem. 
As an example, the (ternary) inducibilities of the first few even ternary trees are indicated
in Table 1.
Table 1. Some values of I3(E
3
k).
k 1 2 3 4 5 6 7 8 9 10 11 12
I3(E
3
k) 1 1
1
4
6
13
3
8
15
121
15
208
35
2186
7
5248
1575
255886
4725
453596
1247400
194594881
Looking at small instances, we find evidence that the even d-ary tree Edn always has the
greatest number of copies of the tree Edr over all n-leaf d-ary trees. More formally stated,
we have the following conjecture:
Conjecture 2. Let d ≥ 2 be a fixed positive integer. For every positive integer r, we have
max
|T |=n
T d-ary tree
c(Edr , T ) = c(E
d
r , E
d
n)
for every n.
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5. Further bounds under restriction
Besides the even d-ary trees Edr for which Id(E
d
r ) is precisely the upper bound given in
Theorem 7, we also remark that in certain cases, there is a lower bound that asymptotically
matches the upper bound on the inducibility of D given in Theorem 7, as |D| gets large.
Our next theorem presents a result that supports this observation.
Theorem 13. Let d ≥ 2 be a fixed positive integer and D a balanced d-ary tree with
branches D1, D2, . . . , Dd. Assume that each of the branches of D is a binary caterpillar.
Then for |D| ≥ 4, we have
|M(D)|
d|D|
( |D|
|D1|, |D2|, . . . , |Dd|
)
≤ Id(D) ≤
∣∣M(D)|
d|D| − d
( |D|
|D1|, |D2|, . . . , |Dd|
)
.
Proof. For a fixed d ≥ 2, denote by Xdd·s+β the d-ary tree whose branches are d− β binary
caterpillars F 2s and β binary caterpillars F
2
s+1, where s ≥ 1 is any positive integer and β a
nonnegative integer in {0, 1, . . . , d− 1} (see Figure 8 for an illustration).
Figure 8. The 4-ary tree X413 described in the proof of Theorem 13.
Every tree D that matches the description of the theorem has the form Xdd·s+β for some
s and β. Set a1 = a2 = · · · = ad−β = s and ad−β+1 = ad−β+2 = · · · = ad = s + 1. Let us
prove that for fixed s ≥ 1 and β ∈ {0, 1, . . . , d− 1}, the identity
lim
n→∞
c(Xdd·s+β, X
d
n)(
n
d · s+ β
) =
(
d
β
)
(s!)d−β · ((s+ 1)!)β · (d · s+ β)!dd·s+β
holds. We begin by giving the recursion that counts the number of copies of Xdd·s+β in X
d
n.
Set n = d ·m+ βˆ where βˆ is in the residue class of n modulo d. So we have
c
(
Xdd·s+β, X
d
d·m+βˆ
)
=
∑
(α1,α2,...,αd)∈M
(
Xdd·s+β
)
(
d−β∏
i=1
c(F 2aαi , F
2
m)
)(
d∏
i=d−β+1
c(F 2aαi , F
2
m+1)
)
by virtue of equation (2), as there cannot be any copy of Xdd·s+β in F
2
m or F
2
m+1 (all the
leaf-induced subtrees of binary caterpillars are themselves binary caterpillars).
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Passing to the density, we obtain
γ
(
Xdd·s+β, X
d
d·m+βˆ
)
=
∑
(α1,α2,...,αd)∈M
(
Xdd·s+β
)
(∏d−β
i=1
(
m
aαi
))(∏d
i=d−β+1
(
m+1
aαi
))
(
d·m+βˆ
d·s+β
)
as soon as m ≥ s+ 1. Letting m→∞ and taking the limit, we arrive at
lim
m→∞
γ
(
Xdd·s+β, X
d
d·m+βˆ
)
= d−(d·s+β) · (d · s+ β)! · ∑
(α1,α2,...,αd)∈M
(
Xdd·s+β
)
(
d∏
i=1
aαi !
)−1
.
Hence, we establish that
lim
m→∞
γ
(
Xdd·s+β, X
d
d·m+βˆ
)
=
|M(Xdd·s+β)|
(s!)d−β · ((s+ 1)!)β · (d · s+ β)!dd·s+β ,
and the first part of the theorem is proved.
The upper bound on Id
(
Xdd·s+β
)
is a consequence of Theorem 7 as binary caterpillars have
inducibility 1 for every d—see [6, Theorem 2]. This completes the proof of the theorem. 
Observe that for n ≤ 2 · d, the tree Xdn is an even d-ary tree, and the upper bound on
Id
(
Xdn
)
is its precise inducibility (Theorem 12). However, for n > 2·d, the exact inducibility
of the tree Xdn is not known (unless d = 2 and n ≤ 6). The ratio between the upper and
lower bounds on the inducibility Id(X
d
n) in Theorem 13 approaches 1 at the rate of d
−n
when n gets large. We conclude that the bounds on Id(X
d
d·s+β) are quite accurate for large
values of n.
Theorem 13 can also be adapted to a more general situation.
Theorem 14. Let d ≥ 2 be an arbitrary but fixed positive integer and D a d-ary tree.
Assume that D has d branches all of which are isomorphic to the same d-ary tree, say D′.
Then we have
|D|!
d|D|
(
Id(D
′)
|D′|!
)d
≤ Id(D) ≤ |D|!
d|D| − d
(
Id(D
′)
|D′|!
)d
.
Proof. The lower bound is a special case of Theorem 9 that appears in [6], while the upper
bound is a consequence of Theorem 7. 
We conclude with lower bounds, restricting ourselves to trees with only two branches.
Theorem 15. Let D be a d-ary tree with two branches D1 and D2. Then the following
inequalities hold:
(1) If D1 and D2 have the same number of leaves:
Id(D) ≥ 2−|D|
( |D|
|D|/2
)
Id(D1)Id(D2) ;
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(2) If D1 and D2 have a different number of leaves (assume |D1| < |D2|):
Id(D) ≥ |D|−|D| · |D1||D1| · |D2||D2|
( |D|
|D1|
)
Id(D1)Id(D2) .
Proof. By (2), the density γ(D,T ) of D in a d-ary tree T with two branches T1 and T2 is
at least
1(|T |
|D|
) ∑
pi∈M(D)
( |T1|
|Dpi(1)|
)
γ(Dpi(1), T1)
( |T2|
|Dpi(2)|
)
γ(Dpi(2), T2)
for |T | ≥ |D|, where we only consider copies of D in which its branches D1, D2 are induced
by subsets of leaves of T1, T2.
• Suppose that |D1| = |D2|. If D1 and D2 are isomorphic then consider a sequence
T 11 , T
2
1 , T
3
1 . . . of d-ary trees that is asymptotically maximal for D1 (and thus D2).
Call T n the d-ary tree with two branches, each of which is isomorphic to T n1 . So
we have
γ(D,T n) ≥ 1(
2|Tn1 |
|D|
)(|T n1 ||D1|
)2
γ(D1, T
n
1 )
2
(as |M(D)| = 1), and this implies that
lim sup
n→∞
γ(D,T n) ≥ |D|!|D1|!2 · 2|D|
(
lim sup
n→∞
γ(D1, T
n
1 )
)2
.
In particular, one obtains
Id(D) ≥ 2−|D|
( |D|
|D|/2
)
Id(D1)
2 .
If D1 and D2 are not isomorphic, then consider a sequence T
1
1 , T
2
1 , T
3
1 . . . of d-ary
trees that is asymptotically maximal for D1 and another sequence T
1
2 , T
2
2 , T
3
2 . . . of
d-ary trees that is asymptotically maximal for D2. Since one can always assume
that |T n1 | = n = |T n2 |, we obtain
γ(D,T n) ≥ 1(|Tn|
|D|
)( |T n1 ||D|/2
)
γ(D1, T
n
1 )
( |T n2 |
|D|/2
)
γ(D2, T
n
2 )
where T n is the d-ary tree with two branches, one is isomorphic to T n1 and the other
one isomorphic to T n2 . Passing to the limit as n→∞, we deduce that
Id(D) ≥ lim sup
n→∞
γ(D,T n) ≥ |D|!
(|D|/2)!2 · 2|D| Id(D1)Id(D2) .
• Now suppose that D1 and D2 have a different number of leaves. One can then
assume that |D1| < |D2|. Choose a sequence T 11 , T 21 , T 31 . . . of d-ary trees asymptot-
ically maximal for D1 and another sequence T
1
2 , T
2
2 , T
3
2 . . . of d-ary trees asymptot-
ically maximal for D2 in such a way that |T n1 |/|T n2 | = |D1|/|D2| for all n (which is
always possible). Let T n be a d-ary tree with two branches, one isomorphic to T n1
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and the other one isomorphic to T n2 . Thus, we have
|T n1 | =
|D1|
|D| |T
n|, and |T n2 | =
|D2|
|D| |T
n| .
Set α = |D1|/|D|. It follows that
γ(D,T n) ≥ 1(|Tn|
|D|
)(|T n1 ||D1|
)
γ(D1, T
n
1 )
(|T n2 |
|D2|
)
γ(D2, T
n
2 ) ,
=
1(|Tn|
|D|
)(α · |T n||D1|
)
γ(D1, T
n
1 )
(
(1− α)|T n|
|D2|
)
γ(D2, T
n
2 ) ,
and this gives us
lim sup
n→∞
γ(D,T n) ≥ α|D1|(1− α)|D2|
( |D|
|D1|
)
Id(D1)Id(D2) .
In particular, we obtain
Id(D) ≥ |D|−|D| · |D1||D1| · |D2||D2|
( |D|
|D1|
)
Id(D1)Id(D2) .
This completes the proof of the theorem. 
Let us remark that one cannot improve on the lower bounds using only the argument
in the proof of Theorem 15. This is because for any fixed positive integers k and l, the
function f(x) = xk(1− x)l on the interval (0, 1) has its unique maximum at k/(l + k):
xk(1− x)l ≤ k
k · ll
(l + k)l+k
for all x ∈ (0, 1). Indeed, the first derivative of f is given by
f ′(x) = xk−1(1− x)l−1(k(1− x)− lx)
showing that f ′(x) ≥ 0 if and only if x ≤ k/(l + k); in particular,
f(x) ≤ f
( k
l + k
)
=
kk · ll
(l + k)l+k
for all x ∈ (0, 1).
Remark 1. One derives from the proof of Theorem 15 that if D1 and D2 are not isomorphic
but have a common sequence of trees that is asymptotically maximal for both, then the
inducibility of D in d-ary trees is at least
21−|D|
( |D|
|D1|
)
Id(D1)Id(D2) .
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