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Abstract
The problem of determining the maximum number of node-disjoint subgraphs of a partial
k-tree H on nH nodes that are isomorphic to a k-connected partial k-tree G on nG nodes is
shown to be solvable in time O(nk+1G nH + n
k
H ). c© 2000 Elsevier Science B.V. All rights
reserved.
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1. Introduction
A matching of a graph H is a set of node-disjoint edges of H . The edges can be
seen as node-disjoint copies of the graph K2. This observation led Hell and Kirkpatrick
[13] to a natural generalization of matching where an arbitrary graph G is substituted
for K2. Following [13], a G-packing of a graph H is a set of node-disjoint subgraphs
G1; G2; : : : ; Gl of H such that each Gi is isomorphic to G. In analogy to the problem of
maximum matching in H; the problem of maximum G-packing in H is to determine
the maximum cardinality of G-packing of H . Hell and Kirkpatrick proved this problem
to be NP-complete in general [15], and Berman et al. showed it to be NP-complete
even when H is a planar graph [4].
In this paper we consider the problem of maximum G-packing restricted to
k-connected partial k-trees. The host graph H is assumed to be an arbitrary partial
k-tree whereas the guest graph G is assumed to be an arbitrary k-connected par-
tial k-tree of an arbitrary size. The assumption on k-connectivity of G is important
since otherwise even the problem of determining whether a connected partial 2-tree is
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isomorphic to a subgraph of a biconnected partial 2-tree is known to be NP-complete
[20].
The problem of nding maximum G-packing in H can also be seen as a natural
generalization of the fundamental problem of determining whether G is isomorphic
to a subgraph of H . The latter problem is known in the literature as the subgraph
isomorphism problem. It has a variety of applications in, for instance, engineering
sciences, organic chemistry, biology, and pattern matching.
The only known polynomial-time algorithms for subgraph isomorphism are those for
k-connected partial k-trees and partial k-trees of bounded degree. Substantially weaken-
ing any of the two assumptions yields NP-completeness [23, 10, 11, 8]. Besides general
polynomial-time algorithm-design strategies for the these two classes [5, 23, 9], there
are several specic polynomial-time algorithms for special cases of subgraph isomor-
phism problem, e.g., for trees [22], biconnected outerplanar graphs [18], biconnected
series{parallel graphs [20], and k-connected partial k-paths [11]. In [23], Matousek
and Thomas have derived O(nk+45) and O(nk+2) bounds on the time complexity of
the subgraph isomorphism problem for k-connected partial k-trees and for bounded de-
gree partial k-trees, respectively. In [9], Gupta and Nishimura conrmed both bounds
by using a dierent method based on width-k tree-decomposition of partial k-trees.
Recently, the bound for k-connected partial k-trees has been improved by Dessmark
et al. [7].
Partial k-trees are known for their good algorithmic properties (e.g., see [2]), espe-
cially for problems that can be described in the language of extended Monadic Second
Order Logic (MSOL, see, for instance, [1]). Since graph isomorphism is not one of
these problems, the general techniques of Arnborg et al. [1] cannot be used to construct
an ecient subgraph isomorphism or maximum packing algorithm for the feasible cases
of partial k-trees. On the other hand, when the guest graph G is xed, an MSOL for-
mula purporting existence of an isomorphic copy of G in the host graph H can be easily
constructed. In this case, both the subgraph isomorphism problem and the maximum
G-packing problem are solvable in linear time, by the result of Arnborg et al. [1].
By generalizing Matula's algorithm for subtree isomorphism [22], Lingas has recently
shown the problem of maximum graph-packing restricted to trees, where the guest tree
is of arbitrary size, to be solvable in time O(n5=2) [21]. Also, Kovacs and Lingas have
recently shown the problem of maximum graph-packing for biconnected outerplanar
graphs to be solvable in time O(n4) [16] (outerplanar graphs are a subclass of partial
2-trees). All previously known polynomial-time solutions to restrictions of the graph-
packing problem relied on the constant size of the guest graph G.
We present an algorithm for maximum packing of a k-connected partial k-tree G on
nG nodes in a partial k-tree H on nH nodes running in time O(nk+1G nH +n
k
H ). Our result
gives further evidence that the complexity of the G-packing problem is very closely
related to the complexity of the subgraph isomorphism problem. While our algorithm
is polynomial in the size of the input, the super-exponential dependence on the value
of parameter k makes it practical only for small values of k. (For a discussion of
practicality of some partial k-tree algorithms, see [3].)
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The structure of our paper is as follows. In Section 2, we introduce some basic graph
theoretic concepts and dene the bounded-width tree-decomposition of a graph, its so-
called normalized version and the tree-decomposition graph of a k-connected partial
k-tree. In Section 3, we develop ideas for a polynomial-time method for the maximum
packing problem, based on the method for subgraph isomorphism for k-connected par-
tial k-trees from Gupta and Nishimura [9] and the maximum tree packing problem of
Lingas [21]. In Section 4, we discuss the means of a more ecient implementation of
the ideas of Section 3. In Section 5 we present the algorithm itself. In Section 6 we
provide the complexity analysis for our algorithm. In Section 7, we lists possible exten-
sions of our algorithms to include the maximum packing problem on bounded degree
partial k-trees and that of maximum topological packing and maximum homeomorphic
packing for k-connected partial k-trees.
2. Preliminaries
We shall adhere to standard notations for undirected graphs as in, for instance, [12].
In particular, a graph is isomorphic to another graph if there is a one-to-one corre-
spondence between vertices of the two graphs that preserves adjacency. Such a corre-
spondence is called an isomorphism between the two graphs.
For a graph G; we shall denote the set of vertices of G by V (G) and the set of
edges of G by E(G). The number of neighbors (the degree) of a vertex v of G will
be denoted by degG(v).
For a subset of vertices S V (G); the subgraph of G induced by S will be denoted
by G[S]. It has S as its vertex set and E(G)\ (SS) as its edge set. The graph obtained
by removing from G the subset S with all incident edges in G will be denoted by GnS.
Such a subset S will be called a separator of G; if GnS has at least two connected
components. For a positive integer constant k>1; G is k-connected if jV (G)j>k and
each separator of G has at least k vertices. A completely connected set of k vertices
(one that induces a subgraph isomorphic to the complete graph Kk) is called a k-
clique.
A k-tree is a graph which can be reduced to a k-clique by a sequence of eliminations
of degree k vertices whose neighbors in the partially reduced graphs induce a k-clique.
A partial k-tree is a subgraph of a k-tree. We will refer to vertices of partial k-trees
as \nodes".
Following Robertson and Seymour [24], a tree-decomposition of a graph G is a
tree T with the vertex set X , each element x2X being a (unique) subset of V (G)
satisfying the following conditions:
1. for each (u; v)2E(G) there is an x2V (T ) such that fu; vg x;
2. for any x; y; z 2V (T ); if y is on the path from x to z in T then x\ zy.
A vertex x2V (T ) is often called a bag. The maximum size of a bag in T , minus
one, is called the width of T . The treewidth of a graph is the minimum width of its
tree-decomposition. The following fact is well known (see, for instance, [17].)
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Lemma 2.1. The class of partial k-trees is exactly the class of graphs of treewidth
at most k.
It is easy to observe that the intersection of any two bags adjacent in a (minimal)
tree-decomposition of a graph G is a separator of G. For the purpose of solving the sub-
graph isomorphism problem for partial k-trees, Gupta and Nishimura have introduced
the so-called normalized tree-decomposition where such separators explicitly occur as
bags called \separator vertices"; the remaining bags are called \clique vertices" [9].
(In our presentation, we simplify somewhat the original denitions from Gupta and
Nishimura [9].)
A tree-decomposition T of a graph G with treewidth k is a normalized tree-
decomposition of G if V (T ) can be partitioned into the set of separator vertices,
each of size k, and the set of clique vertices, each of size k + 1. The tree T is rooted
in a separator vertex, the leaves of T are clique vertices, children of each separator
vertex are clique vertices and children of non-leaf clique vertices are separator ver-
tices. For each child y of a separator vertex x; xy, and in turn for each child z
of y, zy. For any two vertices u and v of T with a common adjacent vertex, the
symmetric dierence of u and v has exactly two elements. This ensures the linear size
of T which represents an imbedding of G into a k-tree with the same set of nodes.
Additionally, Gupta and Nishimura make use of a perfect elimination order of nodes
of the k-tree supergraph H of G that is dened by T (see, for instance, [25]). This
permutation of V (H); !, has the property that for all i; k<i6nH , the neighbors
of u=!−1(i) which precede u in ! induce in H a k-clique. The nodes of the root
bag of T are the rst k nodes under !. This implies that, for a clique child x of a
separator vertex y in T , the \new" node u in x; xny= fug, succeeds all the nodes
v2y under !: !(v)<!(u). Throughout the remainder of this paper, we will include
the perfect elimination order ! as a part of a tree-decomposition (T; !). A normalized
tree-decomposition of G can be constructed eciently.
Lemma 2.2. Let G be a partial k-tree on n nodes. A normalized tree-decomposition
for G of width-k can be constructed in time O(n).
In their algorithm for subgraph isomorphism between G and H , Gupta and Nishimura
use a width-k normalized tree-decomposition TD(H) of the host partial k-tree H ,
and the so-called tree-decomposition graph TDG(G) of the guest k-connected partial
k-tree G [9]. TDG(G) is used to determine the existence of a width-k normalized
tree-decomposition of G similar to a part of TD(H).
A vertex in the directed acyclic graph TDG(G) corresponds to a potential vertex in
a width-k normalized tree-decomposition of G. Thus, there are two kinds of vertices in
TDG(G), separator vertices and clique vertices, similarly as in TD(H). In analogy with
a normalized tree-decomposition, we will talk about predecessor and successor vertices
in TDG(G) as parents and children. A vertex without a parent is called a source and
a vertex without any children is called a sink.
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Fig. 1. (a) A partial 2-tree G, and (b) part of its tree-decomposition graph TDG(G).
A separator vertex v in TDG(G) is a triple (Sv; v; Pv) where Sv is a k node separator
of G, v is a permutation of nodes in Sv and Pv is either an empty set, or a distinguished
connected component of GnSv, the so-called parent component. The permutation v is
used in the algorithm from Gupta and Nishimura [9] to prespecify a potential imbedding
of a subgraph of G induced by Sv into the subgraph of H induced by a similar vertex
of TD(H).
Similarly, a clique vertex w is a triple (Qw; w; Pw) where Qw is a (k + 1)-element
subset of V (G); w is a permutation of Qw and Pw is either the empty set or the
k-element set Qwnf−1(k + 1)g.
The edges in TDG(G) correspond to potential edges in a width-k normalized tree-
decomposition of G. Thus, if a clique vertex w is a child of a separator vertex v,
then w species the same sequence of the rst k nodes of Qw as v(Sv) and Pw is
non-empty. Similarly, if a separator vertex v is a child of a clique vertex w, then v(Sv)
species all but one node q from Qw in exactly the same order as w, and the parent
component Pv is equal to the connected component of GnSv containing q. See Fig. 1.
More formally, the graph TDG(G) is dened as follows:
TDG(G) has the vertex set consisting of separator vertices v= (Sv; v; Pv) and clique
vertices w= (Qw; w; Pw), as described above.
The edge set of TDG(G) consists of pairs of vertices (x; y) with y called the child of
x. For a separator vertex v and a clique vertex w as above, v is a child of w if there ex-
ists an index j; 16j6k such that Sv =Qwnf−1w (j)g, for all i; 16i<j; −1v (i) = −1w (i),
for all i; j6i6k; −1v (i) = 
−1
w (i+ 1) and 
−1
w (j)2Pv. The vertex w is a child of v if
Pw = Sv and for all i; 16i6k; −1v (i) = 
−1
w (i).
Gupta and Nishimura group children of a separator vertex into clusters, where, for
each child cluster, only one edge directed from the parent to the cluster is explicitly
given. As we will see later, this will lead to linear (in its number of vertices) represen-
tation of TDG(G). Children (Q; ; P) of a separator vertex in TDG(G) are dend to be
in the same child cluster if and only if all nodes −1(k+ 1) are in the same connected
component of GnP. Note that there are at most k + 1 children of a clique vertex (the
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k-node separator component of such a child vertex can be obtained by dropping one
of k + 1 dierent nodes from the clique component of the clique vertex). Trivially,
each child of a clique vertex forms a singelton cluster.
After computing a width-k normalized tree-decomposition TD(H) = (T; !) and the
tree-decomposition graph of G; TDG(G), the algorithm of Gupta and Nishimura searches
for a tree-decomposition of G similar to a subtree of T . The search proceeds by solving
constrained subgraph isomorphism subproblems induced by pairs of separator vertices
and pairs of clique vertices from TD(H) and TDG(G); respectively.
Consider a separator vertex w= (Sw; w; Pw) of TDG(G) and a separator vertex x
of T . Let G(w) be the subgraph of G resulting from removing the parent component Pw
from G. Next, let H(x) be the subgraph of H induced by the union of the vertices in
the maximal subtree of T rooted at x. The subgraph isomorphism subproblem induced
by w and x consists in determining whether there is an isomorphism ’ between G(w)
and a subgraph of H(x) mapping Sw onto x, such that the ith node of x with respect
to ! is the image of the node w
−1(i)2 Sw.
If such an isomorphism exists, then each child cluster of w contains a clique vertex u
for which there is a unique child y of x s.t. ’ restricted to G(u) solves the subproblem
induced by u and y.
The denition of the subproblem induced by a pair of clique vertices is analogous
and involves checking the subgraph isomorphism between the subgraphs induced by
the corresponding node sets.
Following the above denitions, the subgraph isomorphism subproblems are solved
by reduction to the subproblems for child vertices already solved using matching tech-
nique [9, 14]. Ultimately, there exists an isomorphism between G and a subgraph of
H if there is a vertex w in TDG(G) with empty parent component and a vertex x in
TD(H) such that the subproblem induced by w and x has a solution.
3. Maximum partial k-tree packing in polynomial time
Our approach to the maximum G-packing problem on partial k-trees is based on
two dierent generalizations of the classic subtree isomorphism algorithm of Matula
[22]. The rst, by Lingas [18], extends the techniques of Matula to compute the max-
imum graph-packing in trees. The second, by Gupta and Nishimura [10], adapts the
ideas of Matula's algorithm to tree-decompositions solving the subgraph isomorphism
problem for special classes of partial k-trees. We exploit the fact that bags of a tree-
decomposition are tree nodes to extend Lingas's technique of rooted imbedding of the
guest graph into subtrees of the host tree without impinging on the previously found
maximum G-packings in the subtrees. Our algorithm nds an isomorphic copy of the
guest graph in a subgraph of the host graph H determined by the subtree of the tree-
decomposition of H rooted in the current vertex v, from which we exclude nodes of the
previously found maximum G-packing (in subgraphs of H corresponding to subtrees
rooted in children of v).
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To start with we need the following notation.
Let TD(H) = (T; !) be a width-k normalized tree-decomposition of H . For v2V (T )
and F  v; let N (v; F) be the cardinality of maximum G-packing in H(v) node-disjoint
from the forbidden subset F; i.e., the maximum number of node-disjoint subgraphs of
H(v) isomorphic to G and disjoint from F . (Recall that v is a subset of nodes of H
and H(v) is the subgraph of H induced by the union of vertices in the maximal subtree
of T rooted at v.) Next, let L(v) be the list of all vertices w of TDG(G) for which
there is a solution to the subgraph isomorphism problem induced by w and v such that
the unmapped (by the solution function ’) part of H(v) still contains N (v; v) subgraphs
isomorphic to G.
Remark 1. The maximum G-packing in H(v) is equal to N (v; ;).
Furthermore, for w= (B; ; P)2V (TDG(G)) and v2V (T ) where  species a
subgraph isomorphism between G[B] and H [v]; let Lw; v denote the bipartite graph
with nodes corresponding to the clusters of children of w in TDG(G) and to the chil-
dren u of v for which N (u; v) =N (u; u), respectively. An edge connects a node pair
(wi; u) whenever a member of the corresponding child cluster wi of w is in the list
L(u) of the corresponding child u of v.
Note that the number of child clusters of a separator node (B; ; ;) in TDG(G) is
equal to the number of connected components of GnB.
The following lemmata enable us to recursively determine N (v; F) and L(v) in the
order of non-decreasing height of vertices v of T . The rst of them trivially follows
from the denition of the graph Lw; v.
Lemma 3.1. Let w be a non-sink vertex of TDG(G) and let v be a non-leaf vertex
of T . There is a solution ’ to the subgraph isomorphism problem induced by w and
v such that for each child u of v; H(u) admits a G-packing which has cardinality
N (u; u\ v) and is node-disjoint from the subgraph ’(G(w)) of H(v) if and only if Lw; v
has a matching of cardinality equal to the number of child clusters of w in TDG(G).
The above lemma has an immediate corollary:
Corollary 3.2. Let w= (B; ; ;) be a (source) node of TDG(G). Let v be a non-leaf
vertex of T; for the tree-decomposition of H; TD(H) = (T; !). There is a subgraph
isomorphism ’ between G and H(v) such that:
(i) for i= 1; : : : ; jBj; the node −1(i) of B is mapped on the ith node of v with respect
to !; and
(ii) for each child u of v; H(u) admits an G-packing which has cardinality N (u; u\ v)
and is node-disjoint from the subgraph ’(G) of H(v)
i and only if Lw; v has a matching of cardinality equal to the number of child clusters
of w.
The next lemma de facto implies a polynomial-time algorithm for determining
N (v; F) and L(v) for all vertices of T .
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Lemma 3.3. Let v be a non-leaf vertex of the tree T . For a forbidden subset F
of v; N (v; F) is not smaller than (is equal to if F is not empty; respectively) the
maximum M of
∑
child u of v N (u; (u\ v)nAu) over all partitions of the set vnF into
blocks Au for children u of v.
If there is a vertex u= (B; ; ;) in TDG(G) such that Lu; v has a matching of cardi-
nality equal to the number of child clusters of u then N (v; ;) equals maxfM;N (v; v)+
1g otherwise it equals M . In the latter case; L(v) consists of all vertices w of TDG(G)
for which Lw; v has a matching of cardinality equal to the number of child clusters
of the children of w. If v is a clique vertex then L(v) additionally includes all sink
vertices w= (Qw; w; Pw) of TDG(G) such that w species a subgraph isomorphism
between G(Qw) and H (v).
Proof. By denitions, N (v; F)>M . Consider a maximum G-packning G1; : : : ; Gm of
H(v)nF where m=N (v; F). If for each i= 1; : : : ; m; Ginv has only one connected com-
ponent then m=M holds clearly. Otherwise, for some j; the counter-image of V (Gj)\ v
with respect to the isomorphism between G and Gj has to be a separator of G and,
since G is k-connected, it has to have at least k nodes. Thus, if v is a separator ver-
tex then vV (Gj), m6N (v; v) + 1. If v is a clique vertex and vV (Gj) then clearly
m6N (v; v)+1 also holds. In any of these two cases, if there is a vertex w= (B; ; ;) in
TDG(G) such that Lw; v has a matching of cardinality equal to the number child clusters
of w then, by Corollary 3.2, m>N (v; v) + 1 which implies m=N (v; v) + 1. Otherwise,
m<N (v; v)+16M +1 must hold and consequently m=M holds. To bound m further,
it remains to consider the case where v is a clique vertex and jV (Gj)\ vj= k holds. In
this case, it is easily seen that there is a separator child u of v such that u=V (Gj)\ v
and Gj lies entirely in H(u). This corresponds to jAuj= k and yields m6M which again
implies m=M . The specication of the list L(v) follows easily from the denitions.
4. Rooted bipartite matching
In [22], Matula considered the groups of related maximum bipartite matchings prob-
lems specied in terms of rooted bipartite matching.
Let G= (V1 [ V2; E) be a bipartite graph with V1 and V2 being blocks of the bi-
partition with jV1j6jV2j. For v2 2V2; the v2-rooted matching problem is to determine
the set Rv2 (G) of all nodes v1 in V1 such that there is a maximum matching of G
including the edge (v1; v2) and jV1j − 1 other edges.
Matula has shown that the rooted bipartite matching problem can be solved in time
proportional to that taken by the maximum bipartite matching problem (Theorem 3.4
in [22]).
For positive integers p; q; let Bp;q denote the class of bipartite graphs (V1 [ V2; E)
where jV1j=p and jV2j= q. Next, let mb(p; q) denote the worst-case time in the form
O(pq); where >1 and >1; needed to nd a maximum matching in a graph in
Bp;q. In terms of our notation we can express the fact due to Matula as follows.
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Lemma 4.1 (Matula [22]). For G= (V1 [V2; E) in Bp;q and v2 2V2; the v2-rooted
matching problem can be solved in time mb(p; q).
For a vertex w= (B; ; ;) in TDG(G) and a vertex v of T; where  species a sub-
graph isomorphism between G[B] and H [v]; let Lw; v = (V1 [V2; E) denote the bipartite
graph where vertices in V1 correspond to dierent child clusters of w and vertices in
V2 correspond to the children u of v for which N (u; v) =N (u; u) and to the parent of
v. An edge connects v1 2V1 with v2 2V2 whenever either, for the child u of v that
corresponds to v2, the list L(u) contains a member of the cluster corresponding to v1,
or when v2 corresponds to the parent of v. We shall skip the index v2 in Rv2 (L

w; v)
whenever v2 is the parent of v.
By the above denitions and Lemma 3.1, we obtain the following useful lemma.
Lemma 4.2. Let w= (B; ; ;) be a vertex in TDG(G); and let v be a vertex of T .
There is a solution ’ to the subgraph isomorphism problem induced by w0 = (B; ; P)
and v such that for each child u of v; H(u) admits a G-packing which has cardinality
N (u; u\ v) and is node-disjoint from ’(G(w′)) if and only if the node of Lw; v that
corresponds to the child cluster of w determined by P is in R(Lw; v).
Proof. To prove the rst part suppose rst that there is such a subgraph isomorphism
’ between G(w′) and H(v). In Lw; v; we can match each node corresponding to a child
cluster C of w0 with the node corresponding to the child v0 of v so that ’ yields a
solution to the subgraph isomorphism induced by a child of w0 in cluster C and v0.
To obtain a matching of cardinality equal to the number of child clusters of w, we
need match the node v1 of Lw; v that corresponds to the child cluster determined by the
parent component P of w0 with the node v2 of Lw; v corresponding to the parent of v.
We conclude that the node v1 is in R(Lw; v). Conversely, if such a node v1 is in R(Lw; v)
then there is a matching of Lw; v incident, in particular, to all nodes corresponding to the
child clusters of w0 and including also the edge incident to node v1 and to the parent
v2 of v. Thus, there are solutions ’u to all the subgraph isomorphism problems induced
by the children u of w0 and the children v0 of v where the node corresponding to the
cluster containing u is matched with the node corresponding to v0 in the matching of
Lw; v so that ’u maps the node −1(i) of B to the ith node of v with respect to !. The
resulting subgraph isomorphism between G(w′) and H(v) satises the required properties
by the denition of the graph Lw; v.
5. The algorithm for maximum packing
Our algorithm recursively determines the value N (v; F) and the list L(v) for all
vertices v of a rooted width-k normalized tree-decomposition TD(H) = (T; !) of H
and subsets F of v in the order of non-decreasing height of v.
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1. Compute a width-k normalized tree-decomposition TD(H) = (T; !) of H .
2. Compute the tree-decomposition graph TDG(G) of G.
3. For each v in V (T ) and each F  v set N (v; F) to 0 and L(v) to an empty set.
4. For each clique vertex v of T; and each sink w= (Qw; w; Pw) of TDG(G) s.t. w
species a subgraph isomorphism between G[Qw] and H [v] insert w into L(v).
5. for h= 2; : : : ; height(T ) do
for each v in V (T ) of height h do
begin
for each subset F of v do
N (v; F) max∑child u of v N (u; (u\ v)nAu), where the maximum is
taken over all partitions of vnF into sets Au for children u of v.
for each w= (B; ; ;) in TDG(G) do
if Lw; v has matching of size equal to the number of child clusters of w
then N (v; ;) maxfN (v; ;); N (v; v) + 1g
else
begin
Compute the set R(Lw; v);
for each w2V (TDG(G)) which corresponds to a node in R(Lw; v) do
insert w into L(v)
end
end
6. For the root x, output N (x; ;).
6. Complexity analysis
The following combinatorial fact from Dessmark et al. [7] will be useful in the time
analysis of our algorithm for maximum packing for k-connected partial k-trees.
Lemma 6.1 (Dessmark et al. [7]). Let k>2; k 0 = maxfk; 3g and let G be a
k-connected partial k-tree on n nodes. The total number of connected components
induced by k-node separators S each disconnecting G into at least k 0 components s.t.
at least one of them is non-trivial is O(n).
As an almost immediate corollary of the above lemma we have a bound on the size
of the tree-decomposition graph of G.
Lemma 6.2. Given a k-connected partial k-tree G with nG nodes; its tree-
decomposition graph TDG(G) has at most O(nk+1G ) vertices.
Proof. First, consider a separator vertex with a separator set S, a permutation of its
nodes  and a parent component P. The number of possible k-node separator sets is
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O(nkG). By Lemma 6.1, the number of all possible parent components is O(nG). The
number of all posible permutations, k!, is constant as a function of nG. The number
of clique vertices is trivially O(nk+1G ). Hence follows the result.
In all theorems of this section, we will refer to the k-connected partial k-tree G with
nG nodes and its tree-decomposition graph TDG(G), as well as the partial k-tree H
with nH nodes and its normalized tree-decomposition TD(H) = (T; !). The following
lemmata will be also useful in our time analysis.
Lemma 6.3. Let B be a k-node separator of G disconnecting G into l connected com-
ponents. For each separator vertex w= (B; ; ;); where  is a permuation of B; the
total time for nding maximum cardinality matchings in the graphs Lw; v and com-
puting the sets R(Lw; v); where v ranges over all separator vertices of T; is O(nGnH +
l1:5nH ).
Proof. Since the child clusters of w correspond to the connected components of GnB,
they are disjoint and contain O(nG) vertices in total. Hence, the construction of the
bipartite graphs Lw; v and Lw; v (based on the lists L(v0) for children v0 of v) can be
accomplished in time O(nG degT (v)). Since the number of child clusters of w is l;
by Lemma 4.1 and by mb(p; q) =p1:5q (see [14]), a maximum cardinality matching
in the bipartite graphs can be found in time O(l1:5 degt(V )). Consequently, the set
R(Lw; v) can be also determined in time O(l1:5 degT (v)). Now, by taking the sum over
all separator vertices v in T and considering the O(nH ) size of T; we obtain the thesis.
As observed earlier, a clique vertex in TDG(G) has O(k) singleton clusters. Hence,
we analogously obtain the following simpler lemma for clique vertices.
Lemma 6.4. Let B be a (k + 1)-element subset of V (G). For each clique vertex
w= (B; ; ;); where  is a permutation of B; the total time of nding maximum
cardinality matchings in the graphs Lw; v and computing the sets R(Lw; v); where v
ranges over all clique vertices of T; is O(nH ).
Now, we are ready to derive our main result in this section.
Theorem 6.5. Let k>2. For a k-connected partial k-tree G and a partial k-tree H;
the problem of maximum G-packing in H is solvable in time O(nk+1G nH + n
k
H ).
Proof. Clearly, T has linear size O(nH ) whereas TDG(G) has O(nk+1G ) vertices and
edges (by Lemma 6.2). The sink vertices of TDG(G) contains at least k edges and
G as a partial k-tree has at most nGk edges. Hence, the number of sink vertices in
TDG(G) is at most O(nkG). Therefore, Steps 1{4 in Algorithm 1, i.e., the construction
of TD(H) and TDG(G) (see [9]) and initialization of data structures, can be performed
within O(nk+2G + n
k
GnH ) time.
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It remains to analyze Step 5. The time taken by the intialization of N (v; F) for a
separator vertex v of T is proportional to the number of possible partitions of vnF
among children of v which is O(degT (v)
k). Since a clique vertex has O(k) children,
the corresponding time for a clique vertex is O(1). We conclude that the initialization
of N (v; F) for all subsets F and vertices v in Step 5 totally takes O(nkH ) time.
To analyze the complexity of Step 5 further, let us assume rst that G has more
than 2k + 2 nodes. It follows that any k-separator of G inducing at least k + 1 con-
nected components has at least one non-trivial connected component. Consequently, by
Lemma 6.1, the sum of the numbers l of connected components induced by afore-
mentioned separators in TDG(G) is O(nG). By Lemma 6.3, we conclude that all the
matching subproblems induced by separator vertices (B; ; P) with separators B inducing
at least k+1 components can be solved in time O(n1:5G nH ). There are O(n
k
G) remaining
separators on k nodes. The matching problem subproblems induced by the latter can
be solved in time O(nk+1G nH ) by Lemma 6.3. All the matching subproblems induced
by pairs of clique vertices from T and TDG(G) can be solved in time O(nk+1G nH ) by
Lemma 6.4. If G has at most 2k + 2 nodes, then all the matching subproblems in
step 5 can be solved in O(nH ) time.
7. Final remarks
Besides k-connected partial k-trees, the subgraph isomorphism problem can be solved
in polynomial-time for bounded-degree partial k-trees [9, 23]. Our algorithmic solution
to maximum packing for k-connected partial k-trees can probably be modied to include
the bounded-degree case.
A graph G can be topologically imbedded [7, 9] in a graph H if the latter contains
a subgraph which after contracting some paths with internal vertices of degree two to
a single edge becomes isomorphic to G. A topological G-packing of a graph H is a
set of vertex-disjoint subgraphs H1; H2; : : : ; Hl of H such that G can be topologically
imbedded in each Hi. The problem of maximum topological G-packing in H is to
determine the cardinality of maximum topological G-packing in H . The corresponding
problem of maximum homeomorphic G-packing in H consists of nding a maximum
topological G0-packing in H where G0 is the graph obtained by contracting all maximal
paths in G with internal vertices of degree two.
It should be possible to extend our algorithm for maximum packing for k-connected
partial k-trees by replacing the concept of subgraph isomorphism with the more gen-
eral concepts of topological imbedding and subgraph homeomorphism [12]. In fact,
analogous extensions of algorithms for maximum tree packing and maximum packing
for biconnected outerplanar graphs are known in the literature [16, 18].
Since the subtree isomorphism problem admits an RNC algorithm (randomized par-
allel algorithm running in polylog time on polynomial number of processors [19]), we
suspect that also the problem of maximum packing for k-connected partial k-trees and
its extensions admit RNC algorithms.
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