In this paper, a lattice Boltzmann color-gradient method is compared with a multi-component pseudo-potential lattice Boltzmann model for two test problems: a droplet deformation in a shear°ow and a rising bubble subject to buoyancy forces. With the help of these two problems, the behavior of the two models is compared in situations of competing viscous, capillary and gravity forces. It is found that both models are able to generate relevant scienti¯c results. However, while the color-gradient model is more complex than the pseudo-potential approach, numerical experiments show that it is also more powerful and su®ers fewer limitations.
Introduction
In recent years, the lattice Boltzmann method (LBM) has proven to be a successful candidate for modeling multi-phase°ows. Multi-phase°ow modeling with the lattice Boltzmann method is a very broad research topic, and the interested reader is pointed toward recent scienti¯c literature reviews on the matter. [1] [2] [3] The present introduction o®ers an overview of three-dimensional multi-phase lattice Boltzmann models available in the literature, and then summarizes the content and structure of the paper.
Numerous LB models have been developed for the simulation of immiscible°uid°o ws. A vast majority of these models are based on the concept of a di®use interface, meaning that the interface separating the two-phases has a thickness of several grid nodes. The following three models are the best known and are used for LB immiscible°u id simulations:
. The color-gradient model (CGM) from Gunstensen and Rothman 4 ;
. The pseudo-potential model (PPM) from Shan and Chen 5 ; and
. The free-energy model (FEM) from Swift et al. 6 The three models were all proposed during the 1990s. Through the years, they gained in popularity and extended their range of possible physical applications. While initially the three models were con¯ned to limited viscosity and density ratios, more recent, improved versions of these models are now capable of dealing with more demanding physical scenarios. In general, new models include a multiple-relaxationtime (MRT) formulation, advanced techniques for the calculation of gradients and a more explicit and/or better tuned physical description of the underlying physics that allows them to achieve strict phase separation in immiscible°ows. We would like to highlight that the multi-phase models we mention above focus exclusively on the microscopic description of the°uid-°uid interface dynamics. Multi-phase°ow modeling for larger macroscopic length scale is also possible with the LBM. For example, Mendoza et al. 7 proposed a lattice Boltzmann approach to solve generalized Navier-Stokes equations where the porosity of the medium is taken into account. Similar e®orts are being made for multi-scale multi-phase°ow modeling with the gray LBM based on free-energy 8 and pseudo-potential method. 9 The so-called inter-particle PPM proposed by Shan and Chen, which takes advantage of the molecular/mesoscopical nature of the LBM and executes an interaction between particle distribution functions of di®erent species, has always been a popular alternative to the CGM. This method is proposed in two°avors. The¯rst, the single-component multi-phase algorithm with a single distribution function produces regions of higher and lower densities, respectively, thanks to an attractive potential between particles. The second, a multi-component version 5, 10 with two or more distribution functions uses a repulsive potential between particles of di®erent species to achieve phase separation. The multi-component algorithm, in particular, is very widely used in virtue of its relatively straightforward implementation and the numerical stability of the algorithm in complex geometries, such as porous media. However, the original pseudo-potential method is unable to deal with important viscosity and density ratios 11, 12 and su®ers from strong spurious currents. Recently, Porter et al., 13 by conscientiously reworking the original multi-component PPM, showed that a signi¯cant improvement of the algorithm can be obtained. The authors were able to deal with viscosity ratios of up to 1000 for simple°ow con¯gurations (i.e. two-phase Poiseuille°ow). Moreover, they also report a substantial decrease in spurious currents, and underline that with the new model, the interfacial tension between the two°uids can be tuned through a unique parameter. The main ingredients of the improved algorithm proposed by Porter and coworkers include (i) an explicit forcing model responsible for the adjustable viscosity ratios, rather than the original implementation of the force as a correction to the equilibrium velocity, 5 (ii) an MRT collision procedure which is key to increase numerical stability at large viscosity ratio, and (iii) a multi-range/multi-belt calculation of the density gradients used for the de¯nition of the interaction potential between particles. 14 The latter ingredient maintains numerical stability at high interfacial tension, when the repulsive forces between di®erent species are large. While these improvements seem to increase the range of validity of the PPM, they have, at the current state, been validated only for a limited number of two-dimensional (2D) test cases, 13, 15 and they have so far only been tested very recently in three-dimensional (3D)°ows. 16 The free-energy based models are commonly used for single-component multiphase LB°ows. A popular version is the one by Inamuro et al. 17 The model is stable at high density ratios, but one of its weaknesses is that it requires the resolution of a time-consuming Poisson equation at each time step to correct the velocity¯eld. This special procedure is usually not required in the lattice Boltzmann method, and this aspect is therefore generally viewed as a serious drawback of the model. Lee and Lin 18 remove this limitation and propose an alternative discretization scheme which does not require the resolution of any nonlocal equation. But the latter model has possible issues related to the control of the nondi®use interface thickness and to mass conservation, 19, 20 and these issues can a®ect the accuracy of the modeled physical phenomena. An interesting property of this model, though, is that spurious currents can be fully eliminated at steady state with a potential pressure form and special nite di®erence discretizations. 21 However, this comes at the cost of losing momentum conservation.
Finally, the CGM has largely been improved since the inception of the model of Gunstensen and Rothman. 4 Grunau et al. 22 introduce the viscosity variation into the CGM model and also proposed an approach to obtain a stable interface with density ratio by varying the isothermal speed of sound between the phases. Reis and Phillips 23 modify the perturbation operator so that the interfacial tension is compatible with the capillary stress tensor at the macroscopic level. They also proposed a D2Q9 model of the CGM. Liu et al. 24 extend this procedure to the D3Q19 lattice. Leclaire et al. [25] [26] [27] introduced the recoloring operator, the isotropic gradient discretization and a scaling mechanism into the CGM, in order to signi¯cantly reduce the spurious currents at the interface. Approach to increase the Galilean invariance of the CGM has also been proposed. [28] [29] [30] The MRT has also been introduced to improve the stability of the CGM. [30] [31] [32] There are also approaches to model the static and dynamic contact angles accurately at a solid boundary. [33] [34] [35] Recently, a generalized CGM with enhanced equilibrium for the D2Q9, D3Q15, D3Q19 and D3Q27 have been proposed. This model also generalized the modeling of static contact angle for 3D simulations as well as adapting the regularized pressure and velocity boundary condition for the CGM. All in all, the CGM has been enhanced signi¯cantly in recent years and it makes a very good model for simulating liquidliquid type of immiscible phases in the weakly compressible, isothermal and Newtonian regime. 36 The goal of this work is to attempt a rigorous validation and comparison of modern multi-component version of the CGM and PPM. There appears to exist a need for such a comparison, as the existing literature in this¯eld is quite scarce. Thē rst of these comparisons by Hou et al., 37 in 1997, compared the original PPM and CGM on the simple Laplace law test and concluded that PPM was a major improvement over the CGM. This conclusion can, however, not be applied to modern versions of the PPM and CGM, which contain substantial improvements over their early predecessors. Later, Huang et al. 38 compare the CGM, PPM and FEM for twophase Poiseuille°ow and for°ows through two phases pseudo-porous media. They, however, use the single-component formulation of the PPM, and they conclude that in terms of accuracy and stability, the FEM and CGM are vastly superior to the PPM. More recently, Yang and Boek 39 compare again the three variants of multiphase models for two-phase Poiseuille°ow and for capillary¯ngering simulations. They, however, use a rather basic CGM, containing only few of the recent progress in the¯eld, and they conclude that depending on the situation, one model may be more appropriate than another. Liu et al.
1 compare many multi-phase lattice Boltzmann models, including the CGM, PPM, and FEM, on 2D test cases. The authors conclude that it is not possible to state that one model is de¯nitely preferred to another since each model has their own advantages and limitations.
We set up two problems investigating how accurately the competitions between viscous and capillary forces (i.e. droplet deformation) and viscous and buoyancy forces (i.e. rising bubbles in in¯nite and con¯ned medium) are resolved by the models. The latter test case involves a comparison of our numerical results with the Bozzano and Dente equation 40 which, to our knowledge, has not been attempted before with the lattice Boltzmann method. It is assumed that the reader is familiar with the LBM, if not, the reader may consult Refs. [41] [42] [43] . The CGM and PPM used for the benchmarks are, respectively, from Leclaire et al. 35 and Porter et al. 13 These models are not described in this article and the reader may consult the previously mention references for a better understanding. It should be noted, however, that additional consideration for the PPM can be found in the appendix.
Numerical Simulation
Preliminary research with the CGM has shown that the proposed model is compatible with many one-, two-and three-dimensional solutions of hydrodynamic°uid-°u id and°uid-solid interaction problems. 35 among others which may use variant of the CGM.
The traditional PPM has been largely investigated in di®erent 2D and 3D scenarios. However, only few veri¯cations and validations are available for the improved model by Porter et al. 13 Porter et al. 13 essentially prove that their method can deal with high viscosity ratios by running a two-phase Poiseuille°ow, and then apply the method to pore-scale porous-media°ow. We would like to note that more recently Li et al. 16 investigate the wetting property of the PPM of Porter et al. based on the technique of Huang et al. 44 and Martys and Chen. 45 In their test cases, they used periodic boundary condition and this has been shown to hide some numerical de¯-ciency with the wetting boundary condition for some lattice Boltzmann models. 35, 34, 46, 47 Indeed, periodic boundary condition guarantees a balance of arti¯cial mass°ow (if they appear) along the walls. So it is not clear if these validations concerning the wetting boundary condition are correct for the PPM. It should be noted that this paper is not about wetting boundary condition validation of the PPM, but we felt that it is important information to give to the reader. Here, we would like to extend PPM investigations on simpler test cases and attempt a comparison with the CGM.
This section provides a discussion of the implementation and performance characteristics of the tested CGM and PPM. Then, two test cases are investigated: a 3D droplet in a shear°ow and a 3D rising bubble. These tests allow to validate, in thē rst case, the interaction between viscous and super¯cial forces, and in the second case, between viscous and buoyancy forces.
Implementation and performance
To achieve good parallel performance, we have implemented both the PPM and the CGM models in the open-source Palabos library which is available at www.palabos. org. 48 While both models were implemented for the D3Q15, D3Q19, and D3Q27 lattices, the performance benchmarks and the two test cases are executed with the D3Q19 lattice.
It is important to notice that the algorithms for the simulation of multi-phase°ow can be substantially more complex than the ones for plain single-phase models. Therefore, beyond the physical accuracy of the representation of multi-phase phenomena, a relevant property of multi-phase models is their computational e±ciency and their performance on a parallel computer. To obtain a rough estimate of the performance of the CGM model, we have compared the execution speed of the MRT D3Q19 CGM, for the test case of a spinodal decomposition, against a single-phase MRT D3Q19 program execution of Palabos, for the test case of a lid-driven cavity°o w. Both programs were executed on up to 128 cores of an Intel Xeon E5-2670 (2.60 GHz) cluster with 16-core nodes and an In¯niband interconnection network. A relatively small 128 Â 128 Â 128 domain was chosen to make sure that the communication overhead is visible and can be quanti¯ed when the program is executed on many cores. We emphasize that this discussion should not be viewed as a strict quantitative comparison, given that the CGM implementation is novel and has room for improvement, while the reference single-phase Palabos code is well established and has been optimized over many years. Instead, we provide this data to create a general idea of the performance characteristics of the model.
The benchmark showed that on a single core, the single-phase code has a performance of 3.34 million lattice-node updates per second (MLUPS), while the multiphase CGM code reaches 0.31 MLUPS. As expected, the two implementations di®er by roughly an order of magnitude in performance. On 128 cores, the single-phase code reaches 207 MLUPS, while the multi-phase CGM code achieves 23.8 MLUPS. This shows that the CGM parallelizes perfectly well, and due to the increased computational cost, even achieves a better speedup than the single-phase code: the CGM code yields a parallel e±ciency of 60% on 128 cores, against an e±ciency of 48% for the single-phase code. To conclude the discussion, we point out that the Palabos MRT D3Q19 PPM implementation of the present article shows performances very close to the CGM code, with 0.44 MLUPS on a single core and 29.4 MLUPS on 128 cores. In conclusion, both the PPM and the CGM are reasonably e±cient and scale well. From this perspective, they are therefore good candidates for complex 3D immiscible multi-phase simulations. surrounding, blue°uid has an initial density of 0 b and a dynamic viscosity of b . The interfacial tension at the interface of the two immiscible°uids is also taken into account. The goal of the experiment is to study at steady state the deformation D of the droplet as a function of these parameters. In our setting, the dimensionless deformation parameter D is a function of the following parameters:
where M and m are, respectively, the length of the major and minor axis of the resulting ellipsoidal droplet shape at steady state. The function F is an unknown functional.
A dimensional analysis performed following Ipsen's step-by-step method 49, 50 leads to the following Pi groups:
where is the dynamic viscosity ratio while Re and Ca are the Reynolds and capillary number respectively. The function G is another unknown functional. These dimensionless numbers are de¯ned as
where : ¼ 2U=H is the shear rate. For a full understanding of the problem, all dimensionless numbers should be taken into account. However, this is out of the scope of this research. For simplicity, some of the dimensionless numbers are taken as constant, i.e. the ratios L=H ¼ 2, which overall strongly simpli¯es the problem, but still leaves room for an interesting analysis. Once the Reynolds and capillary numbers are chosen, the problem has some remaining free variables which we¯x as follows. While we use the same values H ¼ 1 and 0 b ¼ 1 for the CGM and the PPM, the choice of b di®ers for the two methods. In the CGM, we choose the viscosity of the blue°uid, in lattice units, as b ¼ 1=6. This is quite a common choice for laminar°ows, as it leads to relaxation factor equal to one, avoiding an over-relaxation or under-relaxation of the distribution functions around the equilibrium during the collision. For the PPM model, all the calculations were run with b ¼ 2=3 (i.e. b ¼ 5=2). This choice was made because the PPM is more limited than the CGM in its choice of interfacial tension: it is practically impossible to represent a interfacial tension of < 0:01, as shown in Fig. (A.1) . For some Reynolds numbers, large capillary numbers could therefore only be reached through a high ambient°uid viscosity, and for the sake of simplicity, the same ambient viscosity was applied at all Reynolds and capillary numbers.
Theoretical consideration: This problem has been analyzed theoretically using perturbation theory, and many expressions for the deformation parameter D have been proposed in Refs. 51-53, among others. In particular, Shapira and Haber
where C sh is a wall corrective term which takes the value of C sh ¼ 5:6996 when h=H ¼ 0:5. 54 It is important to understand under which hypotheses this relation is derived. The¯rst hypothesis made in the perturbation analysis is that the°o w is Newtonian, isothermal, incompressible and Stokesian, 53 requiring that Re ( 1. The original theory of Taylor 51 derived the drop shape deformation with the additional hypothesis that R=H ( 1, implying that the wall has no e®ect on the deformation. To take into account the wall e®ects at O(Ca), Shapira and Haber 53 used Lorentz's re°ection method to derive a corrective term. When the corrective term C sh ¼ 0, Eq. (9) is equivalent to the usual Taylor formulation. With these theoretical considerations in mind, our LB setting corresponds more to the con¯ned case of Shapira and Haber, because we have set h=H ¼ 1=2. Since wall e®ects are derived at O(Ca), we therefore should expect to match Eq. (9) progressively well at small capillary numbers, and notice a deviation from this relation at large capillary numbers, when nonlinear e®ects appear. Experimental results from Ma®ettone and Minale 52 indicate larger deviation for Ca > 0:2, showing that nonlinear e®ects can be important in this regime. Consequently, we only interpret the numerical results at capillary number smaller than 0.2 in a strict sense.
Discrete physical space:
The problem is discretized as follows. We de¯ne a lattice density parameter s which is a strictly positive integer value. A value of s ¼ 1 identi¯es the reference resolution, i.e. the resolution of the coarsest simulation. At a value of s > 1, the number of grid nodes along a direction is roughly s times the number of grid nodes at the reference resolution. In general, the number of grid nodes along each direction is
For this test case, we use N Coarse z ¼ 50. The velocity boundary conditions on the top and bottom wall are implemented using an on-site approach while, for simplicity, periodic boundary conditions are used in the two other directions. As usual in the LBM, the discrete physical spacing Áx ¼ H=ðN z À 1Þ is equal in all three space directions.
Numerical dimensionless numbers:
For this¯rst test case only, we study some numerical dimensionless numbers, in order to compare the CGM and PPM more thoroughly; it would be meaningless to reiterate this kind of investigation for each test case. Similarly to Refs. 55, 56 and 25, we de¯ne the numerical dimensionless Cahn, Knudsen and Mach numbers
where l is the numerical interface thickness at steady state. In the physical space, the isothermal speed of sound is c s ¼
p , as the lattice constants have the value r ¼ b ¼ W 0 for this test case. The three numerical dimensionless numbers can have an important impact on the results of a simulation. In order to be compatible with macroscopic physics, all three numbers should get smaller as the lattice resolution is increased, and vanish in the continuum limit. For the Cahn number, this guarantees that the physical interface has a zero thickness in the continuum limit. For the Knudsen and Mach number, the constraint ensures that the simulation represents a low-Knudsen, incompressible°ow.
Áx=6. So, on the coarse lattice, Kn % 0:00589 and is decreasing with lattice re¯nement. The numerical dimensionless Mach number of the simulations is linked to the physical Reynold number and is Ma ¼ 25Re ffiffi ffi 3 p Áx=12. So, on the coarse lattice and with the largest Re ¼ 0:2 studied here, Ma % 0:0147 and is decreasing with lattice re¯nement and a lower Reynold number. . For the PPM, because of the choice of b ¼ 2:5, on the coarse lattice Kn % 0:0231.
The Knudsen number decreases with lattice re¯nement. The Mach number is Ma ¼ 25Re ffiffi ffi 3 p Áx (it di®ers because of the di®erent choice of b ). For the coarse lattice and with Re ¼ 0:2, Ma % 0:0577 and decreasing with increasing lattice resolution.
Although the Knudsen and Mach numbers for the PPM are sensibly higher than the one used for the CGM, these values respect the small Knudsen and Mach numbers hypothesis of the lattice Boltzmann method in the continuum limit.
Numerical evaluation of D and l: The deformation parameter D and the interface thickness l are numerically evaluated at steady state as follows. First the color¯eld ¼ ð r À b Þ=ð r þ b Þ is extracted from the steady-state solution on the following plane P:
On this plane P, the three contours ¼ À0:8, ¼ 0 and ¼ 0:8 are also extracted, which de¯ne the ellipses Ej ¼À0:8 , Ej ¼0 , and Ej ¼0:8 . We further de¯ne the -dependent line segments L L ¼ fðx; zÞ 2 ½0; L Â ½h; H : ðz À hÞ cos ¼ ðx À L=2Þ sin g:
The intersection between the line segments and ellipses are represented by three dots, which depend on , the anti-clockwise angle of the xz-plane measured from the x-axis
An optimization problem is solved to¯nd the shortest and the longest distance between the dot Dj ¼0 and the center of the ellipse located at ðL=2; W =2; hÞ. The major axis M and the minor axis m of the ellipse are approximated by those two distances. From the solution of this optimization problem, we also get the angle M of the major axis M. The interface thickness l is approximated as the distance between the two dots Dj Numerical setup for the color-gradient model: The red and blue°uids are initialized with an equilibrium distribution at zero velocity, with only red°uid inside the sphere S, and only blue°uid outside. The single-relaxation-time operator is used to save computational time, however the MRT operator could be used as well. For this test case, the accuracy between the two operators is very similar. Note that our implementation of the MRT operator is tested against another test case, later, in the next section. The Hecht and Harting 57 on-site velocity boundary conditions are used on the top and bottom wall for both°uids. To evaluate the color F and the density r gradients, 3D fourth-order isotropic discretizations 58 are used on all lattice sites, except for the top and bottom plane, which use a standard 1D forward, backward and centered discrete gradient. 59 The number of lattice sites that de¯ne the interface thickness is automatically controlled and set as in Ref. 27 with the parameters ¼ 0:2, Ã ¼ 0:7 and Áx Ã ¼ H=ðN Coarse z À 1Þ. With these interface thickness parameters, the width of the di®use interface increases by approximately 15% in lattice units whenever the lattice resolution is doubled, making sure that the Cahn number vanishes in the continuum limit. All simulations are stopped at a time t ¼ 10, at which the°ow was deemed to have reached steady state on the coarse lattice. The physical time is adjusted to the space discretization according to a diffusive limit Át ¼ Áx 2 , in order to respect the condition of°uid incompressibility. 60 Numerical setup for the pseudo-potential model: Like in the CGM, the blue and red°uids are initialized at equilibrium with zero velocity. The initialization of densities are, however, treated slightly di®erently. We use the parameterization discussed in the Appendix A for de¯ning densities for both red and blue°uids inside and outside the sphere S. An MRT operator is used for all the calculations. When used in combination with the PPM model, MRT o®ers higher stability, especially when strong repulsive forces (i.e. thin interfaces) and high kinematic viscosity ratios are used. Moreover, MRT and single-relaxation-time (SRT) phase equilibria (i.e. and consequently interfacial tensions) can show sensible di®erences especially at high repulsive forces values. Therefore, although several calculations reported in this work could have been performed with an SRT operator, we decided to use MRT for all of them. On the moving boundaries, regularized velocity boundary conditions 61 are applied to the blue°uid, while bounce-back boundary conditions are used for the red°u id. Here, we also adopt a fourth-order isotropic scheme for the calculation of the density gradients. In order to compare our results with the CGM, for a given resolution we decided to change the capillary number by changing the numerical interfacial tension only, that is the value of the repulsive potential G c . Being dependent on the choice of the repulsive potential, the interface thickness consequently changes with the capillary number. We underline that for a given numerical interfacial tension, the numerical interface thickness remains the same for di®erent resolutions.
Selection of parameters in the pseudo-potential model: The procedure we decided to adopt to interpret the results for droplet deformation with the PPM requires some clari¯cation. For a given Reynolds number and resolution s, we explore di®erent capillary numbers by changing the repulsive potential G c only. The viscosity of the°uids is the same in all simulations and¯xed to a value leading to a relaxation factor k ¼ 2:5. We increase the Reynolds number by increasing the shear rate in lattice units, where the interfacial tension is increased by adjusting the repulsive potential G c . The range of allowed values is however limited. As shown on the PPM phase diagram in Fig. A.1 , too large values of the repulsive potential G c lead to numerical instabilities because of too strong density gradients, whereas low G c values lead to a high interface thickness and therefore an important mass di®usion. In the latter case, the PPM fails to reproduce the immiscible°uid-°uid interface we aim to simulate. Figures 1 and 2 show the deformation D as a function of the Reynolds number Re, the capillary number Ca, the lattice density size parameter s, for the CGM and PPM. We can make the following observations:
Discussion of the results
. With the CGM, the bubble deformation is in accordance with the analytical solution in the limit of small capillary number for all Reynolds numbers and lattice sizes s. As the capillary number increases, deviation occurs either because of the apparition of nonlinear e®ects, i.e. Reynolds number e®ects, or an insu±cient lattice resolution to capture the°ow characteristics. Indeed, we can see that for higher capillary number, i.e. Ca > 0:1, the deformation may change from the lattice resolution s ¼ 1 to s ¼ 2. This indicates that to capture the deformation correctly, a better mesh resolution is required at higher capillary number. . The PPM also matches the analytical solution well, but appears to have a limited range of validity at low Reynolds number. As pointed out above, this is due to restrictions on the value of G c , which is limited by numerical instability and interface di®usion. Within the allowed range of G c , it is still possible to explore high capillary numbers at large Reynolds, because the shear rate is larger. But low capillary numbers are excluded, and we do, for example, not report any results at Ca < 0:1 for Re ¼ 0:2, as the results are unstable due to a too high repulsive potential G c . At low Reynolds number, on the other hand, it is only possible to explore small capillary numbers. When the capillary number increases, the di®used interface become too large, and the results deviate from the expected relationship. Finally, we point out that at a higher resolution, s ¼ 2, the range of validity is shifted to smaller Capillary numbers, and some values that could be properly reached at s ¼ 1 become dominated by numerical error. This can be understood by the fact that the range of validity of G c is de¯ned in lattice units. In these units, the local shear rate decreases at an increasing resolution, leading to di®erent capillary numbers within the window of validity.
To better understand how the interface thickness, represented by the dimensionless Cahn number Ch, depends on the physical parameters, we display the value of the Cahn number Ch as function of the capillary number Ca at di®erent Reynolds numbers Re and lattice resolutions s for the CGM and the PPM in Fig. 3 . The following observations are made:
. For the CGM, the Cahn number is uniquely controlled by the parameter appearing in the recoloring operator. This parameter is also a function of the physical spacing step Áx. Overall, the recoloring operator is constructed in such a way that the numerical Cahn number does not depend on the physical parameters of the simulations and is reduced with lattice re¯nement. These statements are con¯rmed by the numerical results, as the Cahn number does not vary with the capillary and Reynolds numbers. Furthermore, the Cahn number decreases as the lattice resolution is increased from s ¼ 1 and s ¼ 2. . As expected from earlier results, in the PPM the Cahn number depends on the capillary number. At high capillary number, and thus, at important deformations, the interface of the bubble is thicker and consequently the Cahn numbering higher. Indeed, in this regime the value of G c is low, leading to strong interface di®usion. At low capillary number, where the numerical interfacial tensions are higher, the interface becomes thinner and the Cahn number smaller. An increase of resolution simply shifts the Cahn number toward lower values, as the interface thickness, expressed in lattice units, does not depend on the resolution. At a¯xed resolution and capillary number, the Cahn number decreases with an increasing Reynolds number. Indeed, a high Reynolds number implies large shearing stresses. A higher interfacial tension is then required to keep the capillary number constant.
In conclusion, both the CGM and the PPM are able to reproduce the theoretical results predicted for the droplet deformation problem: the analytical relation is captured well in the limit of small capillary number. It must be pointed out that, in order to make the test more challenging and to explore potential limitations of the models, we decided to vary the capillary number, at constant Reynolds number, by changing only the interfacial tension in lattice units. It would have been possible to work under more favorable conditions by keeping the interfacial tension constant, and by playing with the viscosities of the°uids instead, as it is for example done in Ref. 54 . Globally, we point out that the PPM o®ers a relatively limited choice of allowed interfacial tension values in lattice units. When all other parameters remain constant, the interfacial tension can be varied by less than an order of magnitude. This constraint the user to constantly¯ne-tune all the parameters of the problems at every investigated°ow regime. The problem stems in part from the fact that the numerical interface thickness varies as a function of the imposed physical parameters. Numerical instabilities occur when the interface becomes too thin, and a lack of accuracy when it gets too large. If, as we chose to do in the present benchmark, the capillary number is manipulated only through the interfacial tension, the PPM has a more limited window of possible physical settings than the CGM, and even if the other numerical parameters of the model are adjusted, it is impossible to jointly reach the limit of high capillary number and low Reynolds number with the PPM for the problem of droplet deformations. The CGM, on the other hand, is stable and still accurate at very small interfacial tension, as has been previously shown in 2D°ows for the Laplace law. 25 Also in 2D°ows, it has been shown that the interface can be maintained even with a zero interfacial tension. 26 2.3. Three-dimensional rising bubble°ow
Physical and numerical setup
Continuous physical space and simpli¯cation: The setup of a 3D rising bubble°o w is similar to the one of the 3D droplets in a shear°ow. The simulation domain also consists of the box B, and the initial spherical bubble is de¯ned by the same shape S. However, the top (z ¼ H) and bottom (z ¼ 0) planes are stationary plates with no-slip conditions. The bubble is represented by the blue°uid with an initial density 0 b and a dynamic viscosity b , while the surrounding medium is represented by the red°uid with an initial density 0 r and a dynamic viscosity r . The interfacial tension at the interface of the two immiscible°uids is also taken into account, as well as the gravity acceleration g pointing in negative z-direction. The basic dimensionless numbers that characterize the°ow are the geometrical ratios L=h, W =h, H=h and R=h as well as the density and dynamic viscosity ratios 
with f being a generalized friction factor and D a deformation factor
In those expressions, the dimensionless Reynolds, E€ otv€ os and Morton numbers are de¯ned as
Mo ¼ g In a numerical simulation, the domain cannot be in¯nite. Instead, a¯nite size box is de¯ned using H=h ¼ 10, W =h ¼ 4, L=h ¼ 4 and R=h ¼ 1=4. This box aspect ratio was found to be good enough for the dimensionless physical parameters considered in this study. Also, as it is not possible to completely neglect the density of the bubble in our simulations, di®erent strategies were used to model the buoyancy forces.
. The CGM is able to model variable density ratios between the phases, and buoyancy is introduced by implementing a gravity force as an external body force. 35 In lieu of an in¯nite density ratio, which cannot be achieved numerically, we used the ratios . The PPM used for this work cannot model signi¯cant density ratios. Consequently, we chose to set both densities equal to 1. However, we could reach the same ratio of dynamic viscosities b = r ¼ 1=10 as in the CGM by adjusting the relaxation parameters of the two°uids. Given that both°uids have equal density, buoyancy cannot result spontaneously from the e®ect of gravity. As a workaround, buoyancy was modeled explicitly by applying a corresponding, upward-pointing body forces to the bubble°uid only.
Consequently, the dimensionless density and kinematic viscosity ratios are di®erent in the two approaches, a trade-o® that was impossible to avoid if a reasonable comparison was to be achieved. On the other hand, the dynamic viscosity ratio, and in particular the dimensionless E€ otv€ os and Morton numbers, are the same in both methods. Consequently, we use these two dimensionless numbers as model parameters, and compare the terminal Reynolds numbers measured in the numerical simulations with the analytical value of the Bozzano and Dente equation as a function of the E€ otv€ os and Morton numbers.
Discrete space: The problem is discretized as follows. We de¯ne again a lattice density size parameter s, and de¯ne the numerical domain size as follows:
For this test case, we use N Coarse ¼ 40. For simplicity, full-way bounce back is used for the¯rst and last layer of sites along the z-axis, and periodic boundary conditions are used in the two other directions. An equal physical space step Áx ¼ L=N x is applied in each space direction. With s ¼ 1, the number of lattice sites is 160 Á 160 Á 402 % 10 7 , which is already quite large. With s ¼ 2, the number of lattice sites is approximately eight times larger and jumps to % 10 8 . , as we consider that the bubble has reached its terminal velocity in this interval. The average is taken to¯lter out potential numerical oscillations. While this interval appeared to be adequate in most cases, in the regime of Re % 2 or lower, it was reduced to ð1=4ÞH < z c < ð1=2ÞH in order to reduce the total computational work while still maintaining a very good accuracy. . A very similar procedure was applied for the PPM. To identify the lattice nodes occupied by the bubble in a unique way, we de¯ned the bubble shape through the contour function ¼ 0, using the scalar¯eld as de¯ned in Sec. 2.2. While this procedure leads to a well-de¯ned bubble shape in cases of thin interfaces, it is somewhat arbitrary when the di®used interface is large. The velocity and the center of mass of the bubble were then calculated as in Eqs. (30) and (31), by carrying out the sums over the lattice nodes of the bubble only. As for the CGM, calculations for di®erent E€ otv€ os and Morton numbers were carried out, measuring the steady-state values in the interval ð1=2ÞH < z c < ð3=4ÞH most of the time, and in the interval ð1=4ÞH < z c < ð1=2ÞH for selected low-Reynolds cases.
Numerical setup for the color-gradient model: Similarly as in Ref. 36 , the red and blue°uids are initialized with an equilibrium distribution using a zero velocity and a linear, hydrostatic pressure pro¯le. In this way, nonphysical pressure waves are massively reduced, as the weakly compressible LBM would not be able to compute the proper initial pressure su±ciently fast. For the parameters used in this paper, the SRT operator leads to simulations that are always numerically stable. Therefore, the SRT operator is used for the noncon¯ned rising bubble°ow. However, for the simulations of a rising bubble in a tube, the MRT operator is used in order to validate the implementation. Overall, both operators lead to very similar results. To evaluate the color F and density r gradients, 3D fourth-order isotropic discretizations 58 are used for all lattice sites, except for the sites near the bounce back wall, for which standard 1D forward, backward and centered gradient discretizations are used. 59 The numerical parameters are ¼ 0:2, Ã ¼ 1, ¼ 4=5 and Áx Ã ¼ h=N Coarse . For this test case, note that only the coarse lattice s ¼ 1 is used. As discussed before, we use a di®usive limit Át ¼ Áx 2 to adjust the time step to the grid resolution.
Numerical setup for the pseudo-potential model: Two major di±culties had to be overcome to run the test case of a rising bubble. On the one hand, oscillations of the bubble diameter occurred due to compressibility e®ects, which could have a massive impact on drag and buoyancy forces and interfere with the calculation of the rising terminal velocity. On the other hand, the width of the di®used interface could become so large that it was no longer possible to de¯ne the bubble shape properly. Both these problems were of overwhelming importance at a resolution of s ¼ 1. At this low resolution, a large E€ otv€ os number could lead to strong body forces, in lattice units, which in their turn leads to numerical compressibility. On the other hand, inter-particle repulsive forces could be so weak that a bubble could not be formed: the required bubble radius of approximately 10 lattice nodes was out of reach at a resolution of s ¼ 1. We therefore conducted all PPM simulations at s ¼ 2, requiring substantially more computational power than with the CGM.
Non-con¯ned rising bubble
Discussion of the results: Figure 4 shows the terminal Reynolds numbers Re as function of the E€ otv€ os number Eo and the Morton number Mo, simulated with the CGM at (s ¼ 1) and with the PPM at (s ¼ 2). The following conclusions can be drawn:
With both models, the bubble terminal velocity is generally underestimated, except at high E€ otv€ os number, at which it is overestimated. Overall, the results for both models are coherent and in agreement with the Bozzano and Dente equation. Minor di®erences occur for which the reasons are di±cult to pinpoint, as the Bozzano and Dente equation is based on numerous hypotheses, which are not exactly veri¯ed in the numerical tests. For example, previous simulations of single-rising bubble indicate that¯nite density ratios a®ect the terminal Reynolds number, 62 sometimes even up to 10%, overestimating the terminal Reynolds. This could explain the frequent overestimations of the Reynolds number in our simulations. Other discrepancies could be linked to the limited resolution, the limited domain size, or the nature of the boundary conditions. Although this fact is not reported on the¯gure, we observed that in the CGM, the D3Q27 lattice slightly improved the match of the numerical data with the Bozzano and Dente relation. In the case of the PPM, it might be argued that the Reynolds overestimations are due to the e®ect of di®used masses and excessive interface thickness, due to a weak repulsive potential at low E€ otv€ os number. This hypothesis is, however, countered by the observation that the numerical data of the PPM matches the numerical data quite well at low E€ otv€ os and Morton, as the calculations produce a low, respectively no bubble deformation at all, as expected by Ref. 40 . 
Divergence of the velocity¯eld
All models used in this article are weakly compressible. They can be considered to produce solutions of the incompressible Navier-Stokes equations only if the limit of°u id incompressibility is respected. It is important to verify the validity of this limit, and to make sure that the°ow is asymptotically divergence-free at large grid resolutions. Recently, Kim and Pitsch 63 demonstrated that a momentum-based LBM produces a larger compressibility error than a velocity-based formulation, in particular when the density ratio between the phases is large. This observation could be taken as a hint at a weakness of the CGM and the PPM of this paper, as they both are momentum-based. We therefore eliminated such a misconception through a series of validation runs, highlighting that our CGM and PPM are properly incompressible in the continuum limit.
To measure the compressibility error of the CGM and the PPM, we executed the noncon¯ned rising bubble test case with Mo ¼ 0:001, Eo ¼ 10 up to the point when the center of mass of the bubble reaches the position z ¼ 4=3. The compressibility error in the physical space related to the macroscopic volume continuity equation is de¯ned as
where the superscript LU means that the quantity is expressed in lattice units. If this error is equal to zero, the local volume dilation rate is zero, a target that needs to be reached asymptotically in an incompressible°ow.
Discussion of the results: Table 1 shows the l 1 -norm of the divergence of the velocity¯eld for the CGM and PPM at an increasing lattice resolution. It should be noted that an Oð10Þ density ratio is used with the CGM while an Oð1Þ density ratio is used for the PPM, because the PPM models the buoyancy through an e®ective force term. Under these circumstances, the limit of°uid incompressibility is theoretically more di±cult to achieve with the CGM than the PPM. The numerical results show that the CGM exhibits slightly smaller errors for the divergence of the velocity¯eld, even though the density ratio is ten times larger. With a close to second-order rate, the error also converges distinctly faster in the CGM than in the PPM. Theoretical With the additional presence of a°uid-°uid interface, the CGM numerical results, with a convergence rate of 1.87, are therefore excellent. The lower convergence rate of the PPM could be explained by the fact that the kinematic viscosity was kept constant in lattice units through di®erent lattice resolutions to converge in a di®usive limit. 60 As a consequence, the interfacial tension changes signi¯cantly from a lattice resolution to another, leading to a much thicker numerical interface at a high resolution. Once again, this e®ect does not occur in the CGM which is able to control rigorously the interface thickness in lattice units. Overall, in spite of the di®erent convergence rates, we conclude that both the CGM and the PPM are incompressible in the continuum limit.
Rising bubble in a tube
Bozzano and Dente also considered a tube diameter e®ect on the¯nal terminal velocity. With their formulation, the relative velocity U at the equator of the bubble is given by
where R t is the radius of the tube and U 0 is assumed to be the terminal velocity equal to that of the same bubble rising in an in¯nite environment. 40 Adding the tube wall in our simulations is the equivalent of adding bounce back lattice sites if ðx À L=2Þ 2 þ ðy À W =2Þ 2 ! R 2 t .
Discussion of the results: Figures 5 and 6 show the terminal Reynolds numbers Re as function of the E€ otv€ os number Eo, the Morton number Mo, the ratio R t =R and the model type color-gradient (s ¼ 1) or pseudo-potential (s ¼ 2). The following conclusions can be drawn. Both the CGM and PPM are able to quantitatively estimate the competition between buoyancy and viscous forces. The PPM is however limited, like in previous simulations, by the range of allowed values for the interfacial tension in lattice units. At high interfacial tension, numerical instabilities occur because the multi-phase interface is too thin, making it impossible to reach low Morton numbers. Consequently, the low-Morton curves of Figs. 5 and 6 present data for the CGM only, and not for the PPM. At low interfacial tension, the accuracy of the PPM is limited by mass di®usion, which impacts the bubble radius. This problem is more severe in the present test than in the previous test of a noncon¯ned rising bubble, because the presence of bounce-back nodes for the tube wall enforces the e®ect of mass di®usion. To understand this, the reader should be reminded of the fact that in the PPM, both°u ids are always present at a given ratio in each lattice node of the numerical domain. Therefore, although the bubble never touches the wall, the wall still interacts to some extent with the°uid of the bubble. Numerical experiments show that at low interfacial tension, when the density ratio of the bubble°uid in the ambient°uid is larger than approximately 1=1000, the bounce-back nodes have the tendency to attract bubble°uid into a boundary layer along the wall through some e®ect of wall wettability, and by doing so reduce the mass available for keeping the bubble to its initial radius. Although it is potentially possible to control this phenomenon by adjusting the physics of interaction between the wall and the two-phase interface, this procedure is case dependent and consequently extremely tedious. We decided, therefore, to turn o® the°uid-wall interaction forces for all the calculations. In case of contact between the bubble and the wall, this would imply of 90 between the twophase interface and the wall. In this test, this strategy yielded good results at a large aspect ratio R t =R ¼ 3, as shown in Fig. 6 . But at a smaller aspect ratio R t =R ¼ 2, as the bubble gets closer to the wall, mass di®usion e®ects take over and lead to strong changes in bubble radius that most often completely ruined the obtained results.
Conclusion
Two benchmark simulations for the 3D droplet deformation in a shear°ow and for the¯nal velocity of a 3D rising bubbles serve as additional proof for the physical validity of the models. Further numerical tests show that the PPM and CGM do not, for example, exhibit compressibility errors beyond the ones usually present in the LBM. The model has been implemented in the open-source LBM library Palabos, and we show that its implementation is e±cient and parallelizes well, an important property for computationally intensive 3D immiscible multi-phase°ows.
We also present an implementation of a PPM with modern features which allow it to solve the two benchmark problems of this article. A comparative study between the CGM and the PPM is conducted, showing that both models are equally able to reproduce the physical phenomena under investigation. At a more qualitative level, though, the CGM turned out to be much more straightforward to manipulate, and, as opposed to the PPM, did not require any a posteriori adjustment to match the expected results. This is mostly due to the fact that the parameters of the CGM are independent, and can be individually adjusted to match the required physics. In the PPM, on the other hand, the interface thickness depends, for example, on the interfacial tension, which results in numerical instability or mass di®usion, except if proper care is taken. Furthermore, the PPM used in this article has a limited ability to represent density ratios between the two°uids. Buoyancy e®ects therefore needed to be incorporated through an explicit upward-facing force term, which is less rewarding than the emerging e®ect of buoyancy from a pressure gradient in the surrounding°uid, as it could be obtained with the CGM. Also, prior to do complex simulations, the PPM requires to derive a best¯t equation to compute the interfacial tension coe±cient while the latter is expressed analytically with the CGM. A similar t was also required to initialize the°uid densities and this is not necessarily with the CGM. All in all, these limitations lead to the need for a¯ne-tuning of the PPM in each new simulated regime, which is a time-consuming enterprise. In some cases, like the missing results at Re ¼ 0:05 in Fig. 2 , we failed to obtain proper results with the PPM. While we are con¯dent that these results could be ultimately obtained through additional parameter studies, this further highlights the fact that the interdependence of parameters is a serious obstacle to the use of the model. As a consequence, we consider that the CGM is not only more convenient than the PPM in practical use, but also produces out-of-the-box results which can be more easily trusted. Finally, we would like to point out that our comparison refers to two speci¯c implementations of the CGM and the PPM, and some care must be taken to generalize our conclusions to these two methods in a broader sense. It is always possible to improve a method by adding further technical ingredients. For example, Riaud et al. 64 mention a method that allows to control the numerical interface thickness in a speci¯c PPM, while Bao and Schaefer, 65 Kamali and Van 66 and Montessori et al.
67
propose methods to achieve larger density di®erences.
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Appendix A. Consideration About Pseudo-Potential Algorithm
A di®use interface is a common feature between all the classical LB multi-phase algorithm. Larger di®use interfaces increase numerical stability and decrease the magnitude of spurious currents. However, di®use interfaces facilitate coalescence between modeled bubbles/drops. Consequently thinner interfaces may be desirable, for example, for applications that involve the interaction between many bubbles/ drops and that limit therefore the resolution that can be employed for resolving a single dispersed bubble/drop. Understanding how the two models deal with the making of the di®use interface will facilitate the comparison between the di®erent scenarios modeled in this paper. Although the numerical interface thickness at optimal working conditions for both methods may be similar, the way the tuning is obtained is sensibly di®erent. In fact, the way the interface relaxes to its equilibrium state strongly di®er from one method to another. This stems from the fact that while the CGM has practically zero di®use mass of red and blue°uids outside the region in which they were initially assigned, the PPM, as a function of the chosen G c value, may show substantial di®use mass of red°uid in the blue region and vice-versa. In the pseudo-potential model, the G c value is also the parameter that has to be used to tune the numerical interfacial tension. MRT collision operator and fourth-order isotropy. This¯gure allows to draw several conclusions. We see that for increasing repulsive potential G c , the \di®use mass" of red°uid outside the dispersed region, i.e. r out , decreases substantially compared to a low value of the repulsive potential G c . At the same time, the density of red°uid inside the bubble region, i.e. r in , increases. Although not reported in Fig. A.1 , same considerations also hold for the blue°uid. For higher G c , therefore, the pureness of both red and blue regions increases. An increase in pureness comes along with a thinner interface. Although here we report results for G c that are high enough for allowing the separation and building an interface between the two°uids, in the literature is well described that a minimum G c value exists for which an interface can form and exist. 44 This e®ect, therefore, limits the minimal numerical interfacial tension that can be modeled with the method (i.e. contrary to the CGM, the interfacial tension cannot be zero). In the small inset of Fig. A.1 , we report how the interfacial tension between the°uids increases for increasing G c value. We see that by using a fourth-order isotropy density gradient evaluation, fewer than one order of magnitude of interfacial tension range can be investigated. High interfacial tension values are in fact strongly a®ected by numerical instabilities because the interface is getting thinner. The calculation reported here were done in a static regime. The =G c parameterization shown in the right inset of Fig. A.1 was obtained by using YoungLaplace law. The reported¯t that we also use in subsequent calculation is ¼ 0:8888G c À 0:1058:
ðA:1Þ
More complex time-dependent behaviors will limit even further the interfacial tension values that can be explored with the PPM. In this case, higher isotropy order may help. Higher order isotropy may be used to extend toward higher values the numerical interfacial tension. Higher-order isotropy is also needed if one wants to deal with high viscosity ratios. Porter et al., 13 in fact, showed that the width of the interface strongly in°uences how well the model resolves the expected shear at the°u id-°uid interface. We notice then that the price to pay for having a well-resolved shear stress at the interface is to play with high interfacial tensions.
The improved PPM introduces a nice feature respect to the traditional one. Contrary to its predecessor, di®use masses, interface thickness and numerical interfacial tensions are choices of relaxation times independent, see Fig. A.2 . Although di®erences have to be expected for di®erent collision operators (SRT or MRT) and isotropy orders, this feature allows the user to easily parametrize the model. A welltuned initial condition is particularly important for numerical calculation at low G c value because there di®use mass is important. A close to the equilibrium initial distribution of red and blue masses facilitates the building of the interface and allow the user to set more easily the initial size of bubbles/drops. In Table A .1, we report 
