Let p ≥ 5 be a prime and let n be a natural number. In this article we describe the irreducible constituents of the induced characters φ  Sn for arbitrary linear characters φ of a Sylow p-subgroup Pn of the symmetric group Sn, generalising results of [GL19]. By doing this, we introduce Sylow branching coefficients for symmetric groups.
Introduction
The study of the relationship between the representation theory of a finite group and that of its Sylow subgroups has been a central topic of research in the last few decades [N18] . For instance, Problem 12 of Brauer's article [B63] and the famous Brauer Height Zero Conjecture [B63, Problem 23] ask what amount of the algebraic structure of a Sylow p-subgroup can be read off the character table of a finite group. More recently, it has been noted that given a finite group G with Sylow p-subgroup P , the permutation character ½ P  G controls important structural properties of the entire group G. For example, in [MN12] it is shown that P is normal in G if and only if all irreducible constituents of ½ P  G have degree coprime to p. At the opposite end of the spectrum, in [NTV14] it is shown that when p is odd then the Sylow p-subgroup P is self-normalising if and only if ½ G is the only constituent of ½ P  G of degree coprime to p.
The abundant and deep knowledge on the representation theory of symmetric groups often allows one to ask (and sometimes answer) questions about this family of finite groups which are out of reach for arbitrary groups. This is the case for the study of the interplay between characters of S n and those of its Sylow p-subgroup P n . Our main object of investigation is restriction of irreducible characters of S n to P n and their decomposition into irreducible constituents. In particular, for χ ∈ Irr(S n ) we let
where each Sylow branching coefficient Z χ φ ∈ N 0 is the multiplicity of φ as an irreducible constituent of χ  Pn . Letting ½ Pn denote the trivial character of P n , the positivity of Z χ ½ Pn was completely described in [GL19] , for odd primes. In this article we largely extend the work of [GL19] by considering the entire set Lin(P n ) of linear characters of P n . In particular, for any linear character φ of P n we study the set Ω(φ) consisting of all those irreducible characters χ of S n such that Z χ φ = 0. Fix a prime p ≥ 5, let n ∈ N and P n ∈ Syl p (S n ). Let φ be any linear character of P n . We recall that the set Irr(S n ) of ordinary irreducible characters of S n is naturally in bijection with the set P(n) of partitions of n, and for any λ ∈ P(n) we let χ λ ∈ Irr(S n ) be its corresponding irreducible character. Thus we may view Ω(φ) as a subset of P(n); in other words, we set
where, for simplicity, we used the symbol Z λ φ to denote Z χ λ φ .
Our first result gives a complete description of Ω(φ) for a certain family of linear characters of P n which we call quasi-trivial linear characters (see Definition 2.8) . This is a broad extension of [GL19, Theorem A] . The precise statement depends on the identification of linear characters of P n with multisets of sequences, as explained in full detail in Section 2.2. For this reason we give just an informal description of our result here and postpone the full statement of Theorem A to Section 2.2.
Main Result A. Let p ≥ 5 be a prime and let n ∈ N. Let φ ∈ Lin(P n ) be quasi-trivial. Then we completely describe the set Ω(φ) by finding explicitly all partitions contained in it.
We repeat that the reader is referred to Theorem A in Section 2.2 below for the precise statement. What is important for now is that this result gives an exact characterisation of Ω(φ) for all quasi-trivial φ ∈ Lin(P n ). In order to describe the sets Ω(φ) for all linear characters φ of P n , we first define for any n, t ∈ N the set B n (t) := {λ ∈ P(n) : λ 1 ≤ t, l(λ) ≤ t}.
Here λ 1 and l(λ) denote the length of the first row and first column of λ respectively. In particular, B n (t) is the set of partitions of n whose Young diagrams fit inside a t × t square grid. Finally, we let m(φ) and M (φ) be the integers defined as follows:
The main result of this article is Theorem B, which is stated in Section 2.2. Here we avoid the necessary technical notation and limit ourselves to describing it informally.
Main Result B. Let p ≥ 5 be a prime and n a natural number. Let P n ∈ Syl p (S n ) and let φ be any linear character of P n . Then the values of m(φ) and M (φ) are explicitly computed.
Theorem B translates into a very precise description of Ω(φ) for all φ ∈ Lin(P n ). In fact B n (m(φ)) ⊆ Ω(φ) ⊆ B n (M (φ)), and we will show that that the values M (φ) and m(φ) are close to each other for all φ ∈ Lin(P n ).
We conclude with an asymptotic result, which is somewhat curious. Namely, almost all χ ∈ Irr(S n ) share the following property: Z χ φ = 0 for all φ ∈ Lin(P n ). This is expressed precisely in the following theorem.
Theorem C. Let p ≥ 5 be a prime and n ∈ N. Let Ω n be the intersection of all the sets Ω(φ) where φ is free to run among the elements of Lin(P n ). Then lim n→∞ |Ω n | |P(n)| = 1.
Remark 1.1. This article studies Sylow branching coefficients for primes p ≥ 5. We take the opportunity to discuss the main differences and the obstacles that arise when studying this problem for the primes 2 and 3. When p = 2 the restriction of irreducible characters to Sylow 2-subgroups was studied for its connections to the McKay Conjecture in [G17] , [GKNT17] and [INOT17] . In this setting the situation is completely different from the uniform description given in this article for all primes p ≥ 5. For instance, Ω(φ) is no longer closed under conjugation in general, and at the time of writing we do not even have a conjecture for the structure of the sets Ω(φ), where φ is a linear character of a Sylow 2-subgroup of S n . Indeed, a first open problem in this line of investigation for the prime 2 is to determine Ω(½ Pn ). A second question is whether Theorem C would still hold for the prime 2.
For the prime 3 the set Ω(½ Pn ) was described in [GL19] . However, Theorems A and B of the present article (see Section 2.2) do not hold for p = 3. We refer the reader to Example 4.14 for concrete cases of linear characters φ of Sylow 3-subgroups such that the structure of Ω(φ) does not agree with the one described by Theorems A and B. Despite the many differences in the behaviour of Sylow branching coefficients for the prime 3 compared to bigger primes, the ideas contained in this article, together with new and more sophisticated ad hoc combinatorial machinery, should allow us to address the problem and to obtain results similar to Main Result A and Main Result B for the prime 3 as well. In particular, we conjecture that Theorem C holds for p = 3. This specific and very technical analysis will be the subject of future investigation. ♦
The article is structured as follows. In Section 2 we recall basic facts in the representation theory of symmetric groups and their Sylow p-subgroups. This allows us to formally state our main results (Theorems A and B). In Section 3 we set up the combinatorial background necessary to tackle the main proofs. In Section 4, we consider the case where n is a power of the prime p, and in Section 5 we extend the scope of our results to arbitrary natural numbers n.
Let φ ∈ Irr(G) and let φ ×n := φ × · · · × φ denote the corresponding irreducible character of G ×n , and observe thatφ ∈ Irr(G ≀ H) is an extension of φ ×n . For ψ ∈ Irr(H) we have that X (φ; ψ) ∈ Irr(G ≀ H | φ ×n ), the set of irreducible characters χ of G ≀ H whose restriction χ  G ×n contains φ ×n as an irreducible constituent. Indeed, Gallagher's Theorem [I76, Corollary 6.17] gives
More generally, if K ≤ G and ψ ∈ Irr(K) then we denote by Irr(G | ψ) the set of characters χ ∈ Irr(G) such that ψ is an irreducible constituent of the restriction χ  K . We also record the form of irreducible characters of G ≀ C p where C p is a cyclic group of prime order p (see [JK81, Chapter 4] 
Here θ denotes the canonical isomorphism between (G ≀ H) ≀ I and G ≀ (H ≀ I).
Proof. The first statement is a routine check, following the notational convention in [JK81, §4.1]. The second statement follows from the formula for character values of wreath product given in [JK81, Lemma 4.3.9 ].
In particular, associativity for three terms as in Lemma 2.1 then gives associativity for k-term wreath products for all k ≥ 3, and so from now on we simply write G 1 ≀ G 2 ≀ · · · ≀ G k without internal parentheses when referring to such groups, and identify corresponding elements under such isomorphisms.
We record some useful results describing the irreducible constituents of restrictions and inductions of characters of wreath products. The first is entirely elementary: we state it here for the reader's convenience as it will be used later in the article. Lemma 2.2. Let G be a finite group and H ≤ S n for some n ∈ N. Let χ ∈ Irr(G). Then
Next, we record a consequence of the basic properties of characters of wreath products. A detailed proof of the following lemma can be found in [L19, Lemma 2.18 ]. Lemma 2.3. Let p be an odd prime and G be a finite group. Let η ∈ Char(G) and ϕ ∈ Irr(G). If η, ϕ ≥ 2, then X (η; τ ), X (ϕ; θ) ≥ 2 for all τ, θ ∈ Irr(C p ).
We conclude with a result that will be used frequently later in the article. Lemma 2.4. Let G, H be finite groups with H ≤ S m for some m ∈ N, and let θ ∈ Irr(H). Let α ∈ Irr(G) and ∆ ∈ Char(G) be such that ∆, α = 1. Then for any β ∈ Irr(H),
Proof. Let ζ = X (∆; θ) and c = ζ, X (α; θ) . Clearly c ≥ 1, since α is a constituent of ∆. (More generally, if ∆ = ψ 1 + · · · + ψ r is a decomposition into irreducible constituents,
Thus the above inequalities in fact hold with equality and the claim follows.
2.2. The Sylow p-subgroups of S n . We recall some facts about Sylow subgroups of symmetric groups, and refer the reader to [JK81, Chapter 4] for a more detailed discussion. In doing so, we also fix the notation necessary to state Main Results A and B from the introduction. These are Theorems A and B below. Fix a prime p, an integer n ∈ N and P n ∈ Syl p (S n ). Clearly P 1 is the trivial group while P p is cyclic of order p. More generally,
Next, we fix a parametrisation of the linear characters of P n , for all n. We begin with the case when n is a power of p. Let Irr (P p 
In particular, Irr(P p k | φ ×p ) = {X (φ; ψ) | ψ ∈ Lin(P p )}. Using the above observations, we may naturally define a bijection s ←→ φ(s) between the set [p] k of sequences of length k with elements from [p] and the set Lin(P p k ). More precisely, if k = 0 we let the empty sequence of length 0 correspond to the trivial character of P 1 , and if k = 1 we let s = (x) correspond to φ x , for each x ∈ [p]. If k ≥ 2 then for any s = (s 1 , . . . ,
where s − = (s 1 , . . . , s k−1 ) ∈ [p] k−1 . We observe that for any i ∈ [k − 1], Lemma 2.1 guarantees that φ(s) = X (φ(s 1 , . . . , s i ); φ(s i+1 , . . . , s k )). Moreover, under this labelling the trivial character
We make the following remark for the interested reader: once we fix a natural isomorphism P p k /P ′ p k ∼ = (C p ) k , our indexing of Lin(P p k ) can in fact be obtained equivalently from the canonical bijection Lin(P p k ) ←→ Irr(P p k /P ′ p k ). This correspondence is described in detail in [GLL19] . We can now introduce the notation necessary to state our main results.
. Notice that f (s) and g(s) are just the positions of the leftmost and second leftmost non-zero entries in the sequence s.
Next, we divide sequences of length k into types. Definition 2.6. Let k ∈ N and s ∈ [p] k . The type of s is the number τ (s) ∈ {1, 2, 3, 4} defined as follows:
Now let n ∈ N be arbitrary. Suppose n has p-adic expansion n = t i=1 a i p n i where 0 ≤ n 1 < · · · < n t and a i ∈ [p − 1]. Since P n ∼ = (P p n 1 ) ×a 1 × · · · × (P p n t ) ×at , then
where for all i ∈ [t] and j ∈ [a i ] we have that s(i, j) ∈ [p] n i , and φ(s) := φ(s(1, 1)) × · · · × φ(s(1, a 1 )) × φ(s(2, 1)) × · · · × φ(s(2, a 2 )) × · · · × φ(s(t, a t )).
When we write that φ(s) is a linear character of P n , we mean that s is a sequence of sequences of the form described in (1) above. To simplify notation, we let R = t i=1 a i and let {s 1 , . . . , s R } be the multiset defined by {s 1 , . . . ,
In this case we say that φ corresponds to {s 1 , . . . , s R }.
The following definitions are crucial for our main theorems.
Definition 2.7. Let n ∈ N. Let φ ∈ Lin(P n ) and suppose it corresponds to the multiset of sequences
we set 
Recall the definitions of the quantities m(φ) and M (φ) from the introduction:
where B n (t) = {λ ∈ P(n) : λ 1 ≤ t, l(λ) ≤ t}. We are now ready to give the precise statement of our Main Result A from the introduction.
Theorem A. Let n be a natural number and p ≥ 5 be a prime.
Theorem A provides a complete description of Ω(φ) for all quasi-trivial characters φ, because m(φ) is explicitly determined. We omitted this in the statement of Theorem A as we are going to compute m(φ) for all φ ∈ Lin(P n ) in Theorem B below.
Given φ ∈ Lin(P p k ) corresponding to s ∈ [p] k , we sometimes denote m(φ) and M (φ) by m(s) and M (s) respectively. Definition 2.9. Let k ∈ N 0 and s ∈ [p] k . The integer N (s) is defined as follows:
We are now ready to give the precise statement of Main Result B.
Let n ∈ N, not a power of p, and suppose it has p-adic expansion n = t i=1 a i p n i . For φ ∈ Lin(P n ) with corresponding multiset {s 1 , . . . , s R }, we have
Here δ denotes the Kronecker delta. Notice also that for all odd primes p and n ∈ N, m(½ Pn ) and M (½ Pn ) have already been determined in [GL19] .
Remark 2.10. Let n be a natural number, p a prime and N = N Sn (P n ). The normaliser N naturally acts by conjugation on the set Lin(P n ). If φ, ψ ∈ Lin(P n ) are N -conjugate, then clearly φ  Sn = ψ  Sn . Extending a result of Navarro [N03] , we have recently shown in [GLL19] that the converse holds in the case of symmetric groups. Namely, given φ, ψ ∈ Lin(P n ), then φ  Sn = ψ  Sn if and only if φ and ψ are N -conjugate.
This result transcends the purpose of the present paper, and more importantly, it does not simplify our study of the sets Ω(φ). For this reason we only briefly mention the structure (and labelling) of the N -orbits on Lin(P n ) in Remark 2.11 below. ♦ Remark 2.11. Let n = p k and let s, t ∈ [p] k . It is not too difficult to see that the corresponding linear characters φ(s) and φ(t) lie in the same N -orbit if and only if
In this case we write s ≡ t. In particular, the set {0, 1} k ⊆ [p] k labels a set of representatives for the orbits of N in Lin(P n ). Notice that this observation is reflected in the statements of our main results: we always consider the position of certain non-zero entries in a given sequence (i.e. f (s), g(s)), but we never give importance to the actual value of such entries. In general, let n ∈ N have p-adic expansion n = t i=1 a i p n i and let φ, ψ ∈ Lin(P n ) be such that φ = φ(s(1, 1)) × · · · × φ(s(1, a 1 )) × φ(s(2, 1)) × · · · × φ(s(2, a 2 )) × · · · × φ(s(k, a k )), ψ = φ(t(1, 1)) × · · · × φ(t(1, a 1 )) × φ(t(2, 1)) × · · · × φ(t(2, a 2 )) × · · · × φ(t(k, a k )), for appropriate sequences s(i, j), t(i, j) as described in (1). Then φ and ψ are N -conjugate if and only if for all i ∈ [k], there exists σ ∈ S a i such that s(i, j) ≡ t (i, σ(j) ) for all j ∈ [a i ]. Proofs of the aforementioned observations can be found in [GLL19] . ♦ 2.3. The representation theory of S n . For each n ∈ N, Irr(S n ) is naturally in bijection with the set P(n) of all partitions of n. For a partition λ ∈ P(n), also written λ ⊢ n, we denote the corresponding irreducible character of S n by χ λ . Under this natural bijection, the trivial character of S n corresponds to (n), and the sign or alternating character to (1 n ) [JK81, 2.1.7]. When clear from context, we also abbreviate wreath product characters X (χ λ ; χ µ ) involving characters of symmetric groups to simply X (λ; µ). For a partition λ, its size, length (number of parts) and conjugate are denoted by |λ|, l(λ) and λ ′ respectively. Given two partitions λ and µ we denote by λ + µ the partition whose i-th part is given by λ i + µ i , for all i ∈ N (here we regard λ i = 0, whenever i > l(λ)). The Young diagram [λ] corresponding to the partition λ = (λ 1 , λ 2 , . . . , λ k ) is the subset of the Cartesian plane defined by:
where we view the diagram in matrix orientation, with the node (1, 1) in the upper left corner. To be precise, the node or box (i, j) is that lying in row i and column j. Given two partitions λ and µ we say that µ ⊆ λ if [µ] ⊆ [λ]. Given λ ∈ P(n) we sometimes denote by λ − the subset of P(n − 1) consisting of those partitions µ such that µ ⊆ λ. Similarly λ + is the set of partitions of n + 1 whose Young diagrams contain [λ] .
As usual, we say that λ ∈ P(n) is a hook partition if λ = (n − x, 1 x ) for some 0 ≤ x ≤ n − 1. We introduce the following definition which will play an important role in this article.
We record some easy and useful facts. Lemma 2.13. Let p be a prime, let P ∈ Syl p (S p ) and let ψ be the regular character of P . Then
where m and m ′ are integers satisfying mp = χ λ (1) and m ′ p + (−1) l = χ λ (1) in the respective cases.
Proof. Since P is a cyclic group generated by a cycle of length p, the statement follows from the Murnaghan-Nakayama Rule [JK81, 2.4.7 ].
2.4. The Littlewood-Richardson Rule. Let m, n ∈ N with m < n. For µ ⊢ m and ν ⊢ n − m, the Littlewood-Richardson rule (see [J78, Chapter 16] ) describes the decomposition into irreducible constituents of induced character
Before we recall the Littlewood-Richardson rule, we introduce some notation and technical definitions. By a skew shape γ we mean a set difference of Young diagrams [λ \ µ] := [λ] \ [µ] for some partitions λ and µ with [µ] [λ], and |γ| := |λ| − |µ|. By convention, the highest row of [λ] for a partition λ is numbered 1, but the highest row of a skew shape γ = [λ \ µ] need not be the highest row of [λ].
Definition 2.14. Let λ = (λ 1 , . . . , λ k ) ∈ P(n) and let C = (c 1 , . . . , c n ) be a sequence of positive integers. We say that C is of weight λ if |{i ∈ {1, . . . , n} : c i = j}| = λ j , for all j ∈ {1, . . . , k}.
We say that an element
Finally, we say that the sequence C is good if c j is good for every j ∈ {1, . . . , n}.
where c λ µν equals the number of ways to replace the nodes of [λ \ µ] by natural numbers such that (i) the sequence obtained by reading the numbers from right to left, top to bottom is a good sequence of weight ν;
(ii) the numbers are weakly increasing along rows; and (iii) the numbers are strictly increasing down columns.
Let ν be a partition. We call a way of replacing the nodes of a skew shape γ with |ν| boxes by numbers satisfying conditions (i)-(iii) of Theorem 2.15 a Littlewood-Richardson filling of γ of weight ν. It is easy to see that every skew shape has at least one Littlewood-Richardson filling. Moreover, the coefficients described in Theorem 2.15 are symmetric: c λ µν = c λ νµ for all partitions µ, ν and all partitions λ ⊢ |µ| + |ν|. Let LR(γ) denote the set of all possible weights of Littlewood-Richardson fillings of a skew shape γ.
The following necessary condition for positivity of Littlewood-Richardson coefficients is an immediate consequence of Theorem 2.15. Lemma 2.16. Let µ and ν be partitions. Let λ be a partition of |µ| + |ν| and suppose that c λ µν > 0. Then λ 1 ≤ µ 1 + ν 1 and l(λ) ≤ l(µ) + l(ν). We can also define iterated Littlewood-Richardson coefficients c λ µ 1 ,...,µ r as follows. Let r ∈ N and µ 1 , . . . , µ r be partitions, and let λ ⊢ n := |µ 1 | + · · · + |µ r |. Then c λ µ 1 ,...,µ r is the multiplicity of χ λ as a constituent of (χ µ 1 × · · · × χ µ r )  Sn S |µ 1 | ×···×S |µ r | . When r = 2, these are the usual Littlewood-Richardson coefficients as defined above. Letting m = |µ 1 | + · · · + |µ r−1 | when r ≥ 2, it is easy to see that
The iterated Littlewood-Richardson coefficients are also symmetric under any permutation of the partitions µ 1 , . . . , µ r . An iterated Littlewood-Richardson filling of [λ] by µ 1 , . . . , µ r is a way of replacing the nodes of [λ] by numbers defined recursively as follows: if r = 1 then [λ] = [µ 1 ] has a unique Littlewood-Richardson filling, of weight µ 1 ; if r ≥ 2 then we mean an iterated Littlewood-Richardson filling of [γ] by µ 1 , . . . , µ r−1 together with an Littlewood-Richardson filling of [λ \ γ] of weight µ r (for some γ ⊆ λ such that this is possible).
, since we may take any Littlewood-Richardson filling of [µ] by ν 1 , . . . , ν a and replace each number i by i + 1, then combine with the first row of [λ] filled with all 1s to produce a Littlewood-Richardson filling of [λ] by (b 1 , ν 1 ), . . . , (b a , ν a ). Conversely, any such filling of [λ] contains 1s in exactly the first row of [λ] since λ 1 = b 1 + · · · + b a , so this process is bijective. Thus c µ ν 1 ,...,ν a = c λ (b 1 ,ν 1 ),...,(b 1 ,ν a ) . We conclude this section by introducing an operator that will be useful later.
It is routine to check that ⋆ is both commutative and associative.
Preliminary combinatorial results
In this section we prove some results concerning Littlewood-Richardson coefficients useful for later sections, which may also be of independent interest.
Thus B n (t) is the set of those partitions of n whose Young diagrams fit inside an t × t square grid. Notice that B n (t) is closed under taking conjugates of partitions, i.e. B n (t) • = B n (t).
Our first aim is to show that under appropriate hypotheses on the parameters, we have
. This is proved in Proposition 3.3 below using an inductive argument. The following lemma deals with the base step of our induction.
follows from Definition 2.18 and Lemma 2.16. To prove the converse, we proceed by induction on t + t ′ . The base case follows from the observation that for any natural numbers N and M such that N < 2M , we have B N (M )⋆B 1 (1) ⊇ B N +1 (M + 1): given any partition λ ∈ B N +1 (M + 1), either λ ∈ B N +1 (M ) and we clearly have that λ ∈ B N (M ) ⋆ B 1 (1); or λ 1 = M + 1, in which case λ 2 < M + 1 since N < 2M , and so considering µ =
We may now assume that t, t ′ ≥ 2. For the inductive step, we take as inductive hypothesis
and then applying B 1 (1) ⋆ − to both sides, we find Since all sets considered are closed under conjugation of partitions, we may without loss of generality assume ν 1 ≥ l(ν) (by taking λ ′ , µ ′ and ν ′ instead of λ, µ and ν if necessary). Let 1 1 1 1 1 2 2 2 2 2 3 3 3 3 4 3 4 5 ❀ 1 1 1 1 2 2 2 1 2 3 3 3 3 4 2 4 5 Figure 1 . Example of case (i): t = 8, t ′ = 9, λ = (9, 8, 7, 5, 3) ⊢ 32, µ = (6, 3, 3, 2), ν = (5 3 , 2, 1), k = 3 and F as shown. On the left, the box x is shaded, and the last i of F is circled for 2 ≤ i ≤ k. On the right, F ′ is shown withμ = (6, 4, 3, 2) andν = (5 2 , 4, 2, 1). The boxes containing the circled numbers have been relabelled to produce F ′ .
k ≥ 1 be such that ν 1 = ν 2 = . . . = ν k > ν k+1 , and let x denote the box containing the last 1 in the Littlewood-Richardson reading order of the filling F (namely right to left, top to bottom). Clearly this must lie at the top of its column and leftmost in its row in [λ \ µ], and so must be an addable box for µ. We split into three cases according to the position of x.
If k = 1 then the filling F ′ defined as F restricted to the boxes of [λ \μ] is a Littlewood-Richardson filling of weightν :
is not a partition: in this case we define F ′ andν as follows. Let i ∈ {2, . . . , k} and consider the position of the last i in the reading order of the filling F. By the definition of Littlewood-Richardson fillings, the last i must appear later in the reading order than the last i − 1 since ν i−1 = ν i . Since this holds for all i ∈ {2, . . . , k}, the box containing the last i must be the leftmost i in its row in [λ \ µ] (and hence leftmost in its row), and either at the top of its column or immediately below the box containing the last i − 1 in the reading order of F. Thus we may define a Littlewood-Richardson filling F ′ of [λ \μ] to be obtained from F by removing the 1 corresponding to the box x, then relabelling the last i in F by the number i − 1, for each 2 ≤ i ≤ k. In particular, the weight of F ′ is the partition ν := (ν 1 , . . . , ν k−1 , ν k − 1, ν k+1 , . . . , ν l(ν) ). Moreover, k > 1 and l(ν) ≤ ν 1 imply that ν ∈ B 2t ′ (t ′ ), and henceν ∈ B 2t ′ −1 (t ′ ). An example is shown in Figure 1 .
Thus for all values of k, setting b = x and takingμ,ν as described above we find that
Case (ii) : if x lies in position (1, t + 1). Then µ 1 = t and λ 1 = µ 1 + ν 1 since x contains the last 1 of F. Let y denote the box containing the last 2 in the reading order of F; this exists as ν = (2t ′ ). The box y must be leftmost in its row, as all of the 1s in F lie precisely in the first row of [λ \ µ]. If y does not lie at the top of its column, it must lie immediately under a 1 in F, from which we deduce that y occupies position (2, j) for some j ≥ t + 1. But then µ 2 ≥ t, contradicting |µ| = 2t − 2. Thus y lies at the top of its column and is an addable box for µ. Moreover, y cannot lie in position (t + 1, 1) or else |µ|
Similarly to case (i), we define a Littlewood-Richardson filling F ′ of [λ \μ] to be obtained from F by removing the 2 corresponding to the box y, then relabelling the last i in F by the number i−1 for each 3 ≤ i ≤ j (or no relabelling required if j = 2). The resulting weight isν :
Thus setting b = y and takingμ,ν as described we find that λ
Case (iii) : if x lies in position (t + 1, 1). Let z denote the box containing the second-to-last 1 in the reading order of F; this exists as ν = (1 2t ′ ). It cannot be in position (t + 1, 2), or else |µ| ≥ µ ′ 1 + µ ′ 2 = 2t. Thus z must be leftmost in its row (in some row r < t) and lie at the top of its column, so it must be an addable box for µ. Moreover, z cannot be in position (1, t + 1) as |µ| = 2t − 2 and soμ := (µ 1 , . . . , µ r−1 , µ r + 1, µ r+1 , . . . , µ l(µ) ) ∈ B 2t−1 (t).
Recall
. If k > 1, then since the last 1 lies in the box x at position (t + 1, 1), the last i lies in position
Similarly to case (i), we define a Littlewood-Richardson filling F ′ of [λ \μ] to be obtained from F by removing the 1 corresponding to the box z, then relabelling the second-to-last i in F by the number i − 1, for
Thus setting b = z and takingμ,ν as described we find that λ Definition 2.18 and Lemma 2.16 . For the reverse inclusion, and hence equality of sets, we proceed by induction on the quantity 2t − n + 2t ′ − n ′ ≥ 2, with the base case given by Lemma 3.2. Now suppose 2t − n + 2t ′ − n ′ > 2, so without loss of generality assume t
as claimed.
We remark that the hypotheses on n, t, n ′ and t ′ in Proposition 3.3 are necessary. For instance, considering (4, 4) ∈ P(8) we observe that B 7 (3) ⋆ B 1 (1) = B 8 (4).
In particular, P(m + n) = P(m) ⋆ (P(n) \ {(n − 1, 1)} • ).
Proof. If t = 1 then m = 1 and the result follows from the branching rule for symmetric groups [J78, 9.2] , so from now on we may assume t ≥ 2.
Let
Since n ≥ 5, we have that n − 2 > n 2 , and so B m+n (t + n − 2) ⊆ X by Proposition 3.3. Moreover, X ⊆ B m (t) ⋆ P(n) = B m+n (t + n), again by Proposition 3.3. Since X • = X, it remains to show that if λ ⊢ m + n with λ 1 ∈ {t + n − 1, t + n}, then λ ∈ X.
First suppose λ 1 = t + n, so λ = (t + n, µ) for some µ ⊢ m − t < t. Observe that c λ (t,µ),(n) = 0 and that (t, µ) ∈ B m (t). It follows that λ ∈ X.
Otherwise we have λ 1 = t + n − 1, so λ = (t + n − 1, µ) for some µ ⊢ m − t + 1. If µ 1 ≥ t, then m = 2t − 1 and thus λ = (t + n − 1, t). Since c λ (t,t−1),(n) = 0 and (t, t − 1) ∈ B m (t), then λ ∈ X.
If l(µ) ≥ t then m = 2t − 1, λ = (t + n − 1, 1 t ), and we similarly conclude that λ ∈ X since (t, 1 t−1 ) ∈ B m (t). Otherwise, µ ∈ B m−t+1 (t − 1), so (t − 1, µ) ∈ B m (t). Since c λ (t−1,µ),(n) = 0 we deduce that λ ∈ X.
Recall from Section 2.4 that LR(γ) denotes the set of weights of Littlewood-Richardson fillings of a skew shape γ, and from Section 2.3 that ν + denotes the set of partitions indexing the irreducible constituents of the induced character χ ν  S |ν|+1 , for any partition ν.
Lemma 3.5. Let X = [λ \ µ] be a skew shape, and suppose ν ∈ LR(X). Let Y be a skew shape obtained from X by adding a single box. Then LR(Y ) ∩ ν + = ∅.
Proof. Let |λ| = n and |µ| = m. First suppose Y is obtained from X by adding a box externally, that is,
Sn×Sm×S 1 is positive. But by the branching rule,
The following definition is crucial for our arguments in the next section.
Definition 3.6. Let q, m ∈ N be such that q ≥ 2 and let B ⊆ P(m). Let H = (S m ) ×q ≤ S qm . We let D(q, m, B) be the subset of P(qm) consisting of all those partitions λ ∈ P(qm) for which there exists µ 1 , µ 2 , . . . , µ q ∈ B, not all equal, such that
We now aim to show that under appropriate restrictions on the parameters we have that B qm (qt − 1) ⊆ D q, m, B m (t) . This is done in Proposition 3.8 using an inductive argument. Lemma 3.7 below provides an important step towards the proof of Proposition 3.8.
Thus we can always find two irreducible constituents χ α × χ α and χ β × χ β where α = β ∈ B m (t) as required. Arguing similarly we conclude that the same happens for λ = (2 m ) = (m, m) ′ . Now let λ ∈ B 2m (2t − 1) \ {(m, m)} • . By Proposition 3.3, there exist partitions µ ∈ B m (t) and ν ∈ B m (t − 1) such that c λ µν > 0. If µ = ν then λ ∈ D 2, 2m, B m (t) and we are done, so assume that µ = ν ∈ B m (t − 1). By 'passing a box' between [µ] and [λ \ µ], we construct partitions
whence the assertion of the proposition follows (either sinceμ =ν so λ ∈ D 2, m, B m (t) directly, orμ =ν butμ = µ). We now explain in detail the constructions (i) and (ii) .
Step ( 
is a rectangle and l(λ) > l(µ), let c be the box in row l(µ) + 1, column 1, and define [μ] := [µ] ∪ c. Suppose in F the box c is filled with the number j. Since the rows of [λ \ µ] are filled weakly increasingly, and the columns strictly increasingly, the j in c must be the last j that appears in the reading order of F. Suppose ν j = ν j+1 = . . . = ν l > ν l+1 . Define F ′ to be obtained from F by removing the j corresponding to the box c, and then if l > j additionally relabelling the last i in F by the number i − 1, for each j + 1 ≤ i ≤ l. Thus F ′ is a Littlewood-Richardson filling of [λ \μ] of weightν := (ν 1 , . . . , ν l−1 , ν l − 1, ν l+1 , . . . , ν l(ν) ), by the same argument as in the proof of Lemma 3.2.
Case (c): Otherwise [µ] ∪ b is a rectangle and l(λ) = l(µ). If l(µ) > 2, then the number 2 appears in F precisely as the entries in the second row of [λ \ µ], and thus ν 2 = λ 2 − µ 2 . But the number ν 1 of 1s in F is equal to λ 1 − µ 1 + 1 (they appear in the first row of [λ \ µ] and b). Thus µ = ν and µ 1 = µ 2 give λ 2 = λ 1 + 1, a contradiction. Thus l(µ) = 2, in which case µ is of the form (a, a − 1) ⊢ m, but since l(λ) = l(µ) = 2 and µ = ν then in fact λ = (m, m), a contradiction. Thus case (c) in fact cannot occur.
Observe that in cases (a) and (b), [μ] is obtained from [µ] by adding a single addable box, so µ ∈ B m (t − 1) impliesμ ∈ B m+1 (t). Also since ν ∈ B m (t − 1), clearlyν ∈ B m−1 (t − 1).
Proof. We proceed by induction on q, beginning with the base case q = 3. Let λ ∈ B 3m (3t − 1). Then B 2m (2t − 1) ⋆ B m (t) = B 3m (3t − 1) by Proposition 3.3, and so there exists µ ∈ B 2m (2t − 1) and ν ∈ B m (t) such that c λ µν > 0. By Lemma 3.7, one of the following holds: (i) µ ∈ D 2, m, B m (t) , in which case c µ στ > 0 for some σ = τ ∈ B m (t). Then c λ στ ν > 0 and hence λ ∈ D 3, m, B m (t) ; or (ii) there exist two distinct partitions α, β ∈ B m (t) such that c µ αα = 0 = c µ ββ . Then c λ ααν = 0 = c λ ββν . Since ν = α or ν = β, we deduce that λ ∈ D 3, m, B m (t) in this case as well. Now suppose q ≥ 4 and assume the statement of the proposition holds for q − 1. Let λ ∈ B qm (qt − 1). Then there exists µ ∈ B (q−1)m (q − 1)t − 1 and ν ∈ B m (t) such that c λ µν > 0, by Proposition 3.3. By the inductive hypothesis, µ ∈ D q − 1, m, B m (t) , so there exists µ 1 , . . . , µ q−1 ∈ B m (t) which are not all equal such that c µ µ 1 ...µ q−1 > 0. Hence c λ µ 1 ...µ q−1 ν > 0, which gives λ ∈ D q, m, B m (t) .
The prime power case
The fundamental part of Theorem B is the case when n is a power of p, which we address in this section. Let k ∈ N and let φ ∈ Lin(P p k ) \ {½ P p k }. The aim of this section is to determine the following numbers:
Recall that if φ ∈ Lin(P p k ) corresponds to s ∈ [p] k (see Section 2.2) then we sometimes denote m(φ) and M (φ) by m(s) and M (s) respectively.
Let φ = φ(s) for some s = (s 1 , . . . , s k ) ∈ [p] k . Since φ = ½ P p k then s = (0, . . . , 0) and hence f (s) is well-defined. We denote by s − the sequence (s 1 , s 2 , . . . , s k−1 ) ∈ [p] k−1 . The main strategy is to induct on k, computing M (s) and m(s) from M (s − ) and m(s − ) respectively. (This is achieved in Theorems 4.5 and 4.9 below.) With this in mind, a first key step is to investigate the relationship between the sets Ω(s − ) and Ω(s), for φ(s) ∈ Lin(P p k ) and k ∈ N ≥2 . This is done in the following lemma. Proof. We consider the following subgroups of S p k : let P = P p k = P p k−1 ≀ P p , let B = (P p k−1 ) ×p be the base group of the wreath product P , and let H = (S p k−1 ) ×p ≤ S p k , naturally containing B. Also let W = P H = H ⋊ P p ≤ S p k , so W ∼ = S p k−1 ≀ P p . Let λ ∈ D(p, p k−1 , Ω(s − )), so χ λ  H has a constituent ψ := χ µ 1 × · · · × χ µp ∈ Irr(H) such that µ 1 . . . , µ p ∈ Ω(s − ) are not all equal. Since χ λ ∈ Irr(S p k | ψ), there exists χ ∈ Irr(W | ψ) such that χ is a constituent of χ λ  W . Since µ 1 , . . . , µ p are not all equal, then χ = ψ  W H by the description of Irr(S p k ≀ P p ) given in Section 2.1. Since P H = W and P ∩ H = B, we have that
Thus λ ∈ Ω(s), as desired. Given a sequence s and its shorter subsequence s − , Lemma 4.1 allows us to deduce information about Ω(s) from the knowledge of Ω(s − ). In order to exploit this, we need to understand the structure of Ω(t) for short or 'minimal' sequences t. This is done in the next two lemmas. Then
Proof. This is a direct consequence of Lemma 2.13. Proof. The assertion can be checked directly if (p, k) = (3, 1) and follows from Lemma 4.2 when k = 0. Now assume k ≥ 2 if p = 3, or k ≥ 1 if p ≥ 5. To ease the notation we set P := P p k+1 and D := D(p, p k , Ω(s − )) for the rest of the proof. Since s − = (0, . . . , 0), by [GL19, Proposition 3.8] we know that D = B p k+1 (p k+1 − 2). Using Lemma 4.1, we deduce that B p k+1 (p k+1 − 2) ⊆ Ω(s).
Since Ω(s) is closed under conjugation, in order to conclude that Ω(s) = B p k+1 (p k+1 − 1) it remains to show that (p k+1 ) /
∈ Ω(s) and that (p k+1 − 1, 1) ∈ Ω(s). The first assertion is obvious as χ (p k+1 )  P = ½ P = φ(s). On the other hand, if λ = (p k+1 − 1, 1), then [PW19, Corollary 9.1] implies that X (p k ); (p − 1, 1) is an irreducible constituent of χ λ  S p k+1 S p k ≀Sp appearing with multiplicity 1. Moreover,
This shows that φ(s) is an irreducible constituent of χ λ  P . Hence (p k+1 − 1, 1) ∈ Ω(s). Keeping λ = (p k+1 − 1, 1), we now wish to show that χ λ  P , φ(s) = 1. Let H ∼ = (S p k ) ×p and B ∼ = (P p k ) ×p with B ≤ H. From [GTT18, Lemma 3.2] and the Littlewood-Richardson rule we see that
Since we already know that X (p k ); (p − 1, 1) is a constituent of χ λ  S p k ≀Sp , then by the description of irreducible characters of wreath products [JK81, §4.3],
where the first equality in the line above follows from [I76, Problem 5.2] and the last one follows from [GL19, Theorem A] . Since x ∈ [p − 1], we deduce that χ λ  P , φ(s) = 1. Before proceeding with the determination of m(s) and M (s), we encourage the reader to recall the notation introduced in Definition 2.5. It turns out that the positions f (s) and g(s) of the leading non-zeros in the sequence s govern the form of Ω(s).
First, we determine the value of M (s). This is done in Proposition 4.4 and Theorem 4.5 below, for all odd primes. 
for some χ µ 1 × · · · × χ µp as described above. In particular, this implies that µ 1 , . . . , µ p ∈ Ω(s − ), a contradiction. Hence λ / ∈ Ω(s), and we conclude that Ω(s) ⊆ B p k (p k − p k−f (s) ). 
, by the inductive hypothesis. We distinguish two cases depending on the value of s k . Let
Since µ ∈ Ω(s − ) by assumption, and since ν ∈ Ω(s k ) by Lemma 4.2, we deduce that
Thus φ(s) is an irreducible constituent of χ λ  P p k and therefore λ ∈ Ω(s). Since λ 1 = p k −p k−f (s) , the proof is concluded.
In the proof of Theorem 4.5, for every sequence s we exhibited a partition λ ∈ Ω(s) such that λ 1 = M (s). We can do much better in fact. In the following lemma we determine all partitions of Ω(s) having first part of maximal size (i.e. equal to M (s) ). This will also be very important when proving Theorem A.
Lemma 4.6. Let p be an odd prime. Let 1 ≤ z ≤ k ∈ N, and let s ∈ U k (z) be such that
Then
Let λ = (M (s), µ) ∈ P(p k ) for some µ ∈ P(p k−f ). It suffices to prove the following two statements: = (0, . . . , 0) 
We now prove (i) and (ii) . For convenience, let α = (p f − 1, 1) and q = p k−f . 1) . Hence Lemma 2.16 implies that given µ 1 , . . . , µ q ⊢ p f such that c λ µ 1 ,...,µq = 0, then either µ 1 = · · · = µ q = α or there exists j ∈ [q] such that µ j = (p f ). Since (p f ) /
∈ Ω(t) by Lemma 4.3, it follows that
Since φ(s) = X (φ(t); φ(u)), we have that
where the second equality follows from Lemma 2.4. By definition of Ω(u), χ µ  Pq , φ(u) > 0 if and only if µ ∈ Ω(u). This concludes the proof.
Our next primary goal is to determine m(s). This is done in Theorem 4.9 below. The main ingredients for proving this theorem are Lemma 4.7 and Proposition 4.8 below, whose proofs are quite technical. To help the reader appreciate how to use these two results to prove Theorem 4.9, we have postponed their proofs to Section 4.1.
Recall that thin partitions t n [m] and h n [m] were introduced in Definition 2.12.
Lemma 4.7. Let p ≥ 5 be a prime and k ∈ N. Let s = (s 1 , . . . , s k ) ∈ U k (1), f = f (s) and
For convenience, we sometimes identify a partition λ with its corresponding character χ λ .
Proposition 4.8. Let p ≥ 5 be a prime and k ∈ N. Suppose that s ∈ [p] k satisfies the following:
Then, for all x ∈ [p], m(s, x) = p · m(s), Ω(s, x) \ B p k+1 (pm(s)) contains no thin partitions, and
Roughly speaking, Proposition 4.8 tells us that whenever the multiplicity of φ(s) as a constituent of the restriction of the irreducible characters labelled by the longest thin partitions in Ω(s) is greater than or equal to 2, then m(s, x) = p · m(s) for all x ∈ [p]. The assumptions in Proposition 4.8 might seem artificial, but they in fact mimic exactly the structure of the sets Ω(s) (see Lemma 4.7, for instance).
We can now determine the value of m(s) for all s ∈ [p] k . In fact, we prove much more about the structure of Ω(s). Our main strategy is to compute m(s) inductively. That is, knowing m(s) and other particular features of Ω(s), we exploit Proposition 4.8 to compute m(s, x) for any x ∈ [p]. This technique is illustrated concretely in Example 4.11 below.
Recall that τ (s) was introduced in Definition 2.6.
Theorem 4.9. Let p ≥ 5 be a prime. Let k ∈ N and let φ(s) ∈ Lin(P p k ) \ {½ P p k }. Then with Lemmas 4.3 and 4.7 providing the base cases (we may ignore ½ P p k , corresponding to s = (0, . . . , 0), which was considered in [GL19] ). This can be seen easily using Figure 2 .
We remark that we could not directly apply Propositions 4.8 to sequences s = (0, . . . , 0, s f (s) ) ∈ [p] k , since condition (ii) on multiplicities is not satisfied (see Lemma 4.3). Furthermore, we also could not apply the proposition to sequences of the form s = (0, . . . , 0, s f (s) , 0, . . . , 0) We include the following example to explain how to use Lemma 4.7 and Proposition 4.8 (and the diagram represented in Figure 2 ) to compute m(s) in a concrete situation.
Example 4.11. Let p = 7 and s = (0100110). Then (01) ∈ U 2 (1) satisfies the conditions of Lemma 4.7 with k = f = 2, so applying the lemma gives Ω(010) = B 7 3 (7 3 − 7 1 − 1) ⊔ {(7 3 − 7 1 , µ) : µ ∈ P(7) \ {(6, 1)} • } • , since Ω(0) = P(7) \ {(6, 1)} • by [GL19, Theorem A]. Then (010) ∈ U 3 (1) satisfies the conditions of Lemma 4.7 with k = 3 and f = 2, giving Ω(0100) = B 7 4 (7 4 − 7 2 − 1) ⊔ {(7 4 − 7 2 , µ) : µ ∈ P(49) \ {(48, 1)} • } • , and applying Lemma 4.7 again to (0100) ∈ U 4 (1) with k = 4 and f = 2 gives Ω(01001) = B 7 5 (7 5 − 7 3 − 1) ⊔ {(7 5 − 7 3 , µ) : µ ∈ B 7 3 (7 3 − 1)} • ,
where Ω(001) = B 7 3 (7 3 − 1) by Lemma 4.3. Furthermore,
Thus (01001) satisfies conditions (i) and (ii) of Proposition 4.8. Applying the proposition, we obtain that m(010011) = 7·(7 5 − 7 3 − 1) = 7 6 − 7 4 − 7 and that (010011) satisfies both conditions of Proposition 4.8. This exemplifies the right-hand loop in Figure 2 : if the sequence t satisfies the conditions of Proposition 4.8, then so does (t, x) for all x ∈ [p]. Applying the proposition again, we obtain m(s) = 7 · m(010011) = 7 7 − 7 5 − 7 2 , as predicted by Theorem 4.9. Moreover, using Theorem 4.5 we obtain that B 7 7 (7 7 − 7 5 − 7 2 ) ⊆ Ω(s) ⊆ B 7 7 (7 7 − 7 5 ). ♦
We can collect the results obtained so far in the following statement, which together with Theorem 4.5 gives Theorem B in the case where n is a power of p.
Theorem 4.12. Let p ≥ 5 be a prime. Let s ∈ [p] k and φ(s) ∈ Lin(P p k ). Then
If τ (s) ∈ {1, 2, 3} then we have a complete description of Ω(s), namely Theorem 4.12 allows us to deduce Theorem A when n is a prime power.
Corollary 4.13. Let p ≥ 5 be a prime. Let s ∈ [p] k and φ(s) ∈ Lin(P p k )\{½ P p k } be quasi-trivial.
Proof. We observe that τ (s) ∈ {2, 3}. The statement now follows from Theorem 4.12.
As mentioned in the introduction, when p = 3 the situation is much more complicated. The following example shows that Theorem A would not hold for p = 3.
Example 4.14. Let p = 3, k ≥ 4 and let φ ∈ Lin(P 3 k ) be the quasi-trivial character corresponding to the sequence s = (1, 0, 0, . . . , 0). Calling a = 3 k−1 one can show that
In particular we have τ (s) = 2, m(s) = 2a − 2 and the thin partition (2a, a) ∈ Ω(s) B 3 k (m(s)). This is just one of the many quasi-trivial linear characters of a Sylow 3-subgroup whose corresponding set Ω(φ) can not be described by the statement of Theorem A. Since p k > 4, we have that 
By Proposition 3.8 and Lemma 4.1, we deduce that
We now want to show that for all r ∈ {0, 1, . . . , p − 1} and all µ ⊢ p k+1−f + p − r, the partition λ := (p k+1 − p k+1−f − p + r, µ) belongs to Ω(s, x) . This would allow us to conclude that
there exists a partition ν 1 ∈ Ω(u) such that ν 1 ⊆ µ. Hence there exist partitions ν 2 ⊢ p k−f + 2 and ν 3 , . . . , ν p ⊢ p k−f + 1 such that c µ ν 1 ,...,νp > 0. By Lemma 2.17 we deduce that
. . , p} are genuine partitions. Moreover, they belong to Ω(s), as shown by equation (2) 
Thus there exist ν 1 , . . . , ν r ∈ Ω(u) such that c ν ν 1 ,...,νr > 0, since φ(u) = ½ P p k−f . Moreover, there exist partitions ν r+1 , . . . , ν p ⊢ p k−f + 1 such that c µ ν 1 ,...,νr,ν r+1 ,...,νp > 0. Using Lemma 2.17 we deduce that
Moreover, they belong to Ω(s) by (2) (b) We turn to the proof of statement (b). Let t = (s, x) and observe that f (t) = f (s) = f . Let P = P p k+1 = P p k ≀ P p and let B be its base group, namely P = B ⋊ P p and B ∼ = (P p k ) ×p . Let Y = (S p k ) ×p be the Young subgroup of S p k+1 naturally containing B. We define two further subgroups of S p k+1 as follows:
Note that µ, ν ∈ Ω(s) by part (a) of the present lemma if f < k, and by Lemma 4.3 if f = k. Moreover, it is easy to see that c λ µ 1 ,...,µ p−1 ,ν = 1 where µ 1 = · · · = µ p−1 = µ. Since θ : 
Since ρ = β are both irreducible, we find that [GTT18, Theorem 3.5] 
Proof of Proposition 4.8. Let m = m(s) and let x ∈ [p]. By Proposition 3.8 and Lemma 4.1,
If λ = (pm, µ) for some µ ∈ P(p k+1 − pm) \ {(p k+1 − pm)} • , then by Proposition 3.8 there exist ν 1 , . . . , ν p ∈ P(p k − m), not all equal, such that c µ ν 1 ,...,νp = 0,. Hence c λ (m,ν 1 ),...,(m,νp) = 0, by Lemma 2.17. Since m > p k 2 + 1, we have that (m, ν i ) is a well-defined partition for each i, and (m,
It remains to study the two cases where µ ∈ {(p k+1 −pm)} • . Suppose first that µ = (p k+1 −pm) and thus λ = (pm, p k+1 − pm) = t p k+1 [pm] . Then , φ(s) ≥ 2, and hence
for all x ∈ [p], by Lemma 2.3. But 
Proofs of Theorems A, B and C for all natural numbers
Following on from the previous section, the aim of the present one is to determine the numbers m(φ) and M (φ) for all φ ∈ Lin(P n ) where n is now an arbitrary natural number. This allows us to complete the proofs of Theorems A, B and C.
Let n ∈ N and let n = t i=1 a i p n i be its p-adic expansion, where 0 ≤ n 1 < · · · < n t . Recall that we may write φ = φ(s) = φ(s(1, 1)) × · · · × φ(s(t, a t )) as in Section 2.2 equation (1), and recall the operator ⋆ from Definition 2.18.
Lemma 5.1. Let p be any prime. For all n ∈ N and φ(s) ∈ Lin(P n ), Ω(s) = Ω(s(1, 1)) ⋆ · · · ⋆ Ω(s(i, j)) ⋆ · · · ⋆ Ω(s(t, a t )).
Proof. Since P n = (P p n 1 ) ×a 1 × · · · × (P p n t ) ×at ≤ (S p n 1 ) ×a 1 × · · · × (S p n t ) ×at ≤ S n and since φ(s) = φ (s(1, 1) )×· · · ×φ(s(t, a t )), the statement follows from elementary properties of induction of characters.
Theorem 5.2. Let p be an odd prime. Let n ∈ N and φ(s) ∈ Lin(P n ) be as above. Then M (s) = (i,j) M (s(i, j)).
Proof. Let M := (i,j) M (s(i, j) ). For k ∈ N 0 and s ∈ [p] k , by Theorem 4.5 we have that M (s) = p k −p k−f (s) whenever s = (0, . . . , 0). On the other hand we have that M (0, . . . , 0) = p k by [GL19, Theorem A]. Hence M (s(i, j)) > p n i /2 for all (i, j) , so by Lemma 5.1 and Proposition 3.3 we have that Ω(s) = Ω(s(1, 1)) ⋆ · · · ⋆ Ω(s(t, a t )) ⊆ B p n 1 M (s(1, 1)) ⋆ · · · ⋆ B p n t M (s(t, a t )) = B n (M ).
Thus M (s) ≤ M . On the other hand, let λ (i,j) ∈ Ω(s(i, j)) be such that λ (i,j) 1 = M (s(i, j)) for each (i, j) (this is possible since Ω(s(i, j)) is closed under conjugation). Setting λ = λ (1,1) + · · · + λ (t,at) . It is not difficult to see that c λ λ (1,1) ,...,λ (t,a t ) = 1. Hence λ ∈ Ω(s(1, 1)) ⋆ · · · ⋆ Ω(s(t, a t )) = Ω(s), and λ 1 = (i,j) 
We now aim to determine m(φ) for all φ ∈ Lin(P n )\{½ Pn }. Fix a prime p ≥ 5. When φ = ½ Pn we know by [GL19, Theorem A] that Ω(½ Pn ) = P(n) whenever n ∈ N is not a power of p, while if n = p k then Ω(½ P p k ) = P(p k ) \ {(p k − 1, 1)} • .
As explained in Section 2.2, to simplify notation we let R = t i=1 a i and we define the multiset {s 1 , . . . , s R } as {s 1 , . . . , s R } = {s(i, j) | i ∈ [t], j ∈ [a i ]}. We let k j be the length of s j , so {k 1 , . . . , k R } = {n 1 , . . . , n t } and |{j ∈ [R] | k j = n i }| = a i . When φ = φ(s) and s is identified with {s 1 , . . . , s R } as above, we also denote m(φ) or m(s) by m(s 1 , . . . , s R ). Note that the order of s 1 , . . . , s R does not matter in determining m(φ), because inductions to S n of N Sn (P n )-conjugate characters of P n coincide (see Remarks 2.10 and 2.11).
Fix some φ ∈ Lin(P n ) with corresponding multiset of sequences {s 1 , . . . , s R } as described above. Since P n is trivial whenever n < p, from now on we may assume that n ≥ p. Moreover, we may assume that R ≥ 2 since the case of R = 1 is treated in Section 4. In addition, we assume for the rest of this section that there exists some i ∈ [R] such that τ (s i ) = 1, since φ = ½ Pn . We wish to express m(φ) in terms of the quantities m(s 1 ), m(s 2 ), . . . , m(s R ) that we determined in Section 4. In order to do this, we recall the following definitions (previously given in Section 2.2).
Definition 5.3. Let n ∈ N and φ ∈ Lin(P n ). Suppose φ corresponds to the multiset of sequences {s 1 , . . . , s R }. The type of φ is the 4-tuple T (φ) = (x 1 , x 2 , x 3 , x 4 ), where for each i ∈ [4] we set (Note that if k = 0, then s is the empty sequence and N (s) = p k = 1.) For φ ∈ Lin(P n ) as described above, let N (φ) be defined as follows:
We are now ready to completely describe m(φ), completing the proofs of Theorems A and B (stated in Section 2.2). This is done in the following two theorems, whose proofs appear at the end of this section to improve readability.
Theorem 5.5. Let p ≥ 5 be a prime and n ∈ N. Let φ ∈ Lin(P n ) correspond to {s 1 , . . . ,
and
Theorem 5.6. Let p ≥ 5 be a prime and n ∈ N. Let φ ∈ Lin(P n ) correspond to {s 1 , . . . , s R }.
We remark that Theorem 5.5 in fact holds for φ = ½ Pn as well, since Ω(½ Pn ) = P(n) for p ≥ 5 and R ≥ 2 by [GL19] . We also notice that Theorem 5.5 implies Theorem A. This follows by observing that if φ is quasi-trivial then τ (s i ) = 4 for all i ∈ [R]. Moreover, when T (φ) = (R − 1, 1, 0, 0) then p k i −f (s i ) = n − (m(φ) + 1). Furthermore, Theorems 5.2, 5.5 and 5.6 clearly complete the proof of Theorem B in the case where n is not a power of p. We refer the reader to Example 5.9 below for an illustration of the results of Theorems 5.5 and 5.6 in concrete examples.
Before proving Theorems 5.5 and 5.6 we show how to use them to obtain a proof of Theorem C from the introduction.
Proof of Theorem C. Theorem 4.12 shows that for all k ∈ N and s ∈ [p] k , we have N (s) ≥ m(s) > p k 2 . Using this together with Theorems 5.5 and 5.6 we deduce that m(φ) ≥ R i=1 N (s i ) > n 2 for every φ ∈ Lin(P n ). It follows that B n ( n 2 ) ⊆ Ω n . This in particular implies Theorem C, using the following classical result of Erdős and Lehner [EL41, (1.4) ]: if f (n) is any function such that f (n) → ∞ as n → ∞, then for all but o(|P(n)|) partitions λ of n, the quantities λ 1 and l(λ) lie between √ n · ( log n c ± f (n)) where c is a constant.
5.1. Proofs of Theorems 5.5 and 5.6. Let n ∈ N and φ ∈ Lin(P n ) be as described after the proof of Theorem 5.2. The proof of Theorem 5.5 follows Lemma 5.7 below.
Lemma 5.7. Suppose that T (φ) = (R − 1, 1, 0, 0) and let i ∈ [R] be such that τ (s i ) = 2.
Proof. Let m = n − p k i , so φ = φ(s 1 ) × · · · × φ(s R ) = ½ Pm × φ(s i ). Since R ≥ 2 and τ (s i ) = 2, we have that m = 0 and k i ≥ 2. To ease the notation, let k = k i , s = s i and f = f (s i ). By Lemma 5.1, we have that Ω(φ) = Ω(½ Pm ) ⋆ Ω(s) and Ω(½ Pm ) is determined in [GL19, Theorem A]. Moreover, by Corollary 4.13 we have that Arguing exactly as in Case 1 we deduce that Ω(φ) = B n (N (φ)−1)⊔{(N (φ), µ) | µ ∈ Ω(½ P p k−f )} • , as required.
Proof of Theorem 5.5. The case T (φ) = (R − 1, 1, 0, 0) is treated in Lemma 5.7. We may now assume that T (φ) = (R − 1, 1, 0, 0). That is, s 1 , . . . , s R are such that either there exists i ∈ [R] with τ (s i ) = 3, or there exists i = j ∈ [R] with τ (s i ) = τ (s j ) = 2 and τ (s l ) ∈ {1, 2} for all l ∈ [R]. We proceed by induction on R.
We begin with the base case R = 2. Since we may reorder the s i without loss of generality, we may assume that τ (s 1 ), τ (s 2 ) ∈ {(1, 3), (2, 3), (3, 3), (2, 2)}. The arguments in each case are similar, but for clarity we will treat each one separately. To ease the notation we let k = k 1 , f = f (s 1 ) (if τ (s 1 ) = 1), l = k 2 and e = f (s 2 ). If τ (s 1 ), τ (s 2 ) = (1, 3): we have that Ω(φ) = P(1) ⋆ B p l (p l − 1) if k = 0, (P(p k ) \ {(p k − 1, 1)} • ) ⋆ B p l (p l − 1) otherwise, which equals B n N (φ) in each instance by Proposition 3.3 and Lemma 3.4 respectively, as N (φ) = p k + p l − 1.
If τ (s 1 ), τ (s 2 ) = (2, 3): by Corollary 4.13 we have B p k (m(s 1 )) ⊆ Ω(s 1 ) ⊆ B p k (m(s 1 ) + 1). Thus Proposition 3.3 shows that Now for the inductive step: let R ≥ 3 and suppose that the statement of the theorem holds for R − 1. Since T (φ) = (R − 1, 1, 0, 0), there exists i ∈ [R] such that the multiset {s 1 , . . . , s i−1 , s i+1 , . . . , s R } corresponds to a linear character ψ ∈ Lin(P n−p k i ) with T (ψ) = (R − 2, 1, 0, 0). Without loss of generality, let i = 1. Let k = k 1 , s = s 1 , f = f (s 1 ) (if τ (s 1 ) = 1) and let ψ ∈ Lin(P n−p k ) be the above linear character such that φ = φ(s) × ψ. Then Ω(φ) = Ω(s) ⋆ Ω(ψ) and Ω(ψ) = B n−p k N (ψ) by the inductive hypothesis. In order to show that Ω(φ) = B n N (φ) , we split into cases depending on τ (s) ∈ {1, 2, 3}. Thus there exist ν ∈ P(p k−f ) \ {(p k−f − 1, 1)} • and ω ∈ P(n − p k − N (ψ)) such that c µ ν,ω > 0. This shows by Lemma 2.17 that c Table 2 . Data on Ω(φ) for φ = φ(s) ∈ Lin (P 125 ). Table 3 . Data on Ω(φ) for φ = φ(s 1 , s 2 , s 3 ) ∈ Lin(P 175 ) with s 1 = (0, 0, 0). This follows from Theorem 5.5 when τ (s i ) = 4 for all i, and Lemma 5.1 otherwise.
