Abstract. The way computer systems are built dramatically changed over time. Starting from huge monolithic systems for many users up to ubiquitous computer environments with a lot of distributed and embedded computing power. Also the way these systems are configured has changed. The Autonomic and Organic Computing initiatives try to solve the upcoming management of complexity problems by utilizing biologically or sociologically inspired methods. One of the demands to the systems is self-configuration. This paper proposes a self-configuration process for the networked nodes of the AMUN middleware based on a social behavior. Aim of the selfconfiguration is to find a good distribution of services by calculating a quality of service based on the given resources and the required resources of the services. A configuration specification is provided and flooded into the network to start the cooperative job assignment algorithm. A terminal verification step guarantees the correctness of the found configuration. Evaluations of the completely distributed self-configuration process are provided.
Introduction
We are currently at the beginning of the third age of computer systems, the socalled ubiquitous computing. Mark Weiser envisioned this evolution in computer science long ago [1] . Just a decade later the complexity level of computer systems have been raised such that Paul Horn of IBM postulated a new paradigm for future computer systems, the Autonomic Computing [2] . About the same time the Organic Computing initiative [3] defined the requirements for the next generation of computer systems. Both have in common that they describe the need for new systems to adopt life-like attributes, like self-configuration, self-optimization, self-healing, and self-organisation, to overcome the rapidly growing complexity.
This paper focuses on self-configuration as a mechanism to distribute services in the Autonomic Middleware for Ubiquitous Environments (AMUN) [4] to equally load the nodes of the network, regarding the given resources of the nodes and the required resources of the services. The proposed self-configuration technique can easily be adopted to other autonomic systems.
The mechanism of the self-configuration is based on the observation of a social behavior of cooperative groups which have to solve a common problem. If people meet to discuss a problem to find a solution in a constructive way the normal behavior is that one person talks while the others listen. The participants only talk if they have new input or could further improve a already given suggestion.
The advantage of our proposed self-configuration is the distributed approach which can be applied from small to large networks. Another point is the simple metrics and algorithm needed for the calculation of the quality of service.
The remainder of this paper is structured as follows. Section 2 gives an example to illustrate the self-configuration process. In section 3 the configuration specification and the metrics for the calculation of the quality of service are described and in section 4 the self-configuration process is explained. The results of the evaluations are shown in section 5 and related work is presented in section 6. The paper closes with a conclusion and future work in section 7.
A Social Behavior for Self-configuration
The following example of a cooperative solution finding process will help to illustrate the way our self-configuration mechanism works.
A company receives an order from a customer. The project that should be done has already been split in different jobs. The project manager invites all the employees to a meeting. The employees have different skills and some of them can do more than one of the jobs while others are experts in programming and should concentrate on the programming part. Now the challenge is to assign the employees to the jobs such that the overall quality of service is as high as possible. When the meeting starts the project manager hands the list of jobs to all employees. Every employee starts to rate the jobs with a quality how good he can do a job and sorts them in descending order. Than the first employee starts to shout out which job he will do and with what kind of quality he can do it. All other employees mark this job as assigned and write down the quality for this service assignment. Than the next employee announces the job he will do. This continues until all jobs are assigned.
If an employee hears an assignment for a job he can do better, which means that his quality of service for this job is higher, he calls out that he will do the job and announces his higher quality of service. All the other employees who have already assigned the job to the first employee overwrite the job assignment. An employee will call out a reassignment only if he can provide a job with a higher quality of service. Otherwise he silently accepts the previous job assignment.
After all jobs have been assigned the project manager repeats the list with the assigned jobs and asks: "Any further questions?". This is a kind of verification step because it assures that every employee has the same list of assigned jobs. If all jobs have been assigned and all employees have a consistent assignment list the employees start to work.
Configuration and Quality of Service

Configuration Specification
An application is composed of services and monitors. The configuration specification describes the needed services and monitors of the application. The aim of the self-configuration is to find a good distribution of the services for the given configuration specification such that all nodes are loaded equally. The configuration specification is given in XML and consists of different parts needed for the self-configuration process. The definitions of a service, a monitor and a constraint are given below.
<service id="2" amount="2" name="DataBase" class="de.uau.SqliteBinding" > <resource name="RAM"> <value name="size" unit="MB">256</value> </resource> <resource name="CPU"> <value name="frequency" unit="Mhz">1450</value> </resource> </service> <monitor id="1" amount="1" name="Surveillance System" class="de.uau.SrvMonitor"> <resource name="IR SENSOR"> <value name="range" unit="m">5</value> </resource> </monitor> <constraints> <forall> <having> <resource name="IR Sensor" > <value name="range" unit="m">2 </value> </resource> </having> <provide> <monitor id="656" amount="1" name="IR Monitoring Service" class="de.uau.IrService"> </monitor> </provide> </forall> </constraints> Service and Monitor: The two main elements are the service and the monitor entries as shown in the parts of a configuration above. The services and monitors are summarized as jobs later on. Both entries have an id to uniquely identify them throughout the complete configuration. The attribute amount specifies the amount of services or monitors to start. If the amount is higher than one more instances of the service must be assigned. The name attribute can be used to give a name or a short description and the class attribute is used to specify the class of the service or monitor.
Resource: Resources are defined by symbolic names. Currently the names are predefined and every node, service, and monitor have to use these predefined names to describe its resources and resource requirements, respectively.
Constraints: Constraints are used to describe cases when a service or monitor should be hosted depending on a specific hardware. The definition is derived from the mathematical ∀ quantifier and also used in the Object Constraint Language (OCL) [5] . The element forall is included in a constraints element. The having element contains the resource or resources needed to fulfill the quantifier. The provide element enumerates the services and monitors to be started if the quantifier evaluates to true. The constraints are evaluated prior to the rest of the assignment process and those nodes who provide the services or monitors defined by the constraints must take the resource consumption into account for the later calculation of the quality of service.
Metrics for the Quality of Service
During the second step of the self-configuration process the assignment of the jobs is done after all constraints are checked. Every node has to calculate a quality of service for each job (service or monitor) in the configuration. The calculation of the quality of service is important for the self-configuration process as it directly influences the overall quality of the service assignments and thus the quality of the self-configuration. To simplify the calculation of the quality of service the remaining capacity of the resources are calcuated to give an estimation of a node's load.
Let r i be a resource required by a service, rr i the remainder of the same resource, and R i the total amount of the resource provided by a node, then the quality of service (qos i ) regarding resource i is calculated as follows:
and the mean quality of service (qos) for more than one resource is
After a service has been assigned to a node the node subtracts the consumed values from the resources and starts to calculate the new quality of service for the remaining jobs. This might lead to a negative value for rr i the remainder of resource R i which means, that the node would be loaded beyond its capacity. In the case of negative resource the qos i of resource i is calculated as follows:
Equation 3 results in much lower values for negative rr i which is intended, as heavily loaded nodes should be rated worse than slightly loaded nodes with a positive value for rr i . The resulting mean quality of service (qos) is calculated with equation 2 while using equation 1 for positive values for rr i and equation 3 for negative values.
Self-configuration Process
Distribution of the Configuration Specification
The first step of the self-configuration is to flood the configuration specification into the network to all nodes. Therefore all nodes are listening at the beginning, waiting for an incoming configuration. The administrator loads the configuration specification at an arbitrary node. This node parses the XML file and creates a configuration object containing all constraints and jobs. This configuration object is sent to all other nodes with a broadcast message.
Cooperative Job Assignment
After every node received the configuration object the constraints are checked against the node. If a constraint is fulfilled the jobs are marked and the available resources are reduced by the amount of the required resources of the jobs. Afterwards two lists are created. One with the jobs the node can provide (job list) and an another with all jobs that cannot be provided by this node due to missing resources. The Quality of Service is calculated for every job that can be provided and the list ist sorted in descending order.
During the assignment process every node switches between an active and an inactive state. Normally the node is in the inactive state while it listens for incoming assignment messages. If the node switches to the active state it processes the received messages and decides how to continue.
All assignments of the received messages are marked in the job list. As long as there are jobs in the job list the next job is taken from the list. If the job is allready assigned and the local QoS is less or equal to the given QoS the job is skipped and the next one is taken. As services are assigned to the local node the available resources change and thus the quality of service must be recalculated to reflect the current state of the node.
Conflict resolution
The nodes do not know when the other nodes send their service assignment. This might lead to conflicts in the list of assigned jobs if two nodes want to provide the same job and the assignment messages chronologically overlap. To avoid additional messages a conflict resolution mechanism is used which does not need any further messages. The conflict resolution mechanism has five stages that might be used in consecutive order if the quality of service of a job assignment is equal for at least two nodes.
Load of a node
The job is assigned to the node with the least load.
Amount of assigned jobs
The node with the least amount of already assigned jobs will get the job, assuming that a lower amount of jobs will produce less load (e.g. process or thread switching will produce additional load).
Length of the list of jobs that can be provided
The node with the least amount of jobs that can be provided will get the job because the other nodes have higher possibility to provide another job.
Random number
This randomizes the assignment of the jobs in case of quasi equal nodes and to avoid the next step if possible.
Node ID
In the unlikely case that two nodes generated the same random number the id of the node is used to decide which node gets the job.
It is obvious that not all information needed to make the decisions is available at any node. So the required data are sent with the job assignment message. The additional information is four integer values: the load of the node, the amount of assigned jobs, the length of the list with the jobs to provide and a random number.
Configuration Verification
The assignment process stops after all jobs have been marked as assigned. To ensure that all nodes have the same resulting configuration one node sends a broadcast message with its complete configuration after a defined timeout. The timeout is needed because of assignment messages which could possibly overwrite one of the last job assignments.
The best and normal case is that all nodes have the same configuration and thus silently accept the sent configuration. If a receiving node has lower quality of service in its configuration it can replace it with the better assignment without sending a message. This case emerges if a node receives a "configuration completed" message prior to an assignment message or if assignment messages are lost. If the receiver of a configuration message has better assignments for at least one job the node broadcasts its configuration to tell the other nodes that a better configuration exists.
If no message arrives in response to the configuration message after a predefined timeout, the nodes assume the configuration as accomplished and can begin to start the assigned services. In the best case only one additional broadcast message is needed to verify the configuration and to complete the self-configuration process.
Unrealizable Configuration
A configuration can be unrealizable if a resource is required which none of the nodes can offer. In this case there will be some jobs in the undoableJobs list which are not assigned to any node. If no new assignment message arrives within a predefined timeout the node with unassigned jobs sends a request to the other nodes asking about the provider of the unassigned job.
If there is no provider for the unassigned service, no answer would be generated and the sender of the request will send a "ping" message to assure that the communication isn't broken. Any node receiving the "ping" message would answer. If the node gets an answer to the "ping" the configuration can be assumed to be unrealizable because no provider exists for at least one of the jobs. The nodes that receive the "ping" conclude the same and all nodes know that the configuration is unrealizable and that external help is needed (e.g. by an administrator).
To evaluate the quality of the self-configuration process we count the amount of messages needed to complete the job assignments. The amount of messages notionally depends only on the amount of jobs to be assigned and not on the amount of nodes in the network. But the evaluations show that the amount of nodes do have an impact on the amount of messages sent during the selfconfiguration. For a network with a higher amount of nodes the probability of reassignments rises.
Evaluation methodology
We distinguish between two cases. The optimal case for the amount of messages needed to assign all jobs is when no reassignments are necessary and only one message for the distribution of the configuration specification and one "configuration completed" message is sent. This is the case if all nodes received all messages and the configuration does not suffer from any conflicts. If j jobs are assigned to n nodes the amount of messages for the optimal case is m best = j +2.
In the suboptimal case we assume one additional message for every node of the network, either a reassignment message or an optimization during the verification of a previously received "configuration completed" message. One additional message is used for configuration specification. The amount of messages is m worst = j + n + 1. The diagrams will show these two values as reference points for the effectively counted amount of messages.
To evaluate the self-configuration we use a configuration generator to create varying configurations for different simulation runs. This ensures that the selfconfiguration is tested with different configurations to prevent very good or bad results from one single configuration.
Evaluation Results
The most impressive point about the self-configuration mechanism is that all of the accomplishable configurations have been accomplished and all unaccomplishable configuration have been detected. Every parameter setting was simulated 100 times to evaluate the self-configuration mechanism under a wide variety of different starting conditions.
Varying resource consumption: Figure 1 shows the evaluation results for 10, 25, 50, and 100 nodes with three resources and resource consumptions starting from 20% up to 100% for homogeneous and heterogeneous hardware.The optimal and the suboptimal cases are shown as references.
The left chart shows the results with homogeneous hardware which means that all nodes have the same resources and the same amount of available resources. Such a setting can be found in homogeneous networks (e.g. sensor networks) with equal hardware for every node. The chart shows, that independent of the amount of nodes the mean number of messages needed to accomplish a configuration is always between the optimal and the suboptimal case. For 100% resource consumption the self-configuration needs less messages than for lower resource consumptions. The right chart of figure 1 shows the messages needed to accomplish the configurations for heterogeneous nodes with different quantities of available resources.
Varying amount of resources: The impact of different amounts of resources is shown in the charts of figure 2 . For all amounts of resources greater than three more reassignments are produced due to the higher variability of resource consumptions. The self-configuration performs better for a higher amount of resources and heterogeneous hardware than with homogeneous hardware. Mean number of messages: Regarding the amount of jobs of a configuration and the number of messages needed to accomplish the configuration the mean number of messages per job can be calculated. Figure 3 shows that the mean values slightly vary depending on the announced resource consumption and the amount of nodes. The left chart shows the mean number of messages per job for homogeneous hardware and the right chart for heterogeneous hardware each with three resources.
Related Work
The cooperative character of the nodes during the self-configuration process has strong similarities with Multi-Agent-Systems [6] . The IEEE foundation FIPA [7] promotes standards for agent-based technology to foster the interoperability with other technologies. The Agent Technology Roadmap [8] also describes the usage of agents as a possible way to solve the complexity problems of self-* and autonomic computing systems. An approach to solve the problem of task allocation within an MAS is described by the Contract Net Protocol [9] . The agents bid for an annonced task and the best agent is selected to provide the task. This results in at least three messages per task. In a real system there will be much more than three messages per task because more than one agent will bid for a task. Thus the amount of messages used to allocate the tasks is up to three times higher than the amount needed by the self-configuration.
Another problem of MAS is the calcuation of the QoS. If an agents bids for more than one task, the calculated QoS might either be too optimistic, if the currently available ressources are used without regarding the allready made bids, which might lead to less performance if all the bids of an agent are granted. Otherwise, if the agent calculates the QoS regarding all his open bids, his QoS might be too bad to be selected. This problem does not arise in the proposed self-configuration because the time of the job assignment is not relevant.
SELFCON [10] describes an architecture that uses the directory service to implement self-configuration of networks which can respond dynamically to changes in the configuration policies. It has the drawback that it is a server based approach.
In this paper we presented a self-configuration mechanism based on a well known social behavior. Every node calculates a quality of service for the jobs to decide which job is assigned to which node during the cooperative assignment process. Constraints can be used to assign jobs to nodes based on defined hardware requirements. Assigned jobs can be reassigned due to a higher quality of service. The verification step at the end of the self-configuration assures that every node has the same list of assignments. In the case of conflicting assignments a conflict resolution mechanism is used to solve the conflict without any further message.
The self-configuration mechanism has been evaluated and shows that about 1.4 messages per job suffice to yield an assignment independent of the amount of nodes and jobs.
Future work will be to include the mechanism into the AMUN middleware and to evaluate the self-configuration in the middleware.
