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It is safe to say that the study of the model theoretic properties of algebraic structures, and of
fields in particular, started eighty years ago with Tarski’s proof of quantifier elimination on real
closed fields, and went considerably far since then: from knowing that all the definable sets in
real closed and algebraically closed fields are quantifier-free definable, we are now aware of all
sorts of phenomena involving definable sets, even with striking applications outside of the model
theory itself.
Tools from stability theory proved to be useful to classify several tame expansions of the
theory of fields, producing the so called “stability hierarchy”. For example, we know that Rexp,
Ran and Ran,exp are all o-minimal; that algebraically closed fields and differentially closed fields
are ω-stable, and its strongly minimal sets are Zariski geometries (up to finite sets of points); that
Cµ, where µ is a predicate for all the roots of unity, is superstable; that the algebraically closed
fields with automorphisms (ACFA) are simple; the algebraically closed valued fields (ACVF) are
C-minimal; and so on.
What happens, however, if we take an expansion that is necessarily not tame in the stability
hierarchy? Some different sort of tameness is needed. The example we have in mind is Cexp, the
field of complex numbers equipped with the classical exponential function. Its definable sets are
certainly not tame in the first-order framework, for the following simple reason:
Z = {x : ∀y(exp(y) = 1→ exp(xy) = 1)}.
The whole Peano’s Arithmetic is definable, and this is understandably ‘not tame’.
Zilber’s proposal was to use a form of “analytic geometry” [Zil97], obtained by generalising
Zariski geometries to the non-Noetherian case, where for example infinite discrete sets, as the
above Z, are allowed. Of course, deciding whether Cexp is an analytic geometry in some sense is
an extremely difficult task. For example, the problem is connected to the following conjecture:
Conjecture ([Zil97]). Is Cexp quasi-minimal, i.e., is every definable subset of C either countable
or co-countable?
Note how this behaviour is analogous to the case of the pure field C, which is strongly minimal,
i.e., every definable subset of C is either finite or co-finite.
The behaviour of Cexp is very much unknown, as we know very little of the algebraic behaviour
of exp; for example, we do not know if e and π are algebraically independent. The algebra of
exp plays however a crucial role also in model theory: for example, Macintyre and Wilkie proved
that if a celebrated conjecture on the values of exp, Schanuel’s Conjecture, holds on R, then the
first order theory of Rexp is decidable.
Here the matter took a twist. Rather than studying Cexp directly, Zilber showed that there
is one structure similar to Cexp that actually is quasi-minimal; and not by chance, this structure
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incorporates Schanuel’s Conjecture. His theorem is even much stronger: there is a structure that
can be axiomatised with one sentence in the infinitary language Lω1,ω(Q) which is uncountably
categorical and has models of any infinite cardinality1. Categoricity in this language is a form
of tameness, and in fact it has several model-theoretic consequences (e.g., it bounds the number
of realised Lω1,ω-types).
These structures were originally called pseudoexponential fields [Zil05b], but many people
just call them Zilber fields. The most interesting Zilber field is the unique one of cardinality
2ℵ0 , and we will call it BE , where B is an algebraically closed field of characteristic 0 and E is a
function on B with certain properties. Because of its uniqueness, Zilber conjectured that his BE
and the classical Cexp are actually the same object, following the general idea that categorical
structure should be natural ones.
However, this conjecture is a challenging one, as the very definition of BE includes the reph-
rasing of Schanuel’s Conjecture for the function E, and if we were able to prove that Cexp ∼= BE ,
then Schanuel’s Conjecture would follow as well. It is believed that the latter conjecture is at
the moment out of reach, and that the solution is still quite far away. Moreover, the definition
of BE also requires an extra property that again is not known for Cexp.
Nevertheless, the new structure BE is not an easy object, and it is quite difficult to see how
it looks like. Moreover, even BE is not known to be an analytic geometry. For these reasons,
research is going on about finding more on BE , and showing similarities, and possibly differences,
between BE and Cexp, in the hope of catching some glimpses of the situation.
This thesis fits mostly in this line of research: what can we transfer from Cexp to BE? Are
we able to compare them, and either support the conjecture, or refute it?
Our main result is that one specific property of Cexp does hold on BE : the existence of an
involution, i.e., of an automorphism of order two, which in case of Cexp is complex conjugation.
Moreover, the involution we find on BE have a fixed field that can be chosen quite arbitrarily,
and it can be fixed to be exactly R. This corrects a bit an asymmetry between Cexp and BE : the
only non-trivial automorphism we know on the former is complex conjugation, while the latter
has plenty of automorphism; and now we know that there is also plenty of automorphism of
order two. This answers a question of Zilber, Kirby, Macintyre, Onshuus and others [KMO12].
Theorem 3.36. The Zilber field BE of cardinality 2ℵ0 has an involution whose fixed field is
isomorphic to R with ker(E) = 2πiZ.
Moreover, any separable real closed field of infinite transcendence degree occurs as the fixed
field of a Zilber field of the same cardinality; in particular, every Zilber field of cardinality up to
2ℵ0 has an involution.
Our starting point is a careful analysis of a general strategy for constructing exponential
fields, and especially Zilber fields, already present in [Zil05b, Kir09]. Using this strategy, we
construct the function E around a given field automorphism of order two, obtaining in the end
a Zilber field that by construction has an involution. Moreover, we also study a few variations
that yields different exponential fields with curious properties; for example, a real closed field
with an order-preserving exponential function and a cosine such that certain system of equations
are satisfied.
Our result would encourage the conjecture that BE ∼= Cexp, and more so as the fixed field of
the involution is exactly R. Of course, we do not know if E is continuous with respect to the
topology of R, as it would essentially prove Schanuel’s Conjecture. Actually, some obstructions
1The original proof of the theorem contained a flaw in the proof concerning the “excellence” of the sentence.
A fix recently appeared in [BHH+12], where it is proved that the excellence condition is not necessary to obtain
categoricity.
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appear during the proof and force our involution to behave rather badly, so that the function
E is not continuous with respect to the topology of R. Hopefully, this is just an artefact of our
construction.
Thesis outline
In chapter 1 we describe a framework used to study exponential fields, and give a short intro-
duction to Zilber fields. We give their definition, together with some motivations for each of the
axioms, a brief sketch of the proof of their categoricity, and some known facts that correspond
to theorems of classical analysis on Cexp.
In chapter 2 we detail a general procedure to construct and extend exponential fields. We
show that some properties are preserved across the extensions obtained by our procedure, and
we concentrate especially on the Countable Closure Property. This results in an explicit proof
that a large class of exponential fields can be embedded into Zilber fields, and that a procedure
analogous to the one of [Kir09] produces Zilber fields.
In chapter 3 we adapt the general procedure to prove that on Zilber fields of cardinality up to
2ℵ0 we can find automorphisms of order two whose fixed field, as a pure real closed field, can be
fixed to be any uncountable separable real closed field of the same cardinality. The proof of the
theorem requires a careful study of rotund varieties and of their Weil restriction of the scalars.
In chapter 4 we describe some other exponential fields that can be obtained using our pro-
cedure. We show that it is possible to find exponential fields with the Schanuel Property, cyclic
kernel, and with automorphisms of order two where the exponential function is continuous, or
where the exponential function is order-preserving on the real closed fixed field and certain system
of equations are solved. The result is not in general a Zilber field, because we do not guarantee
that enough systems of equations are satisfied. Moreover, with the use of some number theory,
we show that there are existentially closed exponential fields with cyclic kernel whose underlying
field is the field of algebraic numbers. In the latter example, the Schanuel Property does not





As mentioned in the introduction, Zilber fields were first defined and axiomatized in [Zil05b], in a
successful attempt to construct a “tame” structure out of something similar to Cexp; in particular,
one that is uncountably categorical, provided that we use a powerful enough language.
In this chapter, we give a short description of a framework for exponential fields and Hrushovski
amalgamation, essentially adapting from Zilber’s and Kirby’s works [Zil05b, Kir09], and we define
Zilber fields in this framework.
1.1 Exponential fields
At a first glance, the classical notation Rexp and Cexp suggests to writeKE to denote the structure
(K, 0, 1,+, ·, E), where E is a unary function satisfying the following axiom.
(E) E is a homomorphism E : (K,+)→ (K×, ·) (temporary definition).
However, this definition is too simple for our purposes, the main reason being that amalgamation
is better done with fields where E is a partial function, but also because we want to be able to
manage finitely generated structure.
Definition 1.1. A partial exponential field, or partial E-field for short, is a two-sorted structure
〈〈K; 0, 1,+, ·〉; 〈D; 0,+, (q·)q∈Q〉; i : D → K,E : D → K〉
satisfying the axiom “(E-par)”:
(E-par)
〈D; 0,+, (q·)q∈Q〉 is a Q-vector space;
〈K; 0, 1,+, ·〉 is a field of characteristic 0;
i : D → K is an injective homomorphism from 〈D,+〉 to 〈K,+〉;
E is a homomorphism from 〈D,+〉 to 〈K×, ·〉.
A global E-field, or just E-field, is a two sorted structure as above where the axiom (E) is
satisfied:
(E) the axiom (E-par) holds, and i is surjective.
We denote (partial) E-fields with the notation KE . Unless otherwise stated, we identify the
vector space D with its image in K, leaving implicit the extra sort, except for the few situations
where this generate ambiguities as the ones noted below.
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Remark 1.2. The two-sorted definition is helpful when talking about substructures: an inclusion
KE ⊂ K ′E′ of structures means exactly that K ⊂ K ′ is an inclusion of fields, and that E ⊂ E′
as sets, i.e., E′dom(E) ≡ E. For example, it is possible to have KE ⊂ KE′ , with the function E
′
extending E without changing the same underlying field. (This would not apply if the partial
function were obtained using a relational language.)
Definition 1.3. If X is a subset of KE , we denote by 〈X〉 the substructure generated by X.
Remark 1.4. Please note that in general the structure generated by an X ⊂ K would be the
field Q(X) with a trivial exponential function whose domain is just {0}, even if X ⊂ i(D). For
this reason, we have to be careful about which sort X lives in, in order to define the correct
structure. In this work, we will usually consider sets contained in D only.
Definition 1.5. If a partial E-field KE is such that KE = 〈dom(E)〉, or in other words, if
K = Q(i(dom(E)), E(dom(E))), then it is called exponential-graph-generated (as in [Kir09]).
We call E the elementary class of exponential-graph-generated partial E-fields.
We have now a minimum language to talk about exponential fields and Zilber fields. We
recall that Zilber fields are meant to be a tame variant of Cexp.
In order for an E-field KE to be a Zilber field, we want first a structure that, topological
issues aside, has an exponential function describing the universal cover of the multiplicative
group. Moreover, in order to obtain tameness, Zilber looked for an uncountably categorical, or
at least a quasi-minimal structure, so he defined his fields as the product of a Hrushovski fusion.
This turns out to be deeply related to the statement of Schanuel’s Conjecture, and to a form
of converse statement. As a final touch, a form of collapse is applied, and this guarantees both
quasi-minimality and categoricity at once. This is detailed in the next sections.
1.2 Universal cover axioms
Since we want KE to be similar in some way to Cexp, we want first to mimic one of the defining
properties of exp: it is the universal cover of the multiplicative group of an algebraically closed
field, and the covering space is identified with the additive group of the field itself. The universal
cover of C× is described by the following exact sequence
0→ (Z,+)→ (C,+) exp−→ (C×, ·)→ 1 (1.1)
and we want the same to hold for K:
0→ (Z,+)→ (K,+) E−→ (K×, ·)→ 1. (1.2)
Of course, the former sequence usually means also that exp is a continuous function, but
since we have no topology on K, and the purpose of Zilber fields is to understand the algebraic
behaviour independently of the topology, the latter sequence involves just pure group homo-
morphisms.
This is easily described by the following axioms:
(ACF0) K is an algebraic closed field of characteristic 0;
(LOG) E is surjective (every element has a logarithm);
(STD) the kernel is a cyclic group, i.e., kerE = ωZ for some ω ∈ K×.
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A useful consequence of either (LOG) and of (STD) is that the image of E contains all the roots
of unity. Mimicking [Zil05b], we say that an E-field with this property has “full kernel”. Its role
will become apparent later during amalgamation and in construction.
Definition 1.6. An E-field satisfying (ACF0) is said to be an EA-field.
An E-field satisfying (LOG) is said to an EL-field.
An EA-field that is also an EL-field is said to be an ELA-field.
An E-field satisfying (STD) is said to have standard kernel.
An E-field containing all the roots of unity in the image of E is said to have full kernel.
These properties are evidently first-order axiomatizable, except for (STD); for that, we need
the power of Lω1,ω in order to state that the formula that should define the integers actually
defines the set Z:
∀x
(






The abstract theory of the universal cover equation (1.2), where the covering space is not
identified with the additive group, has been studied by Zilber [Zil06] in the first research stages
leading to Zilber fields, and later fixed and extended to positive characteristic in [BZ11]. What
was proved is that the two sorted structure (H,K), where H is a divisible, torsion-free abelian
group, and K is an algebraically closed field, equipped with a function E such that
0→ (Z,+)→ (H,+) E−→ (K×, ·)→ 1, (1.3)
has a unique isomorphism type for each uncountable K. Similarly to the case of Zilber fields, the
structure is axiomatised by one sentence in Lω1,ω, in order to capture the standard model of the
theory of (Z,+), and that sentence is proven to be uncountably categorical (of course, provided
we fix the characteristic of K). Further work has been done about axiomatizing the universal
covers of elliptic curves and abelian varieties with analogous, but sometimes conjectural, results
[Zil03, Gav12, Bay09].
1.3 Predimensions and the Schanuel Property
In order to obtain an uncountably categorical structure satisfying the above axioms, Zilber used
a form of Hrushovski amalgamation with the purpose of looking at its universal models. The
amalgamation is obtained using a non-negative predimension function. Let us recall what a
predimension is.
Definition 1.7. Given a class C of finitely generated structures closed under substructure, a
predimension is a function δ : C → R>0 ∪ {0} such that:
1. δ(∅) = 0;
2. for all Z ∈ C, and for all X,Y substructures of Z, δ(〈X ∪ Y 〉) ≤ δ(X) + δ(Y )− δ(X ∩ Y )
(submodularity).
When X ⊂ Y is a subset of some structure Y ∈ C, we write δ(X) to denote δ(〈X〉).
In the class E of E-fields, the work of Zilber shows that an effective predimension is given by
δ(〈z1, . . . , zn〉) := tr.deg.(i(z1), . . . , i(zn), E(z1), . . . , E(zn))− lin.d.Q(z1, . . . , zn)
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on finitely generated structures.
It is easy to check that δ is indeed submodular. The non-negativity of this predimension
function, on the other hand, holds only on a certain subclass of E-fields. Given an E-field
KE ∈ E , the fact that δ(X) ≥ 0 holds for all its finitely generated substructures X is equivalent
to the following statement.
(SP) Schanuel Property : for every finite tuple z = (z1, . . . , zn) ∈ dom(E)n of Q-linearly inde-
pendent elements,
tr.deg.Q(i(z1), . . . , i(zn), E(z1), . . . , E(zn)) ≥ n.
We do the amalgamation on the subclass the partial E-fields where (SP) holds; therefore, our
resulting KE will have to satisfy (SP) as well. We then take this statement as one of the axioms
defining KE .
The axiom (SP) is also motivated by the following long standing conjecture, which is just the
reformulation of the axiom for Cexp.
Conjecture 1.8 (Schanuel, [Lan67]). For every finite tuple (z1, . . . , zn) ∈ Cn of Q-linearly
independent elements,
tr.deg.(z1, . . . , zn, exp(z1), . . . , exp(zn)) ≥ n.
This conjecture was formulated as a generalisation of some statements about the transcend-
ence of the values of the exponential function, and it would provide an answer to essentially
all the transcendence questions about numbers generated using the exponential function, the
logarithm and the field operations (see [Lan67]).
This conjecture, however, is today considered out of reach for the current methods. Just to
give an idea of our present knowledge, here is a partial list of the known unconditional results on
the transcendence of the values of exp. All of them are implied by Schanuel’s Conjecture, and
as such, they also hold in any E-field satisfying (SP).
Theorem 1.9 (Hermite-Lindemann-Weierstrass, [Her73, vL82, Wei85]). For every finite number
of elements z1, . . . , zn ∈ Q that are Q-linearly independent, the values exp(z1), . . . , exp(zn) are
algebraically independent.
Theorem 1.10 (Gelfond-Schneider, [Gel34, Sch34]). If α, β ∈ Q, with α 6= 0, 1 and β /∈ Q, then
any determination of αβ is transcendental.
Theorem 1.11 (Six exponentials theorem, [Lan67, Ram67]). If z1, z2, z3 ∈ C are Q-linearly
independent, and if y1, y2 ∈ C are also Q-linearly independent, then at least one of
exp(z1y1), exp(z2y1), exp(z3y1), exp(z1y2), exp(z2y2), exp(z3y2)
is transcendental.
Theorem 1.12 (Five exponentials theorem, [Wal88]). If z1, z2 ∈ C are Q-linearly independent,
y1, y2 ∈ C are also Q-linearly independent, and γ is a non-zero algebraic number, then at least
one of








Theorem 1.13 (Nesterenko, [Nes96]). The numbers π and exp(π) are algebraically independent.
Given the function δ, and the condition δ(X) ≥ 0, we can start to say something about
amalgamating E-fields. We therefore restrict our class E to the subclass all partial E-fields
satisfying (SP). We call this new subclass E0.
We recall that any δ yields a relative predimension defined as
δ(A/B) := δ(A ∪B)− δ(B).
In this case, it can be calculated as
δ(A/B) = tr.deg.(i(A), i(B), E(A), E(B)/i(B), E(B))− lin.d.Q(A/B).
The latter formula makes sense also when B is not finitely generated, but A is finitely gen-
erated over B; therefore, we will use it as the definition of δ(A/B).
Note that unlike the case of dimensions like the transcendence degree, the function δ(A/B)
can well be negative, even if δ(X) is always non-negative. If δ(A/B) ≥ 0 for any finitely generated
A, then we say that B is strongly embedded into the bigger structure. Formally:
Definition 1.14. Given two partial E-fieldsKE ,K ′E′ and an embedding j : KE ↪→ K ′E′ (possibly
the identity), we say that KE is strongly embedded in K ′E′ , or KE ≤ K ′E′ , if δ(X/j(dom(E))) ≥ 0
for all finite subset X ⊂ dom(E′).
If X,Y are two subsets of dom(E) for some KE , with X ⊂ Y , we say that X ≤ Y if
KEspanQ(X) ≤ KEspanQ(Y ) ; equivalently, if 〈X〉 ≤ 〈Y 〉.
With this relation of strong embedding, we start doing an amalgamation on the category
(E0std,≤), where E0std is the subclass of E0 of the partial E-fields satisfying (STD).
1.4 Richness
If we consider the category (E0std ∩ Efin,≤), where Efin is the class of finitely generated partial
E-fields which are exponential-graph-generated, it turns out that the class satisfies the Joint-
Embedding Property and the Amalgamation Property of Fraïssé’s Limit Theorem restricted
to strong embeddings, as in [Hru93]. Moreover, again thanks to [Zil06, Thm. 2], the number
of isomorphism types is countable. Hence we can find a unique generic partial E-field FE of
cardinality ℵ0, the direct limit of the above category, usually called the Hrushovski-Fraïssé limit,
whose strong exponential-graph-generated and finitely generated partial E-subfields represent all
the isomorphism types of E0std ∩ Efin, and satisfying the following “richness” property.
Definition 1.15. A partial E-field FE ∈ E0std is rich if given any two KE0 , LE1 ∈ E0std∩Efin, and
any two strong embeddings j : KE0 ↪→ LE1 , h : KE0 ↪→ FE , then there is a strong embedding










To prove the existence and the uniqueness of the countable generic model, a crucial result
is played by the so called “Thumbtack Lemma” [Zil06, Thm. 2]. We give the statement for a
subcase which is sufficient for our purposes.
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Definition 1.16. Given a number α in some algebraically closed field of characteristic zero, a
coherent system of roots, or a division system, of α is a sequence (α1/q)q∈N∗ such that (α1/q)q = α
for all q ∈ N∗, and (α1/pq)p = α1/q for all p, q ∈ N∗.
Lemma 1.17 (Thumbtack Lemma). Let K be a finitely generated extension of Q. Let a1, . . . , ar
be numbers in some algebraically closed field containing K, and (a1/qj )q be coherent system of
roots for each of them.
Let L be the field generated by K, all the roots of unity, and all the elements a1/qj .
If b1, . . . , bl are numbers in some extension of L that are multiplicatively independent modulo
L, there is an m ∈ N× such that for any coherent systems of roots (b1/qj )q, the isomorphism
type of the sequence (b1/q1 , . . . , b
1/q
l )q∈N× over L (i.e., its quantifier-free type over L in the field
language) is determined by the isomorphism type of (b1/m1 , . . . , b
1/m
l ) over L.
Remark 1.18. In order to show the kind of problem the Thumbtack Lemma addresses, and to
explain the hypothesis of multiplicative independence, it is sufficient to look at the following
example.
Let b1 = b2 = t be some transcendental number over L. We fix an arbitrary coherent system
of roots b1/q1 = t





1/q for q ≤ n, and for
















the same isomorphism type over L, but the sequences (b1/q1 , b
1/q





not. This shows that there is nom as in lemma 1.17 if b1, b2 are not multiplicatively independent.
Moreover, it may be used to show that if b1, . . . , bl are not multiplicatively independent,
then there are 2ℵ0 possible isomorphism types for the sequence (b1/q1 , . . . , b
1/q
l )q∈N× (indeed, they
correspond to points in some cartesian power of Ẑ). On the other hand, lemma 1.17 implies that
when b1, . . . , bl are multiplicatively independent over L, the isomorphism types are only finitely
many.
Corollary 1.19. Let KE be a finitely generated partial E-field with full kernel and b1, . . . , bl be
multiplicatively independent elements over K.
Then there is an m ∈ N× such that the isomorphism type of any coherent (b1/q1 , . . . , b
1/q
l )q∈N×
over K is determined by the isomorphism type of (b1/m1 , . . . , b
1/m
l ).
Proof. Let z1, . . . , zn be a Q-linear base of dom(E), and let w1, . . . , ws be some generators of K
over Q(i(dom(E)), E(dom(E))). Let K0 be the field generated by i(z1), . . . , i(zn), w1, . . . , ws.
Therefore, the field K is generated by K0, by the roots of unity, and by E( 1q z1), . . . , E(
1
q zn)
for q ∈ N×. The conclusion now follows trivially from lemma 1.17.
Proposition 1.20. There exists a unique countable rich FE ∈ E0std up to isomorphism.
Proof. It is sufficient to show, by [Hru93], that the class (E0std ∩ Efin,≤) has the joint-embedding
property, the amalgamation property, and countably many isomorphism types.











First of all, we may assume that KE0 is a maximal strong common subextension of LE1 and
NE2 . In this case, we claim that for any α ∈ acl(K) ∩ L, if α is in the domain or the image of
E1, then for any embedding of α into N over K, α is not in the domain, resp. the image, of E2.
Indeed, if there is an embedding of α into N over K such that α is both in dom(E1) and
dom(E2), then E1(α) and E2(α) are both transcendental overK, hence the E-subfields generated
by K and α (as an element of dom(E1) and dom(E2)) in LE1 and NE2 are isomorphic, and they
must be both strong in LE1 and NE2 , against the assumption of maximality.
If instead α = E1(β) for some β ∈ dom(E1), by corollary 1.19 there is an m ∈ N× such that
field-theoretic isomorphism type of (E1( 1qβ))q∈N× over K is determined by the isomorphism type
of E1( 1mβ) over K. Now, if E1(β) is embedded into N over K, such in a way that E1(β) = E2(β
′)
for some β′ ∈ dom(E2), then E1( 1mβ) = E2(
1
mβ
′ + kmω) for some k ∈ N and some ω such that
E(ω) = 1. Therefore, the E-subfields generated by K and β in LE1 , and by K and β′ + kω
in NE2 , are isomorphic. As they are both strong in LE1 and NE2 , this contradicts again the
maximality of KE0 .
It is now sufficient to take an amalgam (as fields) F of L and N over K such that L and N
are linearly disjoint over acl(K)∩L∩N , and F = L ·N . By the above argument, the images in
F of dom(E1) and of dom(E2) intersect only in dom(E0), hence we may define (uniquely) a new
exponential function E3 on dom(E1) + dom(E2) that extends both E1 and E2.
Moreover, since the intersection of the images is just im(E0) as well, the kernel of E3 is still
ωZ. As FE3 is clearly finitely-generated and exponential-graph-generated, it is in E0std ∩ Efin.
To verify the joint embedding property, it is sufficient to note that for any KE ∈ E0std, the
E-subfield generated by ω, where ω is a generator of the kernel, has a unique isomorphism type,
and it is strongly embedded in KE . Therefore, given two E-field in E0std ∩ Efin, it is sufficient to
amalgamate them over 〈ω〉.
To count the isomorphism types, consider a finitely generated partial E-field with stand-
ard kernel which is exponential-graph-generated KE . Let ω, z1, . . . , zn be a Q-linear base of
dom(E), with ω a generator of the kernel. Then the isomorphism type of KE is determined
by the field-theoretic isomorphism type of K0 := Q(i(ω), i(z1), . . . , i(zn)), that has countably
many possibilities, by the isomorphism type of K1 := K0(E( 1qω)q∈N×) over K0, which are fi-
nitely many since its Galois group permutes all the possible choices for E( 1dqω), where d is the
maximum (finite) integer such that ζd ∈ K0, and by the field-theoretic isomorphism type of
E( 1q z1), . . . , E(
1
q zn), for q varying in N
×, over K1. But E(z1), . . . , E(zn) are multiplicatively in-
dependent over this field, hence their isomorphism type is determined by the isomorphism type
of E( 1mz1), . . . , E(
1
mzn) for some fixed m. Therefore there are only countably many isomorphism
types.
By (AP) and (JEP), and by the fact that there are only countably many isomorphism types,
there exists a unique (countable) direct limit FE , the Hrushovski-Fraïssé limit.
It is not difficult to see that the richness of FE implies that F is algebraically closed, that E
is defined everywhere and that it is surjective. This provides further motivation for the axioms
presented in the previous section.
Proposition 1.21. If FE ∈ E0std is rich, then it satisfies (ACF0), (E) and (LOG).
Proof. Let KE0 be a finitely generated, exponential-graph-generated subfield of F . By (SP), we
can find another finitely generated, exponential-graph-generated E-subfieldK ′E′ ⊂ FE containing
K such that δ(K ′E′) = δ(dom(E
′)) is minimal among all the possible extensions ofKE . Moreover,
we may assume that K ′E′ contains ker(E). Therefore, K
′
E′ is strongly embedded in FE , because
for any finite X ⊂ dom(E),
δ(X/K ′E′) = δ(〈X,dom(E′)〉)− δ(K ′E′) ≥ 0.
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Let α be an element of the algebraic closure of F (possibly already in F ). There must be a
finitely generated subfield of F such that α is algebraic on it; but since FE is exponential-graph-
generated, we may assume that there is a KE0 ⊂ FE which is exponential-graph-generated and
finitely generated such that α is algebraic on K; if α ∈ F , we may assume that α ∈ K as well.




1/n) be the field obtained by adjoining to K the element α and a new
transcendental element t (not in F ) together with a coherent choice of nth roots, and let D′ :=
dom(E0)⊕〈a〉 be the Q-vector space obtained by adjoining a new Q-linearly independent element
to dom(E0).
We can extend the partial E-field KE0 to an E-field LE1 by enlarging the domain of E0
to D′, identifying a with α, and defining E1 : D′ → L× as E1(x + pqa) := E0(x) · t
p/q for
x ∈ dom(E), p ∈ Z, q ∈ N∗; note that LE1 is finitely generated and exponential-graph-generated.
The inclusionKE0 ↪→ LE1 is a strong embedding, and therefore there must be a strong embedding
of LE1 into FE which is the identity on KE0 . But this implies that α ∈ i(dom(E)), and in
particular, K(α) ⊂ i(dom(E)). This implies that F is algebraically closed, and that the function
i is surjective, so that (E) holds, i.e., FE is a global E-field.
Similarly, to prove (LOG), we may define L :=
⋃
nK(t, α
1/n), and LE1 by identifying a
with t, and defining E1(x + pqa) := E0(x) · α
p/q. Again the inclusion KE0 ↪→ LE1 is a strong
embedding, and implies that LE1 has a strong embedding to FE as well, whose restriction to
KE0 is the identity. Therefore, α ∈ im(E), and in particular F× ⊂ im(E). The function E is
then surjective over F×, so that (LOG) holds.
The converse does not hold: (ACF0), (E) and (LOG) do not imply that an E-field FE rich.
However, Zilber showed that it is possible to give an explicit description of richness by adding
two extra conditions.
The first one is that FE must have “infinite dimension”.
Definition 1.22. A (global) ELA-field FE has infinite dimension if
(ID) Infinite dimension: For all positive integers n ∈ N, there is a strong KE′ ≤ FE such that
δ(KE′) ≥ n.
The general definition of dimension will be given later in section 1.7.1.
Proposition 1.23. If FE ∈ E0std is rich, then it satisfies (ID).
Proof. It is sufficient to construct a partial E-field in E0std with the desired property.
Let K :=
⋃∞
k=1 Q(t1, . . . , tn, s
1/k
1 , . . . , s
1/k
n ) be the field generated by 2n algebraically inde-
pendent elements and the coherent roots of n of them (i.e., such that (s1/kmj ) = s
1/k
j ). Let
D := Qn be the Q-vector space of dimension n with base b1, . . . , bn. We define i(bj) = tj and
E′(pq bj) = s
p/q
j , for j = 1, . . . , n and p ∈ Z, q ∈ N∗.
The exponential field KE′ is in E0std and satisfies δ(KE′) = n. However, the exponential field
LE , where L is the field generated by the roots of unity and one transcendental element t, and
E0 is the function that sends tp/q to ζpq , with (ζq)q is a coherent system of roots of 1, has a strong
embedding to KE′ and to FE . Because of richness, there is a strong embedding of KE′ into FE .
Since n is arbitrary, then FE has infinite dimension, i.e., it satisfies (ID).
The last remaining condition that yields a complete description of rich E-fields has a quite
substantial technical content.
We state it now, but without explaining the meaning of the terms. We postpone all the
necessary definitions until section 1.6; for now, we will just say that an “absolutely free rotund
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variety” is essentially a system of polynomial equations in some variables and their exponentials,
with the restriction that the exponential function is iterated only once, having a solution in some
strong extension of the field of definition of the system.
(SEC) Strong Exponential-algebraic Closure: for every absolutely free rotund variety V ⊂ Gn over
K, and every finite tuple c ∈ K<ω such that V is E-defined over c, V (c) has a generic
solution z ∈ Kn.
Along with the definitions, we will also prove that (SEC) is indeed satisfied in rich E-fields, and
that it is the last piece to characterise richness.
Proposition 1.24. If FE ∈ E0std is rich, then it satisfies (SEC).
Proposition 1.25. If FE ∈ E0std satisfies (ACF0), (E), (LOG), (STD), (ID) and (SEC), then
it is rich.
Proposition 1.26.
The proofs can be found in section 1.6.
It is interesting to note that if Cexp were rich, then the following “converse” Schanuel’s con-
jecture would hold, and indeed the statement of richness is similar, although a bit stronger.
Conjecture 1.27 (Converse Schanuel, [Wil02]). Let FE be a countable E-field satisfying (SP)
and (STD). Then there is a field embedding h : F → C such that h(E(x)) = exp(h(x)) for all
x ∈ F .
Note that this conjecture partially overlaps with conjecture 1.8; for example, it would also
imply that e and π are algebraically independent.
It is easy to see that a rich countable E-field with (SP) and (STD) must satisfy the statement
of the Converse Schanuel’s Conjecture. A full explicit proof of a stronger statement of this kind
will be given in the next chapters.
The uniqueness of the above generic model FE suggests to add (SEC) and (ID) to the axioms
defining Zilber fields. Regarding (ID), it will turn out to be optional: the last axiom described in
the next section implies (ID) in the uncountable case. The theory without (ID) is still uncount-
ably categorical, but has several models of cardinality ℵ0. In some papers, (ID) is added to the
definition in order to have ℵ0-categoricity, but in this work we do not assume (ID), as many of
the results hold also for the countable models not satisfying (ID).
We call EC0std ⊂ E0std the subclass satisfying (SEC).
1.5 A bound on richness
While the above axioms have only one countable model of infinite dimension, it is much more
difficult to obtain something similar for larger cardinalities.
In particular, the axiom (SEC) shows that the number of solutions of a rotund variety must
be at least countable, and it could happen that in some different, slightly saturated extensions,
the same variety has a different number of solutions, yielding non-isomorphic models. Moreover,
a model where certain kinds of variety have more than countably many solutions is not quasi-
minimal.
In order to obtain a categorical sentence, a bound on the number of solutions is needed. In
this case, it takes the following form.
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(CCP) Countable Closure Property : for every absolutely free rotund variety V ⊂ Gn over K of
depth 0, and every finite tuple c ∈ K<ω such that V is defined over c, the set of the generic
solutions of V (c) is at most countable.
This property already appears in the original work of Shelah [She83] in a much more general
context, and is reelaborated in [Zil05a] for “quasi-minimal excellent classes”; more details can
be found in section 1.7.1. It is shown that this is an essential condition to obtain a categorical
theory. In the case of Cexp, the generic solutions of such a variety V must lie on a discrete set,
by Ax’s theorem, hence (CCP) hold on Cexp as well, giving even stronger motivation for this
axiom. Informally speaking, this can be considered as a form of collapse.
Theorem 1.28 (Zilber, [Zil05b, Lemma 5.12]). The exponential field Cexp satisfies (CCP).1
This axiom can be formulated using an extra quantifier Q meaning “there exist uncountably
many”.
The above seven axioms define what a Zilber field is, and they can be subsumed into one
single formula Ψ is the infinitary language Lω1,ω(Q).
Definition 1.29. A structure KE is a Zilber field if it satisfies (ACF0), (E), (LOG), (STD),
(SP), (SEC) and (CCP), or in other words, if KE |= Ψ.
In contrast, we only know that Cexp satisfies (ACF0), (E), (LOG), (STD) and (CCP), and
only some very restricted instances of (SP) and (SEC).
By Zilber’s theorem [Zil05b], the sentence Ψ is uncountably categorical.
Theorem 1.30 (Zilber, [Zil05b]). The sentence Ψ has models of any cardinality, and is un-
countably categorical: any two models of Ψ of the same uncountable cardinality are isomorphic.
Hence, there is a unique Zilber field, up to isomorphism, of any uncountable cardinality.
The unique Zilber field of cardinality 2ℵ0 is usually called B, BE or Bex. By reason of its
uniqueness, Zilber conjectured that this field is just isomorphic to Cexp. Moreover, this conjecture
would also imply that Cexp is quasi-minimal, as BE is.
Theorem 1.31 (Zilber, [Zil05b]). BE is quasi-minimal, i.e., every definable set is either count-
able or co-countable.
1.6 Absolutely free rotund varieties
When defining (SEC) and (CCP), we skipped the definition of “absolutely free rotund” variety.
We explain it here, and we introduce also most of the notation that will be used in the next
chapters.
Let us take some notation from Diophantine geometry: abstracting from the ground field, we
denote by Ga the additive group, by Gm the multiplicative group and by G the product Ga×Gm.
The product operation of the last group will be denoted by ⊕. In more concrete words, over
a given field K, Ga(K) is just (K,+), Gm(K) is (K×, ·), and G(K) is the direct product of
the former ones. The group G is a natural environment where to look at points of the form
(z, E(z)) ∈ Ga ×Gm(K) = G(K). Note that the group law is such that (z, E(z))⊕ (w,E(w)) is
just (z + w,E(z + w)).
1As mentioned in the introduction, the original proof contained a flaw that was fixed in [BHH+12].
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As any abelian group, G has an unsurprising natural structure of Z-module:
(·) : Z×G → G
m · (z, w) 7→ (m · z, wm).
The action can be naturally generalised to matrices with integer coefficients. Given a matrix
M ∈Mk,n(Z) of the form M = (mi,j)1≤i≤k,1≤j≤n, the explicit action can be written as
(·) :Mk,n(Z)×Gn → Gk












In several situations, we will abbreviate the multiplication by the scalar m, i.e., “(mId) ·
(zj , wj)”, with the expression m · (zj , wj).
For the sake of readability, we introduce a special notation for the elements of Gn and for the
function E.
Notation 1.32. For any positive integer number n, and for any two given vectors z = (z1, . . . , zn) ∈
Kn and w = (w1, . . . , wn) ∈ (K×)n, we denote by 〈z;w〉 the ‘interleaved’ vector
〈z;w〉 := ((z1, w1), . . . , (zn, wn)) ∈ Gn(K).
If z = (z1, . . . , zn) ∈ dom(E)n, we write E(z) to denote (E(z1), . . . , E(zn)) ∈ (K×)n. If z ∈ Kn,
but some components are not contained in dom(E), we still write E(z) to denote the set of the
images of the components of z in dom(E) (in this case, a pure set with less than n elements).
With this notation, whenever z ⊂ dom(E), the following equation holds
M · 〈z;E(z)〉 = 〈M · z;E(M · z)〉,
where M · z is now just the usual action by matrices.
The action by matrices is useful when manipulating points of the form (zj , E(zj))j ∈ Gn(K).
Indeed, suppose that KE ≤ K ′E′ is a strong extension with dom(E′) finite dimensional over
dom(E). Given a basis {zj}1≤j≤n of dom(E′) over dom(E), let V be the minimum algebraic
variety over Q(dom(E), im(E)) containing (zj , E(zj))j ∈ Gn(K ′). It can be verified that V must
have large dimension, as the point itself must be quite transcendental because of KE ≤ K ′E′ . A
similar statement must hold for M · (zj , E(zj))j for any integer matrix M . The variety itself has
actually a special shape that we call “rotund”.
Definition 1.33. An irreducible subvariety V of Gn, for some positive integer n, is rotund if
for all M ∈Mn,n(Z) the following inequality holds:
dimM · V ≥ rankM.
In the original conventions of [Zil05b], a rotund variety is called “ex-normal”, or just “normal”,
reusing a terminology common with other amalgamation constructions. However, we prefer here
the convention of [Kir09] not to risk confusion with the term “normal” from algebraic geometry.
Note that in this definition we do not specify the base field over which V is irreducible; it can
happen that V is irreducible, but that it splits into finitely many subvarieties when enlarging
the field of definition. The absolutely irreducible components of a rotund variety, i.e., the ones
irreducible over the algebraic closure, are evidently still rotund.
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Proposition 1.34. Let KE ⊂ LE′ be an extension of partial E-fields such that dom(E′) =
dom(E)⊕Qz1 ⊕ · · · ⊕Qzn.
Let V ⊂ Gn be the smallest variety defined over dom(E), im(E) such that
〈z;E(z)〉 = ((z1, E(z1)), . . . , (zn, E(zn))) ∈ V.
Then the extension is strong if and only if V is rotund.
Proof. First of all, note that if z = (z1, . . . , zn), for every matrix M ∈Mn,n(Z),
lin.d.Q(M · z/dom(E)) = rankM.
Moreover, the smallest variety defined over dom(E), im(E) containing 〈M · z;E(M · z)〉, which
is just M · 〈z;E(z)〉, is exactly M · V .
If the extension is strong, i.e., KE ≤ LE′ , we have that
tr.deg.(M · z, E(M · z)/dom(E), im(E)) ≥ lin.d.Q(M · z/dom(E)) = rankM.
In particular,
dimM · V ≥ rankM.
Conversely, if the variety is rotund, we must have that
tr.deg.(M · z, E(M · z)/dom(E), im(E)) ≥ lin.d.Q(M · z/dom(E)) = rankM.
This obviously holds for matrices inMn,n(Q) as well (just multiply by a common denominator
to get integer coefficients). This implies that for any tuple x ⊂ dom(E′), δ(x/dom(E)) ≥ 0, i.e.,
that KE ≤ LE′ .
Moreover, the above variety V satisfies some extra properties, as it contains a point whose ad-
ditive coordinates are Q-linearly independent from dom(E). We name a few possible behaviours
in the next definition.
Let us call πa and πm the projections of G on its two factors Ga and Gm resp.
Definition 1.35. An irreducible subvariety V of Gn, for some integer n, is additively free over
c ⊂ K if for all non-zero matrices M ∈Mn,1(Z) the image πa(M ·V ) is either infinite, or it does
not contain any element of spanQ(c).
Moreover, V is multiplicatively free over c if for all non-zero matricesM ∈Mn,1(Z) the image
πm(M · V ) is either infinite, or it does not contain any element of E(spanQ(c)). V is said to be
free over c if it is both additively and multiplicatively free.
V is said to be absolutely free when for all non-zero matricesM ∈M1,n(Z) both sets πa(M ·V )
and πm(M · V ) are infinite.
Proposition 1.36. Let KE ⊂ LE′ be an extension of partial E-fields such that dom(E′) =
dom(E)⊕Qz1 ⊕ · · · ⊕Qzn.
Let V ⊂ Gn be the smallest variety defined over dom(E), im(E) such that
〈z;E(z)〉 = ((z1, E(z1)), . . . , (zn, E(zn)) ∈ V.
Then V is additively free over dom(E), and ker(E) = ker(E′) iff it is also multiplicatively free
over im(E).
Moreover, dom(E′) \ dom(E) and im(E′) \ im(E) do not contain algebraic elements over K
iff V is absolutely free.
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As anticipated in the previous sections, richness requires that absolutely free varieties contain
points of the form 〈z;E(z)〉. Therefore, we think of these varieties as systems of polynomial-
exponential equations, and of z as a solution.
Definition 1.37. If V is an absolutely free rotund variety V ⊂ Gn, a vector z ∈ Kn is a solution
of V if 〈z;E(z)〉 ∈ V .
The statement of (SEC) then requires all absolutely free rotund varieties to have solutions,
but they must also be “generic”. This depends on the parameters we are using to define V , hence
we introduce the following notation.
Notation 1.38. We write cE(c) to denote the pure set of the elements of c, together with the
image of c ∩ dom(E) under E.
We write V (c) to denote a variety V together with a finite tuple of parameters c such that
V is defined over cE(c). In this case, we say that V is E-defined over c.
Definition 1.39. A solution z ∈ Kn of V is a generic solution of V (c) when the corresponding
point 〈z;E(z)〉 ∈ V is generic over cE(c) in the algebraic sense, i.e., when
tr.deg.cE(c)〈z;E(z)〉 = dimV.
A set of generic solutions S of V (c) is algebraically independent (over c) if for any finite subset
{z1, . . . , zk} ⊂ S the following holds:
tr.deg.cE(c)(〈z1;E(z1)〉, . . . , 〈zk;E(zk)〉) = k · dimV.
The above ingredients are all that it is needed to state (SEC), so we repeat the axiom here:
(SEC) Strong Exponential-algebraic Closure: for every absolutely free rotund variety V ⊂ Gn over
K, and every finite tuple c ∈ K<ω such that V is E-defined over c, V (c) has a generic
solution z ∈ Kn.
We can now prove that (SEC) is the last ingredient needed to get richness.
Proof of proposition 1.24. Suppose that FE is rich, that c is a finite subset of F, and that V ⊂ Gn
is an absolutely free rotund variety over c.
By (SP), we can extend c to a finite c′ such that c′ ≤ FE and ω ∈ c′, where ω is the generator
of ker(E). Let KE0 be the partial E-field generated by i−1(c
′). Note that KE0 ≤ FE .
Take a point 〈z;w〉 ∈ V (F ), where F is some algebraically closed extension of K of sufficient





1/q) for some coherent choice of qth roots of the elements of w. We may now
define a partial exponential function E1 on L by letting D′ := dom(E0) ⊕ 〈a1, . . . , an〉, where
a1, . . . , an are Q-linearly independent over dom(E0), identifying aj with zj , and extending E0 to
E1 by putting E1(pqaj) := w
p/q
j .
By proposition 1.34, the extension KE0 ⊂ LE1 is actually strong and kernel preserving, so
that LE1 satisfies (STD). Therefore, LE1 can be embedded strongly into FE . This implies that
there is a z′ ∈ Fn such that 〈z′;E(z′)〉 ∈ V , and tr.deg.(〈z′;E(z′)〉/K) = dimV . In particular,
V (c) has a generic solution.
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Proof of proposition 1.25. Let KE0 ≤ FE , and KE0 ≤ LE1 , where KE0 and LE1 are finitely
generated partial E-fields.
We prove the statement by induction on n = lin.d.Q(dom(E1)/dom(E0)), the case n = 0
being trivial. Let us write dom(E1) as dom(E0)⊕Qz1 ⊕ · · · ⊕Qzn.
First of all, suppose that there is a non-zero Q-linear combination of z1, . . . , zn that falls in
K. After a linear base change, we may assume that in fact z1 ∈ K. Let us fix an embedding of
K(z1) into F that is the identity on K.
Since KE0 ≤ FE and KE0 ≤ LE1 , this implies that E(z1) and E1(z1) are both transcendental
over K. We may assume that the algebraic type of any root E1(z1)1/q over K is already determ-
ined by the algebraic type of E1(z1) over K, for all q ∈ N \ {0}. In particular, the map sending
E( 1q z1) to E1(
1













q z1)) identifying the images
of E and E1 on Qz1. This new extension has predimension 0 over KE , hence it is still strong in
FE ; by inductive hypothesis, the embedding now extends to all LE1 .
If instead some image via E1 is in K, we can again assume that E1(z1) ∈ K. We may
assume that the algebraic type of any coherent system of roots (E1(z1)1/q)q over K is already
determined by the algebraic type of E1(z1) over K, for all q ∈ N \ {0}, up to replacing z1 with
some z1/m. As before, we fix an embedding of K(E1(z1)) into F and we pick an element w
such that E(w) = E1(z1). Both w and z must be transcendental over K(E1(z1)), hence we can
further extend the embedding by identifying w and z. Now, since the algebraic type of E1( 1q z1)
over K is determined by the type of E1(z1), we may extend the isomorphism identifying E1( 1q z1)
and E( 1qw). This extension is still strong in FE , and as before, by inductive hypothesis the
embedding extends to LE .
In the remaining case, the smallest variety V over K containing 〈z;E1(z)〉 is absolutely free
and rotund. Let us assume first that dimV = n.
In this case, we may assume that the algebraic type of E1(z)1/q over K(z) is already determ-
ined by the algebraic type of E1(z) over K. If we now pick a solution w of V in FE which is
generic over some finite set of elements whose algebraic closure is N , we may identify z with w,
and E1( 1q z) with E(
1
qw). This extend to an embedding, which is strong, since δ(w/dom(E0)) = 0.
If dimV > n, but dimM · V = rankM for some non-zero matrix M of rank less than n, then
the inductive hypothesis shows that the sub-E-field generated byM ·z can be strongly embedded
in FE , and it is still strongly embedded in LE1 since δ(M · z/dom(E0)) = 0.
In the final remaining case, dimM · V > rankM for all non-zero matrices M . Therefore





· V ≥ rankM + 2,
if we fix the first two coordinates of V to be z1 and E1(z1), the projection onto the other
coordinates is an absolutely free rotund variety as well. This implies that the partial E-subfield
generated by KE0 and z1 in LE1 is still strong in LE1 .
By (ID), we can find an element w ∈ FE such that w and E(w) are algebraically independent
over K, and such that the partial E-field generated by dom(E0) and i−1(w) is strong in FE . But
then we can extend the embedding of KE0 into FE to z1 as well, by identifying w with z1 and
E( 1qw) with E(
1
q z1). By inductive hypothesis, this now extends to LE as well.
As shown by the above proof, a special role is played by the varieties V ⊂ Gn such that
dimV = n. They are also needed to explain the axiom (CCP). For convenience, we define the
following quantity.
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Definition 1.40. The depth of a variety V ⊂ Gn is δ(V ) := dimV − n.
Hence a variety with dimV = n has “depth 0”. For all rotund varieties, δ(V ) ≥ 0. The
varieties of depth 0 characterise the exponential-algebraic elements, and in some sense, they
represent ‘finite’ exponential-algebraic extensions (see [Kir09]).
Note that a generic solution of V (c) has predimension over c equal to δ(V ).
Now we are able to state (CCP) again.
(CCP) Countable Closure Property : for every absolutely free rotund variety V ⊂ Gn over K of
depth 0, and every finite tuple c ∈ K<ω such that V is defined over c, the set of the generic
solutions of V (c) is at most countable.
At last, we introduce another couple of definitions related to the depth of V . They will prove
useful in the following constructions.
Definition 1.41. An absolutely free rotund variety V ⊂ Gn is simple if for all M ∈ Mn,n(Z)
with 0 < rankM < n the following strict inequality holds:
dimM · V > rankM.
Simple varieties represent “simple”, or “minimal” extensions, as in Hrushovski’s amalgamation
terminology, or in other words extensions without proper exponential-algebraic subextensions.
The special case of simple algebraic extensions is then represented by the following varieties.
Definition 1.42. An absolutely free rotund variety V ⊂ Gn is perfectly rotund if it is simple
and it has depth 0.
As it will be explained in section 1.7.1, the countable closure property actually means that
the exponential-algebraic closure of a finite set is countable.
1.7 Categoricity
As mentioned in 1.30, the main theorem of [Zil05b] is that the axiomatization of Zilber fields is
uncountably categorical, i.e., there is exactly one Zilber field of any given uncountable cardinality
(up to isomorphism).
The theorem is quite deep, and it shows the relationship between the pregeometry induced
by the above δ, certain classes of structures called “quasi-minimal excellent” and the language
Lω1,ω(Q). We present a brief sketch of what happens in the paper [Zil05b].
1.7.1 Dimension
First of all, as usual, we define a dimension out of the predimension δ. We define it only for
global E-fields, when dom(E) is the whole field.





to be the dimension of X in KE (where X and Y are seen as subsets of dom(E)). Given two
finite subsets X,Y ⊂ K, we define
∂(Y/X) := ∂(XY )− ∂(X)
to be the relative dimension of Y over X in KE . Note that by construction we have ∂(Y/X) ≥ 0
for all X,Y .
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This function is clearly well-defined, since |Y | ≥ δ(Y ) ≥ 0, and increasing. Note, however,
that it depends on the whole field KE . The dimension yields a pregeometry.
Definition 1.44. Given a global E-field KE satisfying (SP) and a finite subset X ⊂ K, we
define
cl(X) := {x ∈ K : ∂(x/X) = 0}






By the definition of ∂, it is clear that cl is a monotone and idempotent operator of finite
character with the exchange property, and as such it is a pregeometry on KE . It is easy to verify
that when (CCP) holds, then cl(X) is countable whenever X is finite, and the converse is also
true. This is what gives (CCP) its name.
Remark 1.45. Given an E-fieldKE in EC0std,ccp, for any subsetX ⊂ K the sub-E-field cl(X)Ecl(X)
is again in EC0std,ccp.
1.7.2 Quasi-minimal excellent classes
Let us consider the class (EC0std,ccp, cl) of the models of the above axioms, equipped with a closure
operator cl for each element of the class. Zilber proved that this class is quasi-minimal excellent.
We mention here the definition given in [Bal09], which is a simplified version of the original one
that can be found in [Zil05a].
First of all, we need a few definitions.
Definition 1.46. Given two structures H,H ′, a partial monomorphism is an injective partial
functions f : H → H ′ that preserves all the quantifier-free formulas with parameters in C.
Given a setG contained in bothH,H ′, a partialG-monomorphism is a partial monomorphism
in the language expanded with constants for the elements of G.
A set C ⊂ H is special if there are a cl-independent subset X ⊂ C and a finite partition
X = X1 ∪ · · · ∪Xn such that C = cl(X1) ∪ · · · ∪ cl(Xn).
Given a class of structures C, and a pregeometry operator cl on each of its elements, we say
that (C, cl) is a quasi-minimal excellent class if the following three properties are satisfied:
• if f is a partial monomorphism from H ∈ C to H ′ ∈ C taking X to X ′ and y to y′, then
y ∈ clH(X) if and only if y′ ∈ clH′(X ′);
• (ω-homogeneity over submodels) given G ⊂ H,H ′ ∈ C, with G empty or countable, and G
closed in both H and H ′,
– if f is a partial G-monomorphism with finite domain X, for all y ∈ clH(X) there is a
y′ ∈ clH′(f(X)) such that f ∪ {〈y, y′〉} is still a G-monomorphism;
– any bijection between X ⊂ H and X ′ ⊂ H ′, with X and X ′ both cl-independent over
G, is a partial G-monomorphism;
• (excellence) given H ∈ C, and C ⊂ H special, then for any finite X ⊂ clH(C) there is a
finite C0 ⊂ C such that any C0-monomorphism with domain X is also a C-monomorphism
(i.e., the quantifier-free type of X over C is uniquely determined by its type over C0).
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In such a class, the operator cl behaves much like the algebraic closure operator.
Theorem 1.47 (Zilber, [Zil05a]). Given two H,H ′ ∈ C with the countable closure property,
and two cl-independent subsets X ⊂ H, X ′ ⊂ H ′, then any bijection X → X ′ extends to an
isomorphism clH(X)→̃clH′(X ′). In particular if H and H ′ are uncountable, and have the same
cardinality, they are isomorphic.
Moreover, if there is one countable model of infinite dimension, then there are models of
arbitrary cardinality with the countable closure property.2
But then this extend to our class of exponential fields.
Theorem 1.48 (Zilber, [Zil05b]). The class (EC0std,ccp, cl) is quasi-minimal excellent3 and has
one countable model of infinite dimension. In particular, it has exactly one model in each un-
countable cardinality up to isomorphism.
1.8 Some known facts
We have seen that Zilber fields are unique for each uncountable cardinal. Zilber conjectured that
therefore Cexp should be exactly the unique model of cardinality 2ℵ0 , but as we have seen, this
is a conjecture at least as strong as Schanuel’s Conjecture, and as such, it seems quite difficult
that a positive answer will appear soon.
However, we look for similarities, or possibly differences that would disprove the conjecture,
between BE and Cexp. Here is a short list of some theorems that have been successfully transferred
between BE and Cexp.
1.8.1 Strong exponential-algebraic closure
In order to prove Cexp ∼= BE , one would have to prove Schanuel’s Conjecture, and that Cexp
satisfies (SEC). Assuming Schanuel’s Conjecture, some instances have been proved.
Theorem 1.49 (Marker [Mar06]). Let V ⊂ G1 be an algebraic curve defined over Q and let c be
any finite set of parameters. If Schanuel’s Conjecture is true, then V (c) has a generic solution.
Some work has been done towards proving the same statement for varieties over C, but it
seems to be more difficult [Gun11].
1.8.2 Schanuel’s Nullstellensatz and Picard’s Little Theorem
Some difficult analytic facts appear to hold naturally on Zilber fields. In particular, it is the case
for the following theorem by Henson and Rubel, sometimes called Schanuel’s Nullstellensatz. In
the following, an exponential polynomial is a term produced by applying the field operations and
the function E to some variables.
Theorem 1.50 (Henson and Rubel [HR84]). An exponential polynomial F ∈ C[x1, . . . , xn]E has
no roots in Cexp if and only if there is another exponential polynomial G ∈ C[x1, . . . , xn]E such
that F = exp(G).
2As mentioned in the introduction, the categoricity can be obtained also without the excellence condition,
as a special form of excellence already follows from the other properties, and it is enough to prove categoricity
[BHH+12].
3The original proof contains a mistake in the proof of excellence. By [BHH+12], categoricity follows anyway
from verifying that (EC0std,ccp, cl) satisfies the other properties of quasi-minimal excellence.
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In turn, this is true also on Zilber fields.
Theorem 1.51 ([DMT10, Shk09]). An exponential polynomial F ∈ B[x1, . . . , xn]E has no roots
in BE if and only if there is another exponential polynomial G ∈ B[x1, . . . , xn]E such that F =
E(G). This is true also in any E-field satisfying (SEC).
Indeed, the proofs show that this is true in any E-field satisfying (SEC).
1.8.3 Ordered real-closed subfields
Of course, one of the characteristic aspects of Cexp is the presence of the real line Rexp ⊂ Cexp
where R is real closed, hence ordered, and exp is an increasing function R → R surjective over
the positive numbers.
It is not difficult to build abstract real closed fields equipped with increasing exponential
functions; but it can be even proved that many of these fields are actually subfields of BE .
Theorem 1.52 ([Shk11]). There are 2ℵ0 pairwise non-isomorphic countable real closed fields
R ⊂ B such that E(R) = R>0, and ER is an increasing function. Moreover, this is true for any
E-field satisfying (SP).
1.8.4 Strong subsets
The statement of Schanuel’s Conjecture can be rephrased as ∅ ≤ Cexp. Even if this is not true, we
can still say that there is a countable strong subset, and in some sense it means that Schanuel’s
Conjecture is falsified only by countably many “essential” counterexamples.
Theorem 1.53 ([Kir10]). There is a countable C ⊂ C such that C ≤ Cexp.
Furthermore, the paper [Kir10] establishes, through Ax’s Theorem, a deep relationship between
the predimension δ and the “exponential-algebraic closure” as defined by Macintyre [Mac96]. In
particular, C is exactly ecl(∅), the field of exponential-algebraic numbers.
1.8.5 Definable algebraic numbers
The problem of which algebraic numbers are definable in Cexp is open, and it makes sense for
exponential fields in general. All exponential fields with cyclic kernel define all the so called
real abelian numbers Qrab (the fixed field of the unique involution of Qab, the maximal abelian
extension of Q, which is generated by the roots of unity,), but on Zilber fields these are exactly
all the definable algebraic numbers.
Theorem 1.54 ([KMO12]). Given an ELA-field with cyclic kernel, the definable algebraic num-




In this chapter, we study how to construct Zilber fields, and isolate a few facts that can be useful
for understanding them. The ideas developed here will be used in the next chapter to prove that
Zilber fields have involutions.
2.1 A sketch
There is a quite practical and elegant way to construct Zilber fields that dates back to the original
paper [Zil05b], and has been considerably refined and formalised in [Kir09]. We sketch briefly
what happens in the former paper, with some more precise statements about countability from
the latter.
The first part of the construction deals with the creation of a countable model of the axioms.
Using a countable model is indeed particularly handy, as the axiom (CCP) is verified for free.
Here is how the construction works:
1. start with the partial E-field with underlying field Q, with E defined only on Q · ω, for
some transcendental ω, and such that ker(E) = ω ·Z; this E-field satisfies (STD) and (SP);
2. extend the above E-field, and in general any countable partial E-field satisfying (SP), to a
countable global ELA-field satisfying (SP) and with the same kernel; it is sufficient to add
countably many algebraically independent elements to the underlying field;
3. extend the above E-field, or any countable E-field with (SP), by adding a finite number
of algebraically independent elements, taking the algebraic closure, and then extending E
in order to add a generic solution to an absolutely free rotund variety V (c); this partial
E-field has the same kernel as before and satisfies (SP), and reapplying the previous step,
we can extend it to a countable global ELA-field with (SP), and the same kernel, where
V (c) has a generic solution;
4. enumerate all the absolutely free rotund varieties over the field just obtained, and reapply
the above step until all of them have generic solutions;
5. iterate the above step ω times; the resulting ELA-field clearly satisfies (SP), (STD), but
also (SEC) and has infinite dimension, plus it satisfies (CCP) since it is countable; it is
therefore a Zilber field of cardinality ℵ0.
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This procedure is thoroughly formalised in [Kir09], where it is also proved that under suitable
hypothesis the resulting ELA-fields of 2 and 3 are actually unique up to isomorphism.
We remark that in [Zil05b] the above construction is not done on countable E-fields, but on
arbitrary ones, and the countable model is recovered in the end using the downward Löwenheim-
Skolem theorem over a countable cl-independent set X.
Following [Zil05b], we build uncountable models starting from the countable one with a rather
general trick that works on any quasi-minimal excellent class. We start with a maximal infinite
cl-independent subset X of our countable model, and a proper subset X ′ ( X of the same
cardinality. While on one hand we have a proper closed embedding cl(X ′) ↪→ cl(X), i.e., sending
closed sets to closed sets, on the other hand quasi-minimal excellence and theorem 1.47 imply
that any bijection X ′ ∼= X extends to an isomorphism cl(X ′) ∼= cl(X). In particular, the closed
embedding cl(X ′) ↪→ cl(X) can be turned “inside out”, and yields another closed embedding
cl(X) ↪→ cl(X ′′) where X ′′ is a cl-independent strict superset of X. Please note that in a closed
embedding H ↪→ H ′, with H and H ′ both closed, the closure operator relative to H ′ coincide
with the closure relative to H on the subsets of H.
This can be immediately extended to a sequence of proper closed embedding
cl(X) ↪→ cl(X1) ↪→ cl(X2) ↪→ . . . .
At limit ordinals, we take the union as usual. It is easy to see by transfinite induction that each
element of the sequence has (CCP).
At each successor step, the successive element of the sequence is isomorphic to the previous
one by theorem 1.47, hence (CCP) holds by inductive hypothesis. Moreover, if Y is a finite
subset of the union of the sequence at a limit ordinal, then Y is contained in some cl(Xλ) for
some precedent ordinal. Since the embedding are closed, then cl(Y ) ⊂ cl(Xλ), and by inductive
hypothesis, it is countable, so (CCP) is verified. Going on up to an uncountable cardinal κ we
obtain the Zilber field of cardinality κ.
In [Kir09], it is implicitly stated that the direct construction with countable fields can be
carried on to higher cardinalities, and the resulting fields satisfy (CCP). In particular the various
Zilber fields can be constructed directly without using the chain of embeddings.
The direct construction is actually more cumbersome to realise, and to check that it works,
than the original Zilber’s argument; however, it is needed to obtain the results of chapter 3
and chapter 4. Moreover, further complications are needed. We devote this chapter to the
full description of a direct construction similar to the above one, by splitting it into its most
elementary steps, and we will show how to concatenate the elementary steps to build Zilber
fields. These ideas will be then adapted in the following chapters to obtain some new results on
Zilber fields.
2.2 A few simplifications
In order to construct a Zilber field, we need to add solutions to rotund varieties, as in the above
step 3, in order to obtain a structure with (SEC), but we need to control the number of solutions
as well to have (CCP).
In order to verify the two axioms, it is useful to reduce them to two simpler statements,
showing that the parameters defining the varieties are not relevant, and that is is sufficient to
look only at simple varieties rather than all the rotund ones.
Fact 2.1. Let KE be a partial E-field. (SEC) holds on KE if and only if the following holds:
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(SEC1) for any absolutely irreducible simple variety V E-defined over some finite c, V (c) has an
infinite set of algebraically independent solutions.
Fact 2.2. Let KE be a partial E-field. (CCP) holds on KE if and only if the following holds:
(CCP1) for any perfectly rotund variety V , and for any finite c such that V is E-defined over c,
V (c) has at most countably many generic solutions.
Hence, it is sufficient to verify (SEC1) and (CCP1) instead of their full versions. We use the
following fact.
Proposition 2.3. Let V be an absolutely free rotund variety. Let c and d be two finite tuples
such that V is E-defined both over c and over d.
If S is a set of algebraically independent solutions of V (c), then S, up to removing a finite
set, is an algebraically independent set of solutions of V (d).
Proof. For each finite subset S ′ ⊂ S, let ∆(S) be the following quantity:
∆(S ′) := tr.deg.cE(c)(S ′)− tr.deg.dE(d)(S
′) = dimV · |S ′| − tr.deg.dE(d)(S
′).
∆ measures how far is S ′ from being algebraically independent over d. First of all, we claim
that ∆(S ′) is bounded from above. Indeed,
tr.deg.dE(d)(S
′) ≥ tr.deg.cE(c)dE(d)(S
′) ≥ tr.deg.cE(c)(S ′)− tr.deg.cE(c)(dE(d)),
and after shuffling the terms, ∆(S ′) ≤ tr.deg.cE(c)(dE(d)). Moreover, ∆ is clearly increasing.
Now let S0 be a finite set such that ∆(S0) is maximum. We claim that S \S0 is algebraically
independent. Let us consider a finite subset S ′ ⊂ S \ S0; since the function ∆ is increasing, we
have
dimV · (|S ′|+ |S0|)− tr.deg.dE(d)(S ′ ∪ S0) = ∆(S ′ ∪ S0) =
= ∆(S0) = dimV · |S0| − tr.deg.dE(d)(S0).
This implies that
dimV · |S ′| ≥ tr.deg.dE(d)(S
′) ≥ tr.deg.dE(d),S0(S
′) = dimV · |S ′|,
as desired.
Proof of Facts 2.1 and 2.2. One direction is trivial for both statements, so let us see the other
direction.
Let V be an absolutely free rotund variety over c. By adding some elements of acl(cE(c))
to c, we find that V splits into a finite union of conjugate absolutely irreducible varieties. In
particular, all of them are absolutely free and rotund. If we verify that (SEC) and (CCP)
hold when specialised in each of these components, then (SEC) and (CCP) are also true when
specialised in V . Hence, we may assume that V is absolutely irreducible.
We proceed by induction on n = dim(V ). If V is simple, and (SEC1) is true, then V
has infinitely many algebraically independent solutions over some set of parameters d, and by
proposition 2.3, up to removing a finite number of them, they are also algebraically independent
over c. If V is perfectly rotund, and (CCP1) is true, there are at most countably many generic
solutions.
Now, let us suppose that V is not simple, and that we have proved the conclusions for all the
varieties of dimension smaller than V . Let z1, w1, . . . , zn, wn be the coordinate functions of V .
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Let M be a matrix such that 0 < k = rankM < n and dimM · V = rankM . Using a suitable
square invertible matrix, we may assume that M is the projection of V over the coordinates
z1, w1, . . . , zk, wk.






· (z1, w1, . . . , zn, wn)
)
≥ k + h.
But since dimM · V = k, this means
tr.deg.cE(c),z1,...,zk,w1,...,wk(N · (zk+1, wk+1, . . . , zn, wn)) ≥ h = rankN.
This means that whenever we specialise the first 2k coordinates to a generic solution ofM ·V ,
the remaining coordinates describe a rotund variety of smaller dimension.
The projectionM ·V is a rotund variety of depth 0. If (SEC1) is true, by inductive hypothesis
it contains infinitely many algebraically independent solution. If (CCP1) is true, by inductive
hypothesis it contains no more than countably many generic solutions.
Now, let us suppose that z̃ = (z̃1, . . . , z̃k) is a solution ofM ·V (if there is one). If we specialise
the variables z1, w1, . . . , zk, wk to z̃1, E(z̃1), . . . , z̃k, E(z̃k), and we project onto the last 2(n− k)
coordinates, we obtain a new variety Ṽ (cz̃).
But Ṽ is a rotund variety of dimension smaller than V . If (SEC1) is true, by inductive
hypothesis it must have infinitely many algebraically independent solutions, and combining all
the generic solutions z̃ of M · V and all the solutions of the corresponding Ṽ (cz̃), we obtain that
there are infinitely many algebraically independent solutions in V (c).
On the other hand, if V has depth 0, then Ṽ has also depth 0. If (CCP1) is true, by inductive
hypothesisM ·V (c) has at most countably many generic solutions z over c, and for each of them,
Ṽ (cz̃) has at most countably many generic solutions; hence, V (c) contains at most countably
many generic solutions.
Hence, (SEC1) implies (SEC) and (CCP1) implies (CCP).
2.3 Basic operations
In order to have a tight control of (CCP), we split the construction in its very basic operations.
The reason is that by looking at the effect of each of the basic operations, we can easily bound the
number of generic solutions of a perfectly rotund variety. This can be used to show an explicit
proof of what is alluded to in [Kir09].
Thus, we select a few constructions that given a partial E-field KE , and some data, yield a
(strong) extension to another partial E-field LE′ .
In the most important operations, we leave the underlying field fixed, i.e., L = K, and we
only work towards producing the function E′. We assume that K has always a transcendence
degree over Q(i(dom(E)), E(dom(E))) large enough to make the constructions possible. In order
to be more concise, we abbreviate the latter field as F := Q(dom(E), im(E)).
domain We start with an α ∈ K given as data to the operation. If α ∈ dom(E), we define
E′ := E, otherwise we do the following.
We choose an arbitrary β ∈ K \ acl(F ∪ {α}), and an arbitrary coherent system of roots
β1/q.
We define then E′(z + pqα) := E(z) · β
p/q for all z ∈ dom(E) and p ∈ Z, q ∈ N×.
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image We start with a β ∈ K given as data to the operation. If β ∈ im(E), we define E′ := E,
otherwise we do the following.
We choose an arbitrary α ∈ K \ acl(F ∪ {β}), and an arbitrary coherent system of roots
β1/q
We define then E′(z + pqα) := E(z) · β
p/q for all z ∈ D and p ∈ Z, q ∈ N×.
sol We start with an absolutely free rotund variety V (c) ⊂ Gn.
We choose a point ((α1, β1), . . . , (αn, βn)) ∈ V (c) generic over F (cE(c)).











:= E(z) · βp1/q11 · · · · · βpn/qnn .
For completeness, we also introduce an operation whose only purpose is to extend the field K.
field We start with a field extension L of K as data, and we define the new E-field as LE .
The above operations are clearly what is used to produce all the higher level constructions that
are mentioned in [Zil05b] and [Kir09]. For example, the construction of F eE of [Kir09], which is
the free global E-field extending FE , is done applying field to add |F | algebraically independent
elements, then applying domain to all the original elements of F , and repeating ω times. The
result is a global E-field extending FE , and is in turn the “free global extension” of FE .
For the applications we have in mind, it is also useful to group multiple applications of sol
to rotund varieties that are related in a certain strong way. The underlying idea is that whenever
we add a generic solution z to a certain variety V , we are automatically adding new solutions
to other varieties as well; in particular, 1n · z must be a solution to some of the possibly several
varieties W such that n ·W = V . Vice versa, adding a solution to W would produce a new
solution to V . We group all the varieties related in this way together, so that we can add
solutions to all of them at the same time.
Definition 2.4. Let V be an absolutely irreducible variety. We call the system R(V ) of the
roots of V the set of all the absolutely irreducible varieties W such that for some p, q ∈ Z× we
have q ·W = p · V .
A single application of sol to a variety V produces new solutions to several varieties in R(V ),
but not all of them in general. However, when we want to obtain an uncountable E-field with
(CCP), it helps to make sure that all the varieties in R(V ) receives new solutions at the same
time.
For this reason, in the uncountable case, rather than applying sol to a single V , we proceed
to apply apply sol to all the varieties of R(V ) at the same time. Again we assume that the
transcendences degree of K is large enough.
roots We start with an absolutely rotund variety V (c) ⊂ Gn, where c is a subset of K.
Consider an enumeration (Wm(dm))m∈N∗ of R(V ), where dm is a finite subset of acl(cE(c))
containing c over which W is defined. We produce inductively a sequence of partial expo-
nential functions Em, starting with E0 := E.
Let us suppose that Em−1 has been defined. If Wm(dm) has an algebraically independent
set of solutions in KEm−1 , we define Em := Em−1; otherwise we apply sol toWm(dm) over
the E-field KEm−1 . The resulting exponential function will be Em.
Finally, we define E′ :=
⋃
m∈NEm.
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Proposition 2.5. If KE has ℵ0, resp. ℵ1, elements algebraically independent over the field
Q(dom(E), im(E), b), where b includes all the parameters defining the varieties to which sol
is applied, and K is algebraically closed, then domain, image and sol, resp. roots are ap-
plicable. Moreover, the resulting KE′ has ℵ0, resp. ℵ1, elements algebraically independent over
Q(dom(E′), im(E′)).
Proof. It is clear that all the operations are applicable if there are sufficiently many algebraically
independent elements: we need one for domain and image, dim(V ) for sol, and uncountably
many for roots. Since we are defining E′ only on finitely many new points in the former three
operations, and on countably many new points in the latter, the transcendence degree of K over
Q(dom(E′), im(E′)) remains countable (resp. uncountable).
2.4 Preserved properties
It is quite straightforward to see that all the extensions produced by the above basic operations
are well-defined, and are strong, kernel preserving extensions, when they are applicable.
Proposition 2.6. If KE ⊂ LE′ is an extension produced by one of the basic operations, then
LE′ is well-defined and is a partial E-field.
Proof. In all the operations extending E, we are defining E′ on to coincide with E on dom(E),
and extend it on Q-linearly independent elements. In the first operation, this is guaranteed
by the fact that α /∈ dom(E) and that dom(E) is a Q-vector space, hence α is Q-linearly
independent from dom(E); for the second one, it is a consequence of α being transcendental; in
the third case, it is due to the fact that V is absolutely additively free, hence the generic point
((α1, β1), . . . , (αn, βn)) is such that α1, . . . , αn is Q-linearly independent from dom(E), therefore
the new function is well-defined.
This automatically applies also to roots, as it is a sequence of sol operations.
The conclusion is trivial for the operation field.
Proposition 2.7. If KE ⊂ LE′ is an extension produced by one of the basic operations, and KE
has full kernel, then the extension is kernel preserving.
Proof. As before, the image through E′ of the new Q-linearly independent elements is multi-
plicatively independent from E(dom(E)) as well. For domain, because β is transcendental over
E(dom(E)); for image, because E(dom(E)) is divisible, and contains all the roots of unity, then
β /∈ E(dom(E)) implies that it is multiplicatively independent from it as well; for sol, it is
because V is absolutely multiplicatively free, hence the generic point ((α1, β1), . . . , (αn, βn)) is
such that β1, . . . , βn is multiplicatively independent from dom(E).
This also implies the consequence for roots, as it is a sequence of sol’s, and again the
consequence is trivial for field.
Proposition 2.8. If KE ⊂ LE′ is an extension produced by one of the basic operations, then
the extension is strong.
Proof. For the first two operations, let us assume that (α, β) is one of the new points in the
graph of E′. If we calculate the predimension of a tuple z in dom(E′), we have
δ(z/dom(E)) = δ(z′, α/dom(E)) = δ(α/dom(E)),
where z′, α is such that spanQ(z′α) = spanQ(z) and z′ ⊂ dom(E). But then
δ(α/dom(E)) = tr.deg.(α, β/dom(E), E(dom(E)))− lin.d.Q(α/dom(E)) ≥ 1− 1 = 0.
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This shows that the extension is strong. By proposition 1.34, the extension is strong also
after the application of sol. The conclusion is trivial for the operation field.
The above facts imply the following immediate corollary.
Corollary 2.9. If KE satisfies (SP), or (STD), then any extension produced by a basic operation
satisfies (SP), or (STD) resp.
2.5 Countable Closure Property
While in the previous section we have seen that it is quite immediate to verify that the properties
(SP) and (STD) are preserved by the basic operations, for (CCP) some extra work is required.
Here we show a further quite natural reduction: since (CCP) is about counting solutions of system
of equations, the only relevant systems are the ones defined over the domain of the function E.
In particular, it really depends on the function E and not on the ground field K.
Proposition 2.10. Let KE be a partial EA-field satisfying (SP). Then axiom (CCP) is equi-
valent to
(CCP2) for any perfectly rotund variety V E-defined over dom(E), and for any finite tuple c ⊂
dom(E) such that V is E-defined over c, there are at most countably many generic solutions
of V (c).
Proof. The left-to-right direction is clear. Let us prove the other direction.
Let us suppose that KE satisfies (CCP2). Let X(c) ⊂ Gn be a perfectly rotund variety.
Without loss of generality, we may assume that c is of the form c0c1, with c0 ⊂ dom(E) and c1
Q-linearly independent from dom(E).
Let d be a finite subset of dom(E) such that
1. c0d ≤ KE ;
2. tr.deg.〈c0d;E(c0d)〉(c1) = tr.deg.dom(E),im(E)(c1).
Now, let us take a generic solution z of X(c). There is an invertible matrix M with coefficients
in Z such that M · z is of the form z0z1, with z0 ⊂ spanQ(c0d) and z1 Q-linearly independent
from spanQ(c0d).
By hypothesis, c0d ≤ KE , so for any matrix N with integer coefficients:
tr.deg.〈c0d;E(c0d)〉〈N · z1;E(N · z1)〉 ≥ rankN.
Moreover, since z0z1 is a generic point ofM ·X(c), which is a perfectly rotund variety defined
over c, we have
tr.deg.〈cz0;E(cz0)〉〈z1;E(z1)〉 ≤ |z1|.
Clearly, since z0 ⊂ spanQ(c0d), this implies
tr.deg.c1〈c0d;E(c0d)〉〈z1;E(z1)〉 ≤ |z1|.
In particular, since tr.deg.〈c0dz1;E(c0dz1)〉(c1) = tr.deg.〈c0d;E(c0d)〉(c1), we have
|z1| ≤ tr.deg.〈c0d;E(c0d)〉〈z1;E(z1)〉 = tr.deg.c1〈c0d;E(c0d)〉〈z1;E(z1)〉 ≤ |z1|.
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This implies that z1 is a generic solution of a perfectly rotund variety E-defined over c0d.
As there are countably many such varieties, and KE satisfies (CCP2), then there are at most
countably many z1’s.
To summarise the result, we have
z = M−1(z0z1).
Since there are at most countably many matricesM , at most countably many z0 ⊂ spanQ(c0d)
and at most countably many z1’s, then there are at most countably many z. In particular, KE
satisfies (CCP).
With a very similar argument we obtain our claimed result.
Lemma 2.11. Let KE ⊂ K ′E′ be two partial E-field satisfying (SP).
If dom(E′) = spanQ(dom(E) ∪ B) for some finite or countable B ⊂ K ′, then KE satisfies
(CCP) if and only if K ′E′ does.
Proof. Clearly, if K ′E′ satisfies (CCP), then KE does too. For the other direction, let us suppose
that KE satisfies (CCP).
By proposition 2.10, it is sufficient to prove that K ′E′ satisfies (CCP2). Moreover, we may
assume that K = K ′.
Let X(c) be a perfectly rotund variety, with c ⊂ dom(E′).
Let us take a generic solution of X(c); by assumptions, it can be written uniquely as z+M ·b,
with z ⊂ dom(E), b a finite subset of B and M a matrix with coefficients in Q. We claim that
given M and b, there are at most countably many z’s such that z+M · b is a generic solution of
X(c).
Let d be a finite subset of dom(E′) such that bcd ≤ K ′E′ .
There is an invertible matrix N with coefficients in Z such that N · z is of the form z0z1,
with z0 ⊂ spanQ(bcd) and z1 Q-linearly independent from spanQ(bcd). Thus (N · z+N ·M · b) is
a generic solution of N ·X(c), which is again a perfectly rotund variety defined over c. For the
sake of notation, let b0b1 be the splitting of N ·M · b corresponding to z0z1.
By the hypothesis, bcd ≤ K ′E′ , so for any matrix P with integer coefficients
tr.deg.〈bcd;E′(bcd)〉〈P · z1;E(P · z1)〉 ≥ rankP.
Moreover, since z0z1 + b0b1 is a generic solution of N ·X(c), we have
tr.deg.〈z0+b0,c;E′(z0+b0,c)〉〈z1 + b1;E(z1 + b1)〉 ≤ |z1|.
Clearly, since z0 ⊂ spanQ(bcd), this implies
tr.deg.〈bcd;E′(bcd)〉〈z1;E(z1)〉 ≤ |z1|.
In particular, we must have
|z1| ≤ tr.deg.〈bcd;E′(bcd)〉〈z1;E(z1)〉 ≤ |z1|.
Hence z1 is a generic solution of some perfectly rotund variety E′-defined over bcd (i.e., defined
over bcdE′(bcd)); hence it is E-defined over bcdE(d).
To summarise the result, we have obtained that the generic solutions of X(c) are of the form
z = N−1(z0z1) +M · b,
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where N,M are two matrices with coefficients in Q, b is a finite subset of B, z0 is contained in
spanQ(bcd) and z1 is a generic solution of a perfectly rotund variety E-defined over bcdE′(d).
Clearly, the possible N,M, b, z0 and varieties over bcdE′(d) range in a countable set, and by
(CCP) of K ′E(= KE), also z1 ranges in a countable set.
Hence, there are at most countably many generic solutions of X(c) in K ′E′ , i.e., (CCP) holds
on K ′E′ .
Since our basic operations add at most countably many elements to the domain, the following
corollary trivially follows from lemma 2.11.
Corollary 2.12. If KE satisfies (CCP), then any extension produced by a basic operation sat-
isfies (CCP).
2.6 Controlling roots
The real difficulties start when we want to iterate the basic operations over uncountable ordinals,
for example if we try to produce an uncountable ELA-field, and we want to see if (CCP) is
preserved after many iterations.
We can show that (CCP) is preserved if we limit ourselves to field, domain and image. On
the other hand, if we apply sol to the same perfectly rotund variety V (c) ℵ1 times, then clearly
cl(c) will not be countable in the resulting field. However, the operation roots checks first if a
variety already has enough solutions, and in that case it does not produce any changes. This is
actually enough to see that roots can be iterated as many times as we want while preserving
(CCP).
Here we exploit heavily the system of roots. We concentrate now on how generic solutions
can be transferred from one variety to another by multiplication by matrices and translations.
First of all, we wish to point out an easy but fundamental property of R(V ).
Proposition 2.13. If V is E-defined over c, then all the varieties W ∈ R(V ) are defined over
acl(cE(c)). Moreover, if W ∈ R(V ), then R(W ) = R(V ). In particular R(V ) = R(p · V ) for
any p ∈ Z×.
Proof. Clearly, if q ·W = p · V , then W is defined over acl(cE(c)).
IfW ∈ R(V ), then there are p, q ∈ Z× such that q·W = p·V . IfW ′ ∈ R(V ) is another variety,
there are p′, q′ such that q′ ·W ′ = p′ ·V . Multiplying both sides by p we obtain pq′ ·W ′ = p′q ·W ,
hence W ′ ∈ R(W ). This proves that R(V ) ⊂ R(W ). The other inclusion follows by exchanging
the roles of V and W .
This means that the families of roots behave like equivalence classes. A similar concept ex-
plained with the language of equivalence relations is indeed present in [Kir09], where translations
and Kummer-genericity are also considered when defining the equivalence.
From now on, let KE be a fixed partial E-field.
Definition 2.14. A family R(V ), with c E-defining V , is completely solved in KE if for all
W ∈ R(V ) there is an infinite set of solutions of W algebraically independent over c.
By proposition 2.3, this definition does not depend on the choice of c.
It is easy to see that (SEC) is equivalent to saying that all the systems R(V ) are completely
solved. Indeed, the operation roots applied to V makes sure that R(V ) is completely solved.
The following facts describe the relationships that can occur between the solutions of system
of roots for different varieties. First, we look at the action by matrices on Gn.
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Proposition 2.15. Let V ⊂ Gn be an absolutely irreducible rotund variety, and letM ∈Mk,n(Z)
be an integer matrix.
If W ∈ R(V ), then M ·W ∈ R(M · V ).
Proof. IfW ∈ R(V ), then there are p, q ∈ Z× such that q·W = p·V . Multiplying byM we obtain
M · q ·W = M · p ·V . However M commutes with p · Id and q · Id, hence q · (M ·W ) = p · (M ·V ),
i.e., M ·W ∈ R(M · V ).
Corollary 2.16. Let V ⊂ Gn be an absolutely irreducible rotund variety, and let M ∈Mn,n(Z)
be a square integer matrix of maximum rank.
If W ∈ R(M · V ), then there is a W ′ ∈ R(V ) such that M ·W ′ = W .
Proof. Let M̃ be the square integer matrix such that M̃ ·M = |detM | · Id. Let W ′′ ∈ R(M · V )
be a variety such that |detM | ·W ′′ = W . Let W ′ := M̃ ·W ′′.
Clearly, M ·W ′ = M · M̃ ·W ′′ = |detM | ·W ′′ = W , so the equality is satisfied.
Moreover, by definition of R(M ·V ) there are p, q ∈ Z× such that q ·W = p ·M ·V . Applying
M̃ on both sides, we obtain q · M̃ ·W = p · |detM | · V . Replacing W with M ·W ′ we obtain
q · | detM | ·W ′ = p · | detM | · V , hence W ′ ∈ R(V ).
Then we consider the translations by points of Gn. We denote by ⊕ the group operation of
Gn.
Proposition 2.17. Let V ⊂ Gn be an absolutely irreducible rotund variety, and let z ∈ dom(E)n.
If W ∈ R(V ⊕ 〈z;E(z)〉), then there is a rational number pq ∈ Q
× and a variety W ′ ∈ R(V )
such that W ′ ⊕ 〈pq z;E(
p
q z)〉 = W .
Proof. By definition, there are p, q ∈ N× such that q · W = p · (V ⊕ 〈z;E(z)〉). Let W ′ :=
W ⊕ 〈−pq z;E(−
p
q z)〉. The equality is clearly satisfied.
Moreover,








= q ·W ⊕ 〈−p · z;E(−p · z)〉 = p · V.
Hence, W ′ ∈ R(V ).
Using the above propositions we can finally say something about how generic solutions of one
system of roots move to solutions of another system.
Proposition 2.18. Let V ⊂ Gn be an absolutely irreducible rotund variety. Let M ∈ Mn,n(Z)
be a square integer matrix of maximum rank and z ∈ dom(E)n.
The family R(V ) is completely solved if and only if R(M · V ⊕ 〈z;E(z)〉) is.
Proof. It is sufficient to verify the left-to-right direction of the implication. Indeed, if M̃ is the
integer matrix such that M̃ ·M = |detM | · Id, we can also write |detM | · V = M̃ ·X ⊕ 〈−M̃ ·
z;E(−M̃ · z)〉. Since R(|detM | · V ) = R(V ), the roles of X and V can be exchanged to reverse
the argument. Hence, from now on let us suppose that R(V ) is completely solved.
Let W ∈ R(M · V ⊕ 〈z;E(z)〉). By the above propositions, there is a W ′ ∈ R(V ) and a
rational number pq ∈ Q
× such that M ·W ′ ⊕ 〈pq z;E(
p
q z)〉 = W .
Let c be a finite set of parameters E-defining W ′ containing also z. Clearly, W is E-defined
also over c, and if x is a generic solution of W ′(c), then M · x+ pq z is a generic solution of W (c).
Moreover, we claim that the map P 7→ M · P ⊕ 〈pq z;E(
p
q z)〉, for P ∈ W
′, preserves the
algebraic independence over cE(c). As the translation by 〈pq z;E(
p
q z)〉 is an algebraic invertible
map defined over acl(cE(c)), it is sufficient to check this on the map P 7→M · P .
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However, since M is invertible, there is an integer matrix M̃ such that M̃ ·M = |detM | · Id;
in particular, the composition P 7→ M · P 7→ M̃ ·M · P = |detM | · P is just the map P 7→
|detM |·P . This map is algebraic and finite-to-one, hence it preserves the algebraic independence;
in particular, P 7→M · P must preserve the algebraic independence.
This implies that an infinite set of algebraically independent solutions of W ′ is mapped to
an infinite set of algebraically independent solutions of W . In particular, if R(V ) is completely
solved, then W contains an infinite set of algebraically independent solutions over c. Since this
holds for any W , R(M · V ⊕ 〈z;E(z)〉) is completely solved.
2.7 Preserving (CCP) after many iterations
We are ready to prove that the basic operations field, domain, image and roots can be iterated
along ordinals preserving (CCP).
Let (KjEj )j≤α be a sequence of partial E-fields such that
• for all j < α, Kj+1Ej+1 is an extension of K
j
Ej
obtained by one of the basic operations domain,
image, roots, field;




k and Ej =
⋃
k<j Ej .




Proof. As already noted, by proposition 2.10 the property (CCP) is independent from the un-
derlying field. Hence, without loss of generality, we may replace all the fields and assume that
Kj = Kα = K for all j < α.
Let Dj be the domain dom(Ej). For all j < α there is a finite or countable set Bj such that
Dj+1 = spanQ(Dj ∪ Bj). By lemma 2.11, if KEj satisfies (CCP), then KEj+1 satisfies (CCP).
We claim that the induction works also at limit ordinals.
Let j be a limit ordinal such that for all k < j, KEk satisfies (CCP). By proposition 2.10, in
order to prove (CCP) for KEj it is sufficient to verify that for any perfectly rotund variety defined
over Dj , the number of generic solutions is at most countable. We may restrict to absolutely
irreducible varieties by adding some parameters from acl(Dj , E(Dj)).
Let X(c) ⊂ Gn be a perfectly rotund variety with c ⊂ acl(Dj , E(Dj)). First of all, there
must be a minimum m < j such that c ⊂ acl(Dm, E(Dm)). Since KEm has (CCP) by inductive
hypothesis, it is sufficient to count how many generic solutions of X(c) are contained in Dnj \Dnm.
If x ∈ Dnj \Dnm is a generic solution of X(c) in KEj , then there is a smallest m ≤ k < j such
that x ∈ Dnk+1 \Dnk . We claim that there is at most one such k. This implies that the the generic
solutions of X(c) in KEα are actually all contained in KEk+1 , where (CCP) is satisfied, and
therefore they are countable. Given that this holds for all varieties X(c), KEj satisfies (CCP),
and by induction, KEα too.
Let x be a new generic solution of X(c) contained in Dnk+1 \Dnk . First of all, we claim that
the solution x cannot appear as a consequence of one of the two operations domain and image.
For both operations let (α, β) the new point we are adding to the graph of E, so that Dk+1 =
spanQ(Dk ∪ {α}). Let F be the field generated by Dk, E(Dk). By hypothesis, c, E(c) ⊂ acl(F ).
domain, image. The vector x must be of the form z + α · m, where m is a vector in
Qn \ {0} and z ∈ Dnk . By using a square integer matrix M of maximum rank, we may transform
the solution to one of the form
〈M · z + α ·m · e1;Ek(M · z) · βm·e1〉 ∈M ·X(c),
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where m is some integer and e1 is the vector (1, 0, . . . , 0).
The variety M ·X(c) is still perfectly rotund. We distinguish two cases.
If n ≥ 2, let ej be the vectors that are 1 on the j-th coordinate, and 0 on the rest. Let N be
the matrix which is the identity on ej for j > 1, and the zero map on e1. Since M ·X is perfectly
rotund, then dim(N ·M ·X) = n, hence the point 〈N ·M · z;E(N ·M · z)〉 has transcendence
degree n over cE(c). In particular,
tr.deg.cE(c)〈N ·M · z;Ek(N ·M · z)〉 = tr.deg.cE(c)〈M · z + α ·m · e1;Ek(M · z) · βm·e1〉.
This implies that α and β = E(α) are both algebraic over 〈z;E(z)〉 ∪ cE(c), and in particular
over F (cE(c)) ⊂ acl(F ). However, we have tr.deg.F (α, β) ≥ 1, a contradiction.
If n = 1, then dimX(c) = 1, and the new point is of the form z + α ·m. Since the variety is
absolutely free, we have that z + α ·m and Ek(z) · βm are both transcendental over cE(c), but
interalgebraic over cE(c); in other words, there is an irreducible polynomial over cE(c) where
both of them appears. In particular, they are interalgebraic over acl(F ). However, by construc-
tion we either have tr.deg.F (α)(β) = 1 or tr.deg.F (β)(α) = 1, a contradiction.
The only remaining possibility is that the solution x appears during the operation roots. In
this case the discussion is a bit more complicated.
roots. This operation is actually a sequence of multiple applications of sol. Let us suppose
that the solution x appears when we add the point 〈α;β〉 ∈ V to the graph of the exponential
function, for some simple variety V ⊂ Gm with V ∈ R(W ). Let D be the domain of the
exponential function before adding the point 〈α;β〉, D′ := spanQ(D ∪ α) be the domain after,
and E the function Eα restricted to D′. The vector x must then be of the form z + M · α, for
some matrix M ∈Mn,2m(Q) \ {0}, and z ∈ D. Let F := Q(D,E(D)).
For now, let us assume that M is an integer matrix.
Under the above assumptions, tr.deg.F (α,E(α)) = dimV = m. Moreover, for any matrix P
we have tr.deg.F (P · α,E(P · α)) ≥ rankP .
Now, let N be an invertible matrix with integer coefficients such that the first rows of N ·M
forms a matrix Q of maximum rank equal to rankM , and that the remaining rows are zero.
Clearly, the point 〈N · z +N ·M · α;E(N · z +N ·M · α)〉 is generic for N ·X(c), which is again
a simple variety.
Let N · z = z′z′′, where z′ is formed by the first rankM coordinates and z′′ by the remaining
(n − rankM) ones. Let us suppose that n > rankM . By simpleness of N · X(c), we have
tr.deg.cE(c)(z
′′, E(z′′)) > (n− rankM).
In particular, we also have tr.deg.cE(c),〈z′′;E(z′′)〉(z′+Q ·α,E(z′+Q ·α)) < rankM . However,
this contradicts the fact that tr.deg.F (Q · α,Q · E(α)) ≥ rankQ = rankM . This implies that
n = rankM .
The resulting situation is that 〈z + M · α;E(z + M · α)〉 is a generic point of X(c) over F ,
while it is also a generic point of M ·V ⊕〈z;E(z)〉 over F . This immediately implies the equality
M · V ⊕ 〈z;E(z)〉 = X.
In particular, we also have
dimV = tr.deg.F (z +M · α,E(z +M · α)) = tr.deg.F (M · α,E(M · α)) = rankM.
HenceM must be a square matrix of maximum rank, and now the equalityM ·V ⊕〈z;E(z)〉 = X
implies, by proposition 2.18, that R(V ) is completely solved if and only if R(X) is. Note,
moreover, that R(W ) = R(V ).
If M is not an integer matrix, let l be an integer such that l ·M is an integer matrix; the
above argument applied to l ·M , l · z and l · X implies that R(V ) is completely solved if and
only if R(l ·X) is. As R(l ·X) = R(X), this is the same conclusion as before.
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However, we see that after the application of roots, the system R(W ) is completely solved,
hence R(X) is. If this happens a second time, for another varietyW ′, then we find that R(W ′) is
already completely solved before the start of the operation, becauseR(X) is; hence, the operation
is void, a contradiction. This implies that there is at most one k.
In particular, all the generic solutions of X(c) are contained in KEk+1 , where (CCP) is true;
hence, they are countably many KEj . By induction, (CCP) holds in KEα .
The corollary of the above propositions is that we can construct Zilber fields quite directly with
a relatively simple procedure.
Let us a saturated algebraically closed field K and let us enumerate its elements as {αj}j<|F|
and all the absolutely free rotund varieties as {Vj}j<|F|. Note that we consider each variety on
itself, without referencing to a defining parameter set, as the parameters are not relevant.
We can then define a sequence of exponential functions {Ej}j≤|F| in the following way. At the
base step, we define E0(pqω) := ζ
p
q , where ω is any transcendental number, and (ζq) is a coherent
system of roots of unity.
1. if j = k + 1,
(a) apply domain to αk to obtain E′ from Ek;
(b) if αk 6= 0, apply image to αk to obtain E′′ from E′;
(c) if Vk is E-defined over a finite c, apply domain to the elements of c, then if K is
uncountable, apply roots to Vk(c), otherwise apply sol to Vk(c), and obtain Ej
from E′′;
2. if j is a limit ordinal, define Ej :=
⋃
k<j Ek.
By proposition 2.5, the above operations are always possible.
Corollary 2.20. The resulting FE|F| is a Zilber field.
Proof. The starting partial E-field FE0 clearly satisfies (SP), (STD) and (CCP) (as the domain
itself is countable).
By proposition 2.5 and corollary 2.9, all the partial E-fields FEj exist and satisfy (SP) and
(STD) for j ≤ |F|. Moreover, the function E|F| is clearly defined everywhere and surjective, hence
FE|F| is an ELA-field. Finally, since we have applied either sol or roots to each absolutely free
rotund variety over F, FE|F| satisfies (SEC) as well.
If F is countable, then (CCP) will be verified as well. If F is uncountable, then by proposi-
tion 2.10 the final FE|F| satisfies (CCP) too.
Therefore, FE|F| is a Zilber field.
Remark 2.21. A different procedure is detailed in [Kir09], and doesn’t involve systems of roots.
Start with F0E0 equal to the “free ELA closure of SK”, where SK is the field Q
ab(ω) equipped
with the function E(pqω) := ζ
p
q for some transcendental ω, and the free ELA closure is an ELA-
field containing SK which is canonical in a certain way. Enumerate all the absolutely free rotund
varieties {Vj}j<ℵ0 , and calculate F1E1 by doing the following:
1. when j = k+1, if Vk does not contain an infinite algebraically independent set of solutions,
calculate FE |V ω times, where FE |V is the free ELA closure of the extension of FE obtained




2. when j is a limit ordinal, define Ej :=
⋃
k<j Ek and Fk :=
⋃
k<j Fk.
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We then iterate repeat to calculate F2E2 , and iterate to find F
α
Eα
for any ordinal α. Clearly, when
α is a limit ordinal, the resulting ELA-field satisfies (SEC).
It is easy to see that the above calculation can be reduced to applications of domain, image
and sol. With some adjustments to the construction, and to the proof of proposition 2.19, one
can check that even in this case (CCP) is always satisfied. This implies that at limit ordinals,
FαEα is a Zilber field.
Note also that the above construction can be applied when FE0 is any partial E-field satisfying
(SP), (STD) and (CCP), or even with trivial kernel. Hence we also have the following.
Corollary 2.22. Any partial E-field satisfying (SP) and (CCP), and with trivial or cyclic kernel,
can be strongly embedded into a Zilber field.
Proof. If KE is our starting field, it is sufficient to extend K to an algebraically closed field of
larger cardinality F, and possibly extend E to E0 so that the kernel is a cyclic group. Then the
above construction continues to work, and yields a Zilber field that contains KE strongly.
Chapter 3
Finding involutions
The whole purpose of the previous chapter is to show one way of building Zilber field on top of a
prescribed algebraically closed field of characteristic 0. After a few tweaks, we can use the same
construction to give more interesting information.
Suppose that K is an algebraically closed field equipped with an automorphism σ : K → K
such that σ 6= Id, but σ2 = Id, in other words, σ is an involution. In this case, Kσ is a real
closed field. Can we find a function E such that KE is a Zilber field, and σ is also an involution
of KE , while σ ◦ E = E ◦ σ? This would be a rough analogue of Cexp equipped with complex
conjugation.
With the technique of the previous chapter, and some careful adjustments, we will prove the
following:
Theorem 3.36. The Zilber field BE of cardinality 2ℵ0 has an involution whose fixed field is
isomorphic to R with ker(E) = 2πiZ.
Moreover, any separable real closed field of infinite transcendence degree occurs as the fixed
field of a Zilber field of the same cardinality; in particular, every Zilber field of cardinality up to
2ℵ0 has an involution.
This answers the question of [KMO12], and appeared in [Man11a, Man11b]. The idea of the
proof is to actually start from the real closed field, and its algebraic closure, and construct, step
by step, an exponential function such that the final result commutes with the involution, and
the field equipped with the function is a Zilber field.
In order to clarify the meaning of σ ◦ E = E ◦ σ, so that we can describe the construction
explicitly, let us copy the usual notation for C and R to our case. We denote by R the fixed field
Kσ, which is a real closed field; if i is a square root of −1, we have K = R(i).
We define:
1. the real part of z ∈ K as <(z) := z+σ(z)2 ;
2. the imaginary part of z ∈ K as =(z) := z−σ(z)2i ;
3. the modulus of z ∈ K× as |z| :=
√
z · σ(z);
4. the phase of z ∈ K× as Θ(z) := z|z| (not so usual after all).
The former two are the additive decomposition of a number of K over R, the latter are its
multiplicative decomposition. The image of the function Θ is the ‘unit circle’, and it will be
denoted by S1(K) = {z ∈ K× : |z| = 1}.
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It is quite easy to see the following.
Proposition 3.1. Let KE be a partial E-field, and σ : K → K be a field automorphism of order
two. Then σ ◦ E = E ◦ σ if and only if the following three conditions are satisfied:
1. dom(E) = (dom(E) ∩R)⊕ (dom(E) ∩ iR);
2. E(R) ⊂ R>0;
3. E(iR) ⊂ S1(K).
Proof. If σ ◦ E = E ◦ σ, it is clear that σ(dom(E)) = dom(E), hence for each z ∈ dom(E) we
have <(z), i=(z) ∈ dom(E), therefore dom(E) = (dom(E) ∩R)⊕ (dom(E) ∩ iR).









On the other hand, suppose that the three conditions are satisfied. We have then that for
all x, y ∈ R, σ(E(x)) = E(x) and σ(E(iy)) = E(iy)−1. Since any z ∈ dom(E) can be written
uniquely as x+ iy with x, y ∈ R, and x, iy ∈ dom(E), we have
σ(E(z)) = σ(E(x))σ(E(iy)) = E(x)E(iy)−1 = E(x− iy) = E(σ(z)).
Hence, constructing a function E on a given K such that σ ◦ E = E ◦ σ can be reduced to
construct a function that satisfies the conditions of proposition 3.1. In particular, it is sufficient
to construct E on R and iR independently.
It is particularly easy to see how to modify domain and image to fit with the above require-
ments. We assume that our starting KE already satisfies σ ◦ E = E ◦ σ.
r-domain We start with an α ∈ K. If α ∈ dom(E), we define E′ := E, otherwise we do the
following.
We choose two elements β ∈ R>0, γ ∈ S1(R) algebraically independent over F∪{<(α),=(α)},
the positive roots β1/q, and an arbitrary system of roots γ1/q.
We define then E′(z + pq<(α) + i
p′
q′=(α)) := E(z) · β
p/q · γp′/q′ for all z ∈ dom(E) and
p, p′ ∈ Z, q, q′ ∈ N×.
r-image We start with a β ∈ K given as data to the operation. If β ∈ im(E), we define
E′ := E, otherwise we do the following.
We choose two elements α ∈ R, δ ∈ iR algebraically independent over α ∈ F ∪ {|β|,Θ(β)},
and an arbitrary coherent system of roots β1/q.
We define then E′(z+ pqα+
p′
q′ δ) := E(z) · |β
p/q| ·Θ(βp′/q′) for all z ∈ D and p, p′ ∈ Z, q, q′ ∈
N×.
Finding the right equivalent of sol and of roots is non-trivial, and is worked out in the next
sections.
For sol, the main problem is that if we define E on some vector z, with image w, then we
are defining E on σ(z) as well, with image σ(w); this could produce ill-defined extensions, and
even when well defined, they may not be strong. Our strategy will be to make sure that the
point zσ(z)wσ(w), or equivalently <(z)=(z)|w|Θ(w), has the maximum possible transcendence
degree. We will call such points “real generic”.
The problem for roots is that the new operation sol does behave differently from the original
one, and (CCP) may fail after several iterations. In order to get around this problem, we make
sure not only that each rotund variety has real generic solutions, but also that this solutions
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are dense in the order topology. When R is separable, this can be done with countable sets of
solutions, and it will be enough to verify (CCP).
As a start, it is immediate to see that r-domain, and r-image similarly, is a successive
application of two domain, respectively image, operations. Moreover, they clearly preserve the
requirements of proposition 3.1, hence σ ◦ E′ = E′ ◦ σ. Hence the following.
Proposition 3.2. Given KE with σ ◦ E = E ◦ σ, if KE ⊂ KE′ is an extension produced by
r-domain or r-image, then σ ◦E′ = E′ ◦ σ, and the extension is strong and kernel preserving.
For the other operations, much more work is needed.
3.1 G-restriction of the scalars
In order to make KE a Zilber field, we need to add generic solutions to absolutely free rotund
varieties, but we must do this while complying with the conditions of proposition 3.1. This means
that when we take a generic point 〈z;w〉 of some absolutely free rotund variety V , we need to
define E on the imaginary and real parts of the coordinates of z.
However, 〈<(z)=(z); |w|Θ(w)〉 needs not to be the generic point of an absolutely free rotund
variety. In general, this could end up enlarging the kernel, or producing a non-strong extension.
We get around this problem by taking 〈<(z)=(z); |w|Θ(w)〉 as generic as possible.
Definition 3.3. If V is an absolutely free rotund variety V (c) ⊂ Gn, with c closed under σ, a
generic solution z ∈ Kn is real generic if
tr.deg.cE(c)〈<(z)=(z);E(<(z)=(z))〉 = 2 dimV.
A set of real generic solutions S of V (c) is really algebraically independent if for any finite
subset {z1, . . . , zk} ⊂ S the following holds:
tr.deg.cE(c)(〈<(z1)=(z1);E(<(z1)=(z1))〉, . . . , 〈<(zk)=(zk);E(<(zk)=(zk))〉) =
= 2k · dimV.
The point 〈<(z)=(z); |w|Θ(w)〉 is then a generic point of a larger variety that can be defined
abstractly in terms of V . In order to do that, we add another bit of notation.
Definition 3.4. We define the group GR := (R × R>0) × (iR × S1(K)) ⊂ G2(K) and the
realisation map r : G→ GR as follows:
r : (z, w) 7→ (<(z), |w|)× (i=(z),Θ(w)).
We extend r as a map Gn → G2n in the following way
r : 〈z;w〉 7→ 〈<(z); |w|〉 × 〈=(z); Θ(w)〉.
It would have been more natural to define r as the natural coordinate-wise application Gn →
GnR; however, since we will need to manipulate matrices, the above extension of r to Gn is better
suited for the task.
We apply the map r to the points of rotund varieties.
Definition 3.5. Let V be a subvariety of Gn for some n.
1. the realisation of V is the set r(V ) := {r(〈z;w〉) ∈ G2n : 〈z;w〉 ∈ V };
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2. the G-restriction of the scalars of V is the Zariski closure of r(V ) in G2n; it will be denoted
by V̌ .
Clearly, when 〈z;w〉 is a real generic point of V , the point 〈<(z)=(z); |w|Θ(w)〉 is a generic
point of V̌ , moreover contained in r(V ).
Remark 3.6. The group GR can be thought as a semi-algebraic group over R replacing iR with
R and S1(K) with {(x, y) ∈ R2 : x2 + y2 = 1}. Then r(V ) can be seen as a semi-algebraic
subvariety of GnR.
The algebraic variety V̌ is similar to the classical Weil restriction of the scalars. However,
unlike the classical case, while the points of r(V ) are in bijection with the points of V , the set of
the ‘real points’ of V̌ is larger than r(V ).
3.2 Density
An artefact of our proof is that the behaviour of E with respect to σ is rather bad, and essentially
opposite to what happens between Cexp and complex conjugation. In our resulting KE , the
function E must satisfy an extra ‘randomness’ condition with respect to the order topology
induced by R (as with C, we use the product topology to transfer the order topology from R to
R⊕ iR = K). The following axiom describes what happens, and actually replaces (SEC).
(DEN) for every absolutely free rotund variety V ⊂ Gn over K, every finite tuple c ∈ K<ω such
that V is E-defined over c, and every subset U ⊂ V open w.r.t. the order topology, there
is a real generic solution z ∈ Kn of V (c) with 〈z;E(z)〉 ∈ U .
The reason for this condition will be apparent during the proof, and it is one of its current limits,
as it forces E not to be continuous with respect to the order topology; hence, (DEN) is not true
on Cexp and complex conjugation (however, there could be another involution of Cexp such that
(DEN) is true with respect to its topology). We will comment later on a conjectural way of
avoiding this restriction.
In order to satisfy (DEN), which is stronger then (SEC), we change our operations sol and
roots.
r-sol We start with an absolutely free rotund variety V (c) ⊂ Gn, where c is a subset of K
closed under σ, and an open subset U ⊂ V in the order topology.
We choose a point ((α1, β1), . . . , (α2n, β2n)) ∈ r(V ) generic over F (cE(c)) for V̌ .











:= E(z) · βp1/q11 · · · · · β
p2n/q2n
2n .
Note that r-sol is a special case of sol applied to V̌ in place of V , so all of the previous results
about sol apply also to r-sol, provided that V̌ is an absolutely free rotund variety as well. We
shall see in the next section that if V is absolutely free and rotund, then V̌ is indeed always
absolutely free and rotund.
r-roots We start with an absolutely rotund variety V (c) ⊂ Gn, where c is a finite subset of
K closed under σ.
Consider an enumeration (Wm(dm), Um)m<ω of all the pairs composed by a variety Wm
of R(V ) and an open subset Um ⊂ Wm chosen among a fixed (countable) basis of the
topology on Wm, where dm is a finite subset of acl(cE(c)) over which W is defined. We
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produce inductively a sequence of partial exponential functions Em, starting with E0 := E.
Let us suppose that Em−1 has been defined. If Wm(dm) has a dense set of really algebra-
ically independent solutions in KEm−1 , we define Em := Em−1; otherwise we apply r-sol
to (Wm(dm), Um) over the E-field KEm−1 . The resulting exponential function will be Em.
Finally, we define E′ :=
⋃
m∈NEm.
Again, r-roots is just a sequence of sol operations, so the previous results apply.
Proposition 3.7. If KE has ℵ0, resp. ℵ1, elements algebraically independent over the field
Q(dom(E), im(E), c), where c is the possible set of parameters involved in the operations, with
K algebraically closed and σ an involution of K, in the latter case such that its fixed field is
separable, then r-domain, r-image and r-sol, resp. r-roots, are applicable. Moreover, the
resulting KE′ has ℵ0, resp. ℵ1, elements algebraically independent over Q(dom(E′), im(E′)).
Proof. The argument is the same as in the proof of proposition 2.5.
3.3 Rotundity for G-restrictions
As with sol, the application of r-sol produces a strong extension if and only if V̌ is absolutely
free rotund. If V is absolutely free and rotund, this is the case. Similarly to the previous
chapter, we will use this fact to show that we can construct E-fields where E commutes with σ,
and (STD), (SP) and (SEC) are satisfied.The situation of (CCP) is quite different. In section 2.7,
we managed to prove that (CCP) is preserved after uncountably many iterations of the basic
operations using in an essential way the fact that we applied sol to simple varieties only.











A different argument is needed for the new operation r-sol. The first thing we have to
control is how far V̌ is from being simple. It turns out that the above example is essentially the
only possible way in which V̌ is not simple.
Theorem 3.8. Let V be an absolutely irreducible simple variety. Then V̌ is an absolutely free,
absolutely irreducible rotund variety.
Moreover, if dimM · V̌ = rankM for some non-zero integer matrix of maximum rank, then
V is perfectly rotund, and one of the following holds:
1. rankM = 2n;





where N,Q are two square invertible matrices.
The proof requires several steps. From now on, let us suppose that V̌ is E-defined over some
c.
Proposition 3.9. If V ⊂ Gn is absolutely irreducible, then V̌ is absolutely irreducible.
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Proof. Let V ′ be an absolutely irreducible variety such that 2 · V ′ = V .
























It is clear that on the Zariski dense subset of V ′ × (V ′)σ described by the points P ×Pσ, for
P ∈ V ′, the image is exactly r(V ); taking the Zariski closure, we obtain that this is a surjective
map from V ′ × (V ′)σ to V̌ .
However, V ′ × (V ′)σ is an absolutely irreducible variety, as it is a product of two absolutely
irreducible varieties; hence V̌ is also absolutely irreducible.
Proposition 3.10. If V ⊂ Gn is absolutely free, then V̌ is absolutely free.
Proof. Let x1, . . . , xn, y1, . . . , yn be the additive coordinates of V̌ ; by xi we mean the coordinates
coming from the real parts of V , and by yi the imaginary parts.
Let us suppose that for m1, . . . ,mn, p1, . . . , pn the function
m1x1 + · · ·+mnxn + p1y1 + · · ·+ pnyn
has finite image on V̌ . In particular, it is true on the points of r(V ); this implies that the
functions
m1x1 + · · ·+mnxn, p1y1 + · · ·+ pnyn
have finite image as well. However, this implies also that the image of
m1z1 + · · ·+mnzn, p1z1 + · · ·+ pnzn
is not a cofinite set. By strong minimality, this implies thatm1z1+· · ·+mnzn and p1z1+· · ·+pnzn
have both finite image, but by absolute freeness of V , this implies m1 = · · · = mn = 0 and
p1 = · · · = pn = 0.
The same argument applied to the multiplicative coordinates ρ1, . . . , ρn, θ1, . . . , θn yields the
absolute freeness of V .
In particular, when V is an absolutely irreducible simple variety, as it is in our construction,
the variety V̌ is absolutely free and absolutely irreducible. We still have to verify if it is rotund,
and how far it is from being simple.
From now on, let us suppose that M is a non-zero integer matrix inMk,2n(Z) of maximum
rank, and that V is an absolutely irreducible simple variety. We want to determine as much as
possible on dimM · V̌ , in order to show that V̌ is rotund.
The main technical challenge comes from taking the functions on V as ‘complex-valued’, or
‘two-dimensional’ functions (i.e., such that their image is the complex plane minus a finite set),
splitting them into components making them ‘real-valued’, or more precisely ‘one-dimensional’,
and then recombining them into two-dimensional functions again. The philosophy is that unless
the recombination happens in a special way, then the algebraic relations are destroyed in the
process. In order to prove this, we will introduce a bit of ad-hoc notation to deal with the mixed
case where some functions have been recombined into two-dimensional functions, but some still
appear as one-dimensional.
The proof of the theorem then starts with finding a minimal matrix M̌ such that the co-
ordinate functions of M · r(V ), which can be mixed real and complex-valued, can be recovered
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from the coordinate functions of r(M̌ ·V ), which are the real-valued components of the complex-
valued functions of M̌ ·V . In particular, the additive coordinates ofM ·r(V ) will be recovered as
Q-linear combinations of the ones of r(M̌ · V ), while the multiplicative coordinates of M · r(V )
will be multiplicatively dependent on the ones of r(M̌ · V ).
We then extract a special algebraically independent set of (real-valued) coordinate functions
of r(M̌ · V ), and we will transform it to a set of (mixed) coordinate functions of M · r(V ),
such in a way that the algebraic independence is preserved. This will imply a lower bound on
the dimension of M · r(V ), and in turn of M · V̌ , proving that it is rotund. Moreover, when
dimM · V̌ = rankM , we shall be able to track back the equality to r(M̌ · V ) and to M̌ · V . The
simpleness of V will then imply that M̌ , and in turn M , can only have a special form, proving
the theorem.
3.3.1 Mixed functions
Let S be an algebraically independent subset of the coordinate functions of M · V̌ . Taking the
restrictions to the subset M · r(V ) ⊂ M · V̌ , we can try to estimate the actual size of M · V̌ by
studying how the functions of S behave on the points of M · r(V ), more precisely looking at how
large is their image.
Note that each function in S is of the form m · x+ q · y or ρmθq, where (m, q) is a row of M ,
and x, y, ρ, θ are the coordinate functions of r(V ) as a semi-algebraic variety. We introduce the
following notation.
Notation 3.11. If S is a set of coordinates as above, we denote by r(S) the subset of the coordinate




We know that in general tr.deg.cE(c)(S) ≥ tr.deg.cE(c)(r(S))/2, but this is far from being
enough for our purposes. We can produce a better estimate by distinguishing, among the co-
ordinate functions in S, the ones that vary in a one-dimensional set, and the ones that vary in
a two-dimensional set, when we look at the points of M · r(V ) only. The idea is that if one
function is two-dimensional, then it contributes with transcendence degree 1 to tr.deg.cE(c)S,
but it needs two algebraically independent functions in r(S) to be calculated; on the other hand,
a one-dimensional function only needs one function of r(S).
This is explained by the following example. Suppose that x1 + y1, x2 + y2, x3 + y3 are the
coordinate functions of A3(K), with xj and yj being their real and imaginary parts as in our
current notation. Let S be {x1 + y1, x2 + y1, x3 + y1}. The set r(S) is equal to {x1, x2, x3, y1};
hence, the rough estimate on the transcendence degree would just prove that tr.deg.S ≥ 2.
However, it is clear that even if we fix the values of x1 +y1 and of x2 +y1, the remaining function
x3 + y1 is still able to vary in an infinite set, so it must be tr.deg.S = 3. This can be seen
explicitly by noting that fixing x1 + y1 actually fixes the values of two functions in r(S), but
once that is done, fixing the value of x2 + y1 only fixes one function of r(S), leaving a third one
free to vary. We would like to say that x1 + y1 is ‘two-dimensional’, but that x2 + y1 is not.
The example shows that the definition should depend on the order of the functions: if we fix
x2+y1 first, then x1+y1 would become ‘one-dimensional’. Therefore, we define the dimensionality
looking at sequences of functions in S.Let (sj)j<|S| be a given enumeration of S.
Definition 3.12. A coordinate function sk ∈ S is one-dimensional (resp. two-dimensional,
zero-dimensional) if tr.deg.cE(c),r(s0,...,sk−1)r(sk) is one (resp. two, zero).
Looking at the values of the functions on the points of M · r(V ), a coordinate function
is one-dimensional (resp. two-dimensional, zero-dimensional) if after fixing the values of the
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functions s0, . . . , sk−1 on r(V ), the image of sk on r(V ) is generically a one-dimensional (resp.
two-dimensional, zero-dimensional) subset ofK = R2. The following remark is now rather trivial,
and shows the better estimate we were looking for.
Proposition 3.13. Let S be a set of coordinate functions of M · V̌ enumerated as (sj)j<|S|. If
S contains k1 one-dimensional functions, and k2 two-dimensional functions, then |S| = k1 + k2
and tr.deg.cE(c)(r(S)) = k1 + 2k2.
Indeed, this is our desired correction: tr.deg.cE(c)S > tr.deg.cE(c)(r(S))/2 as soon as there are
one-dimensional functions, so that we get a better bound. Moreover, number of one-dimensional
functions is independent from the ordering of S.
If the dimensionality of a function does not change with the ordering, we call it pure.
Definition 3.14. A coordinate function x in S of M · V̌ is pure if its dimension is the same in
any ordering of S.
The set S is said to be pure if all of its functions are pure.
3.3.2 Reduction to M̌ · V
In order to find M̌ , we first reduce M to a special form, where many linear dependences between
the rows are removed.










with the following properties:
1. M1 has n columns;
2. the rows of M1 are Q-linearly independent;
3. the rows of M1, P1 and P2 are Q-linearly independent;
4. the rows of P1, P2, Q1 and Q2 are Q-linearly independent.
Note that with this decomposition, a suitable M̌ is the matrix M1P1
P2
 .
Indeed, all the coordinate functions of M · r(V ) are dependent on the ones of r(M̌ · V );
moreover, its rows are Q-linearly independent, so no smaller matrix can have the same property.It
amounts to using row operations in the correct order on M .
Proof. First of all, we look at the first n columns of the matrix, and we use the row operations
to eliminate all the redundant vectors until we are left with some Q-linearly independent rows,
which we reorder to be in the first part of the matrix. In this way, we split the matrix into an
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upper half and a lower half, where the lower half has zero entries in the first n columns, and the
upper half restricted to the same columns has rank equal to the number of its rows.
Now, we concentrate on the other n columns. The lower half of the matrix is made of
Q-linearly independent rows, by the original hypothesis on the rank of M . We leave them
untouched, while using them in the upper half in order to eliminate the redundancies again. The
row operations on the upper half cannot harm the Q-linear independence of the first n columns.
We reorder the rows so to have all the zeroes of the last n columns at the beginning, as in the
figure.
At the end of these operations, we have defined M1 as the north-west corner; we just have
to look at a maximal set of rows for the last n columns which is Q-linearly independent over the
rows of M1 in order to define who P1, P2, Q1 and Q2 are.
Since dim(A ·M · V̌ ) = dim(M · V̌ ), as A is invertible over Q, we may assume that M is
already of the above form.





By construction, M̌ has rank equal to the number of its rows.
3.3.3 Finding many one-dimensional functions
We want now to find a set S of algebraically independent functions containing many one-
dimensional functions. Clearly, for such a set S we have dim(M · V̌ ) ≥ |S|.
In order to do that, we start from a particular set of coordinate functions of M̌ · V and we
transform it, using additive and multiplicative combinations, to a set of coordinate functions of
M · r(V ), while preserving algebraic independence. Choosing the right sets at the beginning, we
will be able to prove that the final set is indeed large, algebraically independent and contains
enough one-dimensional functions to obtain the rotundity of V̌ .
First of all, we describe the set of manipulations we operate on the coordinate functions of
M̌ · V . Let B be a set of coordinate functions on r(M̌ · V ).
Let q be the number of rows of Q1. There are q rows of M1, say m1, . . . ,mq, and a
numbering of the rows of Q1, say q1, . . . , qk, such that for any 0 ≤ j ≤ q, the Q-linear
span of q1, . . . , qj ,mj+1, . . . ,mq together with the remaining rows of M1, and the rows of
P1, P2 is constant. In other words, the row m1 can be written as a Q-linear combination of
q1,m2, . . . ,mk and of the remaining rows of M̌ ; then m2 can be written as a Q-linear combina-
tion of q1, q2,m3, . . . ,mk and the rest of M̌ , and so on.
We call f0 the map that sendsmj ·y 7→ qj ·y and θ
mj 7→ θqj , for j = 1, . . . , q, and is the identity
on the rest of the coordinate functions of r(M̌ ·V ). If B is algebraically independent, then f0(B)
is algebraically independent. Indeed, by the above construction of the mapmj 7→ qj , if we replace
the functions one by one, starting with j = 1 and proceeding in order, the algebraic independence
of B is preserved during the procedure, hence f0(B) is also algebraically independent (over
cE(c)). Indeed, at each replacement, the new function is either interalgebraic with the previous
one, which means that all the functions needed to write qj · y as a combination of m · y’s are
algebraic over B, or it is algebraically independent from B; in both cases, after the replacement
the functions remain algebraically independent.
Now, call f1(B) the set f0(B) ∩ r(C), where C is the set of the coordinate functions of
M ·r(V ). In other words, f1(B) contains the functions of f0(B) that actually make an appearance
as component of the coordinate functions of M · r(V ). Finally, call f2(B) the set f1(B) ∩ C, in
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other words, the functions of f1(B) that correspond to the rows of M of the form (m, 0) and
(0, q), so that they are not summed with other functions when constructing the final coordinates
of M · r(V ). When the starting B is algebraically independent, the functions in f2(B) are purely
one-dimensional as functions of f1(B), as their values are forced to vary in a one-dimensional
set, while algebraic independence guarantees that they are never zero-dimensional.
In order to find our special set of coordinate functions of M̌ · V to which apply the above
transformations, we start from a classical combinatorial lemma [Hal35] applied to the matroid
given by the algebraic closure. We just state the special instance needed for our proof.
Lemma 3.16 (Hall’s Marriage Lemma). Let X = {xj}1≤j≤n and Y = {yj}1≤j≤n be two subsets
of some field L, and c some finite subset of L.
If tr.deg.c
⋃
j∈T {xj , yj} ≥ |T | for all T ⊂ {1, . . . , n}, then there is a subset Z ⊂ X ∪ Y such
that
1. |Z ∩ {xj , yj}| = 1 for all j ∈ {1, . . . , n};
2. tr.deg.cZ = |Z| = n.
If we take L = K(W ), where W ⊂ Gn is some rotund variety defined over some c ⊂ K,
and we take as X the additive coordinate functions of V and as Y the multiplicative coordinate
functions of V , then by rotundity the hypothesis of lemma 3.16 are satisfied. Hence, we can
choose an algebraically independent set of coordinate functions such that for each factor G of
Gn exactly one of the two functions appear in the set.
By lemma 3.16 applied to the coordinate functions of M̌ ·V , there is a maximal algebraically
independent set H0 of functions such that for each row m of M̌ , at least one of m · z or wm is in
it; let H be r(H0). This is our special set.
Let S be any maximal algebraically independent set of coordinate functions of M · r(V )
containing f2(H). We claim that S2 witnesses the rotundity of V̌ , i.e., |S2| ≥ rankM . Let us
call m the number of rows of M of the form (m, q) with both m, q not zero. Let k1 the number
of one-dimensional functions in S2 , and k2 the number of two-dimensional functions (in any
ordering). Since f2(H) is pure and all its functions are one-dimensional, we know at least that
k1 ≥ |f2(H)| ≥ rankM −m.
Proposition 3.17. The inequality |S| ≥ rankM holds.
In particular, dimM · V̌ = |S| ≥ rankM , and V̌ is rotund.
Proof. By construction, tr.deg.cE(c)f1(H) = |f1(H)| = rankM +m.
Since S is maximal, r(S) is algebraically independent and contains at least as many functions
as f1(H), hence at least rankM +m. Since tr.deg.cE(c)(r(S0)) = k1 + 2k2, this implies
k1 + 2k2 ≥ rankM +m.
Together with k1 ≥ rankM −m we obtain
2|S0| = 2(k1 + k2) ≥ 2rankM
as desired.
However, the maximality of S implies further consequences if dimM · V̌ = |S| = rankM .
Proposition 3.18. If dimM · V̌ = rankM :
1. S is pure, and k1 = rankM −m = |f2(H)|;
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2. V is perfectly rotund;
3. rankM̌ = n.
Proof. If dimM · V̌ = rankM , then |S| = rankM . By k1 + k2 = |S| = rankM , and k1 + 2k2 =
rankM + k2 ≥ rankM + m, we deduce that k2 ≥ m; but we know also that k1 ≥ rankM −m1,
hence we must have the two equalities k2 = m, k1 = rankM −m.
The first equality k1 = rankM − m implies that all the one-dimensional coordinates are
exactly the functions in f2(H). They are pure by construction, as they correspond to the rows
of M of the form (m, 0) or (0, q).
Since the k1 one-dimensional functions are all pure and one-dimensional, the remaining k2
functions are forced to be all two-dimensional in whatever order we take them. Hence, S is pure.
Moreover, the equality implies |f2(H)| = rankM −m. This implies that for each row of M
of the form (m, 0) or (0, q), the set f1(H) contains exactly one of the two functions m · x, ρm
or respectively q · y, θq. Since |r(S) \ f2(H)| = 2m, we also have that for each row of M of the
form (m, q) with m, q 6= 0, the set f1(H) contains exactly one of the two pairs {m · x, q · y} and
{ρm, θq}. This can only happens if the original H0 contains exactly one function between m · z
and wm for each row m of M̌ . In particular, |H0| = rankM̌ , hence dim M̌ · V = rankM̌ .
But since V is simple, this implies rankM̌ = n, and that V is perfectly rotund.
Once we know that S is pure, however, we can actually deduce that all the functions in S
have the same dimensionality, and this yields further information.
Before proving that they must have the same dimensionality, let us analyse the special subcase
when S is composed only of one-dimensional functions (hence f2(H) = S). In order to fully
comprehend this case, we first need to establish the following two algebraic facts, which both
derive from the following classical statement. Given two rational non-constant functions on a
curve over C, it is always possible to expand one function as a convergent analytic series of
the other one around points where the latter function is not ramified; and when ramified, it is
sufficient to extract a kth root of the second function, in which case the series is called “Puiseux
series”. The following version of this theorem is a reformulation for general real closed fields
where we cannot have convergent series, but only finite expansions with controlled error terms.
Lemma 3.19 (Puiseux series). Let z be a non-constant regular functions on an algebraic curve
C defined over K. Let P ∈ C be a zero of z.
There are an open disc D ⊂ K, a definable continuous map s : D → C and an integer d > 0
such that for all α ∈ D, z(s(α)) = αd. Moreover, for any function w ∈ K(C) \ {0} regular at P ,
there are an integer k ≥ 0, an a ∈ K \ 0, and a number N ∈ R>0 such that for all α ∈ D
|w(s(α))− aαk| ≤ N · |αk+1|.
Proof. In the case R = R, K = C, this is a classical statement of algebraic and analytic geometry:
given a desingularization C̃ π→ C, for any point P ′ ∈ π−1(P ), there is a local parameter tP ′ ∈ C(C),
an open disc D ⊂ C centred in 0, and an analytic function s : D → C̃(C) with s(0) = P ′ and
tP ′(s(α)) = α for all α ∈ D. Moreover, z(s(α)) and w(s(α)) can be expressed as convergent
analytic power series in α. After an analytic transformation, one can find a function s′ : D →
C̃(C) such that z(s′(α)) = αd for all α ∈ D, where d in the ramification index of z at P ′. We
obtain our desired function taking the composition π ◦ s′; since w(s′(α)) is analytic in α as well,
the inequality is satisfied.
In the general case, we still have the existence of a desingularization and of a local parameter
tP ′ ∈ K(C), equipped with a continuous section s : D → C(K). In order to replace the analytic
argument, we observe that the following statement is true on R = R: given w there is an open
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neighbourhood U of P , a positive N ∈ R>0, finitely many numbers aj ∈ K \ {0} and integers
kj ≥ 0, dj > 0 such that for all Q ∈ C ∩U there is a j and a determination of z1/dj (Q) such that∣∣∣∣w(Q)− ajz kjdj (Q)∣∣∣∣ ≤ N · ∣∣∣∣z kj+1dj (Q)∣∣∣∣ .
It can be deduced by taking local parameters at each point P ′ over P in the desingularization
of C. Since the ramification indices dj are bounded by deg(z), the exponents kj are bounded by
deg(w), and the number of local parameters is bounded by min{deg(z),deg(w)}, the statement
can be expressed with a first-order formula uniformly in the parameters defining C, z and w. In
particular, the statement is true on any real closed field.
Therefore, given the section s : D → C(K) of a local parameter tP ′ , there is an open disc
D′ ⊂ D such that there exists one of the above inequalities that is satisfied for all Q ∈ s(D′).
The determination of z1/dj (Q) will depend on the α ∈ D′ such that s(α) = Q, and if D′ is small
enough, the determination of z1/dj is uniquely determined by α. Hence the inequality defines a
section s′ : D′ → C(K) such that z(s′(α)) = αd, proving the statement.
We use it to prove the algebraic independence of the various realisations of the coordinate
functions.
Lemma 3.20. Let V be an absolutely irreducible algebraic variety such that V̌ is defined over
some c. Let B be some set of algebraically independent functions on V , and let w be a function
on V contained in acl(Bc).
If |w| ∈ acl({|z| : z ∈ B}∪c), or if Θ(w) ∈ acl({Θ(z) : z ∈ B}∪c}), then w is multiplicatively
dependent over B modulo constants.
Proof. We may assume that B is minimal, i.e., that w /∈ acl(B ∪ {c} \ {z}) for all z ∈ B. If
B = ∅, then w ∈ acl(c), and we are done. We proceed by induction on |B|. Let us suppose
|B| ≥ 1.
Let us take one function z ∈ B. By minimality of B, there is a polynomial relation
p(z, w) = 0
with coefficients in Q(c,B \ {z}). Let us specialise all the variables in B \ {z} such in a way that
the above polynomial contains occurrences of both z and w. The equation defines an affine plane
curve C with coordinate functions z and w, both non-constant. Up to replacing w with w−1, we
may assume that C contains a point P such that z(P ) = 0.
We apply lemma 3.19 to the function z twice. First, we find a section s : D → C(K) such
that z(s(α)) = αd, and moreover a ∈ K×, N ∈ R>0 and k ≥ 0 such that
|w(s(α))− aαk| ≤ N · |αk+1|.
Then we calculate the corresponding bounds for the function wd − azk. If it turns out to
be constant, then wdz−k is contained in acl(B ∪ {c} \ {z}); moreover, since |wdz−k| depends
only on the moduli of the functions in B, but it does not depend on z, we have that |wdz−k| ∈
acl({|z′| : z′ ∈ B \ {z}} ∪ c). By induction, the function wdz−k is multiplicatively dependent
over B \ {z} modulo constants, hence w is dependent over B modulo constants, as desired. The
same argument applies for Θ(wdz−k), yielding the desired conclusion for Θ(w).
Otherwise, we find b ∈ K×, m > 0 and S ∈ R>0 such that∣∣w(s(α))− aαk − bαk+m∣∣ ≤ S · ∣∣αk+m+1∣∣ .
Let us study the case of |w|. Looking at the modulus of w, we have
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∣∣|w(s(α))| − ∣∣aαk + bαk+m∣∣∣∣ ≤ S · ∣∣αk+m+1∣∣ .





We claim that the number of values of |w| on the points s(α) with |α| = cn is at least n.
Since |w| is interalgebraic with |z|, and |z(s(α))| = |α|d would be constantly cn, the number of
values of |w| on the points with fixed |z| should be bounded by an integer independent of cn, a
contradiction.
Indeed, if |α| is fixed to be cn, the modulus of
∣∣aαk + bαk+m∣∣ takes all the values of an
interval around |a|ckn of radius |b|ck+mn , while the error term in the above estimate for |w| is at
most S · ck+m+1n . This implies that |w(s(α))| takes at least n different values.
If instead we take Θ(w), then























where θ ∈ S1(K) is a fixed number such that Θ( baθ
























so that ∣∣∣∣Θ(w(s(α))) ·Θ(a · θk)−Θ(1 + i ∣∣∣∣ baαmn
∣∣∣∣)∣∣∣∣ ≤ 4 · S ·max{|a|, |b|} · |αn|m+1.




∣∣∣∣ ≤ =(Θ(1 + i ∣∣∣∣ baαmn
∣∣∣∣)) ≤ ∣∣∣∣ baαmn
∣∣∣∣ .
However, thanks to the choice of αn, we have that the error term is smaller





Since αn = 18αn−1, this implies that the values of Θ(w(s(αn))) are all distinct as n varies
over the positive natural numbers. On the other hand, Θ(z(s(αn))) = Θ(αdn) = θd; as before,
this implies that Θ(w) is algebraically independent from Θ(z), a contradiction.
Lemma 3.21. Let V be an absolutely irreducible algebraic variety such that V is defined over
some c. Let B be some set of algebraically independent functions on V , and let w be a function
on V contained in acl(Bc).
The function |w| (or Θ(w)) cannot be interalgebraic with <(z), =(z), or Θ(z) (resp. |z|) over
r(B \ {z}) ∪ c for any z ∈ B.
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Proof. Let us suppose by contradiction that the thesis is false. This implies that w is interalgeb-
raic with z over B \ {z} ∪ c. As above, we find a polynomial such that
p(z, w) = 0
and a piece of Puiseux series. This time, we take just one term. Let s be the section with
αd = z(s(α)).
For |w|, we calculate the modulus:∣∣|w(s(α))| − |aαk|∣∣ ≤ N · |αk+1|.
For Θ(w):









If ζn is the non-trivial nth root of unity closest to 1, we have the estimate |1− ζn| ≥ 7/n. If
αj is a sequence such that
• Θ(αj) = ζjn,
• |αj | < 74nN |a| , c0,
for j that takes at least j0 different residue classes modulo n, then Θ(w(αn)) takes at least j0
different values. Indeed, the distance between Θ(ζjn) and Θ(ζj
′
n ), when j 6≡ j′ mod n, is at least
7/n, while Θ(w(s(αj))) is far less than 7/2n from Θ(αj) = ζjn.















n · <(ζdjn )−1/d · <(ζdmn )1/d for n = 4dm + 1 and −m ≤ j ≤ m, so that







n · =(ζdjn )−1/d · =(ζn)1/d for n = 4md and 1 ≤ j ≤ 2m − 1, so that
<(z(s(αj))) = <(ζmn ) is fixed, but Θ(w(s(αj))) takes at least 2m− 1 different values.
The sequence 1 show that Θ(w) and |z| are algebraically independent, since Θ(w) can take
arbitrarily many different values while |z| is fixed. Therefore, after swapping z and w, |w| and
Θ(z) are algebraically independent as well.
Moreover, the sequences 2 and 3 show that Θ(w) and <(z), resp. =(z) are also algebraically
independent.
With a similar technique, we can prove the remaining cases of |w| and <(z), =(z). The
estimate for |w| is the following:∣∣|w(s(α))| − |aαk|∣∣ ≤ N · |αk+1|.











where j is an integer 0 ≤ j < n. The real part <(αdj ) is constantly α0, and for j 6= j′
||aαkj | − |aαkj′ || ≥ |a| · αk0 · cn,
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where cn is the minimum distance between two different (1 + ij/n)k/d.
However, by construction, the error term is smaller than half the minimum distance
N · |αk+1j | ≤ 2
k+1 ·N · αk+10 ≤ 2k+1 ·N · α0 · αk0 <
1
2
· |a| · cn · αk0 .
Therefore, |w(s(α))| must take at least n different values while <(z(s(α))) is constant, so it is
algebraically independent from <(z). The same argument applies taking the sequence iαj .
The above lemmas are enough to prove the following.
Proposition 3.22. If dimM · V̌ = rankM , and all the functions in S are one-dimensional, then
rankM = 2n.
Proof. By proposition 3.18, we are in the case rankM̌ = n, k1 = |f2(H)| and V is perfectly
rotund.
In this situation we have that k1 = |S| as well, hence S = f2(H), i.e., the functions in S come
only from the rows of M of the form (m, 0) or (0, q); this happens exactly when P1 = Q1 = 0.
We prove this by showing that rankQ2 must be n, as in this case we must have rankM1 = n as
well, and rankM = 2n.
If rankQ2 < n and Q2 6= 0, what happens is that we are able to swap one function in S with
another two ones while preserving algebraic independence, showing that actually dimM · V̌ >
rankM , a contradiction.
If Q2 = 0, then we show that the absolute freeness of V , together with lemma 3.20 and
lemma 3.21, imply that dimM · V̌ > n, a contradiction.
Case Q2 6= 0, rankQ2 < n.
In this case, let M̌ ′ be the submatrix of M̌ of the rows m1, . . . ,mq that gets substituted by
the rows of Q2. Note that rankM̌ ′ = rankQ2, by definition of Q2, and rankM̌ ′ < rankM̌ = n.
Let us take one rowm of M̌ which is not in M̌ ′. Then exactly one of the two pairs {m·x,m·y}
and {ρm, θm} is in H, say {φ1, φ2}. Since V is simple, then dim M̌ ′ · V > rankM̌ ′; in particular,
there is a pair of functions, {m′ · x,m′ · y} or {ρm
′
, θ
m′}, for m′ in M̌ ′, which is not in H and
which is interalgebraic with the functions in the pair {φ1, φ2} over H \ {φ1, φ2}. Let us call the
new pair {ψ1, ψ2}. Let q be the row of Q2 replacing the row m′. This implies that the functions
in {φ1, φ2} are are interalgebraic with the {ψ1, ψ2} over H \{φ1, φ2}. Let H ′ be the set obtained
from H by replacing {φ1, φ2} with {ψ1, ψ2}.
By construction, f2(H) = f2(H∩H ′)∪f2({φ1, φ2}), while f2(H ′) = f2(H∩H ′)∪f2({ψ1, ψ2}).
The set f2({φ1, φ2}) is either {φ1} or {φ2}: if it comes from a row of the form (m, 0), since m is
not replaced by a function in Q1, then only one function in the pair is kept and the other one is
discarded; if the row is (0, p), then p is in P2 and the same argument applies. On the other hand,
f({ψ1, ψ2}) is {ψ1, ψ2}, because this time both functions in the pair appears as coordinates of
M · r(V ).
This implies that |f2(H ′)| = |f2(H)|+ 1, hence dimM · V̌ ≥ |f2(H ′)| > |f2(H)|, a contradic-
tion.
Case Q2 = 0. We claim that in this case there is a multiplicative dependency among the
multiplicative coordinates of V , against the hypothesis that V is absolutely free.
Since V is absolutely free, we can choose an algebraically independent set B of coordinates
of V containing at least one additive coordinate. Moreover, since V is perfectly rotund, at least
one multiplicative coordinate must not be in B. Let wq = ρqθ
q
be this function.
By hypothesis, wq is algebraic over B∪cE(c). Since V is absolutely free, wq is not a constant
function; in particular, there must some elements ψ ∈ B such that wq is interalgebraic with ψ
over B \ {ψ} ∪ c.
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If there is one such ψ of the form ψ = m·z = m·x+m·y for somem, then, by lemma 3.21, each
of the functions ρq and θ
q
is algebraically independent from (r(B)\{m ·y})∪cE(c) and also from
(r(B)\{m ·x})∪cE(c). Since we are in the case P1 = Q1 = Q2 = 0, either f2(B) ⊂ r(B)\{m ·x}
or f2(B) ⊂ r(B) \ {m · y}; moreover, f2({ρq, θ
q}) contains exactly one of ρq and θq. But this
implies that f2({ρq, θ
q}) is algebraically independent over f2(B)∪ cE(c), hence there is an extra
coordinate function on M · r(V ). Therefore, dimM · V̌ > f2(B) = n, a contradiction.
Let us suppose instead that all the possible ψ’s are of the form ψ = ρmθ
m
. If ρq is algebraically
dependent on (r(B) \ {θm}) ∪ cE(c) for all the possible ψ’s, then actually ρq ∈ acl({ρm : ρm ∈
r(B)} ∪ cE(c)), and in particular it is contained in acl({|z| : z ∈ B} ∪ cE(c)}. By lemma 3.20,
there is a multiplicative relation in B over the constants, against the hypothesis of absolute
freeness of V ; hence, one of the possible ψ’s is such that ρq is algebraically independent from





that the function θ
q
is algebraically independent from (r(B) \ {ρm
′
}) ∪ cE(c).
Moreover, again by lemma 3.21, for all the possible ψ = ρmθ
m
, ρq is algebraically independent
from (r(B) \ {ρm}) ∪ cE(c) and θq is algebraically independent from (r(B) \ {θm}) ∪ cE(c).
Let us distinguish the two cases. If q is a row of M1, then there is a function ρmθ
m
such
that ρq is algebraically independent from (r(B) \ {θm}) ∪ cE(c); moreover, ρq is algebraically
independent from (r(B) \ {ρm}) ∪ cE(c) as well. As before, f2(B) ⊂ r(B) contains exactly
one function in {ρm, θm}; therefore, ρq is algebraically independent from f2(B) ∪ cE(c). But
f2({ρq}) = {ρq}, since q is in M1; therefore, as before, dimM · V̌ > f2(B) = n, a contradiction.





from (r(B) \ {ρm}) ∪ cE(c) and from (r(B) \ {θm}) ∪ cE(c). This time, f2({θ
q}) = {θq},
since q is in P1, and it is algebraically independent over f2(B) ∪ cE(c); therefore, as before,
dimM · V̌ > f2(B) = n.
The only remaining case is rankQ2 = n. Since in this case P1 = 0, each row of Q2 is Q-linearly
dependent on the rows of M1. Therefore, rankM1 = n and rankM = 2n, as desired.
Proposition 3.23. If dimM · V̌ = rankM , and some function in S is not one-dimensional,
then all the functions in S are two-dimensional. In particular, k1 = 0 and f2(H) = ∅.
Proof. Let us suppose that we have both kind of functions. By construction, this implies that
there are some rows (m, q) in M such that one of m are q are zero, and some where both m and
q are not zero. Note that S is pure.
If (m, 0) is a row of M (or (0, p)), then by construction exactly one of the functions m · x, ρm
(resp. p · y, θp) is in S. Let ψ be the one not contained in S. We claim that ψ is contained in the
algebraic closure of all the one-dimensional functions in S, in other words in acl(f2(H)∪ cE(c)).
Indeed, since ψ ∈ acl(S ∪ cE(c)), but it is not constant by absolute freeness, there must be
at least one function χ ∈ S such that ψ is interalgebraic with χ over (S \ {χ})∪ cE(c). But this
implies that r(ψ) is interalgebraic with r(χ) over r(S \ {χ}); in particular, χ is one-dimensional
too. Applying this argument to all the possible χ’s we obtain our claim.
However, this implies that if M ′ is the submatrix of M of all the rows (m, q) of M such that
one of m and q is zero, we have that dimM ′ · V̌ = rankM ′. But all the coordinate functions are
one-dimensional on M ′ · V̌ , hence, by proposition 3.22, we have rankM ′ = 2n. This implies that
all the functions in S are one-dimensional, a contradiction.
Therefore, all the functions in S are two-dimensional.
And then the last observation.
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Proposition 3.24. If dimM · V̌ = rankM , and all the functions in S are two-dimensional, then





where N,Q are two matrices inMn,n(Z) of maximum rank.
Proof. Since the functions in S are all two-dimensional, there is no function in f2(H), hence the











are some matrices inMk,n(Z) of the same rank k.







Obviously, rankM ′ = 2k.
Clearly, there is a surjective algebraic mapM ′ ·V̌ →M ·V̌ which is a bijection when restricted
to the realisationsM ′·r(V )→M ·r(V ). Since the coordinates ofM ′·r(V ) are all one-dimensional,
and the dimension of M ′ · r(V ) as a semialgebraic variety is equal to the dimension of M · r(V ),
i.e., 2k, then the dimension of M ′ · V̌ is 2k.
But this means that dimM ′ · V = rankM ′, and by proposition 3.22, rankM ′ = 2k = 2n.
Therefore, k = n, and we are done.
This ends the proof of theorem 3.8.
Proof of theorem 3.8. By Propositions 3.10, 3.9 and 3.17, V̌ is absolutely free, absolutely irre-
ducible and rotund.
Let A ·M be the matrix obtained in proposition 3.15. By proposition 3.23, the coordinate
functions of A ·M · r(V ) are either one-dimensional or two dimensional. In the former case, by
proposition 3.22 A ·M is invertible, and thus M is invertible two.
In the latter case, by proposition 3.24 the matrix A ·M has the desired form, and thus M
has the desired form too.
3.4 Solutions and roots on the G-restrictions
We produce here an alternative version of proposition 2.18 useful to work with dense sets of real
generic solutions. In order to do this, we produce a suitable generalisation taking into accounts
the G-restrictions. First of all, we introduce some other technical definitions.
Definition 3.25. An open subsystem of R(V ) is a collection of subsets U := {U(W )}W∈R(V )
such that U(W ) ⊂W is open in W w.r.t. the order topology.
We extend the usual set-theoretic operations to the open subfamilies: the union of two or
more open subfamilies is the subfamily of the union of the respective open sets, one subfamily
U is contained in another U ′ if for each W ∈ R(V ) we have U(W ) ⊂ U ′(W ), etc. etc.
Note that an open subsystem is essentially an open set of
∏
W∈R(V )W equipped with the
product topology, with the only difference that we may have open subsystems where some U(W )
is empty.
A trivial, but important observation is the following.
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Proposition 3.26. Suppose that the order topology on R is separable. If U is an open subsystem
of R(V ), and U =
⋃
j∈J Uj, where each Uj is an open subsystem of R(V ), then there is a countable
J0 ⊂ J such that U =
⋃
j∈J0 Uj.
Proof. We have U(W ) =
⋃
j∈J Uj(W ) for each W ∈ R(W ). By separability, for each W , there is
a countable JW ⊂ J such that U(W ) =
⋃
j∈JW Uj(W ). The set J0 =
⋃
W∈R(V ) JW is countable,
and it clearly satisfies U =
⋃
j∈J0 Uj .
Definition 3.27. A family R(V ), for V̌ E-defined over c, is densely solved in KE w.r.t. an open
subfamily U if for all W ∈ R(V ) there is an infinite set of solutions of W really algebraically
independent over acl(cE(c)) which is dense in U(W ) w.r.t. the order topology.
We say that R(V ) is densely solved in KE if it is densely solved w.r.t. the trivial open
subfamily R(V ).
As with the definition of completely solved, this definition does not depend on c. Indeed, if we
use another d, by proposition 2.3 a set of algebraically independent points remains algebraically
independent when passing from c to d, up to removing a finite set of points. As there are no
isolated points in any of the varieties W ∈ R(V ), thanks to the irreducibility of each W , the set
of solutions remains dense after removing a finite set.
Proposition 3.28. If W ∈ R(V ), then W̌ ∈ R(V̌ ).
Proof. There are p, q ∈ Z× such that q ·W = p · V . Taking the realisation we obtain q · r(W ) =
p · r(V ); taking the Zariski closure, q · W̌ = p · V̌ .
The following is the ‘right’ version of proposition 2.18 for densely solved families.
Proposition 3.29. Let V ⊂ Gn be a rotund variety and KE such that σ ◦ E = E ◦ σ. Let
N,Q ∈ Mn,n(Z) be two square integer matrix of maximum rank, z ∈ dom(E)n, and X :=(
N Q
)
· V̌ ⊕ 〈z;E(z)〉.
If dimX = dimV , then there exists an open subfamily U of R(X) such that R(V ) is densely
solved if and only if R(X) is densely solved w.r.t. U .
Proof. For each W ∈ R(V ) we have W̌ ∈ R(V̌ ); in particular, there are p, q ∈ Z× such that
M · W̌ ⊕ 〈pq z;E(
p





For brevity, let ψW : W → Y be the map










Let Ñ , Q̃ be two integer matrices such that Ñ · N = Q̃ · Q = k · Id for some k ∈ N×. We
















Seen as maps between r(W ) and r(Y ), both are semi-algebraic map. We claim that ψW is
finite-to-one onto its image. Indeed, if ψW (P ) is a point in the image, then
ψ̃W (ψW (P )) = k · r(P ) = r(k · P ).
Since there are finitely many points P ′ such that k · P ′ = k · P , and r is injective, the map ψW
is finite-to-one.
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This implies that o−dim(ψW (W )) = o−dim(Y ), where by “o−dim” we denote the o-minimal
dimension over R. In particular, by o-minimality there is an open subset UY of Y such that
UY ⊂ ψW (W ) and
o−dim(ψW (W ) \ UY ) < o−dim(ψW (W )).
In particular, since ψW is finite-to-one, ψ−1W (UY ) is an open subset of V such that
o−dim(W \ ψ−1W (UY )) < o−dim(W ).
For each Y , we have selected an open subset UY , and for the remaining varieties in R(X),
we take the empty set; this defines an open subsystem that we call U . We claim that U is the
desired open subsystem of R(V ).
From now on, let c be a defining tuple for V̌ containing r(〈z;E(z)〉). In particular, c also
defines both V and X.
The left-to-right direction is clear: since ψW is continuous, algebraic, defined over c, and finite-
to-one, it sends really algebraically independent dense sets to really algebraically independent
sets dense in the image; in particular, the image of the solutions inW through ψW will be a really
algebraically independent set which is dense w.r.t. UY . As the family U is composed exactly by
the UY ’s, the conclusion follows.
For the right-to-left we proceed as above. The map ψ̃W , for P ∈ UY , is such that ψ̃W ◦ ψW
is exactly k · Id. Hence it is a finite-to-one algebraic continuous map, so as above it preserves
really algebraically independent dense sets over c.
In particular, if there is a dense set of really algebraically independent points in UY , then there
is a corresponding dense set of really algebraically independent points in ψ̃W (UY ). However, this
set is exactly k·ψ−1W (UY ). Since ψ
−1
W (UY ) has complement of o-minimal dimension strictly smaller
than W , and locally around each point the dimension of W is always o−dim(W ) = 2 · dim(W ),
we have that ψ−1W (UY ) is dense in W ; hence, its multiple k · ψ
−1
W (UY ) is dense in k ·W .
In particular, the image of the solutions through ψ̃W is dense in k ·W . But for all W ∈ R(V )
there is a W ′ such that k ·W ′ = W ; therefore, if all the open sets in the family U contains a
dense set of really algebraically independent solutions, the same is true for all the varieties in
R(V ).
3.5 Preserving (CCP) after many iterations II
As in proposition 2.19, we want to show that the basic operations can be iterated as many times
as we want while preserving (SP), (STD) and (CCP).
Let K be a saturated algebraically closed field of characteristic 0 equipped with an involution
σ such that the topology of R = Kσ is separable.
Let (KEj )j≤α be a sequence of partial E-fields over K, with σ ◦ E0 = E0 ◦ σ, such that:
• for all j < α, Kj+1Ej+1 is an extension of KEj obtained by one of the basic operations r-
domain, r-image, r-roots;
• for all j ≤ α limit ordinal, Ej by Ej =
⋃
k<j Ej .
Is is easy to verify that similarly to corollary 2.9, some important properties are carried from
KE0 to KEα .
Proposition 3.30. If KE ⊂ KE′ is an extension produced by one of the operations r-domain,
r-image, r-sol, r-roots, then KE′ is well-defined, and it is a partial E-field with σ◦E′ = E′◦σ.
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Proof. The property σ ◦ E = E ◦ σ is clearly preserved, since the operation are defined such in
a way that the requirements of proposition 3.1 are verified. Moreover, the operations are just
compositions of special cases of the operations of the previous chapter, hence the result is a
well-defined partial E-field by proposition 2.6 (we are using the fact that when V is absolutely
free rotund, then V̌ is absolutely free rotund by proposition 3.10).
Proposition 3.31. If KE ⊂ LE′ is an extension produced by one of the operations r-domain,
r-image, r-sol, r-roots, and KE has full kernel, then the extension is kernel preserving.
Proof. This is a corollary of proposition 2.7, again by using the fact that V̌ is absolutely free
rotund.
Proposition 3.32. If KE ⊂ LE′ is an extension produced by one of the operations r-domain,
r-image, r-sol, r-roots, then the extension is strong.
Proof. Again, this is a corollary of proposition 2.8 by the properties of V̌ .
In particular, this is true after arbitrary many iterations.
Corollary 3.33. If KE0 satisfies (SP), or (STD), then KEα satisfies (SP), resp. (STD).
Some substantial changes are required for (CCP), but the idea is not much different. We
exploit the density of the solutions to show that the generic solutions of perfectly rotund varieties
must appear on cofinal countable sets, and therefore, by induction, they are countable.
Proposition 3.34. If KE0 satisfies (CCP), then KEα satisfies (CCP).
Proof. Let Dj be the domain dom(Ej). For all j < α there is a finite or countable set Bj such
that Dj+1 = spanQ(Dj∪Bj). By lemma 2.11, ifKEj satisfies (CCP), thenKEj+1 satisfies (CCP).
We claim that the induction works also at limit ordinals.
Let j be a limit ordinal such that for all k < j, KEk satisfies (CCP). By proposition 2.10,
in order to prove (CCP) for KEj it is sufficient to verify that for any perfectly rotund variety
E-defined over Dj , the number of generic solutions is at most countable. We may restrict to
absolutely irreducible varieties by taking them defined over acl(DjE(Dj)).
Let X(c) ⊂ Gn be a perfectly rotund variety with cE(c) ⊂ acl(DjE(Dj)). First of all, there
must be a minimum m < j such that cE(c) ⊂ acl(Dm, E(Dm)). Since KEm has (CCP) by
inductive hypothesis, it is sufficient to count how many generic solutions of X(c) are contained
in Dnj \Dnm.
If x ∈ Dnj \Dnm is a generic solution of X(c) in KEj , then there is a smallest m ≤ k < j such
that x ∈ Dnk+1 \Dnk . Let Λ be the set of such k’s. We claim that Λ has countable cofinality. This
implies that the the generic solutions of X(c) in KEα are a countable union of solutions contained
in KEk+1 , for k running in a countable cofinal subset of Λ. Since (CCP) holds in KEk+1 , the
number of solutions in each KEk+1 is countable, hence their union is still countable.This shows
that KEj satisfies (CCP), and by induction up to j = α, KEα too.
Let x be a new generic solution of X(c) contained in Dk+1 \ Dk. Since the operations r-
domain and r-image are just chains of domain and image operations, the same argument in
the proof of proposition 2.19 applies: the extension is not produced by one of those operations.
As before, we are left with the case of the operation r-roots. Let F be the field generated
by Dk, E(Dk). By hypothesis, cE(c) ⊂ acl(F ).
r-roots. This operation is a sequence of multiple applications of r-sol. Let us suppose
that the solution x appears when we add the point 〈α;β〉 ∈ V̌ to the graph of the exponential
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function, for some simple variety V ⊂ Gm. Let D be the domain of the exponential function
before adding the point 〈α;β〉, and let D′ := spanQ(D ∪ α) be the domain after. The vector
x must be of the form z + M · α, for some matrix M ∈ Mn,2m(Q) \ {0}, and z ∈ D. Let
F := Q(D,Eα(D)).
For now, let us assume that M is an integer matrix.
Under the above assumptions, tr.deg.F (α,Eα(α)) = dim V̌ = 2m. Moreover, for any matrix
P we have tr.deg.F (P · α,Eα(P · α)) ≥ rankP .
Now, let N be an invertible matrix with integer coefficients such that the first rows of N ·M
forms a matrix Q of maximum rank equal to rankM , and that the remaining rows are zero.
Clearly, the point 〈N · z+N ·M ·α;Eα(N · z+N ·M ·α)〉 is generic for N ·X(c), which is again
a simple variety.
Let N · z = z′z′′, where z′ is formed by the first rankM coordinates and z′′ by the remaining
(n − rankM) ones. Let us suppose that n > rankM . By simpleness of N · X(c), we have
tr.deg.cEα(c)(z
′′, Eα(z
′′)) > (n− rankM).
In particular, we also have tr.deg.cEα(c),〈z′′;Eα(z′′)〉(z
′ + Q · α,Eα(z′ + Q · α)) < rankM .
However, this contradicts the fact that tr.deg.F (Q · α,Q · Eα(α)) ≥ rankQ = rankM . This
implies that n = rankM .
The resulting situation is that 〈z + M · α;Eα(z + M · α)〉 is a generic point of X(c) over
F , while it is also a generic point of M · V̌ ⊕ 〈z;Eα(z)〉 over F . This immediately implies the
equality M · V̌ ⊕ 〈z;Eα(z)〉 = X.
In particular, we also have
tr.deg.F (z +M · α,Eα(z +M · α)) = tr.deg.F (M · α,Eα(M · α)) = rankM.




, with both N and Q
invertible of rank n = m. In the former case, the above equality would imply that V̌ is simple,
a contradiction. Hence, M must be of the latter form, and V must be perfectly rotund.
In particular, dimV = dimX, so by proposition 3.29 there is an open subfamily UV,M,z such
that R(V ) is densely solved if and only if R(X) is densely solved w.r.t. UV,M,z.
If M is not an integer matrix, let l be an integer such that l ·M is an integer matrix; the
above argument applied to l ·M , l · z and l ·X implies that R(V ) is densely solved if and only
if R(l · X) is densely solved w.r.t. UV,l·M,l·z. As R(l · X) = R(X), this is just like the above
conclusion.
Now, for each of the varieties such that the above situation happens, i.e., for each λ ∈ Λ, we
choose, among the possibilities found above, one matrix M and one vector z such that R(Vλ) is
densely solved if and only if R(X) is densely solved w.r.t. the family Uλ := UVλ,M,z.
By proposition 3.26, we can extract an at most countable subset Λ0 ⊂ Λ such that for each
Y ∈ R(X), the union
⋃
λ∈Λ Uλ(Y ) is equal to
⋃
λ∈Λ0 Uλ(Y ). We claim that Λ0 is cofinal in Λ.
Indeed, let us take a variety Vλ with λ ∈ Λ, and let us suppose by contradiction that λ > λ0
for all λ0 ∈ Λ0. We know that R(Vλ) is densely solved if and only if R(X) is densely solved
w.r.t. Uλ. We claim that R(X) is already densely solved w.r.t. Uλ before applying the step λ.
Indeed, fix a variety Y ∈ R(X) and consider the open subset U := Uλ(Y ). By construction,
U =
⋃
λ0∈Λ0 Uλ0(Y ). In particular, U contains a dense set of really algebraically independent set
of solutions in Dnλ if and only if each open set Uλ0(Y ) does. On the other hand, each Uλ0(Y )
does contain such a set, since by definition of Uλ0 , R(X) is densely solved w.r.t. Uλ0 if and only
if R(Vλ0) is densely solved; but since we have applied r-roots to Vλ0 at the step λ0, this is true
in Dnλ0+1 ⊂ D
n
λ .
Therefore, U contains a dense set of really algebraically independent set of solutions in Dnλ .
Thus, R(Vλ) is densely solved at the step λ; this implies that the r-roots operation on Vλ is
actually void, so X does not get new solutions, hence λ /∈ Λ, a contradiction.
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In particular, Λ0 is countable and cofinal in Λ. Since the set of the generic solutions of X(c)
contained in KEj is the union of the solutions contained in KEλ for λ ∈ Λ, by cofinality of Λ0,
this is just the union of the solutions contained in KEλ0 for λ0 ∈ Λ0. But this is an at most
countable union of countable sets, hence X(c) has at most countably many generic solutions in
KEj . By induction, (CCP) holds in KEα .
As before, we can show that there is a procedure to construct Zilber fields on K such that
σ ◦ E = E ◦ σ.
Let us enumerate the elements of K as {αj}j<|F| and all the absolutely free rotund varieties
as {Vj}j<|K|. We define a sequence of exponential functions {Ej}j≤|F| in the following way. At
the base step, we define E0(pqω) := ζ
p
q , where ω is an imaginary transcendental number, and (ζq)
is a coherent system of roots of unity. It is easy to see that σ ◦ E0 = E0 ◦ σ. We go on in the
following way.
1. if j = k + 1,
(a) apply r-domain to αk to obtain E′ from Ek;
(b) if αk 6= 0, apply r-image to αk to obtain E′′ from E′;
(c) if Vk is E-defined over a finite c, apply r-domain to the elements of c, then if K is
uncountable, apply r-roots to Vk,Vk(c), otherwise apply r-sol to Vk(c), and obtain
Ej from E′′;
2. if j is a limit ordinal, define Ej :=
⋃
k<j Ek.
By proposition 3.7, all the above operations are always possible.
Corollary 3.35. The resulting KE|K| is a Zilber field with σ◦E|K| = E|K|◦σ; if K is uncountable,
it also satisfies (DEN).
Proof. The startingKE0 satisfies (SP), (STD) and (CCP). By corollary 3.33 and proposition 3.34,
all the partial E-fields KEj satisfy (SP), (STD) and (CCP), and σ ◦ Ej = Ej = σ. Clearly, the
final E|K| is defined everywhere, and it is surjective, and by the application of either r-sol or
r-roots on all perfectly rotund varieties, (SEC) is satisfied as well. Moreover, if K is countable,
we have applied r-roots to all perfectly rotund varieties, hence (DEN) is satisfied as well.
Therefore, KE|K| is a Zilber field, satisfying (DEN) if K is uncountable, with σ ◦ E|K| =
E|K| ◦ σ.
And here is the proof of our main theorem.
Theorem 3.36. The Zilber field BE of cardinality 2ℵ0 has an involution whose fixed field is
isomorphic to R with ker(E) = 2πiZ.
Moreover, any separable real closed field of infinite transcendence degree occurs as the fixed
field of a Zilber field of the same cardinality; in particular, every Zilber field of cardinality up to
2ℵ0 has an involution.
Proof. Given any separable real closed field of infinite transcendence degree R, and in particular
R, it is sufficient to apply the above construction to the algebraic closure R and the unique
non-trivial automorphism of R/R.
In particular, in the case of R = R, we can also fix the kernel at the starting step to be
ωZ = 2πiZ.
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Remark 3.37. Our construction is potentially abundant for two reasons. First, we add “real
generic” solutions to rotund varieties, and it is not clear if a Zilber field with an involution is
forced to satisfy this condition.
Moreover, in the operation r-roots we check if the family R(V ) is densely solved before
proceeding. Actually, it would be sufficient to check if R(V ) is completely solved, without
looking at density. This would open the possibility for involutions where the sets of the solutions
are not always dense, but it is unclear what could happen in this situation.
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Chapter 4
Other exponential fields
With the same approach used for constructing Zilber fields, we are free to create other kind of
structures with different properties. We describe here a few possibilities that may be of interest.
4.1 Continuous and order-preserving exponential functions
One of the shortcomings of our construction is that the exponential function is not continuous
with respect to the order topology, neither is order-preserving on the real closed field R. This
is due to some difficulties with (SEC), because systems of equations could become incompatible
once one add restrictions about the ordering, and with (CCP), since it requires to use dense sets
of solutions.
We can still build exponential fields where E is continuous, or order-preserving, by dropping
(SEC). These examples make evident where our technique fails in producing continuous and
order-preserving exponential functions.
We present first an example construction where E is increasing, at the price of dropping the
axiom (SEC) from the final structure. Not everything is lost, however, as we manage to verify a
partial instance of (SEC) which we call “(1-SEC)”.
The following axiom is the special instance of (SEC) we manage to verify.
(1-SEC) 1-dimensional Strong Exponential-algebraic Closure: for every absolutely free rotund vari-
ety V ⊂ G1 irreducible over K, and every tuple c ∈ K<ω such that V is E-defined over c,
there is a generic solution of V (c).
It is known that if Schanuel’s Conjecture is true, then (1-SEC) holds on Cexp at least for varieties
over Q [Mar06] (see section 1.8.1). It is not known if Schanuel’s Conjecture implies also (SEC)
on Cexp.
The construction, with some adaptation, yields the following.
Theorem 4.1. For all saturated algebraically closed fields K of characteristic 0 there is a func-
tion E : K → K× and an involution σ commuting with E such that KE satisfies (E), (LOG),
(STD), (SP), (1-SEC) and (CCP), and EKσ is a monotone function.
This result appears in [Man11b]. The construction is again a refinement of the original one.
o-domain We start with an α ∈ K. If α ∈ dom(E), we define E′ := E, otherwise we do the
following.
We choose two elements β ∈ R>0, γ ∈ S1(R) algebraically independent over F∪{<(α),=(α)},
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with the property that for each ε ∈ dom(E) ∩ R, ε < <(α) if and only if E(ε) < β, the
positive roots β1/q, and an arbitrary system of roots γ1/q.
We define then E′(z + pq<(α) + i
p′
q′=(α)) := E(z) · β
p/q · γp′/q′ for all z ∈ dom(E) and
p, p′ ∈ Z, q, q′ ∈ N×.
o-image We start with a β ∈ K given as data to the operation. If β ∈ im(E), we define
E′ := E, otherwise we do the following.
We choose two elements α ∈ R, δ ∈ iR algebraically independent over α ∈ F ∪ {|β|,Θ(β)},
with the property that for each ε ∈ dom(E) ∩ R, ε < α if and only if E(ε) < |β|, and an
arbitrary coherent system of roots β1/q.
We define then E′(z+ pqα+
p′
q′ δ) := E(z) · |β
p/q| ·Θ(βp′/q′) for all z ∈ D and p, p′ ∈ Z, q, q′ ∈
N×.
o-sol We start with a perfectly rotund variety V (c) ⊂ G1, where c is closed under σ.
We choose a point ((α1, β1), (α2, β2)) ∈ r(V ) generic over F (c) for V̌ , with the property
that for each ε ∈ dom(E) ∩R, ε < α1 if and only if E(ε) < β1.











:= E(z) · βp1/q11 · β
p2/q2
2 .
o-roots We start with a perfectly rotund variety V (c) ⊂ Gn, where c is a subset of K closed
under σ.
Consider an enumeration (Wm(dm))m<ω of R(V ), where dm is a finite subset of acl(cE(c))
over which W is defined.
If Wm(dm) has infinitely many algebraically independent solutions, we proceed to the next
one, otherwise we apply o-sol to W (dm) for k = 0, 1, · · · < ω. The final exponential
function we have just obtained is our E′.
The above operations are doable when the ordered field R is sufficiently saturated.
Proposition 4.2. If R is |dom(E)|+-saturated, the parameters involved have cardinality at most
|dom(E)|, and the function E restricted to R is increasing, then the operations o-domain,
o-image, o-sol and o-roots are applicable. Moreover, if the resulting field is KE′ , then
|dom(E)| = |dom(E′)|, hence R is still |dom(E′)|+-saturated, and E′ restricted to R is in-
creasing.
Proof. It is clear that o-domain and o-image are doable if the ordered field is |dom(E)|+-
saturated: provided that ER is increasing, the existence of α, resp. of β, is guaranteed by the
fact that its desired type is defined over |dom(E)| and is finitely satisfiable.
For o-sol, saturation is needed again. Let V ⊂ Gn be the absolutely free rotund variety
involved. Let us fix x1, . . . , xn points in dom(E). We claim that there is a transcendental point
(z, w) ∈ V such that for some 1 ≤ j < n, xj < <(z) < xj+1 and f(xj) < |w| < f(xj+1).
The set B :=
⋃n
j=0{(x,w) : xj ≤ x ≤ xj+1, f(xj) ≤ w ≤ f(xj+1)}, where we assume
x0 = −∞ and xn+1 = +∞, definably disconnects the upper half plane. The image of z on V is
K minus finitely many points, and the image of w is K× minus finitely many points; hence, the
image of <(z) is the whole line R, and the image of |w| is R×. Moreover, the image of (<(z), |w|)
must be definably connected, and is an open set. This implies that B disconnects the image of
(<(z), |w|).




· r(V ) is 2; we can verify also that




· r(V ) is actually finite-to-one (see lemma 4.3). Since r(V ) remains
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connected after removing a finite set of points, the same is true for the image of (<(z), |w|). In
particular, since B disconnects the image of (<(z), |w|), they can only intersect in the interior of
B, but this implies that the intersection contains an open set. Therefore, there are transcendental
points in the intersection.
This implies that the partial type we need to realise is finitely satisfiable; by saturation, there
exists a realisation in K.
The operation o-roots is then applicable by the the applicability of o-sol.
It is clear that |dom(E)| = |dom(E′)|, and that the extension remains an increasing function.
Lemma 4.3. Given an affine algebraic curve C and two non-constant algebraic functions z, w
regular at all the points of C, the map P 7→ (<(z(P )), |w(P )|) is finite-to-one.
Proof. lemma 3.21 already proves that the map is generically finite-to-one, as the functions <(z)
and |w| are algebraically independent.
As the above map is definable in the language of real closed fields, if it is not finite to one,
there should be a semi-algebraic connected curve S such that for all P ∈ S, <(z(P )) = x and
|w(P )| = ρ for some fixed x, ρ. Let us take P ∈ S non-singular and such that z is not ramified
at P ; in this case, zP := z− z(P ) is a local parameter at P . The expansion given of the function
w in terms of zP around any given P ∈ S is therefore of the form
w = a+ bzkP +O(z
k+1
P ),
with at least b 6= 0. This shows that if =(zP ) varies around 0, then |w| must vary; hence, it must
be constant. But then z is constant on the intersection of S with an open neighbourhood of P ,
hence on an infinite set, a contradiction.
Note that the operations are special cases of r-domain, r-image, r-sol, and r-roots, so
the preservation of (SP), (STD) and (CCP) is trivial.
Proposition 4.4. If KE ⊂ KE′ is an extension produced by one of the operations o-domain,
o-image, o-sol, o-roots, then KE′ is a partial E-field with σ ◦ E′ = E′ ◦ σ. Moreover, the
extension is strong and order-preserving; if (SP), (STD) and (CCP) hold in KE, then they hold
in KE′ .
Proof. This is a direct consequence of propositions 3.30, 3.31, 3.32.
However, a major difference is about (CCP) after multiple iterations. Again, let (KEj )j≤α
be a sequence of partial E-fields over K, with σ ◦E0 = E0 ◦σ, whose fixed field R is α-saturated,
and α is a cardinal, such that:
• for all j < α, Kj+1Ej+1 is an extension of KEj obtained by one of the basic operations o-
domain, o-image, o-roots;
• for all j ≤ α limit ordinal, Ej by Ej =
⋃
k<j Ej .
We can transfer easily (SP) and (STD) from KE0 to KEα , and for (CCP) we need an argument
similar to the one of corollary 2.12.
Let us introduce an intermediate definition between Definitions 2.14 and 3.27.
Definition 4.5. A family R(V ), with c E-defining V̌ , is really completely solved in KE if for
all W ∈ R(V ) there is an infinite set of solutions of W really algebraically independent over
acl(cE(c)).
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The following stronger version of theorem 3.8 holds.
Proposition 4.6. Let V ⊂ G1 be a simple variety. If M ∈M1,2(Z) is such that dimM · V̌ = 1,





for some integer k ∈ Z. In particular, the induced map V →M · V̌ is surjective.
Proof. It is sufficient to prove the statement on R; since by the work of [Zil05b] the simple
varieties are first-order definable, the statement is a conjunction of first-order formulas, one for
each matrix M ∈M1,2(Z), so it transfers to all real closed fields.




for some non-zero integers a, b, and
dimV = 1.
This means that locally the functions x + iy and ax + iby are holomorphic functions of ρθ
and ρaθb respectively. In particular, (x+ i bay) is locally a holomorphic function of ρθ
b/a. By the

















This implies a2 = b2, i.e., a = ±b.
In other words, M · V̌ is either k · V or σ(k · V ) for some integer k. This implies that the
induced function V →M · V̌ is actually either V → k · V or V → k · V → σ(k · V ), and both are
clearly surjective.
Using surjectivity, we can repeat the proofs of Propositions 2.18 and 3.29 to obtain the
following stronger result.
Proposition 4.7. Let V ⊂ Gn be a rotund variety and KE a partial E-field such that σ ◦ E =





· V̌ ⊕ 〈z;E(z)〉.






q z)〉 for some p, q ∈ Z
×.
If for all W the induced map W → YW is surjective, then R(V ) is really completely solved if and
only if R(X) is.
Hence, the proof is much more similar to the one of corollary 2.12.
Proposition 4.8. If KE0 satisfies (SP), (STD) or (CCP), then KEα satisfies resp. (SP), (STD)
or (CCP).
Proof. The properties (SP) and (STD) are trivial by the above arguments. For (CCP), the proof
is the same as the one of corollary 2.12, except that we replace the use of proposition 2.18 with
proposition 4.7.
Again, we can easily construct the fields of theorem 4.1 with an inductive procedure.
Let us consider a real closed field R which is |K|-saturated, and let L be its algebraic closure
and σ the unique non-trivial automorphism of L/R.
We define a sequence of partial E-fields {K(j)Ej }j≤|K| in the following way. At the base step,
we define E0(pqω) := ζ
p
q , where ω is an imaginary transcendental number, (ζq) is a coherent
system of roots of unity, and K(0) = Q. It is easy to see that σ ◦ E0 = E0 ◦ σ, and that the
restriction to R is increasing (it is the trivial exponential function). We go on in the following
way.
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1. if j = k + 1,
(a) temporary extend K(k) to L;
(b) apply o-domain to all the elements of K(k) to obtain E′ from Ek;
(c) apply o-image to all the elements of K(k)(dom(E′)) to obtain E′′ from E′;
(d) apply o-roots to all the perfectly rotund varieties of dimension 1 defined over
K(k)(dom(E′′), im(E′′)) to obtain Ej from E′′;
(e) define K(j) as K(k)(dom(Ej), im(Ej));
2. if j is a limit ordinal, define Ej :=
⋃





Proof of theorem 4.1. Clearly, each intermediate exponential function has domain of cardinality
less than |L|; hence, by proposition 4.2, the operations can be always applied. Note also that
each intermediate field is closed under σ, hence σ restricts to an involution of the intermediate
field. By proposition 4.8, the result satisfies (SP), (STD) and (CCP); moreover, by construction,
it clearly satisfies (E), (LOG) and (1-SEC). Its cardinality is exactly |K|, hence we can identify
K(|K|) with K.
Note that since the resultingKE is an E-field satisfying (STD), (SP) and (CCP), by corollary 2.22
it embeds into a Zilber field.
If we drop also (1-SEC), then it is easy to produce a continuous function E.
Theorem 4.9. For all saturated algebraically closed fields K of characteristic 0 there is a func-
tion E : K → K× and an involution σ commuting with E such that KE satisfies (E), (LOG),
(STD), (SP), and (CCP), and E is a continuous function with respect to the topology induced
by σ.
This result is also mentioned in [Man11b].
In this case, we do not use the operations sol and roots any more. The only operations
we need to define are ‘c-domain’ and ‘c-image’: we make sure at once that E : R → R is
monotone and that E : [0, ω)→ S1(K) is locally increasing. In other words, we require that for
any iα ∈ dom(E)∩ iR, if we consider S1(K) as ordered anticlockwise starting at E(iα), then the
map E restricted to i · [α, α+ ω) is order-preserving.
Let us suppose that KE is a partial E-field with an involution σ, with kernel iωZ, where
ω ∈ R>0, and such that E(i 1qω) is decreasing for q ≥ 1 for the anticlockwise order on S
1(K)
starting at 1.
c-domain We start with an α ∈ K. If α ∈ dom(E), we define E′ := E, otherwise we do the
following.
We choose two elements β ∈ R>0, γ ∈ S1(R) algebraically independent over F∪{<(α),=(α)},
with the property that for each ε ∈ dom(E) ∩ R, ε < <(α) if and only if E(ε) < β, and
for each iη ∈ dom(E) ∩ i · [=(α) − ω2 ,=(α) +
ω
2 ), η < =(α) if and only if E(η) < γ in the
anticlockwise order on S1(K) starting at γ · E(ω2 ).
Fix the positive roots β1/q, and if there exist iη ∈ dom(E) ∩ i · (=(α)− ω2 ,=(α)), fix γ
1/q
to be the unique q-th root of γ contained in the shortest arc determined by E( 1q iη) and
E( 1q i(η+
ω
2 )). Otherwise, fix by induction γ
1/(q+1) to be the unique q-th root of γ contained
in the anticlockwise arc from 1 to γ1/q.
We define then E′(z + pq<(α) + i
p′
q′=(α)) := E(z) · β
p/q · γp′/q′ for all z ∈ dom(E) and
p, p′ ∈ Z, q, q′ ∈ N×.
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c-image We start with a β ∈ K given as data to the operation. If β ∈ im(E), we define
E′ := E, otherwise we do the following.
We choose two elements α ∈ R, iδ ∈ iR algebraically independent over F ∪ {|β|,Θ(β)},
with the property that for each ε ∈ dom(E) ∩ R, ε < α if and only if E(ε) < |β|, and for
each iη ∈ dom(E)∩ i · [δ− ω2 , δ+
ω
2 ), η < δ if and only if E(η) < Θ(β) in the anticlockwise
order on S1(K) starting at Θ(β) · E(ω2 ).
If there exist iη ∈ dom(E) ∩ i · (δ − ω2 , δ), fix Θ(β)
1/q to be the unique q-th root of Θ(β)




2 )). Otherwise, fix by
induction Θ(β)1/(q+1) to be the unique q-th root of Θ(β) contained in the anticlockwise
arc from 1 to Θ(β)1/q.
We define then E′(z+ pqα+
p′
q′ δ) := E(z) · |β
p/q| ·Θ(β)p′/q′ for all z ∈ D and p, p′ ∈ Z, q, q′ ∈
N×.
The situation is the same as before.
Proposition 4.10. If R is |dom(E)|+-saturated, the function E restricted to R is increasing, and
restricted to iR is locally increasing, then the operations c-domain and c-image are applicable.
Moreover, if the resulting field is KE′ , then |dom(E)| = |dom(E′)|, hence R is still |dom(E′)|+-
saturated, E′ restricted to R is increasing and restricted to iR is locally increasing.
Proof. The operations can be applied for the same argument of the proof of proposition 4.2, and
the function E is still increasing on R and locally increasing on iR.
As the only operations are subcases of domain and image, we can apply directly corollary 2.9
and proposition 2.19 to know that any construction made with c-domain and c-image, starting
with a partial E-field with (SP), (STD) and (CCP), produces a partial E-field with (SP), (STD)
and (CCP).
As before, we construct the answer of theorem 4.9 starting with a sufficiently saturated real
closed field. Let us consider again a real closed field R which is |K|-saturated, and let L be its
algebraic closure and σ the unique non-trivial automorphism of L/R.
We define a sequence of partial E-fields {K(j)Ej }j≤|K| in the following way. At the base step,
we define E0(pqω) := ζ
p
q , where ω is an imaginary transcendental number, and (ζq) is a decreasing
coherent system of roots of unity, i.e., we take each time the qth root nearest to 1 in the upper
half plane, and K(0) = Q. It is easy to see that σ ◦ E0 = E0 ◦ σ, and that the restrictions to R
and iR are resp. increasing and locally increasing. Then we proceed by induction.
1. if j = k + 1,
(a) temporary extend K(k) to L;
(b) apply c-domain to all the elements of K(k) to obtain E′ from Ek;
(c) apply c-image to all the elements of K(k)(dom(E′)) to obtain Ek+1 from E′;
(d) define K(k+1) as K(k)(dom(Ek+1), im(Ek+1));
2. if j is a limit ordinal, define Ej :=
⋃





Proof of theorem 4.9. As before, each intermediate exponential function has domain of cardin-
ality less than |K|; hence, by proposition 4.10, the operations can be always applied. Each
intermediate field is closed under σ, hence σ restricts to an involution of the intermediate field.
By the above considerations, the result satisfies (SP), (STD) and (CCP); moreover, by construc-
tion, it clearly satisfies (E) and (LOG). Since the cardinality of K(|K|) is exactly |K|, we can
identify K(|K|) with K. It is easy to see that since E is defined on the whole K, and is increasing
and locally increasing on K ∩R and K ∩ iR resp., then it is a continuous function.
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Again, the resulting structures embed into Zilber fields.
These examples show quite well the two obstructions that our method is not able to overcome.





2n, so the argument of proposition 4.2 does not work in the general case, and we cannot produce
an order-preserving exponential function. This destroys continuity as well.
Moreover, if we want to avoid dense sets of solutions, this argument shows that if we manage
to strengthen theorem 3.8 as in proposition 4.6, namely, if we discover that the map V →M · V̌
is surjective also for larger varieties other than curves, then proposition 4.7 would apply in all
cases; hence, we would not need the density arguments and the second countability, as the proof
of proposition 4.8 would be sufficient to get (CCP) without further complications. In particular,
it would be possible to find involutions on Zilber fields of arbitrary cardinalities, using arbitrary
real closed fields, and we would find models outside of the class described in section 3.2. Work
is in progress about finding such a generalisation.
4.2 Algebraic exponentiation
Another curious example is built by dropping (SP) instead of (SEC). We show that it is possible
to have an existentially closed ELA-field with standard kernel whose underlying field is the the
field of algebraic numbers (for an appropriate meaning of “existentially closed”). The axiom
(SEC) is also weakened a bit, as we cannot require generic solutions on algebraic numbers; we
just ask that the solutions are Zariski-dense.
Theorem 4.11. There is a function E : Q → Q∗ such that QE is an ELA-field with standard
kernel and is existentially closed in the following sense:
• for any absolutely free variety V over Q and any proper subvariety V ′ ⊂ V , there is an
x ⊂ Q such that (x,E(x)) ∈ V \ V ′.
This result is proved in [Man12].
If we consider the class of partial E-fields with standard kernel, then QE is existentially closed
in this class: whenever QE ⊂ KE′ , and some finite system of polynomial exponential equations
and inequations with parameters in Q has a solution in KE′ , then it already has a solution in
QE .
The construction is easily done using the previous machinery. We define again the operations.
q-domain We start with an α ∈ Q. If α ∈ dom(E), we define E′ := E, otherwise we do the
following.
We choose an element β ∈ Q× multiplicatively independent over F , and we fix an arbitrary
system of roots β1/q.
We define then E′(z + pqα) := E(z) · β
p/q for all z ∈ dom(E) and p ∈ Z, q ∈ N×.
q-image We start with a β ∈ Q. If β ∈ im(E), we define E′ := E, otherwise we do the
following.
We choose an element α ∈ QQ-linearly independent over dom(E) and an arbitrary coherent
system of roots β1/q.
We define then E′(z + pqα) := E(z) · β
p/q for all z ∈ D and p ∈ Z, q ∈ N×.
q-sol We start with a perfectly rotund variety V (c) ⊂ G1, and a proper Zariski-closed subset
W ⊂ V .
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We choose a point 〈α;β〉 ∈ V \W (Q) such that α is Q-linearly independent from dom(E),
and β is multiplicatively independent from im(E).











:= E(z) · βp1/q11 · · · · · βpn/qnn .
In this construction, the only difficult part is showing that the operations can be applied.
Proposition 4.12. If dom(E) has finite Q-linear dimension, then the operations q-domain,
q-image and q-sol are applicable. Moreover, if the resulting field is QE′ , then dom(E′) has
finite dimension too.
Proof. Of course, Q has infinite Q-linear dimension, and Q× has infinite multiplicative rank;
hence, q-domain and q-image are always applicable when dom(E) has finite Q-linear dimension
(and therefore im(E) has finite multiplicative rank).
The possibility of q-sol is instead a consequence of proposition 4.13 that will be proved in
the next section.
Since the operations are applicable, the construction of a solution to theorem 4.11 is straight-
forward.
We define a sequence of partial E-fields {QEj}j≤ω in the following way. At the base step, we
define E0(pqω) := ζ
p
q , where ω is any non-zero algebraic number, and (ζq) is a coherent system of
roots of unity. Then we enumerate all the elements of Q as (αn)n<ω and all the pairs (Vn,Wn)
where Vn is an absolutely free rotund variety over Q, and Wn is a proper Zariski closed subset
of Vn, and proceed as follows.
1. if j = k + 1,
(a) apply q-domain to αk to obtain E′ from Ek;
(b) apply q-image to αk to obtain E′′ from E′;
(c) apply q-sol to the pair (Vn,Wn) to obtain Ek+1 from E′′;
2. if j = ω, define Eω =
⋃
j<ω Ej .
It is clear that the resulting partial E-field is an ELA-field with (STD) that is existentially closed
in the sense of theorem 4.11.
4.2.1 Points with independent coordinates
In order to finish the proof, we need to verify the following fact.
Proposition 4.13. Let V ⊂ (Ga × Gm)n be an irreducible absolutely free variety over Q, and
let L < Q, M < Q∗ be two finite-rank subgroups. The set of points (α1, β1, . . . , αn, βn) ∈ V such
that α1, . . . , αn is Q-linearly independent from L, and such that β1, . . . , βn are multiplicatively
independent from M , is Zariski dense in V .
It is known that if we take a variety V and some functions on it that are multiplicatively
independent (the functions are allowed to be constant), then for “most” points P ∈ V (Q) the
values of the functions at P are still multiplicatively independent [Mas89].
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Similarly, it is also not difficult to show that at many points the specialisations of Q-linearly
independent functions are still Q-linearly independent (again, functions are allowed to be con-
stant). In order to put together the two statements, we first intersect our variety with hyper-
planes, using Bertini’s theorem, to reduce to the case when V is a curve. We first take care of
the additive part.
Proposition 4.14. Let C be a quasi-projective absolutely irreducible curve defined over a field
K, and let k = Q ∩K. Let x1, . . . , xn be some Q-linearly independent functions in K(C). Let
z ∈ K(C) be a non constant function.
There is a number d > 0, not dependent on z, such that for any α ∈ Q with [k(α) : k] > d,
the specialisations of x1, . . . , xn at any point P ∈ z−1(α) are Q-linearly independent.
Proof. Without loss of generality we may assume that C is smooth. We may also assume that
the first functions x1, . . . , xc are constant, while the remaining xc+1, . . . , xn are not. Let e be
the maximum of [K(C) : K(xi)] as xi ranges among the last n− k non constant functions.
Clearly, the equation
m1x1 + · · ·+mcxc +mc+1xc+1 + · · ·+mnxn = 0,
with the mi’s not all zero, can be solved only in at most (n− c)e points algebraic over K, since
the function on the left is either constant, hence non-zero by assumption, or it has degree at
most (n − c)e. This implies that for any α ∈ Q, if [K(α) : K] = [k(α) : k] > (n − c)e, then
any P ∈ z−1(α) is such that x1(P ), . . . , xn(P ) are Q-linearly independent. Note that it may
happen for finitely many α’s that there are no points of C in z−1(α), since the curve is just
quasi-projective.
Indeed, let L be a normal extension of K which defines P . Clearly, L ∩ Q ⊃ k(α) is a
normal extension of k by the assumption k = K ∩ Q. Since C is absolutely irreducible, we can
extend the Galois action of Gal(L/K) to Gal(L(C)/K(C)). If there are m1, . . . ,mn such that the
above equation is satisfied, then by conjugation we obtain several other σ(P ) satisfying the same
equation. Since z(σ(P )) = σ(α), and [k(α) : k] > (n − c)e, we find more than (n − c)e distinct
conjugates of P all satisfying the above equation, a contradiction.
Corollary 4.15. Let C be an absolutely irreducible curve defined over k. Let x1, . . . , xn be some
Q-linearly independent functions in k(C).
There is a number d′ > 0 such that for any P ∈ C(k) with [k(P ) : k] > d′, the specialisations
of x1, . . . , xn at P are Q-linearly independent.
Proof. Let us take a non-constant function z ∈ k(C), whose degree is at most some number e.
Let d be the number obtained by proposition 4.14, and let d′ ≥ d · e. We take d′ large enough
such that z(P ) is defined for each point with [k(P ) : k] > d′.
Now, if P is a point such that [k(P ) : k] > d′ := d · e, then z(P ) is defined, finite and
[k(z(P )) : k] > d. By the previous proposition, the specialisations of x1, . . . , xn at P are Q-
linearly independent.
An analogous but different statement holds for the multiplicative case for varieties of dimen-
sion greater than 1.
Proposition 4.16. Let V be an absolutely irreducible quasi-projective variety defined over k
with dim(V ) > 1. Let w1, . . . , wn be some functions in k(V ) that are multiplicatively independent
modulo constants.
There is a non-constant function z ∈ k(V ) such that the restrictions of w1, . . . , wn at V ∩{z =
α} are multiplicatively independent modulo constants for almost all α ∈ k.
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Proof. Without loss of generality, we may assume that V is smooth and projective.
Since w1, . . . , wn are multiplicatively independent modulo constants, it means that the Weil
divisors of w1, . . . , wn are Q-linearly independent. Up to taking a multiplicative combination of
the wi’s, we may assume that there are W1, . . . ,Wn distinct prime divisors such that wi has a
pole in Wi, but has no zeroes and poles among the remaining Wj ’s; in other words, the matrix
(oWi(wj))i,j is diagonal.
Up to enlarging k, we may assume that these prime divisors have degree 1 and are all defined
over k. It is clear that in the space of all hyperplanes H that intersect V properly, the ones such
that H ∩Wi = H ∩Wj , with i 6= j, form a proper, or even empty, Zariski closed subset. By
Bertini’s theorem, it is also true that the ones such that H ∩V is not absolutely irreducible, and
similarly the ones such that H ∩Wi is not absolutely irreducible, form proper Zariski closed sets.
It is clear that we can find an hyperplane H represented by an equation z = 0 such that
{z = α} ∩ Wi and {z = α} ∩ V are all smooth absolutely irreducible varieties for almost all
α ∈ k. But then the restrictions of w1, . . . , wn to {z = α} ∩ V are such that (oH∩Wi(wj))i,j is
still a diagonal matrix, which implies that their divisors are still Q-linearly independent, hence
the restrictions are multiplicatively independent modulo constants.
Using the above statements, we can easily reduce to the case of curves, which we solve in the
following proposition.
Proposition 4.17. Let C ⊂ (Ga×Gm)n be an irreducible curve over Q and L < Q, M < Q
∗
be
two finite-rank subgroups. If C is absolutely multiplicatively free, and additively free over L, then
the set of points (α1, β1, . . . , αn, βn) ∈ C such that α1, . . . , αn is Q-linearly independent from L,
and such that β1, . . . , βn are multiplicatively independent from M , is Zariski dense in C.
Proof. Without loss of generality, we may assume that C is absolutely irreducible. Let w1, . . . , wn
be the multiplicative coordinate functions of C, and let a1, . . . , am be a finite set of divisible
generators of M , and let H be a hypersurface not containing C. Let k be a number field defining
C and H and containing a1, . . . , am.
Using the notation of [Mas89], we define
• C(d, h) the set of all points of C of degree at most d and height at most h;
• E(d, h) the set of all points of C of degree at most d and height at most h such that the
specialisations of w1, . . . , wn are multiplicatively dependent on M ;
• ω(S), for a finite set S, the minimum degree of an hypersurface containing all the points
of S.
Applying the main result of [Mas89, §5] to Gm(k(C)) and to the group generated by w1, . . . , wn
and a1, . . . , an, we find a function c1(d) and a number e such that ω(E(d, h)) ≤ c1(d)he, while
we also find a c2 such that ω(C(d, h)) ≥ exp(c2(d)h) when d is at least the degree of C. 1
Now using corollary 4.15 on C and L we obtain a number d1 such that when [k(P ) : k] > d1
the additive coordinates of P are Q-linearly independent from L. We may choose d1 larger than
the product of the degrees of C and H. Now let d2, h1, h2 be numbers such that
ω(C(d2, h2)) ≥ exp(c2(d2)h2) > ω(C(d1, h1)) + c1(d2)he2 ≥
≥ ω(C(d1, h1)) + ω(E(d2, h2));
1The statement of [Mas89] is actually that ω(C(d, h)) ≥ exp(ch) when d = deg(C). However, the proof only
requires that there is a dominant map π : C → Pm of degree d with m = dim C. Such maps exist for example for
any multiple of deg(C), as we can compose π with dominant self maps of Pm which exist for any positive degree.
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Then there must be a point P outside of H, of degree strictly greater than d1, such that the
specialisations of w1, . . . , wn at P are multiplicatively independent from a1, . . . , an, hence from
M . Since its degree is greater than d1, its additive coordinates are also Q-linearly independent
from L, as desired.
It only remains to show that we can reduce to curves.
Proof of proposition 4.13. We prove the theorem by induction on m = dim(V ). Our inductive
hypothesis is that V is absolutely irreducible, absolutely multiplicatively free, and that it is
additively free over L. The base case m = 1 is covered by proposition 4.17. Let k be a number
field defining V .
Let us suppose that m > 1, and that we have proven the theorem for all the varieties of
dimension m−1. Let x1, . . . , xn be the additive coordinate functions of V , and w1, . . . , wn be its
multiplicative coordinate functions. Moreover, let {b1, . . . , bm} be a Q-basis of the vector space
generated by L. By proposition 4.16, there is a non-constant function z such that for almost all
α ∈ k we have
1. Vα := V ∩ {z = α} is absolutely irreducible;
2. dim(Vα) = m− 1;
3. the functions {w1, . . . , wn} restricted to Vα are multiplicatively independent modulo con-
stants.
Now take any transcendence base of k(V ) of the form X ∪ {z}. Then V can be seen also as a
quasi-projective absolutely irreducible curve over k(X), and z is a nonconstant function on it.
By applying proposition 4.14 to V seen as a curve over K := k(X), as soon as [k(α) :
k] is sufficiently large, the functions {x1, . . . , xn, b1, . . . , bm} are Q-linearly independent when
restricted to Vα. Therefore Vα satisfies the same properties of V , and by inductive hypothesis,
it contains a Zariski-dense set of points whose additive coordinates are Q-linearly independent
from L, and whose multiplicative coordinates are multiplicatively independent from M .
Now, if W ⊂ V is a proper closed subset, then for almost all α’s W ∩ Vα is a proper closed
subset of Vα. This implies that we can find such points outside of W , and in turn, they are
Zariski-dense in V .
Remark 4.18. The above proof relies on the results exposed in [Mas89]. These results depend on
the Northcott Property of number fields. Using other techniques of Diophantine geometry it is
possible to obtain a similar result for other finitely generated fields without the same quantitative
statements, but still strong enough to obtain again proposition 4.17. This implies that this
construction works also on all algebraically closed fields of characteristic 0, and in particular of
any fixed transcendence degree.
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Chapter 5
Conclusions
The conjecture BE ∼= Cexp is a strong one, and as we explained, it is equivalent to Schanuel’s
Conjecture plus that (SEC) holds on Cexp.
It is generally believed that Schanuel’s Conjecture is true, even if it is considered far from
being solved, as it would just settle many transcendence questions, and predicts naturally the
few theorems we know; and as a nice bonus, it implies that Rexp is decidable. If Schanuel’s
Conjecture is true, then at least Cexp embeds into BE (e.g., see corollary 2.22).
For (SEC), however, the conjecture is quite new, although a weaker related statement, the
Converse Schanuel’s Conjecture, already appeared. There doesn’t seem to be a general consensus
on whether it should be true or not, but it is possible that it actually follows from Schanuel’s
Conjecture.
We have seen that people are trying to draw analogies between BE and Cexp, while we wait
for new ideas to tell us more about the conjecture. An encouraging fact is that some of these
analogies, as the Schanuel Nullstellensatz, follow just from (SEC).
In this work we have proved that just like Cexp has complex conjugation, BE has a ‘pseudo-
conjugation’, an involution whose fixed field is R (or any separable real closed field). The proof
does not follow from the axioms defining Zilber fields, but rather from the fact that it is quite
easy to build exponential fields with automorphisms of order two; and with some effort, it turns
out that we are able to build Zilber fields as well.
We find it interesting that (SEC), together with (CCP), is the axiom giving more difficulties.
As seen in section 4.1, the issues with (CCP) requiring the use of dense sets of solutions, and
separable real closed fields, would disappear if we knew that the map V →M · V̌ is surjective in
the relevant cases; we feel that this statement should be true, even if we did not find a general
argument for proving it, and it could be worth exploring a bit more.
Always in section 4.1 we have seen that (SEC) does not play well with order-preserving
exponential functions. It is not at all clear if it is possible to repeat the same construction for
higher dimensional varieties, because the projection of a rotund variety onto the real parts and
moduli of its coordinate functions could be too small, and in general its shape is unknown. This
is another issue worth a little more investigation.
We hope that this work can add some useful data for our understanding of BE , and especially
on the interactions between (SEC) and other properties of exponential fields. Of course, as far
as the main conjecture is concerned we are still very far away from good news; but for now,
we can still add a new theorem to the list of non-refuting facts of BE that give the conjecture
plausibility.
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