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SOLUTIONS OF THE Uq(ŝlN ) REFLECTION EQUATIONS
VIDAS REGELSKIS AND BART VLAAR
Abstract. We find the complete set of invertible solutions of the untwisted and twisted reflection
equations for the Bazhanov-Jimbo R-matrix of type A
(1)
N−1. We also show that all invertible solutions
can be obtained by an appropriate affinization procedure from solutions of the constant untwisted
and twisted reflection equations.
1. Introduction
Let V be a complex vector space and R an End(V ⊗2)-valued meromorphic function of one variable, called
the spectral parameter, satisfying the parameter-dependent Yang-Baxter equation
(1.1) R12(
u
v )R13(
u
w )R23(
v
w ) = R23(
v
w )R13(
u
w )R12(
u
v )
which is to be understood as an identity for End(V ⊗3)-valued meromorphic functions of one variable. Here
the lower indices specify the embedding End(V ⊗2) →֒ End(V ⊗3). Equation (1.1) can be seen as a condition
on the interaction of certain particles with internal state space V , see e.g. [ZaZa]. It expresses that two
possible factorizations of the interaction of three such particles into simple interactions (i.e., interactions of
just two particles) are equivalent, which underpins quantum integrability in many physical models.
Given a solution R to (1.1), it is an interesting question to classify all meromorphic End(V )-valued
functions of one variable K, K˜ satisfying
R21(
u
v )K1(u)R(uv)K2(v) = K2(v)R21(uv)K1(u)R(
u
v ),(1.2)
R(uv )K˜1(u)R
t1( 1uv )K˜2(v) = K˜2(v)R
t1( 1uv )K˜1(u)R(
u
v ),(1.3)
where t1 denotes the usual transposition of matrices in the first tensor leg. These equations are known as the
untwisted and twisted parameter-dependent reflection equation, respectively, and arise naturally as conditions
on the interaction of the aforementioned particles with a boundary, see [Ch, Sk, KuSk]. In this case the two
possible factorizations of the interaction of two particles with one boundary into simple interactions (i.e.,
particle-particle and particle-boundary) are required to be equivalent.
In the present paper R will denote the Bazhanov-Jimbo R-matrix of type A
(1)
N−1 [Ba, Ji1], for which
V = CN and the dependence on u is rational. For the case N ≥ 3, we will use the method of separation of
variables to find all invertible solutions K, K˜ ∈ End(CN ) of (1.2-1.3).
The N = 2 case is well-known. In this case there is a natural one-to-one correspondence between solutions
of (1.2) and solutions of (1.3); moreover, there exists a general solution [dVGR], which can be specialized to
any invertible solution, for example the general diagonal solution of (1.2) obtained in [Ch, Sk]. The story is
very different if N ≥ 3. The untwisted and twisted reflection equations are not equivalent and in either case
there is not a single general solution which can be specialized to obtain an arbitrary invertible solution.
To our knowledge, the classification of the invertible solutions of (1.2-1.3) is not known and it is our main
goal to obtain this. Many classes of particular solutions are known in the literature. For example, in [MLS] a
wide class of symmetric solutions of (1.2) was found for all Bazhanov-Jimbo R-matrices of classical affine Lie
type. In the case A
(1)
N−1 it generalizes the solution found in [AbRi] but does not encompass all the solutions.
In [CGM] an affinization procedure was used to construct a class of solutions of (1.2) from the invertible
solutions of the constant reflection equation found by [DNS]. Regarding the twisted reflection equation (1.3),
in [Gan] a solution of (1.3) with all entries nonzero was found. In [MRS] it was shown that solutions of type
AI and AII of the constant twisted reflection equation, found in [NoSu], are also solutions of (1.3).
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In the present paper we show that the set of solutions is naturally partitioned into equivalence classes
identified in Lemma 3.3. This extends, explains and makes precise the observation in [MLS, eqns. (39-40)]
that there exists a transformation related to the cyclic group of order N acting on the set of solutions of
(1.2) found in ibid. Our main results are Theorems 3.6 and 3.12. The first theorem states that any invertible
solution of the untwisted reflection equation (1.2) is equivalent to a non-diagonal symmetric matrix given
by the formula (3.9) or a “triangular” matrix given by formula (3.10). We remark that formula (3.9), in a
slightly different formulation, was first reported in [RV]. Solutions found in [MLS] and [CGM] are special
cases of (3.9) up to equivalence. To our best knowledge, the family of solutions given by formula (3.10) was
not known before, with the exception of some low rank cases.
For example, when N = 4, a choice of inequivalent invertible non-diagonal symmetric solutions of (1.2) isa a
b d
d c
 ,
a b d
1
d c
 ,
b d1
1
d c
 ,
b db d
d c
d c
 ,
where
a = 1 + θ, b = 1 + λθχ, c = 1 + λ−1θχ, d = −θχ, θ = u− u
−1
λ−1µ−1 + u−1
, χ =
1
λ− µu,
with free parameters λ, µ ∈ C× satisfying 0 ≤ Arg(λ),Arg(µ) < π. A choice of inequivalent triangular
solutions is1 1
1
1
 ,
1 1
1
a
 ,
1 1
a
a
 ,
1 b1
1
a
 ,
1 1 b
1
a
 ,
1 1
1 b
a
 ,
1 b1
a
a
 ,
1 b1
a
a
 ,
1 1 b
a
a
 ,
1 b1 b
a
a
 ,
1 b1
b a
a
 ,
where a =
α− u−1
α− u , b =
u− u−1
α− u with a free parameter α ∈ C satisfying 0 ≤ Arg(α) < π. In the formulas
above u ∈ C× is the spectral parameter.
Theorem 3.12 states that any invertible solution of the twisted reflection equation (1.3) (in a “charge-
conjugated” form explained in Lemma 3.2) is equivalent to the dense matrix (3.62) or one of the generalized
permutation matrices (3.63), (3.64) or (3.65). The latter two are only defined for even N . Although the first
three solutions are well-known [Gan, MRS] and the solution (3.65) was found recently in [RV], heretofore
the statement that these are all solutions to (1.3) was unproven.
Again for N = 4 a choice of inequivalent invertible solutions to (1.3) is as follows. The solution (3.62) is aqu −a
√−qu −au 1
−a√−qu −au 1 aq
−au 1 aq −a√−q
1 aq −a√−q −a

where a =
q + 1√−q(q + u) . The solutions (3.63), (3.64) and (3.65) are, respectively, 11
1
1
 ,
 1 1
1
1
 ,
 uu
1
1
 .
Again, u ∈ C× is the spectral parameter (varying in the equation) and q ∈ C× is the deformation parameter
occurring in the R-matrix R(u).
It is important to note that all the invertible solutions of the untwisted reflection equation as given by
the formulas (3.9) and (3.10) can be obtained by an affinization of (possibly non-invertible) solutions of the
constant reflection equation. This is stated precisely in Corollary 3.10. A classification of these solutions
was obtained by Mudrov [Mu] (all invertible ones were found before in [DNS]). A similar statement for the
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twisted reflection equation is discussed in Remark 3.14. A classification of (possibly non-invertible) solutions
of the constant twisted reflection equation will be presented elsewhere.
For small values of N , in [RV] the symmetric and diagonal solutions of (1.2) and all solutions of (1.3)
were derived as intertwiners of representations of quantum symmetric Kac-Moody pair algebras [Ko]. In
particular, the matrix solutions provide one-dimensional representations (characters) of these algebras [KoSt].
This raises the natural question: what are the underlying algebras for which the triangular solutions (3.10)
provide characters? For the N = 2 case this was addressed in [BsBe].
The paper is organized as follows. In Section 2 we find the group of symmetries of the Bazhanov-Jimbo
R-matrix. We believe this must be known, however we were unable to locate a proof of this in the literature.
Another reason to include this is that its proof is similar to, but easier than, the proofs given in the next
section. Section 3 contains the main results of the paper, Theorems 3.6 and 3.12. They provide a classification
of invertible solutions to the untwisted and twisted reflection equations. We note that (1.3) has an equivalent
formulation (3.5) which is more in line with (1.2). Our classification is written for this modified form.
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Council (EPSRC) of the United Kingdom, grant number EP/K031805/1 and by the European Social Fund,
grant number 09.3.3-LMT-K-712-02-0017. B.V. was supported by EPSRC, grant numbers EP/N023919/1
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2. The Bazhanov-Jimbo R-matrix and its symmetries
2.1. Definitions and Preliminaries. Choose N ∈ Z≥2. If not stated otherwise, for any indices i, j, k, l, . . .
we will always assume that 1 ≤ i, j, k, l ≤ N . Fix a basis {ek}Nk=1 of CN and denote by {e∗k}Nk=1 its dual:
e∗i (ej) = δij . Let Eij ∈ End(CN ) = EndC(CN ) denote the standard unit matrices, so that Eijek = δjkei.
We will denote the usual transposition of matrices by t : Eij 7→ Eji and the transposition with respect to
the main antidiagonal by w : Eij 7→ E¯ ı¯, where ı¯ := N − i + 1 for any i ∈ {1, . . . , N}. Let SN denote the
symmetric group. Recall that M ∈ GL(CN ) is called a generalized permutation matrix if M ∈∑Ni=1CEi,σ(i)
for some σ ∈ SN .
Let Rat denote the algebra of rational functions in one complex variable. Their arguments will always be
written in terms of complex numbers u and v, known in the literature as spectral parameters, or combinations
of them such as u/v and uv. We write Rat× for the group Rat\{0}. Given a complex vector space V , let
Rat(V ) := Rat⊗C End(V ) denote the algebra of rational End(V )-valued functions of one complex variable
where End(V ) = EndC(V ). We will consider the multiplicative group
Rat(V )× := {M ∈ Rat(V ) : M(u) is invertible for generic values of u ∈ C}.
Fix q ∈ C× not a root of unity. The Bazhanov-Jimbo R-matrix of type A(1)N−1 [Ba, Ji1] is the element R
of Rat(CN ⊗ CN )× defined by
(2.1) R(u) = fq(u)Rq + fq−1(u
−1)PRq−1P, where fq(u) =
1
q − q−1u,
P is the permutation operator and Rq is a constant R-matrix given by
P =
∑
1≤i,j≤N
Eij ⊗ Eji, Rq =
∑
1≤i,j≤N
(
qδijEii ⊗ Ejj + δi<j(q − q−1)Eij ⊗ Eji
)
.(2.2)
The matrix-valued function R defined above is a solution to the parameter-dependent quantum Yang-Baxter
equation (1.1) on (CN )⊗3, see e.g. [Ji1]. We will need a few properties of R later on:
Lemma 2.1. Let J be any invertible antidiagonal matrix. For generic u ∈ C we have:
J1J2R(u)J
−1
1 J
−1
2 = R21(u) = R
t(u)(2.3)
R(u−1)|q→q−1 = R21(u).(2.4)
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Proof. Using (2.1) we obtain (2.3) as an immediate consequence of J1J2RqJ
−1
1 J
−1
2 = PRqP = R
t
q. This in
turn follows by a direct computation: we have
J1J2RqJ
−1
1 J
−1
2 = R
t
q =
∑
1≤i,j≤N
(
qδijEı¯ı¯ ⊗ E¯¯ + δi<j(q − q−1)Eı¯¯ ⊗ E¯ı¯
)
,
PRqP =
∑
1≤i,j≤N
(
qδijEjj ⊗ Eii + δi<j(q − q−1)Eji ⊗ Eij
)
,
which are seen to be equal if we make the substitution (i, j) 7→ (¯, ı¯). Finally, (2.4) follows immediately from
(2.1). 
2.2. Symmetries. We say that Z ∈ Rat(CN )× is a symmetry of R if
(2.5) [R(uv ), Z(u)⊗ Z(v)] = 0
for generic u, v. The set of such Z is a subgroup of Rat(CN )×.
Lemma 2.2. The group of symmetries of R is generated by rational functions times the identity matrix,
constant invertible diagonal (c.i.d.) matrices and Zρ ∈ Rat(CN )× defined by
(2.6) Zρ(u) =
∑
1≤i<N
Ei,i+1 + uEN1.
Proof. (=⇒) We begin by showing that the symmetry relation (2.5) holds if Z is one of the three indicated
generators. Clearly (2.5) is satisfied if Z is a rational function times the identity matrix. Set Rˇ(u) := PR(u).
Then (2.5) is equivalent to Rˇ(uv )Z(u)⊗ Z(v)− Z(v)⊗ Z(u)Rˇ(uv ) = 0. Observe that
(2.7) Rˇ(uv )(ek ⊗ el) = akl(uv )el ⊗ ek + bkl(uv )ek ⊗ el,
where
(2.8)
aij(
u
v ) = q
δijfq(
u
v ) + q
−δijfq−1(
v
u ),
bij(
u
v ) = (q − q−1)
(
δi>j fq(
u
v )− δi<j fq−1( vu )
)
.
In particular, aii(
u
v ) = 1, bii(
u
v ) = 0 and bij(
u
v )/bji(
u
v ) = v/u if i > j.
Let Z be a c.i.d. matrix, i.e., Z(u) =
∑
1≤i≤N diEii with di ∈ C×. Then
Z(u)⊗ Z(v)(ek ⊗ el) = dkdl(ek ⊗ el).
It is clear from (2.7) and the equality above that (2.5) is indeed true in this case. Now let Z = Zρ. Then
Z(u)⊗ Z(v)(ek ⊗ el) = (δk>1 ek−1 + δk1ueN)⊗ (δl>1 el−1 + δl1 veN ).
It is clear that, if l, k > 1 or k = l = 1,(
Rˇ(uv )Z(u)⊗ Z(v)− Z(v)⊗ Z(u)Rˇ(uv )
)
(ek ⊗ el) = 0.
Let k > 1 and l = 1. Then(
Rˇ(uv )Z(u)⊗ Z(v)− Z(v)⊗ Z(u)Rˇ(uv )
)
(ek ⊗ el)
= v
(
ak−1,N (
u
v )− ak1(uv )
)
eN ⊗ ek−1 +
(
vbk−1,N (
u
v )− ubk1(uv )
)
ek−1 ⊗ eN = 0,
since k − 1 < N and k > 1, so that ak−1,N (uv ) − ak1(uv ) = 0 and bk−1,N (uv )/bk1(uv ) = u/v. The case when
k = 1 and l > 1 is checked in a similar way. Hence Zρ is indeed a symmetry of R.
(⇐=) Conversely, suppose that Z(u) = ∑1≤i,j≤N zij(u)Eij with zij ∈ Rat, so that e∗i Z(u)ej = zij(u).
Also observe that
(e∗i ⊗ e∗j )Rˇ(uv ) = aij(uv )e∗j ⊗ e∗i + bij(uv )e∗i ⊗ e∗j .
Consequently,
(2.9)
(e∗i ⊗ e∗j )
(
Rˇ(uv )Z(u)⊗ Z(v)− Z(v)⊗ Z(u)Rˇ(uv )
)
(ek ⊗ el)
=
(
aij(
u
v )− akl(uv )
)
zil(v)zjk(u) + bij(
u
v )zik(u)zjl(v) − bkl(uv )zik(v)zjl(u).
SOLUTIONS OF THE Uq(ŝlN ) REFLECTION EQUATIONS 5
Next, in two steps, we prove that if Z is a symmetry of R then Z(u) is a product of a rational function,
a c.i.d. matrix and (Zρ(u))m for some 0 ≤ m < N . We do not need to consider greater powers because
(Zρ(u))N = uI.
Step 1: Z(u) is a generalized permutation matrix.
Let i = k 6= j = l. Then (2.9) gives zii(u)zjj(v)− zii(v)zjj(u) = 0 implying zjj(u) = cjz11(u) with cj ∈ C
for all 1 < j ≤ N . We focus on the N ≥ 3 case first. Let i 6= j 6= k 6= i and l = j. Then (2.9) gives
cj (δi<j u+ δi>j v)zik(u)− (δk<j u+ δk>j v)zik(v) = 0.
Hence cj = 0 or zik(u) = 0. It follows that
Z(u) ∈ z11(u)
∑
1≤i≤N
CEii or Z(u) ∈
∑
1≤i6=j≤N
zij(u)Eij .
The first case yields a rational function times a c.i.d. matrix and hence a generalized permutation matrix.
The second case requires a little bit more consideration. Let i = j 6= k 6= l 6= j or l = i 6= j 6= k 6= i. Then
(2.9) gives
(qv + u)zik(u)zil(v)− (δk<lu+ δk>l v)(q + 1)zik(v)zil(u) = 0,
(qv + u)zik(v)zjk(u)− (δi<j u+ δi>j v)(q + 1)zik(u)zjk(v) = 0.
Setting u = −qv this yields that zik(v)zil(−qv) = 0 and zik(−qv)zjk(v) = 0 for generic values of v. Hence
there can be at most one nonzero off-diagonal element in each row and each column of Z(u). Together with
the requirement that Z ∈ Rat(CN )×, this implies that Z(u) is a generalized permutation matrix for generic
u and hence for all u in the domain of Z. It remains to consider the N = 2 case. Let i 6= j = k = l
and u = −qv. Then (2.9) gives (δi<j q − δi>j)cj zij(−qv) = 0 implying Z(u) = c1E11 + c2E22 or Z(u) =
z12(u)E12 + z21(u)E21, as required.
Step 2: For generic values of u, Z(u) is a product of a rational function, a c.i.d. matrix and (Zρ(u))m for
some 0 ≤ m < N .
Taking Step 1 into account, it suffices to show that if Z(u) is not a rational function times a c.i.d. matrix,
then it is of the form indicated with 1 ≤ m < N . We have Z(u) =∑1≤i≤N zi,σ(i)(u)Ei,σ(i) for some σ ∈ SN .
Assuming that i 6= j and k 6= l (2.9) gives
(δi<j u+ δi>j v)zik(u)zjl(v)− (δk<lu+ δk>l v)zik(v)zjl(u) = 0.
Let zij(u) with i 6= j be nonzero and let k, l be arbitrary. Then the equality above is equivalent to
(2.10)
zi±k,j±l(u)
zij(u)
∈ C, zi±k,j∓l(u)
zij(u)
∈ Cu±1.
For N = 2 the expressions above imply that Z(u) ∈ C(u)(E12+CuE21) and the proof is complete. Otherwise,
if N ≥ 3, assume that coefficients zpk(u) and zrl(u) with i < p < r ≤ N are also nonzero. By (2.10) we have
zpk(u)
zij(u)
∈ C(δk<j u+ δk>j), zrl(u)
zij(u)
∈ C(δl<j u+ δl>j), zrl(u)
zpk(u)
∈ C(δl<k u+ δl>k).
The conditions above are satisfied if and only if j < k < l or l < j < k or k < l < j. For N = 3 only the
latter two cases are possible yielding, up to multiplication by a c.i.d. matrix and a rational function in u,
Z(u) = E12 + E23 + uE31 = Z
ρ(u) or Z(u) = E21 + uE21 + uE32 = (Z
ρ(u))2, which completes the proof.
For N ≥ 4 assume that coefficients zij(u) and zi+1,k(u) are nonzero. If k > j +1 there must exist a nonzero
coefficient zab(u) with 1 ≤ a < i or i+1 < a ≤ N and j < b < k yielding a contradiction. If 1 < k < j there
must exist a nonzero coefficient zab(u) with 1 ≤ a < i or i + 1 < a ≤ N and b = 1 yielding a contradiction
once again. Hence, if zij(u) is nonzero, zi+1,k(u) can only be nonzero if k = j + 1 or k = 1. Clearly, if
j = 1 then the only option is k = 2. Similarly, if j = N , then k = 1. Let 1 < j < N and k = 1. But then
there must exist a nonzero coefficient zab(u) with 1 ≤ a < i or i + 1 < a ≤ N and b > j, which yields a
contradiction. Therefore, if zij(u) is nonzero, then zi+1,k(u) is also nonzero only if k = j + 1 ≤ N or k = 1
and j = N . It follows that a generically non-diagonal Z is a symmetry of R only if, up to multiplication by
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a c.i.d. matrix and a rational function in u,
Z(u) =
∑
m<j≤N
Ej−m,j +
∑
1≤j≤m
uEN+j−m,j = (Z
ρ(u))m
for some 1 ≤ m < N . This completes the proof. 
Remark 2.3. The symmetry Zρ corresponds to the Hopf algebra automorphism of the quantum affine algebra
Uq(ŝlN ) given by an elementary rotation of the Dynkin diagram. The symmetries given by diagonal matri-
ces (with determinant 1) correspond to the Hopf algebra automorphisms that multiply positive non-affine
simple root vectors by nonzero complex numbers; the negative simple root vectors are multiplied by the
corresponding inverses. 
3. Solutions of the untwisted and twisted reflection equations
3.1. Equivalence of solutions. Our goal is find all K, K˜ ∈ Rat(CN )× satisfying (1.2) and (1.3), respec-
tively, which we recall here:
R21(
u
v )K1(u)R(uv)K2(v) = K2(v)R21(uv)K1(u)R(
u
v ),
R(uv )K˜1(u)R
t1( 1uv )K˜2(v) = K˜2(v)R
t1( 1uv )K˜1(u)R(
u
v ).
It will be convenient to rewrite the twisted reflection equation (1.3) in a cross-conjugated form similar to
(1.2). (This form has a natural braided counterpart, which will be used to prove the classification theorem.)
We introduce the antidiagonal matrix1
C =
∑
1≤i≤N
(−q)iEı¯i
and the C-conjugated R-matrix
(3.1) R∨(u) = C−12 R
t1(q˜ 2u−1)C2 where q˜ = (−q)N/2.
In particular, cf. (2.1),
(3.2) R∨(u) = fq(q˜
2u−1)R∨q + fq−1(q˜
−2u)P R∨q−1P,
where
(3.3) R∨q = C
−1
2 R
t1
q C2 =
∑
1≤i,j≤N
(
qδijEii ⊗ E¯ ¯ + δi<j(−q)j−i(q − q−1)Eji ⊗ E¯ ı¯
)
.
Remark 3.1. The matrix C corresponds to the Hopf algebra automorphism of Uq(ŝlN ) given by the reflection
of the Dynkin diagram which fixes the affine node; see also Remark 2.3. 
Lemma 3.2. Define K ∈ Rat(CN ) by
(3.4) K(u) = C−1K˜(q˜−1u).
Then the twisted reflection equation (1.3) is equivalent to
(3.5) R21(
u
v )K1(u)R
∨(uv)K2(v) = K2(v)R
∨
21(uv)K1(u)R(
u
v ).
Proof. Upon substituting u → q˜−1u and v → q˜−1v and using the notation (3.1), we obtain that (1.3) is
equivalent to
R(uv )C1C2K1(u)R
∨(uv)K2(v) = C1C2K2(v)R
∨
21(uv)K1(u)R(
u
v ).
Now (2.3) gives the equivalence with (3.5). 
There are straightforward transformations on the set of solutions of (1.2) and (3.5).
Lemma 3.3. Suppose K ∈ Rat(CN ) is a solution of (1.2) or (3.5). Then the element of Rat(CN ) defined
by any of the following is also a solution of the same reflection equation:
(i) u 7→ K(−u),
(ii) u 7→ g(u)K(u) for any g ∈ Rat×,
1In the physics literature it is called the cross or charge conjugation matrix, see e.g., [Ba].
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(iii) u 7→ φ(Z( ηu ))K(u)Z(ηu), where φ is the inverse map in case of (1.2) and the transposition w in case
of (3.5), for any η ∈ C× and any symmetry Z of R,
(iv) u 7→ ψ(K(u)), where ψ is the usual transposition in case of (1.2) and the composition of the three
operations, transposition w, u 7→ u−1 and (−q)1/2 7→ (−q)−1/2, in case of (3.5).
Proof. Statements (i) and (ii) are obvious. For (1.2) statement (iii) is a special case of [Sk, Prop. 2]; for (3.5)
we need to use
Zw2 (
η
v )R
∨(uv)Z1(ηu) = Z1(ηu)R
∨(uv)Zw2 (
η
v ),
Zw1 (
η
v )R
∨
21(uv)Z2(ηu) = Z2(ηu)R
∨
21(uv)Z
w
1 (
η
v ),
which follow from (2.5) and (3.1). Statement (iv) in the case of (1.2) follows immediately by transposing the
untwisted reflection equation (1.2) and using (2.3). In case of (3.5) we need a little bit more work. Denote
J :=
∑
1≤i≤N Eiı¯. Then from M
w = JM tJ for any M ∈ End(CN ) and (2.3) we obtain
(3.6) (w ⊗ w)(R(u−1))|q→q−1 = R21(u)
Consequently, combining (2.4) with JCJ = (−q)N+1C|q→q−1 and (2.3) we also obtain
(3.7) (w ⊗ w)(R∨21(u−1))|q→q−1 = R∨(u).
Now applying the antiautomorphism w ⊗ w to (1.2) followed by the operations u 7→ u−1, v 7→ v−1 and
(−q)1/2 7→ (−q)−1/2 (the latter of which induces q 7→ q−1) and using (3.6-3.7) we obtain statement (iv) in
the case of (3.5). 
Note that statements (i) and (iii) of the above Lemma correspond to Hopf algebra automorphisms of
Uq(ŝlN ). Statement (i) corresponds to the automorphism which multiplies the simple affine root vectors by
−1. For (iii) see Remark 2.3.
Definition 3.4. We say that two solutions to the same reflection equation are equivalent if they are related
by a composition of the transformations defined in Lemma 3.3. (It is straightforward to verify that this
indeed defines an equivalence relation.)
In the remaining parts of this section we will provide a classification of solutions of (1.2) and (3.5) up to
equivalence.
3.2. Untwisted reflection equation. In this section we provide a classification of invertible solutions of
the reflection equation (1.2).
Definition 3.5. Let M ∈ GL(CN ). We call M a generalized involution matrix or a generalized cross matrix
if
(3.8) M ∈
∑
1≤i≤N
CEiσ(i) or M ∈
∑
1≤i≤N
(CEii + CEiσ(i)),
respectively, for some involution σ ∈ SN . 
If the off-diagonal coefficients in (3.8) are all nonzero, then the matrix M is diagonally similar to a
symmetric matrix. We shall see that solutions of (3.23) evaluate to generalized cross matrices, and more
precisely to matrices which are either diagonally similar to a symmetric matrix or, up to a permutation of
{1, . . . , N}, a direct sum of a lower- and an upper-triangular matrix.
The solutions will be labelled by the sets
ΣsymN =
{
(ℓ, r, σ) : 0 ≤ ℓ < r ≤ 12 (N + ℓ) and σ(i) = N + ℓ− i+ 1 for ℓ < i ≤ r
}
,
ΣtriN =
{
(m,σ) : 12N ≤ m ≤ N and 0 < σ(j) ≤ σ(i) ≤ m for m < i ≤ j ≤ N s.t. σ(i) 6= i, σ(j) 6= j
}
,
where it is understood that σ ∈ SN is an involution satisfying σ(i) = i unless otherwise specified in the
definition of the sets above.
Let N be even and suppose (12N, σ1), (
1
2N, σ2) ∈ ΣtriN . We say that involutions σ1 and σ2 are related, if
ρ˜σ1 = σ2ρ˜ where ρ˜ ∈ SN is the involution determined by ρ˜(i) = i + N/2 if i ≤ N/2. For example, when
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N = 4, the involutions σ1 = (14) and σ2 = (23) are related. We will denote by Σ
tri,∼
N a maximal subset of
ΣtriN which has no related involutions. (Note that Σ
tri,∼
N = Σ
tri
N if N is odd.)
Theorem 3.6. Let N ≥ 3. Then K ∈ Rat(CN )× is a solution of the reflection equation (1.2) if and only if
it is equivalent to the solution given by
(3.9) I +
u− u−1
λ−1µ−1 + u−1
( ∑
1≤i≤ℓ
Eii +
1
λ− µu
∑
ℓ<i≤r
(
λEii + λ
−1Eσ(i)σ(i) − Eiσ(i) − Eσ(i)i
))
with (ℓ, r, σ) ∈ ΣsymN and λ, µ ∈ C× with 0 ≤ Arg(λ),Arg(µ) < π, or to the solution given by
(3.10) I +
u− u−1
α− u
∑
m<i≤N
(
Eii + εiσ(i)Eiσ(i) + εσ(i)iEσ(i)i
)
with (m,σ) ∈ Σtri,∼N and α ∈ C with 0 ≤ Arg(α) < π and εiσ(i), εσ(i)i ∈ {0, 1} satisfying εii = 0 and
εiσ(i) + εσ(i)i = 1 if i 6= σ(i). Moreover, when σ 6= id, εjσ(j) = 1 and εσ(j)j = 0, where j = min{1 ≤ i ≤ N :
i < σ(i)}.
We call matrix (3.9) the canonical symmetric solution of (1.2). We call (3.10) the canonical triangular
solution. More particularly, we call (3.10) the canonical diagonal solution if σ = id.
Remark 3.7 (Specializations of the canonical symmetric solution). In (3.9) one can make various choices for
and take limits of the parameters:
◦ Allowing ℓ = r one recovers (up to an overall scalar) the canonical diagonal solution (3.10) with m = ℓ
and α = λ−1µ−1.
◦ Setting λ = µ = 1 yields the generalized involution matrix
(3.11)
∑
1≤i≤ℓ
uEii +
∑
ℓ<i≤r
(
Eiσ(i) + Eσ(i)i
)
+
∑
r<i≤N+ℓ−r
Eii.
◦ The µ → 0 limit gives the identity matrix. The λ → 0 limit gives the canonical diagonal solution
(3.10) with m = N + ℓ− r and α = 0.
◦ The N = 2, ℓ = 0, r = 1 case, upon conjugating with a constant diagonal matrix, is the general
solution found in [dVGR]. The type I solutions found in [MLS] are equivalent to the r − ℓ = 1 cases;
their type II (N odd) solutions are equivalent to the r − ℓ = 12 (N − 1) cases; their type II (N even)
solution are equivalent to the r − ℓ = 12N and r − ℓ = 12N − 1 cases. The solution given by Lemma
6.2 in [CGM] corresponds to the ℓ = 0 case. 
Below we state two technical lemmas that will assist us in proving Theorem 3.6. The first lemma will
need the following sets:
Σsym
′
N =
{
(ℓ, r, t, σ) : 0 ≤ ℓ < r < 12 (ℓ + t), 2 ≤ t ≤ N and σ(i) = t+ ℓ− i+ 1 for ℓ < i ≤ r
}
,
Σsym
′′
N =
{
(ℓ,m, r, σ) :
2 ≤ 2ℓ < m < r ≤ 12 (m+N) and σ(i) = m− i+ 1 for 0 < i ≤ m
and σ(i) = N +m− i+ 1 for m < i ≤ N
}
,
Σtri
′
N =
{
(ℓ,m, r, σ) :
0 ≤ ℓ ≤ m ≤ r ≤ N and 0 < σ(j) ≤ σ(i) ≤ ℓ for ℓ < i ≤ j ≤ m
and r < σ(j) ≤ σ(i) ≤ N for m < i ≤ j ≤ r s.t. σ(i) 6= i, σ(j) 6= j
}
.
Again, it is understood that σ ∈ SN is an involution satisfying σ(i) = i unless otherwise specified.
Lemma 3.8. (i) If K is given by (3.9), then the solutions of (1.2) equivalent to K are given by
g(u)
(
I +
u− u−1
λ−1µ−1 + u−1
( ∑
1≤i≤ℓ
Eii − 1
λµu
∑
t<i≤N
Eii
+
∑
ℓ<i≤r
1
λ− µu
(
λEii + λ
−1Eσ(i)σ(i) − ciEiσ(i) − c−1i Eσ(i)i
)))
(3.12)
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with (ℓ, r, t, σ) ∈ Σsym′N or
g(u)
(
I +
u− u−1
λ−1µ−1 + u−1
( ∑
1≤i≤ℓ
Eii +
∑
ℓ<i≤m−ℓ
Eii
+
1
λ− µu
∑
1≤i≤ℓ
(
µ−1uEii + λEσ(i)σ(i) − ciuEiσ(i) − c−1i uEσ(i)i
)
+
1
λ− µu
∑
m<i≤r
(
λEii + λ
−1Eσ(i)σ(i) − ciEiσ(i) − c−1i Eiσ(i)
))
(3.13)
with (ℓ,m, r, σ) ∈ Σsym′′N and λ, µ, ci ∈ C×.
(ii) If K is given by (3.10), then the solutions of (1.2) equivalent to K are given by
g(u)
( ∑
1≤i≤ℓ
uEii +
∑
ℓ<i≤r
α− u
αu− 1 Eii +
∑
r<i≤N
u−1Eii
+
∑
ℓ<i≤r
(δi≤mu+ δi>m)
u− u−1
αu− 1
(
ciσ(i)Eiσ(i) + cσ(i)iEσ(i)i
))
(3.14)
with (ℓ,m, r, σ) ∈ Σtri′N and α, ciσ(i), cσ(i)i ∈ C such that either ciσ(i) or cσ(i)i is 0 for each ℓ < i ≤ r.
Everywhere above g ∈ Rat× is arbitrary.
Proof. This follows by a tedious computation using Lemma 3.3. Hence we provide the idea behind the proof
only. Recall from Lemma 2.2 that the group of symmetries of R is generated by c.i.d. matrices and Zρ
defined in (2.6) satisfying (Zρ(u))N = uI. Set D =
∑
1≤i≤N diEii with di ∈ C×. Denote the matrix (3.9)
by Kℓ,r(u), (3.12) by K
′
ℓ,r,t(u) and (3.13) by K
′′
ℓ,m,r(u). Then, applying parts (ii) and (iii) of Lemma 3.3, we
compute
g(u)D−1(Zρ( ηu ))
−kKℓ,r(u)(Z
ρ(ηu))kD
=

K ′ℓ+k,r+k,N+k(u) if − ℓ ≤ k ≤ 0,
K ′′k,ℓ+2k,r+k(u) if 0 < k ≤ r − ℓ,
1+λµu
1+λµu−1
(
K ′ℓ−r+k,k,r+k(u)
∣∣
λ↔µ−1
)
if r − ℓ < k ≤ N − r,
1+λµu
1+λµu−1
(
K ′′r−N+k,ℓ−N+2k,k(u)
∣∣
λ↔µ−1
)
if N − r < k < N − ℓ,
with ci = η
εd−1i dσ(i) and ε defined by
ε = −1 if

0 < k ≤ r − ℓ and 1 ≤ i ≤ k,
r − ℓ < k ≤ N − r and ℓ− r + k < i ≤ k,
N − r < k < N − ℓ and ℓ−N + 2k < i ≤ k
ε = 1 if 0 < k ≤ r − ℓ and ℓ+ 2k < i ≤ r + k,
ε = 0 otherwise.
Applying part (i) of Lemma 3.3, we find
Kℓ,r(−u) = Kℓ,r(u)
∣∣
µ→−µ
, D−1Kℓ,r(−u)D = Kℓ,r(u)
∣∣
λ→−λ
with di = −1 if i ≤ r and di = 1 if i > r, and so λ, µ ∈ C× for (3.12) and (3.13). Finally, note that
(3.9) is invariant under the usual transposition; for (3.12), (3.13) it is equivalent to a conjugation with an
appropriate c.i.d. matrix D.
In case of (3.10) the arguments are analogous with the following two exceptions. Let N be even and
(12N, σ1), (
1
2N, σ2) ∈ ΣtriN be such that σ1 and σ2 are related. Let π(σ1), π(σ2) ∈ GL(CN ) be the correspond-
ing permutation matrices. Then (Zρ(u−1))−N/2π(σ1)(Z
ρ(u))N/2 = π(σ2) by virtue of Lemma 3.3 (iii).
Consequently, there is an equivalence between the elements in the set of solutions of (3.5) associated to
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(12N, σ1) and the one associated to (
1
2N, σ2). Finally, Lemma 3.3 (iv) allows us to fix the position (i.e., in
the upper or in the lower triangular part) of one of the off-diagonal entries of K(u); a choice is given by the
last constraint in Theorem 3.6. 
The Lemma below will assist us in proving that the matrix (3.9) is indeed a solution of (1.2).
Lemma 3.9 (See [DNS, Prop. 2.2] and [Mu, Thm. 2]). Define G,Q ∈ End(CN ) by
(3.15) G =
∑
r<i<σ(r)
λEii +
∑
ℓ<i≤r
(
Eiσ(i) + Eσ(i)i + (λ− λ−1)Eσ(i)σ(i)
)
, Q =
∑
1≤i≤ℓ
Eii
with (ℓ, r, σ) ∈ ΣsymN and λ ∈ C×. Then
(3.16) (G− λI)(G+ λ−1I) = 0
if ℓ = 0, and
(G− λI)(G + λ−1I)G = 0,(3.17)
Q2 = Q, GQ = GQ = 0, Q = I + (λ − λ2)G−G2(3.18)
if ℓ > 0. Moreover, setting Rˇq = PRq,
RˇqG2RˇqG2 = G2RˇqG2Rˇq,(3.19)
RˇqG2RˇqQ2 = Q2RˇqG2Rˇq,(3.20)
RˇqQ2RˇqQ2 −Q2RˇqQ2Rˇq = (q − q−1)(RˇqQ2 −Q2Rˇq),(3.21)
RˇqQ2RˇqG2 −G2RˇqQ2Rˇq = (q − q−1)(Q2RˇqG2 −G2RˇqQ2).(3.22)
Proof. The equalities (3.16-3.18) and (3.19-3.22) are verified by applying each of them to the vectors ei
and ei ⊗ ej , respectively. For example, for (3.16) and (3.17) we write Gei = gii ei + gσ(i)i eσ(i), where
gii = δr<i<σ(r)λ + δσ(r)≤i≤N (λ − λ−1) and gσ(i)i = δℓ<i≤r + δσ(r)≤i≤N . Then, using properties of delta
functions, we compute
(G− λI)(G + λ−1I)ei
=
(
(gii − λ)(gii + λ−1) + giσ(i)gσ(i)i
)
ei +
(
gσ(i)i (gii + λ
−1) + (gσ(i)σ(i) − λ)gσ(i)i
)
eσ(i)
=
(
g2ii − gii(λ − λ−1) + gσ(i)i − 1
)
ei +
(
gσ(i)i (gii + gσ(i)σ(i) − λ+ λ−1)
)
eσ(i)
= (δℓ<i≤r + δr<i<σ(r) + δσ(r)≤i≤N − 1)ei = −δ0<i≤ℓ ei,
which equals zero if ℓ = 0 thus proving (3.16). For (3.17) we need to multiply from left with G yielding zero
as required. The remaining identities are verified in a similar way. 
Proof of Theorem 3.6. (=⇒) We begin by showing that matrices (3.9) and (3.10) are solutions of the reflec-
tion equation (1.2). It will be convenient to consider (1.2) in the braided form,
(3.23) Rˇ(uv )K2(u)Rˇ(uv)K2(v) = K2(v)Rˇ(uv)K2(u)Rˇ(
u
v ).
Using the characteristic identity (Rˇq − qI)(Rˇq + q−1I) = 0 we rewrite the R-matrix Rˇ(u) as
(3.24) Rˇ(u) = fq(u)
(
(1− u)Rˇ+ (q − q−1)uI
)
and, using (3.15), we rewrite the matrix (3.9) as
(3.25) K(u) = I +
u− u−1
(λ−1µ−1 + u−1)(λ− µu)
(
λI − µuQ−G
)
.
Recall that Q2 = Q and GQ = QG = 0. In particular, Q = 0 if ℓ = 0. Using these identities together with
(3.24) and (3.25) we find that (3.23) is equivalent to the equations (3.19-3.22) and
RˇqRˇqG2 −G2RˇqRˇq = (q − q−1)(RˇqG2 −G2Rˇq),
RˇqRˇqQ2 −Q2RˇqRˇq = (q − q−1)(RˇqQ2 −Q2Rˇq),
RˇqG2G2 −G2G2Rˇq = (λ− λ−1)(RˇqG2 −G2Rˇq)− (RˇqQ−QRˇq).
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(We substituted (3.24) and (3.25) to (3.23), multiplied by the common denominator, and took coefficients
at different powers of u and v.) The first two equalities hold because of the characteristic identity of Rˇq.
The third equality is true because of (3.18).
We use the same approach to show that the matrix (3.10) is also a solution to (1.2). We rewrite (3.10) as
(3.26) K(u) = I +
u− u−1
α− u Q,
where Q denotes the sum in (3.10). Observe that Q2 = Q. The braided reflection equation (3.23) is then
equivalent to the following two equations
RˇqQ2RˇqQ2 = Q2RˇqQ2Rˇq,
RˇqRˇqQ2 −Q2RˇqRˇq = (q − q−1)(RˇqQ2 −Q2Rˇq).
The first equality is the braided constant reflection equation for the matrix Q; it is a direct computation to
verify that it is indeed is true, i.e., as in the proof of Lemma 3.9 (this also follows from [Mu, Thm. 2]). The
second equality holds by the same arguments as before.
(⇐=) Conversely, suppose that K(u) =∑ij kij(u)eij with kij ∈ Rat. Then
(e∗i ⊗ e∗j )Rˇ(uv )K2(u)Rˇ(uv)K2(v)(ek ⊗ el)
=
∑
1≤r,s≤N
(
aij(
u
v )kir(u)e
∗
j ⊗ e∗r + bij(uv )kjr(u)e∗i ⊗ e∗r
)
×
(
aks(uv)ksl(v)es ⊗ ek + bks(uv)ksl(v)ek ⊗ es
)
=
∑
1≤r≤N
(
δjk aij(
u
v )bjr(uv)kir(u)krl(v) + δik bij(
u
v )bir(uv)kjr(u)krl(v)
)
+ aij(
u
v )akj(uv)kik(u)kjl(v) + bij(
u
v )aki(uv)kjk(u)kil(v)
and
(e∗i ⊗ e∗j )K2(v)Rˇ(uv)K2(u)Rˇ(uv )(ek ⊗ el)
=
∑
1≤r,s≤N
(
kjr(v)air(uv)e
∗
r ⊗ e∗i + kjr(v)bir(uv)e∗i ⊗ e∗r
)
×
(
ksk(u)akl(
u
v )el ⊗ es + ksl(u)bkl(uv )ek ⊗ es
)
=
∑
1≤r≤N
(
δil bir(uv)aki(
u
v )kjr(v)krk(u) + δik bir(uv)bil(
u
v )kjr(v)krl(u)
)
+ ail(uv)akl(
u
v )kjl(v)kik(u) + aik(uv)bkl(
u
v )kjk(v)kil(u).
Taking the difference of the expressions above we obtain
(3.27)
∑
1≤r≤N
(
δik bir(uv)
(
bij(
u
v )kjr(u)krl(v)− bil(uv )kjr(v)krl(u)
)
+ δjk aij(
u
v )bjr(uv)kir(u)krl(v) − δilaik(uv )bir(uv)kjr(v)krk(u)
)
+
(
aij(
u
v )akj(uv)− ail(uv)akl(uv )
)
kjl(v)kik(u)
+ aik(uv)
(
bij(
u
v )kjk(u)kil(v) − bkl(uv )kjk(v)kil(u)
)
= 0.
Next, in five steps, we prove that any solution K of (3.23) is equivalent to the solution given by (3.9)
or (3.10). Recall that aij(u) and bij(u) were defined in (2.8). For any i 6= j we will write aij(u) = a(u).
We will use the following terminology. Let σ ∈ SN be an involution. Let i, j be such that i < σ(i),
j < σ(j) and i < j. We say that the pairs (i, σ(i)) and (j, σ(j)) are non-crossing if i < σ(i) < j < σ(j) or
i < j < σ(j) < σ(i). We call the first case non-crossing split, we call the second case non-crossing non-split.
Step 1: Any solution of (3.23) is a generalized cross matrix, i.e.
(3.28) K(u) =
∑
1≤i≤N
(
kii(u) + (1− δiσ(i))kiσ(i)(u)
)
Eiσ(i)
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with σ ∈ SN satisfying σ2 = id. Moreover, without loss of generality, for all i such that i 6= σ(i),
(3.29) kiσ(i)(u) = kσ(i)i(u) or kiσ(i)(u)kσ(i)i(u) = 0.
Let i = j 6= k 6= l and i 6= l or i 6= j 6= k = l and i 6= k. Then (3.27) becomes, respectively,(
a(uv )− 1
)
kik(u)kil(v) + bkl(
u
v )kik(v)kil(u) = 0,(
a(uv )− 1
)
kil(v)kjl(u) + bij(
u
v )kil(u)kjl(v) = 0.
Setting u = −qv, i.e., a(uv ) = 1, these yield, respectively, kik(v)kil(−qv) = 0 and kil(v)kjl(−qv) = 0 for any
value of v. It follows that there can be at most one nonzero off-diagonal entry in each row and each column
of K(u).
Now let i = j = l 6= k. This time (3.27) gives∑
1≤r≤N
a(uv )bir(uv)kir(v)krk(u) + a(
u
v )kii(v)kik(u)
− a(uv)(kii(v)kik(u)− bki(uv )kii(u)kik(v)) = 0.
Since each row and each column of K(u) can have at most one nonzero off-diagonal entry, we can assume
that kir(u) = 0 for all r except when r = i and r = s 6= i. Choose k such that k 6= s. Since bii(uv) = 0, the
equality above gives kis(v)ksk(u) = 0. It follows that, if kis(u) with i 6= s is nonzero, then ksk(u) = 0 for
any k satisfying k 6= s and k 6= i. In particular, K(u) is a generalized cross matrix.
Let i = k 6= j = l and i = σ(j). Then (3.27) becomes
biσ(i)(uv)
(
kiσ(i)(u)kσ(i)i(v)− kσ(i)i(u)kiσ(i)(v)
)
= 0.
Hence kiσ(i)(u)kσ(i)i(u) = 0 or kiσ(i)(u) = cikσ(i)i(u) for some ci ∈ C×. In the latter case, by Lemma 3.3
(iii), we may assume that ci = 1, i.e., kiσ(i)(u) = kσ(i)i(u). This implies (3.29).
Step 2: For any i such that i < σ(i) both kii and kσ(i)σ(i) are either zero or lie in Rat
×. In the first case K(u)
is a generalized permutation matrix such that, for any j satisfying i < σ(i) < j < σ(j) or i < j < σ(j) < σ(i)
and any k, l satisfying k = σ(k) and l = σ(l), we have, for αkl ∈ C,
kkk(u)
kll(u)
=
αkl − u
αkl − u−1 ,
k2iσ(i)(u)
k2jσ(j)(u)
= δi<j<σ(j)<σ(i) + u
2 δi<σ(i)<j<σ(j) ,(3.30)
k2kk(u)
k2iσ(i)(u)
= δk<iu+ δi<k<σ(i) + δσ(i)<k u
−1.(3.31)
Otherwise, i.e., if kii,kσ(i)σ(i) ∈ Rat×, then
(3.32)
kiσ(i)(u)
kσ(i)σ(i)(u)
=
u− u−1
αiσ(i) − u−1
βiσ(i),
kσ(i)i(u)
kσ(i)σ(i)(u)
=
u− u−1
αiσ(i) − u−1
βσ(i)i
with βiσ(i), βσ(i)i ∈ C such that βiσ(i) = βσ(i)i 6= 0 or βiσ(i) βσ(i)i = 0. Moreover, for any i, j such that i < j
and kiσ(i)(u)kσ(i)i(u) = 0 if i 6= σ(i) and kjσ(j)(u)kσ(j)j(u) = 0 if j 6= σ(j) we have that
(3.33)
kii(u)
kjj(u)
=
αij − u
αij − u−1
for some αij ∈ C. Furthermore, for any i, k such that k 6= i < σ(i) 6= k,
(3.34) kkk(u) =
(
1− (u− u−1) δk<i − (δk<iu+ δi<k<σ(i) + δσ(i)<ku
−1)γiσ(i)k
αiσ(i) − u−1
)
kσ(i)σ(i)(u).
for some γiσ(i)k ∈ C, and so kkk is nonzero for all k.
Let i = l 6= j = k. Then (3.27) gives
(3.35)
∑
1≤r≤N
a(uv )
(
bjr(uv)kir(u)kri(v) − bir(uv)kjr(u)krj(v)
)
+ a(uv)
(
bij(
u
v )kii(v)kjj(u)− bji(uv )kii(u)kjj(v)
)
= 0.
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Assume that i < j = σ(i). Then
bji(u) =
bij(u)
u
, a(uv )bij(uv) =
(q3 − q)uv (v − u)
(u − q2v)(uv − q2) , a(uv)bij(
u
v ) =
(q3 − q)u(1− uv)
(u − q2v)(uv − q2)
and the equality above becomes
(3.36)
q3 − q
(u− q2v)(uv − q2)
(
kii(u)
(
(u− v)kii(v) + v (1 − uv)kjj(v)
)
− ukjj(u)
(
v (u− v)kjj(v) + (1− uv)kii(v)
))
= 0.
(In the computations below we will often omit writing the common factors which have no zeros or poles for
generic values of u and v.) Hence kii(u) = kjj(u) = 0 or both are nonzero. Note that the first case can
is only allowed if both kiσ(i)(u) and kσ(i)i(u) are nonzero, by the invertibility of K(u). In the second case
assume that
(3.37)
kii(u)
kjj(u)
=
αij(u)− u
αij(u)− u−1
with αij(u) ∈ Rat. This allows us to separate variables yielding αij(u) = αij(v). In particular, αij(u) =
αij ∈ C. The case i > j = σ(i) yields an analogous result.
Let us return to (3.35) and assume that i, j are such that i < j and kiσ(i)(u)kσ(i)i(u) = 0 if i 6= σ(i) and
the same condition for j. Then (3.35) simplifies to (3.36) and kii(u), kjj(u) must be nonzero, by invertibility
of K(u). Repeating the same arguments as before we find the same result, i.e., (3.37) with αij(u) = αij ∈ C.
This completes the proof of the first relation in (3.30) and the relation (3.33).
On the other hand, when i 6= σ(i), j 6= σ(j) and kii(u) = kjj(u) = 0 but kiσ(i)(u)kσ(i)i(u) and
kjσ(j)(u)kσ(j)j(u) are nonzero, the equality (3.35) becomes
a(uv )
(
bjσ(i)(uv)kiσ(i)(u)kσ(i)i(v)− biσ(j)(uv)kjσ(j)(u)kσ(j)j(v)
)
= 0
giving
(δj<σ(i)uv + δσ(i)<j)kiσ(i)(u)kσ(i)i(v)− (δi<σ(j) uv + δσ(j)<i)kjσ(j)(u)kσ(j)j(v) = 0.
We focus on the cases when i < σ(i) < j < σ(j) and i < j < σ(j) < σ(i). Using (3.29) and separating
variables we obtain the second relation in (3.30).
Finally, assume that i = σ(i), j < σ(j) and kjj(u) = 0. The equality (3.35) becomes
a(uv )
(
bji(uv)kii(u)kii(v)− biσ(j)(uv)kjσ(j)(u)kσ(j)j(v)
)
= 0
giving
(δj<iuv + δi<j)kii(u)kii(v) − (δi<σ(j)uv + δσ(j)<i)kjσ(j)(u)kσ(j)j(v) = 0.
By separating the variables we obtain (3.31).
Let i = j = l 6= k and i = σ(k). Upon renaming k → j in (3.27) we find
a(uv)
(
kii(v)kij(u)− bji(uv )kii(u)kij(v)
)
= a(uv )
(
kii(v)kij(u) + bij(uv)kij(v)kjj(u)
)
.
The trivial solutions are kii(u) = kjj(u) = 0 and kij(u) = 0. In the non-trivial case, for i < j = σ(i), the
equation above gives
(u− u−1)(αiσ(i) − v−1)kiσ(i)(v)kσ(i)σ(i)(u)− (v − v−1)(αij − u−1)kiσ(i)(u)kσ(i)σ(i)(v) = 0.
Here we used (3.33), which we have already proved. Upon separating the variables we obtain the first identity
in (3.32). If i > j instead, we need to interchange i with j and proceed in the same way as before. This
yields the second identity in (3.32).
Let i = l 6= j 6= k, i 6= k and σ(j) = k. Then (3.27) gives
a(uv )
(
bij(uv)kjj(v)kjk(u) + bik(uv)kjk(v)kkk(u)
)
− a(uv)
(
bij(
u
v )kii(v)kjk(u)− bki(uv )kii(u)kjk(v)
)
= 0.
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Assume further that j < k and kjj(u), kkk(u) and kjk(u) are all nonzero. Using (3.32) and (3.33), and
dividing by the common factor, we rewrite the equality above as
v − v−1
αjk − v−1
(
(uv − 1)(δk<iu+ δi<k v)kii(u) + (u− v)(δi<k uv + δk<i)kkk(u)
)
kkk(v)
− u− u
−1
αjk − u−1
(
(uv − 1)(δi<j u+ δj<i v)kii(v)− (u− v)(δi<j uv + δj<i)kjj(v)
)
kkk(u) = 0.
Upon separating the variables we find, for some γijk ∈ C,
kii(u) =
(
1− (u − u−1) δi<j − (δi<ju+ δj<i<k + δk<iu
−1)γijk
αjk − u−1
)
kkk(u).
The case when k < j yields an analogous result. It follows that, if kjj(u), kσ(j),σ(j)(u) and kj,σ(j)(u) or
kσ(j),j(u) with j 6= σ(j) are nonzero for some j, then kii(u) are nonzero for all i. This completes the proof
of the second statement of Step 2.
Step 3: If K(u) is a generalized involution matrix, then K is equivalent to the solution given by
(3.38) I +
u− u−1
α− u
∑
m<i≤N
Eii
for some m satisfying 12N ≤ m ≤ N and α ∈ C satisfying 0 ≤ Arg(α) < π, or to the solution given by
(3.39)
∑
1≤i≤ℓ
uEii +
∑
ℓ<i≤r
(
Eiσ(i) + Eσ(i)i
)
+
∑
r<i≤N+ℓ−r
Eii
for some (ℓ, r, σ) ∈ ΣsymN .
Suppose that K(u) is diagonal, i.e., K(u) =
∑
1≤i≤N kii(u)Eii. Then the first relation in (3.30) implies
that there can be at most three different entries, i.e., for any ℓ, r satisfying 0 ≤ ℓ < r ≤ N we have, for all
i, i′, j, j′, k, k′ such that i, i′ ≤ ℓ < j, j′ ≤ r < k, k′,
(3.40)
kii(u)
kjj(u)
=
1− αu
1− αu−1 ,
kjj(u)
kkk(u)
=
α− u
α− u−1 ,
kii(u)
kkk(u)
= u2,
kii(u)
ki′i′(u)
=
kjj(u)
kj′j′ (u)
=
kkk(u)
kk′k′(u)
= 1,
with α ∈ C. This yields, up to an overall scalar factor,
(3.41) K(u) =
∑
1≤i≤ℓ
uEii +
∑
ℓ<i≤r
α− u
αu− 1 Eii +
∑
r<i≤N
u−1Eii,
which, by Lemma 3.8 ((3.41) is a special case of (3.14) when σ = id), is equivalent to (3.38): denoting the
matrix (3.38) by Km(u) and (3.41) by Kℓ,r(u) we have, for 0 ≤ k < N ,
(Zρ(η−1u))−kKm(u)(Z
ρ(ηu))k =
{
αu−1
α−u Kk,k+m(u) if k +m ≤ N,
uKk+m−N,k(u)
∣∣
α→α−1
if k +m > N.
Next, suppose that K(u) is non-diagonal, i.e.,
(3.42) K(u) =
∑
1≤i≤N
kiσ(i)(u)Eiσ(i)
with σ ∈ SN of order 2. We will assume that kiσ(i)(u) = kσ(i)i(u) for all i satisfying i < σ(i); this follows
from Step 1. Let i, j, k, l be all different or i, j, k different and l = j. Then (3.27) gives
a(uv)
(
bij(
u
v )kil(v)kjk(u)− bkl(uv )kil(u)kjk(v)
)
= 0.
Using (2.8) we obtain
(δi>j v + δi<j u)kil(v)kjk(u)− (δk>l v + δk<lu)kil(u)kjk(v) = 0,
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or equivalently (cf. (2.10))
(3.43)
ki±k,j±l(u)
kij(u)
∈ Cu∓1, ki±k,j∓l(u)
kij(u)
∈ C.
Let i, j be such that i < σ(i), j < σ(j) and i < j. The relations (3.43) applied to the coefficients ki,σ(i)(u),
kσ(i),i(u) and kj,σ(j)(u), kσ(j),j(u) imply that we must have σ(i) < j or σ(j) < σ(i), i.e., the pairs (i, σ(i))
and (j, σ(j)) are non-crossing. We represent these configurations diagrammatically by
i
i
σ(i)
σ(i)
j
j
σ(j)
σ(j)
i
i
j
j
σ(j)
σ(j)
σ(i)
σ(i)
where the filled nodes indicate the nonzero entries of K(u) in question. Moreover, since K(u) is a generalized
permutation matrix, the filled nodes correspond to the only nonzero entries in each dotted line and each
dotted column. The grey shadings are added to emphasize the non-crossing property of the pairs (i, σ(i))
and (j, σ(j)): they are split in the first case and non-split in the second case. In particular, when N = 3
we have σ ∈ {(12), (13), (23)} and when N = 4 we have σ ∈ {(12), (13), (14), (23), (24), (12)(34), (14)(23)}.
When N ≥ 5 we need additional arguments.
Let us focus on case when the non-crossing pairs (i, σ(i)) and (j, σ(j)) are split. Let k be such that
k < σ(k). By the same arguments as before, the relations (3.43) imply that the pair (k, σ(k)) must satisfy
one the following four conditions:
k < i < σ(i) < σ(k) < j < σ(j), i < k < σ(k) < σ(i) < j < σ(j),
i < σ(i) < k < j < σ(j) < σ(k), i < σ(i) < j < k < σ(k) < σ(j).
In other words, all the pairs must be simultaneously non-crossing and there can be at most two simultaneously
split pairs. We represent these configurations by
k
k
i
i
σ(i)
σ(i)
σ(k)
j
j
σ(j)
σ(j)
i
i
k
k
σ(k)
σ(k)
σ(i)
j
j
σ(j)
σ(j)
i
i
σ(i)
σ(i)
k
k
j
j
σ(j)
σ(k)
σ(k)
i
i
σ(i)
σ(i)
j
j
k
k
σ(k)
σ(j)
σ(j)
respectively. (Note that the first two diagrams describe equivalent configurations; the same is true for the
last two diagrams.) Now let k be such that k = σ(k) instead. The relations (3.43) together with (3.31) imply
that k must satisfy one of the following two conditions:
(3.44) i < k < σ(i) < j < σ(j), i < σ(i) < j < k < σ(j).
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We represent these configurations by
i
i
k
k
σ(i)
σ(i)
j
j
σ(j)
σ(j)
i
i
σ(i)
σ(i)
j
j
k
k
σ(j)
σ(j)
Let us now focus on the case when the non-crossing pairs (i, σ(i)) and (j, σ(j)) are non-split, i.e., when
i < j < σ(j) < σ(i). Let k be such that k = σ(k). (The case when k 6= σ(k) follows from the considerations
above.) Then (3.43) and (3.31) imply that k must satisfy one the following three conditions:
(3.45) k < i < j < σ(j) < σ(i), i < j < k < σ(j) < σ(i)), i < j < σ(j) < σ(i) < k.
We represent these configurations by
k
k
i
i
j
j
σ(j)
σ(j)
σ(i)
σ(i)
i
i
j
j
k
k
σ(j)
σ(j)
σ(i)
σ(i)
i
i
j
j
σ(j)
σ(j)
σ(i)
σ(i)
k
k
Since K(u) is generically invertible, the considerations above imply that all simultaneously non-crossing
non-split pairs (ir, σ(ir)) satisfying ir < σ(ir) for r = 1, . . . , n, where n is the number of such pairs, form a
sequence
(3.46) (i, σ(i)), (i+ 1, σ(i)− 1), (i + 2, σ(i)− 2), . . . , (i+ n− 1, σ(i)− n+ 1),
where i = min{i1, i2, . . . , in}. It follows that
σ =
(
ℓ+ 1 ℓ+ 2 . . . r t− r t− r + 1 . . . t− ℓ+ 1
t− ℓ+ 1 t− ℓ . . . t− r r r − 1 . . . ℓ+ 1
)
with ℓ, r, t satisfying 0 ≤ ℓ < r ≤ 12 (ℓ + t) and 2 ≤ t ≤ N , or
σ =
(
1 2 . . . ℓ m− ℓ+ 1 m− ℓ+ 2 . . . m
m m− 1 . . . m− ℓ+ 1 ℓ ℓ− 1 . . . 1
)
×
(
m+ 1 m+ 2 . . . r N +m− r + 1 N +m− r + 1 . . . N
N N − 1 . . . N +m− r + 1 r r − 1 . . . m+ 1
)
with ℓ,m, r satisfying 2 ≤ 2ℓ < m < r ≤ 12 (N +m). In other words, we have that (ℓ, r, t, σ) ∈ Σsym
′
N and
(ℓ,m, r, σ) ∈ Σsym′′N , respectively. Typical configurations for the first and the second case are shown below
(the grey lines denote locations of the only nonzero matrix entries):
ℓ+1
ℓ+1
r
r
t−r
t−r
t−ℓ+1
t−ℓ+1
1
1
ℓ
ℓ
m−ℓ+1
m
m
m+1
r
r
N+m−r+1
N
N
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In the first case (3.30) and (3.31) imply that, up to an overall scalar factor,
K(u) =
∑
1≤i≤ℓ
uEii +
∑
ℓ<i≤r
εi (Ei,t−i+1 + Et−i+1,i) +
∑
r<i≤t−r
χEii +
∑
t−ℓ<i≤N
u−1Eii,
with εi, χ = ±1. In the second case, by the same arguments as before,
K(u) =
∑
1≤i≤ℓ
uεi (Ei,m−i+1 + Em−i+1,i) +
∑
ℓ<i≤m−ℓ
uEii
+
∑
c<i≤r
εi (Ei,N+m−i+1 + EN+m−i+1,i) +
∑
r<i<N+m−r
χEii,
with εi, χ = ±1. These are λ = µ = 1 and ci = ±1 specializations of (3.12) and (3.13), respectively. By
Lemma 3.8 and Remark 3.7 they are equivalent to the matrix (3.39).
Step 4: If K(u) is a symmetric generalized cross matrix (3.28) but not a generalized involution matrix, then
K is equivalent to the matrix (3.9).
We start by studying ratios between the matrix entries associated to the pairs (i, σ(i)) and (k, k) satisfying
i < σ(i) and k = σ(k). There are three cases we need to consider, k < i < σ(i), i < k < σ(i) and i < σ(i) < k.
The corresponding configurations are represented below
k
k
i
i
σ(i)
σ(i)
k
k
i
i
σ(i)
σ(i)
k
k
i
i
σ(i)
σ(i)
Substituting i→ σ(i) and j → k in (3.35) gives
a(uv )
(
bki(uv)kσ(i)i(u)kiσ(i)(v) + bkσ(i)(uv)kσ(i)σ(i)(u)kσ(i)σ(i)(v)− bσ(i)k(uv)kkk(u)kkk(v)
)
+a(uv)
(
bσ(i)k(
u
v )kσ(i)σ(i)(v)kkk(u)− bkσ(i)(uv )kσ(i)σ(i)(u)kkk(v)
)
= 0.
Assume that i < k < σ(i). Using (2.8) we obtain
(1 − uv)
(
ukkk(v)kσ(i)σ(i)(u)− vkkk(u)kσ(i)σ(i)(v)
)
+ (u− v)
(
uvkσ(i)σ(i)(u)kσ(i)σ(i)(v) + kσ(i)i(u)kiσ(i)(v) − kkk(u)kkk(v)
)
= 0.
It remains to use (3.32) and (3.34) giving
uv (u− v)(1 − u2)(1− v2)
(1− αiσ(i)u)(1− αiσ(i)v)
(
γiσ(i)k(γiσ(i)k + 1)− β2iσ(i)
)
kσ(i)σ(i)(u)kσ(i)σ(i)(v) = 0.
The equality above is only true if β2iσ(i) = γiσ(i)k(γiσ(i)k + 1) with γiσ(i)k ∈ C. We have thus arrived at the
following result, when i < k < σ(i),
kkk(u)
kσ(i)σ(i)(u)
=
(
1 +
u− u−1
αiσ(i) − u−1
γiσ(i)k
)
, β2iσ(i) = γiσ(i)k(γiσ(i)k + 1).(3.47)
Now assume that k < i < σ(i) instead. Repeating the same steps as before we find
kkk(u)
kσ(i)σ(i)(u)
=
(
1 +
u− u−1
αiσ(i) − u−1
(uγiσ(i)k − 1)
)
, β2iσ(i) = γiσ(i)k(γiσ(i)k − αiσ(i)).(3.48)
Finally, assume that i < σ(i) < k. This time we find
kkk(u)
kσ(i)σ(i)(u)
=
(
1 +
u− u−1
αiσ(i) − u−1
u−1γiσ(i)k
)
, β2iσ(i) = γiσ(i)k(γiσ(i)k + αiσ(i)).(3.49)
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We now focus on the ratios between the matrix entries associated to the pairs (i, σ(i)) and (j, σ(j))
satisfying i < σ(i) and j < σ(j). Note that (3.43) holds, i.e., the pairs (i, σ(i)) and (j, σ(j)) must be non-
crossing. Moreover, there can be at most two simultaneously non-crossing split pairs. Hence there are two
cases we need to consider, i < σ(i) < j < σ(j) and i < j < σ(j) < σ(i). The configurations in question are
represented below
i
i
σ(i)
σ(i)
j
j
σ(j)
σ(j)
i
i
j
j
σ(j)
σ(j)
σ(i)
σ(i)
Since K(u) is a generalized cross matrix, the filled nodes represent the only nonzero entries in the dotted
lines and columns.
Let i, j be such that i < σ(i) < j < σ(j). The relation (3.34) implies that, for γjσ(j)σ(i) ∈ C,
kσ(i)σ(i)(u)
kσ(j)σ(j)(u)
= 1 +
(u− u−1)(uγjσ(j)σ(i) − 1)
αjσ(j) − u−1
.
By (3.43) we have kiσ(i)(u)/kjσ(j)(u) ∈ Cu. Then, using (3.32), we deduce that, for η ∈ C×,
kσ(i)σ(i)(u)
kσ(j)σ(j)(u)
=
αiσ(i) − u−1
αjσ(j) − u−1
uη.
By equating the above expressions we find
(3.50) γjσ(j)σ(i) = 0, η + αjσ(j) = 0, αiσ(i)αjσ(j) = 1.
Hence, upon combining with (3.33), we have, when i < σ(i) < j < σ(j),
(3.51)
kσ(i)σ(i)(u)
kσ(j)σ(j)(u)
=
αjσ(j) − u
αjσ(j) − u−1
,
kii(u)
kjj(u)
=
1− uαjσ(j)
1− u−1αjσ(j)
,
and so
(3.52)
kii(u)
kσ(j)σ(j)(u)
= u2,
kjj(u)
kσ(i)σ(i)(u)
= 1.
Next substitute i→ σ(i) and j → σ(j) in (3.35). Provided i < σ(i) < j < σ(j), this gives
a(uv )
(
bσ(j)i(uv)kσ(i)i(u)kiσ(i)(v) + bσ(j)σ(i)(uv)kσ(i)σ(i)(u)kσ(i)σ(i)(v)
− bσ(i)j(uv)kjσ(j)(u)kσ(j)j(v) − bσ(i)σ(j)(uv)kσ(j)σ(j)(u)kσ(j)σ(j)(v)
)
+ a(uv)
(
bσ(i)σ(j)(
u
v )kσ(i)σ(i)(v)kσ(j)σ(j)(u)− bσ(j)σ(i)(uv )kσ(i)σ(i)(u)kσ(j)σ(j)(v)
)
= 0.
Using (2.8) and dividing by the common scalar factor we rewrite the equality above as
(u− v)
(
kσ(i)i(u)kiσ(i)(v) + kσ(i)σ(i)(u)kσ(i)σ(i)(v)
)
− uv (u − v)
(
kjσ(j)(u)kσ(j)j(v) + kσ(j)σ(j)(u)kσ(j)σ(j)(v)
)
− (1 − uv)
(
ukσ(i)σ(i)(v)kσ(j)σ(j)(u)− vkσ(i)σ(i)(u)kσ(j)σ(j)(v)
)
= 0.
Finally, using (3.32), (3.35), (3.50) and (3.51) we obtain
uv (u− v)(1 − u2)(1− v2)
(1− αjσ(j)u)(1− αjσ(j)v)
(
β2iσ(i)α
2
jσ(j) − β2jσ(j)
)
kσ(j)σ(j)(u)kσ(j)σ(j)(v) = 0.
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Hence the above equality is only true if β2iσ(i) = α
−2
jσ(j)β
2
jσ(j). We have thus arrived at the following result,
when i < σ(i) < j < σ(j),
(3.53)
kiσ(i)(u)
kσ(j)σ(j)(u)
= ± u− u
−1
αjσ(j) − u−1
uβjσ(j).
Let i, j be such that i < j < σ(j) < σ(i). The relation (3.34) now implies that, for γiσ(i)σ(j) ∈ C,
kσ(j)σ(j)(u)
kσ(i)σ(i)(u)
= 1 +
u− u−1
αiσ(i) − u−1
γiσ(i)σ(j).
By (3.43) we have kiσ(i)(u)/kjσ(j)(u) ∈ C. Then, using (3.32) and (3.33), we deduce that that, for η ∈ C×,
kσ(j)σ(j)(u)
kσ(i)σ(i)(u)
=
αjσ(j) − u−1
αiσ(i) − u−1
η,
yielding γiσ(i)σ(j) = 0, η = 1 and αiσ(i) = αjσ(j). Upon combining with (3.33) we obtain
(3.54)
kii(u)
kjj(u)
=
kσ(i)σ(i)(u)
kσ(j)σ(j)(u)
= 1.
Finally, by repeating the same steps as before, i.e., by combining the above results with (3.32) and (3.35),
we find β2iσ(i) = β
2
jσ(j). Therefore, when i < j < σ(j) < σ(i),
(3.55)
kiσ(i)(u)
kjσ(j)(u)
= ±1,
The last ingredient that we need is a constraint on the choice of the pairs (k, σ(k)) with k = σ(k). Let
i, j, k be such that i < k < j < σ(j) < σ(i) and k = σ(k). We already know that in this case αiσ(i) = αjσ(j)
and β2iσ(i) = β
2
jσ(j). Thus, upon combining (3.54), (3.55), (3.47) and (3.48), we find
1 +
u− u−1
αiσ(i) − u−1
γiσ(i)k = 1 +
u− u−1
αiσ(i) − u−1
(1 + uγjσ(j)k),
where β2iσ(i) = γiσ(i)k(γiσ(i)k+1) = γjσ(j)k(γjσ(j)k−αjσ(j)). The equality above is only true if γiσ(i)k = −1 and
γjσ(j)k = 0. But then βiσ(i) = 0 yielding a contradiction. Now let i, j, k be such that i < j < σ(j) < k < σ(i)
and k = σ(k) instead. Using similar arguments as above, with (3.49) instead of (3.48), we again obtain a
contradiction. In other words, the following two configurations
i
i
k
k
j
j
σ(j)
σ(j)
σ(i)
σ(i)
i
i
j
j
σ(j)
σ(j)
σ(i)
σ(i)
k
k
are not allowed. Recall that the filled nodes represent the only nonzero entries in the dotted lines and
columns. This means that all simultaneously non-crossing non-split pairs (ir, σ(ir)) satisfying ir < σ(ir)
with r = 1, . . . , n, where n is the number of such pairs, form the sequence (3.46). Moreover, by (3.54) and
(3.55), αi1σ(i1) = · · · = αinσ(in) and so
(3.56) ki1i1(u) = · · · = kinin(u), kσ(i1)σ(i1)(u) = · · · = kσ(i1)σ(in)(u).
By (3.30) we have β2i1σ(i1) = · · · = β2inσ(in). Finally, by combining (3.33) with (3.47), (3.48) and (3.49), we
deduce that, for all i, i′, j, j′, k, k′ fixed under σ and satisfying i, i′ < i1, in < j, j
′ < σ(in) and σ(i1) < k, k
′
the relations (3.40) hold.
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The above results imply that σ must be given by Σsym
′
N or Σ
sym′′
N . The nonzero entries of K(u) can thus
be represented as follows (recall a similar result in Step 3):
ℓ+1
ℓ+1
r
r
t−r
t−r
t−ℓ+1
t−ℓ+1
1
1
ℓ
ℓ
m−ℓ+1
m
m
m+1
r
r
N+m−r+1
N
N
Let (ℓ, r, t, σ) ∈ Σsym′N . By (3.54), (3.55), (3.56) and (3.40) we have
k11(u) = · · · = kℓℓ(u) = u2kt−l+2,t−l+2(u) = · · · = u2kNN(u),
kℓ+1,ℓ+1(u) = · · · = krr(u), kt−r,r−r(u) = · · · = kt−ℓ+1,t−ℓ+1(u),
kr+1,r+1(u) = · · · = kt−r−1,t−r−1(u), k2ℓ+1,σ(ℓ+1)(u) = · · · = k2rσ(r)(u).
Without loss of generality, we set kr+1,r+1(u) = 1 and
(3.57) αrσ(r) =
µ− µ−1
λ− λ−1 , γrσ(r),r+1 =
λ−1
λ− λ−1 , λ, µ ∈ C
×.
Using (3.32), (3.33) and (3.47) we find
(3.58)
krr(u) = 1 +
λ(u− u−1)
(λ−1µ−1 + u−1)(λ − µu) , kσ(r)σ(r)(u) = 1 +
λ−1(u− u−1)
(λ−1µ−1 + u−1)(λ − µu) ,
krσ(r)(u) = ±
u− u−1
(λ−1µ−1 + u−1)(λ− µu) , βrσ(r) = ∓
1
λ− λ−1 .
Finally, using (3.48), (3.49) and (3.40), we find that
k11(u) = 1 +
u− u−1
λ−1µ−1 + u−1
, kNN(u) = 1− u− u
−1
(λ−1µ−1 + u−1)λµu
.(3.59)
Hence, up to an overall scalar factor,
K(u) = I +
u− u−1
λ−1µ−1 + u−1
( ∑
1≤i≤ℓ
Eii − 1
λµu
∑
t<i≤N
Eii
+
1
λ− µu
∑
ℓ<i≤r
(
λEii + λ
−1Eσ(i)σ(i) ∓ Eiσ(i) ∓ Eiσ(i)
))
By Lemma 3.8, it is equivalent to (3.9).
Now let (ℓ,m, r, σ) ∈ Σsym′′N . By (3.52), (3.53), (3.54), (3.55), (3.56) and (3.40) we have
k11(u) = · · · = kℓℓ(u) = u2kN−m−r+1(u) = · · · = u2kNN(u),
km−ℓ+1,m−ℓ+1(u) = · · · = kmm(u) = km+1,m+1(u) = · · · = krr(u),
kℓ+1,ℓ+1(u) = · · · = km−ℓ,m−ℓ(u), kr+1,r+1(u) = · · · = kN+m−r,N+m−r(u),
k
2
1σ(1)(u) = · · · = k2ℓσ(ℓ)(u) = u2k2m+1,σ(m+1)(u) = · · · = u2k2rσ(r)(u).
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As in the previous case, we set kr+1,r+1(u) = 1 and choose the parametrization (3.57). Then (3.58) also
holds. Moreover, kℓ+1,ℓ+1(u) coincides with k11(u) given by (3.59). Hence, up to an overall scalar factor,
K(u) = I +
u− u−1
λ−1µ−1 + u−1
( ∑
1≤i≤ℓ
Eii +
∑
ℓ<i≤m−ℓ
Eii
+
1
λ− µu
∑
1≤i≤ℓ
(
µ−1uEii + λEσ(i)σ(i) ∓ uEiσ(i) ∓ uEσ(i)i
)
+
1
λ− µu
∑
m<i≤r
(
λEii + λ
−1Eσ(i)σ(i) ∓ Eiσ(i) ∓ Eiσ(i)
))
.
By Lemma 3.4, it is equivalent to (3.9).
Step 5: If K(u) is a non-symmetric generalized cross matrix, then K is equivalent to (3.10).
Let K(u) be given by (3.28). Assume that K(u) is a non-symmetric matrix, i.e., there exists k such that
k < σ(k) and kkσ(k)(u)kσ(k)k(u) = 0. Then for all i such that i < σ(i) we have kiσ(i)(u)kσ(i)i(u) = 0, i.e.,
a non-symmetric K(u) is triangular. We will show this by contradiction. (Note that if k is the only index
such that k < σ(k), for example when N = 3, then there is nothing to prove.) Assume that there exists i
such that i < σ(i) and kiσ(i)(u)kσ(i)i(u) 6= 0. There are four cases we need to consider:
(3.60) k < σ(k) < i < σ(i), i < σ(i) < k < σ(k), i < k < σ(k) < σ(i), k < i < σ(i) < σ(k).
Consider the first case above. The equality (3.35) in this case becomes, upon substituting i → σ(i) and
j → k,
a(uv )
(
bki(uv)kσ(i)i(u)kiσ(i)(v) + bkσ(i)(uv)kσ(i)σ(i)(u)kσ(i)σ(i)(v) − bσ(i)k(uv)kkk(u)kkk(v)
)
+ a(uv)
(
bσ(i)k(
u
v )kσ(i)σ(i)(v)kkk(u)− bkσ(i)(uv )kσ(i)σ(i)(u)kkk(v)
)
= 0.
By (3.52), which holds for i, k described above, we have kkk(u) = u
2kσ(i)σ(i)(u) giving
a(uv )bki(uv)kσ(i)i(u)kiσ(i)(v) +A(u, v)kσ(i)σ(i)(u)kσ(i)σ(i)(v) = 0,
where
A(u, v) = a(uv)
(
u2 bσ(i)k(
u
v )− v2 bkσ(i)(uv )
)
+ a(uv )
(
bkσ(i)(uv)− u2v2 bσ(i)k(uv)
)
=
1− uv
q − q−1uv
(
(q2 − 1)u2v
q2v − u −
(q2 − 1)uv2
q2v − u
)
+
v − u
qv − q−1u
(
(q2 − 1)uv
q2 − uv −
(q2 − 1)u2v2
q2 − uv
)
=
(
q2 − 1)uv(1− uv)(u− v)
(q − q−1uv) (q2v − u) −
(
q2 − 1)uv(v − u)(uv − 1)
(qv − q−1u) (q2 − uv) = 0.
Hence a(uv )bki(uv)kσ(i)i(u)kiσ(i)(v) = 0 yielding a contradiction. Proceeding in a similar way we find that
each of the remaining three cases in (3.60) also yields a contradiction. Therefore a non-symmetric K(u) is
triangular.
Next, note that (3.33) holds for all diagonal entries of a triangular K(u). Hence the diagonal part is the
same as in (3.41), i.e.,
(3.61)
∑
1≤i≤ℓ
uEii +
∑
ℓ<i≤r
α− u
αu− 1 Eii +
∑
r<i≤N
u−1Eii
with ℓ, r satisfying 0 ≤ ℓ < r ≤ N .
We also note that for any i, j such that i < σ(i) and j < σ(j) the pairs (i, σ(i)) and (j, σ(j)) are
non-crossing, and there are at most two simultaneously non-crossing split pairs. This follows by the same
arguments as before, i.e., from (3.43). Moreover, (3.51) and (3.54) also hold in the split and non-split cases,
respectively. Recall that in the split case we have αiσ(i)αjσ(j) = 1, while in the non-split case αiσ(i) = αjσ(j).
Finally, we note that constraints involving parameters βiσ(i) in (3.47-3.49) are not present in the triangular
case, i.e., repeating the same analysis as we did in Step 4 does not yield any constraints on βiσ(i). In particular,
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if i, j, k are such that i < j < σ(j) < σ(i) and k = σ(k), the the configurations
i < k < j < σ(j) < σ(i), i < j < σ(j) < k < σ(i)
are also allowed. (Recall that in the symmetric case only k < i < j < σ(j) < σ(i), i < j < k < σ(j) < σ(i)
and i < j < σ(j) < σ(i) < k were allowed.) This implies that all simultaneously non-crossing non-split pairs
(ir, σ(ir)) satisfying ir < σ(ir) for r = 1, . . . , n, where n is the number of such pairs, form a sequence
(ia1 , σ(ia1)), (ia2 , σ(ia2)), . . . , (ian , σ(ian))
such that
ia1 < ia2 < · · · < ian , σ(ia1) > σ(ia2) > · · · > σ(ian).
Furthermore, if i, j, k are such that i < σ(i) < j < σ(j) and k = σ(k), then the following three configurations
are also allowed:
k < i < σ(i) < j < σ(j), i < σ(i) < k < j < σ(j), i < σ(i) < j < σ(j) < k.
(Recall that in the symmetric case only i < k < σ(i) < j < σ(j) and i < σ(i) < j < k < σ(j) were allowed.)
This implies that there exist ℓ, m, r satisfying 0 ≤ ℓ < r ≤ N and ℓ ≤ m ≤ r such that for all i, j satisfying
i 6= σ(i), j 6= σ(j),
0 < σ(j) ≤ σ(i) ≤ ℓ if ℓ < i ≤ j ≤ m,
r < σ(j) ≤ σ(i) ≤ N if m < i ≤ j ≤ r.
In other words, (ℓ,m, r, σ) ∈ Σtri′N . Finally, by combining (3.32), (3.34) and (3.61), we find that, for i 6= σ(i),
kiσ(i)(u) = (δi≤mu+ δi>m)
u− u−1
αu− 1 βiσ(i)
with βiσ(i) ∈ C. Hence
K(u) =
∑
1≤i≤ℓ
uEii +
∑
ℓ<i≤r
α− u
αu− 1 Eii +
∑
r<i≤N
u−1Eii
+
∑
ℓ≤i≤r
(δi≤mu+ δi>m)
u− u−1
αu− 1
(
ciσ(i)Eiσ(i) + cσ(i)iEσ(i)i
)
with ciσ(i) ∈ C satisfying cii = 0 and ciσ(i)cσ(i)i = 0. By Lemma 3.8, it is equivalent to (3.10). 
Recall that in the proof of Theorem 3.6 we used an affinization procedure to show that K(u) is a solution
of the reflection equation(1.2). The equivalence relation for solutions of the constant reflection equation (i.e.,
an analogue of Lemma 3.3) is given by a conjugation with a diagonal matrix and a multiplication by an
arbitrary nonzero scalar. Taking this into account, the Type 1 solutions stated in [Mu, Thm. 2] correspond
to the matrix G in (3.15), while the Type 2 solutions correspond to Q in (3.26).2 This fact combined with
Theorem 3.6 leads to the following important corollary.
Corollary 3.10. Every invertible solution of the reflection equation (1.2) can be obtained by the affinization
procedure (3.25) or (3.26) of a symmetric (Type 1) or triangular (Type 2) solution of the constant reflection
equation and an application of Lemma 3.3, respectively.
Remark 3.11 (Non-invertible solutions). Consider the triangular solution (3.10). Multiply by α and substi-
tute εiσ(i) → α−1εiσ(i), εσ(i)i → α−1εσ(i)i. Taking the limit α → 0 gives a set of non-invertible solutions of
(1.2) ∑
m<i≤N
(
εiσ(i)Eiσ(i) + εσ(i)iEσ(i)i
)
with (m,σ) ∈ ΣtriN and εiσ(i), εσ(i)i satisfying the same conditions as those in (3.10). A numerical low-rank
analysis of (1.2) suggests that these are indeed all non-invertible solutions, inequivalent in the sense of
Lemma 3.3. A similar limit of (3.9) does not give any new solutions. 
2Note that solutions found in [Mu] are w-transposed with respect to the ones considered in the present paper. This is
because of a difference in the definition of the constant R-matrix Rq .
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3.3. Twisted reflection equation. We now turn to classification of invertible solutions of the twisted
reflection equation (3.5).
Theorem 3.12. Let N ≥ 3. Then K ∈ Rat(CN )× is a solution of the twisted reflection equation (3.5) if
and only if it is equivalent to one of the solutions given by the following matrices:∑
1≤i≤N
Eiı¯ +
∑
1≤i<j≤N
1 + q
q˜ + qu
(
(−q) j−i2 uEi¯ + (−q)
i−j
2 q˜Ej ı¯
)
,(3.62)
∑
1≤i≤N
Eiı¯,(3.63) ∑
1≤i≤N/2
(E2i−1,2i + E2i,2i+1),(3.64) ∑
1≤i≤N/2
(uEi,ı¯−N/2 + Ei+N/2,ı¯).(3.65)
The last two cases are only allowed if N is even.
We first state a technical lemma which will help us with proving Theorem 3.12.
Lemma 3.13. Let K be given by (3.62), (3.63), (3.64) or (3.65). Then the solutions of (3.5) equivalent to
K are given by
g(u)
( ∑
1≤i≤N
c2ı¯Eiı¯ +
∑
1≤i<j≤N
cı¯ c¯
1 + q
q˜ ± qu
(
± (−q) j−i2 uEi¯ + (−q)
i−j
2 q˜Ej ı¯
))
for (3.62)(3.66)
g(u)
∑
i
cı¯Ei ı¯ for (3.63)(3.67)
g(u)
∑
1≤i≤N/2
ci(E2i−1,2i + E2i,2i+1) or(3.68)
g(u)
(
c1(uE11 + u
−1ENN ) +
∑
1<i≤N/2
ci(E2i−1,2i+2 + E2i−2,2i+1)
)
for (3.64)(3.69)
g(u)
∑
1≤i≤N/2
ci(±uEi,ı¯−N/2 + Ei+N/2,ı¯) for (3.65)(3.70)
for some g ∈ Rat× and ci ∈ C×.
Proof. The proof is analogous to that of Lemma 3.8, i.e., the statements above follow by tedious computations
using Lemma 3.3. In particular, for 1 ≤ k < N ,
g(u)Dw
(
(Zρ( ηu )
w)
)k
K(±u)(Zρ(ηu))kD = K ′(u), ci = ηδi≤kdi,
whereK(u) is the matrix (3.62), (3.63) or (3.65) andK ′(u) is the matrix (3.66), (3.67) or (3.70), respectively.
The coefficients ci are given by diη
δi≤k , diη
δi≤k , d2i η
2δi≤k and dN/2−i+1dı¯η
δN/2−i<k , accordingly. In case of
(3.64) we have instead
g(u)Dw
(
(Zρ( ηu )
w)
)k
K(±u)(Zρ(ηu))kD =
{
K ′(u) if k is even,
K ′′(u) if k is odd,
where K(u) is (3.64), K ′(u) is (3.68) with ci = η
2δ
2i≤kd2id2i+1 and K
′′(u) is (3.69) with c1 = ηd1dN and
ci = η
2δ
2i+2≤kd2i+1d2i+2. Lastly, all matrices (3.66-3.70) are invariant under the transformation given by
Lemma 3.3 (iv). 
Proof of Theorem 3.12. (=⇒) We start by showing that matrices (3.62-3.65) are solutions to (3.5). The
matrices (3.62-3.64) in the form given by K˜(u), cf. (3.4), are known to be solutions of (1.3). For (3.62) this
was shown in [Gan]. For (3.63) this is accounted for by the fact that R-matrices R(uv ) and R
t1( 1uv ) commute.
For (3.64) this was shown in [MRS] (in the proof of Theorem 3.10). For (3.65) this was stated without proof
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in [RV]. Hence we only need to show that (3.65) is indeed a solution of (3.5). By Lemmas 3.2 and 3.3 it is
sufficient to show that the matrix
K˜(u) =
∑
1≤i≤N/2
(uEi+N/2,i + Ei,i+N/2)
is a solution of (1.3). Let T be the unique element of GL(CN ⊗ CN ) that sends the ordered basis
(e1 ⊗ e1, . . . , e1 ⊗ eN , e2 ⊗ e1, . . . , e2 ⊗ eN , . . . , eN ⊗ e1, . . . , eN ⊗ eN )
to the ordered basis
(e1 ⊗ e1, . . . , e1 ⊗ eN/2, e2 ⊗ e1, . . . , e2 ⊗ eN/2, . . . , eN ⊗ e1, . . . , eN ⊗ eN/2,
e1 ⊗ eN/2+1, . . . , e1 ⊗ eN , e2 ⊗ eN/2+1, . . . , e2 ⊗ eN , . . . , eN ⊗ eN/2+1, . . . , eN ⊗ eN).
We conjugate the matrices R(u), Rt1(u), K˜1(u) and K˜2(v) with the matrix T . This gives
TR(uv )T
−1 =

R(uv )
(1 − uv )fq(uv )I (q − q−1) uv fq(uv )P
(q − q−1)fq(uv )P (1− uv )fq(uv )I
R(u)
 ,
TRt1( 1uv )T
−1 =

Rt1( 1uv ) (q − q−1)fq( 1uv )P t1
(1− 1uv )fq( 1uv )I
(1− 1uv )fq( 1uv )I
(q − q−1) 1uv fq( 1uv )P t1 Rt1( 1uv )

and
TK˜1(u)T
−1 =
 I IuI
uI
 , T K˜2(v)T−1 =
 IvI I
vI
 ,
where the operators inside the matrices are each acting on a copy of CN/2 ⊗ CN/2. It remains to conjugate
both sides of (1.3) with T and use the expressions above together with the identities PP t1 = P t1P = P t1
and P Rt1(u)P = Rt1(u). Then a straightforward computation shows that both sides of (1.3) agree. Hence
(3.65) is indeed a solution of (3.5).
(⇐=) Conversely, suppose that K(u) = ∑ij kij(u)eij with kij ∈ Rat. We write the twisted reflection
equation (3.5) in the braided form,
(3.71) Rˇ(uv )K2(u)Rˇ
∨(uv)K2(v) = K2(v)Rˇ
∨(uv)K2(u)Rˇ(
u
v ),
where Rˇ∨(u) := PR∨(u). Recall (3.2) and (3.3). Observe that
Rˇ∨(uv)(ek ⊗ el) = ckl(uv)el ⊗ ek + δkl¯
∑
1≤r≤N
dkr(uv)er¯ ⊗ er,
(e∗k ⊗ e∗l )Rˇ∨(uv) = ckl(uv)e∗l ⊗ e∗k + δkl¯
∑
1≤r≤N
dkr(uv)e
∗
r¯ ⊗ e∗r ,
where
(3.72)
ckl(uv) = q
δkl¯fq
(
q˜ 2
uv
)
+ q−δkl¯fq−1
(
uv
q˜ 2
)
,
dkr(uv) = (q − q−1)(−q)r−k
(
δk<r fq
(
q˜ 2
uv
)− δk>r fq−1(uvq˜ 2 )).
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In particular, ckk¯(uv) = 1 and dkk(uv) = 0. Repeating the same steps as in the proof of Theorem 3.6 we
find
(e∗i ⊗ e∗j )Rˇ(uv )K2(u)Rˇ∨(uv)K2(v)(ek ⊗ el)
=
∑
1≤r,s≤N
(
aij(
u
v )kir(u)e
∗
j ⊗ e∗r + bij(uv )kjr(u)e∗i ⊗ e∗r
)
×
(
cks(uv)ksl(v)es ⊗ ek + δks¯
∑
1≤t≤N
dkt(uv)ksl(v)et¯ ⊗ et
)
= aij(
u
v )
(
dk¯(uv)ki¯(u)kk¯l(v) + ckj(uv)kik(u)kjl(v)
)
+ bij(
u
v )
(
dkı¯(uv)kj ı¯(u)kk¯l(v) + cki(uv)kjk(u)kil(v)
)
and
(e∗i ⊗ e∗j )K2(v)Rˇ∨(uv)K2(u)Rˇ(uv )(ek ⊗ el)
=
∑
1≤r,s≤N
(
kjr(v)cir(uv)e
∗
r ⊗ e∗i + δir¯
∑
1≤t≤N
kjr(v)dit(uv)e
∗
t¯ ⊗ e∗t
)
×
(
ksk(u)akl(
u
v )el ⊗ es + ksl(u)bkl(uv )ek ⊗ es
)
= akl(
u
v )
(
dil¯(uv)kj ı¯(v)kl¯k(u) + cil(uv)kjl(v)kik(u)
)
+ bkl(
u
v )
(
dik¯(uv)kj ı¯(v)kk¯l(u) + cik(uv)kjk(v)kil(u)
)
.
Taking the difference of the expressions above we obtain
(3.73)
(
aij(
u
v )ckj(uv)− akl(uv )cil(uv)
)
kik(u)kjl(v)
+
(
aij(
u
v )dk¯(uv)ki¯(u) + bij(
u
v )dkı¯(uv)kj ı¯(u)
)
kk¯l(v)
−
(
akl(
u
v )dil¯(uv)kl¯k(u) + bkl(
u
v )dik¯(uv)kk¯l(u)
)
kj ı¯(v)
+ bij(
u
v )cki(uv)kjk(u)kil(v)− bkl(uv )cik(uv)kjk(v)kil(u) = 0.
Next, in four steps, we prove that any invertible solution K(u) of (3.71) is equivalent to (3.62), (3.63),
(3.64) or (3.65). For any i 6= j we will write aij(u) = a(u) and for any i 6= ¯ we will write cij(u) = c(u).
Step 1: Without loss of generality, for any i we have
(3.74) kiı¯(u) = 1 or kiı¯(u) = 0.
For any i, j such that i < ¯ we have kij(u) = k¯ ı¯(u) = 0 or both are nonzero and
(3.75) k¯ ı¯(u) = −(−q)i−¯ q˜ u−1 q˜ c+ qu
q˜ + quc
kij(u)
with c ∈ C. Moreover, when kiı¯(u) = 1, we have
(3.76) kij(u) = (1 + q)
cij
q + q˜ u−1
, k¯ı¯(u) = (−q)i−¯ q˜ u−1kij(u),
or, if i > ¯ instead,
(3.77) k¯ı¯(u) = (1 + q)
c¯ ı¯
q + q˜ u−1
, kij(u) = (−q)¯−i q˜ u−1k¯ ı¯(u),
where cij , c¯ ı¯ ∈ C×.
Setting i = j and k = l in (3.73) we obtain
dkı¯(uv)kiı¯(u)kk¯k(v)− dik¯(uv)kiı¯(v)kk¯k(u) = 0,
which, by (3.72), is equivalent to kiı¯(u) = cikkkk¯(u) for some cik ∈ C. Then, by Lemma 3.3 (iii), we may
assume (3.74).
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Next, setting ı¯ = k and ¯ = l in (3.73) we obtain(
a(uv )dı¯ ¯(uv)ki¯(u) + bij(
u
v )kj ı¯(u)
)
ki¯(v) −
(
a(uv )dij(uv)kj ı¯(u) + bı¯ ¯(
u
v )ki¯(u)
)
kj ı¯(v) = 0.
Let ki¯(u) = 0. Then the equality above gives a(
u
v )dij(uv)kj ı¯(u)kj ı¯(v) = 0. Hence ki¯(u) = 0 implies
kj ı¯(u) = 0. Now suppose that both ki¯(u) and kj ı¯(u) are nonzero instead. Assuming further that i < j the
equality above gives
(−q)i+j(q2uv − q˜2)
(
ukj ı¯(u)ki¯(v)− vki¯(u)kj ı¯(v)
)
+ (u− v)
(
(−q)2i+1q˜2ki¯(u)ki¯(v)− (−q)2j+1uvkj ı¯(u)kj ı¯(v)
)
= 0,
which can be solved using separation of variables. In particular, upon subsituting j → ¯, we obtain the
required relation (3.75).
Finally, setting i = j = k¯ in (3.73) and assuming kiı¯(u) = 1 (by (3.74)), we find
(3.78)
(
a(uv )c(uv)− 1
)
kil(v) + bı¯l(
u
v )kil(u) + a(
u
v )dil¯(uv)kl¯ı¯(u) = 0.
Using (2.8), (3.72) and setting v = q˜ q−1 we obtain
(δi<l¯u+ δi>l¯ q q˜)kl¯ı¯(u)− (−q)i−l¯ (δi<l¯ qu+ δi>l¯ q˜)kil(u) = 0
which we rewrite as
(3.79) k¯ı¯(u) = (−q)i−¯ (δi<¯ q˜ u−1 + δi>¯ q˜−1u)kij(u).
(This corresponds to the c = 1 case in (3.75).) We now substitute (3.79) back to (3.78) giving
q(−q)l¯−i(u− v)(q˜2 δi>l¯ + uvδi<l¯)kl¯ı¯(u)
+ (q˜2 − q2uv)(uδi>l¯ + vδi<l¯)kil(u)− u(q˜2 − q2v2)kil(v) = 0.
Substituting l→ j and separating variables we find (3.76) (when i < ¯) and (3.77) (when i > ¯), as required.
Step 2: Suppose that kij(u) 6= 0 for all i, j. Then K is equivalent to (3.62).
By (3.74) we can assume that kiı¯(u) = 1 for all i. Then (3.76) allows us to find all the remaining matrix
entries up to the unknown constants cij with i + j ≤ N . Set i = l and j = k¯ in (3.73). Assuming i 6= ı¯ we
obtain
a(uv )
(
(c(uv)− 1)kji(v)ki¯(u) + di ı¯(uv) k¯ı¯(u)kj ı¯(v)
)
+ b¯i(
u
v )dij(uv)kji(u)kjı¯(v)
+ c(uv)
(
b¯i(
u
v )kii(u)kj ¯(v)− bij(uv )kii(v)kj ¯(u)
)
− bij(uv )d¯ı¯(uv)kji(v)kjı¯(u) = 0.
Assuming further that i < j and i+ j ≤ N and using (2.8) and (3.72) we find
(−q)−2i
(u − q2v)(q˜2 − q2uv)
(
(−q)2i+1(q2 − 1)(q˜2 − uv)(ukii(v) − vkii(u))
+ (−q)i+j(q2 − 1)2uv (ukji(v)kj ı¯(u)− vkji(u)kj ı¯(v))
+ (q − 1)(u− v)
(
(−q)2i+1(q˜2 + quv)kji(v)ki ¯(u)
− q˜2q2(q + 1)uv k¯ı ¯(u)kj ı¯(v)
))
= 0.
We now need to substitute (3.76). The resulting equality is
q2(q + 1)(q2 − 1)uv(u− v)(uv − q˜2)(cii − ci¯ cji)
(qu+ q˜)(qv + q˜)(u− q2v)(q˜2 − q2uv) = 0.
This is only true if cii = ci¯ cji. Now set i = l¯ = k in (3.73). Assuming i 6= ı¯ we obtain
a(uv )
(
(c(uv)− 1)kii(u)kjı¯(v) + di¯(uv) k¯ıı¯(v)ki¯(u)
)
+ bij(
u
v )diı¯(uv) k¯ıı¯(v)kjı¯(u)
+ c(uv)
(
bij(
u
v )kji(u)kiı¯(v)− biı¯(uv )kji(v)kiı¯(u)
)
− biı¯(uv )diı¯(uv) k¯ıı¯(u)kjı¯(v) = 0.
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Assuming further that i < j and i+ j ≤ N and using (2.8) and (3.72) we find
1
(u− q2v)(q˜2 − q2uv)
(
q (q2 − 1)u(q˜2 − uv)(kji(v)− kji(u))
+ (−q)2i(q2 − 1)2u2v (k¯ıı¯(v)kj ı¯(u)− k¯ıı¯(u)kj ı¯(v))
+ q (q − 1)(u− v)
(
(q˜2 + quv)kii(u)kj ı¯(v)
− (−q)ı¯−j(q + 1)uv k¯ıı¯(v)ki¯(u)
))
= 0.
Substituting (3.76) yields
q˜ q (q − 1)(q + 1)2u(u− v)(q˜2 − uv)((−q)i−jcii ci¯ − cji)
(q˜ + qu)(q˜ + qv)(u − q2v)(q˜2 − q2uv) = 0
and so cji = (−q)i−jcii ci¯. Upon combing with the identity cii = ci¯ cji we find c2ij = (−q)¯−i. We
will use Lemma 3.3 (iii) to narrow down the choice of the sign for cij . Conjugation by the symmetry
Z =
∑
1≤i≤N ziEii maps each kij(u) to zı¯zjkij(u). Assume that zi ∈ {±1}. Then all the anti-diagonal
entries ki ı¯(u) are mapped to themselves, hence the assumption that ki ı¯(u) = 1 remains valid. Choose
zN = 1 so that each k1i(u) is mapped to zik1i(u). This allows us to choose the square root c1j = (−q) ¯−12
for 1 ≤ j < N .
Next, set k = l in (3.73). Assuming i 6= k 6= j and i 6= j we find
c(uv)
(
(a(uv )− 1)kik(u)kjk(v) + bij(uv )kik(v)kjk(u)
)
+ a(uv )dk¯(uv)ki¯(u) + bij(
u
v )dkı¯(uv)kjı¯(u)− dik¯(uv)kjı¯(v) = 0.
Assume further that i < k < j, i + k ≤ N and i + j > N + 1, so that 2 ≤ k < N . Then, using (2.8) and
(3.72), the equality above becomes
1
(u− q2v)(q˜2 − q2uv)
(
(u+ qv)kik(u)kjk(v) − (q + 1)ukik(v)kjk(u)
q(q − 1)(q˜2 − uv)
+
(−q)i−j+1 q˜2(u− v)ki¯(u) + uv
(
(u − q2v)kjı¯(v) + (q2 − 1)ukjı¯(u)
)
(−q)i−k¯(q2 − 1)
)
= 0.
Upon substituting (3.76) we obtain the relation ci¯ = cik ck¯¯. Setting i = 1 and using the expression for c1j
we find ck¯¯ = (−q)
j−k¯
2 , or equivalently cji = (−q) ı¯−j2 for 1 ≤ i < j < N . Now set j = N in ci¯ = cik ck¯¯
and use the expression for cj1. This gives cik = (−q) k¯−i2 . It remains to find the expressions for coefficients
cii = ci¯ cji = (−q) ı¯−i2 . By combining the above results we find that cij = (−q) ¯−i2 for i+j ≤ N . Substituting
this back to (3.76) and using (3.74), namely ki ı¯(u) = 1, we obtain the solution (3.62), as required.
Step 3: Suppose there exists i, j such that i 6= ¯, kij(u) = 0 and kiı¯(u) = 1 or k¯j(u) = 1. Then K(u) is
given by (3.63).
We know from Step 1 that kij(u) = 0 implies k¯ı¯(u) = 0. With this condition in mind, i.e., when
ki¯(u) = kj ı¯(u) = 0 or kl¯k(u) = kk¯l(u) = 0, (3.73) gives
bij(
u
v )kil(v)kjk(u)− bkl(uv )kil(u)kjk(v)
= (uδk<l + vδk>l)kil(u)kjk(v)− (uδi<j + vδi>j)kil(v)kjk(u) = 0.
Note that the equality above also holds if l = ı¯ or k = ¯. (The case when l = ı¯ and k = ¯ holds trivially by
(3.74).) We first focus on the case when ki¯(u) = kj ı¯(u) = 0 and i < j. By separating the variables we find
(3.80)
kil(u)
kjk(u)
∈ (δk<l + uδk>l)C.
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which can be represented by
i
ı¯
j
¯ k l
i
ı¯
j
¯ l k
Here the empty circles represent matrix entries that are equal to zero, i.e., ki¯(u) = kjı¯(u) = 0. The
filled circles represent the nonzero entries in question, kil(u) and kjk(u). In the cases l = ı¯ or k = ¯ the
corresponding vertical dotted lines should be identified.
In the case when kl¯k(u) = kk¯l(u) = 0 and k < l we find instead
(3.81)
kil(u)
kjk(u)
∈ (δi<j + u−1δi>j)C,
which we represent by
l¯
l
k¯
k
i
j
l¯
l
k¯
k
j
i
Similarly as before, when l¯ = i or k¯ = j the corresponding horizontal dotted lines should be identified.
Next, setting i = j and kik(u) = 0 in (3.73) and assuming kiı¯(u) = 1 we obtain
a(uv )dil¯(uv)kl¯k(u) + bkl(
u
v )dik¯(uv)kk¯l(u)− dkı¯(uv)kk¯l(v) = 0.
Assume further that i < k¯. Then the equality above gives
(−q)k+1(u − v)(q˜2δi>l¯ + uvδi<l¯)kl¯k(u)
+ (−q)luv
(
(q2 − 1)(uδk<l + vδk>l)kk¯l(u) + (u− q2v)kk¯l(v)
)
= 0.(3.82)
There are three cases we need to consider: l < k, k < l < ı¯ and ı¯ < l. They are shown diagrammatically
below
i
ı¯
k¯
k
l¯
l
i
ı¯
k¯
k
l¯
l
i
ı¯
k¯
k
l¯
l
Relation (3.80) with l = ı¯ implies that in the first two cases we have kiı¯(u)/kk¯l(u) ∈ C. Since kiı¯(u) = 1, it
follows that kk¯l(u) ∈ C. In a similar way, relation (3.81) with l = ı¯ implies that kiı¯(u)/kl¯k(u) ∈ C and so
kl¯k(u) ∈ C. In the third case (3.80) implies kk¯l(u) ∈ Cu−1, while (3.81) gives kl¯k(u) ∈ Cu. Applying these
arguments to (3.82) we find
kk¯l(u) =
(
−(−q)k−l+1δl<k + (−q)k−l−1δk<l<ı¯ + (−q)k+l¯u2δı¯<l
)
kl¯k(u).
On the other hand, (3.75) gives
kk¯l(u) =
(
(−q)k−l−1δl<k + (−q)k−l+1δk<l<ı¯ + (−q)k+l¯−2u2δı¯<l
)
kl¯k(u)
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yielding a contradiction. Assuming (above (3.82)) that i > k¯ instead and repeating the same steps as before
we obtain a similar contradiction. Hence, if kik = 0 and kiı¯(u) = 1, then the only nonzero entry in k¯-th line
and k-th column of K(u) is kk¯k(u) = 1. We indicate this result by
k¯
k
i
ı¯
k¯
k
i
ı¯
when i < k¯ and i > k¯, respectively. Here the grey lines indicate that the matrix entries in that line or
column are all equal to zero except kk¯k(u) = 1. By combining both cases and repeating the same arguments
line-by-line (and consequently column-by-column) and using the fact that each line and each column of K(u)
must have at least one nonzero element we conclulde that, if there exists i, j such that i 6= ¯, kij(u) = 0 and
kiı¯(u) = 1 or k¯ıi(u) = 1, then K(u) is the constant antidiagonal matrix (3.63).
Step 4: Suppose there exists i such that kiı¯(u) = 0. Then K(u) is given by (3.64) or (3.65).
Set i = j in (3.73) and assume that kiı¯(u) = 0. This gives(
a(uv )− 1
)
kik(u)kil(v) + bkl(
u
v )kik(v)kil(u) = 0.
Upon setting v = −q−1u this yields kik(−q−1u)kil(u) = 0. Now set k = l in (3.73) and assume that
kk¯k(u) = 0. We now have (
a(uv )− 1
)
kik(u)kjk(v) + bij(
u
v )kik(v)kjk(u) = 0.
Upon setting v = −q−1u this yields kik(−q−1u)kjk(u) = 0. Therefore, if kiı¯(u) = 0, then there exists only
one nonzero entry in the i-th line and in the ı¯-th column of K(u). Arguments used in Step 3 further imply
that kiı¯(u) = 0 for all i. Hence K(u) is a generalized permutation matrix with nonzero entries distributed
symmetrically with respect to the main antidiagonal (this follows from Step 1) and N is an even positive
integer greater than 2.
We will use (3.80), (3.81) and (3.75) to determine the distribution of the nonzero entries of K(u). Let
i, j, k, l be all different and let ki¯(u), kj ı¯(u), kkl¯(u) and klk¯(u) be all nonzero. According to (3.80) and
(3.81) there can be three inequivalent configuration, namely when i < j < k < l, i < k < j < l and
i < k < l < j. We represent these configurations as follows:
i
ı¯
j
¯
k
k¯
l
l¯
i
ı¯
j
¯
k
k¯
l
l¯
i
ı¯
k
k¯
l
l¯
j
¯
Note that the only nonzero matrix entries in each dotted line and each dotted column are the ones indicated
by the filled circles. The grey shadings are used to emphasize the differences between the configurations.
We start by focusing on the first case, when i < j < k < l. Relation (3.80) implies that ki¯(u)/klk¯(u) ∈ C,
while (3.81) gives kj ı¯(u)/kkl¯(u) ∈ C. By requiring these to be compatible with (3.75) we deduce that
(3.83) kj ı¯(u) = (−q)i−j+1ki¯(u), klk¯(u) = (−q)k−l+1kkl¯(u).
Hence, without loss of generality, we may assume that
(3.84) ki¯(u),kj ı¯(u),kkl¯(u),klk¯(u) ∈ C.
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In the second case, when i < k < j < l, by similar arguments as above we deduce that, without loss of
generality,
(3.85) ki¯(u),kkl¯(u) ∈ Cu, kj ı¯(u),klk¯(u) ∈ C,
and in particular,
(3.86) kj ı¯(u) = ±(−q)i−j q˜u−1ki¯(u), klk¯(u) = ±(−q)k−lq˜u−1kkl¯(u).
Finally, in the third case, when i < k < l < j, we find that, without loss of generality,
(3.87) ki¯(u) ∈ Cu, kkl¯(u),klk¯(u) ∈ C, kj ı¯(u) ∈ Cu−1,
and in particular,
(3.88) kj ı¯(u) = (−q)i−j−1q˜2u−2ki¯(u), klk¯(u) = (−q)k−l+1kkl¯(u).
If N = 4 then the relations above are enough determine K. If N ≥ 6 we need additional arguments. We
return to the first case, when i < j < k < l. Let r, s be such that krs¯(u) and ksr¯(u) are also nonzero. Then
(3.80), (3.81) and (3.75) imply that there are two inequivalent configurations, when i < j < r < s < k < l
with krs¯(u),ksr¯(u) ∈ C, and when r < i < j < k < l < s with krs¯(u) ∈ Cu and ksr¯(u) ∈ Cu−1. These cases
correspond to the following two diagrams, respectively,
i
ı¯
j
¯
r
r¯
s
s¯
k
k¯
l
l¯
i
ı¯
j
¯
r
r¯
s
s¯
k
k¯
l
l¯
All the remaining cases are either equivalent to the two above or are not allowed. For example, the case
i < j < k < l < r < s, after renaming k ↔ r and l ↔ s, gives i < j < r < s < k < l. As a second
example consider the case, when i < r < j < s < k < l. Such a configuration is not allowed since then
ki¯(u),krs¯(u) ∈ Cu and ki¯(u),krs¯(u) ∈ C yielding a contradiction.
We now focus on the second case, when i < k < j < l. As before, we assume that r, s are such
that krs¯(u) and ksr¯(u) are nonzero. Then there is only one configuration we need to consider, when
i < r < k < j < s < l, yielding krs¯(u) ∈ Cu and ksr¯(u) ∈ C. (All the remaining cases are either equivalent
to this one or are not allowed.) Diagrammatically this configuration is as follows,
i
ı¯
j
¯
r
r¯
s
s¯
k
k¯
l
l¯
It remains to consider the third case, when i < k < l < j. Once again, we assume that r, s are such
that krs¯(u) and ksr¯(u) are nonzero. The only allowed configuration is i < r < s < k < l < j with
krs¯(u),krs¯(u) ∈ C. (Again, all the remaining cases are either equivalent to this one or are not allowed.)
Note that this configuration was already discussed above, i.e., it is equivalent to the case, when r < i < j <
k < l < s. Also note that in each case above the allowed configurations are of even dimension.
The considerations above together with the requirement for K(u) to be invertible imply that if there exists
i such that ki ı¯(u) = 0 then K(u) is given by∑
1≤i≤N/2
(
k2i−1,2i(u)E2i−1,2i + k2i,2i+1(u)E2i,2i+1
)
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with k2i−1,2i(u),k2i,2i+1(u) ∈ C, or by
k11(u)E11 + kNN(u)ENN +
∑
1≤i<N/2
(
k2i,2i−1(u)E2i,2i−1 + k2i,2i+1(u)E2i,2i+1
)
with k11(u) ∈ Cu, kNN(u) ∈ Cu−1 and k2i−1,2i(u),k2i,2i+1(u) ∈ C, or by∑
1≤i≤N/2
(
ki,ı¯−N/2(u)Ei,ı¯−N/2 + ki+N/2,ı¯(u)Ei+N/2,ı¯
)
with ki,ı¯−N/2(u) ∈ Cu and ki+N/2,ı¯(u) ∈ C. The ratios between the entries symmetric with respect to
the main antidiagonal follow from (3.83), (3.86) and (3.88) yielding matrices (3.68), (3.69) and (3.70),
respectively. By Lemma 3.13 this completes the proof. 
Remark 3.14 (Affinization procedure for (3.5)). Upon dividing by (1 + q˜−1qu) the solution (3.62) may be
written as
(3.89) (1 + q˜−1qu)J + L+ q˜−1uC−1LtCt,
where
(3.90) J =
∑
1≤i≤N
Eiı¯, L =
∑
1≤i<j≤N
(1 + q)(−q) i−j2 Ej ı¯.
Similarly, the solution (3.65) may be written as
(3.91) G+ q˜−1uC−1GtCt G =
∑
1≤i≤N/2
Ei+N/2,ı¯.
The above identities may be viewed as analogues of the affinization procedure for the twisted reflection
equation (3.5). The matrices J +L and G defined above and the matrices (3.63) and (3.64) are solutions of
the constant braided (C-conjugated) twisted reflection equation
(3.92) RˇqG2(Rˇ
∨
q )
−1G2 = G2(Rˇ
∨
q )
−1G2Rˇq.
This can be seen by taking the u, v→ 0 limit of (3.5). More generally, if a matrix G ∈ End(CN ) is a solution
of (3.92), then it also a solution of (3.5) if it has nonzero entries both above and below the main antidiagonal.
Otherwise, if G has no nonzero entries above the main antidiagonal, then the matrix (3.89), where J is the
antidiagonal part of G and L := G − J , is a solution of (3.5). The matrices (3.63) and (3.64) and the
matrix J + L given by (3.90) are the only invertible solutions of (3.92) subject to an equivalence relation
G ∼ DwGD, where D is a c.i.d. matrix, cf. Lemma 3.3 (iii). A classification of non-invertible solutions of
(3.92) will be presented elsewhere. The non-invertible solutions of (3.92), with the exception of the matrix
G given in (3.91), yield non-invertible solutions of (3.5). 
Remark 3.15 (Unitarity). A solution K of (1.2) or (3.5) is called unitary if K(u)K(u−1) = I for generic u.
Solutions defined by (3.9-3.10) and (3.63-3.65) are unitary. Upon multiplication by (−q)1/2(q+ q˜ u)(1− q˜ u)−1
the solution (3.62) also becomes unitary. 
Remark 3.16 (Regularity). A solution K of (1.2) or (3.5) is called regular if K(1) or K(−1) equals I.
Regularity is a requirement for defining quantum spin chain Hamiltonians with reflecting boundary conditions
as derivatives of transfer matrices in the usual way, see [Sk] for the untwisted case. All solutions of (1.2)
are regular unless λ2 = µ2 = 1 in the solution given by (3.12-3.13). In the latter case K(u) is a generalized
involution matrix, cf. Remark 3.7. None of the solutions of (3.5) are regular, except the very special case
of (3.69) with N = 4. For solutions of (3.5) there exists a special construction to define a quantum spin
chain Hamiltonian, see [Do]. To our best knowledge this is the only known construction of Hamiltonians
associated to non-regular solutions of (3.5). 
32 VIDAS REGELSKIS AND BART VLAAR
References
[AbRi] J. Abad, M. Rios, Non-diagonal solutions to reflection equatons in su(n) spin chains. Phys. Lett. B 352 (1995), no.
1, 92–95. arXiv:hep-th/9502129.
[Ba] V. Bazhanov, Trigonometric solutions of triangle equations and classical Lie algebras. Phys. Lett. B 159 (1985)
321–324.
[BsBe] P. Baseilhac, S. Belliard, Non-Abelian symmetries of the half-infinite XXZ spin chain. Nucl. Phys. B 916 (2017)
373–385. arXiv:1611.05390.
[CGM] H. Chen, N. Guay, X. Ma, Twisted Yangians, twisted quantum loop algebras and affine Hecke algebras of type BC.
Trans. Amer. Math. Soc. 366 (2014), 2517–2574.
[Ch] I. Cherednik, Factorizing particles on a half-line and root systems. Theor. and Math. Phys. 61 (1984), no. 1, 977–983.
[dVGR] H. de Vega, A. Gonza´lez-Ruiz, Boundary K-matrices for the XYZ, XXZ and XXX spin chains. J. Phys. A 27 (1994),
6129. arXiv:hep-th/9306089.
[DNS] M. S. Dijkhuizen, M. Noumi, and T. Sugitani, Multivariable Askey-Wilson polynomials and quantum complex Grass-
mannians, AMS Fields Inst. Commun. 14 (1997), 167-177. arXiv:q-alg/9603014.
[Do] A. Doikou, Quantum spin chain with “soliton non-preserving” boundary conditions, J. Phys. A 33, 8797–8808 (2000),
arXiv:hep-th/0006197.
[Gan] G. Gandenberger, New non-diagonal solutions to the a
(1)
n boundary Yang-Baxter equation, arXiv:hep-th/9911178.
[Ji1] M. Jimbo, Quantum R matrix for the generalized Toda system. Comm. Math. Phys. 102 (1986) 537.
[Ji2] M. Jimbo, Introduction to the Yang-Baxter equation. Int. J. of Mod. Phys. A 4 (1989), no. 15, 3759–3777.
[Ko] S. Kolb, Quantum symmetric Kac-Moody pairs. Adv. Math. 267 (2014), 395–469. arXiv:1207.6036.
[KoSt] S. Kolb, J. Stokman, Reflection equation algebras, coideal subalgebras, and their centres, Sel. Math. New Ser. 15
(2009), 621. arXiv:0812.4459.
[KuSk] P. Kulish, E. Sklyanin, Algebraic structures related to reflection equations. J. Phys. A 25 (1992), no. 22, 5963–5975.
arxiv:hep-th/9209054.
[MLS] R. Malara, A. Lima-Santos, On A
(1)
n−1, B
(1)
n , C
(1)
n , D
(1)
n , A
(2)
2n , A
(2)
2n−1 and D
(2)
n+1 reflection K-matrices. J. Stat. Mech:
Theory and Exp. 9 (2006), P09013. arXiv:nlin/0412058.
[MRS] A. Molev, E. Ragoucy, P. Sorba, Coideal subalgebras in quantum affine algebras. Rev. Math. Phys. 15 (2003), no. 8,
789–822. arXiv:math/0208140.
[Mu] A. Mudrov, Characters of Uq(gl(n))-reflection equation algebra, Lett. Math. Phys. 60 (2002), 283–291.
arXiv:math/0204296.
[NoSu] M. Noumi, T. Sugitani, Quantum symmetric spaces and related q-orthogonal polynomials, in: Group Theoretical
Methods in Physics (ICGTMP) (Toyonaka, Japan, 1994), World Scientific Publishing, River Edge, NJ, (1995), 28–40.
arXiv:math/9503225.
[RV] V. Regelskis, B. Vlaar, Reflection matrices, coideal subalgebras and generalized Satake diagrams of affine type,
arXiv:1602.08471.
[Sk] E. Sklyanin, Boundary conditions for integrable quantum systems. J. Phys. A: Math. Gen. 21 (1988), 2375–2389.
[ZaZa] A.B. Zamolodchikov, A.B. Zamolodchikov, Factorized S-matrices in two dimensions as the exact solutions of certain
relativistic quantum field models. Ann. Phys. 120 (1979), 253–291.
Department of Mathematics, University of York, York, YO10 5DD, UK and
Institute of Theoretical Physics and Astronomy, Vilnius University, Saule˙tekio av. 3, Vilnius 10257, Lithuania
E-mail address: vidas.regelskis@gmail.com
Department of Mathematics, University of York, York, YO10 5DD, UK and
Department of Mathematics, Heriot-Watt University, Edinburgh, EH14 4AS, UK
E-mail address: b.vlaar@hw.ac.uk
