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Abstract
In the study of gauge-dependencies and multiplicative renormalizability of 4D pure Yang-
Mills theory using the background field method and the BV-formalism we derive a classical
master-equation by introducing antifield partners to the background fields and parame-
ters. The classical master-equation is homogeneous with respect to the antibracket. The
constructed model can be renormalized via the standard method of introducing countert-
erms. This model does not obey (exact) multiplicative renormalizability but it obeys this
property in the physical sector (quasi-multiplicative renormalizability).
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1 Introduction
This paper analyzes multiplicative renormalization of 4D pure Yang-Mills (YM) theory [1] and
the issue of gauge-dependencies by combining the powerful tools of the background field method
[2, 3, 4] and the BV formalism [5, 6].
It is well-known that BRST symmetry [7, 8, 9] is instrumental in proving renormalizability of
Yang-Mills theories.
The traditional main benefit of using the background field method (which introduces a back-
ground field Bµ to the Yang-Mills gauge field Aµ) is that a background gauge symmetry is
preserved after gauge-fixing, thereby reducing the list of possible gauge-invariant counterterms
when discussing renormalization [10, 11, 12].
The main idea of the present paper is to try (possibly selectively) to extend antisymplectic phase
space by auxiliary sectors. We managed to realize this idea in the model under consideration
and this procedure can be generalized to YM theories matter. Of course, we cannot yet say
that there is a systematic procedure that works for an arbitrary gauge theory.
Although there are many papers devoted to various aspects of renormalizability of Yang-Mills
theories, the gauge dependence of the renormalization constants has been studied explicitly
only in the gauge field sector [13].
In 1975 Kluberg-Stern & Zuber [13] introduced a Grassmann-odd background field Lµ(x) (which
we will call θµ(x)) as a shift-symmetry for the BRST transformation of Aµ, and a Grassmann-
odd x-independent parameter L (which we will call χ). The latter is associated with another
kind of shift symmetry for the BRST transformation. In 1985 Piguet & Sibold [14] included
a BRST transformation for the ξ parameter (known from the Rξ gauges). In our previous
2 papers [11, 12] on the topic (written by 3 of the 4 authors) in the presence of fermionic
and scalar matter, the BV-formalism was also not applied and a generalization of action from
the paper [13] has been used. However the corresponding master equations for the classical
and effective actions were not on the closed BV antibracket form because of the presence of
inhomogeneous terms. This complicates the cohomological analysis concerning existence &
uniqueness of solutions.
In this paper we bring the master-equation on homogeneous form by introducing antifields to
θµ, χ and ξ.
The paper is organized as follows. In Section 2 we find a solution in the minimal sector to the
master-equation and compare it with previous solutions in the Literature. In Sections 3-4 we
derive the general solution of the classical master-equation in full antisymplectic phase space.
2
Notation
Condensed DeWitt notation [15] is used through the paper. A left (functional) derivative wrt.
a field Φ is denoted ∂Φ while the corresponding right (functional) derivative is denoted
←−
∂ Φ.
Space-time indices are kept as lower indices and denoted by letters from the middle of the
Greek alphabet. Lie algebra/color indices are kept as upper indices and denoted by letters
from the beginning of the Greek alphabet. Einstein summation convention is used with the
slight modification that an (inverse) metric tensor is implicitly implied for each pair of repeated
indices.
2 BV-action
We start with the pure 4D Yang-Mills action with SU(2) Lie group
SYM(A) =
∫
dx
(
−
1
4
Gαµν(A)G
α
µν(A)
)
, (2.1)
Gαµν(A) = ∂µA
α
ν − ∂νA
α
µ + gε
αβγAβµA
γ
ν . (2.2)
The Lie group is here assumed to be SU(2) but the construction works with almost no changes
for any simple compact Lie group. The action (2.1) is invariant δωSYM(A) = 0 under the gauge
transformation
δωA
α
µ = D
αβ
µ (A)ω
β, Dαβµ (A) = ∂µδ
αβ + gεασβAσµ. (2.3)
with gauge parameters ωα = ωα(x). In the background field method we replace Aαµ → A
α
µ+B
α
µ ,
SYM(A) → SYM(A + B), (2.4)
where B is the background field. This action is invariant under the gauge transformation of the
form
δλA
α
µ = δA
α
µλ, δA
α
µ = D
αβ
µ (V )C
β, V = A+ B. (2.5)
We will follow the BV-formalism. The minimal sector consists of the following set of fields and
antifields,
Φ = {Aαµ(x), C
α(x), Bαµ(x), θ
α
µ(x)}, (2.6)
Φ∗ = {A∗αµ (x), C
∗α(x), B∗αµ (x), θ
∗α
µ (x)}. (2.7)
Next we give the table of ”quantum” numbers of fields, antifields, auxiliary fields and constant
parameters used in construction of the action, cf. Table 1. Recall that
gh(Φ∗) = −1− gh(Φ), dim(Φ∗) = 3− dim(Φ). (2.8)
Using Table 1 of quantum numbers it is easy to establish the quantum numbers of any quantities
met in the text. We will denote as S(1) = S(1)(Φ,Φ∗) an action to be constructed. We will
assume that the action has all the standard properties:
ε(S(1)) = gh(S(1)) = dim(S(1)) = 0, (2.9)
3
Fields/Parameters Antifields/Antiparameters
Quantity g λ x A,B, ∂x C, χ θ ξ B C A
∗,B∗ C∗ θ∗ ξ∗ C
∗
ε 0 1 0 0 1 1 0 0 1 1 0 0 1 0
gh 0 -1 0 0 1 1 0 0 -1 -1 -2 -2 -1 0
dim 0 -1 -1 1 1 2 0 2 1 2 2 1 3 2
Table 1: Grassmann parity ”ε”, ghost number ”gh”, mass dimension ”dim”.
and S(1) satisfies the master-equation,
S(1)
∫
dx [
←−
∂ Φ∂Φ∗ ]S
(1) = 0, S(1)
∣∣
C,B,θ,Φ∗=0
= SYM(A). (2.10)
We suppose also that S(1) has a background gauge symmetry
S(1)
←−
h˜αωα = 0, (2.11)
where
←−
h˜αωα =
∫
dx
{[ ←−
δ
δBβµ
Dβαµ (B) + gε
βγα
( ←−
δ
δAβµ
Aγµ +
←−
δ
δCβ
Cγ +
←−
δ
δθβµ
θγµ
)
+ gεβγα
( ←−
δ
δA∗βµ
A∗γµ +
←−
δ
δC∗β
C∗γ +
←−
δ
δB∗βµ
B∗γµ +
←−
δ
δθ∗βµ
θ∗γµ
)]
ωα
}
. (2.12)
The equation (2.11) means that S(1) is required to be invariant under the background field
gauge transformation.
Represent the action in the form
S(1) = S
(1)
1 (A,B) + S
(1)
Φ∗ (Φ,Φ
∗), S
(1)
Φ∗
∣∣∣
Φ∗=0
= 0. (2.13)
It is easy to see that S
(1)
Φ∗ is linear in Φ
∗, i.e.,
S
(1)
Φ∗ = S
(1)
A∗ + S
(1)
C∗ + S
(1)
B∗
+ S
(1)
θ∗ , (2.14)
where
S
(1)
A∗ =
∫
dx [A∗D(V )C] +
∫
dx [A∗θ] . (2.15)
In deriving (2.15) we have used the equality (2.11). In what follows we will systematically use
this method. So for the rest of actions in (2.14) we obtain
S
(1)
C∗ = Z2
∫
dx
[
C∗α
g
2
εαβγCβCγ
]
, (2.16)
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S
(1)
B∗
= Z3
∫
dx [B∗D(V )C]− (Z4 − Z3)
∫
dx [B∗θ] , (2.17)
S
(1)
θ∗ =
3∑
k=1
S
(1)
θ∗k, S
(1)
θ∗1 = Z5
∫
dx [θ∗gεθC] , (2.18)
S
(1)
θ∗2 = Z6
∫
dx [θ∗εC(D(V )C)] , S
(1)
θ∗3 = Z7
∫
dx [θ∗gεA(εCC)] . (2.19)
Let A∗ = A˜∗ − Z3B
∗. Then
S
(1)
A∗ + S
(1)
B∗
= S
(1)
A˜∗
+ S˜
(1)
B∗
, (2.20)
S
(1)
A˜∗
= S
(1)
A˜∗1
+ S
(1)
A˜∗2
, S
(1)
A˜∗1
=
∫
dx
[
A˜∗D(V )C
]
, S
(1)
A˜∗2
=
∫
dx
[
A˜∗θ
]
, (2.21)
S˜
(1)
B∗
= −Z4
∫
dx [B∗θ] . (2.22)
Thus, S
(1)
Φ∗ has the form
S
(1)
Φ∗ = S
(1)
A˜∗
+ S
(1)
C∗ + S˜
(1)
B∗
+ S
(1)
θ∗ , (2.23)
S
(1)
A˜∗
= (2.21), S
(1)
C∗ = (2.16), S˜
(1)
B∗
= (2.22), S
(1)
θ∗ = (2.19). (2.24)
2.1 Master-equation
We will omit the tildes in (2.23) from now on. We next turn to the consequences of the master-
equation (2.10). In the following we write down separately various anticanonical sectors of the
left-hand side of eq. (2.10). Each action derivative is labelled with an identification number
n as a convenient shorthand. The identification number n is typed as a subscript behind a
vertical line in eqs. (2.25)-(2.28).
←−
∂ A∂A∗ :[
S
(1)
1
←−
∂ Aα
∣∣∣
1
+ S
(1)
A∗1
←−
∂ Aα
∣∣∣
2
+ S
(1)
θ∗2
←−
∂ Aα
∣∣∣
16
+ S
(1)
θ∗3
←−
∂ Aα
∣∣∣
17
] [
∂A∗αS
(1)
A∗1
∣∣∣
3
+ ∂A∗αS
(1)
A∗2
∣∣∣
4
]
; (2.25)
←−
∂ C∂C∗ :[
S
(1)
A∗1
←−
∂ Cα
∣∣∣
5
+ S
(1)
C∗
←−
∂ Cα
∣∣∣
6
+ S
(1)
θ∗1
←−
∂ Cα
∣∣∣
7
+ S
(1)
θ∗2
←−
∂ Cα
∣∣∣
18
+ S
(1)
θ∗3
←−
∂ Cα
∣∣∣
19
] [
∂C∗αS
(1)
C∗
∣∣∣
8
]
; (2.26)
←−
∂ B∂B∗ : [
S
(1)
1
←−
∂ Bα
∣∣∣
9
+ S
(1)
A∗1
←−
∂ Bα
∣∣∣
10
+ S
(1)
θ∗2
←−
∂ Bα
∣∣∣
20
] [
∂B∗αS
(1)
B∗
= −Z4θ
α
∣∣∣
11
]
; (2.27)
←−
∂ θ∂θ∗ :[
S
(1)
A∗2
←−
∂ θα
∣∣∣
12
+ S
(1)
B∗
←−
∂ θα
∣∣∣
13
+ S
(1)
θ∗1
←−
∂ θα
∣∣∣
14
] [
∂θ∗αS
(1)
θ∗1
∣∣∣
15
+ ∂θ∗αS
(1)
θ∗2
∣∣∣
21
+ ∂θ∗αS
(1)
θ∗3
∣∣∣
22
]
. (2.28)
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Below, the notation n1 • n2 is a shorthand for the antibracket constructed from the action
derivatives with identification numbers n1 and n2. The abbreviation “SPT”means “summands
proportional to”.
SPT B∗θC :
13 • 15 = S
(1)
B∗
←−
∂ θα∂θ∗αS
(1)
θ∗1 = −Z4Z5g
∫
dx
[
B∗αεαβγθβCγ
]
= 0
=⇒ Z4Z5 = 0 =⇒ Z4 = 0 or Z5 = 0. (2.29)
Let Z4 = 0. Consider SPT A
kBlθ in eq. (2.10) :
0 = 1 • 4 =
∫
dx
[
S
(1)
1
←−
∂ Aα θ
α
]
=⇒ S
(1)
1
←−
∂ Aα = 0
=⇒ Z4 6= 0 =⇒ Z5 = 0. (2.30)
Now, consider SPT B∗ in eq. (2.10). It follows from eq. (2.10)
0 = 13 • (21 + 22) =
∫
dx{S
(1)
B∗
←−
∂ θα∂θ∗α
[
S
(1)
θ∗2 + S
(1)
θ∗3
]
}
=
∫
dx{Z4B
∗[Z6θ
∗εC(D(V )C) + Z7gεA(εCC)]}
=⇒ Z6 = Z7 = 0 =⇒ S
(1)
θ∗ = 0. (2.31)
The surviving sectors of the left-hand side of eq. (2.10) reduce to the following:
←−
∂ A∂A∗ : [
S
(1)
1
←−
∂ Aα
∣∣∣
1
+ S
(1)
A∗1
←−
∂ Aα
∣∣∣
2
] [
∂A∗αS
(1)
A∗1
∣∣∣
3
+ ∂A∗αS
(1)
A∗2
∣∣∣
4
]
; (2.32)
←−
∂ C∂C∗ : [
S
(1)
A∗1
←−
∂ Cα
∣∣∣
5
+ S
(1)
C∗
←−
∂ Cα
∣∣∣
6
] [
∂C∗αS
(1)
C∗
∣∣∣
8
]
; (2.33)
←−
∂ B∂B∗ : [
S
(1)
1
←−
∂ Bα
∣∣∣
9
+ S
(1)
A∗1
←−
∂ Bα
∣∣∣
10
] [
∂B∗αS
(1)
B∗
= −Z4θ
α
∣∣∣
11
]
. (2.34)
We obtain:
SPT A∗Cθ :
2 • 4 + 10 • 11 = 0 =⇒ Z4 = 1; (2.35)
SPT A∗CD(V )C :
2 • 3 + 5 • 8 = 0 = (Z2 − 1)
g
2
∫
dx
[
A∗βDβα(V )εαδσCδCσ
]
=⇒ Z2 = 1, (2.36)
where we used the identity
εασγ
[
Dσβ(V )Cβ
]
Cγ =
1
2
Dασ(V )
(
εσβγCβCγ
)
; (2.37)
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SPT S
(1)
1
←−
∂ Aαθ
α and S
(1)
1
←−
∂ Bαθ
α :
1 • 4 + 9 • 11 = 0 = S
(1)
1
∫
dx
[(←−
∂ Aα −
←−
∂ Bα
)
θα
]
=⇒ S
(1)
1 (A,B) = S
(1)
1 (V ); (2.38)
SPT C∗CCC :
6 • 8 =
g2
2
∫
dx
(
C∗βεβγαCγεασδCσCδ
)
≡ 0; (2.39)
0 = 1 • 3 = S
(1)
1 (V )
∫
dx
[←−
∂ VD(V )C
]
=⇒ S
(1)
1 (V ) = SYM(V ), (2.40)
which is in agreement with the boundary condition of the master-equation (2.10).
So, we obtain the following action as a solution to the master-equation with given boundary
condition
S(1) = SYM(V )+
∫
dx [A∗D(V )C]+
∫
dx
[
C∗α
g
2
εαβγCβCγ
]
+
∫
dx [A∗θ]−
∫
dx [B∗θ] . (2.41)
The first 3 terms in eq. (2.41) constitute the standard minimal action. The last 2 terms are
expected because the combination A∗ − B∗ antibracket-commutes with V ≡ A+ B.
2.2 Anticanonical transformation
By shifting the action as
S(1) → S(2) = S(1) +
∫
dx C
∗
B + ξ∗χ, (2.42)
we impose then the gauge fixing via the anticanonical transformation
Φ¯∗ = Y (Φ¯, Φ¯∗′)
←−
∂ Φ¯, Φ¯
′ = ∂Φ¯∗′Y (Φ¯, Φ¯
∗′), (2.43)
Y (Φ¯, Φ¯∗′) =
∫
dx Φ¯∗′Φ¯ + Λ(Φ¯) =⇒ (2.44)
Φ¯′ = Φ¯, Φ¯∗ = Φ¯∗′ + Λ(Φ¯)
←−
∂ Φ¯, (2.45)
Φ¯ = {A,C,B, θ, C, B, ξ, χ}, Φ¯∗ = {A∗, C∗,B∗, θ∗, C
∗
, B∗, ξ∗, χ∗}. (2.46)
We choose Λ(Φ¯) in the form
Λ(Φ¯) =
∫
dx C
(
D(B)A+
ξ
2
B
)
=⇒ (2.47)
A∗ = A∗′ −D(B)C, C∗ = C∗′, C
∗
= C
∗′
+D(B)A+
ξ
2
B, (2.48)
B∗ = B∗′ + g
(
εAC
)
, ξ∗ = ξ∗′ +
1
2
∫
dx CB, (2.49)
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(omitting primes)
Sext = SYM(V ) +
∫
dx [A∗D(V )C] +
∫
dx [A∗θ] +
∫
dx
[
θD(V )C
]
+
∫
dx
[
CD(B)D(V )C +BD(B)A+ (ξ/2)BB
]
−
1
2
χ
∫
dx
(
CB
)
+
∫
dx
[
C∗α
g
2
εαβγCβCγ
]
+
∫
dx
[
C
∗α
Bα
]
−
∫
dx[B∗θ] + ξ∗χ. (2.50)
With the exception of the last three terms, this action is analogously with the actions considered
in the papers by Kluberg-Stern & Zuber [13] and by Piguet & Sibold [14].
3 Action Sext as solution of a set of equations
In what follows we will often omit the symbol of the integral to have more compact presentation
of formulas. The action Sext satisfies the follow set of equations: There are (i) equations linear in
functional and partial derivatives with respect to fields and antifields and constant parameters
respectively,
∂θ∗Sext = ∂B∗Sext = ∂χ∗Sext = 0, (3.1)
∂B∗Sext = − θ, ∂ξ∗Sext = χ, ∂C∗Sext = B, (3.2)
∂BSext = D(B)A+ ξB −
1
2
χC + C
∗
, (3.3)
[
Dαβ(B)∂A∗β − ∂Cα
]
Sext = −gε
αβγAβθγ −
1
2
χBα, (3.4)
(ii) master-equation
Sext
←−
∂Φ¯∂Φ¯∗Sext = 0 =⇒ Sext
←−
∂A∂A∗Sext + Sext
←−
∂C∂C∗Sext + [χ∂ξ − θ∂B − B∂C ]Sext = 0, (3.5)
and (iii) background gauge invariance
Sext
←−
Hαωα = 0, (3.6)
where
←−
Hαωα =
∫
dx
{[ ←−
δ
δBβµ
Dβαµ (B) + gε
βγα
( ←−
δ
δAβµ
Aγµ +
←−
δ
δCβ
Cγ +
←−
δ
δθβµ
θγµ +
←−
δ
δC
β
C
γ
+
←−
δ
δBβ
Bγ
)
+ gεβγα
( ←−
δ
δA∗βµ
A∗γµ +
←−
δ
δC∗β
C∗γ +
←−
δ
δB∗βµ
B∗γµ +
←−
δ
δθ∗βµ
θ∗γµ +
←−
δ
δC
∗β
C
∗γ
)]
ωα
}
. (3.7)
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4 General solution of equation system (3.1) - (3.7)
We will find a functional P = P (Φ¯, Φ¯∗) which has all quantum numbers of the functional Sext
and satisfies the equation system (3.1) - (3.7) (with substitution Sext → P )
∂θ∗P = ∂B∗P = ∂χ∗P = 0, (4.1)
∂B∗P = −θ, ∂C∗P = B, ∂ξ∗P = χ, (4.2)
∂BP = D(B)A+ ξB −
1
2
χC + C
∗
, (4.3)
[
Dαβ(B)∂A∗β − ∂Cα
]
P = −gεαβγAβθγ −
1
2
χBα, (4.4)
master-equation
P
←−
∂Φ¯∂Φ¯∗P = 0 =⇒ P
←−
∂A∂A∗P + P
←−
∂C∂C∗P + [χ∂ξ − θ∂B −B∂C ]P = 0, (4.5)
background gauge invariance
P
←−
Hαωα = 0, (4.6)
where the operator
←−
Hαωα is given by eq. (3.7).
It follows from eqs. (4.1) that the functional P (Φ¯, Φ¯∗) does not dependent of the antifields θ∗,
B∗ and fermion parameter χ∗. Because θ∗, B∗ and χ∗ be not appear in what follows, we will
mean the set Φ¯∗ as set Φ¯∗ = {A∗, C∗,B∗, C
∗
, ξ∗}. The operator
←−
Hαωα is reduced to the form
←−
Hαωα =
∫
dx
{[←−
δ
δβµ
Dβαµ (B) + gε
βγα
( ←−
δ
δAβµ
Aγµ +
←−
δ
δCβ
Cγ +
←−
δ
δθβµ
θγµ +
←−
δ
δC
β
C
γ
+
←−
δ
δBβ
Bγ
)
+ gεβγα
( ←−
δ
δA∗βµ
A∗γµ +
←−
δ
δC∗β
C∗γ +
←−
δ
δB∗βµ
B∗γµ +
←−
δ
δC
∗β
C
∗γ
)]
ωα
}
. (4.7)
Represent P in the form
P = P00 + Pˇ , Pˇ = P
(1) + χP (2), (4.8)
P00 =
∫
dx[C
∗
B − B∗θ +BD(B)A+ (ξ/2)BB
+gCεAθ]−
1
2
χ
∫
dx[CB] + ξ∗χ. (4.9)
Note that P00 satisfies the equation of the type (4.6),
P00
←−
Hαωα = 0. (4.10)
It follows from eqs. (4.2)-(4.3)
∂B∗P
(k) = ∂C∗P
(k) = ∂ξ∗P
(k) = ∂BP
(k) = 0, k = 1, 2, (4.11)
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such that
P (k) = P (k)
(
Φ˜,Φ(1)∗
)
, Φ˜ = {Φ(1),Φ(2)}, (4.12)
Φ(1) = {A,C} , Φ(2) =
{
B, θ, C, ξ, χ
}
, Φ(1)∗ = {A∗, C∗} . (4.13)
It follows from eqs. (4.4)
[
Dαβ(B)∂A∗β − ∂Cα
]
P (k) = 0, k = 1, 2. (4.14)
So, the functionals P (k) satisfy eq. (4.14), the equations
P (k)
←−
hαωα = 0, k = 1, 2, (4.15)
←−
hαωα =
∫
dx
{[ ←−
δ
δBβµ
Dβαµ (B) + gε
βγα
( ←−
δ
δAβµ
Aγµ +
←−
δ
δCβ
Cγ +
←−
δ
δθβµ
θγµ +
←−
δ
δC
β
C
γ
)
+ gεβγα
( ←−
δ
δA∗βµ
A∗γµ +
←−
δ
δC∗β
C∗γ
)]
ωα
}
, (4.16)
and the equations which follow from eq. (4.5).
Represent the functionals P (k) in the form
P (k)(A∗, C,Ψ) = P˜ (k)(A∗, C,Ψ), (4.17)
where Ψ is the set of all additional to A∗, C variables of the functionals P (k),
Ψ = {A,C,B, θ, ξ, C∗}, (4.18)
and we introduce a notation A∗,
A∗ = A∗ −D(B)C. (4.19)
It follows from eq. (4.14) that
∂Cα P˜
(k)(A∗, C,Ψ)
∣∣∣
A∗,Ψ
= 0 =⇒ P (k)(A∗, C,Ψ) = P˜ (k)(A∗,Ψ), k = 1, 2, (4.20)
where A∗ is given by eq. (4.19).
4.1 A shift
Make a transformation of variables A∗αµ , B
α
µ and C
α
,
A∗ = A∗
′
+D(B)C
′
, B = B′, C = C
′
, (4.21)
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∂A∗F = ∂A∗F˜ , ∂CF =
[
∂
C
′ +D(B′)∂A∗
]
F˜ , (4.22)
∂BF =
[
∂B′ − gεC
′
∂A∗
]
F˜ , (4.23)
∂A∗F˜ = ∂A∗F, ∂C′F˜ = [∂C −D(B)∂A∗ ]F, (4.24)
∂B′F˜ =
[
∂B + gεC∂A∗
]
F, (4.25)
P (k)
∫
dx
[
−
←−
∂B
←−−−
D(B) +
←−
∂A∗A
∗ε−
←−
∂CCε
]
ω = P˜ (k)
∫
dx
[
−
←−
∂B′
←−−−
D(B′) +
←−
∂A∗A
∗ε
]
ω, (4.26)
where A∗ be considered as an independent variable at the action on the functional F˜ , A∗ ≡ A∗
′
,
and
F = F (A∗,B, C, . . .) = F˜ = F˜ (A∗,B′, C
′
, . . .), (4.27)
where ellipsis “. . .” means all the remaining invariable arguments.
Eqs. (4.15) - (4.16) are reduced to (omitting primes)
P˜ (k)
←−
h˜αωα = 0, k = 1, 2, (4.28)
←−
h˜αωα =
∫
dx
{[ ←−
δ
δBβµ
Dβαµ (B) + gε
βγα
( ←−
δ
δAβµ
Aγµ +
←−
δ
δCβ
Cγ +
←−
δ
δθβµ
θγµ
)
+ gεβγα
( ←−
δ
δA∗βµ
A∗γµ +
←−
δ
δC∗β
C∗γ
)]
ωα
}
. (4.29)
From eq. (4.5) follows the equations for P˜ (k) (omitting primes),
P˜ (1)
←−
∂A∂A∗P˜
(1) + P˜ (1)
←−
∂C∂C∗P˜
(1) − θ∂BP˜
(1) = 0, (4.30)
∂ξP˜
(1) = P˜ (1)
←−
∂A∂A∗P˜
(2) − P˜ (2)
←−
∂A∂A∗P˜
(1)
+P˜ (1)
←−
∂C∂C∗P˜
(2) − P˜ (2)
←−
∂C∂C∗P˜
(1) − θ∂BP˜
(2), A ≡ A. (4.31)
4.2 Solving of eq. (4.30)
Eq. (4.30) for P˜ (1) is already solved in Ref. [11], section 3.1, eq. (3.51). The result is (setting
spinor arguments in Ref. [11] equal to zero),
P˜ (1) =
∫
dx
[
−
1
4
Z14G(U)G(U)− Z5θA
∗ + Z6A
∗D(U)C +
Z6
Z5
g
2
C∗εCC
]
, (4.32)
U = B +
1
Z5
A, Z5, Z6, Z14 6= 0. (4.33)
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4.3 Solving of eq. (4.31)
First, we find an explicit form of the functional P˜ (2). The set of quantum numbers of P˜ (2) and
eqs. (4.28) give
P˜ (2) =
∫
dx [Z1A
∗A+ Z2C
∗C] . (4.34)
Then eq. (4.31) is reduced to
∂ξP˜
(1) − LP˜ (1) = 0, (4.35)
L =
∫
dx [Z1 (A∂A −A
∗∂A∗) + Z2 (C∂C − C
∗∂C∗)] . (4.36)
Represent functional ∂ξP˜
(1)−LP˜ (1) in the form of linear combination of independent monomials
Vk(A, C,A
∗, C∗, θ) with coefficients (differential operators) Mk(B),
∂ξP˜
(1) −LP˜ (1) =
∑
k
Mk(B)Vk(A, C,A
∗, C∗, θ), (4.37)
M1V1 = m1
∫
dx[A∗θ], m1 = Z˙5 − Z1Z5, (4.38)
M2V2 = m2
∫
dx[
g
2
C∗εCC], m2 =
(
Z6
Z5
)·
− Z2
Z6
Z5
, (4.39)
M3V3 = m3
∫
dx[−
1
4
G(B)G(B)]. m3 = Z˙14, (4.40)
Mk|m1=m2=m3=0 = 0, k ≥ 4. (4.41)
It follows from eq. (4.35) that
m1 = 0 =⇒ Z1 =
Z˙5
Z5
, m2 = 0 =⇒ Z2 =
Z˙6
Z6
−
Z˙5
Z5
, (4.42)
m3 = 0 =⇒ Z˙14 = 0. (4.43)
If Zℓ are the coefficients in counterterms, then Zℓ = Zℓ(η) can be represented in the form of
the Taylor series,
Zℓ =
∞∑
n=0
ηnzℓ,n, (4.44)
where zℓ,n are formed from n-loop diagrams. Then, we find in the tree approximation
Z5,0 = 1, Z˙5,0 = 0, Z6,0 = 1, Z˙6,0 = 0,
Z1,0 = Z˙5,0 = 0, Z2,0 = Z˙6,0 − Z˙5,0 = 0, (4.45)
that is, the vertices χ
∫
dx[A∗A] and χ
∫
dx [C∗C] are absent in the tree approximation.
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5 Summary
We have found that the construction of renormalized action in the BV-formalism with the
background field method leads to a breakdown of (exact) multiplicativity. However, it does
not lead to any difficulties if we are only interested in the physical sector. In the model under
consideration we have obtained a theory with renormalized action Sext=P and can make the
theory finite by using the standard scheme of counterterms. If we put A∗ = C∗ = 0 then we
obtain a sector in which the renormalization is already multiplicative and contains the full
physical sector. In particular, the property that the renormalization constant Z14 does not
depend on gauge, is preserved, cf. eq. (4.43). We call theories that possess this feature for
quasi-multiplicative renormalizable.
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