On the fixed points of the iterated pseudopalindromic closure operator  by Jamet, D. et al.
Theoretical Computer Science 412 (2011) 2974–2987
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
On the fixed points of the iterated pseudopalindromic closure operator
D. Jamet a, G. Paquin b,∗,1, G. Richomme c,2, L. Vuillon b
a LORIA - Université Nancy 1 - CNRS, Campus Scientifique, BP 239, 54506 Vandœuvre-lès-Nancy, France
b Laboratoire de mathématiques, CNRS UMR 5127, Université de Savoie, 73376 Le Bourget-du-lac Cedex, France
c UPJV, Laboratoire MIS, 33, Rue Saint Leu, 80039 Amiens Cedex 01, France
a r t i c l e i n f o
Keywords:
Sturmian word
Palindromic closure
Pseudopalindrome
Pseudostandard word
Fixed point
Involutory antimorphism
a b s t r a c t
First introduced in the study of the Sturmianwords by de Luca in 1997, iterated palindromic
closure was generalized to pseudopalindromes by de Luca and De Luca in 2006. This
operator allows one to construct words with infinitely many pseudopalindromic prefixes,
called pseudostandard words. We provide here several combinatorial properties of the
fixed points under iterated pseudopalindromic closure.
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1. Introduction
The Sturmian words form a well-known class of infinite words over a two-letter alphabet that occur in many different
fields, for instance in astronomy, symbolic dynamics, number theory, discrete geometry, crystallography, and of course,
in combinatorics on words (see [22], Chapter 2). These words have many equivalent characterizations whose usefulness
depends on the context. In discrete geometry, they are exactly thewords that code the discrete approximations of lines with
irrational slopes, using horizontal and diagonal moves. In symbolic dynamics, Sturmianwords are obtained by the exchange
of two intervals. They are also known as the balanced aperiodic infinite words over a two-letter alphabet. A subclass of the
Sturmian words is formed by the standard Sturmian ones. For each Sturmian word, there exists a standard one having the
same language, i.e., the same set of factors. A standard Sturmianword is, in a sense, the representative of all Sturmianwords
having the same language. All the words in this subclass can be obtained by a construction called iterated palindromic
closure [11]. This operation gives a bijection between standard Sturmian words and non-eventually constant infinite words
over a two-letter alphabet.
Some other fixed points of functions are famous in combinatorics on words. As an example, the self-generating word
introduced in [21], called the Kolakoski word, is the fixed point under the run-length encoding function; it has raised
some challenging problems. For instance, we still do not know what its letter frequencies are, if they exist. The question
of recurrence of the Kolakoski word as well as the closure of its set of factors under complementation or reversal are other
open problems.
In this context, it is natural to try to characterize the fixed points under the iterated palindromic closure operator, and
more generally, under the iterated pseudopalindromic closure operator, introduced in [12]. In this paper, we study these
words and show some of their properties. It is organized as follows. We first give the definitions and notation used. Then
we recall the definition of the iterated palindromic closure operator and introduce the iterated pseudopalindromic closure
operator, which generalizes the first one using a generalization of palindromes. In Section 3, we prove the existence of fixed
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points under the iterated pseudopalindromic closure operator andwe show them explicitly: there are three families of fixed
points. In Section 4, we give some of their combinatorial properties, while in Section 5, we characterize the prefixes of these
fixed points.
Since the words in the first family of fixed points are standard Sturmian, we use known results about standard Sturmian
words in order to prove that they are not ultimately periodic, and not fixed points under nontrivial morphisms and we also
show some repetition properties like the greatest integer power avoided. Since the other two families of fixed points are not
Sturmianwords, proving their combinatorial properties is more difficult. We use a powerful theorem of de Luca and De Luca
[12] that links a Sturmian word and an episturmian word to the fixed points of the respective second and third families,
using a morphism. Thus, we first prove properties of their associated Sturmian and episturmian words and then we apply
them to the fixed points.
Notice that this paper is an extended and enhanced version of a paper presented in Salerno during the 7th International
Conference on Words [17].
2. Some iterated closures
We first recall notions about words (for more details, see for instance [22]).
An alphabet A is a finite set of symbols called letters. A word over A is a sequence of letters from A. The empty word ε
is the empty sequence. Equipped with the concatenation operation, the setA∗ of finite words overA is a free monoid with
neutral element ε and set of generatorsA, andwe setA+ = A∗ \ε. We denote byAω the set of (right-)infinite words overA.
For the sake of clarity, we denote as a bold character a letter denoting an infinite word, to distinguish it from a finite word.
The setA∞ is defined as the set of finite and infinite words:A∞ = A∗ ∪Aω .
If, for somewords u, s ∈ A∞, v, p ∈ A∗, u = pvs, then v is a factor of u, p is a prefix of u and s is a suffix of u. If v ≠ u (resp.
p = ε and s ≠ ε, and p ≠ ε and s = ε), v is called a proper factor (resp. proper prefix and proper suffix). The set of factors of
the word u is denoted by F(u). Two words u and v are prefix comparable if u is a prefix of v or v is a prefix of u. For u = vw,
with v ∈ A∗ andw ∈ A∞, v−1u denotes the wordw and uw−1 denotes the word v.
As usual, for a finite word u and a positive integer n, the nth power of u, denoted as un, is the word ε if n = 0; otherwise
un = un−1u. A word v which is a power of a letter a is called a block of a’s in u if u = pvswhere p does not end with a and s
does not begin with a. If u ≠ ε, uω denotes the infinite word obtained by infinitely repeating u. An infinite word u is periodic
(resp. ultimately periodic) if it can be written as u = wω (resp. u = vwω), with v ∈ A∗ andw ∈ A+. Given a finite or infinite
word u, we denote by u[i] the ith letter of u and by u[i . . . j] the word u[i]u[i + 1] · · · u[j]. Given a non-empty finite word
u = u[1]u[2] · · · u[n], the length |u| of u is the integer n. One has |ε| = 0. The last letter of the word u is denoted by last(u).
The number of occurrences of the letter a in the word u is denoted by |u|a. The frequency of the letter a in a finite word w
is |w|a/|w|. For an infinite word w, the frequency of a letter a is defined as limn→∞ |w[1 . . . n]|a/n if it exists. If |u|a = 0,
then u is called an a-free word. If for some integer k ≥ 2 the word u ∈ A∞ does not contain any kth power, then u is called
a kth-power-free word. The rational power of a word u is defined by uq = u⌊q⌋p, with q ∈ Q such that q|u| ∈ N and p is
the prefix of u of length |u|(q − ⌊q⌋). The critical exponent of an infinite word w, denoted by E(w), is the supremum of the
rational powers of all its (finite) factors. There exist words such that the critical exponent is never reached. For instance, the
Fibonacci word f has critical exponent E(f) = 2+φ, where φ is the golden ratio, but none of the factors of f realize E(f) (see
[24]).
The reversal of the finite word u = u[1]u[2] · · · u[n], also called themirror image, is R(u)= u[n]u[n−1] · · · u[1] and if u =
R(u), then u is called a palindrome. The right-palindromic closure (palindromic closure, for short) of the finite word u denoted
by u(+) is defined by u(+) = u·R(p), with u = ps and s is the maximal palindromic suffix of u. In other words, u(+) is the
shortest palindromic word having u as prefix.
2.1. Iterated palindromic closure
Sturmian words may be defined in many equivalent ways (see Chapter 2 in [22] for more details). For instance, they are
the non-ultimately periodic infinite words over a two-letter alphabet that have minimal complexity, that is the number of
distinct factors of length n is (n + 1), for each positive integer n. They are also the set of non-ultimately periodic binary
balanced words. Recall that a word w overA is balanced if for all factors f , f ′ having same length, and for all letters a ∈ A,
one has
|f |a − |f ′|a ≤ 1.
The Sturmian words are also infinite words that describe discrete approximations of irrational slopes (see [22]). More
precisely, an infinite word s = s[0]s[1]s[2] · · · is Sturmian if and only if there exist α, ρ ∈ R, with 0 ≤ α < 1 and α
irrational, such that s is equal to one of the two infinite words sα,ρ, s′α,ρ ∈ {a, b}ω , defined by
sα,ρ[n] =

a if ⌊α(n+ 1)+ ρ⌋ = ⌊αn+ ρ⌋,
b otherwise,
and
s′α,ρ[n] =

a if ⌈α(n+ 1)+ ρ⌉ = ⌈αn+ ρ⌉,
b otherwise.
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Note that ρ is the intercept and α is the slope of the line approximated by the word s.
A Sturmian word is called standard (or characteristic) if ρ = α. All Sturmian words considered in this paper belong to
this particular class of Sturmian words. Let us see how the iterated palindromic closure operator is hidden in the structure
of the standard Sturmian words.
Given a finite wordw, let us denote by Pal(w) the word obtained by iterating the palindromic closure:
Pal(ε) = ε;
Pal(wa) = (Pal(w)a)(+), for all wordsw and letters a.
Note that the Pal operator is also denoted by ψ in the works of de Luca (see for instance [11]). By the definition of the
iterated palindromic closure Pal, for any finite word w and letter a, Pal(w) is a prefix of Pal(wa). One can then extend the
iterated palindromic closure to any infinite wordw = (a[n])n≥1 as follows:
Pal(w) = lim
n→∞ Pal(a[1] · · · a[n]).
We then say that the word w directs the word Pal(w). From the works of [11], we know that Pal gives a bijection between
the set of infinite words over {a, b} not of the form uaω or ubω , for some u ∈ {a, b}∗, and the set of standard Sturmian words
over {a, b}. The wordw is then called the directive word of the standard Sturmian word Pal(w). Note that words of the form
Pal(uaω) are periodic (see Lemma 4.1 below, recalled from [13]).
The Pal operator is also well-defined over a k-letter alphabet, with k ≥ 3. In this case, it is known [13] that Pal(Aω)
is exactly the set of standard episturmian words, a generalization over a k-letter alphabet, k ≥ 3, of the family of standard
Sturmian words (for more details, see [15]). Whenw is a word overA containing each letter infinitely often, then Pal(w) is
called a strict standard episturmianword. The set of strict (standard) episturmianwords corresponds to the set of (standard)
Arnoux–Rauzy words [3].
Example 2.1. The Fibonacci infinite word
f = Pal((ab)ω) = abaababaabaababaabab · · ·
is a standard Sturmian word directed by the word (ab)ω . Indeed,
Pal(a) = a
Pal(ab) = (Pal(a)b)(+) = aba
Pal(aba) = (Pal(ab)a)(+) = abaaba
Pal(abab) = (Pal(aba)b)(+) = abaababaaba
· · ·
Example 2.2. The infinite word abcabaac · · · directs the standard episturmian word
w = Pal(abcabaac · · · ) = abacabaabacababacabaabacabaa · · · .
As we will do in what follows, we have underlined in the previous examples the letters corresponding to the letters of
the directive words, for the sake of clarity.
2.2. Iterated pseudopalindromic closure
A few years ago, de Luca and De Luca [12] extended the notion of a palindrome to what they call a pseudopalindrome,
using involutory antimorphisms. In order to define it, let us first recall that a map ϑ : A∗ → A∗ is called an antimorphism of
A∗ if for all u, v ∈ A∗ one has ϑ(uv) = ϑ(v)ϑ(u). Moreover, an antimorphism is involutory if ϑ2 = id. A trivial involutory
antimorphism is the reversal function R. Any involutory antimorphism ϑ of A∗ can be constructed as ϑ = τ ◦ R = R ◦ τ ,
with τ an involutory permutation of the alphabetA. From now on, in order to describe an involutory antimorphism ϑ , we
will only give the involutory permutation τ of the alphabet A. The two antimorphisms E andH defined respectively over
{a, b} and {a, b, c} by
E = R ◦ τ with τ(a) = b, τ (b) = a,
H = R ◦ τ with τ(a) = a, τ (b) = c, τ (c) = b
will, like R, play an important role in our study. The antimorphism E will be called, as usual, the exchange antimorphism. We
propose to name the antimorphismH the hybrid antimorphism, hence the notation, since it contains both an identity part
and an exchange part.
We can now define the generalization of palindromes given in [12]: a word w ∈ A∗ is called a ϑ-palindrome if it is the
fixed point of an involutory antimorphismϑ of the freemonoidA∗:ϑ(w) = w.When the antimorphismϑ is notmentioned,
we callw a pseudopalindrome.
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Remark 2.3. Notice here that, when f is an antimorphism which is not involutory, it is possible that f has a finite fixed
point (for instance the word acb is a fixed point of the antimorphism f defined by f (a) = cb, f (b) = a and f (c) = ε).
Nevertheless we observe that a non-erasing antimorphism f has a non-empty finite fixed pointw if and only if f is involutory on
the alphabet ofw. Indeed if f (w) = w for a non-empty wordw and a non-erasing antimorphism f , then it is directly verified
thatw[i] = f (w[n− i+ 1]) for all i = 1, . . . , n.
By analogy to the palindromic closure (+), theϑ-palindromic closure of the finiteword u, also called the pseudopalindromic
closurewhen the antimorphism is not specified, is defined by u⊕ = sqϑ(s), where u = sq, with q the longest ϑ-palindromic
suffix of u. The pseudopalindromic closure of u is the shortest pseudopalindrome having u as prefix.
Example 2.4. Over the alphabet {a, b}, since the longest E-palindromic suffix of w = aaba is ba, w⊕ = aaba · E(aa) =
aababb.
Example 2.5. Over the alphabet {a, b, c}, let us now consider ϑ such that τ(a) = a, τ(b) = b and τ(c) = c , and let
w = aacbcb. Since the longest ϑ-palindromic suffix of w is bcb, w⊕ = aacbcb · ϑ(aac) = aacbcbcaa. Notice that in this
example, ϑ = R ◦ τ = R ◦ id = R, i.e. ϑ is the usual palindromic closure.
Extending the Pal operator to pseudopalindromes, the Palϑ operator is naturally defined by Palϑ (ε) = ε and Palϑ (wa) =
(Palϑ (w)a)⊕, for w ∈ A∗ and a ∈ A. Then, for w ∈ Aω , Palϑ (w) = limn→∞ Palϑ (w[1] · · ·w[n]). This limit exists since by
the definition of Palϑ , for any involutory antimorphism ϑ , w ∈ A∗ and a ∈ A, Palϑ (w) is a prefix of Palϑ (wa). The infinite
word obtained by the Palϑ operator is a ϑ-standard word, also called a pseudostandard word when the antimorphism is not
specified. This new class of words is a general one that includes the standard Sturmian and the standard episturmian ones
and was first introduced in [12].
Example 2.6. OverA = {a, b},
PalE(aab) = (PalE(aa)b)⊕ = ((PalE(a)a)⊕b)⊕
= ((ab · a)⊕b)⊕ = (abab · b)⊕ = ababbaabab.
Example 2.7. OverA = {a, b, c}, theH-standard word directed by (abc)ω is
PalH ((abc)ω) = abcacbabcaabcacbabcabcacbabcaabcacbabca · · · .
In Section 3, we are interested in the fixed points under the Palϑ operator: we are looking for the words u ∈ Aω and the
antimorphisms ϑ such that Palϑ (u) = u. Notice that the study of the fixed points under the operator Palϑ includes the ones
under the operator Pal, since Pal = PalR. Indeed, one easily sees that the R-palindromes are exactly the usual ones, as we
saw in Example 2.5.
3. The existence of fixed points
In this section, we prove the existence of fixed points under the iterated pseudopalindromic closure and we show
which forms they can have. We naturally set Pal0ϑ (w) = w and Palnϑ (w) = Palϑ (Paln−1ϑ (w)), for any w ∈ Aω , involutory
antimorphism ϑ and n ≥ 1. Let us see some examples of the iteration of the Palϑ operator over infinite words.
Example 3.1. Over a two-letter alphabet A = {a, b}, there are only two possible involutory antimorphisms: the reversal
antimorphism R and the exchange antimorphism E. Let us consider the iteration of the Palϑ operator over the word
w = abx · · · ,with x ∈ A.
1. Using the antimorphism R,
PalR(abx · · · ) = abax · · ·
Pal2R(abx · · · ) = abaabax · · ·
Pal3R(abx · · · ) = abaabaababaabaabaababaabaabax · · · .
2 Using the antimorphism E,
PalE(abx · · · ) = abbaabx · · ·
Pal2E(abx · · · ) = abbaabbaababbaabbaababbaabbaab
baababbaabbaababbaabbaabx · · · .
In both examples, we see that the position of the letter x of the directive wordw in PalkR(w) and Pal
k
E(w) grows with the
value of k. We also observe that the common prefix of Palkϑ (w) and Pal
k+1
ϑ (w) also seems to growwith k, either for ϑ = R or
for ϑ = E. Lemmas 3.2 and 3.3 show that only a short prefix of w is required to determine the word obtained by infinitely
iterating the Palϑ operator and from these two lemmas we get Theorem 3.4 (to follow).
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Lemma 3.2. Let ϑ = R ◦ τ be an involutory antimorphism and let (uk)k≥1 be a sequence of finite words defined by
u1 =

anb if τ(a) = a,
a if τ(a) = b,
and for k ≥ 2, uk = Palϑ (uk−1), with a, b ∈ A and a ≠ b, n ≥ 1. Then limk→∞ uk exists.
Proof. Let us first show by induction that for all k ≥ 1, uk is a proper prefix of uk+1. If τ(a) = a, then u1 = anb is a proper
prefix of u2 = Palϑ (anb) = (Palϑ (an)b)⊕ = (anb)⊕ ≠ anb. Otherwise, τ(a) = b and then u1 = a is a proper prefix of
u2 = Palϑ (a) = ab.
Let us suppose uk−1 is a proper prefix of uk for 2 ≤ k ≤ n. Then by induction and using the definition of un, we get
un+1 = Palϑ (un) = Palϑ (Palϑ (un−1)) = Palϑ (un−1w) = unw′,
withw,w′ ∈ A+. Thus, un is a proper prefix of un+1. Hence the sequence (uk)k≥1 tends to a limit. 
The limit of the sequence defined in Lemma 3.2 will be denoted by sϑ,n if τ(a) = a and sϑ otherwise.
Lemma 3.3. Let (uk)k≥1 be the same sequence as in Lemma 3.2 and let us consider an infinite wordw having u1 as a prefix. Then
for all k ≥ 1, uk is a proper prefix of Palk−1ϑ (w).
Proof. By the hypothesis, u1 is a proper prefix of w = Pal0ϑ (w). Let us suppose that for 1 ≤ k ≤ n, uk is a proper prefix of
Palk−1ϑ (w). Let us consider Pal
n
ϑ (w):
Palnϑ (w) = Palϑ (Paln−1ϑ (w)) = Palϑ (unv) = Palϑ (un)v′ = un+1v′,
for v, v′ ∈ Aω . Then, un+1 is a proper prefix of Palnϑ (w). This shows that the sequence Palkϑ (w) converges to sϑ or sϑ,n,
depending on τ . 
Theorem 3.4. Over a k-letter alphabet, with k ≥ 2, there are exactly three kinds of fixed points of Palϑ having at least two
different letters, only depending on the first letters of the word and the involutory antimorphism ϑ = R ◦ τ considered.
1. When τ(a) = a and τ(b) = b, with a, b ∈ A and a ≠ b, Palϑ has a unique fixed point beginning with anb, for all n ≥ 1,
denoted as sR,n,a,b, which equals
sR,n,a,b = lim
i→∞ Pal
i(anb) = anban(aban)n+1b(an+1b)n+1ana · · · .
2. When τ(a) = a and τ(b) = c for pairwise different letters a, b, c ∈ A, Palϑ has a unique fixed point beginning with anb, for
all n ≥ 1, denoted as sH,n,a,b,c , which equals
sH,n,a,b,c = lim
i→∞ Pal
i
H (a
nb) = anbcancbanbcan(abcancbanbcan)nc · · · .
3. When τ(a) = b and τ(b) = a, with a, b ∈ A, a ≠ b, Palϑ has a unique fixed point beginning with anb only if n = 1. It is
denoted as sE,a,b and equals
sE,a,b = lim
i→∞ Pal
i
E(a) = abbaabbaababbaabbaababbaabbaabb · · · .
Proof. The proof is obtained by combining Lemmas 3.2 and 3.3. 
Theorem 3.4 characterizes all possible fixed points of Palϑ except the trivial fixed point of the form aω , which is a fixed
point of Palϑ using any antimorphism ϑ = R ◦ τ with τ(a) = a. This trivial fixed point corresponds to the words obtained
in parts 1 and 2 of Theorem 3.4 with n = ∞.
Remark 3.5. In [12], it is mentioned that the number of involutory antimorphisms of a k-letter alphabet A equals the
number of involutory permutations over k elements, which is known to be
k!
⌊k/2⌋−
i=0
1
2i(n− 2i)!i! .
Even if there exist many involutory antimorphisms for arbitrary k-letter alphabets, fixed points over the Palϑ operators
contain at most three letters. More precisely, the fixed points under a three-letter alphabet {a, b, c} starting with a can only
be obtained by the antimorphismH (we recall thatH = R ◦ τ , with τ(a) = a and τ(b) = c). Indeed, τ(a) = b yields sE,a,b
and τ(a) = a and τ(b) = b yield sR,n,a,b. Moreover, for the antimorphism E, the fixed point cannot start with a2, since a2 is
not a prefix of PalE(a2) = abab.
Example 3.6. For the first few values of n and for the antimorphisms R andH , we obtain the following fixed points:
sR,1,a,b = abaabaababaabaabaababaabaabaababaabaababaabaabaabab · · ·
sR,2,a,b = aabaaabaaabaaabaabaaabaaabaaabaaabaabaaabaaabaaaba · · ·
sR,3,a,b = aaabaaaabaaaabaaaabaaaabaaabaaaabaaaabaaaabaaaaba · · ·
sH,1,a,b,c = abcacbabcaabcacbabcacbabcaabcacbabcabcacbabcaabcacbabc · · ·
sH,2,a,b,c = aabcaacbaabcaaabcaacbaabcaaabcaacbaabcaacbaabcaaabca · · · .
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4. Combinatorial properties of the fixed points
In this section, we consider successively the fixed points sR,n,a,b, sE,a,b and sH,n,a,b,c of the Palϑ operator and we give
some of their combinatorial properties. We will see that words sR,n,a,b are Sturmian and sE,a,b is related to a Sturmian word,
whereas the words sH,n,a,b,c cannot be such, since they contain the three letters a, b and c. This explains why we consider
the word sE,a,b before words sH,n,a,b,c , contrary to their order of introduction in Theorem 3.4.
4.1. Study of the fixed point sR,n,a,b
Here, we consider the first fixed point of the Palϑ operator, with ϑ = R. Thus, in what follows, instead of writing PalR,
we will write Pal, since it is equal.
Before stating our first property, we need the following lemma.
Lemma 4.1 ([13], Theorem 3). An infinite word obtained by the Pal operator is ultimately periodic if and only if its directive word
has the form uaω , with u ∈ A∗ and a ∈ A.
Proposition 4.2. For a fixed positive n ∈ N, sR,n,a,b is not ultimately periodic, and consequently sR,n,a,b is a standard Sturmian
word.
Proof. By definition of the word sR,n,a,b, (Pali(anb))i≥0 forms a sequence of prefixes of sR,n,a,b. The sequence of lengths of
these prefixes is strictly increasing by the definition of the Pal operator. Since ban is a suffix of Pali(anb), both letters a and b
occur infinitely often in sR,n,a,b. Hence sR,n,a,b is not of the form uαω for a word u and a letter α. Since by its definition, sR,n,a,b
equals its directive word, Lemma 4.1 implies that sR,n,a,b is not ultimately periodic. 
Proposition 4.2 is very useful, since it allows us to use properties of standard Sturmian words in order to characterize the
fixed points sR,n,a,b. Let us recall some of them.
Theorem 4.3 ([14]; see also Section 2.2.2 in [22]). Let ∆(w) = ad1bd2ad3bd4 · · · be the directive word of an infinite standard
Sturmian wordw, with di ≥ 1. Then the slope ofw has the continued fraction expansion α = [0; 1+ d1, d2, d3, d4, . . .].
Recall that the slope of a Sturmian word s ∈ {a, b}ω is
α = lim
n→∞ |s[1 . . . n]|b/n
and refers to the geometric interpretation of a Sturmian word.
Theorem 4.4 ([9]). The standard Sturmian word of slope α is a fixed point of some nontrivial morphism if and only if α has a
continued fraction expansion of one of the following kinds:
1. α = [0; 1, a0, a1, . . . , ak], with ak ≥ a0,
2. α = [0; 1+ a0, a1, . . . , ak], with ak ≥ a0 ≥ 1.
Recall that amorphism (endomorphism ifA = B) f fromA∗ toB∗,A,B alphabets, is a mapping fromA∗ toB∗ such that
for all words u, v overA, f (uv) = f (u)f (v). Given an endomorphism f and a letter a, if limn→∞ f n(a) exists, then this limit
is denoted as f ω(a) and is a fixed point of f . (Morphisms f n are naturally defined by f 0 as the identity and f n = f n−1 ◦ f )
In the past, some fixed points of nontrivial morphisms, that is morphisms different from the identity, showed interesting
properties such as the Fibonacci word f and the Thue–Morse one T [26] (see also for instance [2,4,8]). The first one is obtained
from limi→∞ ϕi(a), with ϕ(a) = ab and ϕ(b) = a, while the second one is defined by limi→∞ µi(a), with µ(a) = ab and
µ(b) = ba. The computation of the Fibonacci word using morphisms yields
ϕ(a) = ab, ϕ2(a) = aba, ϕ3(a) = abaab, ϕ4(a) = abaababa, . . . ,
f = abaababaabaababaaba · · ·
as in Example 2.1, and the one of the Thue–Morse word yields
µ(a) = ab, µ2(a) = abba, µ3(a) = abbabaab, . . . ,
T = abbabaabbaababbabaababbaabbabaab · · · .
Awide literature is devoted to the study of these fixed points and the known results about their generatingmorphism are
often used in order to find some of their properties. It is thus natural to wonder whether the fixed points of the Pal operator
are also fixed points of some nontrivial morphisms. The answer is:
Proposition 4.5. For a fixed n, sR,n,a,b is not a fixed point of a nontrivial morphism.
Proof. From Theorem 4.4, a standard Sturmian word which is a fixed point of a nontrivial morphism has a slope with an
ultimately periodic continued fraction expansion. If its period has even length, then this implies, using Theorem 4.3, that its
directive word is also ultimately periodic and hence so is sR,n,a,b itself, which is impossible by Proposition 4.2. If the period
of the continued fraction expansion has odd length, then the same argument holds, using twice the period. 
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Let αn,a,b denote the slope associated with sR,n,a,b.
Lemma 4.6. The continued fraction expansion of αn,a,b has bounded partial quotients.
Proof. One can easily see that, for the continued fraction expansion [0; 1+d1, d2, . . .] ofαn,a,b, each di belongs to {1, n, n+1}.
Indeed, the 0 appears only once, as the first value of the expansion. Since sR,n,a,b is standard Sturmian, there is one letter
having only blocks of length 1 and the other letter has blocks of two consecutive lengths, n and n + 1, with n the length of
the first block prefix of sR,n,a,b. Thus, using Theorem 4.3, we get d1 = n, d2k = 1 and d2k+1 ∈ {n, n+ 1} for k ≥ 1. Since n is
fixed, the conclusion follows. 
Lemma 4.6 in itself is not that interesting, but we will see that it will be useful to state repetition properties of the fixed
point sR,n,a,b in Proposition 4.8. Notice that the first part of Lemma 4.7 is due to [23] and the second is due to [10].
Lemma 4.7 ([27], Theorem 17). Let α > 0 be an irrational number with dα = [d0; d1, d2, . . .], its continued fraction expansion.
Then the standard Sturmian word of slope α denoted by wα is kth-power-free for some integer k if, and only if, dα has bounded
partial quotients. Moreover, if dα has bounded partial quotients, then wα is kth-power-free but not (k − 1)th-power-free for
k = 3+maxi≥0 di.
Combining Lemmas 4.6 and 4.7, we directly get:
Proposition 4.8. sR,n,a,b is (n+ 4)th-power-free, but contains (n+ 3)th powers.
By direct computation, we easily obtain arbitrarily large prefixes of the word sR,n,a,b for a fixed n. The continued fraction
expansion of αR,n,a,b is then obtained. For the first values of n, we get
α1,a,b = [0; 2, 1, 2, 1, 2, 1, 1, 1, 2, 1, 2, 1, 2, 1, 1, 1, 2, 1, 2, 1, 2, 1, 1, 1, 2, 1, 2, 1, 1, . . .]
= 0.366095116093540422949960571470577467087211123077286 . . .
α2,a,b = [0; 3, 1, 3, 1, 3, 1, 3, 1, 2, 1, 3, 1, 3, 1, 3, 1, 3, 1, 2, 1, 3, 1, 3, 1, 3, 1, 3, 1, 2, . . .]
= 0.263762936248362388488733270234476572992585105341587 . . .
α3,a,b = [0; 4, 1, 4, 1, 4, 1, 4, 1, 4, 1, 3, 1, 4, 1, 4, 1, 4, 1, 4, 1, 4, 1, 3, 1, 4, 1, 4, 1, 4, . . .]
= 0.207106782338295017398506080110904477388983761913715 . . .
α4,a,b = [0; 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 4, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 5, 1, 4, 1, 5, . . .]
= 0.170820393253126826628272040633095783457508409253431 . . .
α5,a,b = [0; 6, 1, 6, 1, 6, 1, 6, 1, 6, 1, 6, 1, 6, 1, 5, 1, 6, 1, 6, 1, 6, 1, 6, 1, 6, 1, 6, 1, 6, . . .]
= 0.145497224367909729164797535715036805731190553212987 . . .
Aproblem that naturally arises is that ofwhetherαn,a,b is transcendental. The answer is positive as shown in Proposition 4.10
whose proof uses the following result of Adamczewski and Bugeaud [1].
Theorem 4.9 ([1]). Let a = (aℓ)ℓ≥1 be a sequence of positive integers. If the word a begins with arbitrarily long palindromes,
then the real number α = [0; a1, a2, . . . , aℓ, . . .] is either quadratic irrational or transcendental.
Proposition 4.10. For any n ≥ 1, αn,a,b is transcendental.
Proof. By Proposition 4.2, sR,n,a,b is not ultimately periodic. Consequently, there are infinitely many occurrences of a’s and
b’s in sR,n,a,b. Let
P = {i ∈ N \ 0 | sR,n,a,b[i+ 1] = a} and P ′ = {Pal(sR,n,a,b[1 . . . i]) | i ∈ P}.
Both sets are infinite. Moreover, by its construction, any palindrome in the set P ′ is followed by an a at its first occurrence
in sR,n,a,b. By Theorem 4.3 and since sR,n,a,b equals its directive word, if ai1bi2 · · · bi2ai1 is a palindromic prefix of sR,n,a,b, then
the continued fraction expansion of its slope begins with [0; 1+ i1, i2, . . . , i2, i1 + ξ, . . .], for some integer ξ . Moreover by
Proposition 4.2, sR,n,a,b is standard Sturmian which implies that ξ = 0 or ξ = 1 depending on the next letter occurring in
sR,n,a,b. By the construction of the palindromes in P ′, we know that they are all palindromes such that ξ = 1. That implies
that for any n, the continued fraction expansion of the slope of sR,n,a,b begins with infinitelymany palindromes.We conclude
using Theorem 4.9: since the continued fraction expansion of the slope is not ultimately periodic, it cannot be quadratic (see
[20]); hence, it is transcendental. 
Notice that the previous proof works since sR,n,a,b equals its directive word. Otherwise, the result it not necessarily true.
Notice also that the standard Sturmianwords whose slopes have continued fraction expansions beginning with arbitrary
long palindromes are harmonic (see [7]). So the fixed points sR,n,a,b form a special class of harmonic standard Sturmianwords.
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4.2. Study of the fixed point sE,a,b
We have seen in the previous subsection that since the sR,n,a,b are standard Sturmian words, some properties follow
directly. Here, we study the fixed point
sE,a,b = abbaabbaababbaabbaababbaabbaab · · · .
Recall that Sturmian words are known to be balanced. It is sufficient to consider the factors bb and aa to be convinced
that sE,a,b is not balanced, and consequently, that it is not a Sturmian word.
We now recall a powerful result of de Luca and De Luca. For ϑ = τ ◦ R an involutory antimorphism over an alphabet
A, with τ an involutory permutation of A, µϑ is the morphism defined for all a in A by µϑ (a) = a if a = τ(a) and by
µϑ (a) = aτ(a) otherwise.
Theorem 4.11 ([12], Theorem 7.1). For anyw ∈ Aω and for any involutory antimorphism ϑ , one has
Palϑ (w) = µϑ (Pal(w)).
Since we cannot use the known results about Sturmian words in order to prove combinatorial properties of the fixed
point sE,a,b, the idea here is to first consider the word Pal(sE,a,b) that will further appear to be standard Sturmian, and then
to extend the properties to µE(Pal(sE,a,b))which is the fixed point sE,a,b, by Theorem 4.11.
In what follows,wE will denote Pal(sE,a,b), that is
wE = ababaababaabababaababaabababaababaababa · · · .
Notice that here, µE is the Thue–Morse morphism, that is µE(a) = ab and µE(b) = ba. Note also that sE,a,b = µE(wE),
and so sE,a,b ∈ {ab, ba}ω .
Proposition 4.12. wE is not ultimately periodic, and consequentlywE is a Sturmian word.
Proof. By Lemma 4.1, wE is ultimately periodic if and only if sE,a,b = uαω , for u ∈ A∗ and α ∈ A. By its construction,
sE,a,b has infinitely many E-palindromic prefixes having the form PaliE(ab) = abuiab, with ui ∈ {a, b}∗, for i arbitrarily large.
Analogous to the proof of Proposition 4.2, we conclude that sE,a,b ≠ uαω and hence, wE is not ultimately periodic: it is a
standard Sturmian word. 
Lemma 4.13. Let ϑ be an involutory antimorphism over an alphabetA. An infinite word w overA is ultimately periodic if and
only if µϑ (w) is ultimately periodic.
Proof. The ‘‘only if’’ part is immediate. Assumeµϑ (w) = uvω for words u ∈ A∗ and v ∈ A+. When v begins with a letter a
such that µϑ (a) = a, then a occurs in no word µϑ (b)with b ≠ a, implying that u = µϑ (u′), v = µϑ (v′) for some words u′,
v′. Then µϑ (w) = µϑ (u′v′ω). It is quite immediate that the morphism µϑ is injective on infinite words (and also on finite
ones). Hence w = u′v′ω is ultimately periodic. Assume now that v begins with a letter a such that a ≠ τ(a). Let b = τ(a)
with b ≠ a. We have µϑ (a) = ab, µϑ (b) = ba and neither a nor b occurs in µϑ (c) for c ∈ A \ {a, b}. Possibly replacing
v by v2, we can assume that |v|a + |v|b is even. Depending on the parity of |u|a + |u|b, two cases are possible: u = µϑ (u′)
and v = µϑ (v′), or ua = µϑ (u′) and a−1va = µϑ (v′). Once again µϑ (w) = µϑ (u′v′ω) and so w = u′v′ω is ultimately
periodic. 
Since sE,a,b = µE(wE), Proposition 4.14 is a direct corollary of Proposition 4.12 and Lemma 4.13.
Proposition 4.14. sE,a,b is not ultimately periodic.
Another way to prove Proposition 4.14 uses the following proposition.
Proposition 4.15. Let ϑ be an involutory antimorphism over an alphabet A. An infinite word obtained by the Palϑ operator is
ultimately periodic if and only if its directive word has the form uαω , with u ∈ A∗ and α ∈ A.
Proof. Assume that t = Palϑ (w) is ultimately periodic. By Theorem 4.11, t = µϑ (Pal(w)). Thus Proposition 4.15 appears
as a direct corollary of Lemmas 4.1 and 4.13. 
Proposition 4.15 is interesting in itself, since it generalizes a well-known useful result of Droubay, Justin and Pirillo to
pseudostandard words (see Theorem 3 in [13]).
We now consider the following corollary of Proposition 4.14.
Corollary 4.16. wE is not a fixed point of some nontrivial morphism.
Proof. By Theorem 4.3, the continued fraction expansion of the slope ofwE is ultimately periodic if and only if its directive
word, which is sE,a,b by definition, is ultimately periodic. Hence by Proposition 4.14, the continued fraction expansion of the
slope ofwE is not ultimately periodic which implies by Theorem 4.4 thatwE is not a fixed point of a nontrivial morphism. 
In what follows, we denote by α the complementary letter of the letter α over the two-letter alphabet {a, b}, that is a = b
and b = a.
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Proposition 4.17. sE,a,b is not a fixed point of some nontrivial morphism.
Proof. Let us suppose by contradiction that there exists a nontrivial morphism φ such that sE,a,b = φ(sE,a,b). Four cases can
hold:
Case 1: |φ(a)| and |φ(b)| are odd. Since φ(a) is a prefix of sE,a,b which belongs to {ab, ba}ω , φ(a) = µE(u)α for a
word u and a letter α ∈ {a, b}. Since φ(a)φ(b) is a prefix of sE,a,b, there exists a word v such that φ(b) = αµE(v).
Since φ(abba) = µE(uαv)αµE(vu)α is a prefix of sE,a,b, there exists a word w such that µE(w) = αµE(vu)α.
Necessarily w ∈ α∗ and there exist integers k and ℓ such that φ(a) = (αα)kα and φ(b) = α(αα)ℓ. Since abb is
a prefix of sE,a,b, we have k = ℓ = 0, and thus φ(a) = a, φ(b) = b which contradicts the fact that φ is not the
identity.
Case 2: |φ(a)| is odd and |φ(b)| is even. Since φ(ab) is a prefix of sE,a,b, we deduce that φ(a) = µE(u)α and
φ(b) = αµE(v)β for words u, v and letters α, β . Since φ(abba) = µE(uαv)βαµE(v)βµE(u)α is a prefix of sE,a,b,
β = α and βµE(u)α = αµE(u)α ∈ {ab, ba}∗ which is not possible since any word in {ab, ba}∗ contains the same
number of occurrences of a’s as b’s.
Case 3: |φ(a)| is even and |φ(b)| is odd. Acting as previously, we deduce that φ(a) = µE(u), φ(b) = µE(v)α for
words u, v and a letter α. Moreover αµE(v)α must belong to {ab, ba}∗ which once again is impossible.
Case 4: |φ(a)| and |φ(b)| are even. In this case, φ = µE ◦η for a morphism η that maps the letters a and b to words
of even length. FromµE(wE,a,b) = sE,a,b = µE ◦ η(sE,a,b) = µE(η ◦µE(wE)) and from injectivity ofµE over the set
of infinite words, we deduce thatwE,a,b is the fixed point of η ◦ µE , contradicting Corollary 4.16. 
Lemma 4.18. The lengths of the blocks of sE,a,b are 1 and 2 for both letters.
Proof. By Theorem 4.11, sE,a,b = µE(wE). Thus, sE,a,b ∈ {ab, ba}ω and aa, bb, bab, aba are all factors of sE,a,b, which implies
that the maximal length of a block is 2. 
Proposition 4.19. wE contains fourth powers, but is fifth-power-free.
Proof. By Theorem 4.3, the partial quotients of the continued fraction expansion of the slope ofwE correspond to the blocks’
lengths of sE,a,b, and so by Lemma 4.18 they have value 1 or 2. The statement is then a direct corollary of Lemma 4.7. 
It is known by [25] that, for all rational q ≥ 2, a wordw in a two-letter alphabet avoids repetition uq if and only ifµE(w)
also avoids them. Proposition 4.19 then has the following corollary:
Corollary 4.20. sE,a,b contains fourth powers, but is fifth-power-free.
Since sE,a,b is not a Sturmian word, it does not have a known geometrical interpretation. Thus, the notion of slope does
not apply here. However, since sE,a,b ∈ {ab, ba}ω , we observe that the frequencies of the letters in sE,a,b are both 1/2.
4.3. Study of the fixed point sH,n,a,b,c
Let us now study the properties of fixed points the last kind. Since the words sH,n,a,b,c do not have a separating letter (a
letter a that precedes or follows each other letter b ≠ a), they are not episturmian. As in the previous subsection, let wH,n
denote the episturmian word associated by Theorem 4.11 with the fixed point sH,n,a,b,c , that is,
wH,n = Pal(sH,n,a,b,c) = anbancanbanabancanban · · · .
As in the proofs of Propositions 4.2 and 4.12, one can see that the three letters a, b, c occur infinitely often in sH,n,a,b,c .
Thus by Proposition 4.15 and by their construction, thewH,n satisfy:
Proposition 4.21. The wordswH,n are not ultimately periodic, and consequently they are strict standard episturmian words.
Since by definition, sH,n,a,b,c = µH (wH,n), Lemma 4.13 implies:
Proposition 4.22. The words sH,n,a,b,c are not ultimately periodic.
Let us recall a useful result from Justin and Pirillo.
Proposition 4.23 ([19]). A strict standard episturmian word is a fixed point of a nontrivial morphism if and only if its directive
word is periodic.
From Propositions 4.22 and 4.23, we get:
Proposition 4.24. For a fixed n, the wordwH,n is not a fixed point of a nontrivial morphism.
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To go further, we need to recall basic relations between so-called epistandard morphisms and palindromic closure. For
any letter a, we denote by La the morphism defined by La(a) = a and La(b) = ab when b is a letter different from a. We
extend this notation to arbitrary words:
Lε is the identity morphism,
Lua = Lu ◦ La for any word u and letter a.
Morphisms Lu are known to be the pure standard episturmian morphisms, or pure epistandard morphisms for short (see [19]).
The Pal operator is strongly related to epistandard morphisms by the following formula [19]:
Pal(uv) = Lu(Pal(v))Pal(u), for all words u, v and letter a. (1)
Also when at least two letters occur infinitely often inw,
Pal(w) = lim
n→∞ La1...an(an+1). (2)
Nowwe come to repetitions inwH,n. In [19], Justin and Pirillo provided important tools for considering fractional powers
in episturmian words. In particular they proved the following result which is a slightly different version of the original one.
The equivalence between the two formulations is discussed in the Appendix.
Theorem 4.25 ([19], Theorem 5.2). Let A be an alphabet containing at least two different letters. Let s be a strict standard
episturmian word overA directed by∆. Assume that∆ = vω (in particular∆ is periodic and s is the fixed point of a morphism)
with v ∈ A+ and let us have:
• ℓ = max{i | αi is a factor of∆ with α ∈ A},
• L is the set of all 3-uples (x, a, y) such that xayaℓ is a prefix of∆, a ∈ A, |v| ≤ |xay| < |v2|, y ≠ ε, a ∉ alph(y).
The critical exponent of s is
ℓ+ 2+ sup
(x,a,y)∈L

lim
i→∞
|Pal(vixa)|
|Lvixay(a)|

.
With the notation of the previous result, one can observe that Lvixay(a) = Lvixay′(ba), where y = y′b begins with Pal(vixa),
b ≠ a ∈ A. Indeed ba contains two different letters and Lemma 4.21 in [16] states that for any word u containing at
least two different letters and for any other word w, there exists a word uw containing at least two different letters such that
Lw(u) = Pal(w)uw . Hence in the situation of the previous theorem, the critical exponent lies between ℓ + 2 and ℓ + 3. In
particular s is (ℓ+ 3)rd-power-free but contains an (ℓ+ 2)nd power. This can be extended to a larger class of episturmian
words, as follows.
Proposition 4.26. Let s be a strict standard episturmian word directed by a word ∆ and let ℓ denote the greatest integer i such
that αi is a factor of ∆ with α a letter. Assume ∆ contains at least one factor auaℓva with a a letter and u, v non-empty words
that do not contain the letter a. Then s is (ℓ+ 3)rd-power-free but contains an (ℓ+ 2)nd power.
Proof. Let (vi)i≥1 be the sequence of prefixes of s having a first letter different from the last letter (it is infinite since s is a
strict standard episturmianword). For i ≥ 1, let si denote the standard episturmianword directed by vωi . It is straightforward
that s = limi→∞ si (since s and si share as prefix Pal(vi)whose length grows with i). By the choice of vi, we know that
max{j | αj ∈ F(vωi ), α ∈ A} ≤ ℓ.
Hence by Theorem 4.25 each si is (ℓ + 3)rd-power-free (see the discussion before the proposition). Consequently s is also
(ℓ+ 3)rd-power-free.
Now by the hypotheses, ∆ = wauaℓva∆′ with a ∈ A and u, v ∈ A+ such that |u|a = |v|a = 0. Let s′ be the standard
episturmian word directed by va∆′. The letter a occurs in s′ and considering b the first letter of v, we see that b ≠ a
and ab is a factor of the infinite word s′. Since Pal(w) = limn→∞ La1...an(an+1) (by Eq. (2)), s contains as a factor the word
Lwauaℓ(ab) = Lwau(aℓ+1b) and so s contains Lwa(Lu(a)ℓ+1Pal(u)b). By [19], since a does not occur in u, Lu(a) = Pal(u)a.
Consequently
Lwa(Lu(a)ℓ+1Pal(u)b) = Lwa((Pal(u)a)ℓ+1Pal(u)b)
= Lw(La(Pal(u)a)ℓ+1La(Pal(u))ab)
= Lw(Lau(a)ℓ+2b).
Hence s contains the (ℓ+ 2)nd powers (Lwau(a))ℓ+2. 
The previous proposition can be viewed as a generalization of Lemma 4.7. As a direct consequence, we have:
Corollary 4.27. The wordswH,n are (n+ 4)th-power-free but contain (n+ 3)rd powers.
We now deduce from what precedes properties of the words sH,n,a,b,c .
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Proposition 4.28. Let sH,n,a,b,c be a fixed point of the PalH operator, for a fixed n. Then sH,n,a,b,c satisfies the following properties:
1. It is not an episturmian word, but is a pseudostandard word.
2. It is not a fixed point of some nontrivial morphism.
3. It is (n+ 4)th-power-free but contains (n+ 3)rd powers.
4. The frequencies of the letters b and c are equal.
Proof. 1. By its construction, sH,n,a,b,c is a pseudostandard word, but is not episturmian as already said at the beginning of
the subsection.
2. Let φ be a morphism such sH,n,a,b,c = φ(sH,n,a,b,c). We are going to prove that φ is the identity. Notice that since
sH,n,a,b,c = µH (wH,n), the word sH,n,a,b,c can be uniquely factorized over {a, bc, cb}.
We now prove that words φ(a), φ(bc) and φ(cb) all belong to {a, bc, cb}∗. First assume that φ(a) = ε. Then by
Proposition 4.22, sH,n,a,b,c is not ultimately periodic which implies φ(b) ≠ ε and φ(c) ≠ ε. Then φ(b) begins with
a. Moreover since φ(bcanb) and φ(bcancbanb) are factors of sH,n,a,b,c , we deduce that φ(bc) and φ(cb) both belong to
{a, bc, cb}+. Assume now that φ(a) ≠ ε. Then φ(a) begins with a. Since φ(a)φ(a), φ(a)φ(bc)φ(a) and φ(a)φ(cb)φ(a) are
factors of sH,n,a,b,c , we deduce that all words φ(a), φ(bc) and φ(cb) belong to {a, bc, cb}+.
We denote by ua, ubc , ucb the words such that φ(a) = µH (ua), φ(bc) = µH (ubc), φ(cb) = µH (ucb). We denote by
η the morphism from {a, bc, cb}∗ to {a, b, c}∗ defined by η(a) = ua, η(bc)= ubc , η(cb) = ucb. We have µH (wH,n) =
sH,n,a,b,c = µH ◦ η(sH,n,a,b,c) = µH ◦ η ◦ µH (wH,n). The injectivity of µH over the set of infinite words implies that
wH,n = η◦µH (wH,n). By Proposition 4.24 this implies that η◦µH is the identitymorphismover {a, b, c}∗. Thus η(a) = a,
η(bc) = b, η(cb) = c and so φ(a) = a, φ(bc) = bc , φ(cb) = cbwhich implies that φ is the identity morphism.
3. By Theorem 4.11, sH,n,a,b = µH (wH,n). Here µH is defined by µH (a) = a, µH (b) = bc , µH (c) = cb. We let the reader
verify that, for any integer k ≥ 2, a word w (finite or infinite) contains a kth power if and only if µH (w) contains a kth
power. Then this item follows from Corollary 4.27.
4. This is once again a direct consequence of sH,n,a,b,c = µH (wH,n), since µH is a morphism such that for every letter α,
|µH (α)|b = |µH (α)|c . 
5. About prefixes of fixed points
Theorem3.4 shows that the fixed points sR,n,a,b and sH,n,a,b,c (resp. sE,a,b) of the Palϑ operator are the limit of the sequence
of finite words u1 = anb (resp. u1 = a), uk = Palϑ (uk−1) for k ≥ 2. In particular, we can observe the following property:
For any prefix p of a fixed point of the Palϑ operator, p is also a prefix of Palϑ (p).
Before proving the converse (which leads to a characterization of prefixes of fixed points of the Palϑ operator), let us observe
a property that follows directly from the definition of the Palϑ operator.
Fact 5.1. For a finite wordw and an involutory antimorphism ϑ = R ◦ τ , the following assertions are equivalent:
1. Palϑ (w) = w;
2. |Palϑ (w)| = |w|;
3. w = a|w| for a letter a such that τ(a) = a.
Proof. The only difficulty concerns 2 ⇒ 3 and this can be proved by induction on |w| using the immediate property
‘‘|u| ≤ |Palϑ (u)| for any word u’’. 
Fact 5.2. Let w be a finite word starting with a letter a and ϑ = R ◦ τ be an involutory antimorphism such that τ(a) = b, with
b ≠ a. Then |w| < |Palϑ (w)|.
Proof. Forw = a, Palϑ (w) = ab and then, |w| < |Palϑ (w)|. Since Palϑ (wα) = (Palϑ (w)α)⊕ and |wα| = |Palϑ (wα)| if and
only if |w| = |Palϑ (w)|, we conclude. 
Proposition 5.3. LetA be an alphabet of cardinality at least 2, and let ϑ = R ◦ τ be an involutory antimorphism overA. A finite
wordw overA is a prefix of Palϑ (w) if and only ifw is a prefix of a fixed point of Palϑ not of the form aω , with a ∈ A.
Proof. As mentioned at the beginning of the section, we just have to prove the ‘‘only if’’ part. We act by induction on |w|.
The case |w| = 0 is trivial. If w = an for an n ≥ 1 and a letter a, since w is a prefix of Palϑ (w), τ(a) = a or n = 1 and
τ(a) = b, for a ≠ b. If τ(a) = a,w is a prefix of sR,n,a,b or sH,n,a,b,c for distinct letters a, b, c; otherwisew is a prefix of sE,a,b.
Assume now that w = anb with a ≠ b and n ≥ 1. If τ(a) = a and τ(b) = b, then w is a prefix of sR,n,a,b. If τ(a) = a and
τ(b) ≠ b, thenw is a prefix of sH,n,a,b,τ (b). If τ(a) ≠ a, then sincew is a prefix of Palϑ (w), n = 1 andw is a prefix of sE,a,b.
The remaining case is w = w′x, with x a letter and w′ containing at least two different letters. Since w′x is a prefix of
Palϑ (w′x), thenw′ is a prefix of Palϑ (w′x). By the definition of the Palϑ operator, Palϑ (w′) is also a prefix of Palϑ (w′x). From
|w′| ≤ |Palϑ (w′)|, we deduce thatw′ is a prefix of Palϑ (w′) and so by inductionw′ is a prefix of a nontrivial fixed point s of
Palϑ . Facts 5.1 and 5.2 imply |w′| < |Palϑ (w′)| and consequently |w′x| ≤ |Palϑ (w′)|. Using this last inequality and the fact
thatw′x is a prefix of Palϑ (w′x) = (Palϑ (w′)x)(+) and that Palϑ (w′) is a prefix of s, we conclude thatw′x is a prefix of s. 
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Wenowcontinue exploring links between fixedpoints under the iteratedpalindromic closure Pal and their prefixes. Thus,
we consider here only fixed points of the first kind, denoted as sR,n,a,b. We will use pure epistandard morphisms (defined
before Theorem 4.25) and their relations (1) and (2) with Pal.
The next proposition provides a second characterization of prefixes of fixed points of Pal using morphisms.
Proposition 5.4. For any finite wordw over an alphabet of cardinality at least 2, the following assertions are equivalent:
1. w is a prefix of a word sR,n,a,b for different letters a, b and an integer n ≥ 1;
2. there exists a letter α such thatw is a prefix of Lw(α);
3. w is the power of a letter orw is a prefix of Lw(α) with α a letter occurring inw such that α ≠ last(w).
Remark 5.5. In the second assertion of Proposition 5.4, one cannot replace ‘‘there exists’’ by ‘‘for all’’ as shown for instance
by the word abaawhich is a prefix of sR,1,a,b but not a prefix of Labaa(a) = aba.
In order to prove Proposition 5.4, we need the next lemma.
Lemma 5.6 ([18], Lemma 2.4 1). Let w ∈ A∗, y ∈ A. If w is not y-free, then we write w = v1yv2 with v2 y-free and the
following holds:
Lw(y) =

Pal(w)y ifw is y-free;
Pal(w)Pal(v1)−1 otherwise.
Proposition 5.7. Let p ∈ A∗ and a ∈ A. Then the following are equivalent:
1. Lp(a) = Pal(p);
2. |p|a = 1 and p[1] = a.
Proof. 1⇒ 2.
(i) If p[1] ≠ a, then Lp(a)[1] = p[1] ≠ a and last(Lp(a)) = a: contradiction, since Lp(a) is palindromic.
(ii) If p[1] = a and |p|a ≥ 2, then p can be written as p = ap1ap2, with |p2|a = 0. By Lemma 5.6, we have Lp(a) =
Pal(p)Pal(ap1)−1. Since Pal(ap1) is not empty, we get a contradiction: Lp(a) ≠ Pal(p).
Thus, the only possibility is p[1] = a and |p|a = 1.
2⇒ 1. If |p|a = 1 and p[1] = a, then p = ap′, with |p′|a = 0. By Lemma 5.6, Lp(a) = Pal(p)Pal(ε)−1 = Pal(p). 
Proposition 5.8. Let p ∈ A∗ and a ∈ A. If Lp(a) is palindromic, then:
1. either Lp(a) = Pal(p);
2. or Lp(a) = a.
Proof. We have seen in the proof of Proposition 5.7 (see (i)) that Lp(a) palindromic implies p[1] = a. If |p|a = 1 and
p[1] = a, then by Proposition 5.7, Lp(a) = Pal(p). Assume |p|a ≥ 2 and p[1] = a. Then there exist words p1 and p2 such that
p = ap1ap2, |p2|a = 0. By Lemma 5.6 and Eq. (1) (for the second equality), we have
Lp(a) = Pal(p)Pal(ap1)−1 = Lap1(Pal(ap2))Pal(ap1)Pal(ap1)−1
= Lap1(Pal(ap2)). (3)
a. If p2 ≠ ε, then Pal(ap2) = ax1ax2 . . . axka, k ≥ 1, with xi ∈ A \ {a} for 1 ≤ i ≤ k, and consequently,
Lp(a) = Lap1(a)Lap1(x1) · · · Lap1(xk)Lap1(a).
Since Lp(a) is a palindrome, Lap1(x1)[1] = last(Lap1(xk)). Moreover, Lap1(x1)[1] = a and xk ≠ a implies last(Lap1(xk)) ≠ a:
contradiction.
b. If p2 = ε and p is not a power of a, then let us rewrite p = p11ap12an, for some n > 0 and words p11 and p12 such that
|p12|a = 0 and p12 ≠ ε. We have Lp(a) = Lp11ap12an(a) = Lp11ap12(a)which is not a palindrome (by case a.)
c. If p2 = ε and p = an for some n, we easily see that Lp(a) = a and Pal(p) = an. 
Proof of Proposition 5.4. 1⇒ 3. By Proposition 5.3, ifw is a prefix of a word sR,n,a,b for different letters a, b and an integer
n ≥ 1, then w is a prefix of Pal(w). Assume w is not a power of a letter and let α be a letter occurring in w such that
α ≠ last(w). Then one can verify by induction on the length ofw that |w| ≤ |Lw(α)|. Since by Lemma 5.6, Lw(α) is a prefix
of Pal(w), we deduce thatw is a prefix of Lw(α).
3 ⇒ 2 is immediate except if w is a power of a letter. But in this case, a being the letter such that w = a|w| and α being
any other letter,w is a prefix of Lw(α).
2 ⇒ 1. If α occurs in w, then by Lemma 5.6, Lw(α) is a prefix of Pal(w) and so by hypothesis, w is a prefix of Pal(w).
When α does not occur in w, Lemma 5.6 implies Lw(α) = Pal(w)α and consequently w is a prefix of Pal(w). In both cases,
it follows from Proposition 5.3 thatw is a prefix of a word sR,n,a,b for different letters a, b and an integer n ≥ 1. 
Here is a third characterization of the prefixes of fixed points of Pal.
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Proposition 5.9. Letw be a word which is prefix comparable to anb where a, b are two different letters and n ≥ 1 is an integer.
The following assertions are equivalent:
1. w is a prefix of sR,n,a,b;
2. w is a prefix of Lw(w);
3. w is a prefix of Lw(anb);
4. there exist letters c and d and an integer m ≥ 1 such thatw is a prefix of Lw(cmd).
The proof needs the next lemma.
Lemma 5.10. Let a, b ∈ A be two different letters and let n be a positive integer. For all words u, there exist letters c and d and
an integer m ≥ 1 such that Pal(u)cmd is a prefix of Lu(anb).
Proof. We proceed by induction on the length of u. When u = ε, the result holds with c = a, d = b and m = n.
Assume that Pal(u)cmd is a prefix of Lu(anb). Let α be a letter. The word Lα(Pal(u)cmd) is a prefix of Lαu(anb). When α = c ,
Lα(Pal(u)cmd) = Lc(Pal(u))ccmd and so by Eq. (1), Lα(Pal(u)cmd) = Pal(αu)cmd. When α ≠ c , Lα(Pal(u)cmd) begins with
Lα(Pal(u))αcα = Pal(αu)cα. Thus the property holds for αu. 
Proof of Proposition 5.9. 1⇒ 2.Whenw is a prefix of sR,n,a,b, since sR,n,a,b is a fixed point of Pal, Pal(w) is a prefix of sR,n,a,b.
Since |w| ≤ |Pal(w)|, w is a prefix of Pal(w). Moreover by Eq. (1), Lw(Pal(w)) is a prefix of Pal(ww), and by definition of
Pal, Pal(w) is a prefix of Pal(ww). Since |Pal(w)| < |Lw(Pal(w))|, Pal(w) is a prefix of Lw(Pal(w)), and so w is a prefix
of Lw(Pal(w)). Finally from w prefix of Pal(w), we deduce that Lw(w) is a prefix of Lw(Pal(w)). It is straightforward that
|w| ≤ |Lw(w)| sow is a prefix of Lw(w).
2⇒ 3. One can easily verify that |w| < |Lw(anb)|. When anb is a prefix ofw,w and Lw(anb) are both prefixes of Lw(w), and
sow is a prefix of Lw(anb). Otherwise, sincew and anb are prefix comparable,w is a power of a, and Lw(anb) = wanb.
3⇒ 4 is immediate with c = a, d = b andm = n.
4⇒ 1. By Lemma 5.10, Pal(w) is a prefix of Lw(cmd). Since |w| ≤ |Pal(w)|,w is a prefix of Pal(w). Hence by Proposition 5.3,
w is a prefix of a fixed point of Pal. Sincew and anb are prefix comparable, we can deduce thatw is a prefix of sR,n,a,b. 
6. Conclusion
Let us summarize three problems raised by the content of this paper.
It is easy to see that any infinite word which is kth-power-free for an integer k has a critical exponent. This is the case
for all words studied in this paper. An open question is how to find closed formulas of the values of the critical exponent of
words sR,n,a,b, sH,n,a,n and sE,a,b.
Another direction of research would be to find a geometric interpretation of palindromic closure. It may help to find
further properties of the fixed points of the operation that we considered here.
Finally since the study of the pseudostandard words which are fixed points of the Palϑ operator raises numerous
intriguing questions, it might be interesting to also work with the more general families of words introduced in [12] and
[6] (see also [5]). The first one is called the generalized pseudostandard words, that is the pseudostandard words directed by
two words: the usual directive word and a word describing the antimorphism to use at each iteration. The second one is
the pseudostandard words with seeds, that is the words obtained by iteration of the⊕ϑ operator starting with a non-empty
word, called the seed.
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Appendix. More on Theorem 4.25
We have already mentioned that Theorem 4.25 is Theorem 5.2 in [19]. Nevertheless our formulation is slightly different
from the original one which is:
Theorem 6.1 ([19], Theorem 5.2). Let s be an A-strict standard episturmian word generated by a morphism and let q be the
period of its directive word ∆ = (δi)i≥1 (with each δi a letter). Let ℓ ∈ N be maximal such that yℓ ∈ F(∆) for some letter y. Let
L = {r, 0 ≤ r < q | δr+1 = δr+2 = · · · = δr+ℓ} and let d(r) = r + q + 1 − P(r + q + 1) for 0 ≤ r < q. Then the critical
exponent for s is
γ = ℓ+ 2+ sup
r∈L
{ lim
i→∞(|ur+iq+1−d(r)|/|hr+iq|)}.
Moreover for any letter u in s the limit above can be obtained as a rational function with rational coefficients of the frequency αu
of this letter.
To understand this statement, it is useful to recall that for n ≥ 0:
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• P(n) = sup{p < n | δp = δn} if this integer exists, (P(n) being undefined otherwise),
• un = Pal(δ1 · · · δn) and
• hn = Lδ1Lδ2 · · · Lδn(δn+1) = Lδ1···δn(δn+1).
Note also that in this statement,Amust contain at least two letters to allow the definition of ℓ, and that in this statement
and from now on we let δi denote the ith letter of∆ instead of∆[i].
We now explain the equivalence between the statements of Theorems 4.25 and 6.1. First note that symbols ∆, s and
ℓ denote the same objects, and q = |v|. In the following formulas, the subscripts 4.25 and 6.1 refer to the statements of
Theorems 4.25 and 6.1 respectively. Let us define
L4.25 = {(x, a, y) | xayaℓ is a prefix of∆, a ∈ A, |v| ≤ |xay| < |v2|, y ≠ ε, a ∉ alph(y)},
L6.1 = {r, 0 ≤ r < q | δr+1 = δr+2 = · · · = δr+ℓ},
b4.25 = sup
(x,a,y)∈L4.25

lim
i→∞
|Pal(vixa)|
|Lvixay(a)|

,
b6.1 = sup
r∈L6.1

lim
i→∞
|ur+iq+1−d(r)|
|hr+iq|

.
We have to show that b4.25 = b6.1.
Let (x, a, y) ∈ L4.25. Taking r = |xay| − |v|, we get r ∈ [0, q) and δr+1 = · · · = δr+ℓ = a, that is, x ∈ L6.1. Observe that
by definition of r , xay = vδ1 · · · δr = δ1 · · · δq+r . Since δq+r+1 = a and a ∉ alph(y), we deduce that P(q+ r + 1) = |xa| and
d(r) = |y|+1 (or equivalently |xa| = r+q+1−d(r)). We also have vi−1xa = δ1 · · · δ(i−1)q+r+q+1−d(r) and so ur+iq+1−d(r) =
Pal(vi−1xa). Moreover vi−1xay = δ1 · · · δ(i−1)q+q+r and so hr+iq = Lvi−1xay(a). Thus limi→∞ |Pal(v
ixa)|
|L
vixay(a)|
= limi→∞ |ur+iq+1−d(r)||hr+iq|
and consequently b4.25 ≤ b6.1.
Let r be an integer in L6.1. We consider the word ∆[1 . . . r + q] = δ1 · · · δraℓδr+ℓ+1 · · · δr+q. Since q is a period of ∆,
δr+q+1 · · · δr+q+ℓ = aℓ and so by definition of ℓwe have δr+q ≠ a. Let y be the word such that a ∉ alph(y) and ay is a suffix
of aδr+ℓ+1 · · · δr+q and let x be the word such that δ1 · · · δr+q = xay. Observe that by construction |v| ≤ |xay| < |v2| and
so (x, a, y) ∈ L4.25. Hence for i ≥ 1, ur+iq+1−d(r) = Pal(vi−1xa) and hr+iq = Lvi−1xay(a) showing that limi→∞ |ur+iq+1−d(r)||hr+iq| =
limi→∞ |Pal(v
ixa)|
|L
vixay(a)|
, b6.1 ≤ b4.25. This ends the proof of the equivalence between Theorems 4.25 and 6.1.
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