We examine in detail the impact of passivating ligands (i.e., amines, phosphines, phosphine oxides and pyridines) on the electronic and optical spectra of Cd 33 Se 33 quantum dots (QDs) using density functional theory (DFT) and time-dependent DFT (TDDFT) quantum-chemical methodologies. Most ligand orbitals are found deep inside in the valence and conduction bands of the QD, with pyridine being an exception by introducing new states close to the conduction band edge. Importantly, all ligands contribute states which are highly delocalized over both the QD surface and ligands, forming hybridized orbitals rather than ligand-localized trap states. In contrast, the states close to the band gap are delocalized over the QD atoms only and define the lower energy absorption spectra. The random detachment of one of ligands from the QD surface results in the appearance of a highly localized unoccupied state inside the energy gap of the QD. Such changes in the electronic structure are correlated with the respective QD-ligand binding energy and steric ligand-ligand interactions. Polar solvent significantly reduces both effects leading to delocalization and stabilization of the surface states. Thus, trap and surface states are substantially eliminated by the solvent. Polar solvent also blue-shifts (e.g., 0.3-0.4 eV in acetonitrile) the calculated absorption spectra. This shift increases with an increase of the dielectric constant of the solvent. We also found that the approximate single-particle KohnSham (KS) approach is adequate for calculating the absorption spectra of the ligated QDs. Besides a systematic blue-shift, the KS spectra are in very good agreement with their respective counterparts calculated with the more accurate TDDFT method.
Introduction
Semiconductor nanocrystals are a class of materials with unique, size-dependent chemophysical properties.
1-3 They have been studied extensively for many years for potential applications ranging from fluorescent biotags 4 to quantum computing, 5 from lasing 6 to photovolatics. 7 Much of this research has been focused on colloidal quantum dots (QDs). Advances in synthetic techniques have allowed for the creation of high quality, monodispersed samples of QDs. [8] [9] [10] These high-quality samples afford an unprecedented level of experimental characterization of the electronic and optical properties of the QDs. While much is known about the size-dependence of the QD properties, [11] [12] [13] considerably less is understood about the effects the surface morphology and passivation layer have. Experiments have shown that changes to the capping ligands can have a dramatic effect on the inter-and intraband charge carrier dynamics. 6, [14] [15] [16] [17] For example, the intraband relaxation rate in CdSe QDs can be slowed by two orders of magnitude by changing the capping ligands.
14 Radiative dynamics can also be significantly influenced by changes to the passivation layer. Using primary alkylamines, 15 or overlayers of a wide band gap semiconductor, 18 to passivate the surface of CdSe QDs results in substantial increases in the emission quantum yield. Surface chemistry also influences multiple exciton generation efficiencies in QDs. 19 Thus achieving the desired functionality in these systems requires detailed knowledge of, and the ability to control, the QDligand interactions. Experimentally this task is difficult since conventional spectroscopic techniques cannot directly probe these interactions: electronic transitions associated with QDligand interactions are usually optically forbidden. Acquiring this knowledge theoretically is also challenging. The QDs typically used in experiments are comprised of 100s to 1000s of atoms, and this does not even include the ligand molecules. Semiempirical methods, such as tight-binding 20 and pseudopotential 21, 22 approaches, have been applied to these systems. Any realistic model, however, has to explicitly describe bonding between the QD and the ligand molecules, which is lacking or not complete in these approaches. Several efforts have been made to model ligated CdSe QDs using force field 23, 24 and Monte Carlo methods; 25 however, the parameterization present in such methods needs to be verified for each system and material. First-principle methods, like density functional theory (DFT), are capable of providing reasonably accurate descriptions of the interactions between QD and ligand without the starting assumptions of the semiempirical methods, yet computational tractability can quickly become an issue when discussing simulations of QDs. To overcome this, many past studies employing DFT artificially terminated unpassivated surface valences, or dangling bonds, with hydrogen atoms. [26] [27] [28] The accuracy of this passivation method has been called into question for all but a few QD materials. 29 Because of significant computational cost, most DFT calculations of structural and optical properties of QDs have been performed on small clusters of a few atoms in size, [30] [31] [32] [33] [34] usually utilizing time dependent DFT (TDDFT) for obtaining absorption spectra. Several efforts have been made to address the specifics of the ground state electronic structure [35] [36] [37] and binding energies of larger CdSe clusters (1.3-2 nm in diameter) interacting with a single ligand molecule 38, 39 and with many ligands fully or partially passivating the surface of the CdSe QD.
40,41
However, these studies either do not consider optical properties at all, or have utilized a single-particle, mean-field representation of optical transitions. 40 Such an approach can be used as a zeroth-oder approximation for calculations of absorption spectra of inorganic nanomaterials, where the confinement energy is much larger than the Coulomb interaction between a photoexcited electron-hole pair.
2 However, this approach is expected to fail in the case of organic molecules typically exhibiting strong electronic correlations. As such, applicability of the single-particle approach to simulate optical response of QDs passivated with organic ligands is not clear. Additionally, the majority of theoretical studies concerning semiconducting nanocrystals have been done in the gas-phase, while the majority of experimental measurements have been done in the solution phase. There have been a few recent papers [42] [43] [44] looking to address the role of solvent on the properties of these materials; however, the small sizes of the systems used in these studies (<20 atoms), raises concern over whether the conclusions drawn are applicable to the nanocrystals typically used in experiments.
In the present work, we continue our previous studies 40 involving Cd 33 Se 33 QDs capped with realistic model ligands. CdSe QDs of comparable diameter are experimentally accessible, 45, 46 and their size and shape are controllable. 47 Recently, DFT calculations have been undertaken on larger QD systems; 48, 49 however, the additional computational cost of these larger systems makes comprehensive studies, like the present work, unreasonable. Four different ligands fully passivating the surface of the Cd 33 Se 33 QD have been considered. These molecules represent models of commonly used ligands with colloidal QDs: methylamine (NH 2 Me), trimethylphosphine (PMe 3 ), trimethylphosphine oxide (OPMe 3 ), and pyridine (see Fig. 1 ). We have focused on the questions of whether passivating ligands introduce trap states inside or near the energy band gap of the QD and what the effect losing a ligand has on the electronic structure and absorption spectra of QDs. The role of the solvent on the optoelectronic properties of passivated QDs has been investigated, as well. We also examine the validity of absorption spectra calculated within the single-particle Kohn-Sham (KS) method 40 by comparing to those obtained with the linear response TDDFT approach that incorporates many-body correlation effects including Coulombic interactions between photoexcited electrons and holes.
The paper is organized as follows: our computational methodology is outlined in section 2. In section 3 we present the results of our simulation of the properties of the QD-ligand systems and the validity of the KS spectra. We conclude by summarizing our results and observed trends in section 4.
Methodology
The starting point for the geometries was a roughly spherical CdSe cluster cut from the bulk lattice. Previous computational 30, 39 and experimental studies 16, 50 indicate that ligands bind preferentially to the surface Cd atoms. Therefore, 21 ligands of each type (see Fig. 1 ) were initially attached to Cd atoms on the surface of the Cd 33 Se 33 structure. Although various acidic phosphorus species have been recently discovered to play an important role in passivating the surface of colloidal QDs,
51-54
here we consider only neutral ligands (methylamine, trimethylphosphine, trimethylphosphine oxide, and pyridine) that do not provide additional charge(s) to the QD.
The geometry optimizations were performed with the Gaussian-03 software package, 55 using DFT at the B3LYP/ LANL2dz (functional/basis set) level of theory. Electronic structure and optical response calculations on the optimized geometries were performed with Gaussian-09 56 and Gaussian-03 using the B3LYP functional with the LANL2dz/6-31G* basis set, where the relativistically-corrected Effective Core Potential (EPS), double-zeta quality LANL2dz basis set has been used for the QD atoms (Cd and Se) and the 6-31G* basis set has been chosen for ligand atoms (C, H, N, O, and P). Our recent investigations 57 have demonstrated that the combination of B3LYP functional and LANL2dz/6-31G* basis set is effective in providing an accurate description of ligand-QD interactions. To characterize the strength of the ligand-QD interactions, we calculate binding energies as
where E B is the binding energy, E QD+21Lig is the total energy of the optimized Cd 33 Se 33 QD, whose surface is fully passivated by 21 ligands, E QD+20Lig is the energy of the ligated QD missing one ligand, and E Lig is the energy of an isolated ligand. The geometry of the system was left unchanged following removal of the ligand. Negative values of E B define binding between the QD and ligands: the more negative the value of the binding energy, the stronger the QD-ligand interaction. If E B $ 0, the QD-ligand interaction is repulsive, and ligands may detach from the QD surface after overcoming the respective bond-breaking barrier.
Optical absorption spectra and the density of states (DOS) were calculated within the single-particle (Kohn-Sham representation) and linear response TDDFT technique, utilizing Gaussian line-broadening:
where u n is the energy of transition, h n is the 'strength' of transition (see below), and s is an empirical line-broadening parameter. For the DOS plots, u n ¼ 3 n (3 n being the nth molecular orbital (MO) energy, and the index n runs over occupied and virtual MOs) and s ¼ 100 meV. For the total DOS plots, h n ¼ 1, while for the fragment decomposition of the DOS, h n is the fraction of the respective molecular orbital localized on the specified fragment, as incorporated in the Gaussian-09 code. For the absorption spectra, u n h u kl ¼ 3 k À 3 l (3 k and 3 l being the energies of the virtual and occupied MOs, respectively, and the indices k and l run over the occupied and virtual orbital space, respectively), h n h h kl ¼ f kl (f kl is the oscillator strength of the respective transition between kth and lth MOs), and s ¼ 30 meV. Finally, the oscillator strength is given as
where m kl ¼ hj k |m|j l i is the transition dipole moment, j k and j l are the respective MO wavefunctions andm is the dipole moment operator. The absorption spectra calculated within the KS approach are compared with those calculated using linear response TDDFT as implemented in the Gaussian code. The latter computations provided the respective transition energies u n and oscillator strengths h n ¼ f n for eqn (2) . The same basis set and functional were utilized for both methods. The first 50 singlet transitions were considered, and Gaussian spectral line broadening with a 30 meV width was used for broadening of the calculated oscillator strengths to produce the spectra. Note, all KS absorption spectra and densities of transitions (DOT) have been calculated within the 0-4eV energy window, whereas the TDDFT absorption spectra are given only in the energy range spanned by the lowest 50 singlet transitions.
In addition to the gas-phase calculations, the electronic structure and absorption spectra have been also calculated in the solvent acetonitrile (CH 3 CN), which is frequently used in the relevant experimental studies.
58-60 Solvent effects were simulated by embedding the system in a polarizable continuum medium with an appropriate dielectric constant (3 ¼ 35.688, acetonitrile) in the framework of the polarizable continuum model (PCM).
61
For consistency, when solvent calculations were done with Gaussian-09, the Gaussian-03 defaults were utilized, unless otherwise noted.
Results and discussion

Binding of ligands to the CdSe surface
First, we consider fully passivated structures (i.e. one ligand coordinated to every two-or three-coordinated surface Cd atom) with a total of 21 ligands attached to Cd 33 Se 33 cluster, as illustrated in Fig. 1 . Even with passivating ligands, there is significant reconstruction of the QD surface. This is corroborated by recent resonant Raman studies on CdSe nanocrystals where a downshift and broadening of the longitudinal optical phonon band relative to the bulk was attributed to bond distortion. 46, 62 The binding energies characterizing the strength of the interaction between the QD surface and different ligands in the gas-phase are given in Table 1 , where a negative number indicates favorable binding, as follows from eqn (1). Table 1 also compares our results with previously reported calculations of the binding energies between CdSe and typical ligand molecules. 34, [38] [39] [40] [41] The obtained values are comparable, but larger (in absolute values) than those reported for ligands bound to the bulk CdSe surfaces. 39 There are several reasons for this discrepancy. First, bulk results were obtained with the PW91 functional that is known to underestimate QD-ligand binding energies. 57 Moreover, the use of H atoms in place of methyl groups in amine, phosphine and phosphine oxide molecules also results in lower binding energies. 30 Second, the finite size, shape, and electron confinement are expected to have strong effects on the QD-ligand interactions, resulting in larger absolute values of the binding energies compared to those of CdSe bulk surface. 39 Results on QD-ligand binding reported in ref. 34 and 38 do not include steric inter-molecular interactions between neighboring ligands on the surface, which were included in the present calculations. As expected, the inter-ligand interactions overall decrease the QD-ligand binding, explaining why our results are somewhat smaller (in absolute values) than those obtained for the same size QD functionalized with a single ligand. 38, 57 Small deviations between the present calculated binding energies and values reported in ref. 40 for the same systems can be explained by differences in methodologies used. Our recent studies 57 have demonstrated that values of binding energies are extremely method-sensitive, especially to the basis set choice.
In qualitative agreement with all previous calculations, 34, [38] [39] [40] [41] phosphine oxides and amines exhibit the strongest binding, on average, to the QD surface. Pyridines and phosphines exhibit weaker interactions with the QD. Reference 39 did find that PH 3 has a stronger interaction with the polar, Se terminated face of CdSe than either that of NH 3 or OPH 3 , with OPH 3 being essentially nonbinding. Given the experimental evidence 16, 50 pointing to preferential binding of ligands to surface Cd atoms, we did not explore binding to surface Se atoms in the present study. The magnitude of the binding energies is similar to the activation energy of desorption at room temperature as given by Redhead. 63 This implies a rather dynamic relationship between QD and ligand.
Electronic properties of fully passivated systems: effect of solvent
In agreement with our previous studies, 40 all structures demonstrate a well-open energy-gap of $3 eV (see Fig. 2 ), which commensurates with the lowest absorption peak ($2.99 eV) experimentally observed and assigned to the Cd 33 Se 33 cluster.
45,47
Addition of ligands to the Cd 33 Se 33 QD leads to a slight decrease in the energy gap of the QD compared to the bare cluster, as judged from the DOS presented in Fig. 2 . Such shrinking is more pronounced in the presence of solvent and is likely to originate from polarization effects on the surface of the QD. The solvent media directly affects the surface states of the bare QD, stabilizing occupied orbitals, which results in an increase of the energy gap, compared to those in the gas-phase. The energy gap rises with an increase of the solvent polarity (see Fig. S1 in Supplemental Materials †), too. However, the ligand capping tends to screen the surface states from the solvent and partially inhibits the solvent's ability to stabilize surface occupied orbitals. Therefore, the increase of the energy gap of the passivated QDs in solvent is smaller then that of the bare QD, leading to the larger difference between the energy gaps of the capped and uncapped QDs in solvent. This difference is more dramatic for the bulkier molecules (e.g., PMe 3 and OPMe 3 ) having a larger screening effect from the solvent. Fig. 2 shows a fragment decomposition of the total DOS including orbitals localized on the QD and on the ligands. Specifically, displayed are the DOS corresponding to the QD core (the Cd and Se atoms that retain their bulk-like, tetrahedral coordination), the QD surface (the Cd and Se atoms not included in the core designation), and the ligands. As a reference, the DOSs for the uncapped QD surface and core atoms are silhouetted in the background by the gray colors. States near the energy gap -including the highest occupied (HOMO) and the lowest unoccupied (LUMO) molecular orbitals -are mostly contributed from the Cd and Se surface atoms with a small portion from the QD core to the unoccupied orbitals. Solvent stabilizes the surface states while leaving the core states almost unchanged. This brings the QD surface and core states closer in energy, so that the DOS at the edges of the energy gap has more QD core character when solvent is introduced. Thus solvent leads to a stronger delocalization of orbitals over the QD, as illustrated for the LUMOs in Fig. 3 and the HOMOs in Fig. S2 of Supplemental Materials. † As can be seen in Fig. 3 , this delocalization is less noticeable with the PMe 3 and OPMe 3 ligands, again due to the screening of the QD surface states by the ligands. The QD capped with NH 2 Me Fig. 2 ). In contrast, pyridinelocalized orbitals are situated just below the CB states of the QD when the system is in the gas-phase, introducing trap states for excited electrons. Solvent, however, shifts pyridine states inside the CB of the Cd 33 Se 33 and hybridizes the orbitals between the ligand and the QD atoms, as can been seen in Fig. 2 . The transformation of the LUMO character of the pyridine capped QD is clearly displayed in Fig. 3 , where the LUMO changes from being highly localized on a single pyridine ligand in the gasphase, to a state delocalized over the entire QD in solvent.
Pyridine ligands have been reported previously as efficient hole acceptors.
14,17,64 Although, pyridine-localized occupied orbitals are deep in the VB, our results indicate that the pyridine capped Cd 33 Se 33 has highly localized surface states at the VB edge (see Fig. S2 in Supplemental Materials †), which potentially could trap holes. Our calculations suggest that states localized on the pyridines themselves are only capable of trapping highly excited holes, given these states positioning deep inside the VB. Similar surface hole trap states also seem to be present in the cluster capped with PMe 3 demonstrating localized QD surface state at the edge of the VB (see Fig. S2 of Supplemental Materials †); however, solvent tends to increase delocalization of these states, thus, destabilizing localized trap states and removing them from the energy gap of the QDs.
Effect of the loss of a ligand: gas-phase vs. solvent calculations
Colloidal CdSe QDs are synthesized in the solution phase. Precise control of the QD surface in such dynamic environment is challenging. The magnitude of the calculated binding energies also suggest that the passivation level of the QD in solution near room temperature could be in a state of flux. Therefore, it is necessary to understand the effects incomplete passivation can have on the electronic properties of the QD. This would help to characterize whether experimental measurements signify surface effects or are results intrinsic to the QD itself. To gain insights into these questions, we removed a single ligand from the surface of each of our passivated QDs and recalculated the electronic properties.
Plotted in Fig. 4 are KS energy level diagrams of the systems under consideration. A single ligand at a time was removed from the surface, with the letters denoting the position on the surface lacking the ligand (see Fig. 1, right panel) . Positions A1 and C are two-coordinated Cd atoms (i.e., bearing two dangling bonds before passivation), while positions A2, B, and D are threecoordinated Cd atoms (i.e., having only one dangling bond before passivation). In the gas-phase, appearance of states inside the band gap of the fully passivated QD is mostly observed when ligands are removed from sites A1, A2, or C for all capping ligands (see left column in Fig. 4) . Previous studies have shown that ligands generally bind stronger to two-coordinated Cd atoms on the (11 20) facet 39 and, specifically, to the sites A1, A2 and C for our particular cluster. 40 Stronger binding to these sites explains the more pronounced changes seen in the electronic structure of passivated Cd 33 Se 33 with one ligand removed from these sites as compared to positions B and D. In general for all gas-phase results shown in Fig. 4 (left column), both LUMO and HOMO (to a lesser degree) enter the gap depending on the removed ligand position, thus introducing states associated with dangling bonds into the energy gap of the QD (see LUMOs in Fig. 5 and HOMOs in Fig. S4 of Supplemental Materials †). We also note that loss of a ligand slightly perturbs several other orbitals close to the band-edges. The most significant energy level shifts occur after removal of an OPMe 3 and PMe 3 molecule. Phosphine oxide (phosphine) ligands have the strongest (the weakest) average binding energies of the four ligands we considered, as presented in Table 1 . Consequently, ligand-QD binding energy is not the only parameter determining changes in the electronic structure upon detachment of a ligand. Both PMe 3 and OPMe 3 are relatively bulky molecules, where steric hindrance provides significant interactions between ligands. These inter-ligand interactions likely affect the electronic structure of the system, in addition to the ligand-QD interactions. Similar trends are observed with amine ligands. NH 2 Me has a strong binding energy to the QD surface (comparable to OPMe 3 , see Table 1 ), while it is the smallest ligand with small steric inter-ligand interactions. As such, the energy levels of the NH 2 Me capped QD are less perturbed after removal of a ligand than those of the OPMe 3 and PMe 3 capped QDs. The least amount of modification to the energy levels after removal of a ligand is observed for a pyridine capped QD. This is because pyridine binds relatively weakly to the QD surface and its planar geometry allows for less steric hindrance between ligands. Thus, the effect of removing a ligand on the electronic structure appears to be dependent on both binding capacity of the ligand to the QD and steric inter-ligand interactions.
However, a solvent environment significantly diminishes the ligand-loss effects by screening the binding between the QD and ligands (and, thus, decreasing their binding energies 57 ), stabilizing the surface states, and opening up the band gap, as discussed above. In fact, in all cases of ligand removal considered, solvent restored the energy levels back to nearly the same configuration as the fully passivated structures (see the right column in Fig. 4 ). Such rearrangement of the electronic levels originates from the delocalization of orbitals in the presence of solvent, which reduces the local impact of ligand loss. Fig. 5 illustrates this point by showing the LUMO plots of each system with a ligand removed from the A1 position. As expected, detachment of a ligand from the Cd 33 Se 33 cluster results in the LUMO being localized around the respective 'ligand-free' surface Cd atom (compare Fig. 3 and 5) .
Interestingly, LUMOs of QDs capped with PMe 3 and OPMe 3 calculated in the gas-phase are much more localized at such Cd atoms, showing s-like character of the unoccupied orbital corresponding to the dangling bonds. It is known that such dangling bonds can be saturated by surface reconstructions. 35, 65 However, the steric hindrance between bulky ligands holds back the surface atoms from moving closer to each other in order to saturate dangling bonds via surface modifications. Thus, the bulky ligands demonstrate the largest localization and dangling bond character due to ligand loss, as compared with those of amine and pyridine capped QDs. When solvent is included in our modeling (see the right column in Fig. 5 ), the LUMO becomes more delocalized, yet, a considerable portion of the orbital density remains localized on the affected surface Cd atom.
Consistent with the previous speculations, bulky ligands, such as phosphines and phosphine oxides, screen the effect of solvent on delocalization of surface orbitals leading to more localized orbitals, even in a polar dielectric environment, compared to NH 2 Me and pyridine passivated QDs. In general, our calculations suggest that detachment of one or a few ligands from the QD surface leads to relatively minor changes in the electronic structure and optical spectra of CdSe QDs in polar organic solvent.
Analysis of absorption spectrum
The TDDFT technique has made excited state properties computationally accessible for a broad range of molecular systems. Yet, it is still difficult to obtain anything beyond a few low-lying excited states for large nanostructures such as QDs. In contrast, the Kohn-Sham (KS) single-particle approximation (see eqn (3)) is substantially less computationally expensive than the TDDFT method, allowing application to larger systems and addressing vastly higher excitation energies. 40 Lacking electronhole correlations though, the KS approach is expected to be less accurate than TDDFT or even not applicable at all, e.g., for some small molecules. To determine whether the errors of a single-particle approximation are small enough to be overlooked for the description of optical properties of QDs, the absorption spectra of ligated Cd 33 Se 33 have been calculated for both KS and TDDFT approaches. Fig. 6 compares the KS and TDDFT calculated absorption spectra for all capped QDs in the gas-phase and in acetonitrile, with the spectra for the uncapped QD silhouetted in the background as a reference point. While all absorption features are calculated in the KS approach in the energy range up to 4 eV, the TDDFT results are limited by a much smaller energy window spanned by the first 50 excited-singlet states. In the low-energy region, aside from the systematic blue-shift by $0.3 eV, the profiles of KS spectra are remarkably similar to that of TDDFT spectra. Barring the minor differences in relative peak height and position, the KS spectra capture all essential features of the TDDFT spectra for all ligands. Thus, the KS single-particle approach is sufficiently accurate to qualitatively describe the absorption spectra peaks of QDs. This conclusion agrees with results of a recent theoretical study. 66 The consistency between KS single-particle picture and electron-hole correlated TDDFT results in the case of QDs can be explained by the dominance of the quantum confinement effects on the optical properties of the QD, compared to excitonic effects. In semiconductor QDs, electron-hole Coulomb energy is much smaller than kinetic energy, 67 and, therefore, the zeroth-order approximation for photoexcitations as transitions between single-particle orbitals remains valid here. Finally, it should be noted that well established problem of TDDFT in producing spurious low-energy charge transfer states 68,69 may affect our results as well, where several low-energy optically forbidden states have been calculated, for example, for phosphine passivated QD (see Fig. 6 ). Consequently, recently-developed range-separated functionals 70 with large fraction of orbital exchange may be required to address these TDDFT issues.
Having examined the ability of the KS approach to qualitatively reproduce the optical response of QDs, we now focus on the analysis of the absorption spectra. First, we comment on the very small peaks in the TDDFT spectra of the pyridine ligated QD in the gas-phase, compared to those of the bare cluster and QD passivated by other ligands, as presented in Fig. 6 in the left column. We recall that the TDDFT spectrum only includes the first 50 excited states, most of which originate from the electronic transitions from the occupied states localized on the QD to the unoccupied states localized on the pyridine orbitals placed at the edge of the CB of the pyridine capped QD (see DOS in Fig. 2) . Indeed, such excitations have extremely low oscillator strengths because of small overlaps between QD-associated initial and ligand-localized final states. This can be seen explicitly by looking at the density of transitions (DOT) which considers all possible single particle transitions from occupied to unoccupied orbitals (Fig. 7) . To characterize the nature of transitions, we split the DOT into contributions from different types of transitions such as QD state to QD state or QD state to ligand state. The DOT in Fig. 7 demonstrates that most of the low energy transitions in the ligated Cd 33 Se 33 occur between QD states, except for pyridine capped QDs in the gas-phase, as also can be confirmed from the DOS in Fig. 2 .
Including solvent in the calculation shifts the pyridine states further inside the CB of the QD resulting in QD to QD transitions appearing at lower energies and enhancing the low-energy absorption (compare Fig. 6 and 7) . While the QD to ligand transitions here are 'dark' states with vanishing oscillator strength, which do not contribute to optical absorption, they could play an important role in energy relaxation through electron-phonon coupling with the high-frequency vibrations in the ligands. Moving to general properties of all systems we considered, inclusion of solvent leads to a substantial blue-shift (0.3-0.4 eV) of the absorption spectra, which is attributed to the stabilization of the surface states as is seen in the DOS and the KS energy level diagrams (Fig. 2 and 4) . With decrease of the solvent dielectric constant, this blue shift lessens, approaching the gasphase results (see Fig. S3 in Supplemental Materials †). Calculated optical absorption spectra of ligated quantum dots in the gas-phase (left column) and in acetonitrile solvent (right column). The black and blue lines represent the spectra calculated with TDDFT method and a single-particle KS approach, respectively. The filled curves show the corresponding spectra of the uncapped (bare) QD cluster. All intensities are normalized to that of the TDDFT result for the uncapped QD. Aside from systematic blue-shifts, the KS spectra are in a very good agreement with the respective TDDFT spectra. Solvent introduce noticeable blue shifts of absorption peaks. Interestingly, the spectra of PMe 3 and OPMe 3 capped QDs look quite similar to each other with a small red shift of the lowest peaks compared to those of amine and pyridine ligated QDs. Recent experiments have also shown that treatment of QDs with pyridine leads to a slight blue-shift in the optical absorption spectrum. 62 The intensity of the peaks for the OPMe 3 and PMe 3 capped QDs is also smaller than for QDs capped by amines and pyridines. These results suggest that photoluminescence (PL) in phosphine and oxide phosphine capped QDs will be slightly red shifted and less efficient as compared to amine ligated QDs. This is corroborated by experimental measurements 15, 71 demonstrating a slight blue shift in PL going from trioctylphosphine oxide (TOPO)/trioctylphosphine (TOP) to amine passivated QDs, as well as an increase in PL quantum yield of CdSe QDs passivated with primary alkylamines. 15 
Conclusions
In the present study, we analyzed the effects induced by four different commonly used capping ligands on the electronic and optical properties of the Cd 33 Se 33 cluster. Our DFT calculations demonstrate that amine and phosphine oxide ligands provide stronger binding with the QD surface than phosphines and pyridines. The binding energies of all studied ligands are such that thermal fluctuations at or above room temperature could lead to the detachment of a ligand molecule from the surface.
The random detachment of one of ligands from the QD surface results in a destabilization of the states near the bandedges, with the LUMO being highly localized around the Cd atom that lost its ligand molecule. We find that the degree to which the electronic structure is perturbed appears related to both the binding energy of the ligand and the degree of steric ligand-ligand interactions. Polar solvent, however, significantly diminishes these effects by reopening the energy gap and delocalizing orbitals, yet it fails to completely remove the localization from the affected surface Cd atom.
While full passivation of the QD surface by ligands has minimal effect on the size of the HOMO-LUMO gap, as compared to the uncapped but reconstructed cluster, the nature of the states near the band-edges is modified. We observed localized surface states at the VB edge (hole trap states) with phosphine and pyridine ligands, while amines and phosphine oxide ligands provide orbitals well-delocalized over the QD atoms. Importantly, the trap states are found to be localized on the QD surface, rather than on the ligands. The states beyond the band-edges are of a hybridized nature where an orbital is spread over the QD and ligand atoms. These state could enhance nonradiative relaxation within the bands through electron-phonon coupling with the high-frequency vibrations of the ligands.
Consistent with experimental data on the emission quantum yield in amine capped QDs, 15 our amine passivated QD shows the most orbital delocalization and has the least amount of surface states near the band edges. Phosphine oxide and phosphine capped QDs have slightly more localized HOMO/LUMO orbitals, and exhibit a slight red shift in the lowest optically allowed transitions, compared to amine capped QDs, which also agrees with experimental data. 71 The higher degree of localization of the near band-edge states could hinder radiative recombination.
Our calculations demonstrate that a dielectric environment (solvent) has important effects and needs to be incorporated into quantum-chemical calculations for the proper description of the electronic structure and optical properties of ligated QDs. Including solvent in the calculations results in an increase of the HOMO-LUMO gap by stabilizing the surface states. Thus, surface-trap and ligand-localized states are substantially eliminated by the polar solvent. Polar solvent also blue-shifts (0.3-0.4 eV in acetonitrile) computed absorption spectra: The larger the dielectric constant of the solvent, the larger the observed blueshift. This is rationalized by the polar character of both QD and ligand structures, whose dipole moments are screened by the solvent environment.
We also found that for the low-energy absorption spectra, the KS single-particle approach agrees well with the results obtained with TDDFT methodology. Similar results were recently reported as well. 66 All major features of the spectra are captured in the KS approach with the only difference being a systematic blueshift of the KS spectra relative to the TDDFT spectra. Notably that the amount of this blue-shift strongly depends on the fraction of the orbital exchange included in the underlying density functional kernel.
72 Such qualitative level of agreement between KS and TDDFT methods, 66 reflects that the kinetic energy is significantly larger than the electron-hole Coulomb interaction in these systems due to quantum confinement.
Overall, the analysis presented in this study should benefit to both future theoretical and experimental studies. We have demonstrated what details are necessary and what approximations can be made in the calculation of QD properties. In order to fully exploit the unique properties of QDs for use in the wide variety of proposed applications, control over the surface and passivation characteristics of the system must be attained. This can only be reliably achieved with a detailed understanding of the ligand-QD interactions and dynamics.
