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Abstract 
This research paper proposes work carried in machine translation. It shows the comparison of various techniques like SMT, 
SSER, EBMT, RBMT etc used for machine translation. After going through the result of various techniques it conclude that still 
better result can be gained .Thus proposes an idea of using Fuzzy logic tool to improve the natural learning process and get better 
result around 81.7 percentage. This work shows the implementation of the tool for refining the result in example based machine 
translation using fuzzy logic.© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction: Design of System EBMT Using NLP 
 
The proposed EBMT [1] framework can be used for automatic translation of text by reusing the examples of 
previous translations. This framework comprises of three phases, matching, alignment and recombination. 
 
Figure: 1.1 Design of system EBMT Using NLP 
a. Tokenization 
 
Tokenization [2] is a primary step of Example based machine translation. In this phase, the input sentence is 
decomposed into tokens. These tokens are given to POS stagger function to tag the tokens with their respective type. 
e.g. Sentence : “India has won the match by six wickets.” 
Tokens   :  “India”   “has”  “won”   “the”   “match”  “by”  “six”  “wickets.” 
Tokenization is a primary step of Example based machine translation. In this phase, the input sentence is 
decomposed into tokens. These tokens are given in to POS stagger function to tag the tokens with their respective 
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type. 
 
                  
 
Figure: 1.2.a Result of tokenization                                    Figure: 1.2.b Result of tokenization 
b. POS Tagger  
 
A Part-Of-Speech Tagger (POS Tagger) is a piece of software that reads text in some language and assigns parts of 
speech to each word (and other token), such as noun, verb, adjective, etc., although generally computational 
applications use more fine-grained POS tags like 'noun-plural'.  
A Part-Of-Speech Tagger (POS Tagger) is a piece of software that reads text in some language and assigns parts of 
speech to each word (and other token), such as noun, verb, adjective, etc., although generally computational 
applications use more fine-grained POS tags like 'noun-plural'.  
 
 
Figure: 3.3 POS Tagger result. 
 
c. Matching Phase 
 
Searching the source side of the parallel corpus for ‘close’ matches and their translations [3]. In matching phase, 
each token which is tagged with POS tag is searched in the dictionary of words and if match is found, then that word 
is passed to next phase.   
 
d. Word-based Matching 
 
Corpus Size  
(No. of 
Sentences) 
Unigram 
Precision 
Unigram 
Recall 
F-measure BLEU NIST 
 
mWER SSER 
50  0.73 0.63 0.67 0.71 2.5 80.24 92.36 
100 0.77 0.65 0.70 0.72 2.5 85.63 91.45 
200 0.78 0.72 0.74 0.70 3.5 86.33 96.21 
300 0.69 0.62 0.65 0.69 4.1 85.11 90.14 
500 0.76 0.53 0.62 0.62 3.8 79.45 94.99 
1000 0.70 0.56 0.62 0.62 3.9 88.14 97.21 
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Perhaps the “classical” similarity measure, suggested by Nagao and used in many early EBMT systems [4], is the 
use of a thesaurus or similar means of identifying word similarity on the basis of meaning or usage [6]. Here, 
matches are permitted when words in the input string are replaced by near synonyms (as measured by relative 
distance in a hierarchically structured vocabulary or by collocation scores such as mutual information) in the 
example sentences.  
e. Indexing 
 
In order to facilitate the search for sentence substrings, we need to create an inverted index into the source-language 
corpus. To do this we loop through all the words of the corpus, adding the current location (as defined by sentence 
index in corpus and word index in sentence) into a hash table keyed by the appropriate word. In order to save time in 
future runs we save this to an index file. 
 
f. Chunk Searching and Subsuming 
 
Keep two lists of chunks: current and completed. 
¾ Looping through all words in the target sentence: 
¾ See whether locations for the current word extend any chunks on the current list 
¾ If they do, extend the chunk. 
¾ Throw away any chunks that are 1-word. These are rejected. 
¾ Move to the completed list those chunks that were unable to continue 
¾ Start a new current chunk for each location  
¾ At the end, dump everything into completed. 
¾ Then, to prune, run every chunk against every other: 
¾ If a chunk properly subsumes another, remove the smaller one 
¾ If two chunks are equal and we have too many of them, remove one 
 
RBMT   
 
Table I : Performance evaluation of RBMT 
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Figure: 5.1 Performance evaluation of RBMT 
SMT 
Table II : Performance evaluation of SMT 
Corpus 
Size  
(No. of 
Sentences) 
Unigram 
Precision 
Unigram 
Recall 
F-
measure 
BLEU NIST 
 
mWER SSER 
50  0.75 0.62 0.67 0.73 3.5 79.21 91.17 
100 0.77 0.67 0.71 0.80 2.9 82.52 90.24 
200 0.71 0.74 0.72 0.69 4.5 84.00 90.21 
300 0.65 0.66 0.65 0.71 4.6 82.31 90.14 
500 0.68 0.57 0.62 0.65 3.6 69.45 89.93 
1000 0.72 0.58 0.64 0.61 3.8 88.14 93.22 
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Figure: 5.2 Performance evaluation of SMT 
EBMT 
Table III : Performance evaluation of EBMT 
Corpus 
Size  
(No. of 
Sentences) 
Unigram 
Precision 
Unigram 
Recall 
F-
measure 
BLEU NIST 
 
mWER SSER 
50  0.71 0.79 0.74 0.71 2.6 81.11 94.21 
100 0.74 0.80 0.76 0.73 3.2 78.44 93.96 
200 0.79 0.85 0.81 0.75 3.9 77.24 93.12 
300 0.84 0.88 0.85 0.81 4.5 74.02 92.32 
500 0.85 0.92 0.88 0.83 5.0 70.00 89.44 
1000 0.90 0.94 0.91 0.91 6.6 65.22 81.77 
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2. Comparison of results for RBMT, SMT and EBMT 
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Size of Data Set (No. of sentences) 
 
    
 
         
 
 
1. Figure 6.1: Comparison of results for RBMT, SMT and EBMT 
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