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Introduction.
The aim of this paper is to present a mathematical theory where problems of the type (0.1) inf{ f f(x,u, Vu) dx + p(Xu u 1u) dXn.(x)} u: n c R' Rk can be stated and have a solution. In (0.1), Vu is a differential, Su is a set of discontinuities which depends on u and is not prescribed a priori, u + , u-are asymptotic values of u near a discontinuity point, v, is normal to Su, and Xn,-i is the Hausdorff (n -1)-dimensional measure. The canonical example of functional in (1) In the case n = 2 this functional has been recently proposed by Mumford-Shah (see [32] , [33] ) to study, by a variational approach, problems of image segmentation. In this case the function w represents an image given by a camera. By the minimization of the functional (0.2) it is possible to detect the 'real" discontinuities of w, and the discontinuities due only to the digitalization process are smoothed. We prove that the functional (0.2) admits at least one minimum; a recent result of De Giorgi-Carriero-Leaci (see [15] ) shows that any solution u of the minimization problem is C' outside S-, and X.,-1 (S, n Qf \ Su) = 0. In order to give a precise mathematical meaning to the minimization problem (0.1), the first problem we face is to specify a class of functions such that Vu, u + , u-, vu exist, at least in an approximate sense. To do this we follow the ideas of [18] . Since we are concerned with sets of 'jumps" S,, it is natural to think as domain of the functional in (0.1) the space BV(f; Rh) of functions u such that all the k components u ( j ) are functions of bounded variation. Unfortunately, even if the functional in (0.1) is well defined on BV(Q; R?), it is not coercive in this space. The reason of this phenomenon is the following. The distributional derivative Du of a function u E BV(f; Rk) can be split into three parts (see [4] ): (0.3) Du = Vu -,, + (u+ --)
Vu
,n-.
IS,, + cu
The first term in (0.3) corresponds to the absolutely continuous part of Du with respect to Lebesgue ndimensional measure £n. The second term is a (n -1)-dimensional measure, because S, is a-finite with respect to Mn-1. On the contrary, the measure Cu is "diffuse" and singular with respect to £C,, and it may have support on sets which have Hausdorff dimension between n -1 and n. Recalling the well known function of Cantor-Vitali, we have called in [18] the measure Cu 'Cantor" part of the derivative Du, because for this function Du = Cu is a measure whose support is Cantor's middle third set. Since the functionals in (0.1) control only the n-dimensional part and the (n -1)-dimensional part of the derivative, we have defined in [18] the 'special" functions of bounded variation as the functions u E BV (0; Rk) such that Cu = 0 in (0.3). We use the notation SBV(f; R k ) to denote this space of functions. In many cases the functionals in (0.1) are coercive in SBV(fl; R k ) (see theorem 2.1). In some cases coerciveness may fail (see example 5.3) , and an enlargemnet of SBV(O; R k ) is needed, setting GSBV(0; R k ) = {u: 0 -Rk: +(u) E SBVIoc(f; R k ) for every b E Cl(R k ) with supp(Vq) cc Rk}.
In §1 we show that the functionals in (0.1) are well defined in GSBV(f0; Rk). In the next section we prove that coerciveness is ensured provided the following conditions are satisfied f (, U, p) > lula + IplS, (x u, UV, V) > C A IU-vl7
with a > 0, / > 1, 3 < 1, c > 0. The proof of the coerciveness follows by a compactness theorem proved in [4] in the scalar case (k = 1). In §3 we investigate about the semicontinuity of functionals in (0.1). The main difficulty arises from the term
f (S , u+, u-,,, ) dn-,1(x) S"
and we focus our attention mainly on this integral. Following the results of [6] , which are relative to the restriction of the functionals to the set {u E SBV(fl; Rk) :u(x) E T a.e. in fl} with T c R k of finite cardinality, we identify two conditions on V related to semicontinuity. The first one, named BV-ellipticity resembles Morrey quasi-convexity ([12] , [31] ) and it is necessary and sufficient for semicontinuity, at least if (p is a continuous function. This condition, however, is not easy to be handled, because is given by an integral inequality. To overcome this difficulty, we have found a condition which is sufficient for semicontinuity, and which can be easily checked in many practical cases (see example 5.1). The condition is the following: there exists a convex and weakly* lower semicontinuous function ye defined on the space of Radon measures p: B(Rk) -, R' such that op(a, b, lP )IPl = O(p(6a -8b)) whenever a, b E R k , p E R" \ (0)}, and a 6 b. This condition is trivially satisfied by the integrand in (0.2), the function y being simply equal to 3/2 times the total variation. In §4, putting together the results of §2 and of §3, we prove by the direct method of the Calculus of Variations some existence theorems for minimization problem (0.1). The last section is devoted to the discussion of some examples. Firstly, we see how BV-ellipticity and biconvexity can be easily identified and turn out to be equivalent conditions for some special classes of integrands. In particular, we show that our results yield a solution of the segmentation problem (0.2). We discuss also about the problem of findind the 'best' piecewise affine function near a given function w E L 2 (fl), by minimizing the functional
n n Finally, we consider minimization problems of the type
n an (u* denotes the trace on the boundary) and we suggest weak formulation of these problems in SBV(fl; R k ) which lead to the study of relaxed functionals. Problems of this type may occur in connection with the static theory of liquid crystals ( [18] , [13] , [211, [261).
1. Approximate limits, approximate differentials and functions of bounded variation.
We first state the notations frequently used in this paper. We denote by 4, the Lebesgue n-dimensional measure in R" and by X,-i the Hausdorff (n -1)-dimensional measure in Rn. Let Qf c R" be an open set; we denote by B(f) the v-algebra of Borel subsets of fl. We set also IEl = Z,(E) for every Borel set E c R n , and we denote by n,,lk the space of linear mappings L: Rn -RH.
In this section we shall give a precise mathematical definition of functionals of the type
where Vu is a differential, S,, is the set of jumps, u + , u-are asymptotic values near the jump points, and v, is normal to S,. To do this, we need first to define a notion of limit 'up to negligible sets" for Borel functions.
Let (E, d) be a compact metric space, let f C R' be an open set, and let x E fl, F E B(fl) such that
IBp(x)nF I >O Vp>O.
We say that z E E is the approximate limit in x of a Borel function u: n -e E in the domain F and we
Vg: E --R, g continuous.
P-O.-o+ IB,(z)n FI
We denote by C(E) the algebra of continuous real valued functions defined in E. Since the algebra C(E) separates points, the approximate limit if exists is unique. We set also
and we denote for simplicity by ii: 0 \ Su --, E the function
In the following proposition we list the main properties of approximate limits (the most important, for our purposes, is given in (v)) and we show the equivalence of our definition with other ones existing in the literature (see [22] , [391). Proof. (i) Assume that z E E is the approximate limit, and let g, E C(E) such that 0 < g, -1, g,(z) = 1 and g, = 0 outside B(z, e). We have
by letting first p --0+ and then e -+ 0 + we get
p.-o+ IB.p(2) n FI(
(ii) follows by (i), and (iii), (iv) are straightforward consequence of the definitions.
(v) By (iii), the implication => is trivial. Since the approximate limit commutes with sums and products, there is no loss of generality if we assume that 7 is an algebra of functions. Assume that in x E fl every function +(u) with 4 E 7 has an approximate limit to and set for g
Since 7 is dense in C(E), the function L(g, p) admits a limit as p -, 0+ for every g E C(E), because this is true for every function g E 7. By Riesz's representation theorem, there exists a probability measure 1z in E such that~~~~(
By (1.5), our statement will be proved if IA is a Dirac measure 6& for some z E E. To prove this, we put in (1.5) g = Ab(+) for some b E C(R), 0 E 7 and we get (1.6) c0t) = / (f dA. 
In particular, S, is a Borel set. In addition, it is well known that
and by (ii) we obtain that ISul = 0 and ai = u almost everywhere. Now we turn to the general case. By (iii) and (v) one gets Su=U SO(u);
4EY
+(u) = +(u) a.e. in g \ Su VO E 7;
for every countable dense family of functions 7. In particular, Su is a negligible Borel set and fi = u almost everywhere. Finally, fi is a Borel function because
for every z E E, r > 0, and
is a Borel function for every set B E B(f). q.e.d.
In the following sections we shall deal with functions u: 0 --4 Rk. We take R k = Rk U too} the one point compactification of Rh and we consider these functions as functions with values in R'. The set Su and ii are defined as in (1.3), (1.4); in particular, the function fi is allowed to take the value oo, but the set {Li = oo} is negligible. Using the same ideas, it is possible to define approximate differentials. Let ut: 0 --R be a Borel function, and let x E Sl\S, such that it(x) $ oo. We say that a linear mapping L E £n,k is the approximate differential
ly-zl 
(ii) if v:i -Rk is a Borel function and (ii) It is a straightforward consequence of proposition 1.1(iv). 
where +(t) = 1 if 0 < t < 1 and +(t) = 0 otherwise. By the definition of approximate limit we get
for every countable dense family of functions YF c C+(R). Since for every g E C(R) and every p > 0 the mapping
We denote by BV(l) the space of functions u E L' (l) such that the distributional derivative is representable by means of a measure Du: B(O) -* Rn of finite total variation. The functions u E BV(fl) are called functions of bounded variation; for the main properties of these functions we refer to [22] , [25] , [39] , [40] .
The sets E E B(Oi) such that the characteristic function XE belongs to BV(fi) are called sets of finite perimeter, or Caccioppoli sets. If u = XE, then the set Su defined by (1.3) coincides with the essential boundary d*E of E, i.e.,
For every set E of finite perimeter in i1 we have (see [171, [39] )
Moreover, Fleming-Rishel (see [23] ) proved that the set {t E R: {u > t} has not finite perimeter in f} is negligible for every function u E BV(fl), and +oo +oo
-oo -oo
We are particularly interested to properties concerning the approximate continuity and the approximate differentiability of such functions. By an early result of De Giorgi ([17] ) it follows that for every function u E BV(Of) the set Su is countably (n -1)-rectifiable, i.e.,
(1.9)
where X.n-x(N) = 0 and (Kh) is a sequence of compact sets, each contained in a C 1 hypersurface rh. Moreover, in Xn,-1 almost every x E Su there exists a triplet
In particular, setting
there exist the approximate limits
The condition ( for every pair of C 1 hypersurfaces r, r', we obtain the following remarkable property:
for every pair of functions u, v E BV(Q).
Calderon-Zygmund (see [14] ) proved that every function u E BV(fl) is approximately differentiable almost everywhere, and the approximate differential Vu belongs to L 1 (Q; Rn). In addition (see [4] , proposition 3.1) the distributional derivative Du can be written as
(note that (u+ -u-)vu does not depend on the choice of the sign of vu) where Cu is a measure singular with respect to Cn, such that
In (1.13) the n-dimensional part of Du is given by Vu.-LC, the (n -1)-dimensional part is given by (u+ -u-)vuXnl Is,, and the 'intermediate" part is Cu. Thinking to the well known Cantor-Vitali function, we call Cu the Cantor part of the derivative Du; for this function, in fact, Vu = 0 almost everywhere, S, = 0 and Du = Cu. We recall also that the total variation IDul can't assign positive measure to sets with Hausdorff dimension less than (n -1), because (1.8) implies IDuI(B) = 0 for every nI--negligible Borel set.
In this paper we shall consider functions of bounded variation which have null Cantor part of derivative. We denote by SBV(Il) this space of functions. However, some of the problems we shall study may not be coercive in SBV(nf) (the reasons of this will be clear in §3, see also example 5.3). This is the motivation of the following definition (see also [181). Let u: 1 --R k be a Borel function. We say that u is a generalized function of bounded variation in f if
We denote by GBV(fQ; R k ) such class of functions. The class of functions GSBV(Q; R k ) is defined similarly, by requiring +(u) E SBVoc, (f). In the case k = 1, it can be easily seen that (11) 
for every function 0 E 7. By the quoted properties of functions of bounded variation, the approximate limits
exist Xn_ 1 -almost everywhere on Su(u). On the other hand, in the set Su\ So(u) both the approximate limits exist and are equal to 0(u)(z). In conclusion, it is possible to find a Nn_1-negligible Borel set N c Su such that the above approximate limits exist for every x E Su \ N and every b E 7. Thus, the statement follows by proposition 1.2(v). q.e.d.
Given a Borel function vu: Su, --S n -l as in the statement of proposition 1.3, by the same techniques exploited in proposition 1.2(iv) it is possible to prove that the domains of the approximate limits (1.11) belong to B(f). Moreover, u + , u-defined by (1.11) are Borel functions in their domains.
If u E BV(fL), then (1.10) implies that u + , u-E R for Xn-l-almost every x E Su. On the contrary, for GBV functions it may happen that n-1({ E Su:u+() = oo or u-(Z)=oo}) >O.
proposition 1.4. Let u E GBV(fl; Rk). Then Vu exists almost everywhere in Q.
Proof. Let (#h) c Co (Rk; R k ) be a sequence of functions such that Oh(x) = x for every x E Bh(0). By the Calderon-Zygmund theorem, all the functions k(u) are approximately differentiable almost everywhere in 0. Since almost every z E 0 is a point of density 1 for one of the sets ({ul < h}, the statement follows by proposition 1.2(ii). q.e.d.
Compactness.
In this section we shall state some compactness theorems. Since we deal with functions which are not necessarily summable (GBV functions), the most natural topology is given by (local) convergence in measure. We recall that a sequence of Borel functions uh : 0 --Rk converges in measure to a Borel function u:
for every compact set K c n and every e > 0. Every sequence converging almost everywhere converges in measure, and every sequence converging in measure admits a subsequence converging almost everywhere to the same limit. --0+ t
The following compactness theorem is a straightforward consequence of theorem 2.1 of [4] , which deals with the case k = 1.
Theorem 2.1. Let K c Rk be a compact set, and let (uh) C SBVIloC (; Rk) be a sequence such that The growth condition (2.1) on 4 is very natural in Calculus of Variations and guarantees compactness, in the weak L' topology, of the approximate differentials. The condition (2.2) is necessary: if we take for instance 0(t) = t, then it is possible to approximate the Cantor-Vitali function (which is not in SBV) by step functions uh such that sup f e(Iuh -u-) dXo < +oo.
ShEN
Under assumption (2.2), the integral f e(I.
has a fast growth when the jumps are small, and this guarantess compactness in SBVIoC (fl; Rk).
To deal with problems where no constraint {u E K} exists, the most natural domain seems to be the class of functions GSBV(fl; Rk) ( see also [181) . In fact, if for instance e = 1, there is no possibility to control Proof. Let Y c Co (R k ) be as in the proof of proposition 1.3. Applying a diagonal argument, we can find a subsequence (ha) and functions vo E SBVoc (n) such that (uhJ,) converges almost everywhere to vt for every 0 E 7. Since Rk is compact, and since 7 separates points in Ph, it can be easily seen that necessarily Uhk converges almost everywhere to a Borel function u: l --R'k such that +(u) = v, almost everywhere for every S E 7. Let 9(x, u): fl x "k _-+ [0, +oo] be the extension of g obtained setting 9(x, oo00) = +00. By our hypothesis, 9(x, u) is lower semicontinuous in u for almost every x E fi, and by Fatou's lemma we get X(x,u)dx < lim inf (X, Uh,) dx < +00o, n 0 so that, U(x) E Rh almost everywhere. Let t E C (Rk) be a functions such that VS has compact support. Since the functions #(uh) converge almost everywhere to +(u), by theorem 2.1 we get that +(u) E SBVIloC (). Since b is arbitrary, the function u belongs to GSBV(fl;Rk). By (2.1), the approximate differentials are weakly compact in L1(A; £n,k) for every open set A C f with IAI < +oo. The weak convergence of the approximate differentials can be easily proved using theorem 2.1 and test functions i as in proposition 1.4. q.e.d. 
because the triplet (u+, u-, vu) is not uniquely determined. We shall always tacitly assume in this section that all the integrands po satisfy this condition. We are interested in finding necessary or sufficient conditions on f, o which ensure the lower semicontinuity of the functional F with respect to convergence in measure. Since for the first integral many semicontinuity criteria are available ( [1] , [27] , [28] , [11] ), we shall study in particular the integral depending on Vp.
Let T c Rh be a finite set, and let BV(fl; T) be the set of all functions u E BV(fl; R k ) such that u(x) E T almost everywhere. The functional F is equal on BV(fl; T) to the functional
If f(x, *, 0) is lower semicontinuous for almost every x E n, Fatou's lemma implies that
for every sequence (Uh) converging in measure to u. Hence, on BV (t;T) the problem reduces to the semicontinuity of functionals of the type
where 0b: f x T x T x Sn-l [0, +oo] is a Borel function. The functionals in (3.2) act on partitions of n in card(T) sets of finite perimeter labeled by the elements of T, and of course the condition T c R k is not essential. This kind of functionals occur in many problems of mathematical physics and in particular in problems of phase transitions (we refer to [29] , [30] , [101 for a wide bibliography on the subject). In a joint paper with A.Braides the author has studied several conditions which are necessary and sufficient for the semicontinuity of functionals of type (3.2). We recall briefly the main definitions and results of the paper. Definition. Let T c Rk be a finite set, and let i: T x T x S ' -l [0, +00] be a function. We say that 1b is BV-elliptic if for every triplet (i, j, v) E T x T x Sn-l we have . It is not difficult to see that (3.3) does not depend on the choice of fl. The condition means that, among all partitions u with the same boundary trace of uii, the minimal one is ui i . As its name suggests, this condition is closely related with the ellipticity conditions of geometric measure theory (see for instance [22] ). In [6] we have proved the following theorem: 
[c, +oo[ be a continuous function. Then, a necessary and sufficient condition for the functional in (3.2) to be lower semicontinuous in BV(n; T) with respect to convergence in measure is the BV-ellipticity of +(zx, ., *, *) for every x E n.
Even if theorem 3.1 solves the problem of characterization of integrands 6 which define lower semicontinuous functionals, the condition (3.3) is not completely satisfactory, because it is of integral type, and in general it is not easy to be checked.
In [6] various algebraic conditions on tk related to BV-ellipticity are studied, and they are also compared with other definitions already existing in the literature (see [8] ). The most important is given below. Definition. Let T = {zl,...,zm} c Rk, let {el,...,em} be the canonical basis of R m and let b : T x T x S n -1 -] -oo, +oo] be a function. We say that ik is biconvex if there exists a convex and positively 1-homogeneous function 0: ,n,m -*] -oo, +oo] such that (3) (4) x(zi,ZY, Pi)lpl = e((ei -ei) 9 p ) Vi, j E {1,...,m), i # j, p E R" \ o}(0).
We want to emphatize that (3.4) is an algebraic condition. Infact, since (3.4) determines 0 only on vectors z E £C,,m of the form (ey -ei) ® p, the function 0 exists if and only if, denoting by ~ the 1-homogeneous extension of t to T x T x Rn, we have 
A=1
In [6] , by using the Jensen inequality, we have proved also the following result.
Theorem 3.2. Every biconvex integrand 0b(u, v, v) is BV-elliptic.
It is possible to find many interesting examples of biconvex functions (see §5)
. There is a close similarity between BV-ellipticity and Morrey quasi convexity on one hand, biconvexity and rank 1 convexity on the other hand (see [12] , [31] for the definitions of Morrey quasi-convexity and rank 1 convexity). A long standing conjecture of nonlinear elasticity is the equivalence between quasi convexity and rank 1 convexity. We also conjecture that BV-ellipticity and biconvexity are equivalent. One implication is given by theorem 3.2. The idea to prove the opposite implication would be to show that each condition listed in (3.5) is necessary for semicontinuity. This has been done for some of these conditions, but no general procedure has been found. For instance, in the case
the corresponding conditions
have been proved to be necessary for lower semicontinuity. In [6] it is possible to find a more detailed discussion on this subject, enriched with examples and conjectures. The proof of theorem 3.1 is rather technical, and follows closely the proof of similar results in geometric measure theory ( [22] , 5.1.5). In contrast, we shall see in theorem 3.6 a much simpler proof of the sufficiency of biconvexity for lower semicontinuity, not based on theorem 3.2. The proof relies on the following approximation scheme
where Vh: 1 x T -* R ' is a suitable sequence of continuous functions . By a standard technique (see [19] , [2], [3] ), the semicontinuity of the functional in (3.2) can be desumed by the semicontinuity of functionals
and this is done using chain rule for derivates of compositions of BV functions with Lipschitz functions ( [7] , [39] , [40] ) and integrating by parts (see also the proof of theorem 3.6). We say that an integrand i : Rk Rk x S n -1 -[0, +oo] is BV-elliptic (respectively, biconvex) if the restriction to T x T x Sn-i is BV-elliptic (respectively, biconvex) for every finite set T c Rk. The following theorem shows that BV-ellipticity, together with continuity of the integrand and with a growth condition is sufficient for semicontinuity. we have
Proof. It is not restrictive to assume that uh converges to u almost everywhere and 
We also assume that fi is bounded and (VUh) is equi-integrable in Ll(f; n,¢k).
We approximate the functions Uh by step functions, dividing the set 10, 1 [k in small cubes. Since we need step functions whose singular set is not too large, a careful choice of the sides of the cubes is needed, and this choice depends on the index h. 
for every i E {1,..., p}, j E {1,..., k}, h E N. We also set ~gh = 0 and Y+-l,h = 1. We denote by S the set of functions a: {1,...,k} --({0,...,p}, and we set
Eo,,h = {x2 E n : Uh() E Q,,h}, 
where C = sup{p(x, u, v, v): x E n, lul < 1, Ivl < 1, v E Sn-l}. Adding these two inequalities, we get (3.13)
In particular, we get
limsup X,-l (A n S,,) < [L+w( ) +Ckp2-P] < +oo
h-*+o C P C so that, by theorem 2.1, the sequence (vh) is relatively compact with respect to convergence in measure in Ap. Let T = {r'},E$s. Possibly passing to a subsequence, we can assume that 
Now we shall achieve the proof by letting p -. +oo. Let e > 0 be given, and let po E N such that all the diameters of the sets Q, with p 2 po are less than e/3. By 
Since S, T Su as e I 0, the inequality follows. q.e.d.
Theorem 3.3 is not completely satisfactory, because we do not allow vp to take the value +oo, thus excluding the possibility to include some constraints of the variational problem into the functional to be minimized. We shall improve theorem 3.3 by assuming on Sp biconvexity instead of ellipticity. To do this, we first need to give some definitions.
Definition. We denote by Mo the space of measures p : R k -+ R n of finite total variation such that ,(Rk) = 0, and we endow it by the weak* topology given by the duality 
It is now easy to see that S is biconvex if and only if there exists a convex function S6 which extends P to co(A). If condition (3.5) is satisfied, the function 0 can be defined by
for every measure p E co(A). We say that p is a regular biconvex function if a stronger condition is satisfied: there exists a convex and weakly* lower semicontinuous function @: Mo -* [0, +oo] such that ~ = -on A. A simple characterization of regular biconvex functions is given by the following lemma. 
for a suitable sequence of functions Vh E Co(Rk; Rn).
Proof. If S satisfies condition (3.15), the function with b $ a, we find
and the statement is proved. q.e.d.
We shall see in §5 some examples of regular biconvex functions. By lemma 3.4, regular biconvexity implies the lower semicontinuity of the function in the set
It is not clear whether the opposite implication is true, that is, if biconvexity and lower semicontinuity in the above set imply regular biconvexity. A well known technique exploited to prove lower semicontinuity theorems in spaces of functions which are, in some weak sense, differentiable goes back to the pioneeristic papers of L. Tonelli ( [37] ) and J. Serrin ([36] ). This technique is based on the integration by parts. Recently, by using this method, De Giorgi, Buttazzo and Dal Maso and the author ([2], [3] , [19] ) have proved general semicontinuity results for functionals of the type
where the integrand f(x, u, p) may also be very discontinuous in (x, u). Also in this case we want to use the same ideas, and we need a rule to compute the distributional derivative Dv, where u E SBV(1; Rk), f E C'(Rk; R m ) and v = f(u). This problem has been studied by A.I. Vol'pert in [39] , even in the case u E BV(f; Rk). For functions u E SBV(0f; R k ) his result can be summarized as follows:
BnS, where p ® q E Cn,k is the tensor product of p E Rk and q E RI, and
a.e. in Q.
In a recent joint paper with G. Dal Maso (see [71), the author has proved that (3.17) remains valid even if the function f is only Lipschitz continuous. In this case, (3.18) may be meaningless, because Vf may not exist on the range of u. Our result shows that for almost every x E I1 the restriction of the function f to the tangent space
The following lemma is a straightforward consequence of (3.17), (3.18). Lemma 3.5. Let V E Cl(Rk;Rn), and let u E SBV(fl;Rk). We have
Ans.
A i=1 j=1 A for every open set A c fl, for every function g E C' (A).
Now we have at our disposal all the tools to prove: Theorem 3.6. Let c > 0 and let po: 
hEN It is not difficult to see that (3.21) implies (see for instance [19] ) 
where C > 0 is a constant depending only on V, A, M. Since e > 0 is arbitrary, the proof of the theorem is achieved. q.e.d.
By a standard localization argument, it is possible to prove theorem 3.6 also for integrands +(x, u, v, v) depending on x, provided the functions (x,,(z-, -) are regular biconvex for every x E f and the functions (., u, v, v) are equicontinuous in f when u, v vary in compact sets, and v E Sn -l . In such a case, one can approximate the function tb (x, u, v, v) by the sums
with N E N, Ui mutually disjoint open sets, and xi E Ui. Using the property u E GSBV(n; Rh)
it is possible to prove also lower semicontinuity theorems in GSBV(fl; Rk). Let R: Rn -[0, +oo[ be a convex and positively 1-homogeneous functions such that we get
for every open set A C fl. To obtain the statement, we have only to remark that (3.23) implies 
S,
Sh
On the other hand, since the approximate differentials weakly converge in L 1 (A; Zn,,k) for every bounded open set A c fl, the Ioffe lower semicontinuity theorem (see [271, [281) yields A different formulations of theorem 4.1 can be given in GSBV(fl; Rk), when there is no constraint u E K. In this case, one can apply lower semicontinuity theorem 3.7 for the ajump" part of the functional. For the first part, it can be exploited the extension of Ioffe's theorem proved by Balder (see [111).
Examples.
In this section we shall discuss about possible applications of our existence theorems to various recent variational problems. 
8-0
It is easy to see that (5.1) yields
On the other hand, all the function of the type
with V: Rk -* R" are biconvex, because equality holds in (3.5 
all the integrands ek(lu -vl) P(vi) are regular and biconvex. The equality
implies the regularity of op. A remarkable example of regular biconvex integrands is given by functions of the form
with i&(u, p): R k x Rn --* [0, +oo0] lower semicontinuous function, convex and positively 1-homogeneous in p. In this case, the convex and weak* lower semicontinuous extension of ( is given by (see [34] , and [3] , theorem 4.4) If fi > c > 0, theorem 2.1 implies that the functional (5.7) is coercive in SBV(0f; Rk). On the other hand, the functional is not necessarily lower semicontinuous, because (5.8) allows only jumps between a point in r and 0. To deal with a lower semicontinuous functional, we must assign a finite energy to discontinuities corresponding to points where u + and u-both belong to r. The most natural way to do it is to relax the functional in (5.6), setting Recalling the remarks following proposition 5.1, the functional in the right hand side of (5.10) is lower semicontinuous and admits minimum. The inequality > in (5.10) is consequence of the lower semicontinuity of the functional in the right hand side. The opposite inequality, which is only conjectured, requires an explicit construction of the minimizing sequences in (5.9), which might be done placing along S, a strip (whose thickness tends to 0) on which the functions vh are 0. It must be noted that the integrand y6 is equal to b for jumps between u E r and 0, and it is the greatest function with this property among biconvex integrands (recall (3.6)). We are hopeful that such mathematical formulation of problem (5.6) could be useful to solve problems of static theory of liquid crystals. In this case, n c R 3 , r = s 2 c R 3 , and the function u(x) in (5.6) represents the average direction (optic axis) of the crystal. Tipically, the functions f(x, u, p) contains contributions due to electric and magnetic fields, plus the Oseen-Frank energy (see [21] , [241) kl(divu) 2 + k 2 l(u, curlu) 12 + k3lu A curlul 2 + (k 2 + k4)(tr(Vu) 2 -(divu) 2 ), with ki constants depending on temperature. The integrand ib is frequently taken as ( [26] , [38] )
b(u, V) = r(1 + WI(u, V)12) with r > 0 and w > -1, and represents the interface energy with an isotropic liquid. Problem (5.6) has been studied when D and the boundary values are prescribed (the so-called strong anchoring problem, [13] , [26] ) or in the case when, being the constant c very small, the first term is negligible with respect to the second one ( [8] , [37] , [41] ). The formulation above in SBV(f; R k ) could perhaps be useful to deal with intermediate problems. The choice of Vt in (5.11) corresponds to imagine an infiltration of the isotropic liquid along the discontinuity.
