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In order to better understand the underlying fundamental physical processes in nitrogen-vacancy
centers in diamond, and to realize improvements in the use of this system for technological ap-
plications, it is imperative to gain new insight into the origins of the apparent inhomogeneous
broadening. In this work we make use of a novel type of spectroscopy developed specifically for this
task. The pump-probe spectroscopy closely follows Doppler-free spectroscopy used in atomic vapor.
We show that the origin of inhomogeneous broadening comes from local magnetic field variations in
the diamond lattice.
I. INTRODUCTION
The negatively charged nitrogen-vacancy center in di-
amond (NV) is formed by a nitrogen atom adjacent to a
vacant site in a carbon diamond lattice. Although the NV
is within a solid-state crystal, it has “atom-like” proper-
ties such as discrete energy levels, spin state, and long
coherence times1,2. The combination of solid-state and
atom-like properties yields a simple and effective system
for fundamental physics studies3 as well as technological
applications (e.g. sensing electric and magnetic fields)4,5.
When measuring transitions with an ensemble of NVs,
the varying local environments of the NVs, due to strain
as well as nearby 13C, substitutional nitrogen (P1) and
other impurities, generate a broadened spectroscopic
linewidth6–8. For fundamental studies of NVs as well
as the development of technological applications, it is of
significant interest to better understand the main origin
of this broadening.
In this work we improve the work presented in Ref. 11,
by utilizing two new techniques. First, we confine our
experiment to a single hyperfine transition, compared to
the wide scan in Ref. 11, in order to avoid masking ef-
fects. Even though these results constitute an improve-
ment over the results of Ref. 11, it is shown that they
are still not sound enough due to inherent experimen-
tal fluctuations (Sec. IV). Thus, we introduce a novel
spectroscopy technique (Sec. V), inspired by Doppler free
spectroscopy in vapor, which is found to be much more
immune to experimental fluctuations, enabling a more
sound interpretation of the results. These techniques al-
low us to state with a high level of confidence that the
main contributor to the transition broadening is the ef-
fect of local magnetic fields.
II. NV HAMILTONIAN
In order to understand the origin of line broadening
in an ensemble of NVs we examine the Hamiltonian of
a single NV. We neglect the off-diagonal zero field split-
ting E(S2y − S2x). The latter can induce mixing of the
Zeeman states at low external magnetic field. Exposed
to an external magnetic field of several Gauss and above,
the eigen states become “Zeeman states” as the relative
mixing effect diminishes. The Hamiltonian then simply
reads1
H = DgsS2z + γB · S+ P I2z +A‖SzIz+
A⊥(SxIx + SyIy)− gNµNB · I
(1)
where z is along the nitrogen-vacancy axis, Dgs =
2.87 GHz, γ = 2.8 MHz/G, P = −4.95 MHz, A⊥ ≈
2.7 MHz, A‖ ≈ 2.16 MHz and gnµN = 0.31kHz/G1,9.
The electronic spin in NVs is S = 1 and also the nuclear
spin is I = 1 as we take into account only the nucleus of
14N (the natural abundance of 14N, which has a spin 1,
is 99.6 %). The three mI hyperfine projections cause a
3-fold splitting of each transition frequency between the
Zeeman sub-levels. The transition frequencies of the 3
hyperfine projections within the ms = 0 to ms = ±1
transitions are symmetric to reflection with respect to
Dgs so that the mI = −1 transitions are the farthest
from Dgs while the mI = +1 transitions are the closest
to it (as depicted in Fig. 1 and Fig. 2). A typical FWHM
of the spectroscopic linewidth of these hyperfine transi-
tions is ∼ 1.1 MHz for our diamond at room tempera-
ture, much larger than a single NV linewidth10, which
implies the existence of an inhomogeneous broadening
mechanism. From the Hamiltonian it is evident that dif-
ferent NVs with different local environments (in terms of
electric and magnetic fields) yield different resonance fre-
quencies. This could clearly cause inhomogeneous spec-
troscopic line broadening11.
The local fields can be modeled11 by adding to the
Hamiltonian in Eq. (1) a local magnetic field δB, a local
electric (strain) field δ and neglecting the nuclear spin.
The latter simplification may be justified by the fact that
the additional local fields manifest themselves mostly
when interacting with the electronic spin [see Eq. (1)],
causing the entire 3-fold hyperfine splitting of the Zee-
man states to move as one. As the conclusions arrived at
in later stages of this work deal with relative frequencies,
the effective Hamiltonian neglecting the nuclear spin is
valid. This Hamiltonian for axial fields now reads11
H = (Dgs + d‖δ)S2z + γ(Bz + δBz)Sz , (2)
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2FIG. 1. The energy levels of the NV ground state. The MW
transitions from ms = 0 to ms = ±1 conserve the nuclear spin
projection, mI , as depicted by the colored arrows (green, blue
and orange for mI = 0, −1 and +1, respectively). The gray
arrows represent the energy spacing between the hyperfine
states.
FIG. 2. ODMR of a single NV orientation [111] using a lock-
in amplifier with a static magnetic field along [111]. Data in
turquoise and fit in red. The other 3 orientations of the NV
are not shown. Arrows with the same color show a transition
from ms = 0 to ms = ±1 with the same mI number. The
color code is the same as in Fig. 1.
and the resonant transition frequencies from ms = 0 to
ms = ±1 for each individual NV are
f0± = (Dgs + d
‖δ)± γ(Bz + δBz) , (3)
where γ is the gyromagnetic ratio and d‖ is the electric
dipole along the z direction. Eq. (2) is true for all 3 mI
levels. Note that as shown in Fig. 2, each NV has three
nearby values for f0− as well as for f
0
+, due to the 3 values
of mI . Thus, the transition frequencies can be written as
f0±i where mI = i.
Let us now examine the relation between f0+i and f
0
−i
under two extreme hypotheses: first, that the magnetic
field is the main contributer to the inhomogeneous broad-
ening and we can neglect the effect of the local electric
field, or second, that the local electric field is the main
contributer and we can neglect the local magnetic field.
Under the first hypothesis, we neglect d‖δ, and obtain
the following relation
f0+i = 2Dgs − f0−i . (4)
While this equality is hypothesized to be valid for all
NVs, it should be again noted that for each NV, f0±i are
different. Alternatively, under the second hypothesis if
the local electric field is the main contributer, we can
neglect δBz and the following relation would be valid:
f0+i = 2γBz + f
0
−i . (5)
Eqs. (4) and (5) show how the location of f0−i is being
dictated by the location of f0+i . Let us define the mean
ensemble transition frequency (i.e. center of the distri-
bution) from ms = 0 to ms = ±1 with mI = i as f c+i
and f c−i . If we only slightly change f
0
+i from f
c
+i (namely,
interact with NVs that have different local environment
and hence a new f0+i) so that we stay well inside the hy-
perfine transition linewidth, i.e., f0+i = f
c
+i + δf where
δf < 1 MHz, there should also be a corresponding linear
change in the conjugate frequency of the same NVs, such
that if the magnetic contribution is dominant [Eq. (4)]
f0−i=f
c
−i − δf , and if the electric contribution is domi-
nant [Eq. (5)] f0−i=f
c
−i + δf [this difference is due to the
fact that δ is related to the S2z terms in Eq. (2), while
δBz is related to Sz]. Consequently, as shown in the fol-
lowing, when f0+i moves to the right, f
0
−i moves to the left
in the case of a dominant magnetic contribution, while
it moves to the right in the case of a dominant electric
contribution. This orthogonal behavior allows us in the
following to discriminate between the two models.
III. SETUP
We first start by preparing all NVs in the ms = 0 state.
When illuminating an ms = 0 NV center with green laser
light, the NV is excited to a vibrionic level in the optically
excited state, following which it decays rapidly to the low-
est vibrionic level,while emitting a red photon. In con-
trast, when the system is optically excited fromms = ±1,
there is a possibility for non-radiative decay through an
intersystem crossing, which results in reduced fluores-
cence compared to the previous transition12,13. Thus,
while the first transition conserves spin projection, the
second does not. This enables optical pumping into the
ms = 0 state. We may also use the above characteristics
to optically distinguish between state ms = 0 and states
ms = ±1. Specifically, applying a micro-wave (MW)
field, on resonance with the ground state level splitting,
will result in a drop in fluorescence, allowing us to opti-
cally detect the transition14.
In the experiment (Fig. 3), we use a 532 nm green laser
(110 mW output). As is standard in NV experiments,
the beam is reflected by a dichroic mirror and focused
by an objective lens (Olympus, Pro-Plan 40× magnifi-
cation; N.A.=0.6) onto the diamond. The emitted red
3FIG. 3. Schematic diagram of the experimental setup. The
laser beam is reflected from a dichroic mirror and focused
by an objective lens (OBJ) onto the diamond, while the flu-
orescence traverses the OBJ and the dichroic mirror and is
collected by the photo-diode (PD) with its output connected
to a lock-in amplifier. Left: the MW pump generator is con-
nected to a MW shutter which modulates the signal, and then
the pump signal is combined with the MW probe signal. The
combined signal is amplified and the total amplified signal
(modulated pump and CW probe) is injected into a MW an-
tenna near the diamond. The modulation rate of the MW
shutter is controlled by a pulse generator that also gives the
reference for the lock-in amplifier. All instruments are con-
nected to the same computer.
fluorescence collected by the objective is transmitted
through the dichroic mirror to a photo-diode (ThorLabs,
APD110AD), which is connected to a lock-in amplifier
(SRS, SR844). The ms = 0 to mS = +1 MW (R&D
SMR20, set to−12 dbm output), referred to in the follow-
ing as the “pump”, is modulated by a MW shutter (Mini-
Circuits, ZASWA-2-50DR+) and then combined with the
ms = 0 to ms = −1 MW (SRS SG384, set to −20 dbm
output) referred to in the following as the “probe”, using
a beam combiner (Mini-Circuits, ZB4PD-42), and finally
both are amplified (Mini-circuits ZHL16W-43+). The to-
tal amplified signal (modulated pump and CW probe) is
injected into a MW antenna near the diamond. The mod-
ulation rate of the MW shutter, 36.6 kHz, controlled by
a pulse generator (Pulse Blaster ESR-PRO 500 MHz) is
fed into the lock-in amplifier. Throughout the entire mea-
surement, the laser beam is working in continuous mode
(CW). The diamond which we use is a HTHP (High-
Temperature-High-Pressure) type diamond, with an NV
density of 10 ppm.
IV. SATURATION SPECTROSCOPY
To investigate whether Eq. (4), Eq. (5), or some com-
bination of the above dominates the behavior of the NV
ensemble, we begin with high-resolution saturation spec-
troscopy in which we use an amplitude modulated MW
pump field with a fixed frequency of f+, and scan with
a MW CW probe field of frequency f− across the 3 hy-
perfine states in the ms = −1 transition (for same level
saturation spectroscopy see for example Ref. 15). Notice
that we assign an i index for f0± as it represents a tran-
sition frequency to a specific hyperfine transition, while
f+ (f−) is simply the pump (probe) frequency. During
the scan we measure the modulated fluorescence emitted
from the diamond using a lock-in amplifier.
If the pump field frequency is on resonance (f+ = f
0
+i)
and the probe field is far from resonance (f− 6= f0−i), we
measure a high lock-in signal due solely to the modulated
pump field: when the MW is off, ms = 0 is populated due
to the green laser excitation, and when the MW field is
on, state ms = +1 is populated and the fluorescence is re-
duced. Thus, the resonance pump MW modulation gen-
erates fluorescence modulation with the same frequency,
and an amplitude which is proportional to the fluores-
cence difference between the two ground states. As we
bring the probe field closer to resonance (f− = f0−i),
there are less NV centers available for excitation by the
pump, and this causes a reduction in the lock-in signal.
This results in the creation of a spectroscopic “saturation
hole” when the probe is at f0−i . Experimental results are
depicted in Fig. 4.
Notice that there could be a masking effect at work
in the “hole burning” experiment. When the pump is
moved to a different mI transition, we also shift the sat-
uration hole to that new mI transition (remember that
f0+i and f
0
−i are transitions from ms = 0 to different ms
with the same mI). Consequently, an increase in the
pump frequency would cause a decrease in the frequency
in which the probe detects the saturation hole (e.g. when
f+ is moved to the right from mI = +1 to 0, the hole
will move to the left from mI = +1 to 0, see Fig. 2). This
imitates the effect of the dominant local magnetic fields
represented by Eq. (4). Specifically, if the pump field is
on resonance with the mI = 0 transition from ms = 0 to
ms = +1 and we change its frequency by +2.16 MHz the
hole frequency will move accordingly by −2.16 MHz in
order to address the same mI (see Fig. 2). This masking
effect is most probably what is observed in Fig. 4(a) of
Ref. 11. Thus, care has to be taken to differentiate be-
tween the two effects, and we do this by scanning only
within a specific hyperfine transition.
In order to examine the relation between f0+i and f
0
−i
we conduct a narrow scan of the pump frequency within
the mI = 0 transition and measure the location of the
saturation hole as a function of the pump location. For
each pump frequency we scan the probe to generate and
extract the saturation hole location. We vary the pump
frequency in 100 kHz steps, and for each such step we
repeat the probe scan and extract the hole location. The
experimental results are depicted in Fig. 5. Although the
results clearly favor the hypothesis of a dominant mag-
netic field, the value of the negative slope is found to be
very sensitive to changes in the setup with slope values
ranging from −0.59 to −1. Similar uncertainties were ob-
served in the work done in Ref. 1116. The negative slope
in all experimental runs indicates a dominant magnetic
4FIG. 4. Spectroscopic saturation holes using a lock-in ampli-
fier with a modulation frequency of 36.6 kHz. Data in dots,
fit in solid line. The color code is the same as in Figs. 1
and 2: in the orange, green and blue the pump is set to the
mI = +1, 0,−1 transitions, respectively. Data of mI = 0,−1
were shifted down after normalization for better clarity. The
average linewidth of the saturation hole is 0.9 MHz which is
∼ 200 kHz less than an ODMR width. This could be ex-
plained by the removal of broadening generated by slowly
varying local magnetic fields (most likely 13C impurities)11.
Similar results were obtained while modulating at 426 Hz. Fi-
nally, while the observed side-dips could be due to some un-
known physics (such asmI mixing transitions), several studies
we made favor the option that they are due to MW sidebands
produced by the MW amplifier.
field but due to the experimental variation, it is hard
to conclude that the results are sound, and it is diffi-
cult to deduce how dominant the magnetic field effect is
compared to the electric field effect. Let us briefly note
that one possible reason for the inconsistency in the slope
value, could be thermal fluctuations: from Eq. (4) it is ev-
ident that not only f0+i can induce a change in f
0
−i but so
can Dgs. Dgs is not constant and can have thermal fluc-
tuations as high as −75 kHz/K at room temperature17.
Thus, given that collecting statistics for each data point
in Fig. 5 requires a significant amount of time, even a
small temperature drift may give rise to large changes,
as depicted in Fig. 5. It may also be that the reason for
the varying slope lies elsewhere, e.g. in some bias intro-
duced by the measurement scheme.
Whatever the reason for the unstable slope may be, it
is quite evident that the magnetic field is more dominant
than the electric, but also that the results are not rigorous
enough. Thus, a new and more robust method to validate
Eq. (4), by removing the dependence on Dgs, is required.
FIG. 5. Migration of saturation hole location (f0−0) as a func-
tion of the pump (f+). Data in blue, theory for dominant
magnetic (electric) field in red (orange). Theory for dominant
magnetic field with temperature fluctuations in gray [fluctu-
ations do not appear for yellow line as Dgs does not appear
in the model, i.e. Eq. (5)]. We model the fluctuations by re-
placing the Dgs constant in Eq. (4) with a normal distribution
around 2870 MHz having a width of σ = 75/2 kHz (equivalent
to ±0.5 K). The pump frequency is changed in small steps of
100 kHz. For each pump frequency we scan the probe field
to generate a spectroscopic saturation hole (see Fig. 4). The
saturation hole lineshape is fitted and its center frequency is
extracted. A linear fit returns a slope of −0.59 ± 0.21 and
4567 ± 615 MHz for the constant [which according to Eq. (4)
is expected to be 2Dgs = 5740 MHz]. The narrow range of
data points is due to the fact that an increase in δf with
respect to fc+0 decreases the signal, as we address less NVs
(assuming a normal distribution of the local environment).
V. “DOPPLER-FREE” SPECTROSCOPY
Our new method is analogous to Doppler-free spec-
troscopy in vapor in the sense that in both cases we use
two radiation fields that always address different popu-
lations, except when both fields are resonant with the
center of the broadened distribution. While in the vapor
experiment the different populations have different veloc-
ities, here the broadening mechanism arises from the fact
that each of the NVs in our ensemble can have a slightly
different local environment, and consequently a differ-
ent transition frequency causing inhomogeneous broad-
ening. We replace the counter propagating fields in the
vapor experiment with two MW fields, f+ (pump) and
f− (probe), and instead of fixing the frequencies of the
radiation fields to be the same and scan the frequency as
in Doppler-free spectroscopy, we rather fix the frequency
gap between the two fields and then scan the frequency,
so that the pump and probe move in tandem. Focusing
on the mI = 0 transition, we fix the frequency gap to be
∆f = f c+0 − f c−0 and we scan with a CW probe while the
lock-in modulated pump follows.
Let us remind the reader that we denote the transi-
tion frequencies from ms = 0 to ms = ±1, with mI = i,
by f0±i (centered at f
c
±i) and the pump (probe) field by
f+ (f−). Due to the fixed frequency gap ∆f , when the
probe is on the mI = ±1 transition to ms = −1, the
pump is on the mI = ∓1 transition to ms = +1 (i.e.
5(a) Pump MW is set to the fc+−1
resonance
(b) Pump MW set to be slightly detune from the fc+0 resonance
(c) Pump MW set to the fc+0 resonance
FIG. 6. Schematic diagram of the different possibilities for
the Doppler-free hole setup under the two hypotheses. The
ODMR signal simulation of one orientation under a 20 G ax-
ial external field appears in blue (similar to Fig. 2), the pump
field (f+) is represented by the red arrow on the right, the
probe field (f−) is represented by the red arrow on the left,
the hole location according to the hypothesis of dominant
magnetic field [i.e., Eq. (4)] is represented by the green arrow,
and the hole location according to the hypothesis of dominant
electric field [i.e., Eq. (5)] is represented by the yellow arrow.
Dashed black lines are added for clarity. (a) f+ is on reso-
nance with fc+−1 , and due to the fixed frequency gap ∆f , f−
is on resonance with fc−+1 , while the hole in both hypotheses
is at fc−−1 . (b) For the mI = 0 transition, f+ is shifted by
0 < δf < 1 MHz. In the case of Eq. (4), f− (left red arrow)
does not coincide with the hole (green arrow). In contrast, in
the case of Eq. (5) (yellow arrow) the hole and the probe coin-
cide for any value of δf (we emphasize again the importance
of 0 < δf < 1 MHz, see text). Thus, according to Eq. (5), as
we scan the MW frequency across the entire linewidth, the
hole location also varies such that it eventually covers the en-
tire f0−0 transition linewidth. This results in the reduction of
the ODMR signal for mI = 0 (Fig. 7b). (c) f+ is on resonance
with fc+0 . Due to the fixed frequency gap ∆f , f− is on res-
onance with fc−0 and the hole in both hypotheses is at f
c
−0 .
Thus, for Eq. (4) we expect to see just a narrow hole exactly
at fc−0 (Fig. 7a). Finally, let us note that the transition with
mI = 0 has higher amplitude in the diagram as we used for
all three transitions a wide linewidth for clarity.
when f− = f0−±1 then f+ = f
0
+∓1) as depicted in Fig. 6a,
and the probe has no impact as it always addresses mI
states in ms = 0 that are different from those addressed
by the modulated pump field. In such a case we expect to
see a regular ODMR signal generated by the pump field
as seen in Fig. 2. Notice that although f− is addressing
a different mI than f+, it is still on resonance, and con-
sequently there is a reduction in the total fluorescence.
However, since the lock-in detects only modulated fluo-
rescence, this bias effect doesn’t change the signal in the
lock-in, and we still expect to see an ODMR signal as in
Fig. 2. This holds true for both hypotheses examined in
this work. The expected outcome of the two hypotheses
differs only when we scan near the mI = 0 transition
frequency.
When we scan within the mI = 0 linewidth, both ra-
diation fields address the same mI . If f+ = f
c
+0 then
also f− = f c−0 . However, when they are not directly on
resonance (f± 6= f c±0), then according to Eq. (4) they are
now addressing different populations: when the probe
and pump fields are “blue-detuned” with respect to the
resonance transition frequency (f+ > f
c
+0 and f− > f
c
−0),
the saturation hole is “red-detuned” due to the −1 ratio
in Eq. (4) and the probe is not at the saturation hole fre-
quency (see Fig. 6b), and vice versa when the pump and
probe fields are red-detuned. Consequently, the probe
has no impact on the lock-in signal. On the contrary,
according to the hypothesis described by Eq. (5), if the
pump and probe fields are blue (red)- detuned, so is the
hole, due to the +1 ratio in Eq. (5) as depicted in Fig. 6b.
Thus, according to Eq. (5) we would expect a minimum
signal throughout the scan across the mI = 0 transition
as the probe always “steals” the NV population from the
pump, while in the magnetic field hypothesis [Eq. (4)] we
would expect a narrow “Doppler-free” hole at f c−0 .
This novel experimental protocol is more robust to
thermal fluctuations as the latter will only induce a
change in the energy difference between ms = 0 and
ms = ±1, but the energy difference between ms = +1
and ms = −1 (∆f), which is a key parameter in this
experiment, is not affected by it.
The expected experimental lineshape of the Doppler-
free hole under both hypotheses is the sum of three
Lorentzians which represent the ODMR signal, and a
fourth function (i.e., the hole) which is a Lorentzian with
dynamic resonance frequency and amplitude (the hole
frequency and amplitude changes as the pump/probe fre-
quency changes, as will be explained later), that coincide
with the transition from ms = 0 to ms = −1 with mI = 0
and has a negative amplitude. Thus, the total signal has
the general form
S(f−, t) =
3∑
i=1
hi + h4 , (6)
where
hi(f−) = ai
γi
2
1
(f− − f c−i)2 + (γi2 )2
(7)
6represents the ODMR lineshape were γi and ai are the
FWHM and amplitude of the transition respectively, f−
is the probe frequency and f c−i is the center of the tran-
sition frequency with mi = i. The fourth function is
h4(f−, t) = a4
γ4
2
1
(f− − t)2 + (γ42 )2
, (8)
representing the hole, where γ4 and a4 are the FWHM
and amplitude of the hole, respectively, and t is the hole
location (which changes during the scan). Based on the
results of the saturation spectroscopy method, a4 is ex-
pected to be negative.
(a) Phenomenological simulation for dominant magnetic field
(b) Phenomenological simulation for dominant electric field
(c) Experimental results
FIG. 7. Simulation and experimental results for Doppler-
free hole spectroscopy. (a) simulation under the hypothesis of
dominant magnetic field. (b) simulation under the hypothesis
of dominant electric field. (c) experimental results (modula-
tion at 36.6 kHz). Lock-in signal in red, fit in dashed blue.
The x axis represents detuning of the f− (probe) from fc−0
(i.e., δf) as measured in an ODMR experiment. Experimen-
tal results are in good agreement with the dominant magnetic
field simulation in Fig. 7a with α = −1.07± 0.43. Similar re-
sults were obtained while modulating at 426 Hz, and also for
probe powers as low as −40 dbm. In addition, we have ver-
ified that as expected, shifting the frequency gap ∆f from
the measured frequency difference between the ms = −1 and
ms = +1 transitions moves the position of the Doppler-free
hole relative to the mI = 0 transition center.
Let us examine now the effects on h4 when f− =
f c−0 + δf . The δf shift effects the hole in two ways: a.
the amplitude of the hole will decrease when the probe
is detuned, since the pump is also detuned and we are
now addressing less NVs which results in a reduction in
the modulated signal. We may account for this effect by
simply multiplying a4 [Eq. (8)] by h2(f−) [Eq. (11)]. b.
the resonance of the hole will shift by ±δf (Fig. 6a and
Fig. 6b). To account for the change in the hole resonance
frequency during the scan we look into the tandem be-
havior of the MW fields. If we shift the pump frequency
by δf , then the probe frequency will also move by δf
such that f− = f c−0 + δf . In addition, a δf shift in the
probe frequency will cause the hole to shift by αδf
t = f c−0 + αδf , (9)
where α = −1 under the hypothesis of dominant mag-
netic field [Eq. (4)] and α = +1 for a dominant electric
field [Eq. (5)] and we get
t = f c−0 + α(f− − f c−0) . (10)
We can now eliminate the dependence on t in Eq. (8)
[and as a consequence, in S(f−, t) in Eq. (6)], as we plug
Eq. (10) into Eq. (8) to find
h4(f−) =
a4h2(f−)γ42
[f− − f c−0 − α(f− − f c−0)]2 + (γ42 )2
. (11)
The new parameter, α, quantitatively distinguishes be-
tween the two hypotheses as it strongly affects the ex-
pected results. If we set α = −1, we can rearrange
Eq. (11) to get
h4(f−, α = −1) =
a5h2(f−)γ52
(f− − f c−0)2 + (γ52 )2
, (12)
where a5 = 0.5a4 and γ5 = 0.5γ4. The total outcome
signal of such an experiment (presented in Fig. 7a) is thus
the linear combination of h4(f−, α = −1) and an ODMR
signal (Fig. 2).
For a dominant electric field field [Eq. (5)] we set α =
+1, and derive the following:
h4(f−) =
a4h2(f−)
γ4
2
. (13)
Thus, for the mI = 0 transition with a dominant local
electric field, the Lorentzian part in Eq. (11) is reduced
to a constant. The total signal will have an ODMR-like
linshape but with a reduced amplitude at the transition
frequency with mI = 0, and furthermore the Doppler-like
hole will be eliminated, since h2 +h4 can be expressed as
h2(1 +
a4
γ4
2
). See Fig. 7b.
We plug the experimental values into the above models
and generate a phenomenological simulation as depicted
in Fig. 7a and Fig. 7b.
In order to experimentally distinguish between the hy-
potheses, we start by calculating the frequency gap, ∆f ,
using the results of an ODMR experiment, and fixing
the frequency gap between the CW probe (f−) and the
7modulated pump (f+) to be ∆f . We then scan around
all hyperfine transitions with the probe (while the pump
follows). All the experimental parameters are the same
as in the ODMR and saturation hole experiments, except
that a smaller step size for the MW fields is used. The ex-
perimental result (Fig. 7c) shows two positive Lorentzians
at the transition frequencies with mI = ±1 as both hy-
potheses predict, but at the transition with mI = 0 we
observe a positive Lorentzian with a Doppler-free hole
at its center. This is in good agreement with the phe-
nomenological simulation for a dominant magnetic field
environment (Fig. 7a).
In order to also quantitatively evaluate the results, we
fit the results to Eq. (11) to find the value of α. It is
important to note that since α can be absorbed in a4 and
γ4 (with some algebraic manipulation ) then a4, γ4 and α
can not be determined simultaneously in the fit, and we
need to predetermine the value of one of the three. We
choose to set γ4 = 0.83 MHz according to the previous
measurement of the hole width for the mI = o transition.
The fit (shown in Fig. 7c) returns a value of α = −1.07±
0.43, in good agreement with the dominant magnetic field
hypothesis.
Combined with the results obtained using narrow
saturation spectroscopy, the Doppler-free spectroscopy
clearly shows that the local magnetic fields are the main
cause of the inhomogeneous broadening.
VI. SUMMARY AND OUTLOOK
We considered two possible dominant origins to inho-
mogeneous broadening in NV center spectroscopy: local
electric fields and local magnetic fields. In order to dis-
tinguish between these two contributions, we developed
a new NV spectroscopy method, which is more robust
compared to hole burning spectroscopy.
In the “Doppler-free” type spectroscopy we fix the
frequency gap between the pump and probe MW fields
to be ∆f , removing the dependence on Dgs, thus making
the spectroscopy robust against thermal fluctuations,
and moreover, enabling results to be obtained in a
“single shot” instead of several independent repetitive
experiments. The constant frequency gap forces a
different behavior of the system depending on the origin
of the inhomogeneous broadening. In the case of a
dominant magnetic environment, the two MW fields
interact with different NV populations, unless both
fields are exactly on resonance. In this case, the scheme
is expected to generate a small Doppler-free hole at
the center of the transition, and this is indeed what is
observed in the experiment. This proves that the origin
of the inhomogeneous broadening is a variation in the
local magnetic field at the vicinity of the NVs.
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