Abstract. Anosov families are non-stationary dynamical systems with hyperbolic behavior. Non-trivial examples of Anosov families will be given in this paper. Non-stationary dynamical systems are classified by uniform topological conjugacy. We show the existence of invariant manifolds, the structrural stability and a characterization for a certain class of Anosov families.
Introduction
Anosov families were introduced by P. Arnoux and A. Fisher in [4] , motivated by generalizing the notion of Anosov diffeomorphisms. Roughly, an Anosov family is a non-stationary dynamical system ( f i ) i∈Z defined on a sequence of compact Riemannian manifolds (M i ) i∈Z , which has a similar behavior to an Anosov diffeomorphisms (see Definition 2.3). It is important to point out that there exist Anosov families ( f i ) i∈Z such that the f i 's are not necessarily Anosov diffeomorphisms (see [4] , Example 3). Furthermore, the M i 's, although they are diffeomorphic, they are not necessarily isometric, thus, the hyperbolicity could be induced by the Riemannian metrics (see [1] and [4] for more detail).
Let M be the disjoint union of each M i , for i ∈ Z. For m ≥ 1, let F m (M) be the set consisting of the families of C m -diffeomorphisms on M endowed with the strong topology (see Section 2) or with the uniform topology. We denote by A m (M) the subset of F m (M) consisting of Anosov families and by A m b (M) the set consisting of C m Anosov families with bounded second derivative and such that the angles between the unstable and stable subspaces are bounded away from 0 (see Definition 2.4). Young, in [17] , Proposition 2.2, proved that families consisting of C 1+1 random small perturbations of an Anosov diffeomorphism of class C 2 are Anosov. In [3] we prove for any ( f i ) i∈Z , there exists a sequence of positive numbers (ε i ) i∈Z such that, if (g i ) i∈Z ∈ F 1 (M), such that g i is ε i -close to f i in the C 1 -topology, then (g i ) i∈Z ∈ A 1 (M). This fact means that A 1 (M) is an open subset of F 1 (M) endowed with the strong topology. The most important implication of this result is the great variety of nontrivial examples that it provides (non-trivial examples of Anosov families can be found in [1] and [4] , thus the result in [3] proves that, in a certain way, these examples are not isolated), since we only ask that the family be Anosov and we do not ask for any additional condition. Considering the uniform topology on F m (M), we will prove that A non-stationary dynamical systems. In [2] we prove that the topological entropy for non-stationary dynamical systems is a continuous map, among other properties.
If E is a vector bundle over a compact Riemannian manifold M, set Γ(E) the Banach-R-vector space of continuous sections of E over M, endowed with the C 0 -topology. An automorphism L : E → E is called hyperbolic if σ(L) ∩ S 1 = ∅, where σ(L) is the spectrum of L. For p ∈ M, let E p denote the fiber of E over p. For a diffeomorphism f on M, let f * : Γ(T M) → Γ(T M) be the bounded linear operator given by f * (ζ) = D f • ζ • f −1 , where T M is the tangent bundle over M. J. Mather in [10] , [11] proved that f is an Anosov diffeomorphism if and only if f * is a hyperbolic automorphism. We can define the operator f * for non-stationary dynamical systems. In this case, that operator is not always neither bounded nor hyperbolic (see Section 4). We will give some conditions on an Anosov family to obtain the hyperbolicity of f * defined for the family (see Theorem 4.5).
Structural stability for non-stationary dynamical systems with respect to the uniform topology on F m (M) will be defined in Section 2 (see Definition 2.7). Liu in [12] , Theorem 1.1, proved the structural stability of random small perturbations of hyperbolic diffeomorphisms. In this work we will show that A 2 b (M) is structurally stable in F 2 (M), which generalizes the Liu's result. Another approach on the stability of non-stationary hyperbolic dynamical systems can be found in [5] and [6] .
In the next section we will define the class of objects to be studied in this work: Anosov families. Furthermore, we will introduce the strong and uniform topologies on F m (M) and a type of conjugacy which works for the class of families of diffeomorphisms. In Section 3 we will show some results that provide a great variety of examples of Anosov families. Another examples and properties of Anosov families can be found in [1] , [3] and [4] . A characterization of Anosov families will be given in Section 4, which generalizes the characterization of J. Mather in [10] and [11] for Anosov diffeomorphisms. In Section 5 will be proved the openness of A 2 b (M) in F 2 (M) with respect to the uniform topology. We will see in Section 6 that each family in A 2 b (M) admits stable and unstable manifolds at every point of M. Finally, the structural stability of A 2 b (M) will be proved in Section 7.
Anosov families, strong topology and uniform conjugacy
Given a sequence of Riemannian manifolds M i with Riemannian metric ·, · i for i ∈ Z, consider the disjoint union
M will be endowed with the Riemannian metric ·, · induced by ·, · i , setting
We denote by · i the induced norm by ·, · i on T M i and we will take · defined on M as
The composition law is defined to be
where I i is the identity on M i (see Figure 1 ).
. . .
. . . Figure 1 . A non-stationary dynamical system on a sequence of 2-torus with different Riemannian metrics.
We use the notation (M, ·, · , f) to indicate that we are fixing the Riemannian metric given in (2.1).
The study of time-depending dynamical systems is known in the literature with several different names: non-stationary dynamical systems, non-autonomous dynamical systems, sequences of mappings, among other names (see [2] , [3] , [4] , [5] , [8] , [9] , and the references there). Definition 2.2. Let f andf be non-stationary dynamical systems on M and M, respectively. We say thatf is a gathering of f if there exists a strictly increasing sequence of integers (n i ) i∈Z such that
Next, the definition of Anosov families will be given. It is important to keep fixed the Riemannian metric on each M i , since the notion of Anosov family depends on the Riemannian metric. We can suitably change the Riemannian metric on each M i such that the notion of Anosov family could not be satisfied (see [4] , Example 4). However, Proposition 3.5 in [3] proves the notion of Anosov family does not depend on Riemannian metrics chosen uniformly equivalent on M. Definition 2.3. An Anosov family on M is a non-stationary dynamical system (M, ·, · , f) such that:
i. the tangent bundle T M has a continuous splitting
, where T p M is the tangent space at p; ii. there exist constants λ ∈ (0, 1) and c > 0 such that for each i ∈ Z, n ≥ 1, and p ∈ M i , we have: If we can take c = 1 we say the family is strictly Anosov. We will denote by A 1 (M) the set consisting of Anosov family on M.
In a natural form, Fisher and Arnoux in [4] generalized the notion of Markov partition to nonstationary dynamical systems, whose associated symbolic representation is a combinatorially defined two-sided sequence of maps, which they called a nonstationary subshift of finite type. This is a key tool for the further study of Anosov families. Remark 2.5. In [3] , Corollary 3.8, we proved that if f s.p.a. then there exists a Riemannian norm · * , uniformly equivalent to · on T M, with which f is strictly Anosov, with constantλ ∈ (λ, 1). For any
where
. This norm is uniformly equivalent to the norm given by
From now on, · ⋆ will denote the norm given in (2.2).
Non-stationary dynamical systems are classified via uniform topological conjugacy:
This fact means that the following diagram commutes:
In that case, we will say the families are uniformly conjugate.
The reason for considering uniform conjugacy instead of topological conjugacy is that every nonstationary dynamical system is topologically conjugate to the constant family whose maps are all the identity (see [4] , Proposition 2.1).
Fix m ≥ 1. The set
can be endowed with the strong topology (or Whitney topology) or the uniform topology:
where 
The C m -strong topology is generated by the strong basic neighborhood of each
with the strong topology if for all f ∈ A, there exists a strong basic neighborhood
In [3] we proved that
is an open subset of F 1 (M) with respect to the strong topology. This means that if ( f i ) i∈Z is an Anosov family, then there exists a two-sided sequence of positive numbers
If we do not ask for any additional condition on the family ( f i ) i∈Z , the sequence (δ i ) i∈Z could not be bounded away from zero.
Some examples of Anosov families
It is clear that if for each i ∈ Z f i is an fixed Anosov diffeomorphism φ : M → M, where M is a compact Riemannian manifold with Riemannian metric ·, · , then ( f i ) i∈Z is an Anosov family, considering M i = M × {i} endowed with the metric induced by ·, · . Furthermore, if φ is C 2 and each f i is a C 1+1 small perturbation of φ, then ( f i ) i∈Z is an Anosov family (see [17] , Proposition 2.2). In this section we will show some results provide many examples of Anosov families which do not necessarily consist of Anosov diffeomorphisms (or small perturbations of a single Anosov diffeomorphism).
It is not difficult to prove that: 
The following example, which is due to Arnoux and Fisher [4] , proves that Anosov families are not necessarily sequences of Anosov diffeomorphisms. Example 3.3. For any sequence of positive integers (n i ) i∈Z set
, and λ i = a i ,
. For all i ∈ Z and n ≥ 1, we have
Note that, if there exists λ ∈ (0, 1) such that λ i ≤ λ for all i, we have
This shows that, if there is a λ ∈ (0, 1) such that λ i ≤ λ for all i, then (A i ) i∈Z is an Anosov family, with constants λ and c as defined above, the stable subspaces are spanned by s i and the unstable subspaces are spanned by u i . However, we have:
Any multiplicative family is an Anosov family with constant λ = √ 2/3 and 2c.
Proof. Notice that, if λ j ∈ (2/3, 1) for some j ∈ Z, then λ j−1 ∈ (0, 2/3) and λ j+1 ∈ (0, 1/2). Indeed, if
∈ (2/3, 1) we must have n j = 1 and n j+1 ≥ 2. Hence,
Next, by induction on n, we prove that cλ i+n−1 . . . λ i < 2cλ n , for each i ∈ Z and n ≥ 1.
n . Let n ≥ 2 and assume that cλ i+m−1 . . .
On the other hand, if λ i+n+1 > 2/3, then λ i+n−1 < 1/2 and by induction assumption we have
It follows from the above facts that
for each i ∈ Z and n ≥ 1, which proves the proposition.
By Proposition 3.1 we have any gathering of a multiplicative family is an Anosov family. On the other hand, if F i ∈ S L(N, 2), then
(see [4] , Lemma 3.11). Proof. Notice that (F i ) i∈Z is a gathering of an multiplicative family. It follows from Proposition 3.4 that (F i ) i∈Z is an Anosov family.
Corollary 3.5 provides a great variety of examples of Anosov families. Next, suppose that X = {B 1 , . . . , B k } ⊆ S L(N, 2). If each F i ∈ X, then (F i ) i∈Z is an Anosov family (see [16] , Proposition 2.7). Another examples are provided by Theorem 5.1 in [4] : if (A i ) i∈Z ⊆ S L(N, 2) is a non-eventually constant sequence of matrices with non-negative entries, then it is an Anosov family on T 2 .
Characterization of Anosov families
Let M be a compact Riemannian manifold and denote by Γ(M) the set consisting of continuous
, [11] proved that f is an Anosov diffeomorphism if and only if f * is a hyperbolic automorphism. Furthermore, he proved that this is equivalent to show that f * − I is an automorphism on Γ(M), where I is the identity on Γ(M). We can define the operator f * for a non-stationary dynamical system. In this section we will give some conditions on an Anosov family to obtain the hyperbolicity of f * defined for such family.
The followings are some notations to be used from now on.
Definition 4.1. For τ > 0 and i ∈ Z, set:
Note that Γ(M i ) is a Banach space with the norm ζ Γ i = sup p∈M i ζ(p) . Therefore:
Lemma 4.2. Γ(M) is a Banach space endowed with the norm (ζ
i ) i∈Z ∞ = sup i∈Z ζ i Γ i .
It is clear that Γ(M) is a proper subset of
It is not difficult to prove that F is a linear operator. Furthermore,
Therefore, if sup i∈Z D f i < ∞, then F is a bounded operator and, in this case, D(F) = Γ(M). However, in general, we do not have sup i∈Z D f i < ∞. Consequently F could be an unbounded operator.
In this section we will suposse that f ∈ A 1 (M) with constants λ ∈ (0, 1) and c ≥ 1. Consider the splitting 
. Now, suppose that f does not satisfies the property of angles. Without loss of generality, we can assume there exist p ∈ M 0 and a subsequence k 1 
for all i ≥ 1. We have for
and ζ i Γ i ≤ 1 for any i ∈ Z. Note that the sections ζ s = (ζ s i ) i∈Z and ζ u = (ζ u i ) i∈Z defined in (4.3) are the only that satisfy ζ
is not bounded and therefore does not belong to converges to zero as n → ±∞. Now, following the Mather's ideas in [10] and [11] we obtain the next characterization for Anosov families which s.p.a. and with bounded derivative. Proof. Suppose that f ∈ A 1 (M) s.p.a. and sup i∈Z D f i < ∞. Thus F is a bounded automorphism on
and (4.5)
It follows from Lemma 4.4 that Γ s (M) and Γ u (M), defined in (4.2), are complementary subspaces of Γ(M). Furthermore, we have they are invariant by F. Therefore, σ(F) = σ(F| Γ s (M) ) ∪ σ(F| Γ u (M) ) (see [7] ). It follows from (4.4) and (4.5) that for any n ≥ 1
Hence lim
This proves that σ(F| Γ s (M) ) ⊆ {z ∈ C : z ≤ λ} and σ(F| Γ u (M) ) ⊆ {z ∈ C : z ≥ λ −1 } (see [7] ). Hence F is a hyperbolic automorphism. Now, assume that F : Γ(M) → Γ(M) is a bounded hyperbolic automorphism. Thus, there exist two closed subspaces Γ 1 and
Thus Γ for each j ∈ Z.
Next, the projection
) for j ∈ Z and r = 1, 2. By the definition of Π j (Γ r j ), we obtain 
It is not difficult to prove that
It follows from (4.8), (4.9) and (4.10) that f is an Anosov family with constants λ ∈ (0, 1) and c > 0 (the continuity of each (E r j ) p on p it follows from Proposition 3.4 in [3] ). Next, we will prove that f satisfies the property of angles. It is clear that
Consequently, ζ i (p) = 0 for all p ∈ M and hence ζ ∈ Γ s (M). This proves that
Finally, by the definition of F, it is clear that F is bounded if and only if sup i∈Z D f i < ∞. 
In that case, that is, if we do not ask for any additional condition on f , it is not always possible to take the sequence δ i bounded away from zero, that is, δ i could decay as i → ±∞.
The goal of this section is to show the first part of Theorem 7.6, that is, for any f ∈ A 2 b (M), there exists a ε > 0 such that
In this section, f will denote an Anosov family in A 2 b (M) with constants λ and c. Remark 5.1. From now on, we will suppose that we can choose for each M i a same injectivity radius ̺ > 0, that is, for each i ∈ Z and p ∈ M i , the exponential map exp p :
where B(0 p , ̺) is the ball in T p M i with radius ̺ and center 0 p ∈ T p M i , the zero vector in T p M i , and B(p, ̺) is the ball in M i with radius ̺ and center p.
We will work using exponential charts (see Remark 5.1). Take Therefore, g i (B(p, r)) ⊆ B( f i (p) , ̺/2) and g
j=1 B(p j,i ,r) for each i ∈ Z and, furthermore, for every g ∈ B 2 (f,δ), we have that
(see [13] , p. 50). Thus,
Analogously we can prove there existδ 2 > 0 andr 2 
Notice that neitherr norδ depend on p. Since M i is compact, we can choose a finite subset
j=1 B(p j,i ,r) for each i ∈ Z, which proves the proposition.
From now on, we will fix α ∈ (0,
1−λ 1+λ
). Set
Furthermore, we will suppose thatr andδ ≤ 1 2 min{r, σ A } are small enough such that σ(r) < σ A . Fix p ∈ X i for some i ∈ Z. For q ∈ B(p,r), consider z = exp
The next two lemmas can be shown analogously to the Lemmas 4.2 and 4.3 in [3] , respectively. (2.3) ). Using the Lemmas 5.3 and 5.4 we can prove that:
). Consequently, we have:
The families F
with respect to the uniform topology.
Local stable and unstable manifolds for Anosov families
In [1] , we give conditions for obtain stable and unstable manifolds at each point of each component M i . In that case, the size of each submanifold could decay as i → ±∞. In Theorems 6.2 and 6.3 we will see that each f ∈ A 2 b (M) admits stable and unstable manifold with the same size at each point. Given two points p, q ∈ M, set
), for r = s, u and n = 1, 2, 3. 2 (f , δ) of f such that, each g ∈ B 2 (f , δ) is uniformly conjugate to f . Since · and · ⋆ are uniformly equivalent on M (see (2.3)), then any two-sided sequence (h i : M i → M i ) i∈Z is equicontinuous with respect to the metric · if and only if is equicontinuous with respect to · ⋆ . Therefore, in order to show our result it is sufficient to prove it considering the metric · ⋆ on M. Hence, we will consider the metric · ⋆ given in (2.2). To simplify the notation, we will omit the symbol "⋆" for this metric. Therefore, we will fix f ∈ A 2 b (M) and we can suppose that is strictly Anosov with respect to · , with constant λ ∈ (0, 1).
To prove the structural stability of Anosov families in A 2 b (M) we have adapted the Shub's ideas in [14] to prove the structural stability of Anosov diffeomorphisms on compact Riemannian manifolds. We will divide the proof of this fact into a series of lemmas and propositions. Throughout this section, we will considerr > 0, ξ > 0 and η ∈ [λ, 1) as in Section 5.
Let 0 < ε ≤ ̺/2. We can identify D(ε) with Γ ε (M) by the homeomorphism
is the zero section in Γ(M i ). Next we will prove the following lemma:
Proof. It is sufficient to prove that there exist ξ ′ > 0 and r ′ > 0 such that, for every i ∈ Z, if
, which proves the lemma.
Fix ζ ∈ (0, min{1 − λ, 1 − η, ̺/2}). It follows from Lemma 7.1 that there exist (7.1) r ′ ∈ (0,r/3) and ξ ′ ∈ (0, min{ξ, r Hence if σ = (σ i ) i∈Z ,σ = (σ i ) i∈Z ∈ Γ r ′ (M i−1 ) and p ∈ M i we have
). We can choose r ′ and ξ ′ small enough such that J < ζ. From now on we will suppose that ξ ′ and r ′ satisfy (7.1) and Lemma 7.2. Furthermore, we will fix g = (g i ) i∈Z ∈ B 2 (f , ξ ′ ). Proof. Take (g i ) i∈Z ∈ B 2 (f , ξ ′ ). It follows from Lemma 7.3 that there exists h = (h i ) i∈Z , with h i ∈ D(I i , r ′ ) for each i, such that g i • h i = h i+1 • f i for each i ∈ Z. We will prove that h is equicontinuous and each h i is injective. Let α > 0. Take N > 0 such that 2 √ 2(η −1 − ζ) −Nr < α. Since (g i ) i∈Z is equicontinuous, the family of sequences 
