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Resumen 
 
Este proyecto se plantea con el objetivo de generar documentación para su 
aplicación en el bloque optativo de Intensificación en Redes Telemáticas del 
3A de la titulación de Ingeniero Técnico de Telecomunicaciones, especialidad 
de Telemática de la EPSC. En este bloque se desarrolla un proyecto de 
interconexión en el que por grupos de trabajo los estudiantes diseñan, 
configuran y prueban un escenario basado en un caso real. En este proyecto 
se va a proponer un nuevo escenario, ampliación del anterior, que ha sido 
posible gracias a la cesión de varios dispositivos de telecomunicaciones por 
parte de la empresa COLT. Los dispositivos cedidos son: 2 routers Cisco 
3640, 1 router Cisco 2600, un ADM de marca desconocida y 2 conmutadores 
3Com 3300. 
 
Antes de diseñar y configurar este nuevo escenario, se ha revisado que todos 
los dispositivos funcionen correctamente, se han actualizado sus sistemas y se 
han documentado. 
 
En base a estos dispositivos y a los que ya dispone la Escuela, se diseña un 
escenario, parecido al que se utilizaba anteriormente en bloque, pero 
aumentando el número de tecnologías que aparecen en él. Las tecnologías 
que se van a utilizar son tecnologías aprendidas durante la carrera, pero que 
siempre se han visto estas de un forma individual, en escenarios muy 
concretos, y con hardware no específico, por ejemplo PCs en lugar de routers. 
Este proyecto intenta enseñar, con hardware específico, como integrar estas 
tecnologías en un solo escenario. Se trata que el estudiante se sitúe en un 
caso real y aprenda utilizar y sacar su mejor partido de estas tecnologías de 
manera conjunta. 
 
Las tecnologías que se han utilizado en el escenario son, a nivel físico y de 
enlace: Ethernet, ADSL, SHDSL, PDH, SDH (Anillo de fibra). A nivel de red: 
IPv4 (Subnetting con máscaras de longitud variable), IPv6 (túnel IPv6 sobre 
IPv4), Multicast (IGMP, PIM), Protocolos de enrutamiento (RIPv2, OSPF), VPN 
(Túnel IPSEC), Calidad de Servicio (Servicios Diferenciados). 
 
La memoria explica como configurar estas tecnologías, en los dispositivos y se 
realizan pruebas para ver que todo funciona correctamente. 
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Overview 
 
This project attempts with the objective to generate documentation for his 
application in the optional block of Intensification in Telematic Networks of 3A 
the career of Technical Engineer of Telecommunications, speciality in 
Telematic on the EPSC. In this block there develops an interconnection project 
of in which for groups of work the students design, form and test a scene 
based on a real case. In this project is going to propose a new scene, 
amplification of the previous one, which has been possible thanks to the 
cession of several devices of telecommunications from the COLT company. 
The devices ceded are: 2 routers Cisco 3640, 1 router Cisco 2600, an unknown 
ADM and 2 switches 3Com 3300. 
 
Before design and configuring the scenario, all the devices have been tested 
and they work correctly, all devices have been upgraded and documented. 
 
With these devices and to the ones that the School arranges, design a 
scenario, similar to the one that was utilized previously in optative block, but 
increasing the number of technologies that appear in the scenario. The 
technologies that are going to be implemented are technologies learned during 
the career, but always these have been seen of an individual technology, at 
concrete scenarios, and without specific hardware, for example PCs instead of 
routers. This project tries to teach, with specific hardware, as integrate these 
technologies an alone scenario. One treats that the student locates itself in a 
real case and learns to use and to take its better advantage of these 
technologies of joint way. 
 
The technologies that have been used on the scenario are, physical and data 
link layer: Ethernet, ADSL, SHDSL, PDH, SDH (Fibre Ring). Network layer: 
IPv4 ( Variable length subnetting mask), IPv6 ( tunnel IPv6 over IPv4 ), 
Multicast ( IGMP, PIM ), Routing Protocols ( RIPv2, OSPF ), VPN ( Tunnel 
IPSEC ), Quality of Service ( Differentiated Services ). 
 
The memory explains as they configure these technologies in the devices and 
realize testing to see that everything works correctly. 
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INTRODUCCIÓN  
 
Motivación  
 
A lo largo de la carrera se enseñan muchas tecnologías relacionadas con las 
redes, ya se de manera teórica y/o práctica, pero siempre de manera 
independiente aunque en la realidad muchas de ellas se utilicen de manera 
conjunta con los problemas de integración que esto supone. La motivación 
básica de este proyecto es utilizar de manera conjunta un número significativo 
de estas tecnologías en un escenario real con dispositivos que se pueden 
encontrar en el mercado y ver como interactúan entre sí para ofrecer un 
máximo rendimiento/beneficio como respuesta a las necesidades de un caso 
real. 
 
Esta es la filosofía que motiva el proyecto que se realiza dentro del bloque 
optativo de Intensificación en Redes Telemáticas 3A de la titulación de 
Ingeniero Técnico de Telecomunicaciones, especialidad de Telemática de la 
EPSC. Lo que aquí se pretende con este TFC es producir la documentación 
necesaria para que este proyecto se enriquezca con el uso de más tecnologías. 
Esto ha sido posible gracias a la cesión por parte de la empresa COLT de un 
rack de comunicaciones con los siguientes equipos: 2 routers Cisco 3640, 1 
router Cisco 2600, un ADM de marca desconocida y 2 conmutadores 3Com 
3300. 
 
Todas las tecnologías que van a ser utilizadas han sido vistas en asignaturas 
anteriores al bloque optativo o en el propio bloque, tal como se indica en la 
siguiente lista: 
 
o Laboratorio de Transmisión de datos (2A): cableado y conectores 
o Fundamentos de Telemática (2A): direccionamiento IP  
o Sistemas y Aplicaciones / Laboratorio de Telemática (2B): protocolos de 
transporte, aplicaciones y seguridad  
o Laboratorio de redes (2B): encaminamiento estático, interior, exterior, 
multicast, e IPv6 
o Redes y servicios (2B): redes de transporte plesiócronas y síncronas, y 
calidad de servicio 
o Arquitecturas Telemáticas (2B): redes de área local e interconexión de 
redes 
o Intensificación en Redes Telemáticas (3A): redes de acceso 
 
Es por ello que esta memoria se va a centrar en aquellos aspectos prácticos 
del uso de estas tecnologías y se evitará deliberadamente su descripción. Por 
tanto, se trata de un documento dirigido a estudiantes de Ingeniería Técnica de 
Telecomunicaciones Especialidad de Telemática, y en especial a aquellos que 
han realizado el bloque optativo de Intensificación en Redes Telemáticas o de 
manera más genérica a Ingenieros de Telecomunicaciones que trabajan en el 
ámbito de las redes, ya sean de ámbito local, de acceso o redes troncales.  
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Objetivos 
 
Los objetivos que se persiguen con este proyecto son los siguientes: 
 
• Caracterizar el hardware cedido por COLT. 
• Comprobar la funcionalidad de éste. 
• Diseñar un escenario real en base al hardware cedido más el que ya 
disponía la Escuela. 
• Implementar diferentes tecnologías en el escenario. 
• Configurar cada uno de los dispositivos que forman parte del 
escenario, en función de las tecnologías implantadas. 
• Documentar detalladamente todo el proceso de configuración  
• Testear el escenario y sus tecnologías para demostrar su correcto 
funcionamiento. 
• Documentar el proceso de testeo. 
 
 
Estructura 
 
Esta memoria está estructurada en 9 capítulos, que siguen el orden cronológico 
en el que se ha realizado el proyecto. El primer capítulo describe el hardware 
cedido, cuales son sus características y como pueden mejorarse. El segundo 
capítulo  se expone un caso real que se deberá de solucionar exponiendo un 
diseño de un escenario en base a las posibilidades del hardware que se 
dispone, en él se explica la solución diseñada y se exponen las diferentes 
tecnologías que solucionan el caso real. A partir de aquí, en los siguientes 
capítulos se  explica como se configuran las diferentes tecnologías que se 
utilizan en el escenario para cada uno de los dispositivos implicados. El tercer 
capitulo  describe como configurar las IP en todas las interfaces de los 
dispositivos, una vez configuradas el cuarto capítulo muestro como configurar 
todo el encaminamiento para poder tener conectividad extremo a extremo. Una 
vez existe conectividad se empiezan a aplicar más tecnologías al escenario, el 
quinto y sexto capítulo describen la configuración de un túnel, IPv6 y VPN 
respectivamente, el séptimo habilita el escenario para poder transmitir tráfico 
multicast desde cualquier punto de la red, el octavo capítulo habilita una calidad 
de servicio en la red para priorizar servicios. Por último se obtienen unas 
conclusiones sobre el escenario, objetivos, tecnologías y como se podrían 
mejorar. 
 
Finalmente la memoria contiene unos anexos, en los cuales se explica el 
funcionamiento básico del ADM COLT y los routers Cisco, además se exponen 
los resultados de las pruebas realizadas sobre cada una de las tecnologías 
configuradas en los capítulos anteriormente reseñados.  
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1 RACK CEDIDO POR COLT 
 
1.1 Dispositivos del Rack 
 
La empresa de telecomunicaciones COLT1, ha cedido a la EPSC, un armario 
rack con los siguientes dispositivos: 
 
• 2 Routers Cisco serie 3600 
• 1 Router Cisco serie 2600 
• 1 ADM (Add&Drop Multiplexer) 
• 2 Conmutadores 3Com serie 3300 
 
El rack se alimenta con una fuente de alimentación situada en la parte superior 
de éste, y que también alimenta a los dispositivos enumerados anteriormente. 
A continuación se muestra una vista general de los dispositivos que forman el 
rack, en el Anexo A se pueden ver más fotos de estos dispositivos. 
 
 
 
 
 
 
           Fig. 1.1 Routers Cisco                                  Fig. 1.2 ADM Colt                           
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.3 Conmutadores 3Com   
                         
                                            
1 http://www.colt.net 
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1.2 Características de los dispositivos 
 
A continuación se van a enumerar y explicar las características básicas de los 
dispositivos cedidos. Estos se han agrupado en tres categorías. Por un lado  
los routers Cisco2, 2 routers Cisco 3640 [1] y 1 router Cisco 2600 [2]. Por otro 
los 2 conmutadores gestionables 3Com 3300 [3].Y por último, un ADM que ha 
día de hoy es de marca desconocida, no se dispone de su manual, y del que 
solo se dispone de un software para su configuración que debe ser instalado en 
un PC. 
1.2.1 Routers Cisco 
 
Los routers Cisco son dispositivos de nivel 3, de red, del modelo OSI. Las 
funciones que pueden realizar estos dispositivos son varias, y pueden ir desde 
un router estándar, i.e. encaminamiento de paquetes IP, pasando por las de 
cortafuegos, NAT (Network Address Translation), creación de VPN (Virtual 
Private Network), o los de Core Routers, routers de grandes presanciones 
capaces de gestionar miles de conexiones simultáneas. La posibilidad de que 
puedan realizar unas funciones u otras, viene dada según unos parámetros: 
 
- Velocidad de su CPU: Mas velocidad más trafico simultáneo puede 
tratar a la vez que puede realizar más cálculos de encriptación para 
VPN. 
 
- Memoria RAM: Más memoria más conexiones y mejores IOS 
(Internetwok Operating System) puede soportar el sistema. 
 
- Memoria Flash: Mas memoria, IOS más grandes pueden ser 
instaladas en los sistema y por lo tanto más funciones puede tener el 
dispositivo. En la memoria flash es donde se guardan las IOS, estas 
IOS para funcionar correctamente requieren de memoria RAM. IOS 
mejores, necesitan de más memoria RAM 
 
- Módulos de Red: Todos los routers a partir de la serie 1600 en 
adelante disponen de módulos de red o módulos WIC (WAN Interface 
Card). En función de la serie del router, viene con un número u otro 
de módulos de expansión. Estos módulos permiten ampliar las 
funcionalidades del router. Existen módulos que añaden una o varias 
interfaces de red, o un módulo que añade una interfaces de la familia 
DSL [4]. 
 
 
 
 
 
 
 
 
                                            
2 http://www.Cisco.com 
6  Proyecto de Interconexión 
 
En la siguiente tabla se exponen cuales son los parámetros básicos para los 
routers cedidos por COLT: 
 
 
 
Tabla I. Características Principales de los Routers Cisco 
 
 
 Cisco 3640 
Arriba 
Cisco 3640 
Abajo 
Cisco 2600 
Procesador R4700 CPU at 
100Mhz, 
Implementation 
33, Rev 1.0 
R4700 CPU at 
100Mhz, 
Implementation 
33, Rev 1.0 
M860 
processor: part 
number 0, mask 
49 
Memoria Ram 128MB 64MB 48MB 
Memoria Flash 8MB 8MB 16MB 
Single Wide 
Slot 
4 4 1/2 
Wide Slot #0 FE-PRI 
1FE-2CE1-B/U 
FE-PRI 
1FE-2CE1-B/U 
 
Wide Slot #1 1FE-TX NM-2FE2W  
Wide Slot #2  
 
 PRI 
2CE1U 
Wide Slot #3  
 
  
SLOT # 2 2 0 
SLOT 0 16MB 
FLASHCARD 
  
SLOT 1    
IOS c3640-ik2s-
mz.121-20.bin 
c3640-is-
mz.121-4.bin 
c2600-i-mz.121-
7.bin 
IOS 
PACKAGING 
IP PLUS IPSEC 
3DES 
IP PLUS IP BASE 
SYSTEM 
BOOTSTRAP 
Version 
11.1(20)AA2 
Version 
11.1(20)AA2 
Version 
12.1(3r)T2 
CONFIG 
REGISTER 
0x2102 0x2102 0x2102 
 
 
 
Además, los routers 3600 vienen cada uno con 4 módulos de red de expansión, 
mientras que el router 2600 viene con uno solo de estos módulos y un módulo 
WIC, Cada uno de los módulos de red de expansión va identificado con un 
número, este número sirve para configurar este módulo en el IOS de Cisco. 
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A continuación se detallarán los diferentes módulos de red disponibles, 
enumerando sus interfaces con sus tipos de conectores y el significado de sus 
leds. 
 
 
1FE-2CE1-B/U 
 
 
 
 
 
 
 
 
 
Conexiones 
 
• CTRLR X 
o Conector: DB15 Hembra 
o Interfaz: E1/ISDN PRI Balanced/Unbalanced (120 Ohms/75 
Ohms) 
 
• FastEthernet 
o Conector: RJ45 
o Interfaz: 10/100BaseT 
 
Leds 
 
• CTRLR X 
o Remote Alarm: De color amarillo, indica un error en el 
origen remoto 
o Local Alarm: De color amarillo, indica una perdida de señal, 
perdida de trama o excesivos errores: 
o LoopBack: De color amarillo, indica loopback detectado 
o Carrier Detect: De color verde, indica portadora detectada 
 
• FastEthernet 
o Coll: De color amarillo, indica colisiones en la red 
o Link: De color verde, indica conexión establecida con un 
dispositivo al otro extremo del cable 
o 100Mbps: De color verde, indica enlace a 100Mbps 
o FDX: De color verde, indica enlace a Full Duplex 
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2CE1U 
 
 
 
 
 
 
Conexiones 
 
• CTRLR X 
o Conector: DB15 Hembra 
o Interfaz: E1/ISDN PRI Unbalanced (75 Ohms) 
 
Leds 
 
• CTRLR X 
o Remote Alarm: De color amarillo, indica un error en el 
origen remoto 
o Local Alarm: De color amarillo, indica una perdida de señal, 
perdida de trama o excesivos errores: 
o LoopBack: De color amarillo, indica loopback detectado 
o Carrier Detect: De color verde, indica portadora detectada 
 
 
1FE-TX 
 
 
 
 
 
 
 
 
Conexiones 
 
• FastEthernet 
o Conector: RJ45 
o Interfaz: 10/100BaseTX 
 
Leds 
 
• FastEthernet 
o Coll: De color amarillo, indica colisiones en la red 
o Link: De color verde, indica conexión establecida con un 
dispositivo al otro extremo del cable 
o 100Mbps: De color verde, indica enlace a 100Mbps 
o FULL DPLX: De color verde, indica enlace a Full Duplex 
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2FE-2W 
 
 
 
 
 
 
 
 
 
Conexiones 
 
• FastEthernet 
o Conector: RJ45 
o Interfaz: 10/100BaseTX 
• 2 WIC Ports 
 
Leds 
 
• FastEthernet 
o Coll: De color amarillo, indica colisiones en la red 
o Link: De color verde, indica conexión establecida con un 
dispositivo al otro extremo del cable 
o 100Mbps: De color verde, indica enlace a 100Mbps 
o FDX: De color verde, indica enlace a Full Duplex 
 
 
Gracias a estos módulos, los routers Cisco gozan de una gran flexibilidad a la 
hora de adaptarse a redes de diferentes topologías y protocolos. Pero no todos 
los módulos son compatibles con todos los routers Cisco, básicamente la 
funcionalidad de un módulo depende de si la IOS del sistema está preparada 
para soportarlo. Puede ser que el módulo de red encaje en el slot pero si la IOS 
no lo soporta este no pasará a estado enable (activación del led enable en el 
router)  y por lo tanto no será funcional para el sistema. 
 
Antiguamente Cisco utilizaba una serie de números y letras en los nombres de 
las IOS para saber sus características principales, por ejemplo y IOS c2600-i-
mz.12-2.bin, c2600 indica que es una BIOS para un router de la serie 2600, la i  
que contiene la tecnología base de IP, la m que se puede guardar en memoria, 
la z que se puede almacenar comprimida y el 12-2 la versión. Otra IOS puede 
ser la c2600- ik9o3s-mz.12-2.bin, donde k9 indica que soporta 3DES y por lo 
tanto VPN y el o3 que puede realizan las funciones de cortafuegos. 
 
En la actualidad las nuevas IOS de Cisco ya no siguen esta nomenclatura que 
ha sido cambiado por una más simple y fácil de enteder[5]. Por ejemplo c2600-
i-mz.12-2.bin sería substituida por c2600-ipbase-mz.12-2.bin y la c2600-ik9o3s-
mz.12-2.bin por la c2600-advsecurityk9-mz.12-2.bin. 
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1.2.2 ADM 
Un ADM es un dispositivo que forma parte de una red SDH [6], normalmente 
con una topología en anillo, y que su función principal es la de extraer e insertar 
señales dentro de esta red. 
El ADM proporcionado COLT consta de dos tarjetas STM-1 con un láser de 
1300nm y con una capacidad de 16 tributarios, ampliable hasta 64 tributarios. 
Es capaz de realizar protecciones tanto SNC (Protección a nivel de VC) como 
1+1 MSP (protección a nivel de hardware, que requeriría de otra dos tarjetas 
STM-1). Se utilizará en conjunto con el ADM Sagem [7], proporcionado por la 
Escuela. 
Las tarjetas de expansión disponibles en este ADM pueden verse en la 
siguiente figura:        
        Tributarios 
 
 
Línea Oeste            Switch      Ctrl. Tributarios   Switch   Línea Este   Controladora         PSU3 
Fig 1.4 ADM Colt 
 
                                            
3 PSU: Power Supply Unit (Fuente de alimentación) 
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Todas las tarjetas de expansión disponen de un led con las siglas IN TFC. Una 
vez arranca todo el sistema y todo esta correcto, los leds IN TFC de color 
naranja de todas las tarjetas de expansión se deben de encender, ha 
excepción de las PSU que no disponen de este led. 
Los conectores de fibra de los que dispone el ADM son del tipo FC, cada STM-
1 (Fig. 1.5) dispone de dos conectores, uno para la entrada de datos (IN) y otro 
para la salida (OUT). Para conectar los dispositivos E1 a los tributarios, se 
utilizan conectores mini-BNC (Fig. 1.6). 
 
 
 
 
 
 
 
 
 
Fig. 1.5 STM-1                          Fig. 1.6 Tributario #1                           
 
Para conectar el ADM al ordenador, y así poder utilizar el software para 
configurarlo, se utiliza el conector de la Fig. 1.7. Se trata de un puerto serie al 
que se debe conectar un cable serie con conectores DB9 hembra en ambos 
extremos. En el PC es necesario disponer del sistema operativo Windows98 
para que el software de configuración funcione. 
 
 
 
 
 
 
Fig. 1.7 Conector PC 
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1.3 Testeo de los dispositivos 
 
Una vez identificados los dispositivos del rack y especificadas sus 
características técnicas se paso a una segunda fase en la que se comprobó su 
estado, Para ello se realizaron diferentes pruebas, tanto externas como 
internas. 
 
Los routers Cisco nada más arrancar hacen un chequeo de su sistema y de sus 
módulos de red, en el caso de que uno de estos módulos falle, o no este 
soportado por la IOS, el led enable del slot afectado no se encenderá y por lo 
tanto este dispositivo no estará disponible para el sistema. Para comprobar que 
los módulos funcionan correctamente, se conectan sus interfaces a un 
hub/conmutador o a un puerto del ADM, en función de las conexiones que 
utilizara el módulo. Si el módulo se encendía el led link en el caso de ethernet, 
o se encendía el led Carrier Detect en el caso de un módulo E1 (detecta la 
portadora), es que el dispositivo funciona correctamente. 
 
En un principio los routers Cisco funcionaban correctamente a excepción del 
módulo NM-2FE2W de uno de ellos, en el cual el led enable no se llegaba a 
encender al finalizar el arranque de todos sus sistemas. 
 
El test de los conmutadores 3Com se baso en comprobar que cada uno de los 
puertos funcionara correctamente, para ello se configuraron las tarjetas de red 
de dos ordenadores Linux para que estuvieran dentro de la misma red. Luego 
uno de los ordenadores se conecto al puerto 1 de un conmutador y el otro se 
conecto al puerto 2 del mismo conmutador. Se ejecuto el comando ping entre 
los dos ordenadores y se fue cambiando el ordenador número dos por los 23 
puertos restantes del conmutador mientras se ejecutaba el comando ping. 
Cada vez que se conectaba en un puerto, el comando ping respondía 
correctamente. 
 
Esta operación se realizo con éxito en los dos conmutadores y todos los 
puertos funcionaron correctamente. 
 
Para realizar las comprobaciones sobre el ADM, primero hubo que aprender a 
configurarlo, ver anexo B. Básicamente lo que se hizo fue un bucle con una 
fibra monomodo en uno de sus módulos STM-1 (Fig. 1.5), e internamente con 
el programa de configuración, se configuró una cross-conexión entre el VC-12 
número 1 del STM-1 y el puerto tributario número 1. Para comprobar que todo 
funcionaba correctamente, simplemente se colocó el equipo Víctor [8], un 
analizador de redes plesiócronas, en la entrada/salida del tributario #1        
(Fig. 1.6)  y se generó un patrón. El equipo Víctor podía enviar y recibir este 
patrón correctamente. Esta operación se realizó con éxito en los dos módulos 
STM-1 que dispone el dispositivo. 
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1.4 Mejoras de los dispositivos 
 
Una vez finalizadas las fases de especificación y test de los equipos se han 
planteado y realizado una serie mejoras, básicamente sobre los dispositivos 
Cisco, para sacarles mayor provecho. Los cambios que se han realizado han 
sido los siguientes: 
 
• Redistribución de la memoria flash: Un router 3640 disponía de una 
flashcard de 16MB para almacenar la IOS, pero en cambio el otro sólo 
disponía de 8MB. En cambio el router 2600, de menores prestaciones, 
tenía 16MB de memoria flash. Lo que se hizo fue redistribuir la memoria 
de los equipos, de manera que los dos routers más potentes, los 3640, 
tuvieran ambos 16MB de memoria flash, y en cambio el router 2600, un 
router menos potente, con 8MB de memoria tenia suficiente. 
 
• Cambio de IOS: Gracias a esta redistribución de memoria fue posible 
probar IOS más potentes para los routers 3640 y una IOS que se 
adaptara a las características del router 2600. Finalmente las IOS 
instaladas y utilizadas para el escenario final han sido las siguientes: 
 
o Routers 3640:  c3640-ik9o3s-mz.122-8.T10.bin 
o Router 2600: c2600-i-mz.123-20.bin 
 
La IOS c3640-ik9o3s-mz.122-8.T10.bin forma parte del paquete 
ADVANCED IP SERIES de Cisco y destaca por el soporte de IPv6, 
VPNs, QoS, NAT, Cortafuegos y VoIP, la c2600-i-mz.123-20.bin forma 
parte del paquete IP BASE, y entre sus características básicas ofrece, 
IPv4, QoS, conectividad DSL y Ethernet. 
 
Al realizar el cambio de IOS en los routers 3640, el modulo NM-2FE2W 
activo su led de enable, indicando así que ya era operativo gracias a la 
actualización de la IOS. 
 
• Redistribución de módulos de red: Debido a que el router 3640 de 
arriba dispone de 128MB de RAM, en el se instalaron los módulos que 
más RAM requerían. Por ello, el módulo NM-2FE2W se colocó en el 
router de arriba y al router de abajo se paso el módulo 1FE-TX. 
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Así, la tabla final de características de estos routers queda de la siguiente 
manera: 
 
 
Tabla II. Características Principales de los Routers Cisco 
 
 
 Cisco 3640 
Arriba 
Cisco 3640 
Abajo 
Cisco 2600 
Procesador R4700 CPU at 
100Mhz, 
Implementation 
33, Rev 1.0 
R4700 CPU at 
100Mhz, 
Implementation 
33, Rev 1.0 
M860 
processor: part 
number 0, mask 
49 
Memoria Ram 128MB 64MB 48MB 
Memoria Flash 8MB 16MB 8MB 
Single Wide 
Slot 
4 4 1/2 
Wide Slot #0 FE-PRI 
1FE-2CE1-B/U 
FE-PRI 
1FE-2CE1-B/U 
 
Wide Slot #1 NM-2FE2W 1FE-TX  
Wide Slot #2  
 
 PRI 
2CE1U 
Wide Slot #3  
 
  
SLOT # 2 2 0 
SLOT 0 16MB 
FLASHCARD 
  
SLOT 1    
IOS c3640-ik9o3s-
mz.122-
8.T10.bin 
c3640-ik9o3s-
mz.122-
8.T10.bin 
c2600-i-mz.123-
20.bin 
IOS 
PACKAGING 
ADVANCED IP 
SERIES 
ADVANCED IP 
SERIES 
IP BASE 
SYSTEM 
BOOTSTRAP 
Version 
11.1(20)AA2 
Version 
11.1(20)AA2 
Version 
12.1(3r)T2 
CONFIG 
REGISTER 
0x2102 0x2102 0x2102 
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2 DISEÑO DEL PROYECTO 
2.1 Dispositivos disponibles 
 
La lista de dispositivos que se pueden utilizar para realizar el diseño del  
escenario está formada por los que han sido proporcionados por COLT y 
aquellos que ya disponía la Escuela. Los dispositivos son los siguientes: 
 
• ADM Sagem – Proporcionado por la Escuela 
• ADM COLT – Proporcionado por Colt 
• 2 Routers Cisco 3640 – Proporcionado por Colt 
• 1 Router Cisco 2600 – Proporcionado por Colt 
• 1 Cabecera ADSL/SHDL Zyxel IES-1000[9] – Proporcionado por la 
Escuela  
• 1 Router ADSL Zyxel 642R[10] – Proporcionado por la Escuela  
• 1 Router SHDSL Zyxel  791R[11] – Proporcionado por la Escuela 
Ordenadores con sistema operativo Windows 2000 Adv. Server, Linux 
Fedora y Windows 98 
• 2 Conmutadores 3Com 3300 – Proporcionado por Colt 
 
2.2 Criterios seguidos para el diseño del escenario 
 
Tal como se ha comentado en la introducción, el objetivo final del escenario es 
su implementación total o parcial dentro del proyecto que se realiza en el 
bloque optativo IXT. Atendiendo a este objetivo y a la variedad de dispositivos y 
tecnologías de las que se dispone, se han marcado los siguientes criterios de 
diseño: 
 
• El escenario debe ser modular: se deben poder configurar partes o 
funciones independientemente de las otras. Esta premisa a de permitir 
que los estudiantes se centren primero aprender a utilizar una 
determinada tecnología y/o protocolo antes de integrarla dentro del 
escenario final. Además esta modularidad tiene que permitir que en lo 
posible varios grupos trabajen en paralelo utilizando tecnologías y/o 
protocolos diferentes. 
 
• El escenario debe incluir el máximo número de tecnologías/protocolos 
disponibles: así los estudiantes aprenderán a integrar los diferentes 
módulos utilizados, con que esto supone de aprendizaje en la 
detectación y solución de los problemas derivados de esta interacción 
  
• El escenario debe responder a las necesidades de un caso real: los 
estudiantes deben plantear este escenario, o uno de similar, a partir de 
la evaluación de las necesidades de un caso real. Es decir, los 
estudiantes deben elegir que tecnologías y protocolos utilizan y como se 
organiza su red a partir del estudio de las necesidades que plantea un 
cliente. 
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2.3 Propuesta de Escenario 
 
Siguiendo el mismo orden lógico que seguirían los estudiantes, primero se 
describirá un caso práctico que responde a los criterios citados en el apartado 
anterior, para luego presentar un diseño que cubra sus necesidades. La 
implementación de este diseño, se desarrolla en los siguientes capítulos de 
ésta memoria. 
 
CASO PRÁCTICO 
 
Una cadena de hoteles ha decidido interconectar sus dos edificios, A y B, con 
el fin de compartir servicios de administración a la vez que se quieren 
implantar servicios de valor añadido para sus clientes. Algunos de ellos son: 
 
o Acceso a Internet de alta velocidad desde todas las habitaciones, salas 
y despachos de los hoteles. 
o Distribución de contenidos multimedia sobre IP desde uno de los 
hoteles a los clientes de toda la cadena: hilo musical, películas, TV. 
o VoIP, Vídeo conferencia. 
o Vídeo vigilancia: con un control central en uno de los hoteles. 
o Control domótico de las instalaciones de toda la cadena centralizado en 
uno de los hoteles. 
 
Los hoteles disponen de una infraestructura de telecomunicación muy antigua, 
todo el edificio está cableado con par de cobre dando servicio a una red de 
telefonía básica. Lo que se pretende es utilizar esta red ya implantada en el 
edificio para transportar los nuevos servicios, así el coste y tiempo de 
despliegue de los servicios será bajo. 
 
La cadena tiene prevista la ampliación de ambos hoteles mediante la compra y 
reforma de dos edificios contiguos a estos en los que desparecerán las 
restricciones anteriormente expuestas ya que se reformará completamente su 
interior. Las comunicaciones en estas ampliaciones se realizarán utilizando en 
nuevo estándar IPv6, pero se aprovechará la antigua infraestructura IPv4 para 
comunicar los dos hoteles nuevos, así no hará falta pedir al ISP otra línea 
dedica. 
 
 
 
A partir de este enunciado, la solución técnica que se propone es la siguiente. 
En los hoteles se colocarán cabeceras SHDSL y ADSL, por norma general las 
habitaciones irán conectadas a las cabeceras ADSL, utilizando el par de cobre 
ya existente, ya que estas cumplen con los requerimientos de velocidad que 
puedan necesitar los clientes, un tráfico muy asimétrico, en cambio otras salas 
especiales estarán conectadas a las cabeceras SHDSL que tiene un mayor 
ancho de banda en su canal de subida, necesario para hacer videoconferencia 
o transferencia rápida de un gran volumen de datos. 
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Una vez implantadas las cabeceras, todas las habitaciones y salas/salones 
dispondrán de un router ADSL o SHDSL que podrá ofrecer diferentes servicios: 
Internet, televisión a la carta, conferencia a tiempo real, VoIP, hilo musical. El 
coste de implantación de esta tecnología en los hoteles es muy baja, ya que no 
hay que cablear nada, simplemente hay que colocar una cabecera 
SHDSL/ADSL en la centralita de teléfonos y en cada habitación un router 
SHDSL o ADSL. Además las velocidades que se podrán alcanzar son las 
máximas permitidas por esta tecnología, ya que la distancia desde el router a la 
cabecera siempre será muy baja (menor de 400/500 metros), lo máximo 
permitido por ADSL es de 2000m y SHDSL en su capacidad máxima, de 
3000m. 
 
Una vez implantada toda la infraestructura telemática en los dos hoteles, se 
tendrán que conectar entre sí. Para ello se utilizará un enlace E1 exclusivo a 
través de un anillo de fibra proporcionado por un ISP. Este enlace 
proporcionará una velocidad de conexión de 2Mbps Full Duplex entre los 
hoteles. En esta línea dedicada, se aplicarán técnicas de calidad de servicio a 
nivel IP, para dar prioridad a determinados servicios que se ofrecen. Para salir 
a Internet se utilizará otro enlace E1, también de 2Mbps, proporcionado por 
otro ISP, además este enlace también servirá de backup de conexión entre los 
hoteles. En el caso de utilizarlo, se realizará una VPN entre las dos sedes, por 
la que pasarán las comunicaciones de gestión de los hoteles. Además sobre 
esta línea, al no ser exclusiva, se realizará una calidad de servicio más estricta 
que en la línea dedicada. Para conseguir estos objetivos en cada uno de los 
hoteles se colocará un router Cisco 3640. Por un lado este router irá conectado 
a la cabecera y por otro lado irá conectado al anillo de fibra a través de un 
ADM. 
 
Las modificaciones que pueda sufrir la red no afectarán a la conectividad de la 
misma, gracias a la utilización de protocolos de enrutamiento dinámico como 
son RIPv2 (Routing Information Protocol) y OSPF (Open Shortest Parth First). 
Además se habilitarán los protocolos multicast IGMP (Internet Group 
Management Protocol) y PIM (Protocol Independent Multicast) para permitir la 
creación de grupos multicast y el encaminamiento de paquetes a estos grupos, 
respectivamente, para permitir la distribución de contenidos como el hilo 
musical, la televisión, radio o películas a la carta. Resumiendo, las tecnologías 
que se van a implementar en el escenario son las siguientes: 
 
A nivel Físico y Enlace 
• Ethernet 
• ADSL 
• SHDSL 
• PDH – E1 G.703 
• SDH – Contenedores 
VC-12 
 
 
 
 
 
 
A nivel de Red 
• IPv4 – RFC 0791 [12]  
• IPv6 – RFC 2640  [13] 
• Túnel IPv6 over IPv4 – RFC 
2529  [14] 
• RIPv2 – RFC 2453 [15] 
• OSPF – RFC 2329 [16] 
• Multicast – RFC 2236 [17] RFC 
2362[18] (posar PIM y IGMP) 
• QoS – RFC 2475 [19] 
• VPN IPSEC – RFC  3585   [20] 
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A continuación se expone el diseño final del escenario en forma de diagrama 
de red que permite ver como quedan interconectados los diferentes dispositivos 
(incluye nombres de los dispositivos) y en el que se han incluido las tecnologías 
y protocolos que se van a utilizar. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.1 Diagrama de red: Escenario Proyecto Hoteles 
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2.4 Cables y conexiones 
 
Una vez definido el escenario a implementar, es necesario identificar los tipos 
de cables que se emplearán, que vendrán determinados por las interfaces que 
dispongan los dispositivos conectados entre si. Además, para cada dispositivo 
es necesario conocer e identificar sus interfaces para definir exactamente las 
conexiones que se van a realizar. 
 
2.4.1 Cables 
 
Básicamente se utilizan 3 tipos de cables: 
 
• Cable telefónico de 4 hilos y 2 hilos con conectores RJ11. El cable de 2 
hilos se utiliza para conectar el router ADSL con la cabecera y el de 4 
hilos conectar el router SHDSL con la cabecera, también es posible 
utilizar cable de 4 hilos para conectar el router ADSL a la cabecera. 
• Cable UTP CAT 5e con conectores RJ45 según la normativa 
ANSI/TIA/EIA-568-B. Se utilizarán tanto cables normales como 
cruzados. 
• Cable H2424 con conectores DB15 – BNC y con conectores DB15 – 
mini-BNC. Estos cables se utilizarán para conectar los routers Cisco con 
los ADM, el DB15-BNC con el ADM Sagem y el DB15-mini-BNC con el 
ADM COLT. 
2.4.2 Conexiones 
 
Antes de nada hay que conocer como enumera Cisco a sus interfaces. Por 
ejemplo interfaz s0/0, la s indica que es una interfaz del tipo serie, el primer 0  
indica que esta en el módulo de expansión de red número 0 y el segundo 0,  
indica que es la interfaz 0 dentro de este módulo de expansión de red. Los 
números de los módulos vienen serigrafiados en los routers Cisco al lado de 
cada módulo, el número de módulos del que disponga un dispositivo, depende 
de la serie y modelo. 
 
Por lo tanto las conexiones entre los dispositivos quedarían de la siguiente 
manera: 
 
• PC – Router SHDSL ? Cable UTP, Conector RJ45, cable plano o 
cruzado, Tarjeta ethernet PC al puerto LAN del router SHDSL. 
• Router SHDSL – Cabecera SHDSL? Cable telefónico 4 hilos, Conector 
RJ11, Puerto WAN del router al Puerto número 1 de la cabecera 
SHDSL. 
• Cabecera SHDSL – RouterA Cisco 3640? Cable UTP, Conector RJ45, 
cruzado, Puerto LAN de la cabecera SHDSL a interfaz f0/0 del RouterA. 
• RouterA Cisco 3640 – ADM Sagem ? Cable H2424, Conector DB15-
BNC, interfaz s0/0 a tributario #1, interfaz s0/1 a tributario #2 
• RouterB Cisco 3640 – ADM Colt ? Cable H2424, Conector DB15-mini-
BNC, interfaz s0/0 a tributario #1, interfaz s0/1 a tributario #3 
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• RouterC Cisco 3640 – ADM Sagem ? Cable H2424, Conector DB15-
BNC, interfaz s1/0 a tributario #3 
• RouterC Cisco 3640 – ADM Colt ? Cable H2424, Conector DB15-mini-
BNC, interfaz s1/1 a tributario #2 
• ADM Sagem – ADM Colt ? Fibras monomodo, conectores FC y ST, 
Tarjeta línea oeste con Tarjeta A. 
• ADM Sagem – ADM Colt ? Fibras monomodo, conectores FC y ST, 
Tarjeta línea este con Tarjeta B. 
• Cabecera ADSL – RouterB Cisco 3640? Cable UTP, Conector RJ45, 
cruzado, Puerto LAN de la cabecera ADSL a interfaz f0/0 del RouterB. 
• Router ADSL – Cabecera ADSL? Cable telefónico 4 hilos o 2 hilos, 
Conector RJ11, Puerto WAN del router al Puerto número 1 de la 
cabecera ADSL. 
• Pc – Router ADSL ? Cable UTP, Conector RJ45, cable cruzado, Tarjeta 
ethernet PC al puerto LAN del router ADSL. 
• PcA IPv6 – RouterA ? Cable UTP, Conector RJ45, cable cruzado, 
tarjeta de red del Pc a interfaz f1/0. 
• PcB IPv6 – RouterB ? Cable UTP, Conector RJ45, cable cruzado, 
tarjeta de red del PC a interfaz f1/0. 
 
Los cables H2424, disponen de un conector DB15 y de dos BNC o mini-BNC, 
estos conectores van a los tributarios, pero los tributarios tienen dos 
conexiones, una de entrada (IN) y otra de salida (OUT) de datos, por lo que hay 
que tener en cuenta el sentido (IN/OUT) para que el sistema funcione. 
2.5 Direccionamiento IP 
 
Para la asignación de redes a cada uno de los segmentos de la red, se ha 
utilizado máscaras de longitud variable (VLSM, Variable Length Subnet Mask) 
para evitar  el desperdicio de direcciones IP. El rango de direcciones IP del que 
se dispone es el siguiente: 192.168.0.0/24, pero al utilizar VLSM con el rango 
192.168.0.0/25 es más que suficiente para otorgar las IP que se necesitan. Al 
utilizar direccionamiento IP con longitud de máscara variable, obliga a utilizar 
protocolos de enrutamiento classless, como son RIPv2, OSFP, EIGRP, y a 
evitar los protocolos classfull como RIPv1 e IGRP, ya que estos protocolos no 
permiten redirecciones redes a las que aplica se subnetting4. 
 
Fig. 2.2 Direccionamiento IP VLSM 
                                            
4 División de un red en redes más pequeñas 
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2.5.1 Redes 
 
La distribución de las subredes, es la que se ha descrito en el diseño del 
escenario y quedaría de la siguiente manera: 
 
• 192.168.0.0/27 ? Red G – 30 Hosts 
• 192.168.0.32/27 ? Red F – 30 Hosts 
• 192.168.0.64/29 ? Red E – 6 Hosts 
• 192.168.0.72/29 ? Red D – 6 Hosts 
• 192.168.0.80/30 ? Red C – 2 Hosts 
• 192.168.0.84/30 ? Red B – 2 Hosts 
• 192.168.0.88/30 ? Red A – 2 Hosts 
2.5.2 Asignación de direcciones IP 
 
Una vez definidas las subredes, hay que asignar a las interfaces de los 
dispositivos su IP correspondiente, en función de la subred donde estén. 
 
• Router SHDSL 
o Puerto WAN: 192.168.0.66/29 
o Puerto LAN: 192.168.0.33/27 
• RouterA 
o Interfaz f0/0: 192.168.0.65/29 
o Interfaz s0/0: 192.168.0.89/30 
o Interfaz s0/1: 192.168.0.86/30 
• RouterB 
o Interfaz f0/0: 192.168.0.73/29 
o Interfaz s0/0: 192.168.0.90/30 
o Interfaz s0/1: 192.168.0.82/30 
• RouterC 
o Interfaz s1/0: 192.168.0.85/30 
o Interfaz s1/1: 192.168.0.81/30 
• Router ADSL 
o Puerto WAN: 192.168.0.74/29 
o Puerto LAN: 192.168.0.1/27 
• Cabecera ADSL 
o Puerto LAN: 135.10.110.3/24 IP de Gestión 
• Cabecera SHDSL 
o Puerto LAN: 135.10.110.4/24 IP de Gestión 
• ADM Sagem 
o Puerto LAN: 135.10.110.10/24 IP de Gestión 
 
Las cabeceras ADSL/SHDSL, no necesitan tener una IP para que el escenario 
funcione, ya que actúan como un conmutador ethernet, pero disponen de una 
IP que sirve para poder gestionarlas. Los ordenadores que se conectan a los 
routers ADSL y SHDSL tendrán una IP, máscara y puerta de enlace en función 
de la subred donde estén situados y al router conectado. 
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3 CONFIGURACIÓN BÁSICA 
3.1 División del escenario 
 
El escenario se ha sido dividido de forma que se pueda trabajar de una manera 
independiente, hasta cierto punto,  para así después unir las partes y que todo 
funcione correctamente. 
 
La configuración básica se basa en:  
 
o Configuración de los diferentes enlaces 
o Red de transporte: anillo SDH 
o Redes de acceso: cabeceras DSL 
o Interconexión de los enlaces 
o Routers Cisco 
o Router ADSL  y SHDSL 
o Direccionamiento IP 
o Según lo indicado en el capítulo anterior 
 
Una vez realizada esta configuración básica, no se dispondrá de una 
comunicación extremo a extremo, sólo habrá comunicación con los dispositivos 
adyacentes de cada uno. 
 
3.2 Anillo SDH 
 
La primera configuración a realizar será la del anillo SDH formado por los dos 
ADMs. Su configuración se basa en trabajar siempre sobre un par de fibras 
denominadas fibras de trabajo. 
 
En el caso que alguna de las fibras de trabajo fallara, se pasaría a un juego de 
fibras alternativo llamado fibras de protección. Si la protección se activará y la 
fibra de trabajo volviera a estar funcional, al cabo de unos segundos 
especificados en la configuración se conmutaría de fibra de protección a fibra 
de trabajo. Ver anexo D. 
3.2.1 ADM COLT 
 
Para configurar el ADM COLT es básico realizar una lectura previa al anexo B, 
este anexo trata de ser un pequeño manual, donde se explican las opciones 
principales del ADM. 
 
Una vez conectado al ADM y en la página de configuración principal, 
selecciona el  menú connection y elegir la opción Line West. Aparecerá la 
pantalla de la Fig. 3.1, menú Cross Connections, en el apartado de source se 
elige del desplegable la opción Line West  y en el destination Trib 4, por último 
el traffic type se elige VC-12. 
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Ahora sólo queda realizar las conexiones entre los VC-12 del STM-1 de la línea 
oeste y los tributarios que se desee. Para realizarlas hay que seleccionar en la 
columna de la izquierda el VC-12 que se desee conectar y en la de la derecha  
el tributario que se desea utilizar para extraer e insertar información en este 
VC-12 (las conexiones se consideran bidireccionales), una vez seleccionado 
sólo hay que pulsar el botón connect. Las conexiones que hay que realizar son 
las que se muestran en la Fig. 3.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.1 Conexiones 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.2 Conexiones Realizadas 
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Las fibras de trabajo ya están funcionando correctamente, ahora queda 
configurar las fibras de protección. Para configurarlas se accede al mismo 
menú que el anterior, pero ahora en el desplegable de source se selecciona 
Trib 4 y en el destination el STM-1 de protección, en este caso Line East. En 
pantalla se tendrá la Fig. 3.3, ahora en la columna de la izquierda se elegirá la 
conexión entre tributario y VC-12 que se desea proteger, y en la de la derecha 
con que VC-12 del STM-1 de la línea este se protegerá. Para realizar la 
protección hay que pulsar el botón Protect. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.3 Protecciones 
 
 
Al pulsar el botón de Protect aparecerá la Fig. 3.4, en esta pantalla se observa 
la conexión de trabajo y la conexión de protección y se dará la oportunidad de 
configurar aspectos de la protección. La opción Revertive Protección sirve para 
que en el caso que se este trabajando con la fibra de protección y la fibra del 
trabajo recupere su estado normal, al pasar un tiempo WTR, configurable, se 
volverá a utilizar la fibra de trabajo. Bidireccional Proteccion indica protección 
en ambos sentidos. Por último con el Operator Command se tiene la posibilidad 
de forzar la fibra a utilizar. Para validar pulsar el botón Apply. 
 
La Fig. 3.5  muestra todas las protecciones realizadas. Si en algún momento se 
necesita cambiar alguno de esos parámetros, primero se selecciona la 
protección en la columna de la derecha y luego se pulsa el botón Amend, en el 
caso de querer eliminar una protección, se selecciona y se pulsa el botón 
Unprotect. 
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Fig 3.4 Configuración de las Protecciones 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 3.5 Protecciones Realizadas 
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3.2.2 ADM Sagem 
 
Para conectar con el ADM, se hará a través de su interfaz de gestión, se 
configura en un ordenador la tarjeta de red (IP y  máscara de red en el mismo 
rango que la IP de gestión del ADM), y se conectará al ADM con un cable 
cruzado, a través del navegador Internet Explorer. 
 
Una vez dentro se ira al apartado de Cross-connection y se configuran las 
conexiones tal y como se muestra en la Fig. 3.6. La fibra de trabajo une la 
interfaz A del ADM Sagem con la línea oeste del ADM Colt, la fibra de 
protección une la Interfaz B del ADM Sagem con la línea este del ADM COLT. 
 
Por lo tanto la interfaz A será la de trabajo y la B la de protección, y tanto la 
conexiones de trabajo como las de protección se configuran de modo 
bidireccional. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.6 Conexiones y Protecciones Realizadas 
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La Fig. 3.7 muestra un ejemplo de cómo realizar una conexión y su protección. 
El M#1 indica el tributario que utilizado para extraer e insertar información, en el 
siguiente campo, se selecciona el tipo de VC y si es unidireccional o 
bidireccional, por último para realizar la conexión se indica que VC-12 del STM-
1 de la interfaz A se desea utilizar. Las protecciones se configuran en el cuadro 
de abajo a la izquierda, en él se configura si activar o no la opción de revertive 
y el WTR, este timer sirve para indicar cuanto tiempo se desea esperar desde 
que se esta en protección y la línea de trabajo esta correcta hasta que se 
realiza el cambio para funcionar en la línea de trabajo. EL SF Persistancy es un 
timer para que en caso de que hubiera algún micro corte en línea de trabajo no 
cambiará directamente a la línea de protección. Por último y la más importante 
de las opciones de la protección, es indicar que VC-12 del STM-1 de la interfaz 
B se va a utilizar para proteger esta conexión. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.7 Realizar una Conexión y Protección 
 
Hay que tener en cuenta que la configuración de la protección que se realiza 
tanto en el ADM COLT como en el ADM Sagem debe ser la misma. 
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3.3 Cabeceras ADSL y SHDSL 
 
La configuración que se va a realizar en las cabeceras, es una configuración 
básica. Como se ha comentado en capítulos anteriores, las cabeceras actúan 
como conmutadores y por lo tanto no hace falta que dispongan de una IP. En 
ellas sólo hay que configurar los parámetros que utilizarán para conectarse con 
los routers ADSL y SHDSL. 
 
Para conectar con las cabeceras y poder así configurarlas, se hará a través de 
su interfaz de gestión, se configura en un ordenador la tarjeta de red (IP y  
máscara de red en el mismo rango que la IP de gestión de la cabecera ADSL y 
SHDSL), y se conecta con ambas cabeceras con un cable cruzado, a través del 
navegador Internet Explorer. 
3.3.1 Cabecera ADSL 
 
Una vez conectado se configura el puerto número 1 tal y como se muestra en 
la Fig. 3.8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.8 Configuración Cabecera ADSL 
 
 
La velocidad de conexión es 512 Kbps de subida y 2048 Kbps de bajada, el 
encapsulado seleccionado es LLC y su VPI y VCI es 0/33. 
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3.3.2 Cabecera SHDSL 
 
Una vez conectado, de las misma forma que se ha conectado anteriormente, 
se configura el puerto número 1 tal y como se muestra en la Fig. 3.9 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.9 Configuración Cabecera SHDSL 
 
La velocidad de conexión es simétrica con un mínimo de 192 Kpbs y un 
máximo de 2304 Kbps en función del estado de cable, el encapsulado 
seleccionado es LLC y su VPI y VCI es 0/33. 
 
3.4 Routers ADSL y SHDSL 
 
La conexión con los router ADSL y SHDSL, se puede realizar de dos formas: 
La primera sería a través del puerto serie, utilizando un programa como 
Hyperterminal para poder configurarlos. Los parámetros de conexión por puerto 
serie son: 9600 bps, bits de datos 8, paridad ninguna, bits de parada 1 y control 
de flujo ninguno. Otra manera de poder conectar es a través de telnet. Para ello 
se ejecutará el comando telnet y la IP de la interfaz LAN del router, que por 
defecto es la IP 192.168.1.1 y el usuario/contraseña admin/1234. En el caso de 
que ya esté configurado, se puede resetear pulsando, con un objeto 
puntiagudo, durante tres segundos el botón que tienen en la parte posterior. Si 
se conecta con un cable serie éste debe tener conectores DB9, si se realiza a 
través de telnet, el cable a utilizar será un cable UTP cruzado con conectores 
RJ45.  
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A continuación se explica como configurar las interfaces LAN y WAN de los 
routers a nivel IP y las interfaces WAN a nivel de conexión con sus respectivas 
cabeceras ADSL o SHDSL. 
3.4.1 Router ADSL 
 
Una vez  conectado con el router se observa el menú de la Fig. 3.10, lo primero 
que se realiza es ponerle un nombre y configurarlo como router Fig. 3.11, esto 
debe realizarse entrando al menú 1 General Setup. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.10 Menú General ADSL 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.11 Menú General Setup 
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Una vez que el router este preparado, se configura su interfaz LAN (Fig. 3.12), 
menú 3.2 y WAN (Fig. 3.13), menú 4, con el direccionamiento explicado 
anteriormente. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.12 Configuración LAN 
 
Destacar que se puede activar el DHCP para asignar de forma automática 
direcciones IP a los dispositivos que se conecten en la interfaz LAN del router. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.13 Configuración WAN 
 
 
Hay que tener en cuenta que el Single User Account (NAT) debe de ser 
deshabilitado para que todo funcione correctamente. 
 
Se puede observar como no se ha configurado la máscara de red de la interfaz 
WAN, desde este menú no se puede configurar, se debe acceder a otro menú. 
Para acceder a este menú, desde la pantalla principal (Fig. 3.10), se entrar al 
menú 11.1 (Fig. 3.14), en él pueden configurarse más parámetros de la interfaz 
WAN. 
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Fig. 3.14 Configuración WAN Extendida 1 
 
Para modificar algún parámetro IP, se selecciona el campo Edit IP/IPX/Bridge y 
se cambia a yes, en ese momento se accede a otra pantalla (Fig. 3.15) menú 
11.3, donde se cambian varios parámetros IP, entre ellos la máscara de red. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.15 Configuración WAN Extendida 2 
 
 
Por último comentar que los routers Zyxel disponen de un cortafuegos 
integrado, que por defecto lleva algunas reglas de filtrado activadas. Es 
interesante eliminarla todas ya que sino se tendrán problemas a la hora de 
utilizar herramientas de test como tracerts y pings desde diversos punto de 
todo el escenario. Para eliminar las reglas, se accederá al menú 21, desde el 
menú general, aquí se observan todas las reglas, para borrarlas, simplemente 
seleccionar el número de la regla, luego borrar el nombre de la regla y pulsar 
enter, en ese momento, la regla seleccionada será borrada. 
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3.4.2 Router SHDSL 
 
Tal y como se ha realizado en el apartado anterior, una vez conectado con el 
router se muestra el menú de la Fig. 3.16, lo primero que se realiza es ponerle 
un nombre y configurarlo como router Fig. 3.17, esto debe realizarse entrando 
al menú 1 General Setup. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.16 Menú General SHDSL 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.17 Menú General Setup 
 
 
Una vez que el router este preparado, se configura su interfaz LAN (Fig. 3.18), 
menú 3.2 y WAN (Fig. 3.19), menú 4, con el direccionamiento explicado 
anteriormente. 
 
 
 
 
 
34  Proyecto de Interconexión 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.18 Configuración LAN 
 
Destacar que se puede activar el DHCP para asignar de forma automática 
direcciones IP a los dispositivos que se conecten en la interfaz LAN del router. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.19 Configuración WAN 
 
 
Hay que tener en cuenta que el Network Address Translation debe de ser 
deshabilitado para que todo funcione correctamente. 
 
Tal y como pasaba en el caso anterior, en este router tampoco se configura de 
forma directa las máscara de red de la interfaz WAN, para ello se debe acceder 
a otro menú. Para acceder a éste, desde la pantalla principal (Fig. 3.16), se 
entra al menú 11.1 (Fig. 3.20). En él pueden configurarse más parámetros de 
la interfaz WAN. 
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Fig. 3.20 Configuración WAN Extendida 1 
 
Para modificar algún parámetro IP, se selecciona el campo Edit IP/Bridge y se 
cambia a yes, en ese momento se accede a otra pantalla (Fig 3.21) menú 11.3, 
donde se pueden cambiar varios parámetros IP, entre ellos la máscara de red. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.21 Configuración WAN Extendida 2 
 
 
Este router SHDSL, igual que el ADSL, dispone de un cortafuego y también se 
encuentra activo por defecto, por lo tanto para eliminar todas sus reglas, se 
debe proceder de la misma manera que se ha descrito anteriormente. El menú 
del cortafuego en el router SHDSL también es el 21. 
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3.5 Router Cisco 
 
Los últimos dispositivos que quedan para acabar la configuración básica del 
escenario son los routers Cisco, como se ha realizado anteriormente, sólo se 
va  a realizar una configuración básica de los mismos. Para saber como 
conectarse a un router Cisco, conocer sus modos de ejecución, cargar y 
guardar una configuración, actualizar una IOS y habilitar password de entrada, 
ver anexo C. 
 
3.5.1 Router 3640 - RouterA 
 
Una vez conectado al router, se accederá primero al modo privilegiado con el 
comando enable, luego se ejecutará el comando config Terminal para entrar en 
modo de configuración global, en este modo se configura el nombre del router y 
sólo en este router se especifica la IOS que debe de cargar desde la tarjeta 
PCMCIA que está en el Slot0. 
 
 
Para configurar las conexiones E1 y los slots de la trama que se van a utilizar 
para transmitir datos, se utilizan los siguientes comandos: 
 
 
 
 
 
 
 
 
Se ha indicado que en las dos interfaces E1 que dispone el router, se van a 
utilizar 30 canales para la transmisión de datos, desde el 1 hasta el 31, este 
grupo de canales tendrá el número 0.  
 
Para finalizar la configuración de este router, hay que configurar la dirección IP 
de cada una de las interfaces que se van a utilizar, en este caso también se va 
incluir la configuración del la interfaz con IPv6. 
 
 
 
 
 
 
 
 
 
 
 
RouterA(config) hostname RouterA 
RouterA(config) boot system flash slot0:c3640-ik9o3s-mz.122-8.T10.bin
RouterA(config) controller E1 0/0 
RouterA(config-controller) channel-group 0 timeslots 1-31 
RouterA(config-controller) exit 
RouterA(config) controller E1 0/1 
RouterA(config-controller) channel-group 0 timeslots 1-31 
RouterA(config-controller) exit 
RouterA(config) int f0/0 
RouterA(config-if) description Conexion cabecera SHDSL 
RouterA(config-if) ip address 192.168.0.65 255.255.255.248 
RouterA(config-if) no cdp enable 
RouterA(config-if) duplex auto 
RouterA(config-if) speed auto 
RouterA(config-if) no shutdown 
RouterA(config-if) exit 
RouterA(config) int f1/0 
RouterA(config-if) ipv6 address 4000:1:1:1:1:1:1:1111/112 
RouterA(config-if) duplex auto 
RouterA(config-if) speed auto 
RouterA(config-if) no shutdown 
RouterA(config-if) exit 
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El comando duplex auto y speed auto, sirve para que la interfaz de red 
autonegocie sus parámetros con el dispositivo que está al otro extremo del 
cable. 
 
No cdp enable, sirve para deshabilitar el Cisco Discovery Protocol, y así no 
enviar datos sobre el router a los routers adyacentes. No shutdown  habilita la 
interfaz de forma administrativa, una interfaz puede estar deshabilitada ya sea 
porque su cable está desconectado o debido a que la interfaz no esta habilitada 
de forma administrativa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Se coloca int s0/0:0 indicado el channel-group, especificado anteriormente, que 
se van a utilizar para la configuración de esta interfaz serie, así se podrían 
configurar varias interfaces apuntando a diferentes channel-group, y estos 
channel-group compartirían un E1. 
 
3.5.2 Router 3640 - RouterB 
 
Una vez conectado al router, se accederá en el modo configuración global, en 
este modo se configurará el nombre del router. 
  
 
Para configurar las conexiones E1 y los slots de la trama que se van a utilizar 
para transmitir datos, se utilizan los siguientes comandos: 
 
 
 
 
 
 
 
 
Se ha indicado que en las dos interfaces E1 que dispone el router, se van a 
configurar un grupo que utiliza los 30 canales de cada E1. 
 
RouterA(config) int s0/0:0 
RouterA(config-if) description Conexion RouterB 
RouterA(config-if) ip address 192.168.0.89 255.255.255.252 
RouterA(config-if) no cdp enable 
RouterA(config-if) no shutdown 
RouterA(config-if) exit 
RouterA(config) int s0/1:0 
RouterA(config-if) description Conexion RouterC 
RouterA(config-if) ip address 192.168.0.86 255.255.255.252 
RouterA(config-if) no cdp enable 
RouterA(config-if) no shutdown 
RouterA(config-if) exit 
RouterB(config) hostname RouterB
RouterB(config) controller E1 0/0 
RouterB(config-controller) channel-group 0 timeslots 1-31 
RouterB(config-controller) exit 
RouterB(config) controller E1 0/1 
RouterB(config-controller) channel-group 0 timeslots 1-31 
RouterB(config-controller) exit 
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Para finalizar la configuración de este router, hay que configurar la dirección IP 
de cada una de las interfaces que se van a utilizar, en este caso, como en el 
anterior, también se va incluir la configuración del la interfaz con IPv6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.5.3 Router 2600 - RouterC 
 
Se vuelve a realizar las mismas operaciones realizadas en los dos routers 
anteriores. 
 
 
Para configurar las conexiones E1 y los slots de la trama que se van a utilizar 
para transmitir datos, se utilizan los siguientes comandos: 
 
 
 
 
 
 
 
 
Igual que en los casos anteriores, se ha indicado que en las dos interfaces E1,  
van a utilizar 30 canales para la transmisión de datos, desde el 1 hasta el 31.  
 
 
RouterB(config) int f0/0 
RouterB(config-if) description Conexion cabecera ADSL 
RouterB(config-if) ip address 192.168.0.73 255.255.255.248 
RouterB(config-if) no cdp enable 
RouterB(config-if) duplex auto 
RouterB(config-if) speed auto 
RouterB(config-if) no shutdown 
RouterB(config-if) exit 
RouterB(config) int f1/0 
RouterB(config-if) ipv6 address 2000:1:1:1:1:1:1:1111/112 
RouterB(config-if) duplex auto 
RouterB(config-if) speed auto 
RouterB(config-if) no shutdown 
RouterB(config-if) exit 
RouterB(config) int s0/0:0 
RouterB(config-if) description Conexion RouterA 
RouterB(config-if) ip address 192.168.0.90 255.255.255.252 
RouterB(config-if) no cdp enable 
RouterB(config-if) no shutdown 
RouterB(config-if) exit 
RouterB(config) int s0/1:0 
RouterB(config-if) description Conexion RouterC 
RouterB(config-if) ip address 192.168.0.82 255.255.255.252 
RouterB(config-if) no cdp enable 
RouterB(config-if) no shutdown 
RouterB(config-if) exit 
RouterC(config) hostname RouterC
RouterC(config) controller E1 0/0 
RouterC(config-controller) channel-group 0 timeslots 1-31 
RouterC(config-controller) exit 
RouterC(config) controller E1 0/1 
RouterC(config-controller) channel-group 0 timeslots 1-31 
RouterC(config-controller) exit 
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Para finalizar la configuración de este router, hay que configurar la dirección IP 
de cada una de las interfaces que se van a utilizar. En este router, al no formar 
parte del túnel IPv6, no hace falta configurar ninguna interfaz con IPV6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RouterC(config) int s1/0:0 
RouterC(config-if) description Conexion RouterA 
RouterC(config-if) ip address 192.168.0.85 255.255.255.252 
RouterC(config-if) no cdp enable 
RouterC(config-if) no shutdown 
RouterC(config-if) exit 
RouterC(config) int s1/1:0 
RouterC(config-if) description Conexion RouterB 
RouterC(config-if) ip address 192.168.0.81 255.255.255.252 
RouterC(config-if) no cdp enable 
RouterC(config-if) no shutdown 
RouterC(config-if) exit 
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4 ENRUTAMIENTO 
 
En este capítulo se va a configurar el enrutamiento en los routers. Como se ha 
comentado en el capítulo 2, se utilizan dos protocolos de enrutamiento 
classless, RIPv2 y OSPF, el hecho de utilizar estos dos protocoles, es debido, 
a que los routers Zyxel no soportan OSPF, por lo tanto lo que se realiza es 
dividir el enrutamiento de la red en RIP y OSPF. Una vez acabada la 
configuración de los protocolos en los routers se podrá establecer 
comunicación de extremo a extremo de la red y además en el caso que la red 
sufra algún cambio de topología, esta lo aprenderá de forma automática. Ver 
anexo E. 
 
4.1 RIPv2 
 
Tal y como se muestra en la Fig. 2.1, el protocolo RIPv2 se configura en las 
interfaces WAN de los router ADSL y SHDSL y en las interfaces f0/0 de los 
routers A y B, no es necesario configurarlo en las interfaces LAN de los router 
ADSL y SHDSL. Por lo tanto se puede decir que las redes donde se configura 
el protocolo RIPv2 y por lo tanto se intercambian tablas de ruta son: La red D y 
E. 
 
4.1.1 Router ADSL 
 
Para configurar RIPv2 en la interfaz WAN, se accede al menú 11.1 y una vez 
dentro de él, se selecciona la opción Edit IP/IPX/Bridge y se cambia a yes. Se 
accede a las opciones IP (Fig. 4.1) menú 11.3, de la interfaz WAN, en el campo 
versión se selecciona RIP-2B y en Rip Direction se selecciona Both, para poder 
tanto enviar como recibir tablas RIP. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.1 Configuración RIPv2 en WAN 
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4.1.2 Router SHDSL 
 
Para configurar RIPv2 en este router, se debe de acceder al mismo menú que 
se ha accedido en el apartado anterior, menú 11.1 y una vez dentro, Edit 
IP/Bridge a yes, se mostrará la pantalla de la Fig. 4.2 menú 11.3 y se 
procederá de la misma forma que el apartado anterior, RIP-2B en version y Rip 
Direction en Both. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.2 Configuración RIPv2 en WAN  
 
4.1.3 Router 3640 - RouterA 
 
En los routers Cisco, para RIPv2 (ver [21]) se debe configurar en cada interfaz 
en las que se desee enviar y recibir tablas RIP. Además al utilizar VLSM se 
debe de activar el ip classless en el router. Los comandos a ejecutar son los 
siguientes en el modo de configuración global: 
 
 
 
 
 
 
 
 
 
 
 
 
El comando version 2 indica la versión del protocolo RIP a utilizar, el comando 
network 192.168.0.0 indica que se quieren publicar redes o subredes que estén 
dentro de este rango, finalmente los comando ip rip send version 2 y ip rip 
receive version 2 indican que por esta interfaz se van a enviar y recibir tablas 
RIPv2. 
 
RouterA(config) ip classless 
RouterA(config) ip routing 
RouterA(config) router rip 
RouterA(config-router) version 2 
RouterA(config-router) network 192.168.0.0 
RouterA(config-router) exit 
RouterA(config) int f0/0 
RouterA(config-if) ip rip send version 2 
RouterA(config-if) ip rip receive version 2 
RouterA(config-if) exit 
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4.1.4 Router 3640 - RouterB 
 
La configuración de RIPv2 en este router es exactamente igual que la anterior. 
 
 
 
 
 
 
 
 
 
 
 
4.2 OSPF 
 
Para completar el enrutamiento de todo el escenario se va a configurar OSPF 
en los routers Cisco (ver [22])  A, B y C. Estos equipos tendrán una visión 
global de toda la red ya que además de distribuir las rutas configuradas por 
OSPF también van a redistribuir las rutas aprendidas por RIPv2. 
4.2.1 Router 3640 - RouterA 
 
Las redes OSPF que se van a distribuir van a ser la de las interfaces serial, por 
lo tanto esas van a ser las únicas interfaces que se van a publicar OSPF. Los 
comandos, a ejecutar en modo configuración global, son los siguientes: 
 
 
 
 
 
 
 
 
 
Con el comando redistribuye rip subnets indica la redistribución de rutas 
aprendidas por RIPv2. Con los otros dos comandos se indica las interfaces que 
pertenecen al área 0 donde se distribuirán las rutas OSPF. 
4.2.2 Router 3640 - RouterB 
 
Para configurar el RouterB se procede de la misma forma que el RouterA, se 
muestran los cambios en negrita. 
 
 
 
 
 
RouterB(config) ip classless 
RouterB(config) ip routing 
RouterB(config) router rip 
RouterB(config-router) version 2 
RouterB(config-router) network 192.168.0.0 
RouterB(config-router) exit 
RouterB(config) int f0/0 
RouterB(config-if) ip rip send version 2 
RouterB(config-if) ip rip receive version 2 
RouterB(config-if) exit 
RouterA(config) ip routing 
RouterA(config) router ospf 1 
RouterA(config-router) redistribute rip subnets 
RouterA(config-router) network 192.168.0.84 0.0.0.3 area 0 
RouterA(config-router) network 192.168.0.88 0.0.0.3 area 0 
RouterA(config-router) exit 
 
RouterB(config) ip routing 
RouterB(config) router ospf 1 
RouterB(config-router) redistribute rip subnets 
RouterB(config-router) network 192.168.0.80 0.0.0.3 area 0 
RouterB(config-router) network 192.168.0.88 0.0.0.3 area 0 
RouterB(config-router) exit 
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4.2.3 Router 2600 - RouterC 
 
Para configurar el RouterC se procede de la misma forma que el RouterA, se 
muestran los cambios en negrita. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RouterC(config) ip routing 
RouterC(config) router ospf 1 
RouterC(config-router) redistribute rip subnets 
RouterC(config-router) network 192.168.0.80 0.0.0.3 area 0 
RouterC(config-router) network 192.168.0.84 0.0.0.3 area 0 
RouterC(config-router) exit 
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5 TÚNEL IPv6 
5.1 IPv6 
 
Este capítulo describe como crear un túnel IPv6 utilizando router Cisco (ver 
[23]) sobre un escenario IPv4. El túnel se realizar entre los routers A y B, más 
concretamente entre sus interfaces s0/0. Estos routers van a utilizar las 
interfaces f1/0, ya configuradas en el capítulo 3, para conectar con dispositivos 
nativos IPv6, en este caso, ordenadores con sistema operativo Linux Fedora 
Core 5. Las de conectividad y enrutamiento IPv6, están descritas en el anexo 
F. 
5.1.1 Ordenadores Linux IPv6 
 
Para poder probar el funcionamiento del túnel IPv6, se configurarán dos 
ordenadores con IPv6, PcA y PcB, situados uno en cada red que se quiere 
interconectar utilizando el túnel. Para configurar las tarjetas ethernet de estos 
ordenadores se ejecutaran los siguientes comandos: 
 
 
 
 
 
 
 
Con el primer comando se configura la dirección IPv6 en la ethernet 0 y con el 
segundo se establece la puerta de enlace para enviar datos. 
5.1.2 Router 3640 - RouterA 
 
Las tareas a realizar en el router son: crear el túnel IPv6 y activar RIP para IPv6 
en las interfaces que vayan a comunicarse con IPv6. Los comandos a ejecutar 
en modo de configuración global son los siguientes: 
 
 
 
 
 
 
 
 
 
 
 
 
El ipv6 unicast-routing habilita las direcciones unicast IPv6, ipv6 rip 6bone 
enable, este comando habilita RIP en IPv6. Para generar el túnel hay que 
indicar donde esta el origen y el destino del mismo, esto se realiza a través de 
PcA@root> ifconfig eth0 inet6 add 4000:1:1:1:1:1:1:1112/112 
PcA@root> route -A inet6 add default gw 4000:1:1:1:1:1:1:1111 eth0 
 
PcB@root> ifconfig eth0 inet6 add 2000:1:1:1:1:1:1:1112/112 
PcB@root> route -A inet6 add default gw 2000:1:1:1:1:1:1:1111 eth0 
RouterA(config) ipv6 unicast-routing 
RouterA(config) int tunnel0 
RouterA(config-if) description Tunel IPv6 
RouterA(config-if) ipv6 address 3000::2/112 
RouterA(config-if) ipv6 rip 6bone enable 
RouterA(config-if) tunnel source Serial0/0:0 
RouterA(config-if) tunnel destination 192.168.0.90 
RouterA(config-if) tunnel mode ipv6ip 
RouterA(config-if) exit 
RouterA(config) int f1/0 
RouterA(config-if) ipv6 rip 6bone enable
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los comandos tunnel source y tunnel destination. El túnel IPv6 se va a crear 
sobre IPv4, el comando para realizarlo es tunnel mode ipv6ip. Finalmente, con 
el ipv6 address se asigna una dirección IPv6 a este extremo del túnel. 
5.1.3 Router 3640 - RouterB 
 
Los parámetros a configurar en el RouterB son exactamente los mismos, 
cambiando la IPv6 del túnel y los parámetros de origen y destino del túnel, se 
muestran que los cambios en negrita. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RouterB(config) ipv6 unicast-routing 
RouterB(config) int tunnel0 
RouterB(config-if) description Tunel IPv6 
RouterB(config-if) ipv6 address 3000::1/112 
RouterB(config-if) ipv6 rip 6bone enable 
RouterB(config-if) tunnel source Serial0/0:0 
RouterB(config-if) tunnel destination 192.168.0.89 
RouterB(config-if) tunnel mode ipv6ip 
RouterB(config-if) exit 
RouterB(config) int f1/0 
RouterB(config-if) ipv6 rip 6bone enable  
RouterB(config-if) exit 
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6 VPN 
6.1 VPN 
 
La VPN va a ser creada entre los router A y B a través de un túnel IPSEC, pero 
esta VPN no va entrar en funcionamiento a no ser que el enlace que une 
directamente los dos routers A y B caiga. Si este enlace cae, entrará en 
funcionamiento la línea de backup, pero esta línea al no ser de uso exclusivo, 
se habilitará la VPN entre dos ordenadores, para ver la activación del túnel y la 
conexión de estos dos ordenadores, ver anexo G.  
6.1.1 Router 3640 - RouterA 
 
Para configurar la VPN hay que configurar la dos fases necesarias para formar 
un túnel VPN e indicar a través de una ACL (Access List, ver [24]) que 
ordenadores, redes o subredes pueden utilizarlo. 
 
Los comandos para generar la fase 1 del túnel son los siguientes: 
 
 
 
 
 
 
 
 
En esta se ha definido el hash5 a utilizar, en este caso md5, y el tipo de 
autentificación, que será pre-share. Lo más importante de la fase 1 es el 
comando crypto isakmp Cisco123 address 192.168.0.82. Con este comando se 
indica la contraseña de la VPN que será Cisco123 y el punto de final del túnel, 
también llamado peer, que en este caso será la IP de la interfaz s0/1 del 
RouterB 
 
Los comandos de la fase 2 son los siguientes: 
 
 
 
 
 
 
 
 
 
 
De la fase 2 cabe destacar que se define una ACL para indicar que sólo los 
equipos con esas IPs pueden utilizar el túnel. Se define también la encriptación 
                                            
5 Método para generar claves o llaves que representen de manera casi unívoca a un texto, 
fichero. 
RouterA(config) crypto isakmp policy 10 
RouterA(config-isakmp) hash md5 
RouterA(config-isakmp) authentication pre-share 
RouterA(config-isakmp) exit 
RouterA(config) crypto isakmp Cisco123 address 192.168.0.82 
RouterA(config-isakmp) exit 
RouterA(config) access-list 100 ip host 192.168.0.40 host 192.168.0.10 
RouterA(config) crypto ipsec transform-set myset esp-3des esp-md5-hmac 
RouterA(config-isakmp) exit 
RouterA(config) crypto map mymap 10 ipsec-isakmp 
RouterA(config-crypto-map) set peer 192.168.0.82 
RouterA(config-crypto-map) set transform-set myset 
RouterA(config-crypto-map) match address 100 
RouterA(config-crypto-map) exit 
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del túnel IPSEC que será ESP-3DES, donde ESP indica que se cifrar todo el 
paquete IP, cabecera y datos, y 3DES es el algoritmo a utilizar para cifrar. Por 
último se crea el mapa crypto donde se define cual será el otro extremo de la 
VPN con el comando set peer 192.168.0.82 y se indica el número de la ACL, 
match address 100, para indicar que ordenadores o redes pueden utilizar el 
túnel. 
 
Por último sólo que aplicar la VPN a la interfaz. 
 
 
 
 
 
 
6.1.2 Router 3640 - RouterB 
 
La configuración del RouterB es muy parecida a la anterior, exceptuando 
algunos comandos, en negrita: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RouterA(config) int s0/1:0 
RouterA(config-if) crypto map mymap 
RouterA(config-if) exit 
RouterA(config) crypto isakmp policy 10 
RouterA(config-isakmp) hash md5 
RouterA(config-isakmp) authentication pre-share 
RouterA(config-isakmp) exit 
RouterA(config) crypto isakmp Cisco123 address 192.168.0.86 
RouterA(config-isakmp) exit 
RouterA(config) access-list 100 ip host 192.168.0.10 host 192.168.0.40 
RouterA(config) crypto ipsec transform-set myset esp-3des esp-md5-hmac 
RouterA(config-isakmp) exit 
RouterA(config) crypto map mymap 10 ipsec-isakmp 
RouterA(config-crypto-map) set peer 192.168.0.86 
RouterA(config-crypto-map) set transform-set myset 
RouterA(config-crypto-map) match address 100 
RouterA(config-crypto-map) exit 
RouterA(config) int s0/1:0 
RouterA(config-if) crypto map mymap 
RouterA(config-if) exit 
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7 Multicast 
 
El dominio multicast va abarcar todo el escenario, es decir, desde cualquiera de 
las interfaces de cualquier dispositivo se podrá tanto recibir tráfico de un grupo 
multicast o enviarlo. Para ello será necesario que todos los routers habiliten el 
soporte del protocolo de gestión de grupos IGMP y para enrutar este tráfico de 
forma correcta el del protocolo PIM. Se ha utilizado la versión 2 de IGMP por 
ser más eficiente, ya que es un solo router el que hace de querier y además los 
hosts que se salen de un grupo se lo indican al querier, cortando la rama del 
árbol multicast. Para ver como el protocolo PIM direcciona el tráfico multicast 
en la red, en función de los caminos activos, ver anexo H. 
7.1 Router ADSL 
Se configura tanto la interfaz LAN como la WAN para que puedan enviar y 
recibir tráfico multicast. Para configurar la interfaz LAN, una vez conectado al 
router, se accede al menú 3.2 (Fig. 7.1) para habilitar IGMPv2. Para habilitarlo 
en la interfaz WAN se realiza desde el menú 11.3 (explicado en el capítulo 3) 
(Fig 7.2). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.1 IGMPv2 en interfaz LAN 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.2 IGMPv2 en interfaz WAN 
Multicast   49 
7.2 Router SHDSL 
 
En este router se realizarán los mismo pasos que el router ADSL, habilitar 
IGMPv2 en LAN (Fig. 7.3) y WAN (Fig. 7.4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.3 IGMPv2 en interfaz LAN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.4 IGMPv2 en interfaz WAN 
 
7.2.1 RouterA – RouterB – RouterC 
 
Se ha englobado la configuración de los tres routers Cisco debido a que activar 
el protocolo PIM en los routers se hace de la misma forma en todos ellos. Lo 
primero que se debe hacer es activar el routing multicast, para ello ejecutar 
desde el modo de configuración global el siguiente comando: ip multicast-
routing. Luego simplemente queda activar en cada una de las interfaces de los 
routers el protocolo PIM (exceptuando las IPv6) para ello hay que ejecutar el 
comando ip pim dense-mode dentro de la configuración de cada una de las 
interfaces de los routers. 
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8 Calidad de Servicio 
 
La última tecnología que se va a implantar en el escenario, es la calidad de 
servicio (QoS). Se podría decir que la QoS, es la directora de nuestra red, 
encargada de clasificar y priorizar los paquetes que entran y salen de ella. Para 
implementar QoS se ha elegido Diffserv. Diffserv se basa en el marcaje de los 
paquetes IP, utiliza el campo DSCP (DiffServ CodePoint) de la cabecera IP, 
este marcaje se realiza por los routers frontera (Routers Edge) a la entrada del 
dominio DiffServ, lo que permite su posterior clasificación y asignación a colas 
diferentes que mantienen unos parámetros iguales a lo largo de todo el 
dominio. En este caso el dominio DiffServ está formado por los router Cisco A y 
C, de los que a continuación se explicará su configuración realizada siguiendo 
la documentación del fabricante (ver [25]). En el anexo I se muestra el proceso 
de marcaje de los paquetes y de aplicación de diferentes parámetros a las 
colas.   
8.1 Router 3640 - RouterA 
 
Este router será el más importante del dominio DS, ya que será el encargado 
de marcar los paquetes que entren dentro en el dominio, además de aplicar 
una serie de parámetros a las diferentes colas. En primer lugar se muestra 
como se define el proceso de marcaje de los paquetes a su llegada al router. 
La forma que utilizan los routers para detectar los paquetes que se desean 
filtrar, es a partir de ACLs, estas son las encargadas de detectar los paquetes 
para que posteriormente serán marcados. Los comandos son los siguientes: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Con estos comandos se realiza la marcación de paquetes, la primera ACL 
indica que todo paquete con la dirección IP destino 224.2.197.224 será 
marcado como paquete EF, esta dirección IP pertenece a una emisión 
multicast, la segunda ACL indica que todo tráfico TCP generado por el host 
RouterA(config) access-list 101 permit ip any host 224.2.197.224 
RouterA(config) access-list 102 permit tcp host 192.168.0.36 any 
RouterA(config) access-list 103 permit ip any any 
RouterA(config) class-map match-all ds_ef 
RouterA(config-cmap) match access-group 101 
RouterA(config-cmap) exit 
RouterA(config) class-map match-all ds_af21 
RouterA(config-cmap) match access-group 103 
RouterA(config-cmap) exit 
RouterA(config) class-map match-all ds_af11 
RouterA(config-cmap) match access-group 102 
RouterA(config-cmap) exit 
RouterA(config) policy-map ds_marker 
RouterA(config-pmap) class ds_ef 
RouterA(config-pmap-c) set ip dscp 46 
RouterA(config-pmap-c) exit 
RouterA(config-pmap) class ds_af11 
RouterA(config-pmap-c) set ip dscp 10 
RouterA(config-pmap-c) exit 
RouterA(config-pmap) class ds_af21 
RouterA(config-pmap-c) set ip dscp 18 
RouterA(config-pmap-c) exit 
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192.168.0.36 será marcado en la cola AF11, y por último el resto de tráfico IP 
será marcado con AF21. Con el comando class-map se realiza la búsqueda de 
los paquetes que coincida con la ACL, una vez que están clasificados dentro de 
una clase, con un policy-map se ejecuta una acción sobre cada una de las 
clases, en este caso la acción es la de cambiar el valor del campo DSCP, 
comando set ip dscp <número de cola>. 
 
Para que todo funcione hay que aplicar las policy map a la interfaces, más 
concretamente a la interfaz de entrada de datos al dominio diffserv, en este 
caso será la f0/0 del RouterA. La secuencia de comando será: 
 
 
 
 
El input significa que el policy map será aplicado a la entrada de datos a la 
interfaz, el ds_marker es el nombre de la política a ejecutar. 
 
Una vez definido el proceso de marcaje, ahora hay que aplicar a las colas los 
parámetros que las definen. Eso se realizará a través de la policy map. En este 
router se van a generar dos policy map, uno para cada interfaz de salida, s0/1 y 
s0/0. La interfaz s0/1 que es la que se activa cuando cae el enlace principal 
tiene asignada esta policy map: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El comando police permite asignar un ancho de banda máximo a cada una de 
las clases definidas, por ejemplo en la clase EF, se define un máximo de 
1300000 bps, puede excederse en 200000 bps que se seguirá transmitiendo, 
pero si excede en 100000 bps más, el trafico excedido será directamente 
eliminado como lo indica el parámetro violate-action drop. 
 
En cambio en la interfaz s0/0, la policy map que se asigna es bien diferente, en 
este caso, lo que se realiza es garantizar un ancho de banda mínimo, todos los 
paquetes pueden utilizar todo el ancho de banda, siempre que las colas 
RouterA(config) int f0/0 
RouterA(config-if) service-policy input ds_marker 
RouterA(config) policy-map s01 
RouterA(config-pmap) class ds_ef 
RouterA(config-pmap-c) police cir 1300000 bc 200000 be 100000 
         conform-action transmit  
       exceed-action transmit  
        violate-action drop  
RouterA(config-pmap-c) exit 
RouterA(config-pmap) class ds_af11 
RouterA(config-pmap-c) police cir 300000 bc 100000 be 50000 
         conform-action transmit  
         exceed-action transmit  
        violate-action drop  
RouterA(config-pmap-c) exit 
RouterA(config-pmap) class ds_af21 
RouterA(config-pmap-c) police cir 200000 bc 100000 be 25000 
         conform-action transmit  
         exceed-action transmit  
         violate-action drop 
RouterA(config-pmap-c) exit 
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superiores no estés llenas, si hay saturación en todas las colas lo que se 
garantiza en un ancho de banda mínimo. 
 
 
 
 
 
 
 
 
 
 
Para aplicar los policy map se realiza de la misma forma que se ha realizado en 
el marcado, pero esta vez  se cambia el parámetro input por output, en la 
service-policy. 
 
 
 
 
 
 
8.2 Router 2600 - RouterC 
 
Como se ha comentado en el apartado anterior, la QoS en este router sólo 
estará funcional cuando se caiga el enlace principal entre los routers A y B. 
Este router que forma parta del dominio diffserv no necesita marcar los 
paquetes, ya que los recibirá marcados, simplemente debe de detectar los 
paquetes con un class-map para clasificarlos y realizar los policy map que se 
deseen sobre las interfaces. En este router en concreto, sólo se va aplicar una 
policy map en la interfaz s1/1. Hay que recordar que los paquetes ya vienen 
con una QoS del router anterior (EF 1300+200 Kbps, AF11 300+100 Kbps y 
AF21 200+100 Kbps), que hay que tener en cuenta a la hora de configurar la 
nueva QoS. En este caso se va a garantizar un ancho de banda para las 
diferentes colas. Por lo tanto en teoría se podrá utilizar todo el ancho de banda 
que hay entre el router C y B (1948 Kbps), pero en la práctica esto no va a 
suceder, porque, hay una QoS anterior que es más restrictiva. 
 
 
 
 
 
 
 
 
 
 
Con esta serie de comandos, lo que se realiza es la detección de los paquetes 
que llegan al router y se clasifican en un grupo, esta clasificación depende del 
valor que tengan en el campo DSCP de la cabecera IP. 
RouterA(config) policy-map s00 
RouterA(config-pmap) class ds_ef 
RouterA(config-pmap-c) bandwidth 1100         
RouterA(config-pmap-c) exit 
RouterA(config-pmap) class ds_af11 
RouterA(config-pmap-c) bandwidth 200 
RouterA(config-pmap-c) exit 
RouterA(config-pmap) class ds_af21 
RouterA(config-pmap-c) bandwidth 100 
RouterA(config-pmap-c) exit 
RouterA(config) int s0/0 
RouterA(config-if) service-policy output s00 
RouterA(config) int s0/1 
RouterA(config-if) service-policy output s01 
RouterC(config) class-map match-all ds_ef 
RouterC(config-cmap) match dscp ef 
RouterC(config-cmap) exit 
RouterC(config) class-map match-all ds_af21 
RouterC(config-cmap) match dscp af21 
RouterC(config-cmap) exit 
RouterC(config) class-map match-all ds_af11 
RouterC(config-cmap) match dscp af11 
RouterC(config-cmap) exit 
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Una vez clasificados se genera la policy map correspondiente: 
 
 
 
 
 
 
 
 
 
 
 
En esta policy map, igual que en el caso anterior, garantiza el ancho de banda 
para cada una de las colas. 
 
Para finalizar sólo queda aplicarla a la interfaz deseada, en este caso la s1/1: 
 
 
 
 
RouterC(config) policy-map s11 
RouterC(config-pmap) class ds_ef 
RouterC(config-pmap-c) bandwidth 500         
RouterC(config-pmap-c) exit 
RouterC(config-pmap) class ds_af11 
RouterC(config-pmap-c) bandwidth 200 
RouterC(config-pmap-c) exit 
RouterC(config-pmap) class ds_af21 
RouterC(config-pmap-c) bandwidth 100 
RouterC(config-pmap-c) exit 
RouterC(config) int s1/1 
RouterC(config-if) service-policy output s11 
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9 Conclusiones 
 
9.1 Conclusiones del proyecto 
 
Este proyecto, viene a demostrar como la integración de diferentes tecnologías 
puede, no sólo resolver los problemas propios de un caso real, sino que 
permite adaptarse a las posibles  variaciones de éste, consiguiendo aprovechar 
mejor y de una manera eficiente las infraestructuras disponibles. 
 
Para que esto sea posible, es necesario entender estas tecnologías, primero de 
manera teórica, para luego poder aplicarlas correctamente para resolver un 
caso real, diseñando así un escenario que se puede implantar por fases para 
facilitar la configuración y testeo del mismo. El resultado es la integración en un 
escenario en el que coexisten una gran variedad de tecnologías. 
 
Cabe destacar la importancia de realizar copias de seguridad de todos los 
dispositivos una vez que una tecnología ha sido implantada con éxito, 
versionando así la configuración para volver, en el caso que fuera necesario, a 
estados anteriores de ésta. 
 
Para la resolución del caso real, se han implementado diferentes tecnologías 
en el diseño del escenario, tales como: RIPv2 y OSPF que han ayudado a 
solucionar los problemas de encaminamiento, permitiendo tener una visión 
global y específica en el interior de la red (OSPF) y en los extremos una visión 
general (RIPv2). Por otro lado, la utilización de multicast, tanto para realizar 
conferencias como para realizar televisión bajo demanda, ofrece unos servicios 
de valor añadido a muy bajo coste, ya que la implementación de esta 
tecnología es muy sencilla. Sin embargo, multicast no funcionaría de una 
manera correcta si no se integrará con QoS, ya que gracias a ésta, se pueden 
priorizar las necesidades de ciertos servicios, como por ejemplo, tráfico 
multicast en tiempo real. La posibilidad de utilizar una VPN garantiza una 
privacidad de las comunicaciones  a través de Internet en caso de que el 
enlace dedicado no funcionara. Finalmente, la implementación de IPv6 abre las 
puertos a un mayor espacio direcciones y a facilidades de autoconfiguración de 
los dispositivos, cualidades que pueden ser de gran interés en escenarios 
domóticos. 
9.2 Objetivos Alcanzados 
 
Al principio de la memoria se han definido una serie de objetivos que han sido 
cubiertos satisfactoriamente. Todo el hardware entregado por COLT se ha 
caracterizado y comprobado que funciona correctamente. Se ha intentado 
mejorar este hardware buscando nuevas actualizaciones de IOS para los 
dispositivos Cisco buscando siempre el disponer de las máximas prestaciones 
posibles. También se han realizado cambios en su memoria interna y módulos 
de red distribuyéndolos de forma que se pudieran obtener el máximo beneficio 
de cada dispositivo. 
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El escenario que se ha diseña ha intentado ser la solución real a un problema y 
se ha solucionado integrando las tecnologías ofrecidas por los dispositivos. El 
diseño realizado ha intentado segmentar el escenario de forma que se pueda 
trabajar por partes. De esta manera hacer el trabajo resulta mucho más 
sencillo, ya que se consiguen aislar los problemas que puedan surgir de la 
convivencia de todas las tecnologías. Finalmente, todas las tecnologías han 
sido probadas con éxito. Para ello, se han configurado en cada uno de los 
dispositivos y se ha comprobado que funcionan de forma individual y colectiva. 
 
Por lo tanto se podría decir que todos los dispositivos están preparados para 
ser utilizados por los alumnos del bloque de optativo de Intensificación en 
Redes Telemáticas y que cuentan con una importante documentación de 
soporte.  
 
9.3 Posibles Mejoras 
 
Las mejoras que se pueden aplicar al proyecto se basan en eliminar las 
limitaciones que padecen los dispositivos que se han utilizado. Así, si se 
aumentara la memoria se podrían colocar IOS más potentes que realizarían 
más funciones como por ejemplo: MPLS (Multiprotocol Label Switching.), IPv4 
over IPv6, QoS NBAR (Quality of Services Network Based Application 
Recognition), analiza los paquete para identificar que tipo de tráfico es, http, ftp, 
etc y SDM (Security Device Manager) interfaz gráfica para la configuración de 
routers Cisco. Por lo tanto se puede rediseñar el escenario para soportar e 
implementar más tecnologías. 
 
La adquisición de  tarjetas STM-1 para utilizar con el ADM COLT, sería una 
gran mejora, ya que gracias a estas tarjetas se podría utilizar la protección 1+1 
MSP que incorporan los ADM de los anillos SDH. 
 
La inclusión de un servidor NAS (Network Access Server) con un RADIUS 
(Remote Authentication Dial-In User Server) para autentificar a usuarios de los 
servicios del hotel sería otra posible mejora que permitiría controlar y tarificar 
los servicios que éstos utilizan. Este servicio de autenticación también podría 
utilizarse en caso de añadir un acceso a los servicios del hotel a través de   
redes WiFi. 
 
Finalmente, los únicos dispositivos que no se han utilizado han sido los 
conmutadores 3Com. No han sido utilizados ya que estos ya han sido visto en 
asignaturas como Arquitecturas Telemáticas de una forma muy especifica y 
utilizando la tecnología que incorporan de una forma muy concreta. En el 
escenario hubieran sido muy útiles si se dispusieran de más cabeceras ADSL y 
SHDSL ya que éstos se colocarían entre ellas y los router Cisco, 
proporcionando así acceso a varias cabeceras desde los router Cisco y 
separando el tráfico en varias VLAN (Virtual Local Area Network). 
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9.4 Medioambiente 
 
A lo largo de la carrera se utilizan diferentes escenarios de prácticas formados 
mayoritariamente por ordenadores y sus respetivos monitores. Si se tiene en 
cuenta todos los dispositivos que forman el escenario y se compara con el 
escenario, formado por dispositivos específicos de red, se observa como el 
consumo de potencia es mucho menor, con el consiguiente ahorro energético, 
ya que los dispositivos que se utilizan no son de propósito general como son 
los ordenadores y están pensado para trabajar 24 horas al día por lo tanto su 
consumo es menor. 
 
Por otro lado, los dispositivos recibidos por parte de COLT han sido reciclados, 
evitando su destino que hubiera sido generar un residuo. De esta manera, se 
han aprovechado unos dispositivos que ya habían dejado de ser operativos en 
beneficio del conocimiento de los estudiantes que los van a utilizar. 
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Anexo A. Fotos de los dispositivos 
 
 
Se exponen diferentes fotos de los dispositivos cedidos por Colt. 
 
 
 
 
Fig A.1 Vista trasera de los routers Cisco 
 
 
 
Fig A.2 Indicadores leds Interfaces Serial E1 
 
 
 
 
Anexos   61 
 
 
Fig A.3 Interfaces Serial E1 
 
 
 
 
 
 
Fig A.4 Interfaz 10/100BaseT con leds 
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Fig A.5 Puerto Consola y Auxiliar del Router Cisco 3640 
 
 
 
 
 
 
Fig A.6 Tarjeta FlashCard en el Slot 0 del Router Cisco 3640 
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Fig A.7 Tributarios del ADM COLT 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig A.8 STM-1 del ADM COLT 
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Anexo B. Manual ADM COLT 
 
 
En este anexo, se presenta un pequeño manual de las opciones y menús del 
ADM COLT. 
 
Para conectarse con el ADM, se utiliza el cable serie con conectores DB9 
hembra en sus extremos. Una vez conectado al ADM y al puerto serie del 
ordenador, sólo hay que arrancar el programa, se observará la pantalla de la 
Fig. B.1, no es necesario configurar ningún parámetro del puerto serie. 
 
 
 
Fig. B.1 Menú principal del ADM 
 
 
Al presentarse el menú principal se observa su estado, lo más importante de 
todo es que la controladora esté On-line. En la parte superior de la pantalla se 
observa el menú principal, de estas opciones destacar la opción de 
Configuration. Desde ella se podrán realizar copias de seguridad del estado de 
ADM. Simplemente se debe escoger la opción de Backup y pedirá un fichero 
donde se guardará la configuración. Desde este menú también existe la opción 
de restaurarla. 
 
Para empezar a configurar el ADM se accede al menú Window y luego en 
configuration, pedirá un usuario y contraseña para poder acceder a las 
opciones de configuración (Fig. B.2). Como usuario se escoge el System 
Operator y la contraseña es UPCADM. 
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Fig. B.2 Login ADM 
 
Una vez introducida la contraseña se presenta el menú principal de 
configuración donde se puede ver un dibujo de la configuración del hardware 
del ADM (Fig. B.3). 
 
 
Línea STM1            Switch      Ctrl. Tributarios   Switch   Línea STM1   Controladora         PSU 
    oeste           este 
  
Fig. B.2 Menú configuración ADM 
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Los menús más importantes son los siguientes: 
 
• Config: La opción más importante a configurar desde aquí, es el 
sincronismo del ADM. 
• Status: Desde él se puede saber cual es el estado del ADM 
• Connections: Desde aquí se configuran las conexión entre los STM-1 y 
los tributarios y sus respectivas protecciones 
• Alarms: Configuración de las alarmas 
• Protection: Se configuran los parámetros de las protecciones tanto de 
SNC como de MSP, los parámetros que se pueden modificar son el 
WTR y el Persistency 
 
Para realizar una conexión se accede al menú connection y se presenta la 
pantalla cross-connection (Fig. B.3). En la columna de la izquierda se elige el 
STM1 (Line West o Line East) deseado como source y en la derecha como 
destination se elige Trib 4. A partir de aquí sólo hay que ir seleccionando el 
VC12 del STM1 y el Tributario que se desea utilizar para insertar y extraer 
información del VC12, para realizar la conexión pulsar connect. 
 
 
 
 
Fig. B.3 Conexiones 
 
Las protecciones SNC también se realizan desde esta pantalla. Una vez estén 
realizadas todas la conexiones que se desean, simplemente hay que 
seleccionar en la columna de la derecha el Trib 4 y en la izquierda con que 
STM1 (Line West o Line East) se desea proteger. Se seleccionan y se pulsa el 
botón Protect. 
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Cuando se aprieta el botón de protect aparece la pantalla Fig. B.4 donde se 
puede configurar algunos parámetros de la protección. 
 
 
 
 
Fig. B.4 Parámetros protecciones 
 
 
 
Se puede configurar, que sea revertive, es decir, que en caso de fallo y trabajar 
en la fibra de protección, vuelva a la fibra de trabajo si se recupera el enlace. Y 
también si la protección es unidireccional o bidireccional. 
 
En el caso de querer configurar una protección MSP (hay que recordar que 
hace falta otra tarjeta STM1 para poder configurar este tipo de protecciones) 
hay que pulsar, en la pantalla principal de configuración, el botón izquierdo del 
ratón sobre la tarjeta STM1 que se desea proteger (Fig B.5). 
 
Pulsando con el botón izquierdo en cualquier tarjeta de expansión, se pueden 
realizar varias acciones, tales como: ver detalles de la tarjeta, inventario, 
alarmas, reset de la tarjeta, y en el caso de los STM1 configurar la protección 
MSP. 
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Fig. B.6 Acciones sobre tarjeta de expansión 
 
Pulsando en 1+1 MSP, en pantalla se muestra la Fig B.7 
 
 
Fig. B.7 1+1 MSP 
 
 
En esta pantalla se observa el estado de la protección, permitiendo activar la 
protección. Si se activa, indica que no hay tarjeta para protegerla, como en el 
caso del SNC se puede configurar el revertive y la dirección. 
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Anexo C. Manual Routers Cisco 
 
 
Copiar, Restaura y Borrar una configuración 
 
En este documento se describe como copiar, restaurar y borrar la configuración 
de un dispositivo Cisco. Previo al procedimiento de copia se debe disponer de 
la contraseña para poder entrar en el modo de ejecución privilegiado. 
 
Conocimientos previos 
 
Los dispositivos Cisco tienen varios modos/niveles de ejecución a continuación 
se expone un listado de los modos/niveles: 
 
 
 
Cuando se entra en el modo privilegiado, para poder realizar o modificar 
cualquier parámetro de un router Cisco hay que entrar en el modo de 
configuración global. Para entrar en este modo, una vez se esta en el modo de 
ejecución privilegiado hay que ejecutar el comando config terminal. 
 
Antes de poder realizar cualquier tipo de acción se debe de conectar al router, 
ya sea a través de telnet o de la consola del router. Para realizar una copia o 
restauración es recomendable entrar en modo consola. Para conectarse en 
modo consola, se utilizar el cable proporcionado por Cisco y un programa 
terminal (Hyperterminal) para conectarse al dispositivo. El cable se conecta al 
puerto consola del router y el otro extremo al puerto serie del ordenador. Los 
parámetros de configuración del programa terminal son los siguientes: 
 
Bits por segundo: 9600 bps 
Bits de datos: 8 bits 
Paridad: Ninguna 
Bits de parda: 1 bit 
Control de flujo: Ninguno 
 
Para configurar de forma básica una interfaz ethernet se ejecutan los siguientes 
comandos: 
 
 
 
 
 
Router> - modo usuario 
Router# - modo ejecución privilegiado 
Router(config) – modo configuración global 
Router(config-if) – modo configuración interfaz  
Router(config-subif) – modo configuración sub-interfaz 
Router(config-route-map) – modo configuración route-map  
Router(config-router) – modo configuración enrutamiento 
Router(config-line) – modo configuración de línea 
 
Router# config t 
Router(config) int <interfaz> 
Router(config-if) ip address <ip> <mascara> 
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Copia de Seguridad de la configuración de un dispositivo Cisco 
 
Una vez  dentro del router, se ejecuta el comando enable para entrar el modo 
de ejecución privilegiado, una vez dentro se ejecuta el comando show running-
config el cual proporcionará la configuración actual del sistema, pulsando la 
tecla enter se avanza en la configuración línea a línea, si se pulsa espacio se 
avanza página a página. Si se desea guardarla sólo se debe de seleccionar 
con el ratón la configuración que se ha mostrado en pantalla y guardarla en un 
fichero de texto simple, de esta manera ya se dispondrá nuestra copia de 
seguridad de nuestra configuración. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Existen otros métodos para realizar una copia de seguridad de un router. En el 
caso de que se tuviera un programa servidor TFTP o FTP disponible en la red 
sólo habría que ejecutar el comando copy running-config ftp, este pedirá los 
datos para poder acceder al FTP (IP, usuario, password, nombre del fichero) y 
dejará una copia de la configuración actual en el FTP  indicado. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
prova#show running-config 
Building configuration... 
 
Current configuration : 2734 bytes 
! 
version 12.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
service password-encryption 
! 
hostname prova 
! 
! 
! 
! 
! 
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Borrar la configuración de un dispositivo Cisco 
 
Para borrar la configuración de un dispositivo Cisco, se debe, antes de nada, 
entrar en el modo de ejecución privilegiado (comando enable desde el modo de 
ejecución de usuario), después ejecutar el comando erase startup-config, una 
vez ejecutado, confirmará si la NVRAM del sistema se ha borrado. Una vez 
realizado esto, se debe apagar y encender de nuevo el router (o ejecutar el 
comando reload en el modo de ejecución privilegiado) y quedará 
completamente borrado. Cuando se inicie, preguntará si se quiere acceder a un 
asistente para establecer una configuración inicial del router. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Si se ejecutan los comandos enable y show running-config, se observa que la 
configuración está vacía. 
 
Si por error se ejecuta el comando erase startup-config y todavía no se ha 
apagado/reiniciado el router se puede recuperar la configuración, ya que 
aunque la NVRAM está vacía la RAM todavía contiene la información, para 
restaurarla, ejecutar el comando copy running-config startup-config. 
 
Restaurar la configuración de un dispositivo Cisco 
 
Para restaurar la configuración de un dispositivo Cisco, se debe, antes de 
nada, entrar en el modo de configuración global, para poder entrar en este 
modo se ejecuta desde el modo de ejecución de usuario el comando enable y  
posteriormente el comando config terminal. En este momento se está en el 
modo de configuración global. 
 
Una vez dentro de este modo, se abrirá al fichero de texto simple donde se ha 
guardado nuestra configuración, se selecciona todo y se copia al portapapeles 
de Windows. Una vez copiado, se accederá al programa terminal y desde el 
modo de configuración se pegará el contenido del portapapeles. Se observa 
como se van ejecutando instrucción a instrucción y el router se configura según 
la configuración del archivo de texto simple. Para que la configuración se 
mantenga al apagar o reiniciar el router, desde el modo de ejecución 
privilegiado ejecutar el comando write. Con este comando, la configuración 
quedará guardada en la NVRAM del sistema. 
 
prova#erase startup-config 
Erasing the nvram filesystem will remove all files! Continue? 
[confirm] 
[OK] 
Erase of nvram: complete 
 
Al realizar el reset al router y cargado el IOS,  saldrá esta 
pregunta: 
 
--- System Configuration Dialog --- 
 
Would you like to enter the initial configuration dialog? [yes/no]: 
no 
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También se puede restaura la configuración desde un FTP o TFTP de la misma 
forma que se ha explicado anteriormente, pero invirtiendo el comando, copy ftp 
running-config, pedirá que le introduzca la IP del servidor FTP, usuario, 
password y el nombre del fichero que contiene la configuración, una vez 
cargada, grabar con write y reiniciar el sistema  
 
Backup IOS 
 
La IOS de un dispositivo Cisco se encuentra, normalmente, en la memoria 
flash. Cuando el sistema arranca, carga el sistema operativo que se encuentra 
en esta memoria. El comando que se utiliza tanto para realizar un backup como 
un restore de la IOS es el comando copy, este debe de ser ejecutado desde el 
modo de ejecución privilegiado. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
La estructura del comando sería copy <origen> <destino>, por lo tanto para 
copiar la IOS que se encuentra en la flash se utiliza el comando copy flash: 
<destino>, donde el destino puede ser alguno de los indicados anteriormente. 
 
Antes de realizar ninguna copia se necesita saber cual es el nombre del fichero 
que contiene la IOS, ejecutando el comando show flash (modo privilegiado) se 
observa el contenido de la flash, si se quisiera ver el contenido del slot0, se 
cambia flash por slot0. 
 
 
 
 
 
 
 
 
 
 
Uno de los métodos más utilizados para hacer un backup de la flash es utilizar 
un servidor TFTP, antes de realizarlo se debe tener conectividad a través de 
ethernet entre el router y el ordenador que se utilice como servidor TFTP. Hay 
Router#show flash 
 
System flash directory: 
File  Length   Name/status 
  1   4428372  c2600-i-mz.121-7 
[4428436 bytes used, 12348780 available, 16777216 total] 
16384K bytes of processor board System flash (Read/Write) 
Router>enable 
Router#copy ? 
  /erase          Erase destination file system. 
  flash:          Copy from flash: file system 
  ftp:            Copy from ftp: file system 
  null:           Copy from null: file system 
  nvram:          Copy from nvram: file system 
  rcp:            Copy from rcp: file system 
  running-config  Copy from current system configuration 
  startup-config  Copy from startup configuration 
  system:         Copy from system: file system 
  tftp:           Copy from tftp: file system 
  xmodem:         Copy from xmodem: file system 
  ymodem:         Copy from ymodem: file system 
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que configurar una interfaz ethernet del router y una interfaz ethernet de un 
ordenador. El servidor TFTP que se utiliza es el de Cisco, es bastante simple 
ya que sólo hay que indicar el directorio que se utilizará tanto para enviar como 
para recibir los ficheros (Fig. C.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. C.1 TFTP Cisco 
 
Una vez arrancado y configurado el servidor TFTP, ejecutar el comando copy 
flash: tftp: en modo de ejecución privilegiado, cuando se ejecute, pedirá el 
nombre del fichero que esta en la flash, luego la IP o nombre del servidor 
TFTP, finalmente  pedirá el nombre del fichero a grabar en el servidor TFTP. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Con este proceso, se dispone de una copia de la IOS en el ordenador. 
 
 
Router#copy flash: tftp: 
Source filename []? c2600-i-mz.121-7 
Address or name of remote host []? 212.0.109.235 
Destination filename [c2600-i-mz.121-7]? 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
4428372 bytes copied in 29.424 secs (152702 bytes/sec) 
74  Proyecto de Interconexión 
Restore IOS 
 
El proceso para restaurarla, es igual que el anterior caso, pero ahora el origen 
no será la flash, sino el servidor TFTP y el destino será la flash, por lo tanto el 
comando a ejecutar en el modo privilegiado será copy tftp: flash: 
 
Cuando este comando sea ejecutado lo primero que  pedirá será la IP o 
nombre del servidor TFTP, seguidamente  preguntará que archivo se quiere 
copiar del TFTP, y luego preguntará con que nombre se desea grabar el 
archivo. En el caso que este archivo se encuentre en la flash pedirá si se quiere 
sobrescribirlo y luego preguntará si se desea borrar toda la flash. En el caso 
que se conteste afirmativamente,  lo volverá a preguntar para asegurarse, ya 
que se perderá todo el contenido de la flash. Para finalizar, borrará la flash y 
grabará el nuevo fichero. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Para que la nueva IOS funcione, hay que ejecutar el comando reload o apagar 
y encender el router para que el sistema se reinicie, y cargue así la nueva IOS 
 
 
 
 
 
Router#copy tftp: flash: 
Address or name of remote host []? 212.0.109.235 
Source filename []? c2600-i-mz.121-7 
Destination filename [c2600-i-mz.121-7]? 
%Warning:There is a file already existing with this name 
Do you want to over write? [confirm] 
Accessing tftp://212.0.109.235/c2600-i-mz.121-7... 
Erase flash: before copying? [confirm] 
Erasing the flash filesystem will remove all files! Continue? 
[confirm] 
Erasing device... 
eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee 
ee ...erased 
Erase of flash: complete 
Loading c2600-i-mz.121-7 from 212.0.109.235 (via FastEthernet0/0): 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!! 
[OK - 4428372/8856576 bytes] 
 
Verifying checksum...  OK (0xCD9A) 
4428372 bytes copied in 33.428 secs (134193 bytes/sec) 
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Configurar Passwords 
 
En los routers Cisco se pueden configurar diversos passwords, aquí se explica 
una configuración básica para poder implementar un sistema de seguridad de 
acceso. 
 
Para colocar un password para entrar en modo privilegiado, hay que ejecutar el 
comando enable secret <password> desde el modo privilegiado, desde este 
momento cada vez que se acceda a este modo, habrá que introducir antes el 
password. 
 
 
Existen tres maneras de conectarse a un router Cisco, una por cable serie, otra 
por consola y otra por telnet, a cada una de ellas se puede poner un password 
para que nadie pueda entrar. A continuación se explica como colocarlo a cada 
una de estas entradas. 
 
Para consola, ejecutar los siguientes comandos: 
 
 
 
 
 
 
 
Line con 0, indica el acceso por el puerto consola, con el comando password se 
indica el password, en este caso cisco, y login fuerza que pregunte el 
password. 
 
Para colocar password por entrada auxiliar y telnet, se utilizan los mismos 
comandos, a excepción del line que para aux será line aux 0 y para telnet line 
vty 0 4. El 0 indica el número de la interfaz y 4 la cantidad máxima de 
conexiones múltiples a partir de 0, en este caso se permiten 5 conexiones  
múltiples. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Router# config t 
Router(config) line con 0 
Router(config-line) password cisco 
Router(config-line) login 
Router(config-line) exit 
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Anexo D. Activación Protecciones en Anillo SDH 
 
 
Cuando el anillo esta trabajando con las fibras de trabajo, las pantallas de 
configuración de las protecciones de los dos ADM son las siguientes: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. D.1 Fibras de trabajo activas ADM COLT 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. D.2 Fibras de trabajo activas ADM Sagem 
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En las Fig. D.1 y Fig. D.2 se observa como las fibras están trabajando con las 
fibras de trabajo, si alguna de las fibras de trabajo son desconectadas, se 
pasará a trabajar con las fibras de protección, da igual que falle sólo una, se 
cambian las dos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. D.3 Fibras de protección activas ADM Sagem 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. D.4 Fibras de protección activas ADM COLT 
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En las Fig. D.3 y Fig. D.4 se observa como las fibras de protección son ahora 
las activas, si se conectan las fibras de trabajo, estas no son funcionales nada 
más ser conectadas, sino que pasa un tiempo definido en el campo WTR (Fig. 
D.5,  Fig. D.6) hasta que vuelven a estar activas, y sólo volverán ha estar 
activas si además esta activado el revertive. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. D.5 Recuperando fibras de trabajo ADM COLT 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. D.6 Recuperando fibras de trabajo ADM Sagem 
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Anexo E. Tablas de rutas 
 
 
Tomando como referencia el escenario que muestra la Fig. E.1, cuando todos 
los enlaces están activos y la red ha convergido, es decir, en las tablas de 
todos los routers figuran las rutas necesarias para llegar a cualquier punto de la 
red, el camino óptimo para llegar de un extremo a otro es pasar por la red A. 
 
Fig. E.1 Camino más corto entre los extremos  
 
Para ver las tablas de rutas se debe ejecutar el comando show ip route desde 
el modo de privilegiado. La tabla de los Routers Cisco con las siguientes: 
 
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 
 
 
 
 
A falta de exponer la tabla del RouterC se observa que ninguna ruta pasa por 
él, por lo tanto se deduce cual será el camino óptimo. La letra C indica que es 
una red conectada directamente, la R una ruta aprendida por RIP, la O una ruta 
aprendida por OSPF y la O E2 una ruta RIP redistribuida por OSPF. 
 
Router A      
     192.168.0.0/24 is variably subnetted, 7 subnets, 3 masks 
O E2    192.168.0.72/29 [110/20] via 192.168.0.90, 00:06:55, Serial0/0:0 
C       192.168.0.64/29 is directly connected, FastEthernet0/0 
C       192.168.0.88/30 is directly connected, Serial0/0:0 
C      192.168.0.84/30 is directly connected, Serial0/1:0 
O      192.168.0.80/30 [110/51] via 192.168.0.90, 00:06:55, Serial0/0:0 
R       192.168.0.32/27 [120/1] via 192.168.0.66, 00:00:18, FastEthernet0/0
O E2    192.168.0.0/27 [110/20] via 192.168.0.90, 00:06:55, Serial0/0:0 
Router B      
     192.168.0.0/24 is variably subnetted, 7 subnets, 3 masks 
C       192.168.0.72/29 is directly connected, FastEthernet0/0 
O E2    192.168.0.64/29 [110/20] via 192.168.0.89, 00:05:58, Serial0/0:0 
C      192.168.0.88/30 is directly connected, Serial0/0:0 
O      192.168.0.84/30 [110/51] via 192.168.0.89, 00:05:58, Serial0/0:0 
C       192.168.0.80/30 is directly connected, Serial0/1:0 
O E2    192.168.0.32/27 [110/20] via 192.168.0.89, 00:05:58, Serial0/0:0 
R       192.168.0.0/27 [120/1] via 192.168.0.74, 00:00:04, FastEthernet0/0 
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En este Router se ve un ejemplo claro de las rutas, para ir hacia un lado va por 
la IP 192.168.0.86 y para ir hacia el otro extremo  por la IP 192.168.0.82 
 
Los routers ADSL y SHDSL, solo verán las rutas aprendidas por RIP, ya que no 
disponen de protocolos de enrutamiento OSPF. Para ver las rutas de los 
dispositivos ADSL y SHDSL, desde el menú principal se accede al menú 24.8. 
Este menú es un intérprete de comandos. El comando a ejecutar es ip route 
status. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Puede verse que el router ADSL conoce sus redes adyacentes y la redes 
adyacentes del RouterB que le envía sus redes a través de RIP. Con el Router 
SHDSL pasa lo mismo, conoce sus redes adyacentes y las adyacentes del 
RouterA. 
 
Cuando se hace un tracert  desde el intérprete de comandos de un ordenador 
desde un extremo a otro extremo, el resultado es el siguiente. El ordenador 
desde donde se hace el tracert tiene la IP 192.168.0.2 y el de destino la IP 
192.168.0.34. 
 
 
 
 
 
Router C      
     192.168.0.0/24 is variably subnetted, 7 subnets, 3 masks 
O E2    192.168.0.72/29 [110/20] via 192.168.0.82, 00:04:48, Serial1/1:0
O E2    192.168.0.64/29 [110/20] via 192.168.0.86, 00:04:48, Serial1/0:0
O       192.168.0.88/30 [110/51] via 192.168.0.86, 00:04:48, Serial1/0:0
C       192.168.0.80/30 is directly connected, Serial1/1:0 
C       192.168.0.84/30 is directly connected, Serial1/0:0 
O E2    192.168.0.32/27 [110/20] via 192.168.0.86, 00:04:48, Serial1/0:0
O E2    192.168.0.0/27 [110/20] via 192.168.0.82, 00:04:49, Serial1/1:0 
Router ADSL     
Dest            FF Len Interface  Gateway         Metric stat Timer  Use
192.168.0.88    00 30  wanif0     192.168.0.73      2    0029 160    0 
192.168.0.80    00 30  wanif0     192.168.0.73      2    0029 160    0 
192.168.0.72    00 29  wanif0     192.168.0.74      2    00ab 0      0 
192.168.0.0     00 27  enif0      192.168.0.1       1    041b 0      243
default         00 0   wanif0     ISP               2    00ab 0      80 
Router SHDSL     
Dest            FF Len Device     Gateway         Metric stat Timer  Use
192.168.0.88    00 30  mpoa00     192.168.0.65      2    0029 160    0 
192.168.0.84    00 30  mpoa00     192.168.0.65      2    0029 160    0 
192.168.0.64    00 29  mpoa00     192.168.0.66      2    00ab 0      0 
192.168.0.32    00 27  enet0      192.168.0.33      1    041b 0      0 
default         00 0   mpoa00     ISP               2    00ab 0      73 
Traza a 192.168.0.34 sobre caminos de 30 saltos como máximo. 
  1    <1 ms    <1 ms    <1 ms  192.168.0.1 
  2    38 ms    21 ms    19 ms  192.168.0.73 
  3    24 ms    23 ms    22 ms  192.168.0.89 
  4    28 ms    26 ms    24 ms  192.168.0.66 
  5    26 ms    25 ms    27 ms  192.168.0.34 
 
Traza completa. 
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Pero cuando el enlace principal cae, desconectando las interfaces Serial de los 
routers (Fig E.2), toda la red se debe de reprogramar para que el nuevo estado 
sea conocido por todos los routers y así puedan enrutar los paquetes 
correctamente. Las tablas de rutas de los routers quedan de la siguiente 
manera: 
 
 
 
Fig. E.2 Camino más corto entre los extremos  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Router A      
     192.168.0.0/24 is variably subnetted, 6 subnets, 3 masks 
O E2    192.168.0.72/29 [110/20] via 192.168.0.85, 00:01:11, Serial0/1:0 
C       192.168.0.64/29 is directly connected, FastEthernet0/0 
O       192.168.0.80/30 [110/51] via 192.168.0.85, 00:01:11, Serial0/1:0 
C       192.168.0.84/30 is directly connected, Serial0/1:0 
R       192.168.0.32/27 [120/1] via 192.168.0.66, 00:00:15, FastEthernet0/0
O E2    192.168.0.0/27 [110/20] via 192.168.0.85, 00:01:11, Serial0/1:0 
Router B      
       192.168.0.0/24 is variably subnetted, 6 subnets, 3 masks 
C       192.168.0.72/29 is directly connected, FastEthernet0/0 
O E2    192.168.0.64/29 [110/20] via 192.168.0.81, 00:02:39, Serial0/1:0 
C       192.168.0.80/30 is directly connected, Serial0/1:0 
O       192.168.0.84/30 [110/51] via 192.168.0.81, 00:02:39, Serial0/1:0 
O E2    192.168.0.32/27 [110/20] via 192.168.0.81, 00:02:39, Serial0/1:0 
R       192.168.0.0/27 [120/1] via 192.168.0.74, 00:00:25, FastEthernet0/0 
Router C      
     192.168.0.0/24 is variably subnetted, 6 subnets, 3 masks 
O E2    192.168.0.72/29 [110/20] via 192.168.0.82, 00:01:57, Serial1/1:0 
O E2    192.168.0.64/29 [110/20] via 192.168.0.86, 00:01:57, Serial1/0:0 
C       192.168.0.80/30 is directly connected, Serial1/1:0 
C       192.168.0.84/30 is directly connected, Serial1/0:0 
O E2    192.168.0.32/27 [110/20] via 192.168.0.86, 00:01:57, Serial1/0:0 
O E2    192.168.0.0/27 [110/20] via 192.168.0.82, 00:01:57, Serial1/1:0 
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La red 192.168.0.88/30 desaparece de todos los routers, ya que no esta 
operativa, y los routers deben  enviarse nuevas rutas para conocer de nuevo el 
escenario. Por lo tanto al realizar un tracert de nuevo desde los mismos 
ordenadores, se observa que la ruta cambia y hay un salto más. Este salto 
corresponde al RouterC. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Las pruebas de tracert también se han realizado desde el otro extremo con los 
mismos resultados. 
 
Para ver el resumen de protocolos activos en un router, ejecutar el comando 
show ip protocols summary en modo de configuración privilegiado. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Router ADSL     
Dest            FF Len Interface  Gateway         Metric stat Timer  Use
192.168.0.80    00 30  wanif0     192.168.0.73      2    0029 160    0 
192.168.0.72    00 29  wanif0     192.168.0.74      2    00ab 0      0 
192.168.0.0     00 27  enif0      192.168.0.1       1    041b 0      243
default         00 0   wanif0     ISP               2    00ab 0      80 
Router SHDSL     
Dest            FF Len Device     Gateway         Metric stat Timer  Use
192.168.0.84    00 30  mpoa00     192.168.0.65      2    0029 160    0 
192.168.0.64    00 29  mpoa00     192.168.0.66      2    00ab 0      0 
192.168.0.32    00 27  enet0      192.168.0.33      1    041b 0      0 
default         00 0   mpoa00     ISP               2    00ab 0      73 
 
Traza a 192.168.0.34 sobre caminos de 30 saltos como máximo. 
 
 1    <1 ms    <1 ms    <1 ms  192.168.0.1 
 2    19 ms    19 ms    19 ms  192.168.0.73 
  3    22 ms    21 ms    21 ms  192.168.0.81 
  4    24 ms    22 ms    23 ms  192.168.0.86 
  5    27 ms    27 ms    25 ms  192.168.0.66 
  6    27 ms    26 ms    27 ms  192.168.0.34 
Traza completa. 
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Anexo F. Túnel IPv6 
 
El túnel IPv6 sobre IPv4 que se crea entre el router Ay B sólo es funcional 
mientras esta línea está activa, si esa línea no estuviera activa, el túnel no 
funcionaría. El túnel esta permanentemente creado, aunque no se utilice, para 
ver el estado del túnel se ejecuta el comando show ipv6 tunnel desde el modo 
de ejecución privilegiado y se muestra el estado del túnel. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RouterA#show ipv6 tunnel 
Tun Route  LastInp  Packets Description 
  0 RIPng 00:00:23     5397 Tunel IPv6 
RouterA#show ipv6 rip 
RIP process "6bone", port 521, multicast-group FF02::9, pid 125 
     Administrative distance is 120.  Routing table is 0 
     Updates every 30 seconds, expire after 180 
     Holddown lasts 180 seconds, garbage collect after 120 
     Split horizon is on; poison reverse is off 
     Default routes are not generated 
     Periodic updates 5387, trigger updates 2 
RouterA#show ipv6 route 
IPv6 Routing Table - 4 entries 
Codes: C - Connected, L - Local, S - Static, R - RIP, B - BGP 
       I1 - ISIS L1, I2 - ISIS L2, IA - ISIS interarea 
Timers: Uptime/Expires 
 
L   3000::2/128 [0/0] 
     via ::, Tunnel0, 00:03:05/never 
C   3000::/112 [0/0] 
     via ::, Tunnel0, 00:03:08/never 
L   FE80::/10 [0/0] 
     via ::, Null0, 1d17h/never 
L   FF00::/8 [0/0] 
     via ::, Null0, 1d17h/never 
RouterB#show ipv6 tunnel 
Tun Route  LastInp  Packets Description 
  0 RIPng 00:00:21     5360 Tunel IPv6 
RouterB#show ipv6 rip 
RIP process "6bone", port 521, multicast-group FF02::9, pid 124 
     Administrative distance is 120.  Routing table is 0 
     Updates every 30 seconds, expire after 180 
     Holddown lasts 180 seconds, garbage collect after 120 
     Split horizon is on; poison reverse is off 
     Default routes are not generated 
     Periodic updates 5346, trigger updates 2 
RouterB#show ipv6 route 
IPv6 Routing Table - 4 entries 
Codes: C - Connected, L - Local, S - Static, R - RIP, B - BGP 
       I1 - ISIS L1, I2 - ISIS L2, IA - ISIS interarea 
Timers: Uptime/Expires 
 
L   3000::1/128 [0/0] 
     via ::, Tunnel0, 00:05:02/never 
C   3000::/112 [0/0] 
     via ::, Tunnel0, 00:05:05/never 
L   FE80::/10 [0/0] 
     via ::, Null0, 1d17h/never 
L   FF00::/8 [0/0] 
     via ::, Null0, 1d17h/never 
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El los router A y B se conectan dos ordenadores (Fig F.1), con Linux e IPv6 
activo y configurado en cada uno de ellos, se realiza un tracert desde un 
extremo a otro y se observa que hay conectividad. 
 
 
 
 
 
 
 
 
 
 
 
Fig. F.1 Túnel IPv6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
traceroute to 4000:1:1:1:1:1:1:1112 (4000:1:1:1:1:1:1:1112), 30 hops max, 
40 byte packets 
 1  2000:1:1:1:1:1:1:1111 (2000:1:1:1:1:1:1:1111)  0.767 ms   0.671 ms   
0.763 ms 
 2  3000::2 (3000::2)  6.030 ms   5.849 ms   5.169 ms 
 3  4000:1:1:1:1:1:1:1112 (4000:1:1:1:1:1:1:1112)  6.851 ms   6.226 ms   
6.896 ms 
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Anexo G. VPN 
 
La VPN entre los routers A y B (Fig. G.1) sólo esta activa cuando el enlace 
principal de estos deja de funcionar. Para ver si la VPN esta activa, desde 
cualquiera de los dos routers que forman la VPN. se ejecutan los comandos 
show crypto isakmp sa y show crypto ipsec sa desde el modo de ejecución 
privilegiado. Con estos comandos se observa el estado del enlace VPN. 
 
Fig. G.1 VPN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RouterA#show crypto isakmp sa 
dst             src             state           conn-id    slot 
192.168.0.86    192.168.0.82    QM_IDLE               1       0 
 
RouterA#show crypto ipsec sa 
 
interface: Serial0/1:0 
    Crypto map tag: mymap, local addr. 192.168.0.86 
 
   local  ident (addr/mask/prot/port): (192.168.0.40/255.255.255.255/0/0) 
   remote ident (addr/mask/prot/port): (192.168.0.10/255.255.255.255/0/0) 
  current_peer: 192.168.0.82 
     PERMIT, flags={origin_is_acl,} 
    #pkts encaps: 13, #pkts encrypt: 13, #pkts digest 13 
    #pkts decaps: 13, #pkts decrypt: 13, #pkts verify 13 
    #pkts compressed: 0, #pkts decompressed: 0 
   #pkts not compressed: 0, #pkts compr. failed: 0, #pkts decompress 
failed: 0 
    #send errors 0, #recv errors 0 
 
     local crypto endpt.: 192.168.0.86, remote crypto endpt.: 192.168.0.82 
     path mtu 1500, media mtu 1500 
    current outbound spi: 7D2FF734 
 
     inbound esp sas: 
      spi: 0xA796B778(2811672440) 
        transform: esp-3des esp-md5-hmac , 
       in use settings ={Tunnel, } 
       slot: 0, conn id: 2000, flow_id: 1, crypto map: mymap 
        sa timing: remaining key lifetime (k/sec): (4607999/3579) 
        IV size: 8 bytes 
        replay detection support: Y 
 
    inbound ah sas: 
 
     inbound pcp sas: 
 
     outbound esp sas: 
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Si se realiza un tracert entre los ordenadores con permisos para utilizar el túnel 
VPN, el resultado es el siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
Si se realiza la comparación con un tracert sin VPN: 
 
 
 
 
 
 
 
 
 
 
 
 
El RouterC es totalmente transparente para los ordenadores de la VPN, esto es 
debido al túnel VPN. Para los ordenadores es como si sólo hubiera un solo 
salto, ya que los paquetes de estos ordenadores entran en un extremo del túnel 
y salen por el otro sin saber que ruta han seguido hasta llegar al extremo 
opuesto del túnel. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Traza a 192.168.0.40 sobre caminos de 30 saltos como máximo. 
 
  1    <1 ms    <1 ms    <1 ms  192.168.0.1 
  2    19 ms    20 ms    21 ms  192.168.0.73 
  3    45 ms    25 ms    25 ms  192.168.0.86 
  4    29 ms    27 ms    29 ms  192.168.0.66 
  5    38 ms    33 ms    31 ms  192.168.0.40 
 
Traza completa. 
 
Traza a 192.168.0.34 sobre caminos de 30 saltos como máximo. 
 
  1    <1 ms    <1 ms    <1 ms  192.168.0.1 
  2    19 ms    19 ms    19 ms  192.168.0.73 
  3    22 ms    21 ms    21 ms  192.168.0.81 
  4    24 ms    22 ms    23 ms  192.168.0.86 
  5    27 ms    27 ms    25 ms  192.168.0.66 
  6    27 ms    26 ms    27 ms  192.168.0.34 
 
Traza completa. 
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Anexo H. Multicast 
 
Todo el escenario es el dominio multicast, desde cualquier punto se puede 
tanto recibir como enviar paquetes multicast. Este protocolo también es 
sensible a los cambios de topología de la red. 
 
Se configura un dispositivo, es esta caso un servidor de Windows Media para 
que emita un fichero en multicast de forma continua, como recomendación, al 
configurar las propiedades de la emisión multicast, configurar un TTL superior a 
6. 
 
El comando para ver la tabla de rutas multicast en los router Cisco es show ip 
mroute desde el modo de ejecución privilegiado. Con el enlace entre el router A 
y B activo, se comienza la emisión de contenido multimedia, y desde otro 
extremo de la red se comienza la recepción, el estado de los router Cisco es el 
siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Este router recibe el tráfico multicast por la interfaz f0/0 y esta actualmente 
enviado tráfico por la interfaz s0/0 que corresponde con el camino principal 
donde esta el receptor, en cambio por el interfaz s0/1 se observa que su estado 
es el de prune, que indica que no hay ningún host que quiera recibir tráfico 
multicast de esa dirección por esa interfaz. 
 
RouterA#show ip mroute 
IP Multicast Routing Table 
Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C - 
       L - Local, P - Pruned, R - RP-bit set, F - Register flag, 
       T - SPT-bit set, J - Join SPT, M - MSDP created entry, 
       X - Proxy Join Timer Running, A - Candidate for MSDP 
Advert 
       U - URD, I - Received Source Specific Host Report, s - SSM 
Outgoing interface flags: H - Hardware conmutadored 
Timers: Uptime/Expires 
Interface state: Interface, Next-Hop or VCD, State/Mode 
 
(*, 224.2.197.224), 00:06:44/00:02:59, RP 0.0.0.0, flags: D 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    Serial0/0:0, Forward/Dense, 00:06:44/00:00:00 
    Serial0/1:0, Forward/Dense, 00:06:44/00:00:00 
 
(192.168.0.36, 224.2.197.224), 00:06:44/00:02:59, flags: T 
  Incoming interface: FastEthernet0/0, RPF nbr 192.168.0.66 
  Outgoing interface list: 
    Serial0/0:0, Forward/Dense, 00:06:44/00:00:00 
    Serial0/1:0, Prune/Dense, 00:00:37/00:02:22 
 
(*, 224.0.1.40), 1d17h/00:00:00, RP 0.0.0.0, flags: DCL 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 01:51:49/00:00:00 
    Serial0/1:0, Forward/Dense, 00:09:52/00:00:00 
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En este caso, el RouterB recibe tráfico por el interfaz s0/0 y lo envía por el 
interfaz f0/0 que es donde esta el receptor. La tabla del RouterC esta 
totalmente vacía, ya que no pasa tráfico multicast por él. 
 
En caso de cambios en la topología de la red, una vez las tablas de 
encaminamiento han convergido y los routers conocen todo el mapa de la red, 
el protocolo de enrutamiento multicast también tiene que autoconfigurarse para 
poder seguir enviando el tráfico multicast a toda la red. 
 
 
 
RouterB#show ip mroute 
IP Multicast Routing Table 
Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C 
- Connected, 
       L - Local, P - Pruned, R - RP-bit set, F - Register flag, 
       T - SPT-bit set, J - Join SPT, M - MSDP created entry, 
       X - Proxy Join Timer Running, A - Candidate for MSDP 
Advertisement, 
       U - URD, I - Received Source Specific Host Report, s - 
SSM 
Outgoing interface flags: H - Hardware conmutadored 
Timers: Uptime/Expires 
Interface state: Interface, Next-Hop or VCD, State/Mode 
 
(*, 239.255.255.250), 00:31:40/00:02:36, RP 0.0.0.0, flags: DC 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 00:31:40/00:00:00 
    Serial0/0:0, Forward/Dense, 00:29:47/00:00:00 
    Serial0/1:0, Forward/Dense, 00:28:17/00:00:00 
 
(*, 224.2.197.224), 00:07:58/00:02:59, RP 0.0.0.0, flags: DC 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 00:06:39/00:00:00 
    Serial0/0:0, Forward/Dense, 00:07:58/00:00:00 
    Serial0/1:0, Forward/Dense, 00:07:58/00:00:00 
 
(192.168.0.36, 224.2.197.224), 00:07:58/00:02:59, flags: CT 
  Incoming interface: Serial0/0:0, RPF nbr 192.168.0.89 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 00:06:39/00:00:00 
    Serial0/1:0, Forward/Dense, 00:07:58/00:00:00 
 
(*, 224.0.1.40), 1d17h/00:00:00, RP 0.0.0.0, flags: DCL 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 01:53:02/00:00:00 
    Serial0/0:0, Forward/Dense, 00:29:47/00:00:00 
    Serial0/1:0, Forward/Dense, 00:28:17/00:00:00 
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El estado de los routers, a nivel de tablas de enrutamiento multicast, cuando el 
enlace entre los router A y B cae, es el siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
RouterA#show ip mroute 
IP Multicast Routing Table 
Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C -
Connected, 
       L - Local, P - Pruned, R - RP-bit set, F - Register flag, 
       T - SPT-bit set, J - Join SPT, M - MSDP created entry, 
       X - Proxy Join Timer Running, A - Candidate for MSDP 
Advertisement, 
       U - URD, I - Received Source Specific Host Report, s - SSM 
Outgoing interface flags: H - Hardware conmutadored 
Timers: Uptime/Expires 
Interface state: Interface, Next-Hop or VCD, State/Mode 
 
(*, 224.2.197.224), 00:14:36/00:02:59, RP 0.0.0.0, flags: D 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    Serial0/1:0, Forward/Dense, 00:14:36/00:00:00 
 
(192.168.0.36, 224.2.197.224), 00:14:36/00:02:59, flags: T 
  Incoming interface: FastEthernet0/0, RPF nbr 192.168.0.66 
  Outgoing interface list: 
    Serial0/1:0, Forward/Dense, 00:00:25/00:00:00 
 
(*, 224.0.1.40), 1d18h/00:00:00, RP 0.0.0.0, flags: DCL 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 01:59:40/00:00:00 
    Serial0/1:0, Forward/Dense, 00:17:43/00:00:00 
RouterC#show ip mroute 
IP Multicast Routing Table 
Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C -
Connected, 
       L - Local, P - Pruned, R - RP-bit set, F - Register flag, 
       T - SPT-bit set, J - Join SPT, M - MSDP created entry, 
       X - Proxy Join Timer Running, A - Candidate for MSDP 
Advertisement, 
       U - URD, I - Received Source Specific Host Report, 
       Z - Multicast Tunnel, z - MDT-data group sender, 
       Y - Joined MDT-data group, y - Sending to MDT-data group 
Outgoing interface flags: H - Hardware conmutadored, A - Assert 
winner 
 Timers: Uptime/Expires 
 Interface state: Interface, Next-Hop or VCD, State/Mode 
 
(*, 224.0.1.40), 00:41:35/stopped, RP 0.0.0.0, flags: DCL 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    Serial1/1:0, Forward/Dense, 00:36:59/00:00:00 
    Serial1/0:0, Forward/Dense, 00:19:48/00:00:00 
 
(*, 224.2.197.224), 00:16:41/stopped, RP 0.0.0.0, flags: D 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    Serial1/0:0, Forward/Dense, 00:16:41/00:00:00 
    Serial1/1:0, Forward/Dense, 00:16:41/00:00:00 
 
(192.168.0.36, 224.2.197.224), 00:04:28/00:02:57, flags: T 
  Incoming interface: Serial1/0:0, RPF nbr 192.168.0.86 
  Outgoing interface list: 
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Se observa como ahora el RouterA, interfaz s0/1, envía el tráfico multicast al 
RouterC, y este a su vez envía el tráfico al RouterB por la interfaz s1/1, 
realizando así el camino correcto ahora que el enlace entre el Router A y el 
RouterB esta caído. El estado del RouterB es el siguiente: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Recibe todo el tráfico del RouterC por la interfaz s0/1 y lo envía todo por la 
interfaz f0/0 hacia su destino. 
 
 
 
 
 
 
 
 
 
 
 
 
RouterB#show ip mroute 
IP Multicast Routing Table 
Flags: D - Dense, S - Sparse, B - Bidir Group, s - SSM Group, C -
Connected, 
       L - Local, P - Pruned, R - RP-bit set, F - Register flag, 
       T - SPT-bit set, J - Join SPT, M - MSDP created entry, 
       X - Proxy Join Timer Running, A - Candidate for MSDP 
Advertisement, 
       U - URD, I - Received Source Specific Host Report, s - SSM 
Outgoing interface flags: H - Hardware conmutadored 
Timers: Uptime/Expires 
Interface state: Interface, Next-Hop or VCD, State/Mode 
 
(*, 239.255.255.250), 00:39:36/00:02:26, RP 0.0.0.0, flags: DC 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 00:39:36/00:00:00 
    Serial0/1:0, Forward/Dense, 00:36:13/00:00:00 
 
(*, 224.2.197.224), 00:15:54/00:02:59, RP 0.0.0.0, flags: DC 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 00:14:34/00:00:00 
    Serial0/1:0, Forward/Dense, 00:15:54/00:00:00 
 
(192.168.0.36, 224.2.197.224), 00:15:54/00:02:59, flags: CT 
  Incoming interface: Serial0/1:0, RPF nbr 192.168.0.81 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 00:14:34/00:00:00 
 
(*, 224.0.1.40), 1d17h/00:00:00, RP 0.0.0.0, flags: DCL 
  Incoming interface: Null, RPF nbr 0.0.0.0 
  Outgoing interface list: 
    FastEthernet0/0, Forward/Dense, 02:00:57/00:00:00 
    Serial0/1:0, Forward/Dense, 00:36:13/00:00:00 
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Anexo I. Calidad de Servicio 
 
Como ya se ha comentado, la calidad de servicio que se a aplicar es Diffserv 
(Marcado de paquetes) en los routers A y C. En el router A se aplican 
diferentes QoS en función del interfaz que se utilice para enviar tráfico, primero 
se estudiará el caso en el que el enlace entre el router A y B funcione 
correctamente, luego se estudiará el caso en el que este enlace deja de 
funcionar y por lo tanto el QoS del RouterC entra en funcionamiento. 
 
Se prepara un ordenador, conectado al router SHDSL, que emitirá tráfico en 
multicast y para que funcione correctamente la QoS, la dirección de destino 
será 224.2.197.224, ya que la ACL que va a marcar el tráfico como EF detecta 
esta dirección de destino. Además en el mismo ordenador se va a montar un 
pequeño servidor FTP (Filezilla Server), la IP que tendrá el ordenador será la 
192.168.0.36, que también corresponde a una ACL que la detecta y marca el 
trafico como AF11. Una vez que todo está configurado se pone en marcha el 
servidor multicast y FTP, desde el otro extremo de la red un ordenador, 
conectado al router ADSL, empezará a recibir tanto el tráfico multicast como el 
tráfico generado por el FTP. 
 
Primero desde el ordenador del otro extremo de la red, se empieza a bajar 
datos a través de FTP, se observa que baja a la máxima velocidad posible, al 
cabo de un rato, se activa la recepción de tráfico multicast y se observa como 
la velocidad de transferencia del FTP va bajando mientras se va reproduciendo 
el video multicast sin ningún tipo de corte, esto es debido a que el tráfico 
multicast (EF) tiene más prioridad que el tráfico FTP (AF11) y por lo tanto el 
ancho de banda para el tráfico FTP se ve reducido. 
 
La Fig I.1 muestra una captura de ethereal donde se captura tráfico multicast y 
al analizar la cabecera IP del paquete, se observa como el campo DSCP está 
marcado como tráfico EF. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. I.1 Tráfico EF 
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Para ver en los routers Cisco como se van aplicando las policy map a los 
paquetes que llegan, ejecutar el comando show policy map interfaz desde el 
modo de configuración global. 
RouterA#show policy-map interface 
 FastEthernet0/0 
 
  Service-policy input: ds_marker 
 
    Class-map: ds_ef (match-all) 
      16339 packets, 23076738 bytes 
      5 minute offered rate 398000 bps, drop rate 0 bps 
      Match: access-group 101 
      QoS Set 
        ip dscp 46 
          Packets marked 16339 
 
    Class-map: ds_af11 (match-all) 
      9727 packets, 14291110 bytes 
      5 minute offered rate 331000 bps, drop rate 0 bps 
      Match: access-group 102 
      QoS Set 
        ip dscp 10 
          Packets marked 9727 
 
    Class-map: ds_af21 (match-all) 
      1 packets, 86 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: access-group 103 
 
    Class-map: class-default (match-any) 
      0 packets, 0 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: any 
 Serial0/0:0 
 
  Service-policy output: s00 
 
    Class-map: ds_ef (match-all) 
      16105 packets, 22666236 bytes 
      5 minute offered rate 284000 bps, drop rate 0 bps 
      Match: access-group 101 
      Weighted Fair Queueing 
        Output Queue: Conversation 265 
        Bandwidth 1100 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 16105/22666236 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: ds_af11 (match-all) 
      9732 packets, 14194031 bytes 
      5 minute offered rate 232000 bps, drop rate 0 bps 
      Match: access-group 102 
      Weighted Fair Queueing 
        Output Queue: Conversation 266 
        Bandwidth 200 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 2298/3080610 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: ds_af21 (match-all) 
      155 packets, 12294 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: access-group 103 
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      Weighted Fair Queueing 
        Output Queue: Conversation 267 
        Bandwidth 100 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 100/8878 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: class-default (match-any) 
      38 packets, 912 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: any 
 Serial0/1:0 
  Service-policy output: s01 
 
    Class-map: ds_ef (match-all) 
      201 packets, 247818 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: access-group 101 
     police: 
         cir 1300000 bps, bc 200000 bytes, be 100000 bytes 
       conformed 198 packets, 247710 bytes; actions: 
         transmit 
       exceeded 0 packets, 0 bytes; actions: 
         transmit 
       violated 0 packets, 0 bytes; actions: 
         drop 
       conformed 0 bps, exceed 0 bps, violate 0 bps 
 
    Class-map: ds_af11 (match-all) 
      0 packets, 0 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: access-group 102 
     police: 
         cir 300000 bps, bc 100000 bytes, be 50000 bytes 
       conformed 0 packets, 0 bytes; actions: 
         transmit 
       exceeded 0 packets, 0 bytes; actions: 
         transmit 
       violated 0 packets, 0 bytes; actions: 
         drop 
       conformed 0 bps, exceed 0 bps, violate 0 bps 
 
    Class-map: ds_af21 (match-all) 
      74 packets, 6034 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: access-group 103 
     police: 
         cir 200000 bps, bc 100000 bytes, be 25000 bytes 
       conformed 32 packets, 2472 bytes; actions: 
         transmit 
       exceeded 0 packets, 0 bytes; actions: 
         transmit 
       violated 0 packets, 0 bytes; actions: 
         drop 
       conformed 0 bps, exceed 0 bps, violate 0 bps 
 
    Class-map: class-default (match-any) 
      33 packets, 792 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: any 
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Se observan las tres policy map que se aplican en este router, por un lado esta 
el marcado, los paquetes que van entrando por la interfaz f0/0 van siendo 
marcados en función de las ACL, la policy map s01 no esta siendo aplicada, los 
pocos paquetes que hay son del tráfico multicast, ya que aunque no haya nadie 
que desee recibir tráfico por esa interfaz, cada cierto tiempo se van enviado 
mensajes multicast para indicar que la fuente sigue activa. Todo el tráfico es 
enrutado por la interfaz s0/0 donde se ve como la policy map s00 si que esta 
siendo aplicada, esta policy map garantiza una ancho de banda y prioriza el 
tráfico en función de es del tipo EF, AFXX, o BE. 
 
Pero al desconectar el enlace que une los routers A y B, todo el tráfico es 
enrutado ahora por la interfaz s0/1, hacia el RouterC, ya que la interfaz s0/0 
esta deshabilitada, ahora se realizará QoS tanto en el RouterA como en el 
RouterC. 
 
RouterA#show policy-map interface 
 FastEthernet0/0 
 
  Service-policy input: ds_marker 
 
    Class-map: ds_ef (match-all) 
      28074 packets, 39463642 bytes 
      5 minute offered rate 476000 bps, drop rate 0 bps 
      Match: access-group 101 
      QoS Set 
        ip dscp 46 
          Packets marked 28074 
 
    Class-map: ds_af11 (match-all) 
      12300 packets, 18020960 bytes 
      5 minute offered rate 160000 bps, drop rate 0 bps 
      Match: access-group 102 
      QoS Set 
        ip dscp 10 
          Packets marked 12300 
 
    Class-map: ds_af21 (match-all) 
      1 packets, 86 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: access-group 103 
      QoS Set 
        ip dscp 18 
          Packets marked 1 
 
    Class-map: class-default (match-any) 
      0 packets, 0 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: any 
 Serial0/0:0 
 
  Service-policy output: s00 
 
    Class-map: ds_ef (match-all) 
      16275 packets, 22672356 bytes 
      5 minute offered rate 65000 bps, drop rate 0 bps 
      Match: access-group 101 
      Weighted Fair Queueing 
        Output Queue: Conversation 265 
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        Bandwidth 1100 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 16275/22672356 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: ds_af11 (match-all) 
      9777 packets, 14196984 bytes 
      5 minute offered rate 48000 bps, drop rate 0 bps 
      Match: access-group 102 
      Weighted Fair Queueing 
        Output Queue: Conversation 266 
        Bandwidth 200 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 2298/3080610 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: ds_af21 (match-all) 
      242 packets, 21683 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: access-group 103 
      Weighted Fair Queueing 
        Output Queue: Conversation 267 
        Bandwidth 100 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 162/15307 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: class-default (match-any) 
      55 packets, 1320 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: any 
 Serial0/1:0 
 
  Service-policy output: s01 
 
    Class-map: ds_ef (match-all) 
      11721 packets, 16504250 bytes 
      5 minute offered rate 341000 bps, drop rate 0 bps 
      Match: access-group 101 
     police: 
         cir 1300000 bps, bc 200000 bytes, be 100000 bytes 
       conformed 11352 packets, 16029856 bytes; actions: 
         transmit 
       exceeded 143 packets, 199704 bytes; actions: 
         transmit 
       violated 191 packets, 270992 bytes; actions: 
         drop 
       conformed 330000 bps, exceed 0 bps, violate 0 bps 
 
    Class-map: ds_af11 (match-all) 
      2523 packets, 3700632 bytes 
      5 minute offered rate 92000 bps, drop rate 6000 bps 
      Match: access-group 102 
     police: 
         cir 300000 bps, bc 100000 bytes, be 50000 bytes 
       conformed 2260 packets, 3305080 bytes; actions: 
         transmit 
       exceeded 66 packets, 99264 bytes; actions: 
         transmit 
       violated 197 packets, 296288 bytes; actions: 
         drop 
       conformed 83000 bps, exceed 0 bps, violate 6000 bps 
 
    Class-map: ds_af21 (match-all) 
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      148 packets, 13058 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: access-group 103 
     police: 
         cir 200000 bps, bc 100000 bytes, be 25000 bytes 
       conformed 90 packets, 10976 bytes; actions: 
         transmit 
       exceeded 0 packets, 0 bytes; actions: 
         transmit 
       violated 0 packets, 0 bytes; actions: 
         drop 
       conformed 0 bps, exceed 0 bps, violate 0 bps 
 
    Class-map: class-default (match-any) 
      68 packets, 1632 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: any 
 
 
RouterC#show policy-map interface 
 Serial1/1:0 
 
  Service-policy output: s11 
 
    Class-map: ds_ef (match-all) 
      11631 packets, 16233958 bytes 
      5 minute offered rate 195000 bps, drop rate 0 bps 
      Match:  dscp ef (46) 
      Queueing 
        Output Queue: Conversation 265 
        Bandwidth 500 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 11631/16233958 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: ds_af11 (match-all) 
      2326 packets, 3404344 bytes 
      5 minute offered rate 41000 bps, drop rate 0 bps 
      Match:  dscp af11 (10) 
      Queueing 
        Output Queue: Conversation 266 
        Bandwidth 200 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 42/18089 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: ds_af21 (match-all) 
      0 packets, 0 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match:  dscp af21 (18) 
      Queueing 
        Output Queue: Conversation 267 
        Bandwidth 100 (kbps) Max Threshold 64 (packets) 
        (pkts matched/bytes matched) 0/0 
        (depth/total drops/no-buffer drops) 0/0/0 
 
    Class-map: class-default (match-any) 
      330 packets, 23072 bytes 
      5 minute offered rate 0 bps, drop rate 0 bps 
      Match: any 
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En este caso se observa como ahora el RouterA es el que marca los paquetes 
en su entrada y a la salida del interfaz s0/1 aplica una policy map más 
restrictiva que el caso anterior, para los paquetes multicast, sólo deja pasar un 
máximo de 1300+200 Kbps y para el tráfico generado por la IP 192.168.0.36 
deja pasar un máximo de 300+100 Kbps. Por lo tanto esta es la velocidad 
máxima que va a recibir el receptor ya que es esta QoS la que limita la 
velocidad. La QoS que se aplica en el RouterC sólo garantiza un ancho de 
banda de 500 Kbps y 200 Kbps respectivamente, si el enlace entre el router C y 
B estuviera congestionado, entonces si que la velocidad máxima de 
transmisión pasaría a los 500Kbps y 200 Kbps respectivamente. 
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Anexo J. Configuración RouterA 
 
 
! 
version 12.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
! 
hostname RouterA 
! 
boot system flash slot0:c3640-ik9o3s-mz.122-8.T10.bin 
enable secret 5 $1$88Mk$fJ4puBe7Vz4.LEp2k.5iU0 
! 
ip subnet-zero 
ip cef 
! 
! 
! 
ip multicast-routing 
ip audit notify log 
ip audit po max-events 100 
ipv6 unicast-routing 
! 
class-map match-all ds_ef 
  match access-group 101 
class-map match-all ds_af21 
  match access-group 103 
class-map match-all ds_af11 
  match access-group 102 
! 
! 
policy-map ds_marker 
  class ds_ef 
   set ip dscp 46 
  class ds_af11 
   set ip dscp 10 
  class ds_af21 
   set ip dscp 18 
policy-map s01 
  class ds_ef 
   police cir 1300000 bc 200000 be 100000 
     conform-action transmit  
     exceed-action transmit  
     violate-action drop  
  class ds_af11 
   police cir 300000 bc 100000 be 50000 
     conform-action transmit  
     exceed-action transmit  
     violate-action drop  
  class ds_af21 
   police cir 200000 bc 100000 be 25000 
     conform-action transmit  
     exceed-action transmit  
     violate-action drop  
policy-map s00 
  class ds_ef 
   bandwidth 1100 
  class ds_af11 
   bandwidth 200 
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  class ds_af21 
   bandwidth 100 
! 
! 
crypto isakmp policy 10 
 hash md5 
 authentication pre-share 
crypto isakmp key cisco123 address 192.168.0.82 
! 
! 
crypto ipsec transform-set myset esp-3des esp-md5-hmac  
! 
crypto map mymap 10 ipsec-isakmp  
 set peer 192.168.0.82 
 set transform-set myset  
 match address 100 
! 
! 
! 
! 
! 
! 
! 
! 
fax interface-type fax-mail 
mta receive maximum-recipients 0 
! 
controller E1 0/0 
 channel-group 0 timeslots 1-31 
! 
controller E1 0/1 
 channel-group 0 timeslots 1-31 
! 
! 
! 
! 
interface Tunnel0 
 description Tunel IPv6 
 no ip address 
 ipv6 address 3000::2/112 
 ipv6 rip 6bone enable 
 tunnel source Serial0/0:0 
 tunnel destination 192.168.0.90 
 tunnel mode ipv6ip 
! 
interface FastEthernet0/0 
 description Conexion cabecera SHDSL 
 ip address 192.168.0.65 255.255.255.248 
 ip rip send version 2 
 ip rip receive version 2 
 ip pim dense-mode 
 duplex auto 
 speed auto 
 service-policy input ds_marker 
 no cdp enable 
! 
interface Serial0/0:0 
 description Conexion RouterB 
 ip address 192.168.0.89 255.255.255.252 
 ip pim dense-mode 
 service-policy output s00 
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 no cdp enable 
! 
interface Serial0/1:0 
 description Conexion RouterC 
 ip address 192.168.0.86 255.255.255.252 
 ip pim dense-mode 
 service-policy output s01 
 no fair-queue 
 no cdp enable 
 crypto map mymap 
! 
interface FastEthernet1/0 
 no ip address 
 duplex auto 
 speed auto 
 ipv6 address 4000:1:1:1:1:1:1:1111/112 
 ipv6 rip 6bone enable 
! 
interface FastEthernet1/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
! 
router ospf 1 
 log-adjacency-changes 
 redistribute rip subnets 
 network 192.168.0.84 0.0.0.3 area 0 
 network 192.168.0.88 0.0.0.3 area 0 
! 
router rip 
 version 2 
 network 192.168.0.0 
! 
ip classless 
ip http server 
ip pim bidir-enable 
! 
! 
access-list 100 permit ip host 192.168.0.40 host 192.168.0.10 
access-list 101 permit ip any host 224.2.197.224 
access-list 102 permit tcp host 192.168.0.36 any 
access-list 103 permit ip any any 
ipv6 router rip 6bone 
! 
! 
call rsvp-sync 
! 
! 
mgcp profile default 
! 
dial-peer cor custom 
! 
! 
! 
! 
! 
line con 0 
line aux 0 
line vty 0 4 
 password cisco 
Anexos   101 
 login 
 transport input telnet 
! 
! 
end 
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Anexo K. Configuración RouterB 
 
 
! 
version 12.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
! 
hostname RouterB 
! 
enable secret 5 $1$vgM3$MyGdhPiTxV1.UP6FNL4ZI1 
! 
ip subnet-zero 
! 
! 
! 
ip multicast-routing 
ip audit notify log 
ip audit po max-events 100 
ipv6 unicast-routing 
! 
crypto isakmp policy 10 
 hash md5 
 authentication pre-share 
crypto isakmp key cisco123 address 192.168.0.86 
! 
! 
crypto ipsec transform-set myset esp-3des esp-md5-hmac  
! 
crypto map mymap 10 ipsec-isakmp  
 set peer 192.168.0.86 
 set transform-set myset  
 match address 100 
! 
! 
! 
! 
! 
! 
! 
! 
fax interface-type fax-mail 
mta receive maximum-recipients 0 
! 
controller E1 0/0 
 channel-group 0 timeslots 1-31 
! 
controller E1 0/1 
 channel-group 0 timeslots 1-31 
! 
! 
! 
! 
interface Tunnel0 
 description Tunel IPv6 
 no ip address 
 ipv6 address 3000::1/112 
 ipv6 rip 6bone enable 
 tunnel source Serial0/0:0 
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 tunnel destination 192.168.0.89 
 tunnel mode ipv6ip 
! 
interface FastEthernet0/0 
 description Conexion Cabecera ADSL 
 ip address 192.168.0.73 255.255.255.248 
 ip rip send version 2 
 ip rip receive version 2 
 ip pim dense-mode 
 duplex auto 
 speed auto 
 no cdp enable 
! 
interface Serial0/0:0 
 description Conexion RouterA 
 ip address 192.168.0.90 255.255.255.252 
 ip pim dense-mode 
 no cdp enable 
! 
interface Serial0/1:0 
 description Conexion RouterC 
 ip address 192.168.0.82 255.255.255.252 
 ip pim dense-mode 
 no cdp enable 
 crypto map mymap 
! 
interface FastEthernet1/0 
 no ip address 
 duplex auto 
 speed auto 
 ipv6 address 2000:1:1:1:1:1:1:1111/112 
 ipv6 rip 6bone enable 
! 
router ospf 1 
 log-adjacency-changes 
 redistribute rip subnets 
 network 192.168.0.80 0.0.0.3 area 0 
 network 192.168.0.88 0.0.0.3 area 0 
! 
router rip 
 version 2 
 network 192.168.0.0 
! 
ip classless 
ip http server 
ip pim bidir-enable 
! 
! 
access-list 100 permit ip host 192.168.0.10 host 192.168.0.40 
ipv6 router rip 6bone 
! 
! 
call rsvp-sync 
! 
! 
mgcp profile default 
! 
dial-peer cor custom 
! 
! 
! 
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! 
! 
line con 0 
line aux 0 
line vty 0 4 
 password cisco 
 login 
 transport input telnet 
! 
! 
end 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Anexos   105 
Anexo L. Configuración RouterC 
 
 
! 
version 12.3 
service timestamps debug uptime 
service timestamps log uptime 
no service password-encryption 
! 
hostname RouterC 
! 
boot-start-marker 
boot-end-marker 
! 
enable secret 5 $1$dAXN$7Ml6vpK5JJKYe9wVm/5zH0 
! 
no aaa new-model 
ip subnet-zero 
ip cef 
! 
! 
! 
ip multicast-routing  
! 
! 
! 
controller E1 1/0 
 channel-group 0 timeslots 1-31 
! 
controller E1 1/1 
 channel-group 0 timeslots 1-31 
! 
class-map match-all ds_ef 
  match  dscp ef  
class-map match-all ds_af21 
  match  dscp af21  
class-map match-all ds_af11 
  match  dscp af11  
! 
! 
policy-map s11 
  class ds_ef 
   bandwidth 500 
  class ds_af11 
   bandwidth 200 
  class ds_af21 
   bandwidth 100 
! 
! 
! 
interface FastEthernet0/0 
 ip address 192.168.1.1 255.255.255.0 
 duplex auto 
 speed auto 
 no cdp enable 
! 
interface Serial1/0:0 
 description Conexion RouterA 
 ip address 192.168.0.85 255.255.255.252 
 ip pim dense-mode 
 no cdp enable 
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! 
interface Serial1/1:0 
 description Conexion RouterB 
 ip address 192.168.0.81 255.255.255.252 
 ip pim dense-mode 
 no cdp enable 
 service-policy output s11 
! 
router ospf 1 
 log-adjacency-changes 
 network 192.168.0.80 0.0.0.3 area 0 
 network 192.168.0.84 0.0.0.3 area 0 
! 
ip http server 
ip classless 
! 
! 
no cdp run 
! 
line con 0 
line aux 0 
line vty 0 4 
 password cisco 
 login 
 transport input telnet 
! 
! 
end 
 
 
