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Mémoire présenté en vue de l'obtention 
du grade de Licencié et Maître en informatique 
Trois méthodes, dont une originale, de compression globale 
de données, leurs bases, une implémentation et leurs variations 
sont proposées. Les résultats de ces méthodes, isolées ou 
combinées, sont analysés et comparés, et un algorithme combinant 
deux approches est proposé. 
Three global oriented Data-Compression methods, including an 
original one, their basis, implementation and variations are 
proposed. The results of these methods, isolated or combined, are 
analyzed and compared, 
is proposed . 
and an algorithm combining two approaches 
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O._Introduction 
Une caractéristique dominante de la science informatique a 
toujours été la recherche de la performance. La performance, qui 
signifiait hier place mémoire utilisée et temps de réponse 
minimaux, s'est aujourd'hui transformée, devant l'apparition de 
systèmes disposant de mémoires virtuelles toujours plus grandes 
(la dernière version du système SIEMENS BS2000 est dotée d'un 
espace adressable par 31 bits), en une notion plus qualitative 
d'appréciation du service fourni dans laquelle est inclus le 
temps de réponse. 
Ceci ne signifie pourtant pas que la notion d'espace utilisé 
ne joue plus aucun rôle. En effet, si les coGts, en termes de CPU 
et de mémoire principale, ne cessent de baisser, 
de même du prix des mémoires de masse, 
il n'en va pas 
ni surtout des 
télécommunications. Additionnellement, le volume d'information a 
un rapport immédiat avec son temps de transfert et donc le temps 
de réponse, tandis que l'optimisation du volume occupé par une 
base de données a une influence immédiate sur ses performances, 
par la minimisation des mouvements entre les mémoires principales 
et secondaires [CORMACK 1985]. 
Cette préoccupation se réflète d'ailleurs dans l'orientation 
des publications scientifiques concernant ce sujet, qui semble 
indiquer que la compression de données est devenu un sujet de 
recherche à part entière. Ainsi, les études s'y rapportant, 
autrefois essentiellement simples et pratiques ([SNYDERMAN 1970], 
[RUTH 1972]), laissent aujourd'hui apparaître un soucis de 
recherche de bases théoriques ([STORER 1983]), tandis que voient 
le jour des méthodes complexes faisant appel aux ressources du 
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parallélisme ([GONZALEZ 1985]). 
Face aux performances parfois étonnantes observées dans la 
littérature et à l'absence fréquente de mécanismes d'optimisation 
dans de nombreux systèmes ( SIEMENS BS2000, DEC TOPS-20 ), 
plusieurs questions peuvent être posées 
- ces mécanismes d'optimisation (compression de données) 
peuvent-ils être appliqués de manière générale, ou existe-t-il 
une relation étroite entre les gains réalisés et la nature des 
données? 
quelle est la complexité de ces mécanismes? 
- une compréhension des bases logiques de la compression de 
données ne permettrait-elle pas une adaptation ("customisation") 
des procédures aux données particulières du sytème? 
- n'ont-ils pas d'autres inconvénients que les simples coûts 
de compression et de décompression? 
Dans ce mémoire, nous allons donc tenter de trouver une 
réponse à ces questions et pour cela proposer une étude de trois 
mécanismes de compression se basant sur des caractéristiques 
différentes des données, en décrivant leurs bases logiques, 
l'implémentation des procédures de compression et de 
décompression, ainsi que leurs variantes et leur emplacement 
logique dans le système . Ces méthodes, essentiellement destinées 
à une compression globale des données à des fins d'archivage ou 
de transfert, peuvent être adaptées à des ensembles mouvants, 
telles que les bases de données. 
Pour chacune de ces méthodes, nous proposerons des 
algorithmes de prévision du volume de compression réalisable. 
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Dans une première partie (chapitre 1 et 2), nous définirons 
une terminologie et une base logique de la compression de données 
(chapitre 1) et expliquerons la notion de prévision du volume de 
c ompression et son utilité (chapitre 2) . 
Dans la seconde partie (chapitre 3 à 6), nous proposerons 
l'analyse de trois méthodes de codage, leurs basés logiques, une 
implémentation possible de ces méthodes, et quelques-unes de 
l eurs variations. Tout d'abord, nous analyserons une méthode 
basée sur le contexte (chapitre 3) la méthode Run-Length. Une 
méthode de codage basée sur les propriétés statistiques des 
données sera examinée dans les chapitres 4 et 5 : la méthode 
Huffman. Enfin, une approche originale basée sur la signification 
logique des données sera développée en chapitre 6 . 
Dans la troisième partie (chapitre 7 et 8), nous comparerons 
c es méthodes de manière quantitative et qualitative et 
proposerons un algorithme combiné permettant une amélioration à 
la fois de la compression réalisée et du temps (CPU et Entrées-
Sorties) nécessaire à cette compression. 
Nous terminerons (chapitre 9) par quelques considérations 
sur l'emplacement dans le système des routines de compression et 
de décompression . 
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l._La_Com2hession_de_Données_:_Définitions_et_Erinci2es de_Base 
Lorsque l'on observe la richesse de la littérature traitant 
du problème de la compression de données, il est surprenant de 
remarquer que peu de systèmes utilisent ces mécanismes de manière 
intensive. 
lln tel besoin existe pourtant : le coût des périphériques de 
stockage permanent de l'information, et plus spécialement les 
périphériques à accès directs (disques), semblent devenir 
aujourd'hui le point noir des budgets des centres de traitement 
de l'information. 
Ainsi que l'a souligné Dennis G. Severance dans un excellent 
article [SEVERANCE 1983], "Trois faits aident à expliquer ce 
phénomène : 
(1) Les concepteurs sous-estiment habituellement la quantité 
de compression réalisable pour une base de données déterminée, 
et les implications de cette compression ne sont pas pleinement 
appréciées. 
(2) La Compression de données ajoute un niveau de complexité 
à la conception, à l'implémentation, et au fonctionnement d'un 
système d'information, et les concepteurs sont réticents à 
accepter une complexité additionnelle sans des bénéfices clairs 
et substantiels. 
( 3 ) L'essentiel de la littérature publiée traite de 
techniques de compression particulières, les entourant d'une 
mystique mathématique. Les praticiens évitent de manière bien 
compréhensible des domaines dans lesquels ils ne sont pas à 
l'aise . " 
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Avant de poursuivre, nous allons définir certains concepts 
et termes se rapportant à la compression de données. 
utiliserons pour l'essentiel la terminologie de Severance. 
l.l_La_Terminologie 
Nous 
Le_Codage de Données est "un Processus établissant une 
relation entre une collection d'unités de codage (un ou plusieurs 
symboles formant une représentation de données) et une collection 
de valeurs de code (un ou plusieurs symboles formant une autre 
représentation de données). La relation existant entre unités de 
codage et leurs valeurs de code correspondantes est appelée un 
code. Si la relation est de type 1-1, alors une relation inverse 
existe et le processus inverse est appelé décodage. 
La_Com2action_de_Données est une forme de codage réduisant 0 
la taille (en terme de bits) des données . 
La_Com2ression_de_Données est un processus de compaction 
réversible, et donc sans perte 00 d'information .. [SEVERANCE 1983] 
Longueur originale des données 
Ratio_de_Com2ression = -----------------------------------
Longueur des données comprimées 
1 
Fi_gure_Of_Merit = --------------------------
Ratio de Compression 
Une expansion peut se faire dans l e cas de données peu 
compressibles, ceci étant dû aux informations (tables, ... ) 
nécessaires au processus de compaction lui-même. 
00 Les résumés, abbréviations, etc. peuvent être non-réversibles 
de par la perte d'information. 
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Nous pouvons représenter ces concepts graphiquement 
Ensembles des Processus 
Ensemble des Processus de Codage 
Ensemble des Processus de Compaction 
ex.: 
Résumés, 
Abbréviations, 
Ensemble des 
Processus de 
Compression 
ex.: 
Encryptage, 
Codage ASCII, 
Ensemble des Processus de Codage réversibles 
( Figure 1. 1 ) 
Cette terminologie n'est certes pas généralisée dans la 
littérature; les termes "Compression" et "Compaction", notamment, 
sont souvent utilisés comme des synonymes. Nous utiliserons par 
la suite le terme "Compression" au sens défini ici, 
comme synonyme de "Compaction réversible". 
à savoir 
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1.2_Les_Base~ 
Sans s'étendre trop sur des considérations théoriques (le 
lecteur intéressé les trouvera dans [SHANNON 1948], [STORER 
1983]), il est possible d'établir des liens directs entre la 
théorie de l'information et les méthodes pratiques étudiées par 
la suite. 
A partir de la théorie de Shannon, on peut aisément 
déterminer que le nombre optimal B de bits nécessaires à 
l'encodage d'un symbole S est donné par la formule 
[----------------] B = - log p(S) 2 ( Expression 1.1) 
----------------
avec p(S ) - probabilité d'occurence du symbole S 
Il est à noter que ce nombre Best habituellement impossible 
à atteindre en représentation digitale, de par la partie 
frac tionnelle de B, mais nous étudierons dans le chapitre 4 une 
méthode permettant d'atteindre un code qui est aussi proche que 
possible de cet optimum . 
Nous montrerons de plus que d'autres méthodes de compression 
ont une relation avec la théorie de l'information, de par leur 
manière de considérer les données non plus selon une vue 
statistique globale, mais selon une séquence de caractères reliés 
logiquement. Cette relation, parfois évidente (méthode Run-
Length), parfois plus complexe (méthode LOVER), 
plus en détail dans les chapitres concernés . 
sera expliquée 
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Intuitivement, l'expression 1.1 signifie que plus la 
probabi lité d'un symbole est élevée (0 ! pr ! 1), plus la 
longueur du code doit être faible, avec comme cas extrêmes : 
pr = 0 
pr - 1 
le code a une longueur infinie 
le code a une longueur nulle, ce qui signifie que le 
symbole ne transporte aucune information 
Par conséquent, si nous assignons des codes courts aux 
symboles les plus fréquents, et des codes plus longs aux autres 
caractères , il en résultera un gain dans la taille des données. 
Plus_formell~ment, nous pouvons dire que 
V FE { Processus de Codage}, 
V D , 
l 
si D 
0 
avec O = longueur des informations de service ("Overhead") 
F 
introduites par F 
quantité d'information donnée, représentée dans un code C 
I 
avei- L(D ) = L 
I I 
avec I(D) - I 
I 1 
= Longueur (en bits) de D 
I 
= Information contenue dans D 
I 
= F(D ) , 
I 
représentée dans un code C 
0 
avec L(D) = L 
0 0 
et I ( D ) - I 
0 0 
On peut dire que 
1. Fest un processus de codage réversible si et seulement si il 
- 1 
exi ste F E { Processus de codage} et 
-1 
F (D ) = D 
O I 
( => I 
0 
?. I 
I 
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2. Fest un processus de Compaction si et seulement si 
L - 0 
0 F 
~ L 
I 
3. Fest un processus de Compression si et seulement si Fest un 
processus de codage réversible & Fest un processus de Compaction 
Il est intéressant de noter que les processus de compaction 
n'ont habituellement pas la propriété 
-1 
F(F (D )) 
I 
( Expression 1.2 ) 
-1 
-1 
= F (F(D )) = D 
I I 
Ceci parce que F a généralement besoin d'une information 
de service générée par F, telle des tables de code, etc. 
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2._L'Analyse_et_la_Prédiction 
De nombreuses applications dans lesquelles la compression de 
données pourrait avoir un rôle important à jouer, ont une 
caractéristique commune : l'automatisation. Des fonctionnalités 
telles que l'archivage des fichiers, 
les mémoires de masse hiérarchiques, 
de l'opérateur, 
c aractéristiques 
et donc 
des données, 
sans 
qui 
pourcentage de compression réalisable, 
au chapitre 7. 
le transfert de données, ou 
se font sans l'intervention 
paramétrage précis des 
influencent grandement le 
ainsi que nous le verrons 
Le choix de l'algorithme de compression, d'efficacité assez 
variable, est donc un point crucial duquel va dépendre toute 
l'efficacité du processus. 
De plus, si le but principal est la réduction de taille des 
données, les facteurs temps de compression (CPU et Entrées-
Sorties) et intégrité des données ne doivent pas être négligés : 
à ratios de compression comparables, la méthode Run-Length devra 
être préférée à la méthode Huffman, plus coQteuse et plus 
fragile. 
Nous allons donc développer, pour chacune des méthodes (à 
l'exception de la méthode adaptative Huffman, par nature, et par 
fonction, imprévisible), des algorithmes nous permettant de 
prédire en une seule lecture du fichier le taux de compression 
prévisible, et de là nous permettant de sélectionner l'algorithme 
de compression adéquat. Ces algorithmes seront explicités dans 
les chapitres se rapportant à chacune des méthodes. 
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3._Un_Codage_syr_Base_du_Contexte_:_la_Méthode Run-Length 
La méthode de codage Run-Length n'est certainement pas la 
seule méthode de compression de données se basant sur le contexte 
dans lequel apparaît un caractère; des techniques telles LOVER 
(voir chapitre 6), ou encore des algorithmes de compression de 
programmes sources [KATAJAINEN 1986], peuvent être considérées 
elles aussi comme basées sur le contexte. 
Mais plus que basées sur le contexte, elles sont orientées 
vers des groupes logiques, structurés, d'information, ou plus 
encore la syntaxe des données; elles sont en général plus 
complexes, et plus proches de techniques de compilation telles 
celles décrites dans [AHO 1977]. 
Ainsi que l'écrit Held dans [HELD 1983], "La méthode de 
codage Run-length est une méthode de compression de données 
réduisant 
lorsque 
prédéfini. 
physiquement 
la longueur 
toute séquence répétitive de caractère 
de cette séquence atteint un niveau 
Une variation connue, ou plus exactement un sous-ensemble de 
cette technique, est la suppression du caractères NULL (ASCII 0), 
qui est utilisée dans le protocole de transmission IBM 3780 
BISYNC. Cette technique simple a peu d'avantages, et donne 
généralement des ratios de compression moins satisfaisants. Le 
lecteur pourra en trouver une description détaillée dans [HELD 
1983]. 
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3.1 Les Bases théorig~§~ 
L'idée de base de cette méthode est qu'un ensemble de 
données ne devrait pas être regardé comme une succession de 
caractères, mais bien comme une séquence de groupes d'un même 
caractère en utilisant la méthode Jackson (voir [JACKSON 
1975]), nous pouvons représenter une telle structure 
graphiquement de la manière suivante : 
[---------] groupe de données 
____ I ___  
[---- ----] caractèr: 
=====> 
( Figure 3. 1 ) 
[---------] groupe de données 
---- ----
groupe de 
caractères 
_____ I ____  
[---- ----] caractèr: 
---------
<====> 
[---------] groupe de données 
---- ----
groupe de 
caractères 
-r-------1-
caractere longueur 
du groupe 
--------- ---------
Signification_des_Structures_gra2higues 
Structure Structure Structure Structure 
Séquentielle Alternative Répétitive Répétitive 
r---] [---] [=-=] c-] l ___ J-T ___ l l ___ J-T ___ l [=!=~] [=!=:i [--- --] [-- - -- ] [--_ -0] [--_ -0] 
O .. N il S. i S. i2 
N non fixé i 1, i2 fixés 
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Ceci correspond à un principe très utilisé en description 
d'ensembles : l'énumération complète de l'ensemble est remplacée 
p a r le couple { nombre d'éléments de l'ensemble, 
décrivant complètement les membres de l'ensemble} 
la seule propriété de ces éléments est leur code. 
propriété(s) 
dans ce cas, 
Par référence à la théorie de l'information, cette vision de 
l'ensemble de données nous permet de conclure qu'un groupe de 
caractères est entièrement décrit par le caractère lui - même et la 
l or1gueur du groupe, c'est-à-dire que le nombre de bits nécessaire 
à décrire une chaîne de caractères équivalents est égal à la 
somme du nombre de bits nécessaire pour décrire le caractère, et 
du nombre de bits nécessaire pour décrire la longueur, 
reprendre l'expression de Shannon 
I(Groupe de caractères) 
ou, 
= I(Caractère) + I (longueur du groupe) 
avec I(X) = information (en bits) contenue dans X 
( Expression 3. 1 ) 
pour 
Cette valeur est aisément calculable : si nous considérons 
que chaque type de groupe de caractères (séquences de 
' a ', 'b', ... ) a la même probabilité d'occurence, et donc 
transporte la même quantité d'information, chaque caractère 
devrait être codé sur 7 ou 8 bits, dépendant du code utilisé 
ASCII 7 ou 8 bits, EBCDIC 8 bits , etc. (Nous ne considérerons 
plus par la suite que des codes 8 bits) . De plus, si nous 
c onsidérons qu'aucun groupe n'a une longueur supérieure à 256 
caractères, nous pouvons coder cette longueur sur un octet, nous 
Un Codage sur base du contexte 3.3 
donnant une longueur totale de 2 octets (16 bits) par groupe de 
caractères. 
Nous examinerons dans ce chapitre comment éviter le codage 
de groupes ne comportant qu'un seul caractère, en cassant le 
modèle pur", et nous étudierons dans le chapitre 8 une méthode 
nous permettant d'optimiser le codage, en tenant compte des 
différences fréquentielles entre la nature de chaque groupe d'une 
part, et entre leur longueur d'autre part. 
Un Codage sur base du contexte 3.4 
3.2_L'Im2lémentation 
A.Le Codage 
Suivant les théories de Jackson et Warnier (voir [JACKSON 
1975], [BERGLAND 1981], [HIGG INS 1977 J, [HIGGINS 1979]) que le 
traitement devrait être guidé par la structure des données, 
l'algorithme est immédiat 
[-----------] Traitement Données 
-----r-----[~::::e::::;j Groupe 
-----r-----[~::::e::::;j Caractère 
-----------
Program Process_File. 
Begin 
end. 
Open File_In, File-Out; 
End_File:="F"; 
If not EOF(File_in) then Read(File_in,Car) 
else End_File:="T"; 
~füile (End_File <>"T") do Process_Group; 
Close File_In, File_Out; 
Procedure Process_group; 
Begin 
end; 
Oldcar : =Car; 
Length_Run:=O; 
While ((Car=Oldcar) & (Length_Run<255) & (End_File<>"T")) 
do Process_char; 
Write(File_Out,Oldcar,Length_Run); 
Procedure Process_Char; 
Begin 
end; 
If not EOF(File_ in) thén Read(File_in,Car) 
E 1 se End_F i 1 e : =" T" ; 
If (Car=Oldcar) then Length_Run:=Length_Run + 1; 
( Algorithme 3. 1 ) 
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La vue des données en tant que succession de groupes de 
c arac tères n'est pourtant pas optimale du point de vue de la 
compression tous les groupes, même ceux ne comportant qu'un 
seul 8aractère, sont codés sur deux octets ; il en résulte 
usue llement une expansion des données. 
Une solution immédiate est de ne comprimer que les groupes 
d'une longueur supérieure à deux caractères. Mais la nécessité de 
distinguer entre les groupes comprimés et ceux qui ne le sont pas 
néc essite l'utilisation d'un caractère spécial, et nous amène à 
ne c ompacter que les groupes de plus de 3 caractères, 
groupes constitués du caractère spécial utilisé. 
Program Process_File. 
Begin 
Open File_In, File-Out; 
End_File:="F"; 
Write(File_out,Special _ char); 
ou les 
/* le décodeur doit connaître le caractère spécial utilisé 
If not EOF(File_ in) then Read(File_in,Car) 
else End_File:="T"; 
Wbile (End_File <> "T") do Process_Goup; 
Close File_In, File_Out; 
end . 
Procedure Process_group; 
Begin 
Oldcar:=Car; 
Length_Run:=O; 
Write(File_out,Special_Char); 
While ((Car=Oldcar) & (Length_Run <255) & (End_File< >"T")) 
do Process_ char; 
if ((Oldcar=Special_char) or (Length_Run >= 4) 
then Write(File_out,Special_Char,Oldcar,Length_Run) 
else for i: =1 t o Length_Run 
do Write(File_Out,Oldcar); 
end; 
Procedure Process_Char; 
Begin 
If not EOF(File_ in) then Read(File_ in,Car) 
Else End_File : ="T " ; 
If (Car=Oldcar) then Length_Run:=Length_Run + 1; 
end; 
( Algorithme 3.2 ) 
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Cette simple modification de la structure de base nous donne 
un codage optimal, dans l'hypothèse d'un codage à longueur 
déterminée. Face à la petite quantité d'overhead introduite (un 
seul caractère au début du fichier), on pourrait s'interroger sur 
la possibilité 
Malheureusement, 
de l'application répétée de cette méthode. 
cette méthode détruit la propriété sur laquelle 
elle se base, à savoir la succession de caractères semblables, et 
donc, à l'exception de cas singuliers, ne peut être appliquée 
plusieurs fois avec succès. 
La question du choix du caractère spécial, souvent effectué 
de manière arbitraire, sera abordée de manière plus générale dans 
le paragraphe suivant. 
La combinaison de cette méthode avec le codage statistique 
et LOVER, sera étudiée dans les chapitres 7 et 8. 
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B.Le_Décodage 
Dans le modèle initial, l'algorithme est immédiat 
Program Decompress_File . 
Begin 
Open File_in, File_out; 
End_File:="F"; 
Read_a_Group(Car,Length,End_File); 
Whi le ( End_f ile<> "T") 
do Process_Group(Car,Length); 
Read_a_Group(Car,Length,End_File) 
end; 
close File_in, File_out; 
end. 
Procedure Read_a_Group; 
Begin 
end; 
If not EOF(File_in) 
then read(File_in,Car,Length) 
else End_File:="T"; 
Procedure Process_Group; 
Begin 
For i:=1 to Length do write(File_ou~,car); 
end; 
( Algorithme 3.3 ) 
L'optimisation du codage n'entraîne que peu 
modifications, localisées dans la procedure Read_a_Group : 
Procedure Read_a_Group; 
Begin 
If not EOF(File_in) 
then begin 
read(File_ in,Car); 
if (Car=Special_char) 
then Begin 
rea.d ( Fi le_ in, car); 
read(File_in,Length); 
end 
else length:=1 
end 
else End_File:="T"; 
end; 
( Algorithme 3.4) 
de 
Un Codage sur base du contexte 3.8 
3.3_La_Prédiction 
Cette algorithme reflètera lui-aussi la structure des 
données ; la solution est triviale dans la structure de base 
- Comptage d~ nombre de groupes dans les données en entrée; 
- Données en sortie= nombre de groupes X (2 caractères/ groupe) 
Le lecteur remarquera que les modifications dans 
l'algorithme 3. 1 sont mineures. 
Dans la structure optimisée, 
peu importants : 
les changements sont là aussi 
Program Process_File. 
Begin 
end. 
Open File_In; 
End_File:="F"; 
If not EOF(File_in) then begin 
Read(File_ in,Car); 
Size_Output:=1 
end 
else begin 
End_File:="T"; 
Size_Output:=O 
end; 
While (End_File<>"T") do Process_Goup; 
write('Size Output= ',Size_Output); 
Close File_In; 
Procedure Process_group; 
Begin 
Oldcar:=Car; 
Length_Run:=O; 
While ((Car=Oldcar) & (Length_Run<255) & (End_File<>"T")) 
do Process_char; 
if (Length_Run >= 4) 
then Size_Output:=Size_Output + 3 
else Size_Output:=Size_Output + Length_Run; 
end; 
Procedure Process_Char; 
Begin 
If not EOF(File_in) then Read(File_in,Car) 
Else End_File:="T"; 
If (Car=Oldcar) then Length_Run:=Length_Run + 1; 
end; 
( Algorithme 3.5 ) 
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Le lecteur pourra noter dans l ' algorithme 3.5 une 
approximation apparente : tous les groupes (inclus les groupes de 
carac tère spécial) d'une longueur inférieure à quatre ne sont 
p as c onsidérés comme codés. Cela est pourtant correct, si on 
c h o isit le caractère spécial de telle manière qu'il apparaît le 
mo ins fréquemment possible dans des groupes de longueur 
inférieure à quatre. 
Le choix de ce caractère spécial pourra donc s'effectuer de 
t elle manière qu'il apparaisse le moins souvent possible 
(idéalement O fois) dans des groupes de longueur L < 4. 
Ceci est réalisé assez facilement, par l'utilisation d'une 
table T de 256 éléments, définie comme suit : 
V t[i] ET, 0 i i i 255 
t[i] = nombre de groupes du caractère i , de longueur L < 4 
( Algorithme 3.6 
Le choix du caractère se bornera donc à la recherche de 
l ' emplacement de l'élément le plus petit de la table. 
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4._Un_Codage_statistigue_:_l'Al_gorithme_tl~ffman 
L'Algorithme Huffman (AH) est certainement l'algorithme se 
référant à la compression de données le plus étudié depuis son 
apparition en 1952. 
Mê me si , paradoxalement, 
peut être difficile à trouver, 
l ' article original [HUFFMAN 1952] 
le lecteur en trouvera l'étude 
comp l è te, les bases , les commentaires et des variations dans 
[ SHANNON 1948], 
[ CORBIN 1981], 
[RUTH 1972], 
[PECHURA 1982], 
[WELLS 1972], [GALLAGER 1978], 
[SEVERANCE 1983] , [CORMACK 1984], 
[MCINTYRE 1985], [HELD 1983], [SEDGEWICK 1983], [AMSTERDAM 1986], 
[TANENBAUM 1981]. 
Nous allons tout d ' abord proposer une définition 
algorithmique simple des codes Huffman, et prouver l'optimalité 
du code généré par cet algorithme , et les limites de cette 
optimalité. Nous établirons ensuite deux propriétés qui nous 
p e rmettront d ' en donner une définition structurelle. 
Dans une seconde partie, nous proposerons une implémentation 
des algorithmes de codage et de décodage . 
Enfin, nous proposerons une méthode permettant de prédire le 
rat i o de compression , e t nous terminerons avec deux variations de 
la mé thode originale. 
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4. l_Les_Bases_th~origues 
Dans un système digital, l'alphabet est représenté sous 
forme d'un code binaire, de longueur L fixe pour dP~ raisons de 
facilité de manipulation. Un tel code peut être regardé comme un 
arbre binaire à L niveaux, dont les feuilles sont les caractères 
du code, et dont le chemin de la racine vers la feuille forme le 
code du caractère. Il est à noter qu'un tel code possède une 
propriété de préfixe, c'est-à-dire qu'aucun caractère n'a un code 
qui soit le préfixe du code d'un autre caractère. L'idée de base 
de l'AH est la création d'un arbre dont les feuilles se trouvent 
à des niveaux différents de l'arbre, 
propriété de préfixe. 
tout en conservant cette 
Ainsi que nous l'avons noté au chapitre 1, l'entropie d'un 
symbole 
par ce 
S, définie comme la quantité d'information 
symbole, et exprimée par (expression 
transportée 
1.1), est 
habituellement impossible à atteindre, 
fractionnelle de cette expression. 
ceci étant dû à la partie 
L'AH nous permet d'approcher cette valeur de la manière la 
plus proche possible dans un système de représentation digitale. 
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Définissons comme Siblings des éléments ayant le même parent 
immédiat dans l'arbre; une représentation graphique de cette 
relation pourrait être : 
( Figure 4.1 ) 
Dans cette structure, ~ et T sont siblings, ~ est le parent 
de~ et T, qui sont ses enfants. 
Algorithme_Huffman 
1) Soit L, une liste des probabilités des symboles sources 
correspondant aux feuilles de l'arbre de codage. 
2) Prendre les deux éléments de Layant la probabilité la 
plus faible, les faire Siblings, générer un noeud intermédiaire 
en tant que parent de ces siblings, marquer le lien du parent 
vers un enfant avec la valeur 0, 
valeur 1. 
et l'autre lien avec la 
3) Remplacer les deux éléments choisis par le parent, avec 
une probabilité égale à la somme des probabilités des deux 
éléments. Si la liste L ne contient qu'un élément, arrêter, sinon 
retourner au point 2)." [GALLAGER 1978] 
( Algorithme 4.1 ) 
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explicitons cet algorithme sur le mot "sentence". 
0r-----2/8----1 1 
C S 
1/8 1/8 
t 
1/8 
0r-------3/8------il 
0r-----2/8----1 1 
C S t 
1/ 8 1/8 1/8 
n 
2/8 
n 
2/8 
Or-------5/8------il 
0r-------3/8------
1
1 
0 r-----2/8----1 1 
e 
3/8 
e 
3/8 
c s t n e 
1/8 1/8 1/8 2/8 3/8 
dernière_étap_e 
or-------8/8------ 1 
Or-------5/8------il 
0r-------3/8------il 
or-----2/8----1 1 
c s t n e 
1/8 1/8 1/8 2/8 3/8 
Le code optimal est donc 
e = 1 n = 01 t - 001 s = 0001 C = 0000 
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Preuve_de_l'o2timalité_du_cod~_généré 
Il nous reste à montrer q~e le code généré est bien optimal, 
c'est-à-dire qu'il n'existe pas d'autre code permettant de 
représenter la même quantité d'information en un plus petit 
nombre de bits. Cette preuve, donnée par Huffman dans son article 
original, a été récemment reprise par Amsterdam dans [AMSTERDAM 
1986]. 
Définissons tout d'abord le WPL (Weighted Path Length) d'un 
arbre de la manière suivante : 
k 
WPL = E (nombre d'occurences du caractère Ci* Longueur du 
i=l 
chemin de la racine au caractère Ci) 
avec k = nombre dP. caractères de l'arbre 
( Expression 4. 1 ) 
Il est clair que, pour un ensemble de données D, la 
représentation de D la plus petite sera celle codée suivant un 
arbre de code T de WPL minimal. 
Nous allons montrer que, pour une distribution statistique 
donnée, l'AH produit un arbre de code de WPL minimal. Pour cela, 
faisons tout d'abord trois observations : 
1) observation de généralité : on peut toujours construire 
un arbre de code en combinant répétitivement deux sous-arbres en 
un seul plus important. L'aspect important de l'AH est qu'il 
choisit toujours les deux sous-arbres de fréquences minimales. 
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2) observation d'abaissement : accroître la longueur du 
chemin jusqu'à un sous - arbre de 1 (= abaisser le sous-arbre) 
revient à additionner la fréquence du sous-arbre au WPL de 
l'arbre global. 
3) observation d'échange si le sous-arbre STl a une 
fréquence inférieure au sous-arbre ST2, et si le chemin de la 
racine 
de la 
l'arbre 
à STl est plus court den chemins élémentaires que 
racine à ST2, permuter STl et ST2 diminuera le 
global; ceci est une conséquence directe de 
celui 
WPL de 
2), et 
corre:.;pond à additionner n fois la fréquence de STl, et à 
soustraire n fois la fréquence de ST2. 
Démonstration 
Considérons un algorithme créant un arbre de code en 
sélectionnant les éléments à faire Siblings de manière différente 
par rapport à l'étape 2 de l'algorithme 4.1 ; supposons que cet 
algorithme choisisse non pas les deux éléments Fl et F2 de 
fréquence la plus faible, mais l'élément Fl de fréquence 
minimale, et un élément F de fréquence supérieure. 
Trois possibilités se présentent : 
1) F2 se trouve plus bas dans l'arbre final que Fl, le plus 
petit; de par l'observation d'échange, on peut permuter F2 et 
Fl, afin d'obtenir un arbre de code de WPL inférieur. 
2) F2 se trouve plus haut dans l'arbre que Fl, et donc que 
le Sibling de Fl, qui est F, de fréquence plus grande que celle 
de F2 ; de par cette même observation, on peut permuter F2 et F, 
et donc obtenir un arbre de code de WPL inférieur. 
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3) F2 se trouve au même niveau que Flet F; on peut donc 
permuter F2 et F sans modification du WPL, et obtenir l'arbre qui 
aurait été généré par l'AH. 
Il est clair que toute altération du type 1) ou 2) produit 
un code qui n'est pas optimal ; une altération de type 3) produit 
quant à elle un arbre qui est optimal, 
celui qui aurait été généré par l'AH . 
mais pas meilleur que 
Considérons que l'algorithme choisisse les deux éléments de 
manière entièrement différente par rapport à la méthode de choix 
de l'algorithme Huffman. 
étapes : tout d'abord, 
La démonstration se fait en deux 
on montre qu'un algorithme choisissant 
l'élément de fréquence minimale, 
produit un arbre de WPL meilleur, 
et un des deux autres éléments, 
de la même manière que celle 
utilisée dans la première partie de la démonstration, ce qui nous 
ramène au présupposé de cette première partie. C.Q.F.D. 
Nous avons donc prouvé que l'AH produit un code optimal. Il 
faut cependant remarquer que ce n'est pas toujours l'algorithme 
l e plus efficient pour comprimer un ensemble quelconque de 
données. En effet, son ratio de compression atteint dans le 
meilleur des cas 8:1, cas d'un code dans lequel tous les 
carac tères originaux sont codés sur un bit. En comparaison, un 
c odage de type Run-Length peut atteindre un ratio de 256 : 3, cas 
d'un ensemble de données constitué de suites de 256 caractères. 
Ainsi, une image graphique, succession de chaînes de O et de 1, 
sera comprimée plus efficacement par un algorithme de type Run-
Length opérant au niveau du bit, tandis qu'un algorithme orienté 
vers la structure logique tel LOVER, les codes Huffman modifiés 
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(voir 4.5) ou l'algori t hme Frankenstein-Lidzba-Verfahrens [STUCKY 
1986] seront préférés pour la compression d'une base de données. 
Deux_QroQriétés_des_codes Huffman - _Uue_définitiou_structurelle 
ll_La_2ro2riété_2réfixe, immédiate conséquence de 
l' ass imilation des symboles aux feuilles de l'arbre de code, 
assure qu'aucun code de symbole n'est le préfixe d'un autre code . 
Cela p e rmet un décodage immédiat de la source codée. 
que nous allons définir de la 
manière suivante : 
CT, a rbre de code, a la propriété Sibling 
<=> 1) Chaque noeud d e l'arbre, racine exceptée, a un Sibling 
2) Les noeud peuvent être listés par ordre croissant non-
strict ement de fréquence, de telle manière que chaque noeud est 
adjac ent dans la liste à son Sibling, ce qui, formellement 
exprimé 
Pro2riété_Sibling 
Pour un alphabet de K éléments, la liste, racine 
e x ceptée, comporte (2K- 2) noeuds, et 
Vi, 1 ~ i ~ K-1 : Les él é me nts (2i) et (2i - 1) sont Siblings 
( Expression 4.2 ) 
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3l_Une_définition_structu~elle 
Soit C, un code b i naire possédant le propriété préfixe, 
d'arbre de code CT 
C est un code Huffman <=> CT possède la propriété Sibling 
( Expression 4.3 ) 
Démonstration 
1) CT possède la propriété Sibling => C est un code Huffman 
=> Les éléments (1) et (2) sont Siblings et feuilles de 
C'I' ; en effet, s'ils étaient des noeuds, leurs enfants auraient 
des fréquences inférieures à celles des éléments (1) et (2), ce 
qui est impossible, 
fréquence croissante. 
les éléments étant classés par ordre de 
=> Les éléments (1) et (2) sont deux symboles sources de 
fréquences minimales, et on peut donc les combiner suivant 
]'étape 2) de l'algorithme 4.1. 
=> Si nous les supprimons de CT, CT garde la propriété 
Sibling, et les feuilles de l'arbre de code réduit correspondant 
à (CT/{Elém(1),Elém(2)}), correspondent à la liste L de 
l'algorithme 4.1 après l'étape 3) 
=> A chaque itération, l'algorithme 4.1 choisit comme 
Siblings des éléments qui sont Siblings dans CT 
=> Si nous marquons les chemins dans l'arbre de code généré 
par l'algorithme 4.1 suivant les chemins dans l'arbre de code CT, 
les deux codes sont équivalents. 
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2) CT est un arbre Huffman => CT a la Sibling Property 
Soit LS une liste initialement vide; exécutons l'algorithme 
4. 1, modifié de telle manière qu'à chaque itération, il ajoute à 
LS les deux noeuds (le terme "noeud" incluflnt ici les feuilles) 
sélectionnés, 
noeud. 
le noeud de plus faible fréquence avant l'autre 
=> LS est construit d'une manière telle que chaque noeud de 
CT est adjacent dans LS à son Sibling; de plus, de par le choix 
effectué à l'étape 2) de l'algorithme 4.1, et par la manière dont 
les paires de noeuds sont placées dans LS, LS est classée par 
ordre croissant de fréquence des éléments. C.Q.F.D. 
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4.2_L'Im2lémentation 
A.La_2rocéd~re_de comQression 
L'algorithme de base décrit en 4.1 est simple, et 
relativement facile à implémenter. L'implémentation comprend 
principalement quatre parties 
1) L'analyse des données en entrée 
2) La génération de l'arbre de code (l'AH proprement dit) 
3) La génération d'une table de code, à partir de l'arbre 
4) L'itération codant chaque caractère des données d'entrée. 
Bien que le lecteur trouvera une implémentation complète à 
l'annexe 1, nous allons donner ici quelques propositions, parfois 
arbitraires, de solutions. 
ll_L'analyse des données en_entrée 
Ce problème a été résolu de manière simple par comptage des 
caractères en entrée : 
1. Initialisation de la table des fréquences à 0 
2. Tant qu'il reste des données faire: 
lire un caractère 
table_fréq[caractère]:=table_fréq[caractère]+l 
( Algorithme 4.2 ) 
D'autres solutions existent pourtant : analyse par 
échantillonage, par approximation successive, 
fréquences pré-déterminées. Nous étudierons les deux 
tables de 
dernières 
respectivement au chapitre 5, et au point 4 de ce chapitre. 
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2l_La_génération_de_l'arbre_de_code 
L'algorithme 4.1 génère un arbre destiné à encoder les 
d onnées en entrée. Mais est-il préférable de l'utiliser 
directement, ou bien de générer à partir de cet arbre une table 
de code ? Et, à partir de ce choix, quelle devra-être la 
structure de l'arbre? 
Nous avons choisi la seconde solution, à la fois pour des 
raisons de performance et de facilité d'implémentation que nous 
expliciterons par la suite. 
La première approche, proposée par Amsterdam, se base sur un 
arbre dont les éléments ont la structure suivante 
( Figure 4.2 ) 
-------l-------
parent 
caractère 
fréquence 
-------i-------fils fils gauche droit 
0 0 
---,--- ---1---
v V 
Sur une telle structure, 
u t ilisé pour la compression, 
le pointeur vers le parent est 
tandis que les pointeurs vers les 
enfants sont utilisés pour la décompression. Un tableau de 
pointeurs est utilisé pour l'accès aux feuilles de l'arbre. 
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Durant la compression, 
suivante : 
l'arbre est utilisé de la manière 
Soit 't' le caractère à coder; par l'index, nous accédons à 
1 a feu i 11 e 't' , et nous remontons jusqu'à la racine, en 
mémorisant le chemin parcouru qui est DGG, ou 100; nous 
inversons ensuite le code (001), 
de sortie. 
( Figure 4.3 ) 
qui est écrit dans les données 
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La structure que nous avons utilisée est la suivante 
( Figure 4.4) 
caractère 
fréquence 
-------i-------fils fils gauche droit 
0 0 
---,--- ---,---
V V 
Il est à noter que l'absence du pointeur "parent" nous 
empê che d'utiliser cet arbre directement pour l'encodage, ce qui 
nous oblige à passer par l'étape intermédiaire de création d'une 
t able des codes, explicitée au paragraphe suivant. 
Un e structure additi onnelle , destinée à optimiser l'étape 2) 
de l'algorithme 4. 1, est un tableau de pointeur LP destiné à 
ma int enir un nrdre dans la liste L des noeuds non encore 
s é lec tionnés. Un tel t ableau aura la structure: 
V i , j : (1 i i i j i taille(LP)) => (LP[i]A.freq i LP[j]A.freq), 
av ec PA signifiant "l'objet indiqué par le pointeur P". 
( expression 4.4) 
Il faut noter cependant que l e gain de performance réalisé 
g r§ce à une telle structure, par rapport à l'algorithme de type 
"Se l ect i on Sor t " proposé par Amsterdam, est probablement très 
faible, de par la tail l e limitée de la liste L. 
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3l_La génération de_la_table_deLcodes 
La génération de cette table est faite par un algorithme 
récursif d'exploration complète de l'arbre, de type 
profondeur d'abord'' (DFS), de la forme suivante 
Procedure encode(T:tree, Code:String of Bit, Depth:Integer); 
begin 
end; 
If Tisa leaf with character c 
then begin 
output(c); output(depth); output(Code) 
end 
else begin 
concat(code,O,newcode); 
encode(leftson,newcode,depth+l); 
/* on encode le sous-arbre de gauche*/ 
concat(code,1,newcode); 
encode(rightson,newcode,depth+l) 
/* on encode le sous-arbre de droite*/ 
end 
( Algorithme 4.3 ) 
en 
La base de cet algorithme étant fournie par la propriété 
Sibling 
offertes 
Chaque noeud ayant un Sibling, deux possibilités sont 
Soit il n'y a pas de fils, et nous nous trouvons à une 
feuille à encoder, soit il y a deux fils, et donc deux sous-
arbres dont on doit déterminer le code, qui sera préfixé par la 
c on c aténation du code courant et du bit O pour le sous-arbre de 
gauche, du bit 1 pour celui de droite. 
La procédure En code est appelée initialement avec pour 
arguments T = Racine de l'arbre 
Code='' (code vide) 
Depth = 0 
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La table des codes aura la structure suivante pour chaque 
caractère : 
[caractèrer~~n~~â~r:1:Code:l:1:Code:2:1: -i-----------------i Code(Length DIV 8 + 1) 
- -----------------
0 0 15 t--Length 
( Figure 4.5 ) 
Un code aura une longueur comprise entre 1 et 256 bits, 
correspondant au cas le plus défavorable d'un arbre complètement 
dégénéré. 
( Figure 4.6 ) 
Niveau 
1 
2 
255 
256 
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4l_Le_codMe du_caractère 
Nous avons décrit au point 2) le mécanisme utilisé par 
Amsterdam. Lorsque l'on passe par une table de codes, ce problème 
est résolu de manière simple et performante, par un balayage 
séquentiel du code du caractère, que l'on écrit dans le buffer de 
sortie. Un tel mécanisme est fac i lement optimisable, à l'opposé 
d'un codage basé entièrement sur l 'arbre seul. 
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B._La_2rocédure_de_décom2ression 
Un algorithme simple est utilisé. Il correspond à un 
cheminement dans l'arbre, suivant les indications données par les 
bits lus successivement des données compri mées (bit= 0 aller 
visiter le fils de gauche; bit= 1 : aller visiter le fils de 
droite) jusqu'à ce que l'on rencontre une feuille. A ce moment, 
on renvoie le caractère, et on se repositionne à la racine de 
l'arbre. Notons que préalablement au décodage proprement dit, 
l'arbre devra avoir été reconstruit à partir des informations de 
service (soit l'arbre lui-même, soit la table des codes) stockées 
au début des données comprimées. 
Cet algorithme aura la structure suivante 
procedure decompresse; 
begin 
end; 
Current := root; 
while not EOData do 
begin 
read a bit; 
if bit= 0 
then current 
else current 
if current is a 
then begin 
leftson 
rightson; 
leaf 
output(character); 
current := root 
end; 
end; 
( Algorithme 4.4) 
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Q_,___R~m~rg~~§. 
Comme que nous l'avons souligné dans ce chapitre, un code 
basé sur l'AH est souvent générateur d'une épargne d'espace-
disque appréciable. Mais certaines faiblesses structurelles de ce 
s c h é ma empêche son utilisation généralisée. 
Ainsi, le système d'entrée-sortie orienté caractère des 
s ystèmes d'exploitation, entraîne un coût CPU parfois élevé, dû à 
la néc essité de la simulation des entrées-sorties orientées bits 
pr opre s aux codes Huffman. Des problèmes de synchronisation 
peuvent se poser, de pRr la présence de données parasites dans le 
d e rnier caractère des données encodées, ce qui nous oblige à 
in c lure dans les informations de service le nombre de caractères 
des données originales. 
Mais la plus grande faiblesse d'un tel système est sa 
fragilité la perte d'un bit des données encodées mène à la 
des t ruction complète des données suivantes. Une telle possibilité 
rend ce codage inutilisable dans un but d'archivage, ou plus 
s implement si le média magnétique (bande, disquette) n ' est pas ou 
p e u fiable. Dans cette optique , il semble qu'un mécanisme de 
synchronisation efficace (liste de pointeurs de resynchronisation 
e n début des données compressées, etc.) doit encore être étudié. 
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4.3_La Prédiction 
Une première méthode de calcul du ratio de compression à 
partir de la table des fréquences serait d'utiliser l'expression 
de Shannon : 
Nombre de bits nèeessaire pour l'encodage des données= 
K 
[ [nombre d'occurences du symbole Si* 
i =l 
- log (fréquence du symbole Si)] 
avec K = nombre de symboles de l'alphabet 
( Expression 4.4 
Cette formule, permettant d'évaluer le résultat final sans 
c onstruction de l'arbre des codes, ne tient malheureusement pas 
compte des informations de service (tables, ... ), ni de la 
redondance R des codes Huffman, définie comme étant égale à 
R -
K 
E ( Pi * Li ) - H ( P 1 , . . . PK) 
i=l 
K K 
E(Pi * Li) + E[Pi * log (Pi)] 
i=l i=l i 
ave c Pi - Probabilité d'occurence du symbole i 
Li = Longueur du code Huffman du symbole i 
K = Nombre de symboles de l'alphabet 
H = Entropie de l ' alphabet (voir [SHANNON 1948]) 
et calculée par Gallager comme étant 
[----------------] R 5. Pm+ 0,086 
----------------
( Expression 4.5) 
avec Pm, probabilité de la lettre la plus probable de 
l'alphabet. [GALLAGER 1978] 
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L'expérience nous a montré que cette erreur de prédiction, 
variant avec la taille des données à comprimer, s'échelonne 
habituellement entre 10% et 20% de la taille des données 
comprimées. 
Une telle variation, considérable, nous a fait préférer une 
méthode basée sur la table des codes, et exprimant la taille 
totale L(Ci) occupée par un caractère Ci dans l'ensemble des 
données comme étant la somme des informations utiles et de 
service 
[
caractèrellongueur_I_Code_l_I_Code_2_I_ 
du code 
--------- --------- -------- -------- -
0 8 15 
( Figure 4.7 ) 
-i-----------------i Code(Length DIV 8 
+ 1) 
- -----------------
t--Li 
L(Ci) = (nombre d'occurences de Ci* Longueur de son code) 
+ taille de l'overhead de Ci dans la table des codes 
~ [(Ni * Li) + 16 + Li] bits 
à 1/2 caract ère près en moyenne 
( Expression 4.6) 
La taille des données compressées sera donc égale, 
caractères près en moyenne, à 
( Expression 4.7) 
[ 
____ K ___________ l 
E(L(Ci)) 
i=l 
----------------
à (K/2) 
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4.4_Les_tables_Huffman_statigues 
Ainsi que nous l'avons observé dans ce chapitre, la taille 
des données codées suivant un code Huffman dévie de l'optimum 
hypothétique de Shannon d'une quantité égale à la somme de la 
redondance et des informations de services nécessaires (arbre de 
décodage, etc.). 
Cet overhead, qui peut être regardé comme d'une taille 
relativement fixe, alors que la redondance est fonction 
croissante de la taille des données à compresser, entre pour une 
bonne part dans la taille de ces données, si celle-ci est peu 
élevée; à cet égard, la figure 4.8 dénote un overhead pouvant 
aller jusque 35% des données comprimées. 
30 
20 
10 
5 
( Figure 4.8 ) 
Pourc~ntage 
d'overhead 
3 5 7 9 Tc ille des 
donne~s 
comprimees 
La suppression de cet overhead, par l'utilisation de tables 
Huffman déterminées par analyse de programmes ou de textes 
(Tables COBOL, PASCAL, Anglais, ... ), ou d'une table synthétique 
mul ti-usage, a été étudiée par Mclntyre et Pechura [MCINTYRE 
1985] à partir d'un ensemble de fichiers de programmes sources. 
De plus, l'utilisation de ces tables supprime la nécessité d'une 
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analyse préalable des données à encoder. Le coût, qui résulte en 
une augmentation de la redondance, reste faible lorsque les 
données sont de petite taille, ou d'un type bien défini. 
Les résultats obtenus montrent une performance souvent 
meilleure que celle obtenue avec les codes Huffman traditionnels, 
dynamiques . 
Type pourcentage de compression 
fic-:hier Taille Huff COB PAS PL/1 ALL 
-------------------------------------------------------
COBOL 18400 30,2 28,7 29,9 30,1 2818 
COBOL 17680 29,7 28,9 30,2 29,9 29,1 
COBOL 23120 27,1 25,9 27,4 27,4 26,0 
COBOL 20960 26,6 25,3 26,0 26,2 25,2 
COBOL 32400 30,9 30,5 31,7 31,4 30,4 
COBOL 56560 26,1 26,0 26,8 26,7 25,9 
PL/1 32640 28, 1 30,6 27,8 27,1 27,9 
PL,11 32560 27,9 30,6 27,7 27,0 27,9 
PASCAL 40560 27,1 28,1 26,2 26,8 26,7 
PASCAL 37840 29,9 31,5 29,0 29,8 29,7 
COB - table statique des fréquences dans les programmes COBOL 
PAS - table statique des fréquences dans les programmes PASCAL 
PL / 1 = table statique des fréquences dans les programmes PL/1 
ALL = table synthétisant les tables COB, PAS et PL/1 
( Figure 4.9 ) 
Notons que de telles tables sont disponibles pour les 
langages naturels (Français, Anglais, etc.). Un tel principe est 
d'ailleurs utilisé dans le code Morse. 
Même si une telle méthode garde certaines lacunes 
redondance élevée pour de gros fichiers, difficulté du choix de 
la table appropriée, elle semble une bonne alternative au codage 
Huffman classique . 
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4.5 Un_Cod~e_stati~tico-logigue 
L'algorithme Huffman, qui se base sur une vue globale des 
données, est habituellement inadapté à la représentation d'une 
base de données à accès dynamique . 
Pour remédier à ce défaut, [CORMACK 1985] présente une 
méthode utilisée dans l'Information Management System (IMS) 
d'IBM, tenant à la fois du codage Run-Length, du codage 
statistique avec tables statiques, et de l'approche logique 
propre à LOVER (voir chapitre 6). 
Dans cette approche, l'information d'une base de donnée est 
conservée sous forme d'un ensemble d'enregistrements de 
différents formats, chaque enregistrement pouvant être considéré 
comme une suite de champs d'un type spécifique . 
Dans IMS, et dans un but de compression, nous pouvons 
considérer un champ comme appartenant à l'ensemble { caractère, 
chiffre, chiffre compacté (2 chiffres/ octet), blanc, autre} . 
Pour chacun de ces types, une table Huffman statique est 
considérée, soit prédéterminée, soit reconstruite régulièrement. 
Notons que cette reconstruction, qui permet de prévenir un 
changement statistique dans la nature des informations, nécessite 
une reconstruction complète de la base de données. Enfin, le 
nombre de types peut être plus ou moins étendu, ce qui entraîne 
une adaptabilité meilleure (ainsi qu'il apparaît dans le tableau 
suivant), pour un coût plus élevé en tables statiques . 
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Types Désignation 
l 
2 blanc, autre 
3 blanc, alphanumérique, autre 
4 blanc, alphabétique, numérique, autre 
5 blanc, alphabétique, numérique, compacté, 
autre 
8 blanc, voyelle, consonne, 0, 1-9, nul, 
compacté, autre 
( Figure 4.10) 
Bits/Char. 
3,55 
3,23 
2,92 
2,68 
2,62 
2,56 
Le codage proprement dit s'établit de la manière suivante 
1) Coder le caractère Cl, premier caractère de 
l'enregistrement, 
arbitrairement. 
suivant une table choisie 
2) Vi, 2 ! i ! Longueur de l'enregistrement : 
Coder Ci suivant la table correspondant au type du 
caractère C(i-1). 
( Algorithme 4.5 ) 
L'heuristique utilisée ici étant que, dans un enregistrement 
considéré 
carac tère, 
comme une suite de champs d'une longueur de 1 
le type d'un champ est habituellement le même que 
celui du champ précédent. 
Le problème des données parasites situées dans le dernier 
octet de l'article, peut être résolu de manière traditionnelle 
(stockage de la longueur de l'article dans le(s) (deux) 
premier(s) octet(s) de l'article), ou par le mécanisme décrit au 
chapitre suivant, et consistant en la création d'un 257ème 
c aractère que nous dénommerons EOData. Ce problème est résolu 
dans IMS d'une manière différente, de par l'existence d'autres 
contraintes, et ne nous intérèsse pas directement. 
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Les résultats (voir Figure 4.11) observés par Cormack sur 
une base opérationnelle de données administratives portent sur 
une réduction à la fois de l'espace disque occupé, et du nombre 
d'entrées-sorties physiques et doivent être rapprochés de ceux 
obtenus par LOVER et détaillés en chapitre 8. Le coût CPU 
entraîné par cette optimisation semble peu important. 
sans compression 
avec compression 
ratios 
Figure 4. 11 ) 
Taille 
globale 
2205 KB 
1275 KB 
57,9% 
Entrées-Sorties 
physiques 
1022 
681 
67,3% 
CPU 
( Amdahl V7) 
32,0 S. 
37,5 S. 
117,2% 
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5_. _Les_Codes_Huffman_adaptatifs 
5.l_Introduct.ion 
Ainsi que nous l'avons vu au chapitre précédent, 
caractéristiques, qui sont aussi deux désavantages, 
deux 
de 
l 'a lgorithme Huffman, sont la nécessité d'une analyse préalable 
des données à compresser, 
données. 
et une vue statistique globale de ces 
Si certaines propositions ont été faites afin de résoudre le 
premier point {voir chapitre 4.4), et si la possibilité de 
décomposer un fichier composite (librairies, ... ) en plusieurs 
parties homogènes plus facilement compressibles est réalisable, 
une solution élégante a été proposée par Gallager dans 
[G/\LLAGER 1978 J. 
L'idée de cet algorithme se base sur un arbre de code 
traditionnel qui, à partir d'une situation initiale connue à la 
f oi s des processus codeur et décodeur, est modifié en fonctions 
du passé , c'est - à-dire des estimations statistiques courantes. 
Nous allons étudier par la suite les trois problèmes se 
posant dans la réalisation d'un tel mécanisme, à savoir : 
1) Le choix de l'arbre initial 
2) Le processus de vieillissement des statistiques 
3) La mise à jour de l'arbre de code 
l e s problèmes liés au codage et au décodage proprement dits ne 
différant pas de ceux rencontrés dans l'implémentation de 
l'algorithme Huffman traditionnel. 
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5._2_L'Arbre_initial_-_le Processus de_Vieilliss~ment 
Un choix d'arbre initial adapté aux caractéristiques 
statistiques des données à comprimer, sans être d'une importance 
vitale, peut être la source d'une épargne espace et CPU 
intéressante. En effet, le choix d'un code fixe traditionnel de 
type ASCII ou EBCDIC est souvent peu adapté, et résulte donc en 
un codage non-optimal qui, s'il s'adapte plus ou moins rapidement 
à la configuration statistique des données, ne le fait qu'au prix 
de nombreuses modifications de l'arbre pouvant aller, dans le cas 
le plus grave, jusqu'à sa reconstruction complète, ainsi que l'a 
démontré Gallager dans [GALLAGER 1978]. 
De plus, le problème des données parasites dans le dernier 
byte (voir 4.3), nous oblige à disposer d'un caractère spécial de 
fin de données. Ceci est aisément réalisé en transformant un des 
caractères en un noeud intermédiaire, dont les fils sont le 
caractère transformé, et le signe spécial de fin de données. Ceci 
résulte en un alphabet dans lequel 255 caractères ont un code de 
8 bits, et 2 caractères ont un code de 9 bits. Cette propriété 
des codes Huffman, à savoir l'extensibilité de l'alphabet, 
débouche sur des applications sortant du domaine de la 
compression de données. Pourtant, il faut remarquer que 
l'utilisation d'un code de 16 bits permettant de coder toutes les 
paires possibles de caractères, et utilisé par la suite comme 
base d'une compression Huffman traditionnelle ou adaptative, 
pourrait donner lieu à des taux de compression importants. 
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Enfin, l'utilisation de fonctionnalités de plus en plus 
orientées vers l'utilisateur, tels les logiciels de traitement de 
textes, ou l'utilisation croissante de langages informatiques 
évolués, ont abouti à la présence de données résidentes de plus 
en plus proches du langage naturel. 
Pour ces raisons, un arbre initial basé sur les fréquences 
rencontrées dans le langage naturel semble être mieux adapté aux 
d onnées traitées. Une autre possibilité serait qu'une analyse 
statistique préalable des caractéristiques des données résidentes 
globales soit effectuée, ou encore l'utilisation d'un paramètre 
déterminant l'arbre initial à partir d'un ensemble de choix 
reflétant les données rencontrées dans un système (Anglais, 
ASCII, COBOL, PASCAL, ... ). Ce choix devrait bien entendu être 
reconnaissable par le processus décodeur, ce qui implique une 
standardisation . Même si, ainsi que nous l'avons remarqué 
préc édemment, un choix erroné conduisait à une inefficience 
temporaire et à un coQt temps-calcul parfois élevé, il faut noter 
que ces arbres de cod e sont souvent proches les uns des autres 
(voir 4.4). 
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2LLes_données_statistigues_et le~r_vieillissement 
L'arbre initial déterminé, la mémorisation des données 
statistiques, représentant l'historique des données, se fait 
d'une manière simple par le maintien de compteurs d'occurences 
incrémentés chaque fois que le caractère concerné est rencontré. 
Le processus de vieillissement, quant à lui, peut être 
traité de manières beaucoup plus variées. Le schéma original de 
Gallager est simple : tous les N caractères, multiplier les 
compteurs par un nomb re fixe 0< < 1. Ce schéma, dans lequel 
l'influence d'une occurence donnée d'un caractère sur la longueur 
du code est fonction inverse de son âge, est simple, et bien 
adapté à une source dont la configuration statistique varie 
lentement, si le choix de Net 0< est judicieux. Une valeur de N 
trop petite, ou un 0< trop grand, donnera aux interférences 
statisti ques une influence trop grande, tandis qu'un choix 
inverse trop prononcé amènera une adaptabilité du code trop lente 
pour être encore efficace. Cormack et Horspool ont donné dans 
[CORMACK 1984] des algorithmes adaptés à des schémas de 
vieillissement plus sophistiqués, tel qu'un vieillissement à 
facteur exponentiel positif ou négatif. 
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5 _. 3_La_Structure_de_Données_ - _le Codage_et_le_Décodage 
L'algorithme de Gallager se basant sur la définition 
structurelle des codes Huffman vue au chapitre 4, il est plus 
approprié d'implémenter l'arbre de code sous la forme d'une liste 
de paires de Siblings. Une telle paire aura la structure 
FP BPO CountO BP1 Countl 
L---~-------1---.---1---Entier ___ I _______ I ___ Entier ____ ] 
L _______ ---1--- ------------ ---1--- -------------
V V 
( Figure 5.1 ) 
avec FP pointeur vers le parent des deux Siblings 
BPO pointeur vers la paire de Siblings (les enfants) de 
l'élément de droite 
BP1 pointeur vers la paire de Siblings (les enfants) de 
l'élément de gauche 
CountO fréquence du sous-arbre dont la racine est l'élément 
de gauche 
Countl fréquence du sous-arbre dont la racine est l'élément 
de droite. 
Ainsi , pour représenter l'arbre suivant (exprimé suivant la 
stru~ture expliquée au chapitre 4) d'un alphabet { ' al' ... 'a6'} 
,- _f Gti_ -" SPI 
!~_~j 
.. ~:1w~nfn~---- - -i SP2 
. . . :: . . : 
'- ·· - · ·-· ·-·•-Jt._ ., ____ -··- ··-· . 1 
SP◄ -~--.-, .. -.. --~-;~- ·-: :~--1~ .. ---~--~ .. -; SPS 
~ 1o41 : : 'rd' .... : 
1 1 1 
. . . . : : . . . . : 
· ·- ··-·· - ··-·· - ·· -··· 1- .. - · · - · · -··-··- · ·-·· ' 
( Figure 5.2 ) 
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nous aurons la structure 
FP BPO CountO BP1 Count1 
SP1 1 
. 
1 
1 
1 
60 
1 
1 
1 
40 
1 1 
.. ,. ·- ~ a1 
.. -•· "" ·;- .. -·· ... . 
. .. .. -
1 _ .. , .. 
.... .. 
·• 
SP2 30 30 a2 
, ·· 
-
-..... .. 
-,· - .. .. . -
' ' 
.- •· - ·· - · 
·-. .. 
a3 • .. J - ,• - .. .. 
SP3 20 20 
.-' a4 
' 
_ ...... 
.-,· - ·· - , . 
-
_ .. .. . 
- .. ... .. -. -
SP4 15 15 a5 
i . .. .. ,. .... ·- ··-
06 
SP5 15 
( Figure 5.3 ) 
Le décodage à part ir d ' une telle structure est relativement 
a i sé : a insi , un code 001 donnera un chemin 
0 0 1 
SP1 - > SP2 - > SP4 -> ' a4 ' 
et donc le symbole 'a4'. 
De même, le codage ne diffère en rien de celui proposé dans 
[AMSTERDAM 1986], consistant en un cheminement dans l'arbre à 
part ir du c aractère vers la racine, et en l'inversion du chemin 
parcouru a fi n d'obtenir le code à générer. 
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5 .. 4_La_Mise_a_Jour_de_l' Arbre 
Ainsi que nous l'avons montré en 4.1, un code est optimal si 
et. seulement si l'arbre de code correspondant possède la 
propriété Sibling. L'idée de base d'un tel algorithme est donc la 
maintenance de cette propriété, de la manière suivante : 
Pour chaque caractère à coder : 
1) Générer le code ; cec i doit être fait avant toute 
mrn.i i fi1,at ion de l'arbre, afin de permettre au décodeur de 
reconnaît re l e code émis, et de mettre à jour son propre arbre de 
décodage. 
2 ) Remonter dans l'arbre vers la racine, en incrémentant les 
compteurs des noeuds rencontrés les uns après les autres . Chaque 
frii s •1u' un noeud est in crémenté, son compteur est comparé avec 
~eux d e la paire de Siblings supérieure. Si un de ces compteurs 
est inférieur, les deux noeuds sont échangés, ce qui correspond à 
permuter les sous - arbres qui ont ces noeuds pour racine. 
( Algorithme 5.1 ) 
De c ette mani ère, la propriété Sibling est maintenue: les 
s ous-arbres de gra nd e fréquence sont déplacés vers le sommet de 
l'Rrhre, ou, exprim~ en terme de liste de Siblings, les noeuds de 
gra.nde fréquence sont déplacés vers le sommet de la liste. 
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6 . __ Une_A22roche_logig_ue : _la_Méthode_LQVER 
Dans les méthodes étudiées dans les chapitres précédents, 
les données sont traitées suivant leur structure de base, à 
savoir une séquence non-structurée de caractères. Cette vue des 
données, essentielle pour les algorithmes Run-Length et Huffman, 
est aussi très pratique : dans certains systèmes (UNIX, MS-DOS), 
elle est parfois la seu l e disponible, toute structuration logique 
étant laissée à la responsabilité du programme d'application ou 
d'utilitaires. 
Sur des systèmes plus complexes, tel le système SIEMENS 
BS2000, un niveau logique plus élevé est habituellement fourni : 
SAM (Sequential Access Method) ou ISAM (Indexed Sequential Access 
Method), qui restent pourtant basées sur un niveau primaire PAM 
(Primary Access Method) proche des entrées-sorties de base. 
Nous allons étudier dans ce chapitre une méthode originale 
de compression, basée sur une structure logique SAM ou ISAM: la 
méthode LOVER (LOw Variati ons of succEssive Records). 
6.l_Les_Bases_théorigues 
Ainsi que nous l'avons vu dans le chapitre précédent, la 
probabilité d'une unité d'information émise par une source, qui 
est ici le groupe d'informations à compresser, est habituellement 
fortement dépendante des unités précédemment reçues. Cette 
propriété, est déjà utilisée dans les codes Huffman adaptatifs 
comme dans le codage Run-Length, ou la mémoire est limitée au 
dernier caractère reçu. 
Une approche logique 6.1 
La méthode LOVER peut être regardé comme une généralisation 
de la méthode Run-Length, 
celle de l'article logique. 
avec une mémoire de taille égale à 
En effet ., on peut observer de fréquentes répétitions de 
valeurs d'items entre articles successifs : fichier de personnes 
trié sur le nom de famille, valeurs d'items limitées (Etat civil, 
Sexe), etc. (Remarquons encore que le terme de fichier, s' i 1 
paraît mieux adapté à une méthode se basant sur la structure en 
articles logiques, ne préjuge pas d'une non-applicabilité de 
c ette méthode à des groupes de données destinés, 
transiter sur des canaux de télécommunications). 
par exemple, à 
On peut donc appliquer la transformation suivante sur un 
fi_chier F, considéré comme une séquence d'articles logiques R, 
chacun d'eux étant considérés comme un tableau, 
variable, comportant au plus N caractères 
soit F = { R [1 .. L ], 1 5 L 5 N, 
i i i 
V (R R) E F, 2 5 i 5 #F 
i-1 l 
1 < • 
- l 
V j, 1 5 j 5 Min ( L , L ) 
i - 1 i 
Si R [j] - R [j] 
i -- 1 i 
5 #F} 
alors R [j]: =caractère spécial 
i 
avec L = Longueur de l'article logique i 
l 
de longueur 
#F = Nombre d'articles logiques du fichier F 
( Algorithme 6. 1 ) 
Une approche logique 6.2 
Il est à noter que ce caractère spécial doit être choisi de 
tell e manière qu'i l n'apparaisse pas dans les données à 
compresser. 
Le lecteur remarquera que cette transformation n'implique 
aucune compression. En effet, une telle méthode doit être vue 
comme un traitement p réa lable, destiné à améliorer les ratios de 
c ompression obtenus par les algorithmes Run-Length et Huffman, 
ct insi qu'il apparaît sur les exemples suivants 
1) extrait de programme source PASCAL 
Begin« Begin 
end;'!'. 
Tab_freq[i]. freq_car:=0.0;« 
Tab_ freq[i].car: =chr(O);« 
Tab_ freq[i].g a ucb e : =NIL;« 
Tab_ freq[i].droite:=NIL« 
Tab_freq[i].freq_car:=0.0;« 
*****************car:=*h*(O);« 
*****************g*uche:=NIL*« 
*****************droit******« 
end;« 
avec'«' = "Fin de l'article" et'*' - caractère spécial 
2) extrait de programme source COBOL 
MAIN. ,r-: MAIN.« 
PERFORM PARTl. « 
PERFORM P/\RT2. « 
PERFORM PART3 .« 
rERFORM BOUCLE UNTIL FIN.« 
EXIT PROGRAM.« 
PERFORM PARTl. « 
*****************2*« 
*****************3*« 
*************BOUCLE UNTIL FIN.« 
*****EXIT PROGRAM.« 
3) extrait d'un fichier de données administratives 
DEL/\RME 
DEI.flOR. 
DELHORS 
1963MATHEMATIQUES « 
1963SCIENCF.S « 
1964SCIENCES- POLITIQ« 
DELARME 1963MATHEMATIQUES « 
***BOR *******SCIENCES ***« 
******S******4********-POLITIQ« 
(Un extrait de base de données réelle est donné en annexe 2) 
Un tel traitement, favorisant l'apparition fréquente de 
répétitions plus ou moins importantes de caractère spécial, 
semble renfermer d'i mportantes potentialités de compression, à la 
fois sur le contexte (Run - Length), et statistiquement (Huffman). 
Notons que cette propriété est utilisée dans d'autres 
mé thodes logiques de compression [STUCKY 1986]. 
Une approche logique 6.3 
6.2_L'Im2lémentation 
A._Le_codage 
Se basant sur une vue logique de l'ensemble de données, cet 
algorithme doit donc y être aussi adapté. Afin de rester le plus 
général, nous utiliserons dans la description qui va suivre une 
strur,ture de données abstraites dénommée .'.'..l;it.ring.'.'._, 
nous définirons les opérations suivantes : 
sur laquelle 
(Remarque le terme "Fonction" correspond à la notion de 
fonction Pascal ou C) 
Get_String(Fi le_in,Str,OK) lit l'article courant dans File_in, 
préalablement ouvert, positionne l'indicateur EOF à TRUE si 
c'est le dernier a rticle du fichier, et transfère cet 
article dans Str si la taille de Str est adéquate, auquel 
c as OK est mis à la valeur TRUE; dans le cas opposé, Str 
est indéterminé, et OK est mis à la valeur FALSE. 
Put_String(File_out,Str) 6cr it le contenu de Str dans File_out, 
préalablement ouvert . 
Fonction Length_String(Str) renvoie la longueur de 
Str E [O .. NJ, valant O si Str est vide ou indéterminé. 
Set __ Length_String ( St r, Lengt.h, OK) Si Length 5. longueur maximale 
d'une donnée de type "St.ring", alors OK est mis à la valeur 
TRUE, et Length_String(Str) = Length; sinon OK est mis à la 
valeur FALSE, et Str n'est pas modifié. 
Fonction Getcar(Str,Pos) si Pos S. Length_String(Str), renvoie 
le Pos-ième caractère de Str; sinon, le résultat est 
indéterminé. 
Setcar (Str,Pos,Car) si Pos Length_String(Str), 
Getcar(Str,Pos) - Car; sinon, Str n'est pas modifié. 
Une approche logique 6.4 
La procédure centrale de l'algorithme étant 
Code(Str1,Str2,Caractère_spécial) 
Après exécution de cette procédure, Str2 a subi la 
transformation décrite par la boucle interne de l'algorithme 6.1, 
et Str1 contient la valeur de Str2 avant transformation. 
Une description de "Code" à partir des primitives décrites 
pourrait être : 
Procedure Code(Strl,Str2,Car_special); 
begin 
Temp:=Str2; 
for i:=1 to Min(Length_string(Str1),Length_String (Str2)) 
end; 
do if (Getcar(Str1, i)=Getcar(Str2,i)) 
then Setcar(Str2,i,Car_special); 
Str1:=Temp 
( Algorithme 6 . 2 ) 
La boucle extérieure de l'algor i thme 6.1 étant réalisée de 
la !llanière suivante : 
Procedure LOVER_Coding(File_in,File_out); 
begin 
opAn input File_in; 
EOF:=FALSE; 
open output File_out; 
Set_Length_String( Str1, 0, OK); /* Str1 · - Empty String */ 
while not EOF do 
begin 
end; 
Get_String (Fil e_in,Str2,0K ); 
if not OK then Stop_error; 
Code(Str1,Str2,Car_special); 
Put_String(File_out,Str2) 
close File_in, File out 
end; 
( Algorithme 6 . 3 ) 
Si un tel algorithme doit être adapté au format des données, 
une implémentation relativement générale adaptée aux fichiers de 
type TEXTE MS -DOS est proposée en annexe 5. 
Une approche logique 6.5 
• 
• 
B._Le_décodage 
Les mêmes opérations étant définies sur le type de données 
"String", nous pouvons définir l'opération inverse de celle 
réalisée par la procédure "Code" : 
Decode(Strl,Str2,Car_special) 
telle qu'après la séquence d'opérations 
Templ: =Str l; 
Temp2:=Str2; 
Code(Strl,Str2,Car_special); 
Decode(Templ,Str2,Car_special); 
(Str2=Temp2) aie ]a valeur TRUE. 
Nous pouvons définir cette procédure à partir des primitives 
déc rites : 
Procedure Decode(Strl,Str2,Car_special); 
begin 
end; 
for i:=1 to Min(Lengt:h_String(Str1),Length_String(Str2)) 
do if (Getcar(Str2,i) =Car _ spec ial) 
then Setcar(Str2,i,Getcar(Str1,i)); 
Strl:=Str2 
( Algorithme 6.4) 
La partie extérieure de l'algorithme de décodage étant 
Procedure LOVER_Decode(File_in,File_out); 
begin 
end; 
open input Fi l e_in; 
EOF:=FALSE; 
open output F i le_out ; 
Set_Length_String(Strl,O,OK); /* Strl 
whi.le not EOF do 
hegin 
end; 
Get_String(File_in,Str2,0K ); 
if not OK then Stop_error; 
Decode(St r1,Str2,Car_special); 
Put_String(File_out,Str2) 
close File_in, File out 
( Algorithme 6 . 5 ) 
Empty String*/ 
Une approche logique 6.6 
6.3_La_Prédiction 
Bien qu'une telle prédiction puisse être effectuée par les 
méthodes vues en 3.3 et 4.3, à partir des données générées par 
LOVER, il faut remarquer que la structure des données, impliquant 
la présence d'un "overhead" difficilement accessible à LOVER 
(clés ISAM, pointeurs, etc . ), risque d'induire des erreurs dans 
la prédiction des ratios de compression obtenus par l'application 
des algorithmes Run-Length et Huffman, ces deux méthodes opérant 
à un niveau plus bas, orienté caractère. 
Ce n'est bien évidemment pas le cas dans un système simple 
de fichiers, tel MS-DOS, où toutes les données sont en général 
accessibles et à la charge du programme d'application. 
Une approche logique 6.7 
7._Une_Com2araison_des_Différentes Méthodes 
Dans ce chapitre, nous allons examiner les trois principales 
méthodes de compression étudiées, et ce sous les aspects 
quantitatifs et qualitatifs. Notons que ces derniers ont déjà été 
abordés dans l'étude des méthodes proprement dites. 
Dans une première partie, nous examinerons les résultats 
obtenus par la compression Run-Length. 
Dans une seconde partie, nous examinerons le codage Huffman 
et nous comparerons ce codage à la méthode Run-Length. Nous 
étudierons aussi la combinaison de ces deux approches. 
La troisième partie enfin sera consacrée à l'analyse des 
apports de la méthode logique LOVER aux codages précédents, seuls 
ou combinés. 
Les tests portent sur deux ensembles distincts de données. 
Le premier, d'un volume de 2.36 Mégabytes, consiste en un extrait 
de données générées par l'utilitaire d'archivage (ARCHIVE) de 
BS2000. Ces données, sous la forme de 78 blocs d'une taille 
moyenne de 31 Kilobytes, sont non structurées. Pour cette raison, 
les tests portent uniquement sur les algorithmes Run-Length et 
Huffman et leur combinaison. 
L'impossibilité de mesurer l'apport de LOVER sur de telles 
données, ainsi que certains résultats particuliers étonnants, 
nous ont amenés à approfondir les mesures sur un système MS-DOS 
utilisé pour le développement de logiciel. Ce second groupe de 
mesures a été effectué sur un ensemble de vingt-huit fichiers 
sélectionnés, typiques à un tel environnement, pour un volume 
total de 1.18 Mégabytes 
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- des fichiers de textes descriptifs memoire, geobase.hlp, 
chap3.mfr, *.out 
- des fichiers de programmes sources Cobol, Pascal, C et 
Prolog les fichiers *.cbl, *.pas, *.c, geobase.inc. 
- un fichier créé par le générateur de code Forms-2 de 
Microfocus : selappar.dds 
- une importante librairie composite : help.lib 
- des fichiers binaires : draw8086.exe, adap2.pix 
- une base de données : geobase.dba 
Enfin, il faut noter que les mesures de temps effectuées, 
qui tiennent compte des temps d'Entrées-Sorties, ne doivent être 
observées qu'avec la plus grande circonspection. En effet, la 
première partie des tests, implémentée en PASCAL BS2000, souffre 
de l'absence dans ce langage de primitives de manipulation de 
bits. Leur simulation entraîne un facteur multiplicatif 
probablement situé entre 10 et 50. De plus, la seconde partie, 
réalisée sur un système manquant de moyens précis de mesures, 
souffre de la lenteur de ses Entrées-Sorties. Enfin, il faut 
noter que dans les deux cas l'implémentation a été réalisée dans 
un soucis de clarté et de modifiabilité plutôt que de 
performances. Des tests ultérieurs sous MS-DOS ont montré un 
rapport 1:40 entre la vitesse d'un algorithme orienté caractère 
et celle d'un algorithme tenant compte des particularités 
physiques du système, telle la taille des secteurs de disques. 
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7.l_Le_Codage_Run-Len.gth 
Le premier train de mesures effectué, mesures synthétisées 
par la figure 7. 1 et détaillées en Annexe 6, laisse entrevoir des 
résultats particulièrement remarquables. 
En effet, la compression des 78 blocs (2.36 MB) donne un 
résultat de 0.9 MB, ce qui correspond à un taux de compression 
( = "Figure of Meri t" ) global de 41. 6%. L'analyse des taux de 
compression de chaque bloc dénote une moyenne de 42%, 
écart - type de 25.9%. 
Blocs 
20 
1 (1 
2 ~l_', Ta u -: de 
·~: C(:-mpr~ssion 
..__ __ ,_...,._,.__'4----"--"--"' ➔ 
(i 8 l O X 10/100 
( Figure 7.1 
et un 
Malheureusement, la présence de 24 blocs, dont 19 
successifs, comprimés à un taux inférieur à 25%, semble indiquer 
un échantillon peu significatif au niveau de la compression. Des 
mesures ultérieures sur un volume plus représentatif de 43.54 
Mégabytes, volume constitué de 1464 blocs ARCHIVE, 
taux de compression de 72.59%. 
ont montré un 
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D'un point de vue temps de traitement, les mesures, qui 
tiennent compte des temps d'entrées-sorties sur bandes 
magnétiques, donnent pour l'ensemble des blocs une moyenne de 
0.03 millisecondes par caractère en entrée, et de 0.14 par 
caractère en sortie. Les écarts-types, respectivement de valeurs 
0 . 008 et o. 197 millisecondes, indiquent une meilleure 
représentativité du nombre de caractères en entrée comme 
indicateur du temps de traitement. 
La seconde partie des mesures, synthétisée sur la figure 7.2 
et détaillée dans le tableau 7.1, donne un taux de compression 
global plus réaliste de 82.7%, la moyenne des taux de compression 
par fichier étant de 84.5% pour un écart-type de 9%. 
Fichiers 
7 ' 
5 
3 
0 2 3 4 5 6 7 8 
( Figure 7.2 ) 
L'analyse des temps de traitement, 
g 10 
Tau x de 
Cornpriession 
/ 
X 10/ 100 
qui plus encore que 
précédemment doivent être examinés en tenant compte des réserves 
émises dans l'introduction, dénote des moyennes de 0.011 secondes 
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par caractère en entrée, , et O. 013 secondes par caractère en 
sortie. Les écarts-types, respectivement de 0.0008 et 0.0006 
secondes, contredisent ceux observés sur le premier groupe de 
mesures. L'analyse de l'algorithme d émontrant une complexité 
théorique (voir [AMSTERDAM 1985]) en 0(n), et donc linéaire par 
rapport au nombre de caractères en entrée, ainsi que les 
remarques faites en introduction, semblent indiquer des mesures 
particulièrement peu fiables. 
Fichier 
MEMOIRE 
MODULE - 1 .CBL 
MODULE-2.CBL 
MODULE-3.CBL 
MODULE-4.CBL 
MODULE12.CBL 
MODULE34.CBL 
MODULE.CBL 
COMPHUFF . PAS 
COMPRUN.PAS 
CMPLOVER.PAS 
DECOMPHU.PAS 
DECLOVER.PAS 
CONCAT.PAS 
SELAPPAR.DDS 
GEOBASE . HLP 
GEOBASE.INC 
GEOBASE . DBA 
HELP.LIB 
CHAP3.MFR 
ADAP2 . PIX 
DRAW8086.EXE 
WINDOWS.C 
TEMPNRES.C 
CHAP3 . 0UT 
CHAP4.0UT 
CHAP34.0UT 
Caract. 
Entrée 
286080 
26744 
19176 
25844 
25717 
45919 
51560 
97478 
36931 
7077 
2566 
11010 
3196 
63628 
10657 
3513 
22473 
40935 
99968 
15872 
25600 
35328 
92808 
20858 
17280 
36608 
53700 
Taux 
Comp. 
75% 
90% 
86% 
90% 
93% 
88% 
91% 
90% 
74% 
79% 
88% 
73% 
85% 
76% 
91% 
98% 
98% 
100% 
94% 
87% 
67% 
97% 
7.5% 
82% 
73% 
75% 
75% 
Temps 
MM-SS 
51-14 
05 - 14 
03-31 
05-01 
05 - 06 
08-48 
10-06 
18-54 
06-23 
01-19 
00-30 
01 - 55 
00-37 
11 - 10 
02 - 02 
00- 44 
04- 38 
08 - 36 
20-17 
03-03 
04-08 
07 - 25 
16 - 10 
03 - 50 
02-59 
06-22 
09-20 
( Tableau 7.1 Compression par Algorithme Run-Length) 
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Pour synthétiser, il semble bien que le premier groupe de 
mesures effectuées reflète assez mal les taux de compression 
réalisables, 
traitement . 
DOS, bien 
tout en étant représentatif au niveau des temps de 
A l'inverse, les mesures effectuées sur système MS-
que représentatives des possibilités réelles de 
compression de ces méthodes, 
mesures des temps de traitement. 
le sont beaucoup moins dans les 
Enfin, si nous examinons les taux suivant les types de 
fichiers, nous pouvons remarquer que les 
compressibles sont les fichiers images, 
fréquentes suites de caractères équivalents, 
fichiers les 
qui comportent 
les fichiers 
plus 
de 
de 
textes descriptifs, comportant 
particulièrement compressibles de 
certaines 
caractères 
séquences 
( espaces, 
En effet, soulignés, ... ), et les fichiers sources Cet Pascal. 
ces deux langages semblent encourager l'utilisation fréquente par 
les programmeurs d'indentation successives dans le corps des 
programmes, et par là la présence de nombreuses chaînes de 
caractères blancs. 
A l'inverse, les fichiers exécutables et les programmes 
s ourc P.s Cobol et Prelog semblent moins compressibles, ces 
derniers de par leur structure proche du langage naturel et la 
fréquente absence d'indentation dans les programmes de ce type. 
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7.2_Le_Codage_Huffman 
Ici encore, le premier train de mesures montre des résultats 
parfois impressionnants, avec un taux de compression global de 
53.9%, une moyenne par bloc de 54.8% et un écart-type de 15.3%. 
Ces mesures sont détaillées en Annexe 6 et synthétisées sur la 
figure 7.3. 
Blocs 
20 
10 
2 
0 2 
( Figure 7.3 ) 
4 6 8 10 
T::iu :( de 
Compression 
X 10/100 
La présence de 33 blocs comprimés à plus de 50% montre là 
aussi, bien que de manière moins nette, un échantillon peu 
représentatif du taux de compression réalisable. 
Les mesures port ant sur les temps de traitement par 
caractère donnent en entrée une moyenne de 1.13 rnilliseconde et 
en sortie 2.14 millisecondes, avec des écarts-types respectifs de 
0.14 et 0.31 milliseconde. Cette faible différence ne permet pas 
de tirer déjà des conclusions sur l'indicateur de complexité. 
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La seconde partie des mesures, détaillée dans le tableau 7.2 
et synthétisée sur la figure 7.4, dénote un taux de compression 
moyen par fichier de 68.3%, avec un écart-type de 7.5% . 
11 
9 
7 
5 
3 
1 ' 
0 
Fichiers 
2 
( Figure 7.4) 
.3 4 5 6 7 
Les temps de traitement, 
entrée et 0.05 seconde en sortie, 
8 9 10 
Taux de 
Compression 
., 
X 10/ 100 
en moyenne de 0.03 seconde en 
ne contredisent pas dans leurs 
proportions les mesures réalisées sous BS2000. Il reste que le 
faible écart entre ces temps et ceux réalisés lors du codage Run-
Length dénote à suffisance l'influence des Entrées-Sorties dans 
les mesures effectuées sous MS-DOS. L'analyse de l'algorithme 
démontre une complexité théorique 8(n), linéaire par rapport au 
nombre de caractères en entrée. En effet, l'influence de la 
longueur variable des codes est contrebalancée par la fréquence 
variable des caractères, l ' une étant fonction inverse de l'autre. 
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Enfin, les écarts importants entre les deux méthodes 
pourraient être en partie compensée par l'optimisation des 
routines de manipulation de bits nécessaires au codage Huffman. 
Fichier 
MEMOIRE 
MODULE-1.CBL 
MODULE - 2.CBL 
MODULE - 3.CBL 
MODULE-4.CBL 
MODULE12.CBL 
MODULE34.CBL 
MODULE.CEL 
COMPHUFF.PAS 
COMPR.UN.PAS 
CMPLOVER.PAS 
DECOMPHU . PAS 
DECRUN.PAS 
DECLOVER.PAS 
CONCAT.PAS 
SELAPPAR . DDS 
GEOBASE . HLP 
GEOBASE.INC 
GEOBASE.DBA 
HELP . LIB 
CHAP3.MFR 
ADAP2.PIX 
DRAW8086.EXE 
WINDOWS.C 
TEMPNRES.C 
CHAP3.0UT 
CHAP4.0UT 
CHAP34.0UT 
Entrée 
286080 
26744 
19176 
25844 
25717 
45919 
51560 
97478 
36931 
7077 
2566 
11010 
2848 
3196 
63628 
10657 
3513 
22473 
40935 
99968 
15872 
25600 
35328 
92808 
20858 
17280 
36608 
53700 
Camp. 
60% 
67% 
68% 
64% 
68% 
65% 
68% 
66% 
63% 
68% 
82% 
67% 
77% 
81% 
65% 
70% 
76% 
76% 
65% 
67% 
75% 
61% 
88% 
54% 
68% 
6 2?'~ 
62% 
58% 
Temps 
158-55 
15-07 
10-52 
14-30 
14-44 
25 - 57 
29-13 
54 - 55 
20-38 
04-00 
01-31 
06-13 
01-39 
01-52 
35-45 
06-00 
02-03 
13-04 
23-05 
56-29 
09-09 
14-05 
11-06 
50-28 
11-51 
09-36 
20-23 
29-34 
( Tableau 7.2 Compression par Algorithme Huffman) 
L'utilisation combinée des codages Huffman et Run-Length se 
justifie par deux propriétés de ce dernier évoquées dans son 
étude théorique. En effet, le codage Run-Length, basé sur le 
contexte, ne compresse généralement que des chaînes particulières 
(blancs, cadres de tableaux, ... ). De plus, ces chaînes ont 
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elles-mêmes des longueurs qui ne sont pas réparties uniformément 
sur l'intervalle [4 .. 255]. Un codage différenciant ces chaînes à 
la fois sur leur type et leur longueur, tout en tenant compte des 
éléments non compressés préalablement (fréquence des lettres dans 
le langage naturel) ou introduits par la compression (caractère 
spécial), 
appréciable. 
peut donc amener une compression additionnelle 
Les mesures effectuées, exposées en Annexe 6 et sur la 
Figure 7.5 pour les mesures sous BS2000, dans le tableau 7.4 et 
Sl~r la Figure 7.6 pour celles réalisées sur MS-DOS, montrent dans 
les deux cas des résultats appréciables avec des compressions 
moyennes respectivement de 32.7% et 62.9%. 
Blocs 
6 8 10 
( Figure 7.5 ) 
Taux de 
Cornpresslo r, 
X 10/ 100 
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• 
• 
11 
9 
7 
-5 
3 
Fichiers 
Toux de-
Compress ion 
a 2 3 4 5 6 7 8 9 1 0 X 10/ 1 DO 
Figure 7.6 ) 
--------------
-------- ------- --------
Fichier Entrée Comp. Temps 
--------------
-------- ------- --------
MEMOIRE 286080 52% 122 - 26 
MODULE- 1.CBL 26744 64% 13 - 47 
MODULE - 2.CBL 19176 60% 09-22 
MODULE- 3.CBL 25844 63% 13 - 16 
MODULE - 4.CBL 25717 63% 13-30 
MODULE12.CBL 45919 61% 23-04 
MODULE34.CBL 51560 62% 20-37 
MODULE.CBL 97478 62% 49-47 
COMPHUFF.PAS 36931 54% 15 - 46 
COMPRUN.PAS 7077 77% 03 - 17 
CMPLOYER.PAS 2,566 77% 01 - 20 
DECOMPHU.PAS 11010 55% 04- 40 
DECRUN.PAS 2848 69% 01-19 
DECLOYER.PAS 3196 72% 01 - 36 
CONCAT.PAS 63628 55% 27 - 40 
SELAPPAR.DDS 106 57 67% 05 - 33 
GEOBASE.HLP 35 13 74% 0 1- 59 
GEOBASE. IN C 2 2173 73% 12 - 47 
GEOBASE.DBA 40935 66% 23-02 
HELP.LIB 99968 63% 52-57 
CHAP3.MFR 15872 67% 07 - 59 
ADAP2.PIX 25600 51% 09 - 54 
DRAW8086.EXE 35328 86% 20- 33 
WINDOWS.C 92808 53% 40- 03 
TEMPNRES.C 20858 61% 09 - 54 
CHAP3.0UT 17280 52% 07 - 15 
CHAP4.0UT 36608 51% 15 - 37 
CHAP34.0UT 53700 50% 22 - 42 
--------------
-------- ------- --------
( Tableau 7.3 : Compression par Algorithme combiné) 
Note ces temps ne tiennent compte que de la compression Huffman 
Comparais on 7.11 
Plus important que ces mesures absolues, la comparaison avec 
les ratios obtenus par l'utilisation isolée des deux méthodes est 
probant : 
-------- ------- ------- --------
Huff. R- L R- L + 
Huf. 
-------- ------- ------- --------
BS2000 54. 8% 42. 0% 32. 7% 
MS - DOS 64 . 2% 84. 6% 62. 9% 
-------- ------- ------- --------
( Tableau 7.4 : Comparaison des Taux moyens de Compression) 
Les temps de traitement dénotent eux aussi une amélioration 
d e la combinaison d e s deux méthodes par rapport à la méthode 
Huffman seule. En effet, l'algorithme Huffman, principal 
c onsommateur de ce temps de traitement, traite moins de 
caractères en entrée. L'écart est dans le cas du premier groupe 
d e mesures particulièrement significatif, avec une moyenne de 
1 . 13 milliseconde/c aractère en entrée pour le codage Huffman 
s e ul, et une moyenne de 0.59 milliseconde/caractère en entrée 
p our le codage combiné. 
Il semble donc que l'ut ilisation d'un tel algorithme combiné 
rés ul te à la fois en une augmentation d u taux de compression, et 
en un e diminution du t emps d e t rai t ement principal nécessaire à 
cette c ompression. Ceci nous amènera à développer un tel 
algorithme combiné dans le chapitre 8. 
Comparai son 7.12 
1 1 
7.3_Le_Codage_LOVER 
Cette technique, essentiellement destinée à l'archivage de 
fichiers de données, a été utilisée pour le traitement de 
l'ensemble des fichiers constituant le deuxième échantillon. 
Les résultats sont décrits dans le tableau 7.5, et 
synthétisés dans les Figures 7.7 à 7.9 respectivement pour les 
combinaisons de LOVER avec les algorithmes Run-Length, Huffman, 
et la combinaison de ces deux derniers. 
-------------- -------- ----- ----- ----- ----- ----- -----
LOVER LOVER LOVER 
Fichier Entrée +R-L R-L +Huf Huf +R-L R-L 
+Huf +Huf 
-------------- -------- ----- ----- ----- ----- ----- -----
MODIJLE - 1.CBL 
MODULE-2.CBL 
MODUJ ,E - 3. CBL 
MODIJLE-4.CBL 
MODU1.E12.CBL 
MODULE34.CBL 
MODULE.CEL 
COMPHUFF.PAS 
COMPRUN.PAS 
CMPLOVER.PAS 
llECOMPHU.PAS 
DECRUN.PAS 
llECLOVER.PAS 
CONCAT.PAS 
SELAPPAR.DDS 
GEOBASE.HLP 
GEOBASE.INC 
GEOBASE.DBA 
IIELP. LIB 
CHAP3.MFR 
~HNDOWS. C 
TEMPNRES.C 
CIIAP3.0UT 
CHAP4.0UT 
CHAP34.0UT 
26744 
19176 
25844 
25717 
45919 
51560 
97°478 
36931 
7077 
2566 
11.010 
2848 
3196 
63628 
10657 
3513 
22473 
40935 
99968 
15872 
92808 
20858 
17280 
36608 
53700 
71?~ 
58% 
70% 
70% 
65% 
69% 
68% 
75% 
78% 
86% 
75% 
76% 
84% 
76% 
52% 
97% 
92% 
75% 
94~,.; 
86% 
69~,.; 
78?;; 
72% 
73% 
73% 
90% 
86% 
90% 
93% 
88% 
91% 
90% 
74% 
79% 
88% 
73% 
78 
85% 
76% 
91% 
98% 
98% 
100% 
94% 
87% 
7 5?~ 
82% 
73% 
75% 
75% 
60% 
61% 
63% 
61% 
58% 
61% 
60% 
65% 
72% 
85% 
70% 
78% 
79% 
64% 
62% 
77% 
74% 
60% 
66% 
73% 
56% 
65% 
60?~ 
61% 
63% 
67% 
68% 
64% 
68% 
65% 
68% 
66% 
63% 
68% 
82% 
67% 
77% 
81% 
6.5% 
70% 
76% 
76% 
65% 
67% 
75% 
54% 
68% 
62% 
62% 
58% 
51% 
44% 
50% 
61% 
58% 
50% 
48% 
55% 
75% 
77% 
57% 
68% 
72% 
55% 
45% 
75% 
70% 
52% 
63% 
67% 
49% 
59% 
53% 
50% 
50% 
64% 
60% 
13~~ 
63% 
61% 
62% 
62% 
54% 
77% 
77% 
55% 
69% 
72% 
55% 
67% 
74% 
73% 
66% 
63% 
67% 
53% 
61% 
52% 
51% 
50% 
-------------- -------- ----- ----- ----- ----- ----- -----
( Tableau 7.5 Compression par combinaison avec LOVER) 
0 
0 
8 
0 
0 
0 
0 
L'utilisation de LOVER montre une amélioration moyenne 
respectivement de 6.2%, 1.8% et 8.5%. L'examen détaillé du 
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Tableau 7.5 montre que ce gain s'effectue essentiellement ( 0 ) 
- sur les programmes sources Cobol, probablement de par la 
présence de successions de phrases et de déclarations alignées 
- sur le fichier créé par le générateur, de par l'alignement 
des déclarations sur certains mots-clés (FILLER, PIC, .. ) 
- sur la base de données, des extraits codés de cette 
dernière étant reproduits en Annexe 2. 
Il faut noter les gains remarquables obtenus sur les deux 
derniers, gains confirmés par des études ultérieures réalisées 
sur des fichiers générés par le générateur de code Forms-2, et 
sur deux bases de données utilisées dans des applications 
pharmaceutiques et immobilières. 
Les perfotmances en termes de temps de traitement n'ont pas 
été étudiées ici. En effet, elles varient fortement suivant le 
langage utilisé et le niveau logique des Entrées-Sorties. Ainsi, 
le codage LOVER du fichier "Geobase.dba" nécessite 6'15" par 
l'algorithme décrit en Annexe 5, temps réduit à 9 secondes après 
opti misation des buffers et utilisation d'ordres d'Entrées-
Sorties adaptés à la structure logique du fichier. 
Fichiers 
7 
5 
.3 
{) 2 
( Figure 7.7 
3 4 5 6 7 8 g 10 
Toux de 
Compression 
X 10/100 
Moyenne de compression LOVER+ Run - Length 
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1 
1 
11 
g 
7 
5 
3 
a 
Fichiers 
( Figure 7.8 
Fichiers 
7' . 
5 
3 
0 
( Figure 7.9 
Huffman ) 
2 3 4 6 7 B g 10 
Ta ux de 
Compress ion 
X 10/ 100 
Moyenne de Compression LOVER+ Huffman) 
g 10 
Toux de 
Cornpresslor·, 
X 10/ 100 
Moyenne de Compression LOVER+ Run-Length + 
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7.4_Conclusion 
Sur un plan uniqu ement quantitatif, il semble bien que 
chac une des 
inconvénients. 
méthodes proposées aie ses avantages et ses 
Ainsi, la méthode Run-Length donne des taux de 
compressions généralement modestes, bien que soumis à des 
variations spectaculaires. Le coût d'une telle méthode est 
pourtant s1 faible qu e son utilisation la plus systématique 
p ossible est à conseiller. Il semble d'ailleurs qu'une commande 
de compression de type Run-Length, optimisée, et n'effectuant pas 
d'analyse préalable des données, puisse être réalisée avec des 
performanc es approchant les commandes traditionnelles de copie de 
fi chj e r. 
Le codage Huffman présente un potentiel de compression 
généralement important et stable. Sa complexité et son coût élevé 
p e uv ent être un inconvénient majeur dans certaines applications. 
Là aussi, 
c ri t iques 
il semble pourtant qu'une optimisation des parties 
de l'algorithme, à savoir les primitives de 
ma nipulation et d'Entrées - Sorties de bits, 
partie ce problème. 
puisse résoudre en 
Ma is une leçon importante de ces tests est que le codage 
Huffman seul se justifie rarement en effet, les mesures 
d étajllée s montrent qu e sur 106 groupes ( blocs et fichiers ) 
d'info rmations, 105 sont compressés avantageusement par un 
algorithme combinant les deux approches, et ce à un coût plus 
faible. Un algorithme spécifique implémentant cette combinaison 
s e ra donc proposé au chapitre suivant. 
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Enfin, même si l'utilisation d'un algorithme vertical tel 
LOVER semble ne trouver sa pleine utilité que pour des données 
bien structurées, son utilisation peut apporter un gain 
appréciable sur d'aut res types de données, tels des programmes 
sources ou des textes descriptifs. 
Ainsi, il semble que la combinaison de méthodes se basant 
sur des propriétés différentes des données puisse apporter des 
gains importants. A cet égard, l'utilisation d'autres techniques 
( remplacement de mots-clé, . ) pourrait-elle aussi apporter un 
gain substantiel aux t rois algorithmes étudiés. 
Sur un plan plus qualitatif, l'algorithme Run-Length possède 
de nombreux avantages : sa simplicité permet une implémentation 
Assembler pouvant encore diminuer son coût déjà très faible. A 
l'opposé, l'algorithme Huffman est très coûteux, et une 
implémentation optimisée dans un langage de type Assembler est 
rendue difficile par s a complexité. Mais le plus grand problème 
de cet algorithme, déjà évoqué précédemment, est la fragilité du 
code généré, qui le rend inapplicable sur des médias peu fiables 
en l'absence de codes auto-correcteurs. 
Enfin, LOVER e s t simple et faci l ement adaptable. Cette 
a d a ptabilité et son orientation logique de haut niveau permet de 
l'implanter aisément dans une application manipulant des fichiers 
à des fins d'archivage . 
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8._Un_Algorithme_combiné_2our_la_Com2ression_et la_Décom2ressign 
8. l_Introduction 
Ainsi que nous l'avons remarqué dans le chapitre 7, 
l'utilisation consécutive d'algorithmes de compression se basant 
s 11r des caractéristi ques différentes des données est fréquemment 
e fficiente, à la fois en terme de volume de données généré, et en 
temps de calcul. Un tel algorithme combiné, ainsi que nous 
l'~vons utili~é dan s le chapitre 7, pourrait être représenté 
graphiquement de la manière suivante 
( Figure 8.1) 
Malheureusement, si la réalisation d'un tel mécanisme est 
j mrn,:5d i ate, l'étape intermédiaire, consistant en une écriture et 
d P 1t X 1ectures du fichier intermédiaire, est très coûteuse. La 
s~pprPssion complète du fichier intermédiaire est réalisable, 
rnr~1yennc1nt certaines adaptations compliquant à la fois la 
réa lisation et la mod ifiabilité du processus. 
Ces modifications, effectuées à la fois sur un plan 
ho rizontal (mode de communication entre processus successifs 
intervenant dans le flot de données) et sur un plan vertical 
(modifications des processus eux-mêmes), sont synthétisées sur la 
figure 8.2. 
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R 
R 
( Figure 8.2 ) 
hialysis Analysl~ 
R<JrH.angt/'. Send Rec ;;) EJ W _C_□_r ____ CC-oa_:_es➔~ Mrm l 
Special 
Car. Tob1es \ 
\ 
B Send Rec 
1 
\ 
---------=➔ Huffmon 
Car Cor 
Les questions posées par l'utilisation d'un tel algorithme 
combiné, qui épargne à la fois l'espace disque nécessaire au 
fichier intermédiaire , et le temps parfois important nécessaire 
aux entrées-sorties additionnelles, concernent essentiellement le 
mécanisme utilisé pour la réalisation des procédures "Send-car" 
et "Recei ve - car", et les stockage des informations de service 
(tables de codes Hu f fman, caractère spécial utilisé par la 
compression Run-Length , taille du fichier original, 
.. ) générées 
par les algorithmes d ' analyse des données. 
plusieurs solutions aux paragraphes suivants. 
Nous en proposerons 
Une dernière méthode, 
facile à mettre en oeuvre, 
à la fois efficace, élégante, et 
a été utilisée par l'auteur, dans le 
cadre d'une étude comparative d'algorithmes de compression, pour 
la firme SIEMENS A.G. (Munich, R.F.A.). Les données, générées par 
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l'utilitaire ARCHIVE (archivage de fichier sur bande), 
présentaient la particularité d'être constituées de blocs d'une 
taille (variable) inférieure à 32 KBytes, qui autorisait le 
traitement d'un bloc comme un "fichier virtuel", chacun de ces 
"fichiers" étant i mplémenté sous forme d'un tableau de 
caractères. 
La petite taille de chaque bloc autorisant la constitution 
de données intermédiaires, et la nature de ces blocs autorisant 
un accès sans entrées-sorties, et donc à faible coût CPU, 
permettent la réalisation du mécanisme de base décrit à la figure 
8.1 sans modifications importantes : 
Get 2 • Gel ~ Put 
,__-Il 11 111111 -- un- --1il1111111 
Black Cor. Len th Cor. 
1
2 * Get 
( Figure 8.3 ) 
Analyse + 
Compression 
Analyse + 1 Huffmon 1 
Compression l 
Put 
Cor. 
Cor. 
Put 
t --1111111111 
Block 
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Le petit nombre d'entrées-sorties nécessaires, la simplicité 
et l'adaptabilité (facilité d'adjonction de routines 
supplémentaires, .. . ) de cette solution est contrebalancée par 
une utilisation intensive de la mémoire principale, une 
limitation de la tai l le des données à compresser, et une mauvaise 
portabilité face à des systèmes (MS-DOS) ou langages (Turbo-
Pascal) ne disposant que d'un faible espace adressable. 
Face à de t elles difficultés, l'éventualité d'une 
décomposition en blocs de taille inférieure, toujours réalisable, 
est malheureusement soumise au phénomène d'une proportion 
croissante d'overhead, proportion pouvant amoindrir les ratios de 
compression, ainsi que cela a été vu en 4.4. 
Le problème de la décompression peut être résolu de manière 
plus simple, ceci étant principalement dû au fait que les deux 
algorithmes ne nécessitent qu'une seule lecture du fichier 
source. De l'algorithme combiné de base 
( Figure 8.4) 
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est dérivé, par simple suppression du fichier 
intermédiaire : 
w 
D•cctnp Send Rec. D•c,,,,,p 
Hut1 '" " t-r.-~a- ,...-----C-a-r~1r.,,,,-Lf'1Qth ~ 
□F-out 
( Figure 8.5 ) 
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8.2_L'analyse_et_la_2rédiction 
A partir des algo rithmes de choix du caractère spécial à 
utili se r dans la c ompression Run-Length (chapitre 3), de 
prédi c Ll on des ratios de compression pour les méthodes Run-Length 
et Huffm r:m (chapitres 3 et 4), et de la structure de base des 
d onn é es manipulées par les deux algorithmes, et exprimée suivant 
les c onventions de Jackson (voir [JACKSON 1975] et chapitre 3) : 
înput. 
Input 
[-----. ---] F ·- 1n 
____ I ___ _ 
[---- ---*] •~aractère 
( Figure 8.6 ) 
Run-Length 
Output [--;=~:;--] 
-r-----1-
[ ____ r===-] [====1 ___ *] c - s groupe 
-------- -y-----1-
[ ____ r==;-] -[====i--o] gr i53 gr i~4 
[::::r:::] [-r===] y-[:c1]--[==1-] caract. c-s 1 car. 
-------- ---- ---- ----
1 5 i < 4 4 5 i 5 255 
c- s caractère spécial utilisé par 
Run-Length 
Output 
[---------] F-out 
[ 
____ r====]r-----1[====1 ___ *] 
overhead caractère 
overhead : information de service 
générée par l'algorithme de 
compression (tables, ... } 
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, I 
la prévision du ratio de compression obtenu par l'algorithme 
combiné est effectuée à l'aide de l'algorithme vu en 4.3, 
rlppliqué sur une table fréquentielle gén érée par l'algorithme 
d'nllalyse Run-Length, de la manière suivante 
1) Initialiser les fréquences à O; 
2) Tnut que pas f in des données faire 
Lire un groupe de caractère C 
Si ce groupe a une longueur L < 4 
alors fréquence(C): =fréq~ence(C) + L 
sinon fréquence(C):=fréquence(C) + 1 
fréquence(L):=fréquence(L) + 1 
fréquence-c - s:=fréquence-c- s + 1 
3) Déterminer le caractère spécial à utiliser par Run-Length 
par l'algorithme ·3.6. 
4) fréquence(car - spécial):=fréquence ( car-spécial) + 
fréquence-c-s 
( Algorithme 8.1 ) 
l'étape 4), et l'utilisation d'un registre spécial 
"fré quence - 1 - s" étant rendues nécessaires de par l'inconnue 
subsistant. sur le c hoix du caractère spécial lors de la 
c onstitution de la table des fréquences. 
Notons encore que la possibilité d'une distorsion, provenant 
du choix d'un caractère spécial présent dans des groupes de 
] ongueur inférieure à quatre carac tères, et rP-flétant un ensemble 
de données probablement peu compressibles, est peu importante et 
11 e doit normalement influencer que légèrement l'optimalité du 
code Huffman généré. 
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8.3_La décom2ression 
A ._Un_e_imQlémenta-:. i o!l._Qaral lèl e 
Dans un système de type UNIX, l'implémentation est aisément 
r~alisée au sein du Shel l (langage de commande UNIX), par la 
commande 
Decompresse_Iluffman < File - in 
( Algorithme 8.2 ) 
Decompresse_Run-Length > File-out 
avec File - in fich i er préalablement compressé par application 
successive des algorithmes de compression 
et Huffman. 
Run-Length 
File-out fichier résultant de l a décompression successive 
par les algorithmes dse décompression Huffman et Run-
Length. 
Deaompresse_Huffman : réalisant la décompaction d'un fichier 
compressé s u ivant un algorithme Huffman 
DPcompres s_Run -- Length réalisant la décompression d'un 
fi chie r conpressé suivant un algorithme Run-Length. 
C0s deux programmes devant recevoir leurs données à partir de 
1 ',~nt.rée standard ( d ans UNIX, STDIN, normalement affecté au 
c lavier du terminal), et transférant les données vers la sortie 
st.antl:'1.rd (dans UNIX, STDOUT, normalement affecté à l'écran 
ut.iJ.isateur). Cette contrainte permet de rediriger le flux 
d'entrée à partir d'un fichier de données au moyen de la commande 
, < l J et le flux de sortie vers un fichier au moyen de la commande 
'>', la communicat : on entre les deux processus s'établissant au 
moyen de la création d'un "pipe (ordre : ) J mécanisme 
établissant un transfert automatique de données (avec 
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s yn chronisation) ent r e la sortie standard du premier processus, 
et l' entrée standard du second. 
Malheureusement, la génération par lu~ processus de 
compres sions de cara ctères reconnus par UNIX comme indicateurs 
d'états particuliers des entrées et sorties ( notamment le 
caractère ASCII 027, utilisé par UNIX comme indication de fin de 
fichier, 
chaîne 
et généré par Run - Length lors de la compression d'une 
de 27 caractères} demande l a création de routines 
part i c ulières évitant la génération de ces caractères 
(d écomposition d'une chaîne de 27 caractères en deux chaînes, 
u til i satio11 de la technique du "Bit ·-·Stu f fing" [TANENBAUM] en cas 
de génération par l'algorithme Huffman du caractère ASCII 027) 
q11i c omplexifie grande ment la réalisation. 
Au sein d'un système tel le SIEMENS BS2000, le parallélisme, 
implémentable, dans un langage de haut niveau tel PASCAL, au 
moyen de coroutines communicantes, ou en langages orientés 
système (Assembler, SPL4) au moyen de tâches communicant à l'aide 
de sémaphores ([CROCUS 1981], entraîne l'utilisation de routines 
systè mes coQteuses ( approximativement 3000 instruct ions par 
c hang e ment d e tâche) g é rant ce parallélisme . 
Pour ces r a is on s de coQt et de complexité, l ' implémentati on 
séquentielle d'un tel algorithme combiné semble s'avérer plus 
réaliste. 
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B._Une_im2lémentation_séguentielle 
La structure de ba se d'un tel algorithme combiné, de type 
"producteur-consommateur" ([CROCUS 1981]), est facilement dérivée 
de sa représentation fonctionnelle en effet, l'implémentation 
traditionnelle UNIX-like de cet algorithme combiné 
a < File-in : a 
1 2 
( Expression 8. 1 ) 
a > File-out 
n 
avec a, 1 i i in, algorithme simple de compression 
i 
peut être représentée f onctionnellement p a r 
File-out : =f (f ( . .. (f (f (File-in))) ... )) 
n n-1 2 1 
Expression 8.2 ) 
avec f , 
i 
1 i i in, fonction décrivant la relation entre le 
flux d'entrée de l'algor ithme a, et son flux de sortie. 
i 
à partir d'une telle représentation, la structure de base 
d'un tel algorithme es t celle du dernier algorithme appliqué et 
sa structure interne celle du précédent, ceci s'appliquant de 
maniè re récursive jusqu'au premier algorithme appliqué. 
l'algo rithme 8.2 aura une représentation fonctionnelle 
Ainsi, 
l
--------------------------------------------------------------1 File- out:=Decompresse_Run-Length(Decompresse_Huffman(File-in)) 
--------------------------------------------------------------
( Expression 8.3 ) 
ce qui correspond algorithmiquement à l'algorithme de base 
de la décompression Run-Length, additionné des instructions 
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n écessaires à la lecture et à la reconstruction des informations 
d e serv i c e (arbre de déc odage, etc.) stockées par l'algorithme de 
cornp res si. on Huffman. Dans c e t algorithme de base, la "lecture" 
d ' un group e d e caractè res (algori t hme 3.4) effectue les ·appels 
nr5ces saires à une procédure allant lire et décompresser un 
c aractère comprimé par l'algorithme Huffman. 
Procedure Read_a_Group; 
Beg in 
If not EOF(File_ in) 
t h e n begin 
d écompres s e _car_huff(File_in,Car); 
if (Car=Special_char) 
the n Begin 
d éaompress e _ c ar_huff(File_in, c ar); 
déc ompresse_car_huff(File_ in,Length); 
e nd 
else length: =1 
end 
else End_File: ="T"; 
e nd; 
( Algorithme 8.3 - Algorithme 3.4 modifié) 
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8 . 4_La_com2ression 
La nécessité d'une première analyse des données à compresser 
e t d'une mémorisation des informations de service nous interdit 
une solution purement Shell, telle celle énoncée en 8.3. 
Cette mémorisation, réalisable par l'utilisation de petits 
fichiers temporaires ou de fichiers EAM (Evanescent Access 
fichiers temporaires, non-struc turés, à accès rapides 
s o us BS2000), ne so l u tionne pas les problèmes de base déjà 
rencontrés en 8.3, à savoir la complexité et le coût d'une 
s o lution purement paral lèle. 
!,'algorithme séquentiel se base ici aussi sur un e procédure 
d e compression de type Run-Length, augmentée des instructions 
n 6cessaires à la cons t r uction et au stockage de l'arbre de code 
généré à partir de la table des fréquences constituée par 
l'algorithme 8.1 . La procédure d'"écriture" d'un groupe de 
c arac tère est modifiée de telle manière qu'elle fasse les appels 
n ~c~s ~a ires à une procédure codant les caractères suivant l'arbre 
0 ~ oode préalablemen t constitué, ce qui ne porte que sur la 
procédure "Process_group" de l'algorithme 3.2 
Procedure Process_group ; 
Begin 
Oldc ar:=Car; 
Le ngtb_Run: =O _; 
Writ e (File_out,Spu ~ial_ Char); 
While ((Car=Oldcar ) & (Length_Run<2 55) & (End_File <>"T")) 
do Process_char; 
if ((Oldcar=Special_char) or (Length_Run >= 4) 
then compress_huff(File_out,Spe cial_Char); 
compress_huff(File_out,Oldcar); 
compress_huff(File_out,Length_Run) 
else for i:=1 to Length_ Run 
do compress_h u ff(File_Out,Oldcar); 
end; 
( Algorithme 8 . 4 - Algorithme 3.2 modifié) 
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~~~uelgues_Considérations_sur_l'Enm.lacement dans_le Système 
L'emplacement de routines d e compression dépend 
essentiellement de l e ur mode d'utilisation sont-elles utilisées 
pour l'amélioration des performanc es d'un système de 
télécommunications, ou pour diminuer le volume utilisé par les 
données résidentes d'un système d'i n f o rmation ? Le mécanisme 
doit -il ou non être transparent à l'utilisateur? 
9. l_Les_Télécornmunications 
Suivant la des cription de l'architec ture d'un réseau 
informatique donnée dans [TANENBAUM 1981], un tel service, qui 
n'est pas essentiel à son bon fonctionnement, trouve sa place au 
niveau "Présentation " (Couche 6) d'un logiciel de réseau. 
Ceci permet d'éviter à la fois des séquences de compression 
et décompression successives lors du traitement des données par 
les hôtes intermédia i r es du réseau, qui se produiraient dans le 
cas d'une implantat ion aux niveaux 1 à 3, et les inévitables 
problèmes cle compatibilité apparaissant dans un réseau 
hétérogène. 
Cela ne signi f ie nullement une implémentation purement 
software si un a l gorithme de type Run - Length est usuellement 
si mple et efficient l orsque réali sé sou s forme logicielle, un tel 
a lgorithme peut être réalisé facilement de manière câblée. 
Un algorithme de type Huffman (classique ou adaptatif), de 
par sa relative complexité, n'est quant à lui 
implémentable que d a ns un langage de h aut niveau, ce 
aisément 
qui peut 
nuire à son efficienc e, de par le man que habituel d'instructions 
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de ces langages donnant accès aux niveaux les plus élémentaires 
informations. Un tel algor i thme câblé est pourtant 
réalisable, ainsi que le montre l'étude de faisabilité réalisée 
par Yakovleff, et p résentée en Annexe 1. Notons encore qu'un 
algorithme Huffman adaptatif, de par s on caractère filtre (pas de 
première passe sur les données à compresser, pas d'information de 
service générée) se prête particulièrement bien à ce genre 
d'implémentation. 
9.2_Les_Données_résidentes 
Ici aussi, ce service, qui n'est pas essentiel, et est. 
d'ailleurs absent dan s de nombreux systèmes, peut apporter des 
gains appréciables d a n s le stockage des données. 
Dans un système de base de données, l'utilisation d'un 
algorithme de type Run-Length, si elle est aisée à implémenter, 
risque de ne pas donn e r des résultats aussi probants qu'un codage 
de type vertical, nrienté vers la structure logique du fichier, 
tel l'algorithme Hu ffman modifié utilisé dans 
Management System (IMS) d'IBM, et décrit en 
l'Information 
4.5. Un tel 
algorithme peut être u tilisé dans une base de données de manière 
entièrement transparente à l'utilisateur. Un algorithme plus 
simple, tel LOVER, ne peut quant à lui être utilisé que comme 
préparation à un a rchivage utilisant d'autres techniques de 
compression, son caractère de dépend ance cascadée des records 
empêchant toute décompaction non-séquentielle. Lui aussi peut 
être implanté au niveau des procédures d'archivage de la base de 
données. 
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Même s'il semble désirable pour des procédures d'archivage 
de disposer de routines de compression, et sans en faire 
nécessairement une partie du système d'exploitation, il semble 
qu e ~ette ff1.cilité devrait être fournie à l'utilisateur lui-même, 
SOtJS forme de modules lltilisables par des programmes 
d'application ([STUCKY 1980]), ou sous forme d'une commande 
directement appelable au niveau de l'interpréteur de commandes 
([PECHUR.A 1982]), ainsi qu'il est implémenté dans la version 7 du 
système UNIX de Berkeley. 
En effet, l 'uti 1 i sateur, qui demeure en dernier ressort 
ce lui qui connaît le mieux la nature de ses données résidentes, 
souvent. stat-,iques (programmes sources, procédures Batch, 
rapports), peut alors sélectionner celles devant faire l'objet 
d'un e compression dimi nuant le volume global utilisé et ce, dans 
un environnement où les mémoires de masse sont fréquemment 
r•r;f:~ t.,r-e in Lf~s, au bénéfice de tous les uti 1 isateurs. 
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10._Conclusion 
A la fin de cette étude apparaissent à la fois des réponses 
aux diverses questions posées en introduction et de nouveaux 
problèmes méritant eux aussi une étude appropriée. 
En effet, ainsi qu e nous l'avons établi dans le chapitre 7, 
il semble que l'utilisation d'algorithmes de compression puisse 
apporter une dimensi on supplémentaire, en terme d'espace 
disponible, à un système de stockage de données. 
Pourtant, nous ne pourrions conseiller l'implémentation 
systématique de telle procédures leur efficacité dépend par 
trop de la nature des données. De plus, une compression faible 
impliquant généralement des temps de compression et décompression 
élevés, l'efficience de tels mécanismes varie fortement. 
des problèmes d'intégrité de données peuvent se poser 
médias magnétiques peu fiables. 
Enfin, 
sur des 
Il semble dès lors que la décision de l'utilisation de 
procédures de compress i on ressorte du concepteur du système 
d ' information lui-même, plutôt que son utilisation systématique à 
travers le système d'exploitation . En outre, ainsi que le note 
Tanenbaum, tout ce qui peut être enlevé du système 
d'exploitation doit l'êt re" [TANENBAUM 1981]. 
Deux remarques doivent cependant être faites 
1) Une technique simple, telle l 'algorithme Run-Length, 
semble devoir être utilisée chaque fois que cela est possible et 
notamment dans des prob l èmes d'archivage et de 
raison de sa robustesse, de son potentiel 
transmission, en 
de compression 
généralement satisfaisant et de son faib l e coût CPU, tant lors de 
la compression que de la décompression. 
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2) 
devrait 
diminuer 
Un ensemble d e routines sophistiquées de 
être fourni à l'utilisateur, afin de lui 
le volume d e ses données résidant sur 
compression 
permettre de 
des mémoires 
rapides. 
Huffman 
Des algorithmes plus sophistiqués, tel l'algorithme 
et ses variant es, peuvent être combinés avec les 
algorithmes simples de t ype Run-Length. En effet, 
d'intégrité des donnée s sont ici moins c ritiques, 
qualité des supports magnétiques. 
les problèmes 
de par la 
En outre, ces mécan ismes, généralement simples, puisent leur 
performance dans leur adaptation aux données à compresser. Il 
semble donc bien qu'ici particulièrement une compréhension 
profonde des bases logiques de ces algorithmes et une 
connaissance précise d e la nature des données soient les clés de 
la performance. Cette parfaite maîtrise permettra l'adaptation 
et la modification d'algorithmes connus, pour des gains parfois 
importants. 
Une alternative à cette maîtrise serait la création d'un 
système analytique inte l ligent, permettant de déterminer, par 
analyse de la structure des données, l'algorithme ou l'ensemble 
d'algorithmes à appli quer afin d'obtenir une compression 
satisfaisante. Un tel sys tème automatique de compression pourrait 
utiliser des méthodes or ientées vers la s i gnification syntaxique 
des données ([STORER 1982], [KATAJAINEN 1986]), tel le 
remplacement de mots-clés, et apparentées aux techniques de 
compilation. 
L'étude d'algorithmes "verticaux" semble aussi dénoter de 
remarquables possibilités. Ainsi, l'algori t hme statistico-logique 
étudié en 4.5 peut être utilisé efficacement sur un ensemble non-
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structuré de donnée s, tel un texte descriptif. 
Enfin, l'utili s ation généralisée de l'algorithme Huffman 
semble soumise à deu x contraintes : la suppression de la première 
l ecture des données e t la solution des problèmes d'intégrité des 
données sur les médias peu fiables généralement utilisés pour 
] 'ar c hivage. Le pre mier problème, qui pourrait être résolu par 
l'Ltl.ilisation des codes Huffman adaptatifs étudiés au chapitre 5, 
impl ique la recherche de processus efficaces de vieillissement 
ri es statistiques . Le second problème, enfin, ne semble pas avoir 
rA n cc•nl-ré à ce jour de solution satisfaisant le difficile 
équilibre entre sécurité et espace uti l isé. 
Conclusion 10.3 
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A1rnn ::e_1_: _Hardware_Feas i bi 1 i t~_Study_of _a_Huffman_Algori thm 
Audré Yakovleff, Mast e r of Sciences in Electr i ca l Engineering of 
Foreword 
Califc1 r11ia Inst it:ute of Tec hn o logy, Pasadena (CA.) 
Current Address : Dep. KWS UP 222 
SIEMENS A. G. 
Munich ( West-Germany) 
T\ 1° purpose of thi s pâpe r is to study the feasibility of the 
l1 ,)r1 h.;,t r P. impl e mèntati on of a compression algorithm, called the 
[luffrn~rn ~lgori t hm, th':' pri ne i p 1 e of whi ch i s des cri bed in chapter 
1 of t hi s memoir. 
Th e it1put and output d~ü:1 3.re variable length memory blacks of a 
rn :-:tx it!llllll size of 32 KBy t.~~ . 
We have c hosen to dis ouss a solution whi c h involves the use of 
b ot.li c ustom designed c hips and general p u rpose RAMS and Stacks, 
rat..ltr r tlw.t1 t.he exclusive use of existing components. 
Tl1 1-- 11i::igra111s t hat are presented here consti tute the rouf;h 
(• 1 1t .}i 11 es o f building blocks that can be - or already have been -
1:~ti.-J ,q 1i-. i.n othe r applicat i ons. When nece ssary, some details are 
sh•:iv,T1 c nn cerning c e rt a i n tr icks which may be important for the 
reader's 1.1nderstanding. 
Tl, ,, design should b e implement.ed using a double phase non 
OV('"r1::c1pping clock sch e me. Clock phases are referred to as "Phl" 
cmd "Ph2". 
Annexe 1 A1.1 
Readmg 
Ph2 
Rla9dtng 
F,gurg 1 - Occurgnce Counter 
Sh 1 -l't up ~ 
Sh1.f't dawn ~ 
Phi 
Ph2 
Phi 
Ph2 
Phi 
Text RAM Data 
Asad mg 
Data 
,n 
+1 
Ph2 Phi 
S1'V'l input Data 
/.~--~A'----~ 
a,,.ractar 
<91ava> 
5ort 1 ng ~ray 
MUX 9h1.f't up 
F1gure 2 - Sort,ng Memory Array 
Text RAM Addre99 
Addra99 Ganarator 
SMA , nput Data 
cOiaractar 4!,a Id> 
CSE Clockad storaga Elanant 
Sortad 
Ste12._l_-_Counting_the_number_of occu.r_rences_of each_character 
Let us first consider the data to be compressed as it is held 
in RAM, a simple way of summing the occurrences of each character 
is by reading the RAM sequentially (the address being provided by 
the "Text. Address Generator", which is merely a counter), byte by 
byte, using the data as the address of another RAM. The data held 
in the latter is then incremented and stored back. A black 
diagram is shown in figure 1. 
At t he end of this operation, the total number of occurrences of 
a ch ::iracter "x" wi 11 be h eld at location "x". Notice that the CSE 
(~locked Storage Element) - incrementer group is used both for 
counting the occurrences in Step 1 and for addressing the RAM is 
Step 2 (Sorting). 
Annexe 1 Al. 2 
Ste2_2_Sorting_by_number_of_occurrences 
Tli er•"" ex i s ts of cours e rnany sorting algor i thms, though few of 
th e m combine minimal e xec ution time and sili c on area as 
effi c i e ntly a bubble s o rting. Though it is unattractive in 
softwar e appli c ations , o n e of its main features in hardware is to 
achi eve s o me d e gree of para llelism, which cannot otherwise be 
attaine d in a ny software implementation using a general purpose 
ma d 1in e . Typi c ally, while s orting, c ompar i sons causing data to be 
shifted eithe r way take place c on c urrent l y and involve all the 
~ a~a p res e nt in the arra y a t any given time. 
Th P so r t ing memory array shown 1n figure 2. 
f o ll o wing el e ments : 
c omprises the 
- A bitwise compara tor with the fol l owing c haracteristics 
a min(A,B) 
1 
V 
X --- ) --- ) X 
y --- ) ---> y 
V 1 
ma x(A , B) b 
A - {a } 
X 
0 
1 
0 
1 
y 
0 
0 
1 
1 
B {b} 
A=B so far 
A>B 
A<B 
(should not occur) 
Th e se.r i a l c onnection o f suc h e l e me nts produces a comparator of 
n.ny des ired width. Al so a "s lave" comparato r can b e d er ived fr om 
U1e ~b ove ( one in whi c h x a nd y serve merely to r edirect a and 
b). 
Annexe 1 Al. 3 
- Connection cel ls betwer:m comparators 
[ 
__ :::_---:r:_M_P_A_~_A_T_OLri----Phl ___ ] 
--:::-___ \I/ ______________ Lli----:::---
[ _________ CIO_M_P_A_R_A_T_O_~-----------] 
--Ph2---_,r; ______________ LI~----Phl __ _ 
[ _________ CIO_M_P_A_R_A_T_O_~-----------] 
--:::-___ \I/ ______________ Lli----:::---
[ _________ CIO_M_P_A_R_A_T_O_~-----------] 
---------_r_---------------r-----------
Ph2 ---\î/ LT~--- Phl 
1 1 
Without going in t o further details, let us note that a 
vadP.ty of signals such as "sort finished" and "array full" can 
be <lBrived from the (X,Y) pairs at the end of each row of 
r.'(1111pf!rc1 tors , and with a smal l amount o f additional logic in the 
connect.i on cel ls, cont rol signals such as "shift up" or "shift 
.-lr_iwn" can be easily implemented _, this time using the (x,y) pairs 
Rt the beginning of each row. 
Its operation is carried out as follows : 
A daturn is presented at the "top" of the array with each 
c lock period. As the smallest value in the array is always 
at the lower input of the Top cornparator, there is no loss 
Annexe 1 Al. 4 
o f data, provided th e array is large enough to accommodate 
~h e total numbers of charact ers. 
The maximum sorting time, including entering the data, is 
twi c e the size of the array . 
At the end of th e sort, the contents of the array can be 
shifted out sequentially, starting from the highest or the 
lowest value as required. 
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Ste2_3_Tree_Constitution 
Th e following (figure 3 ) requires the design of a dedicated chip 
to control the data f l ow from the previously described Sorting 
Me mo ry Array (SMA) to a "Parent Stack" and a "Character Stack". 
Note that these could be included in this chip. 
Initially, the parent (dynamic) Stack-RAM is set high (I.E., all 
bits are logic 1) except the pointer f i elds, 
256, 257, 
which are set to 
At the start, 2 data are shifted out of the SMA, using the "Shift 
1Jp" f~ ignal, and stored into RsO and Rs 1. As RpO and Rpl are bath 
h.igb, AdMUX will be 3, therefore constituting a "parent" with 
frequency (fO+fl), and pointers O and 1. AdMUX = 3 causes the SMA 
to be shifted twi ce, while the "parent" is stored in RpO 
(Adreg = 0 + 1), and the previous contents of Rsl and RsO's 
character fields are shifted in the character stack, together 
with their respective pointers (i.e. 1 and 0). 
On the next operation, AdMUX can only be 1 or 3 
- In the f i rst instance, the parent will have a 
frequency (f0+f1+ f 2), and pointers 2 and 256. AdMUX = 1 will 
cause the first parent to be shi f ted at the top of the 
"pélrent stack", while the new parent is stored in RpO (Adreg 
= 1 + 0). While this takes place, a new datum is shifted out 
of the SMA in Rs1 , while Rsl is shifted in RsO, and RsO's 
character field is shifted in the character stack with its 
pointer. 
- In the second instance the parent will have a frequency 
(f2+f3), and pointers 2 and 3. The parent is then stored is 
Rpl (Adreg = 1 + 1) 
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Let us now recapitulate for any operation 
parent 
AdMUX frequen cy pointers Adreg 
------
--------------- -------------
-------
0 f(pn)+f(p[n+l]) Pp[n+l],Ppn Adreg - 1 1 ) 
------
--------------- -------------
-------
1 f ( pn ) ·f f ( n ) Pn,Ppn Adreg 2) 
------
--------------- -------------
-------
3 f(n)+f(n+l) Pn+l,Pn Adreg+l 3) 
1) The "Parent Stack" is shifted twice. 
- The new parent is stored while the second parent (in Rpl, 
initially), is shifted into the top of the parent stack. 
- No shifts occur in the "Character Stack"/SMA groups. 
2) - Both the "Parent Stac k" and the "Character Stack"/SMA groups 
are shifted once. 
The new parent is stored during the shift. 
3) - The "Character Stack"/SMA group is shifted twice. 
- The new parent is stored during the shift. 
In order to prepare for the next step, a f ter the last parent bas 
heen const ituted, signals derived from the state of RpO, Rpl, RsO 
m1d Rsl should be used to shift the "Parent Stack" until the 
total number o f shifts that have occured in it equals 256. That 
way, t h e highest order node lies at location= total number of 
characters used - 1 
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Hardware implementatiou of various e lements : 
·- The "dynamic Stac k/RAM" ( DSR) is a simple dynamic RAM wi th 
clocked transistor c onnections allowing the data to be 
s hifted. 
- Registers RpO ad Rpl could be part of this DSR, except 
that they both req ire parallel outputs. 
- Any Adder, Incrementer, Decrementer, or Comparator may be 
easily constructed from basic switching networks. 
- The various shift signal may be implemented by special 
feature 2 bit shift registers. 
-- Registers PO a nd Pl are normal shift registers. Pl is 
incrernented in between each shift. 
RpO always holds the l owest unused (sum) frequency of the parent 
group, while RsO always holds the lowest unused frequency of the 
c haract.cr group. 
Noti c P t.hat. the two signal constituting "AdMUX" wholly describe 
in effect which registers contain the 2 lowest frequency values. 
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Ste2_4_Coding 
The main feature of t h is design approach is the use of a hardware 
implemented microcod e 
reas onable way, as 
control. This appears to 
the steps involved in going 
be the 
through 
more 
each 
possible path of th e tree in order to find its leaves can be a 
bit td c ky. 
The reader should constantly refer to figure 4 while following 
eac h step. 
lnitially, I/R 
th e tree from 
Ac.ldr-ess Stack 
is set to logic "O" (i.e. we start to constitute 
the left side ) and the address output of the 
Register (Adreg) is set to nurnber of different 
cl1aracters - 1. Therefore, the data stored in TreeReg corresponds 
t-.o the first node. Th e MSB of the selected pointer, narnely Pl in 
this case, indicates whether we have reached a leaf. Supposing 
tl1is 1s not the case, Nexti\dreg is loaded with Pl, while a "O" is 
shifted in CodeReg, the length 1s incremented and the content of 
'fre eR.eg is stored b a ck in the Parent Stack. Then the Address 
Stac k is shifted clown so that the next data, corresponding to Pl, 
c an be fetched and loa ded into TreeReg. 
This operation carries on until a leaf i s reached (MSB = 0). At 
t hls point, the foll owing operations take place, 
code can now be completed 
as a character 
1) I/R is shifted in CodeReg and the length is incrernented. 
2) The characte r code, togetther with its length and the 
original code, is stored in the code RAM. 
3) The length is decremented while CodeReg is shifted left 
(getting rid of the last entered b i t) and the pointer field 
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corresponding t o I / R is set to "O", indicating that tbis 
particular leaf has been found. 
4) I/R is inverted while the content of TreeReg is stored 
back into the Parent Stack. 
5) If the node is not completed, namely the content of Pris 
not "O", Pris stored in NextAdreg. If Pr indicates another 
leaf, steps 1) t h rough 4) are repeated; if not, the Address 
Stack is s hifted down, and a new datais fetched. 
If the node i~ completed, the Address Stack is shifted up 
while the length is incremented and CodeReg is shifted left. 
The parent node is then fetched, and step 5) is repeated 
1n general, when an "unexplored" node is reached, I/R is reset to 
"()" so that the step described initially can take place, the only 
difference being in the content of the address registers and 
stack upon completion of the coding, 
parent stack are "O " . 
all pointer fields in the 
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Technology_considerations 
Although 
appears 
either bipolar or MOS technologies 
that after a rapid estimate of the 
may 
cost 
be used, it 
in silicon, 
pref~rence should go to the latter. Sorne of the features are also 
mo re readily implemented in MOS; though the cost in development 
may be higher than with bipolar gate arrays, for instance, a 
block such as the Sorting Memory Array would require several 
chips as gate array. Library cells tend to be pretty cumbersome 
f or this kind of implementation. Also, a small hardware 
mi c rocoder such as the one used in Step 4 would take very little 
room indeed in MOS. 
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/\nn e x e _2_:_Extrait_de_Base_de_Donnée s_PROLOG 
Annexe_2. l_:_Non_codée 
rr:-~l a t. (" r~it-.y ", ["stat e", "abhreviat i on", "city", "population"]) 
re la t ("rive r" , ["river" , "length", "state" ] ) 
re ] a L ("po int ", [ "stat.e", "abh.r8viat i on", "point", "height"]) 
r'31.at ( "bo rder", [ "stat.e " , "state"] ) 
rP la L. ( "mo un t ai n ", [ "state ", "abbrevi a t ion", "mountain", "height"]) 
relat ( "lake", [ "l::1ke", " area", "state"]) 
r,::, l r1t ( "road", [ "ro a.d", "state"] ) 
sch e ma ( "abbreviation", "of " , "state") 
s c b Prn a ( "s t.a t e ", "with", "abbre viat i on " ) 
srJh e ma( "capital", "of", "state") 
scb e nia( "state", "with", "capital") 
scb e ma ( "population", "of", "state " ) 
sch e nm( " state", "with", "population") 
s c hema( "area ", " of", "s t ate") 
s c hema ( " c ity", "in", "state") 
sch e ma("state", "with", "city") 
s ~h e ma( "popu]at ion", "of", " c ity") 
sch e rn a ( "population", " o f", "capita l ") 
s c h e rna( "1ength", "of", "river") 
scb e ma ( "state ", "with", "river") 
schema( "river", "in", "s t ate") 
f.:~c h e ma( "state " , "border", "state") 
s c h ema ( "ci ty", "wi th", "population") 
s c hF?ma( "state", "wi th", "population") 
sch e rna( "ri ver", "wi th", "length") 
schema( " c apital", "with " , "populat i on") 
sch e ma ( "point", "in" , "state " ) 
scb e ma ( "st.ate", "wi th", "point") 
sch e rna( "height", "of", "point") 
:-:;ch e ma ( "mountain", "in", "state") 
sch e ma( "state", "with", "mountain") 
scb e ma ( "height", "of", "mountain") 
s c h e ma( "lake", "in", "state") 
s d 1ema ( "sta te", "with", "lake") 
s e-b e rn a ( "area " , " o f"," lake") 
scbem;ët ( " st.ate" , "witb" , "road") 
sch l:!rnô (" r oad", "in", "state ") 
schema ("name " , "of", "river") 
sch e ma( "name ", "of", " c apital") 
sch e ma ( "name", "of", "ci ty") 
sch e ma( "name", "of", "state") 
schema("name", "of", "point") 
schema( "name", "of", "mountain") 
schema( "name", "of"," lake") 
s~hema("name", "of", "road") 
schema( "river", "in", "continent") 
schema( "city", "in", "continent") 
s c hema("capital", "in", "continent " ) 
schema ( "state", "in", "continent") 
schema( "point", "in", "continent") 
schema("mountain", "in", " continent ") 
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schema( "lake", "in", "continent") 
Si'h e ma ( "road", "in", " continent ") 
e n t. i t.ys i z e ( "ri ver", "1 ength" ) 
e n t .il.ysize( "s tate", "area") 
c nti t.ys ize( "city", "population") 
P.n t.i tys i ze ( "poi.nt", "height") 
c nti tysize( "mountain", "height") 
r:'ntii.;ysize ( "lake", "area") 
assoc("in", ["in"]) 
n.ssoc ("in", [ "running" .. "through" J) 
assoc("in", ["runs", "througb"J) 
nssoc("in", ["run", "through"]) 
assoc( "witb", ["with"J) 
as soc ( "with" , [ "t raversed"]) 
as soc ( "wi th", [ "traversed", "by"]) 
assoc( "of", ["of"]) 
assoc( "border", ["border "]) 
assor:-( "border", [ "frontier" J) 
as soc ("border ", [ "boundary" J) 
::i ss oc ( "border", [ "limit"J) 
as soc ("border", [ "bord ers" J) 
assoc ( "border", ["border", "on" ]) 
assoc("of", ["in"]) 
assoc( "in", ["of"]) 
nssoc ( "with", ["has"]) 
::issoc ( "wi th", ["have" J) 
synonym( "people", "population") 
synonym( "citizen", "populati on" ) 
synonym( "inhabi tant", "population") 
synon y m( "place", "point " ) 
synonym( "town", "city") 
ignore("which") 
ignore("is") 
ignore ( "are") 
ignore ( "the") 
ignore ( "tell") 
ignore( "me") 
ignore ( "what") 
ignore("give " ) 
ignore ("as") 
ignore("that") 
:ignore ("please " ) 
ignore("to") 
igno r e ( "how") 
ignore( "many") 
ignore( "live " ) 
ignore("lives") 
ignore("living") 
ignore("there") 
ignore("do") 
ignore ( "does") 
ignore("number") 
ignore( "a") 
ignore ("an") 
ignore("any") 
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ignore ( "some") 
,-.; t.y( "a] c-1.bama", "al", "hirrni nghci.m", ?.8441 3) 
c it y ( "alab:=tm ::1. ", "al", "mobile", 200452) 
,._,it.y ( " ét 1aba ma ", "1ë1.l", "rnontgomery", 177857) 
•::- i ty ( "a lt1bama", "al", "huntsville", 1425 
ci t .y ( " :=, ] éÜJR.ma", "al", " tuscalousa", 75143) 
c j t-.y( "alaska", "ak", "anchorage", 174431) 
,-,jty("ari~ona", "az", "phoenix", 789704) 
ci ~·.y( "c:trizona", "az", "i-.1y~son", 330537) 
r: i Ly ( " .-1r iz mia", "c=tz", "mesa", 1524:.i3) 
ci l-y ( ":.=tris()trn", "az", "tempe", 106919) 
,:· il.y (" :=ffi~0rrn", "az", "glp,ncla1'::'",96988) 
,~;t·y (" r:t ri z0rrn ", "az", " scottsdale",88622) 
,-i t y ( "n1!,: : ir.1 sas ", "ar", "J.:i.tt.le roc!k", 15891!::,) 
•~· if- y (" :=i t' hin s a ::~ ", "ar", "fort. smith",71384) 
,. i t:y ( ·· ,:i rv0ns:=,s", "ar", "north 1 i tt.J e roc k", 64388) 
,-· it·y (" ca1if,; rnia", "ca" , "los angeles",2966850) 
•:-- i. ·Ly("c-alifornia", "ca", "san diego",875538) 
city (" c::-1.]ifonüa", " ca ", "s:=m francisco",678974) 
r:i t.y( "caJ.ifornia", " ca ", "san jose", 629442) 
.. j!_-, y( "c,:;iJ. ifornia", " ca", "Jong beach",361334) 
r~dt.y( " c.:1Ufornia", " c-:a " , "011klEmd", 339337) 
c: i t .y ( "caJ. ifornia", "c::i. " , "sacramento", 275741) 
r- :i Ly ( " r: :--i J j f ,._, rn j a " , " r:; ~ " , " n na h e i m " , 2 1 9 3 11 ) 
c i t.y( " ,-::,tl i f,::,rn ia", " cr-,", "fresno", 218202) 
c' ity(".-~:=t lif,.:,rnia", " r• :1.", "sant-.é\ ana",203713) 
,~ i t-. y ( " c :=t 1 i f o rn i a " , " c :=i " , " r i vers ide " , 1 7 0 8 7 6 ) 
cit,y ( " c aliforn ia", " ca", "hurit.ington beacb" , 170.505) 
c~ i t_-. y( " r.alifornia", "cc1", "stock.ton ", 149779) 
c• j t .y ( ",:, nJ i fornia", " ca ", "glendale", 139060) 
•' i !·.y ( " c :üifornia", "ca", "fremont", 13194.5) 
,-! i t . y ( " , ' :=i J i :f o rn j a " , " c a " , " t; o r r cl. n ce " , 1 3 14 9 7 ) 
,~; f-.y( " ca 1 ifornia", "ca", "garden grove", 123351) 
r• it .y ( ",_•ülifr.:,rnia", " e n", "san bernardino", 118794) 
r_, il.y ( " c::i..lifornia", "c3", "p;:=is!'ldena", 118072) 
, · i t-y ( " c Ft 1 i f or n i a " , " c c'l " , " e as t 1 os ange 1 es " , 11 001 7 ) 
,-. ;t-. y( " c,01] iforni:::, " , " ca", "oxnard", 1081 95) 
,-j !_ .y ( "r_~a lifornia ", " cfl ", "mode sto", 106963) 
•·it y ( ",, :cili. fort)ia", " ca", " s unnyv:=ile", 106618) 
•~- j ty( " ,:-,a l if cffn ia", " ca ", "bakersfield", 105611) 
i_' i !.y ( " ('a lifornia", "ca", "concord", 103763) 
,,j ty( " 1•f.l liforn ia", " ca " , "berkeJ.ey", 103328) 
•~·i f- y ( " c alifornia", "ca", "fullerton", 102246) 
r_· _i t, .Y ( " cé'tl ifornia", "ca ", "inglewood" , 94162) 
r• it·.y( "california", " ca", "hayward", 93585) 
r:: i t .y( ",_~alifornia", " ca", "pomona", 92742) 
r: ity( "california", "ca", "orange", 914150) 
ci t.y( " ca l ifornia", "ca", " ontario", 88820) 
c i.ty("california", "ca", "santa monica",88314) 
city ( "california", "ca", "santa cl ara", 87700) 
cit.y ( "california", "ca", "citrus heights", 85911) 
c i t y( "cal ifornia", "ca", "norwalk", 84901) 
,~ity("california ", "ca", "burbank",84625) 
r•it .y ( "california", "ca", "chula vista", 83827 ) 
c ity(" c alifornia", "ca", "santa rosa",83205) 
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r.-ity("california", "ca", "downey",82602) 
c:it-.y("ca]ifornia", "ca ", " cosLa mesa",82291 ) 
c i. t .y( "cal ifornia", "ca", " compton", 81230) 
cjl_.y( "r~a]jfornia", " c a", "carson",81221) 
,_· i ty (" ca lifornia", " ca ", "salinas",80479) 
r:~ity (" ra ]ifornia", "ca", "west covina",80292) 
c i t_-y ( " ,:,; ;"' l j f o rn i a " , " c :::1. " , " va 11 e j o " , 8 0 18 8 ) 
cir.y( " californi a ", "ca.", " e l monte", 79494) 
c i ty( "ca lifo rr1 ia ", "ca", "daly city",78519) 
c it.y(",:~a]ifornia", " ca ", "t.h ousRnd o aks",77797) 
c- i r ~r ( " c ::1. 1 i for n i a " , " c r:1." , " s an mate o " , 7 7 6 4 0 ) 
rit.y( " c[ilifo:nda" , " C'0 ", "simi va lley", 77500) 
c it-.y (" ca lifornia", " c a", "oceanside",76698) 
c i t .y ( "ca l ifornia", " ,: 0", "richmond", 74676) 
cit.~,("ca ]ifornia", "ca", "lakewood",74654) 
ci.t.y( "california", "c.-1.", "santa barbara", 74542) 
,~j_t.y(" ,•;=i liforni a" , "ca", "el cajon",73892 ) 
1· .ity( "cC\l ifornja", "ca", "ve ntura", 73774) 
r~ ii y ("e;,ilifornia", " ca", "west.minster",71133) 
•~'. i t .y ( " cet l ifornia", " ca", "whitt ier" , 68558) 
cit.y (",:-r=tlifurnia", "ca", "south gate",66784 ) 
ci1 .y("c.:'ll if0rnia", "ca", "r:dh;<imbra",64767) 
,~it-:.y("c:=ilifornia", "ca" , "bu e na park",64165 ) 
ci t .y( " c ~J i fornia", "cfl.", " san leandro", 63952) 
cil.y( " ca lifornia", "ca", "alameda", 63852) 
,_, j Ly( " ca] j fornia", " ~a", "nr_~vl port beach", 63475) 
,~it.y( "california", "ca", "escondido", 62480) 
0jt;y("cr-tlifornia", "cft", "irvine",62134) 
c it-.y( " ca lifornia", "ca", "mountain view", 58655) 
,·il.y( "california", " ca", "f<'lirfie ld" , 58099) 
r'it.y( " ca1ifornia", "ca" , " redondo beach",57 102) 
r•jty("r~R]ifornia", "ca", " scr:itts valley",6037) 
c j J-.y( "colorado", "eo", "denver", 492365) 
c: i l~. y ( " co lorado", "co ", "co lorado springs", 215150) 
r;i t·y( "co l 1~1 rado", "co", "aurora", 158588) 
•~· i ty ( "r~•ri] orl:ldo", "co", "l akewood ", 113808) 
c it.y( "c_~r.:ilurado", " c o", "pueb1o", 101686) 
ci ty( " c•n]c,r c:vlo", " co" , "arvada", 84!576) 
c it:.y( "r_· ,:, l urcido", " co" , "bou lder", 76685) 
•~' jf .y(",·;0 lr::i rRd o " , "co", "fort c.o llins ",64612 ) 
•::- .ity( " connect. i c ut", " et-." , "bridgeport", 142546) 
c.· il .y ( "co1rn ec ti c ut.", "et", "hart.:fc,nl", 136392) 
•·· ily(",_:011n ectif::'11t, ", ",) t.", "n ew h0ven", 126089) 
,-, ; t .y( "r:onnPcticut.", " r: t , ", "wa.t.erb1_1ry", 103266) 
r:' j ty ( " connect. i eut", " e t .", "stamf ord ", 102466) 
r· i ty( "connecticut.", "et ", "norwa]k", 77767) 
r:if'y ( "eonnectieut", "et", "new britain " , 73840) 
r·i.t.y( "conneeticut", "et", "west hartford", 61301) 
1::- i ty( "eonnecticut", "et", "danbury", 60470) 
c jLy("connecticut ", "et", "greenwich",59578) 
city( "connectieut", "et", "bristol", 57370) 
c:ity( "conneC!ticut", "et", "meriden", 57118) 
cit.y ( "delaware", "de", "wilmington", 7019 5 ) 
cit.y ("district of columbia", "de", "washingt on",638333) 
city( "florida", "fl", "jacksonvil le",540920) 
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,·, j t·. y ( " f ] n r id a " , " f 1 " , " mi ami " , 3 4 6 8 6 5 ) 
r: it .y ( "florida", "f1 ", "t.ampa " , 271523) 
· ,_:jLy ("flc::irida", "fl", " st. petersburg",238647) 
r-ity("f10rida", "f1", ":fort lauderdale",153256) 
r.j t·. y ( "f1 or i,L:i", "fl " , "nrlando", 12 
c- iLy("fJor:idc1", "fl", "bollywoud",117188) 
r' if·,y( "fl or id~" , "fl", "miarni beae;b",96298) 
,.,ity( "fludcla", "fl", " c: Jcarvw.ter", 85450) 
r_ • i l:. y ( " .f 1 u t'i da " , " f 1 " , " t. a 11 ah as s e e " , 8 15 4 8 ) 
c-it.y("florida", "f1" , "gâjnp,svillP-",813 71) 
r:~it-. y( "f1nrida", "f l" , "kendall",73758) 
r•ily("fl o dda", "f l", "west palm beach",62530) 
1 ~ i r, y ( " f 1 r) r i d a " , " f 1 " , " 1 ;-=i, r go " , ::, 8 9 7 7 ) 
r:.i Ly( ".fl,_11irla" , "fl", "pensacu l a", 57619) 
city( "g':'!orgia", "ga " , "atlr:int.a", 425022) 
,::iLy( "a~r,rgia", "ga", "col 11mb w;", 16 9411) 
r~iL.Y ( " g,~or-gia", "ga", " savannah ", 141654) 
,~ it y( "gP.orgit=t" , "g:=t", "rnacon", 11686 0) 
c i ty ( "ge ,:,rgia", "ga", "albany", 7412.5) 
c·it .y( "lt a waii", "hi ", "honolul u",762874) 
c i t;e,' ( "h awai j ","hi", " ewa", 190037) 
r~ i ·Ly( "b ::rna i i ", "h i", "koolaupoko ", 109373) 
r:it-.y ( "i c.faho", "id ", "boi se", 1022 49) 
cit.y("i l]:in ois", "il" , " c hi cago",300.5172) 
c i ty ( "illinois", " il", "rockford " , 139712) 
,_~ i i- y ( " i 1 ] i n n j s " , " i 1 " , " p e or i a " , 1 2 4 16 0 ) 
,-:- if- y ( "j llino is", "i l" , "spdngfield", 100054 ) 
c; i t-, y ( " i l l i n n i s " _. " i 1 " , "de c a t u r " , 9 3 9 :J 9 ) 
cit.y ("illinois", "il" , "aiirora",81291) 
, •jt .y( "i1J jnois", "il", "jo1iet", '7795 6) 
r: i f-;y ( "illinois", "il", "evanston", 73706) 
,_. jt·.y("i llino is", "il", "waukegan ", 67653) 
cit ·. y ("illino is", "il" , "1:1rlington b e jghts", 66116) 
0 i ·Ly ("i1Jinois", "il", " eJgin ",63 668) 
r~it~y ("i1litiois ", "i]", "cicero",61232) 
,; it.y( " il ljnois", "il" , "onk lawn" _, 60E190) 
r• i t:,• ( "i 11 in o is", "il", " skokie " , 60278) 
r·it ·. y ("illinois", "il", " c hnmp:=tign",58267) 
•: ity( "indiana", " in" , "indianapo li s", 700807 ) 
.- - jt,y( "jnrl i ~nâ", "in", "fort wnync ", 172196) 
e i t y ( " in d i an a " , " i t'i " , " g a r y " , l .:i 1 9 6 8 ) 
•~i t y ( ".indi ana", "in", " evansv i1l e ", 13 0196) 
,, iLy( " inc li ana", "in", " south bP.nd", 109727) 
c it;y( "indiana", "in " .• "}1 a1mnond " _.9:J711) 
c ity( "iudiana ", "in", "rnuncie", 77216) 
c ity( "indiana" , "in", " anderson", 64695) 
r:: i ty ( "indiana", " in ", "terre h a ute", 61125) 
r:j ty ( "i owa ", "ia", "des moi nes", 191003) 
r: ity ( "iowa", "ia " , "cedar rap ids", 110243) 
cj ty ( "iowa", "ia", "davenport", 1 03 254) 
city ( "iowa" , "ia", "sioux city", 82003) 
c it;y( "i m'i'a", "ia", "waterl o o", 7.5985) 
c ity("iowa", "ia", "dubuque",62321) 
c ity( "kansas", "ks", "wi chita " , 279212) 
city( "kansas", "ks", "kansas c ity" , 161148) 
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,:--jt.y( "kans;~s", "ks", "topeka", 118690) 
r•ity("l~ansas", "ks", "ovArland park",81784) 
c~ i t·· J'( "kentucky", "ky", "louisvi l le", 298451) 
ci L.:y ( "l:e11 tu cky ", "ky", "lexington", 204165) 
cit.y("lo1.tisiana", "la", "new orleans",515675) 
c iLy("Jo1tisiana", "la" ., "baton rouge",219419) 
ci t-:.y( "] ouis i r-rna", "la", "shreveport", 205820) 
c il.Y( "]01 1isimrn", "la", "metairie", 164160) 
cit.:,: ( "l ou isi .,...ma", "la", "lafayette", 80584) 
r~ity( "J o uisiana", "la", "lake charles", 75051) 
ci t.y( "lnuisirrna",. "la", "kenner", 66382) 
c i t ·.y ( "l ou is i anc1" , "la"_. "mon roe", 5 7 5 9 7) 
ci ty( "mai ne", "me", "portland", 61572) 
c :i. L;y ("maryland". "md", "bal timore", 786775) 
cit-.y("maryl:=rnd"_. "md", "silver spring",72893) 
r,i ty( "maryland", "md", "dundalk", 71293) 
•.~i Ly( "maryland" , "md", "bethesda", 63022) 
r~ .i t· y ( "m n. s sac buse t.. t. s " _. "Jll a " , "b n s ton " , 5 6 2 9 9 4 ) 
c i ty( "massachusetts", "nn", "worcester", 161799) 
r) j Ly ( "rnassachuset.ts", "ma", "spri.ngfield"_, 152319) 
r~i t-.y ( "nv1ssa,"'!husetts", "ma", "new bedford", 98478) 
c i t·y ( "nmssachu!":etts", "ma".• "cambridge", 95322) 
c i ty ( "m;::i!'::sa,~husetts", "ma", "hrockton", 95172) 
•.~i t .y ( "nwssachusetts", "ma", "fall river", 92574) 
r::: i i-y( "massachusetts", "ma"," lowel l ", 92418) 
,::;j t .y ( "nrn.ssacbusetts ".•"ma", "quincy", 84743) 
r:-i ty( "m;'l.ssr-i.chusetts", "ma", "newton"_. 83622) 
ei t-. y ( "m~ss::1c husetts", "mcl", "lynn", 78471) 
r:-i t-.y ( "mr:is sachus et. ts", "ma", "somervi lle", 77372) 
,: i t·.y ( "m0i::sc1C'hus eLt.s", "nm", "frn.mingham", 6.5113) 
1:::- i t:-.y( "m;::tsf:acb11 set.ts", "mr-i.", "lawrence", 6317.5) 
c i t_ ·.y ( "rnns~~~-1., ·hu s"' t ; Ls", "mf1", "Wfll t.ham", 58200) 
c: i t_;.y ( "m::1ssachusetts", "ma" , "medford", .58 076) 
c it.y( "nd c higan", "mi", "d P.t roit", 1203339) 
•· it_y ( "micl1ig3n", "mi", "gr::md rapids", 181843) 
(::i.ly( "mi c hjgan", "mi", "warren", 161134) 
c if-y ( "micbigo.n", "mi", "flint", 159611) 
,:· i 1 . y ( "rn h· h i f1 an " , " mi " , " h m s in g " , 13 0 414 ) 
cd t :y ( "mi c hi gan", "mi", "st.erl ing heights", 108999) 
, · i 1.y ( "rnich:igan", "nri", "ann arbor", 107969) 
,~ it·y( "michigan", "mi", "liv,::inia", 104814) 
r:::i t.:·( "mi c higan ", "mi", "dearbo rn", 90660) 
ci t· y ( "mi•~bigan", "mi", "westland", 84603) 
,:~j t .y ( "michigan", "mi", "k a larnazoo", 78722) 
ci t.y ( "micbigan", "mi", "tay lor", 77568) 
ci t.y( "rnichigan", "mi", "::0ginRw", 77508) 
city( "mi c bigan", "mi", "pontiac", 76715) 
dt·.y ( "michigan", "mi", "st . c lair shores", 76210) 
ci t .y( "michigan", "mi", "southfield", 75568) 
c i t.y ( "michigan", "mi", "clinton", 72400) 
cit.y( "michigan", "mi", "royal oak", 70893) 
c i t:y ( "mich igan", "mi", "dearborn heights ", 67706) 
ci.t.y( "michigan", "mi", "troy", 67102) 
ci t ,y ( "michigan", "mi", "waterford", 64250) 
city( "michigan", "mi", "wyoming", 59616) 
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c j ty ( "mi c bigan", "mi ", "r13d f ord" , 58441) 
r.i_-ty( "rnichigan", "mi", "fr,rndngton hills", 58056) 
r~ity( "rninnesot.a", "mn", "minne3 p o lis", 370951) 
cit_.y ( "minnesotn", "mn", "st. paul", 270230) 
c i t-.y( "mi ni1esota", "nm ", "du luth", 92811) 
r_: j Ly ( "m·i nnesot-,a", "mn", "bloomi ngton", 81831) 
ci t.y ( "minnesot.a", "mn", "roches ter ", 57906) 
r•jl.y("rnississippi", "ms", "jarksnn",202895) 
cil.: y( "mü:;~: ,::,uri", "mo", "st. . 11.)uis", 453085) 
r.· i ! .: · ( "111 i ~;:::1_111ri ", "mo", "lça.nsas ci ty", 448159) 
cj t .y( "rniss<:.)uri ", "mo", "springfield", 133116) 
r.:i t-y ( " mi ssr_11iri ", "mo", "inclependence", 111797) 
city("missouri", "mo", "st. joseph",76691) 
r:~ .i t.y ( "miss c,uri" , "mo", "columbia", 62061) 
c i t.y ("mont.ana", "rnt", "bi 11 ings", 66842) 
r:-jiy ( "mc:intana", "mt-.", "grPRt fal]s", 56725) 
ci -t-.y ( "n e brasb1", "ne", "omaha", 314255) 
r..it~r ( "nP-brnsJ:a", "ne", "lincoln", 171932) 
cit.y ( "uevada", "nv", "las vegas", 164674) 
r:it .y("nevada", "nv", "ren0", 100756) 
,~ it-.y ("new hamp s hire", "nh"_. "manchester",90936) 
c'it:y(" t1 ew hampshire", "nh", "nashua",67865) 
,_, i t .:· ( "n,.,,.,,., jersey ", "nj ", "newark", ::!29248) 
city("new j ersey ", "nj", "jersey city",223!:132) 
city ( "ne;•.; jers ,=,y ", "nj", "pat.erson", 137970) 
ci 1'.y ( "n ew j e rs ey ", "nj", "e1 i2c1b~-t;h", 106201) 
c if .. y ("n ew jerspy ", "nj", "trent-,on",92124) 
,::j t_·.y ("11 ev-1 jers P,y" , "nj ", "wnodbridge",90074 ) 
d ty( "new jersey" , "nj ", "camden", 84910) 
(? j t-: y ( "n P w j ers P. y " , "n j " , " e as t or an g 8 " , 7 7 8 7 8 ) 
r:ity( "n ew jers'?y ", "nj", "clift.0n", 74388) 
cjl.y ("n e w jersey" , "nj", "edison",70193) 
c 1f·y ("new jersey", "nj", "cherry hill",68785) 
,:- ify("npw jersey ", "nj", "hayonne",R5047) 
c i.t y ("n'?w j e rsey", "nj", "middlet.own",61615) 
ci t y("1 10w jersey ", "nj", ":irvingt-.nn",61493) 
,-. i l:y( .. ,,,.,,.,.-1 mexi,-:- 0", "nm", " alb11querque", 331767) 
l'il .y ( "n cw york", "ny", "new york", 7071639) 
ci t-. ::·( "11 e>w yurk" , "ny", "buffa1o", 357870) 
, ·.iiy("nl'èw york", "ny", "rochester",241741) 
c i t;y( "new york", "ny", "yonkers ", 19S351) 
1
·: i t.y ( "new york", "ny", "syracuse", 170105) 
,~; l'y( "n 0v,- york" , "ny", "al bany ", 101727) 
c:i t.y( "n e w yorl-.:", "ny", " c heektowaga", 92145) 
,-- j ty ( "uew yorl-:", "ny", "uti ca", 75632) 
r~:i t .y ( "new ynrk", "ny", "n iRgara fal 1s", 71384) 
r::.i ty ( "riew york", "ny", "new rochelle", 70794) 
c i Ly( "new york", "ny", "schenectady", 67972) 
c i ty ( "new york", "ny", "mount vernon", 66713) 
city ("new york", "ny", "irondequoit",57648 ) 
city ( "new york", "ny", "levittown", 57045) 
city( "north carolina", "ne " , "charlotte", 314447) 
city ( "nortb carolina", "ne", "greensboro ", 155642) 
,:-,j ty( "north carolina", "ne", "raleigh", 149771) 
city ( "north carolina ", "ne", "winston-salem", 131885) 
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cit_v( "nnrtb carolina", "ne", "durham", 100538 ) 
ri t.y ( "nr.::i t t-h caro J ina", "n e" , "h j gh point", 64 107) 
cit.y("nc•rt.h carolina", "ne", "f~yetteville",59.507) 
c:i t y ("rwrtb dakota", "nd", "fargo",61308) 
c j t.y( "ohic,", "oh", "cleveland", f,73822) 
r:-j~ .y( "1::>hio", " o h", "columbus", 564871) 
,:,j 1·.y ( "ohio", ",_~h", "cincinnati ", 385457) 
,::j t .y( "olii c1 ", "oh", "t0ledo", 35463fi) 
,_:ity( "ohi,J", "oh", "akron", 237177) 
,,jt,y ("n}-dn", "0h", "ç-léiytc,n",203371) 
1::-it-y( "obio", "oh", "youngstown", 115436) 
,-: i t y ( " ,::, b j o " , " o h " , " c Rn t . 0n " , 9 3 0 7 7 ) 
cji-,y ("nhin", "oh", "panna",92548) 
r. ity("c,]'Ji(l", "nh", "lorain",75416) 
c iLy ( "ohi.1J" , " oh ", "springfield " , 72563) 
c j t· y ( ",:,J-r j u" , "oh" , "h ami l ton" , 6 318 9 ) 
cit.y( "obic,", "oh", "lakewood", 61963) 
cj_\ y(",:1l1io", " oh", "kettering",61186) 
,::- i t·.y ( "ol1 j o" , "oh" , "eu c 1 id", 5 9 9 9 9) 
city ( " ohio", "oh", "elyria", 57504) 
city( "r::-i l:l a boma", "ok", "oklahoma city", 403213) 
dt.y ( "ri)r;] ê1l1oma", "ok", "tulsa", 360919) 
ci t.y ( ",:il-:Llhnma", "ok", "J.a.wton", 80054) 
c jt.y ( "okl0.horna", "ok"_. "uorrnan", 68020) 
cit.y( "uregon", "or", "portland", 366383) 
city( "ore gon", "or", "P.ugPne", 105664) 
,::-i t:.y ( "oregr:m", " or ", "salem", 89233) 
ci ty ( "_pennsyl van ia", "pa", "phi 1 aùe lph ia", l 688210) 
c it:y ("pe 11nsylv r:'1 11ia", "pa", "pittsburgh",423938) 
cjt;y ("p8rltlsylvania", "pa", "erie", 119123) 
•:i t·.y( "pennsylvania", "pa", ":=tllentown", 103758) 
c .i t.y ( "pennsy1 van i a", "Pfl", "scranton " , 88117) 
cit-.y ("r,:~nnsylvania", "po.", "1.1pper darby",84054) 
,·· i t y( "ppnnsylvo.rda", "pr1.", "reacling", 78686) 
r:~i L:-'( ":rpnnsylvania", "p:ët", "bethlehem", 70419) 
c.i t_ .y( ":rPnusyl,ra nia", "pa", "lo11,-0r mer ion", 59651) 
,i il .y ("pcnnsylvania", "pa", "abingdon",59084) 
c i L~·( ":r<=>rinsy]vflnia", "pa ", " r,r:is:i·,n1 tovmshi.p " , f,8733) 
1::- i 1.y( "r,.?1111é:ylvc'lnia", "pa", "penn bills", ,57632) 
rit .y( "pr,nnsy]vania", "pa", "El.ltnon~", .57078) 
,·,,i t·· y·( "rlJ1YJe island", "ri", "prcJ'J id Pncp", 1156804) 
~.it.y ( "rh ode 'island", "ri.", "warvl.i...-:1~",87123) 
ci t~y ( "r!JC:::id e island", "rj ", "crauston", 71992) 
c :il.y("d1(v:ie island", "ri", "pawt.t.icket",71204) 
•:- .i t:,' ( "sou Lb caro lina", "se", " c() J1.11nbia", 101229) 
1: i~.y ("south c~arolina " , "se", "c.harleston",69855) 
,., i_t .y (" é~outh carolina", "se", "nortb charleston",62504) 
c'it.y ("south 8arolina", "se", "greenville",58242) 
c.it-.y("south dakota", "sd", "sioux falls",81343) 
cit.y( "tennessee", "tn", "memphis", 646356) 
c i Ly ( "tennessee", "tn", "nashville", 455651) 
c j ty ( "Lennessee", "tn", "knoxvi 1112", 175030) 
o it.y( "tennessee", "tn", "chattanooga", 169728) 
,~:ity ( "texas", "tx", "houston", 1595138) 
ci ty( "texas", "tx", "dallas", 904078) 
Annexe 2 A2.8 
e i t_·. y ( " t·. e ;-: ;'1S " , " t.J·: " , " s an an t. on i o " , 7 8 5 8 8 0 ) 
dt_y("t.exas", "tx", "el pas o ",425259) 
c ity( "te xas", "tx", "fort:. worth", 385164) 
ci t.y ( "tr)xas ", "tx", "a.ustin", 345496) 
cit.y( " te:-:;)s", "t:>:", "corpus christi",231999) 
ci f-.y ( "LP.::-,as", "tx", "lubbock", 173979) 
c it:y( "t•=x:-=ts", "b:", "arlington", 160123) 
,~iLy( "t .F! .: a~_; ", "tx", "amarillo", 149230) 
city ( "f- exas "_. "tx", "garland", 138857) 
c i t.y( "tex:c\s ", "Lx ", "beaumont ", 118102) 
r-: i t·.y ( "te::-:as", "t.x", "pasacfrma", 112560) 
dt.y( "texos", "tè-," , "irving", 109943) 
c ity ( "te}:;:cis", "tx:". "waco" , 101261) 
r .i t ·.y ( "texél s", "t. :--: " _. ":::i. b j J e ne", 9 8 315) 
•:: it. y ("texa s", "tx", "wichita falls",94201) 
r:i f-.y ( " texas ", "tx ", "larPrio", 91449) 
1, i r.y( "tex:,s", "tx", "odess a " .• 90027) 
r~j t ·y ( "text=is", "tx" _. "brrlwn s vi J] e ", 84997) 
,~if- y("f-.p::,,;-is", "tx", "san ~ngelo",73240) 
r-:- i t .y ( "t-PXr1s ", "tx", "ri chardson", 72496) 
c ity( "tex::ts", "tx ", "pl:tno" , 7 2:331) 
c i t.y( " te:--,ôs ", "tx", "gnmd prairie", 71462) 
city( "t•::)::"ls", "tx:", "midland", 70525) 
ci1·.y ( "tP~cPls", "tx", "tyl er ", 70508) 
ci t.~'( "texas", "t:-: " .• "mesqu i te", 67053) 
c i !.y ( "f-.P.X;'."'ls", "t.x", "mc;a l] e n", 67042) 
ci Ly ( "t.ex,"ls " _. "tx: ", "lungview", 62762) 
ci t.y ( "t;exas ", "tx", "port. art.hur", fi 1195) 
cit,y( "ut::i.b", "ut", "salt lake city", 163034) 
c it;y( "11b=ih", "uL", "provo ", 74111) 
city( " 11L:-ih", "ut", "west valley", 72299) 
(':Ï t .y( "1rLnl1", "ut, ", "ogden", 64407) 
c i t:. y ( " v i r ~ in j a " , " va " , " no r f o 1 k " , 2 6 6 9 7 9 ) 
c i Ly ("virginia", "va", "virginia beach",262199) 
city( "virginia", "va", "richmond", 219214) 
ci Ly ( "virginia", "va " , "arlington", 152599) 
,~it.y ( "virginia" ., "va", "n ewport n e ws", 144903) 
( : i t-; y ( " v ir1;jn ja", "va", " h ~ rnpton ", 122617) 
,_: i. ! y ("'l i r-e; in i ::i", "v;ë1", "d, esap 0 0 b ,,", l 14226) 
•- it y ( " vi.nt ini 3", "va", "pr,rt.f;mr.111th", 1045 77) 
•'Î t y ( "vi.rginia", "va", "alex:,_ndria", 103217) 
r : il y( "v i rg inia", "vo", "roanoke", 100427) 
,~- i !_-.y ( "v i.rginia", "va"," }yu c hb11 rg ", 66743) 
,_~iLy( "washingtc.,,n", "wa" , " seat. t.l e ", 493846) 
1'.' it ·. y( " w3.s hington" , "wa", "spokane", 171300) 
c i t·y ( "washington", "wa", "l.acorné'l", 1.58501) 
,-~i t·. y ( "washington", "wa", "bellevue", 73903) 
c jf..y ("west. virginia", "wv", " c barleston " ,63968) 
r~ity( "west virginia", "wv", "huntington", 63684) 
c~ i ty ("wisconsin", "wi", "milwaukee",636212) 
city ( "wisconsin", "wi", "madison", 170616) 
c i t.y ("wisconsin", "wi", "green bay",87899) 
c it.y("wisconsin", "wi", "racine",8!:1725) 
cd t·y ( "wiscons in", "wi ", "kenosha", 77685) 
dty("wisconsin", "wi", "west allis",63982) 
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Annexe_ 5 .2_ : _A2rès_Codage_2ar_LOVER 
r 0 J ,.o, f-. (" c ity " , [" sta t. e ", " a bbre viation", "city", "population"]) 
;i•'<•'.•• :, ,:➔:•:,,:r, r · ;,,.,v("! r-" , L" r ivœr", "l e ngth", "stat.e "J) 
c<:::r•,'.l\'.'";:,,,0,,,:Y:Sp•-1 i ntœrea:.;r:-s t.ateœ,J?~ abbrevi a t ion", aepo int", "he ight"] ) 
<1'ê"0"~·ë"~•x~h ~ nl Pr ", [ "sLat e", "s t ate"]) 
,,.,;c.·•~~iY?.,Vir~m:'eimta in", [ "s~:=ttP<t" , "1P.bbreviation", "mountain", "height"]) 
~~;r;P.2f!<P~ 1 ake ", [ "1 ake", "are a re , "state"] ) 
:J>;:f'é\êër,œrei:l'roadrea>reœroadrereres tate"] ) 
s •~+1PJW1 ( " ~hbr e vi a Li o n", " o f" , res tate") 
a?~ 0?ë1c?é':il"~éPS t a tre", " wretha<>él'.'reab brev iœrei on" ) 
:-f?,-:v>;:f>:=p~~~;ecapi ta 1~, "of~:=e;estatre") 
rea?œéP&,'.!"i':'~ s tate " , a>wi thœre~c api tal") 
~::e:r-:'fèà;,ôE'i,;'repopu 1 at i o n", ~of" , "sœrete " ) 
::ec1'.'.l',0"0?reél"'::1:s ta t e " , " w i th~, "popu lrere ion" ) 
~•o:>if>;:F,êl"o:>él;-'f'area ", " o f" , "stA.te") 
:r:,:"•::Pzr:~,.('é~:J:r~ i Ly a>rere i nreœœœœœ::ereoèéf: 
rr•t"'•;.'('•"·~~;e;estate " , "with", "city") 
:>''•"' '·'":•·.::,-:,~~cl?P OPUlati o n", ;:('of", " c i t;'.\r") 
;:r:."f•,-,·•,"f'•;:,-,:;r:::r,::r:~ëerererererererererereêfif:a::rereœreap i ta 1 ·· ) 
<";:,:,;:,,,Y:'1"0,.:1?.x> 1 e ngth", "of", "river" ) 
~i>"•,.,,,.'V°'ê"é€'œ~st.a te", "with", "ri v e r") 
::r,,a>éP::»œa>a<>~riverrea~él? in", œstate") 
;:r:-cl';,p;r;~•~.'V'·~s t. n t e clô'i":'ir:'b o rder " , "state" ) 
œ.r>.-e,3'~3'~<"C i ty ", "w i t.h", "p r:)p1.d a"2e ion" ) 
~:r<"':Y:';:'l":e:r(l's t .at. P. ",. " w i. t.h", "po pu 1 a t ion" ) 
:-r::w"'·""•~.--e::,,;r.,r i. verre.':f'~a>:)":'P.éf're~;,;J e ngt.h") 
œ;x,:r,;_r,:J:>rereë<::e ap i ta 1re , "w i thre , "populati on" ) 
o?,-r>.~;r>;::e<f>,x>.~poinre", rein", "sta te") 
œif'êf'Z-f'<".'éJ?~restatea>rerewi t.hre, "point") 
;.>?;cf";p:r, :>?;:,:,2e;,,,,J-1P. ight", " o f", "point" ) 
;:r,;.,,:-,-,;:,, ~re~remrn m ta i n;,e, "j n~, "state" ) 
;:,,,;,e,"-"' ;,;c,;x•;:r,2e::es t::i.te " , "wi th", "mounreain") 
.::l'·:r•;.P~..--.:,,?o"::r•;:phpi.ght", " 0 f", "mo1.mtajn") 
a"~é'",'f';r:-2e~;,e 1 a ke " , re in " , c1: s ta te " ) 
::r~;.o,•;:,:•2f''é':'~~ re~t.at e ", " with", "lake") 
i'P. .'r':>'i'f'êPreêf"ce:=, r e :=, " , " o f " , " 1 ake " ) 
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<'('<"•é('~<l2ëeif'êerivrer", "in", "continent") 
<'f:'é'f:';:'f"éî:'rerererec rety", "in", "continent") 
ël'·;Y·rerererea'rereapi tal", œin", "coœtinent") 
i.l:'é!' ëeo?rerererestat e ", œin", œcontineret") 
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a?:f:'ëea:.::erereremreurereain", rein", "coret inent") 
éeo>:J"•œrererere 1 ake", "in", "continent") 
rereœrerererereroadreœrereœrereœrereœrerererererecere 
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• 
entitysize("riverrerereleregth") 
rerererereœrerererererestaterereœarea") 
rererererererererererereci ty", "population") 
rerereœreœrerererererepoint", "heighœ") 
rerereœrerererererereremreurereain", "height") 
reœrererererererererere 1 ake", "are a" ) 
assoc( "ren", ["in"]) 
rererererereœrererererererunn ing", "through"] ) 
rereœœrerererereœrereœrereres " , "th rough" ] ) 
rerereœrerererererereœrererere" , "th r ough" ] ) 
rererereœrerewi th", [ "wi th"]) 
rerererereœrerererereœrereret rave r s ed " ] ) 
rererererererereœreœrerererererererererereœreœ, '' by" J ) 
reœrererereœo f " , [ " of " ] ) 
œrererererereborder", ["border"]) 
rereœœœœœrerereœœrerererere f r ont i e r '' J ) 
rererererererereœrerererererererebouredaryœœre 
œrererererererererereœrereœreœ 1 i m i t · · J ) 
rererereœreœrererererererererere border s " J ) 
rerereœrerererererereœrerererererererererere" , "on " ] ) 
rerererererereo f " , [ " in " ] ) 
rerererererereinrererereofrerere 
rererererererew i th" , [ "h as " ] ) 
rererererererereœreœrererereœreve '' ] ) 
synrenym( "people", "population") 
rereœœreœœrerec i t i zœn" , "popu 1 a t ion" ) 
reœrerereœreê€reinhabi tant'', ''population'') 
rerererererererereplace", "point") 
œrererererereœret own " , "ci ty" ) 
igœrere( "whichre) 
rerereœrererere i s '' ) 
rererererereœreare" ) 
rererereœœreret hrerere 
ê€rerererererereree 11 " ) 
œrerereœrereremre " ) 
rerereœrerereœwhat") 
rereêfè'œrererereg i verere 
rerereœrereœœas" ) 
rerererererererethat") 
œrererererererep 1 eas e" ) 
reœrereœrereret o '' ) 
rerererererererehrew" ) 
rerererererereremany" ) 
rererererererere 1 i verere 
rerereœrerererereœreres " ) 
reœœrererererererere i n g '' ) 
reœrerererererethere" ) 
rererererererered o '' ) 
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rerererererererenumber" ) 
rerererererererea" ) 
rererererererereren " ) 
rerererererererererey " ) 
rerererererereres orne " ) 
city( "alabama", "al", "birmingham", 284413) 
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ùm1cxc_3_: _f'rogrcunmes_ d~_Coclage_ et_Décodage Run Length 
/1.wiexe _3. 1_: _L e _Codage 
pr0gram comprcss_long_run; 
type parmtype = string[127]; 
llCltnc-_file = parmt.ype; 
filebyte = file of byte; 
, ,,:-i 1.- f-i J.1:'ti é1u11, fil c 11n.1n2: namc_fil e; 
pas_pnint:integer; 
cur_special:byte; 
pro•-·•:> 1.i, 1re get.pa rm ( var s: pcirrntyp0) ; 
(i' t.o obtni11 t.hr_, ,:_~ommn.nd -- line par ameter 
MS -DOS DEFENDENT 't) 
'-' ,n - parms : parmtype absolute Cf,EG: $80; 
r, • - , , • 
• -·· J 
wlii le ( ( l e ngth(parm~:) >0 ) and (parms[1] =' ')) do delet:.e(parms, 1, 1); 
while ((length(parms) >O) and (parms[1] <> ' ')) do 
bcgin s:=s +parrns [1]; 
delete(parms,1,1) 
end 
end; 
1q ·,,r,e1 l11rc eetnextcar(v~r file_i.n:filebyte; 
var endf:boolean; 
var ca.r: byt.e); 
( 1 vr• 11:' 1?.•1ure réalisant l a lectur f'' en avant 
voir [,.Tl\CI\;',0!-T 187:i] 't) 
( 1 ,: -1. ,_, 1i s•:=- trouve s_ la fin de FILE_IN, 
E:tîl'F a. Jet va l eur "TRUE" et CAR est indéterminé 
'-~ ll'JOll 
F'.NJ)f 1.1'est pas mod ifié, et CAR à la valeur du caract.ère 
courant de FILE IN. *) 
l , r-1:z in 
if 11ot E0F(file_in) t.hen rem-l(file_in, car) 
e ls e endf : =TRUE 
procedure putnextcar(var file_o11t.:filebyte ; 
endf:boo l ean; 
var cc1.r: byte); 
('t' si ENDF n'a pas l a valeur "TRTTE" , 
alors CAR est écrit dans FILE_IN * ) 
b,:-g in 
if not endf then write(fil e_ out , car) 
end; 
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pr ,_11 ::.-- .-.dur e search_spe,::- i al_car ( var fi 1 ename: name _f ile; 
var car_special: byte); 
(~ Ce tte pro~~dure renvoi 0 J e caractère spéc ial (CAR_SPECIAL) 
~, ,? loctiormé se l on l'Alguri l.hme 3.6 à partir du nom 
du f idLi. c r (FILENl\ME) ,:- o n tenant l e s donn ées à compresser. 
l,';_111_1,,ritl1m0 p e 11t sé l er.• t .innncr un quelconque caractère, à 
l' e xcept ion du caracl.bro ASCII 026, marqu e de fin de fichier 
rl~n s le système MS - DOS. *) 
type fil e byte = fil e of byte; 
v::1.r fiJ i=:- __ in: filebyt.8; (* fi c hier à compresser*) 
tah s hort run: array[O . . 255] of real; (* correspond à la 
table T de 
l'algorithme 3.6 *) 
e ndf:boolean; (* ENDF a la valeur "TRUE" si CAR contient 
c a r , 
,;; .1,·l r~.')_ r, 
l e ngth:hy te; 
] , 
p os : int.eger; 
min:real; 
une va l eu r significative après l'nxécution de 
GETNEXTCAR sinon ( on se tro u va i t à la fin 
ciu fichi er ) ENDF a la valeur "FALSE" * ) 
(~ cara c ~~re courant*) 
(* carActère du groupe courant*) 
(~ l ongueur du groupe courant * ) 
(* p os j t ion courante dans la table*) 
( * positjon du minimum courant*) 
( * val e1.1r du minimum courant *) 
bcgin 
end; 
for i:=O to 255 d o tnb_~ h o rt_ run[i]:=0.0; 
ass ign(file_in,filename); 
rcs P.t. ( fi 1 e_in) ; 
gctnextca r(file_i n, endf, car ); (* lecture en avant*) 
whi l e not endf do 
begin 
length:=O; 
o ldcar: =car _; 
r epcat (* l ectur e d'un groupe*) 
l 8 ng th:=lengt.h+ l ; 
getnoxtcar(filo_in, e ndf,car); 
until (( car <> o l dcar) u r e udf o r (l engtb =- 25.5)); 
if ( l c ngt.h / 1) 
tb cn ( '!-' c.:r_, J1 !c:; t .i t ut.ic•n de la tabl e* ) 
tab_ s lw rt_run [ CQ. r] : =tab_short._run [ car J + 1. 0 
t?.ml; 
c l ose (file_in); 
P O!": : =O; 
miu: = l.Oe+-20; (* "grand" c hiffre* ) 
f or i: =O to 255 (* rec herche du minimum*) 
do if ((tab_short_run[i] <min) a nd (i<>26)) then pos:=i; 
(* ne pas utiliser l e car actère -z (EOFile, ASCII 26) 
c omme caractère spécial*) 
car_special:=pos 
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pi:,-11:: edun, procP. s s _run ( v::i.r fi 1.-,_ .i_n: fi leh.yt.e; 
"'~t1· îil c __ o1.1t.:fileby t. e; 
v,:=tr Pnd.f: l~•~1olean; 
var car:byt.o; 
c ar_Rpecial: byt e); 
( 'l ' t ra ite un groupe de c aractères *) 
v0r l c ngt:.h:byLe; 
,::, ld c ar: byte; 
i:integer; 
h '.:"1:;it1 
] 1:-' 1 If; 1-.h: :- (); 
(• ld c'cir: =car; 
r r_,1,c n.t. ( ,, lect1 1re d'1.m gr01.1pe *) 
length:=leugtbtl; 
ee~nextcar(fi]P_in,cndf,car); 
1
_mt.il ( (•~' ar<>o l dcGr) or endf or ( length=255)); 
1::' C\0 ,:.,, 1 cngt.h of 
1,2,3: for i: =1 t.0 l':'ngth 
do r,utne;-:tcar(fil ':' _ 1:i1rt. , cndf, 0l cl.c-C1.r); 
26:begin (~ ce 0 ~s ~~ditionnel reflète ln 
nécessité d'éviter l'insertion du 
caractère spécial EOFile (ASCII 026 ) 
dans c_:e cas nous· séparons la chaîne de 
26 c C1.ractère s ~n deux chaînes 
Ct1d; 
pl1_1s petites* ) 
pu ·t .. 11Px t.r..: ar (fi 1 P._out, ,:,nd f, en r _sp•~c i al) ; 
pu tt1P.,:tcar (fi li:?._out, endf, oldcar); 
1 1:.>11g t.11 : ::- 2 !j ; 
putn•::xt c ::ir(fi_l 0_01.1t, endf, length); 
putnextcar(file_out,endf , oldcar) 
C 1 S C:' r_,r_,g in 
_p 1..,rt.n e : ~ t.,:_: n l' ( fil ,, __ ,:.:,ut., •~nd f, r~ar _spec i a 1 ) ; 
p1.,1tn •? - · t-.,·· ,n' ( f · l r •_ ,::-,ut, endf, o ldcar) ; 
putncxlc ar(fil e _ 0ut,endf, l e ngth) 
end 
e nd (* of case*) 
1_·1 1.J ; 
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pruc: P.d 1.1 re compress_run 
(fi l c natnl, .filena1u2 :1Jarne_file; 
ca r_special:bytc); 
('!'. i111p l <> mp,ut.e l'algoritbml:' 3.2 *) 
v a r f i l P_ in, file_out:fil ebyte; 
i: i_n t:. ,:;g e r; 
endf:boo lean; 
c ar,c-ar2,ol<lcar:byte; 
t, 0gin 
end; 
f'l :::s j gn (fi 10 _in , :fi lcnéttnl); 
~ssign(file_out,filenam2); 
rr-- sr· t- (fi le_in); 
r Pw rite(file_out); 
r-11,J.f: :-F/1.LSE; 
get .r1 ':"::tcRr(file_ in, 1:ndf,cetr); ( -t- le8t1.tr1? e n av<'l.nt i ' ) 
i.f n n t-. r::·n,:lf tben putnextc ar (fi] e _ n1.1 t,endf,c-ar_spec ia1); 
( ·1· l :~t ''rtl•: 1.tr .-:lf? ('P ,~ar :-,c lJ::r':' .-l o i t ,,:~ trouvf:'r en début 
d ~ fi c hier pour le décodage~) 
wbi. l r.:- n o t . endf do 
process_run(file_in,fi le_out,endf,car,car_special); 
•~· l •Jsi: ( file_in); 
c l u i; e ( fil e_out ) 
l··,0gin ('t' o f mait1 progr ctnl '+') 
g r-: t.p ::trm( fil en a m1); 
p,~.,~~ __ po int: =p r.1 ::-:; ('. ', filr=mmn1); 
if p os_po int=O then filenarn2:=concat(filenaml, '.run') 
e lc:: e begin 
fiTenam2: =c-opy(filcnam1, 1,pos_point- 1); 
filenarn2:=concat(filenam2, '.run') 
r-- nd. 
end; 
( ·! tl.J.is i :-; t o ,_,t,t.ain the nmnes o.f U1 8 files ·-MS--DOS DEPENDENT*) 
s •:>:-:i r c h_sp <:=·c i ;-1.l __ ,:·a r( fi.l 0 n<'lm 1, c ar_spec ial); 
''(1 1111-JJ'P !'~ s_ t' 1. tn (fil P rt aru 1, :f j 1 Pnarn2' c :cn•_sp e ,::-- i Cl 1 ) 
/1.nnexe 3 t\3.4 
Annexe_3.2 :_Le_Décodage 
progr0m dec•::impre ss_l ong_run; 
l: y1)f' p c:1 .rn1lyp e = string[:127]; 
n::tm e_file = parmtype; 
fil ebyte = file uf byte ; 
v~r fj]onaml,filenam2:name_file; 
p c1 s _ 1•oin t: integer; 
p 1·,:-, ,:·ed 1.11· ':" getparm ( var s: p;:1.rmtype) ; 
( t- t.o ubtai 11 l:h e cornn1:<:H1d ··-li ne parameter 
MS - DOS DEFENDENT*) 
v:1r p éu ·m,,: parmtype absc,lid ,-, CSEG:$80; 
begin 
t;- . - ' •• 
. :· . -- ) 
· :hiJ.•:' (( 1 C' n Gt.h(parrns) '> 0 ) c11, rl (p::irms[l]=' ')) d o delete(parms,1,1 ) ; 
wl 1 i 1 e ( ( l e ngth ( parms ) > 0) and ( parms [ 1 J < > ' ' ) ) do 
b cgin s: =s ·lparms [l]; 
d e lete ( parms, 1, 1 ) 
e nd 
r•r,:,, ,,.d, 1 r P g e t.n e :xt.car ( v:=ir fil e_in: fi le byte; 
var enrlf:boo]ean; 
var cï:1.r: byte) ; 
t .. :-,g in 
.if no !: EOF(file_in) tben read(file_in,cï:1.r) 
e 1 !ë:e endf: =TRUE 
,_' I 1d; 
r •r r1c-erh1r e putnext..car ( var fi 1 e _ out: f j le byte; 
endf: b 1-:i o l ean; 
var car: byte); 
b <?.gin 
if not endf then wr i te(file_ou t , car ) 
e nd; 
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procedure read_a_group(var filP_in:fjlehyt e; 
var endf:boolean; 
var car, lengtb:byte; 
car_special:byt e); 
beg in 
getnextcar( fil e_i n,endf, c ar); 
if not. endf 
t. l1 en if (ccir=-=c-ar_speciél l) 
t b en begin 
g ~tn~xt c ar (fil e_in,endf, cnr ); 
g e tnextc ar (fil e_in,endf, l ength) 
C'nd 
e l se J.ength: =1 
e nd; 
r,r nr' ,:••Jurr_-. decompress_n.m( fil enaml, filenam2: narne_file); 
(i' imp l r:::· mente l' a lgor ithme 3 , 4 *) 
var file_in , file o u t : fil ebyte; 
i : integ er ; 
e ndf : b oo l ean; 
car,car_spec ial, l ength byte; 
begiu 
~ss.i.1sn (f ilc_in ,f i l enaml); 
ass ign(fil e _ out ,fil enam2); 
resc·t(file_in); 
rewrite(file_out); 
en.Jf:=FALSE; 
r•:>~L'::l_a_gro1 1p (f il e_in, end f, car, lengt.h, car_special); 
( ~ l e 8 tur8 en avant d'un groupe*) 
wh j l P n ot ""lï• 1 f 
,J u t, egin 
fc,r l :=- 1 to 1~•11gt.h d o p1..1tne,:t:c,'"lr(file_cn1t.,endf,car); 
rea,J_a _g ruup(file_in, endf , c ar, l engtb , car_special) 
e 11d; 
c: l ose (fil e_in ); 
c lose(file_out) 
•.: tJ •J ; 
1. 1 E•g in ( -~ of main prc,grü.m *) 
g etparm(filenaml); 
pos_point:=pos('. ',fil enaml); 
end. 
if pos_point=O then fil e nam2:=concat(filenaml, '.der') 
e l se begin 
fil e nam2: =copy(filenaml,l,pos_point-1); 
filenam2:=concat(filenam2, '.der') 
8nd; 
(~ t hi s is to obtain t h e names of the files - - MS- DOS DEPENDENT*) 
decompress_run (filenaml,fi lenam2) 
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/\t1 t1 P.::e_ 1_: _Prograrnmes _cl e _ Codage_et _Décodage_Huffman 
Annexe_4.l_:_Le_Codagp 
prrï g rri. m ('(rmprf?SS i on_huffman; 
1-.y pf" p:'lrrntype = string[127]; (* command- l i ne parameters *) 
n ~m0 file = parmtype; 
t _<:" l __ l".11b_freq 
= re,~ord 
(* the namP of the file 
to be compressed *) 
(:t- one elernent of the "tree" *) 
car : integer ; 
f r'=' ' l _ ''.'ô r : real; 
l e ft,right:integer (:t- pointers to the left and 
the right elements of 
the "tree" *) 
end; 
t . __ t.a b _ freq = arrny[O .. 2!55] of t_e l_tab_freq; 
t t~ b _to sort= t_t a b_freq; 
t·. cnrlP __ huff - :=irrny[" .. '.31] of h yto ; 
(* worst case, 32 * 8 - 256 bits for 
cm e c-haracLer * ) 
t ~ 1 ~8 b code - reco rd 
1
.--'lr: byte; 
(~ char~cter con c~rned * ) 
prefixe_length: byte; 
lengtb: byte; 
( * 
i.f prefix 0 __ l '?.ngt.h = 0 
tben code= ( l ength+-1 ) bits 
( becaus e O S l ength S 255) 
=> (J ! bits S 256) 
e ls e ( <=> prefixe_length = 1) 
l e uglb is und e fined 
and code is e mpty 
* ) 
c1)d e buf f: t code huff 
end; 
t_tab code - array[O .. 255] of t_el_tab_code; 
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var filenaml, (* name of the input file*) 
filenam2: (* name of the output file*) 
name_file; 
total: real; (* number of characters in the input file*) 
tab_freq: t_tab_freq; 
(* table of the frequency of each character of the 
input file; the "frequency" may be the frequency 
in a mathematical sense, or t h e number of 
occurences of the character in the input file*) 
tab_code: t_tab_code; 
(* table of huffman codes of each character *) 
position_point:integer; 
(* position of the point in the name of the 
input file -- MS-DOS DEPENDENT -- *) 
procedure getparm(var s:parmtype); 
(* procedure to get the name of the input file from 
the command line -- MS-DOS DEPENDENT -- *) 
var parms: parmtype absolute CSEG:$8O; 
begin 
end; 
S ._,' . 
. - ' 
while ((length(parms)>O) and (parms[l]=' ')) 
do delete(parms,1, 1); 
while ((length(parms)>O) and (parms[l]<>' ')) 
do begin 
s:=s+parms[l]; 
delete(parms,1,1) 
end 
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procedure calcule_frequenJes(filename:name_file; 
var total : real; 
var tab_freq: t_tab_to_sort); 
(* this procedure 
receives the name of a file: FILENAME 
outputs the number of caracters of the file : TOTAL 
a table of t h e frequencies and corresponding 
caracters, in ascending order of frequencies, 
of the caracters of the file: TAB_FREQ *) 
var file in:file of byte; 
car:byte; 
i:byte; 
(*----------------------------------------------------------*) 
procedure quicksort(var a:t_tab_to_sort;binf,bsup:integer); 
(*---------------------------------------------------------*) 
(* this is a straightforward implementation of HOARE's quicksort 
algorithm, as described in his paper (C.A.R.Hoare, "Quicksort" 
Computer Journal,5,1(1962)) ; another good (an youngest) 
description, with variations, is provided in chapter 9 of 
[SEDGEWICK 1983) ; it must be said that attention has be 
provided to use a non-recursive version of this algorithm, 
which could be in this case adapted to all language in a 
(net far from) direct way ... *) 
var i,j,l,r: integer; 
v,t: t_el_tab_freq; 
stack: array[O .. 50] of integer; 
p: integer; 
begin 
l:=binf; r:=bsup; p:=2; 
repeat 
if (r>l) 
then begin 
(* This *) v:=a[ r ]; i:=1-1; j:=r; 
(*correspond*) repeat 
(* to the *) repeat i:=i+l 
(* *) until (a[i].freq_car>=v.freq_car); 
(* procedure *) repeat j:=j-1 
(* *) until (a[j).freq_car<=v.freq_car); 
(* PARTITION *) t:=a[i];a[i]:=a[j];a[j]:=t 
(* *) until (j<=i); 
(* *) a[j]:=a[i];a[i]:=a[r];a[r]:=t; 
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• 
( i ' 
( '! 
( :-1( 
p · 
( ·j 
('t 
( t: 
PIJ ;:, fi tlJI? 
l eft. pc1.rt 
*) 
+') 
if ((i - 1) > (r - i)) 
then l1egin 
on t h e stack *) 
st. a ck[p]: =l; 
stack[p+l]: =i - 1; 
l:=i+l 
end 
e l se b eg i11 
PT.T ;-,f l f ) JP :t') 
dght 
c1n Lh c 
p0rt *) 
s t.ack * ) 
Pnd 
0 lse begin 
i ' ) 
e nd 
st.,H.:k[p]: =- i+l; 
st.ack[p+l]:=r; 
r: =r - 1 
( + f 'OP tbe 
( t 
stack * ) p:=p - 2; 
:½· ) 
l: =s tack[p]; r :=stack[p+l] 
•=J llr:l _; 
e nd; 
end 
un t. i 1 (p =O) 
n.::sjg1J(fi l e _in, fi] e name ) ; 
r•=- s~ t-(fi] e_ in); 
f,_11: i: :-:- 0 to 25.5 do ( * ini Lia l izat ion of the table *) 
begin 
tnb_fr eq[i] . c a r: =i; 
( * car of e l e ment i = i *) 
tab_fr e q[i].fre q_c ar:=0 . 0; 
('t in.i.tiéll number of car i 1n the file * ) 
tab_freq[i]. l e ft:= - 1; 
tab_ freq[i] . right: = ·1 
( *pointer= - 1 <==> points to nothing *) 
enr:l; 
t-.r-1 t-.a l: =O ; 
v;hi]e not EOF(fil e_in) do 
begin 
re?1d( fil e_i11, ~ar ); 
t.,::-, t r::11 : ::tota 11-1 ; 
tab_fr e q[car].freq_c ar: =tab_freq[car].freq_car + 1 
,~·ud; 
(' l•:1 SP. (file_in); 
qui ~kso rt(tab_freq ,0,255) ; 
if t ota l >O 
then for i: =O to 255 do 
tab_freq[i] . freq_car: =tab_freq[i ] .freq_car/total 
( * freq_car contains t h e mathematical frequency 
of the car in the file*) 
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(·~-----======-===============================================*) 
( l l·Ld11 p p 1.-·ed 1.1re l (' c 1· e :1t.P é) t-,a l,} p o f huffm a n cod e s *) 
( '~ fr •~•n1 ë.t t ,1bl e o f 1 '.' 'l.r.:1c ters ,J nd t b e ir fr e qu e n 0 i e s * ) ( ~========================================-------------------*) 
pr, 1 1:·ed 11 re:· et.abl i. t_c r."ie ( tab_freq : t_tab_fre q; 
var tab _cod e: t_tab_code); 
t .yr•e t · i T •:"' 0 =: :'lrt',-:iy[O .. '::,10 ] of t_el _ t ab_fre q; 
( I'. tree =- 2[16 nri gin a l e l. P-ments + 255 intermedi ates 
= 25G l eav es + 2 55 nodes * ) 
i _ 1-1 l..r·_b e l u•:1_ t. 1·r.·~~ .. a rray [O . . 2 55 ] o f int e g e r; 
(~ see expression 4 . 4 * ) 
v: tr l.J __ jn f, b __ sup : ir1teg e r; 
tree : t tn~e; 
rl..r_be l ow_t r ee: t _ ptr_be low_ tree; 
i , r0ot : i n teger ; 
code c u r r e n t: t_code_huff; 
( 'I' --- --- - -- ·- - . . - ---- - -- - - - ---- ·-·- - -- - -- -- -------- --- - - -- --- - - ----- - -- - -- --
St 1bro1.lt i11e s to mRnip ll late b i ts in a Huffm a n code 
( a r ray [O. , 31] 1_1 f byte ) = 256 bits 
.. . .... . - -- .... -- - - -- --- ·-- - ·- -- - ·--- - --- ---- -- ·- ·-- - - ------ --- - ... - -- ------- - - - - - - -- --* ) 
f 1 Il 11 :- t.i ,-,t 1 tests et ( to_tes t : t_cod e _huf f; pas: inte g e r) : boo l ean; 
(~ r·~ t ur n TRUE if t he POSth bi~ o f to_test is set t o 1 
FALSE in t h e oth e r case~ ) 
var 1_.('tnp: int.egpr; 
posbi t, p os_cliar: byte ; 
c' n 1i ~~ 1: 0xp( 1s : array [ 0 .. 7] o f b y t e= (1,2,4,8,16,32, 6 4,1 28); 
b>:?g i n 
e nd; 
pn~ b i t: =7 - (pos rnod 8); 
( * because in a byte, 
bit O as a weight 
1 
of 128 
64 
*) 
pos_ch a r := (pos div 8); 
temp : =t.o_test[pos_c har]; 
temp: =temp AND Integer(expos[pos bit]); 
tes t set: = (temp > 0) 
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--- --- -----------------
pri:11:·ed1_n- e setbi t.( 'r:ctr code_b,iff : t_codc_liuff; 
var n ldv01 : byt--.f:' ; 
pos: intcger); 
( +· if t h e POSt.h bit of CODE HUFF - 0 then set i t to 1 
else do nothing 
return the old value of the bit in OLDVAL *) 
'--'cff 11c, :-:bi t-., p o;, __ r,har: byte; 
,_ · , , 1 i s t, .,, :-:1 q , s : ::u r ay [ 0 . . 7 J of l 1 .Y t. (' - ( 1 , 2 , 4 , 8 , 16 , 3 2 , 6 4 , 12 8 ) ; 
bc~in 
i:f not t estset(code_buff,pr1 ,, ) 
th e n b egjn 
p,:,sbi t: =7 -· ( pos mc11J R) ; 
(* 1_,,_,ca1_1 se in a l7yte, 
bit O os ct weigllt of 1?.8 
1 64 
p,_,:-s_ch a 1 : ·.:: (p,::-,s div 8); 
+) 
r_'od,:, _huff [ pos_d1ar J : :::code_h uff [pos_char J 
+ expos[pos bit]; 
•~' ld val: =O 
r-r,d 
0- ls e oldval:=1 
,.•1_n,:•e,J 111_•,c-, Ut1sethil-(v r11 · r•u.-lf-' _ _l1 1tff: t-:_code_hu:ff; 
v:'l.r ,_,] ,_l va ] : byte; 
11 n;;: inte aer); 
( ·1 if !·l If"' rO0th li i t of CODE HTJFF = 1 then set i t to 0 
els e do notbing 
n ··Lurn tb P c•ld v:'1. l11e o f the bit in OLDVAL *) 
, _, ·, 1· p,-ic:b ·i_ t ., p c,::;_,:··har: l ,y Le; 
,_· c, ,, ~~ -t, 0 ;~pc,,:::;-1rray[O . . 7] of byte - (1,?.,4,8,16,32,64,128); 
J-,,-.gin 
end; 
r +·. 
\ 
if t .rs t .. s0t. ( C'0d P _h 1.1ff, pos) 
t·J-i,cn 1,,-=>gin 
p c,sbi t: =7 - ( p c,s rnur.1 fl); 
(* 1·,,..cw ts"" in 8. b y t 0, 
bit O i=ts a wAi.ght of 120 
1 64 
pos_char: =(pos div 8); 
c ode_huff[pos_char]:=cod e _h uff[pos_char] 
- expos[posbit]; 
oldva l: =1 
end 
else oldval:=O 
· - -- - -- - --- ---------· -- - - ---- -- --------- -- ---- -- --- -- -- - . ---------- -------------
":'ri 1-1 o f subro1.1tines to manipulate bits in a huffman code 
----------- - ----------------- - -------------------------------* ) 
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( "!" ···- -·- ... · - ·· -···- ···-···· .... ·- - ··- -
~;•tl 1rn1_1t :iu,-· t,,-_--, inj LLi l ·i ~; p U1':-" l ,r,,.~e 
.. -- - - - -- ·- .. - . . . - - . - -- .. - - - .. . . - - - - -· ·- - - -- - - - ·- - - - - - ·- :t: ) 
prnr·.-.d•.tr 0 init __ tree (vnr t.ree: t ·_trPe; 
tab_fr e q :t_tab_fre q; 
v~n' b _ inf, b_s up: inte g c r; 
Vt'\r 1 : iu t:. 1::-ger; 
1_1 1:'é; i 11 
(* at the end of this procedure, 
b inf = numbe r of the p ointer 
p o inting t o the 1st 
d1nracter o f freq. " () 
= 256 if it doesn't exist 
1.1_s 1.,1_p ::: always 255 *) 
var ptr_bPl0w_tree: t_ptr_below_tree); 
("t :1.t the end, 
t.he p o inters point to the 256 
e l ements o f the table, 
tbe l eaves *) 
( ~ .itiitiali~ation o f t .hr_, t r ee with the 256 l eaves . .. 
, ,t1•.l •::- omp1.1tati r:m o f the positi o n of the 1st el e me nt with 
a nr-1n -:::::er0 frequen c y *) 
end; 
l : -- (1; 
wl ,.il r:: (( i <= 2 f,!1) and n o t. (t.s.h_frPq[i].freq_car >0.0)) 
•:l t_ l i : -:c i+ l; 
( '~ t-.o fin d the 1 s t P1 e me n t wit.h a non - zero fr e quency, 
= 2.56 if there isn · t, * ) 
1, __ i11 .f: :-: i; 
b __ '."J l.1.P: =255; 
f, ·1 i: -:: () L ,:i 255 d o 
b ~-:-,g i. n 
e nd _: 
pt r __ b e l ow_ tree[ i]: :::- i; 
tree[i]: =tab_freq[i] 
("1· ir 1 i. t,j cüi zatiou ,:,f t:.be 2!::',5 n cHJps t.") 
f ,_ir i : == 21:,G te, 510 
de, 1 ,c,g j n 
Lt·r~e [i].car :=- O; 
( •J< th'?. C',":l r h as ri n rnefü1i. 1,g f nr t-.h e 
e l e meuL of t h e tree which are n,:,t l eaves :t: ) 
t.J: •·•: [ i J . f r e g_ca r : :.: r). 0; 
tree [i]. l e ft := - 1 ; 
tr·ee [i].right : = - 1 
(* left flnd right pointers pojnt to nothing 
at the beginning ---> value = -1 *) 
end 
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( t .. . . . -· - ·- ··· - ---·- ···· - -- -• -- -- ----- - -- -- ·- ----
S l.lf>l" ,,ut- i.n l? t0 , r en t.e l. h 8 l-ree 
··--· ·-·- - -- - -- --- - -· -- ·- -· ... ·- - -- ------- ---- - -- - *) 
ri 1·,·_,c0rl u1· 1::- c rea to_ t;r-0- 0 (var LrPP: t ,_ tree; 
v8r b_inf,b_su p : integer; 
va r ptr_below_tree: t_ptr_below_tree; 
var r out :integer); 
v,1r ri cxt : intr::-ger; ( :t p,:-iints to the next e lement. fr ee for building 
t h e trep (equivaleut to the PASCAL standard 
fun ct ion NEW, f o r "pointer" in pascal 
sense ) *) 
( ·t . ~- =~= ~==~= ~=== ===== == ==== ============= 
:-: 1.1 br n u t: in•? t-.,:-i create a n od e 
* ) 
proCf'"cJ 1 1re crea tP _ n o ri. e ( ptr_to_use: integer; 
var h_inf,b_sup: integer; 
var tree: t_tree; 
var ptr_be low_t ree: t_ptr_below_tree); 
var i, 11 e}:t,, plcir.e_b_)_insert-., temp: integer; 
11f~gjr1 
( t : 
' 
t h e "' l einF:~ t1r. Lo cre:=ite has a frequency which is the 
sum of th e freq1.1encies of the two elements 
tree[ptr_helow_tree[b_inf]] & tree[ptr_below_tree[b_inf+l]J; 
thP. left "pointer" of this newly created el e ment 
,_, ,;,11 k ün s t·h e "acldress" o f tree[ptr _below_tree [b_inf]], 
v.:ld,-·h is a pos ition in the table, and is equal to 
r~r_he l nw_tree [h_ inf]; 
tl1 0 rigbt "pointer" of this new ly c r eated element 
1:- •::mt<lins the "actd r es s" of tree[ptr_below_tree [b_ inf+l]J, 
v.'11:id1 is a position in t.be table, and i s e qual to 
ptr_h~ l ow_tree [b_inf+l]; 
Binft' is in,'J'l:' tn ent.e ,.1 t,y one, and t.ho "p0inter" nt t h e 
P.îNJi't-}-, p,-,,~ i. t .icm nnw p o int.f': to the newly c.reated e lemen t-., 
t )itt. t .be ,~i"1rt.e,·l o rde-r no J onger ex i sts ! * ) 
tr •?e [ptr_t,··,_use]. freq __ ~a r : = 
i.ri:::-c, [ pt.r __ b i:::- 1 ow_tree [ h_inf] J . freq_car + 
tree [ptr_be l ow_tree [b_inf + 1] J.freq_car; 
t-.rr,p [ptr _to_use]. lcf t. : :::ptr_below_tr ee [b_ inf]; 
trPe[ptr_to_use],right:=ptr_below_tree[b_inf+l]; 
b_inf: =b _ inf+l; 
ptr_be low_tree[b_inf]: =ptr_to_us e ; 
i :~b_inf+l; 
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1 
1 
( •i• this "whil•~" 1, -,,)p ~e:=i.r•:' h fnr the place to insert. the 
t1 f.' W i:-> } P rnenl. tn ,-nnsPrve t .bP ascPncUng order of frequencies 
jn 1:-he t.abl <? *) 
1
-::·1ir:l. _; 
\•,h.i ] P ( ( _l ( ::-: l 1 _ _,0 1 1r, ) 
~,,,,J ( t-rPP.[pt.r _ l: ,e J ,., 1.·1_trcc [h._ inf] J. freq_ca1· 
~ t.ree [ ptr __ lv:> 1 ow_ L r eP. [ i ]] . f r eq_car) ) 
' 1.--, i : -~ i 1 1 ; 
p 1 :-i ,· • e __ t,..., _ i 1.1 ~_; e r t : ·:- i ·-· 1 ; 
(t t.l1e it1s e rti. 1: )t1 js made now '+') 
t. c 111p: ~ptr_belnw_ tr,:) e [b_inf ]; 
for i : ~h_ jnf to Cplnce_to_insArt-1) 
d o ptr_below_tre~ [i] :=ptr_below_tree[i +1]; 
r,t.r __ l-ir:> J r)\'/_ t .rec[pl<:1ce_to __ insert]: =temp 
('+' ~===~=::-:== == =~===================================== 
•:" tI 1 l ,_,f th•? subr01 1t.i I1 e t,::-, create a node 
:::::~~ -::: ~~====== ========= == =========================*) 
lY:>1:n n ( i of the subr .-.:11.1 tine t.o create the tree *) 
rir.: xt:.: ~2-56; (* pcdnt.s to the first "free" place 
in the table*) 
v;b i 1 -=::- ( b _ inf <b_sup) do 
l_,.,.,~ in 
,:-- 1vl; 
c r8 a tP_nod e (ne~t,h_inf,h_sup,tree,ptr_below_tree); 
next-.: =next.+ l 
j f ( h __ i n f = h _ ~ 1 1 p ) 
t-.J-1 ,=,n r,::-,nt. : =pt. r _ b 1"] ow _ tr,~e [ b_inf] 
( '+ hi::-,r~·é.luse t he ro o t. is the last. element created *) 
•:· l. ~: •" rno1-. : ::: - l 
('+' b _ inf "> h __ s ,.lp 
( <·· · > rh1ring the injtialization of the tree, 
tJ< . 1 ,:;haract.ers with 3. frequency > 0) -- > tree is empty 
( < · ~ root = - 1) '+') 
Ptt•.l ; 
1 1 
·. 
,--,l' l ,:,f f- l,,, !';Ubr,:,utine to create the tree 
- - ........ ---- ·--·· ·· ·-· ·· · · ·-··------ - ·-- - - -- ----- - --- --'+' ) 
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( 1 - -
·- .... -- ·- -·-- -·. ·- - - - ·- - -- -- - ·-- -· -- -- -- - -- ---- ----- --·- --- - ·- - -- ·-- -- --
~: ·tl , t' r, 11f-.i11 ':" t-.o initinli~ ... Lh ," ,:- o,-l e of each charnct,F?.r 
' - - - ·------·--- -·-··- ·- --- - --·- ·-- -- -· ---- ------ ----- ---- ------ -- - '+-) 
r,1 nr:'Prl 1.1 rr' in i t .. __ <..'CldP. ( v ,tr t-.,îb _cc,rl "!: t-._ t.ab_code) ; 
( t f or pach e l ement o f thP tAh]e of ccides : 
,~i.Y~ t. o r~ nr jt.s value 
:-::,_, t_· t.l1e r,refix to 1 <-> t.here is no code for this element 
:; 0 t. lengt.b of the code to 0 
'i') 
( t-.hi. !": i s nnt. vPry impc")rtant. here, because prefi x=l 
=> there is no code 
- ,;,., t: t:he 2r,6 bi Ls of t::.be ,. , ,.,clo t.r_, 0 
( t-.Jü s i s 31 so not important bere) 
h•-·Q; i_ n 
l · 1, 
f o i.- i: =O to 25.5 do 
hegi_n t~h_ codP [i]. car:~ i; 
tab_code[i] . prefixe_length := 1; 
t;)b_•-~ ode[i]. l c ngt::.h : ~o; 
1':o' tVl 
f c,1.- j: = O l~o '.31 rl(, t·. nb_corie li] . code_huf f [ j J : =O 
-· ·- . --- -. -·· - - -- ·- ·- ---- -- -. -- --- ...• - - - - ·- - - - - - - - - - - - -
subro1.1tine t-.,J c reate the codes 
.. -· -- " --· ·- - - - ' -- -·- ·- - --· -· ·- - - - -·-·----· -· -- -- -------* ) 
c ncldc (var tree:t_ trPe; 
8l __ c 11 rrP.n ·t-. : t-. --"" J _ t,ab_f req; 
deptb:int i?gF?r; 
v0r r.odP._c11rrent: t_0ode_huff _; 
var tab_c ode:t_tab_code ); 
'-
1
~t r: ,., l.r:l v:"1 l : bytr; ( ➔· ·r .-,r t-. J1 c ,n e mori sRt ion of th e old vahw 
nf the hi~, wbich must be restored *) 
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1 1 
J ,,-,-:; i. n 
i r ((e l _current. lPft=- 1) Rnd (el_current.right=-1)) 
th,=- , , beg in 
(t. l .1-ir~ currenL elernent is a leave *) 
tab_codP[P]_current. car].car:=el _current.car; 
tAb_cnde[el_nurrent.car].prefixe_length:=O; 
tRb_co~R [ e l_current.car]. length:=depth; 
t.Rh. __ 1.) ode [ el_curren t. car]. code_huff: =cod e_current 
,-:, l~,P r.> f'?gjn 
( ·t the curreriL-. element is anode 
we must 
- unsP t-. the bit 
10ft part of+ - encod e the left subtree 
the tree - r e stor e the old value of the bit 
- set the bit 
ri É I, t·. 1•;u- l., t_•f + -
1 .!-, .-:- t-. t"'81? 
~n code the right subtree 
r.-:-sto re t he old value of the bit 
*) 
uns 13 t .b i t. ( (' 1::ide -•~-u rr8n t., r~ ld va l, d epth + 1) ; 
r.:- ncode(t.rr.:>P. , t ree[e l _cur rent. left], depth+l, 
cod~_current,tab_code); 
if (oldv,'\l::1) 
t.hen setbit ( code_current ,oldval,depth+l ); 
SPtbit.(~orl P_current,oldval,depth+l); 
en~ode(tree ,treP [el _cur r ent.right],depth+ l, 
code_current,tab_code); 
j f ( 0 1 r.l v ~.il --: 0 ) 
then uri setbit(code_aurrent, o ldval,depth+l); 
( ·! t.1, ..., ~: 1 1pr,ression of t.bc r cc:11rsi.vity b e r e is diff.i,....,ult, even if 
["=1:': si ble, bt:?: 1:~a 1-1sP. t-.herP ;).re TWO rPr":ursive calls ; 
,_if ,.' 1 )1 11 -- sP, tlii.s must-. he ,_l,~,rH" f or the implement.at.ion 
i11 /1.ssembl y langu,,1ge ... :-1'.) 
eud; 
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( !=======================================================*) 
( ·f' *) 
( ·1· main routini=> for creat.ing the c ode * ) 
/ J * ) (t=======================================================*) 
l" 'E!. in 
•::'IJ (l; 
-ïrij 1 ___ t-·.p :, p ( Lr1=:e, tal ,_:f r e q, b _jnf, h_sup, p t r _be l ow_tree ); 
creat~_tree ( tree,b_ inf,b_sup,ptr_be l o w_tree ,root); 
i 11 i t __ cn(JE.~ ( tftb_cod e) ; 
Jf ( r 0o t ' -1) (~ if root = - 1 : the tree is empty *) 
tb e 11 l_i,::, g in 
f r_,r i: ::0 l,() 31 do code_current [ i] : =O; 
if (( tree [root ]. J eft= - 1) and (tree[root].right=-1)) 
then tab_c ode[tree[root].car].prefixe_length:=O 
( i • 1..-.11 is is a very special case : there is only 
one el e ment in the table( <= > the file is 
~o mp osed of the same c h aracter); the o nly 
t.hirig h ::, do i s to give t o this element the 
('(_1dt-? n, wi th pref ix=O ( t here is a code for 
t.hi;:: •:> Jem,=,nt), nnd wit;h a length of O (which 
rn,... ,::i n s t h r-:i.t t.he l e ngtb o f the cod8 is 1) *) 
.-· l sc e n i:-: od P ( Lr,:,e, t ;ree [root ] , - 1, ccide_current, tab_code) 
•.=-- nd; 
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1 
1 
1 l 
1 
fi l e _to_f i] P _c---: omf•( [ i_] r:" tt :'l.1111, 
filena1112 
( ''' n::i.me 1-:i f ir1putJ file*) 
( :t. name o f ou tp1J t file *) 
:name_file; 
total ( t n1.1niber of c har. in 
the input file*) 
: rea l; 
Lnb code ( '+' t..:1.ble of Hu ffman codes *) 
: t_tab_code); 
•,1r)r fil c _j n, fil e_nut-. : fi.leh.yt:e; 
~, i_:::;,.,, __ overb ead: integer; 
:; i ::c:"" int: i.n teger; 
s i :::;r)_byt e , i, j, poj nter, car_to_Gode, hllf code: byte; 
rec •.:-ird 
•::--,:~c tr_,t·._c::ir _o r _6_byte: boo l ean of 
TRUE: (tot_car_sel:real); 
~ALSE : (tot_6_byte_se l: array[l .. 6] of byte) 
e nd _; 
r t- t 1, i :-: is 0 V.A.RT NlT RF.CORD, whid-i i s a pascal "trick" 
to transf n rm a rea l (here , 6 bytes ) in the 6 
correspondin~ bytps; 
·- MS -DOS TURDO-PASCAL IMPLEMENTATION DEPENEDENT -- *) 
( 'l" ::-: _: -:: :: -:: - :_ . . -: -= =================================================* ) 
p r .-1.-·•0d1.tr P 1?111, c,de ( ,r pro r:~,=,cture t.o encode a byte *) 
(car_to_c 0dP (* t h e character to code*) 
: byte; 
VR r bufcode (~ t h P buffer whi c h wi l l be written - because 
you can 't writ e a file bit per bit . .. '>I' ) 
: byte ; 
va r· fj l e_out :filehyt8; 
tab code(* t h e tob ] e of c odes* ) 
: t_tab __ code; 
var pointer (t: indication of the positi o n in the "buffer" 
i f poi.uter = 8 t hen writ e buffer 
var i: byte; 
set pointer to O *) 
: byte); 
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' 
.··
11l. 1 ••111 ·j 1, •.: :_: ( 1 1::i •:'G. l tr_) r.h•:' c n ,:··ryie procedure) to manipul ate bits 
i 11 ,-, !J 1.1 f fm:=i.n cod e 
111 :_1 :7 1-.,i.t.s b1.1ffe r 
:···:· =-~ =~ ~~=== ==========~=================~=== ==== =====* ) 
f111 ,,~t . i nn t- r->::; t SI:' t. ( h J _ ti?s t: t. _ ,::- ,._,,, ,, _b 1J ff; prJs: integer) : b oo l ean; 
( t rc- t.· 11ru TFT_1E i f t.he fC'St.h bi 1. - r_)f to_test is set t.o 1 
FALSE in the other 08SP *) 
,; :1r ,, ... 1r1t •:~. 11 1 .---- c•' r; 
r, ,·.:-:: hi t_-., r ·oc::_ ,:: h ar: byte _; 
,·,,!Jst. r·-; :t 11·,s :arrny [O .. 7] cif byt. P. - (1,2,1,8,16,32,64,128); 
l 11:·.~ j l J 
p ,·,s l,i.t: -=- 7 -- (pc,s mod 8); 
( 1 br:-c.'CL1.lS8 in :=\ byt.':', 
bit O as a weigh t 
1 
o f 120 
64 
* ) 
r,,·, :-: __ d1ar: = ( pos div F.l) ; 
t e· rnp: = t. .c ,_ l·-~s l·- [ pr~,s __ c·hnr ] _; 
t.'?1ar: = temp AND Int.eger(expus [r•Jsbit ] ); 
tes Lse t.:. : = ( temp '> 0) 
p r,,-.,-,,-Jur·"" SPt ,hit. (v:=i.r l,11ffPr:l,y t·. p.; pos:byte); 
( ·I' ~:et t.be bit. at tb1: FOSU1 p osi t. i on of b u ffer to 1 *) 
( t p0sit jons in a bytP : 0 1231567 *) 
,::-n r1:-:t •::-·~•:pos :array[0 .. 7] o f b y te= (1,2,4 , 8, 16,32,64,128); 
l ,r "' i 1, l. , . 
1""t 11.·l : 
( "! • -~-~~~-~= ===========~=======~=== == == ============ ==== ========= 
•_· 1i: ·l i::i f ;::: ,i1,n:11 .1 tines ( l cie::i.J t.o t.he en ,:· nde procedur e ) to manipulate 
],il'."-- i,, ~ huffman ,-:c,.-J p 
in .-=i. 8 bits buffer 
--- ~-==~= ============= ======= =================== ===============* ) 
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1:c'l l• .l ; 
f'i:.•t i : =- 0 t.o tab_ ,:.-,- 11:le[ car_t.o __ code ]. length 
d ,:, b ,..,gi..n 
e ud 
if t.<:s t :=:1:;t-. (t;ab_code[car_to_code]. code_huff, i) 
tben s~tbit(hufcode,pointer ); 
point.er: ::pn i nter 1- l; 
i..f pointt:>r=8 
t.hen b eg in (* the buffer must be flushed *) 
po inter:=O; 
e 111 l 
wri..te(file_out, b1.1fcode); 
bufcode:=O 
( !·-- - - -··--- .- - - -- - . . .. -· -· · -· -···· ·· ··-·-· -------··-· ----- ------------------- - ---- - *) 
)., , ·li, iu 
é\~•;s.i gn(file_ in, fil e nam1); 
ass ign(file_out,filenam2); 
si~e_overhead :=O; 
reset(file_in); 
l'l:' ',,T i t--e.> (fi 18 __ 0 1. ti_. ) ; 
(* MS - DOS DEPENDENT*) 
( * MS - DOS DEPENDENT * ) 
tn~_car.tot_car_or_G_hyte : =TRUE; 
~0t_~ ~r .tot_car_s0 l : ~tntal; 
tot_car. tot_car_or_S_byte :=FALSE; 
f nr j =~1 ~o G do wri~e(file_out, tot_car.tot_6_byte_sel[i]); 
s i ~~_ove rh e~d : =si~e_ove rhead+6; 
( + U1 c 6 first b:-·tcs ,~1f th8 packed file contain the numb e r 
i:1f c h ara,::-te rs in the original fi 1 e; the 6 byte~ must be 
trnns f ormed i..nto a real with a 
R~r0RD VARIANT (CASE OF ... ) -- MS-DOS DEPENDENT *) 
s iz e_ int: ~ 1; ( * s iz e_int from O to 255 
f0r a tabl e of 1 to 256 element *) 
f,·,r ~: ~n ~-•~1 2!.:i~, d r:-, if (t:r-'lb_~c,de[i] . pre fixe_ J ength=O) 
t hen size_int:=size_int+1; 
( -~ r_~ount. the number o f significant 
eut.ries in the table of huffman codes *) 
::-.: 1.:-::•·~_byte: =s iz e _ i nt; 
w1it~ (fll e_0ut,sj.~e_byt8); 
<.:~ i ::-; ,=:• _nvc rbead: ~=s i ze _overh F:.ar::l 1 1; 
f or i : =O to 255 do 
if ( tab_•::-:odc [ i] . pref i xe_ 1 eng t.b =O) 
t hen b egln 
wriLe (fil e_out,tab_code[i].car); 
write(fil e_o1Jt, tab_code[i]. length); 
size_overhead:=size_overhead+2; 
for j:=O to (tab_code[i ]. length DIV 8) 
do begin 
wri~P(fi]P_out,tab_code[i].code_huff[j]); 
size overhead:=size overhead+l 
end 
end; 
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( 1 
L!,i ~-: 1 ~: th P s t.rur.tur e •J f the pac l:ed file: 
b y l P 1 t ,-, R: s iz e ,') f t .he originn.l file; 
1,_,.· !_ ,~ 7 : t.11.1mb 1=n · n f ':" ni -. ries i11 l -h t? huffman code table 
n _<_ by~-,.,, 7 5. '.; !", : , -· > 1 5. numb e r of entries 5. 256; 
l" ' _i_ 11 I_ ·~· l : 0 ; 
hi tf•~'r_HJ e : =O; 
whil <:? not E0Ji'(f.il,· __ in) 
rj ,) b e fc;in 
r~Ad(fil 8_ in,car_ to_ code); 
en c ode(car_to_ande,bufcode,file_out,tab_code,pointer) 
Gt\11; 
l_H_'~Îl'l 
end. 
•"'nd; 
jf pn.i11LPr > 0 then write(file_out,bufcode); 
,_, 1 ,_; ~" •~ ( f i 1 e _ in ) ; 
c 1 'J se ( f i 1 e _out ) 
g 0tparm(fil ~naml); 
p osition_po int:=pos('. ',filenaml); 
if pos iti on_point ~o 
U1 e u filenam2: =cuucat(filenam1, '.huf') 
P l ~: P r1Pgin 
fil e narn2:= r, npy(filenaml,1,position_point-1); 
filenam2: =concat(filenam2, '.huf') 
<?nd; 
(~ this is to obtain the external f i le of the file 
t u c ornpress, at1d tlv=, c ompr- e ssed file; 
t.his 1s MS ·-DOS DEPENDEN T *) 
ca l c ule_ frequences(filenaml,total,tab_freq); 
( t c ,:)1111n.1t.-.ation o:f the fre•:-i1-1 e u c-y of each element 
and the ~ize of the i nput file *) 
e l.aLlit_code(tab_freq,tab_cod e ); 
(* construction of the code * ) 
file_to_file_comp ( filenam1,filenam2 , total,tab_ code) 
(* coding of the file*) 
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Ann_ex>?._4. 2 _: _Le_Dé cor:L:ige 
prngram decompact _huffman; 
t y.i:, r Li Jebyte - fil e •:.1.f by te; 
parmt.ype - string[127]; 
name_file = parm Lype; 
t.r s~_ptr = intege r; (* may be in the range of 
- 1 . . 510 *) 
t ~ l _tree = record 
car : byte ; 
l•~~fl., 1·i&::;bt. : tr"_; r:?_pt.r; 
( f-" ·,,-c d un · t n eed t.he frequency here *) 
end; 
·t·, 1 .r,-::-e = 21 rray [ 0 .. . 51 OJ of t_el_tree; 
L , , ,-,d,r=· huff -- a1ray [ O . . 31] of byte; 
(* worst case : code= 32*0 = 256 bits 
for one character * ) 
f-. ,,., 7 t .:::1.b •~', :•d e -· 1·•:·co1d 
•.:a1· : by t.f" ; 
(* character concerned *) 
prefix_length: byte; 
]ength: byte; 
(* if prefi x = 0 
t h en if l e ngt.h = x: code = (x+l) bits 
(0 s length s 255) 
=> (1 s bits s 256) 
if prefix = 1 : 
t .hen l ength is undefin ed 
~nd code is empty * ) 
~nrl e_huff : t code huff 
•::·nd.; 
1. k1. l • ,~,:,,:Je - él!'1- ~1y [O .. 2r:,r:, J ,:~f t_e l_t.ab_code; 
\
1 t t_1 · f il e r1:J.n1l, fil,-:~11rtu12 :1.tnn10_fil e; 
posit ion_po inL :inL eger; 
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( .,, . . . - - .. . . - . ··• - ·- . - -·- -· ·- --- -- -- --. - .. 
:'. 11 l, 1 ,-,, d · i1J>-·s t,_1 m0nir,11l:9t.o 1, i.t s in 
;~, fl 1 tffm ~11 :i c·ode (arrCty[0 . . 31] c,f byte)= 2[16 bits 
- -- -· - -· - - - - --- -- ·- ·- -- -- - - ------ - --- - ·- - ----- - --- - - - - -+: ) 
fu 11 ,~t i n 1·1 t .e sts et ( to_ tes t : i · __ c 1.:ir.l 1:: __ huf f; pos: integer) : boo 1 e an; 
( + r c,t.u rr., TRUE if th e POSt..J.-.1 bit. of to test is set to 1 
FALSE in the oth e r c ~se ~) 
I" ,,; hi t-, , pos_c bar: 1·,:,,_.t,~ .: 
r·: <11 :0d : , .·.:_r c,s :array [ 0 . . 7] of byte - (1,2,4,0,16,32,64,128); 
h 1"' t in 
r=- nrl; 
1.•r ,~; !Jit:. : :- 7 -- (po s rn c,d fl) .: 
( ·1· bP c ause in n byte, 
bit O as a weight 
1 
of 128 
64 
*) 
l "J:-: __ d1ar: -= ( p o s di. v R); 
~ 0mp: =~o-~e s~[po s_char]; 
temp: =temp AND Integer(expos[posbit]); 
t-~s ~set:=(~emp > 0) 
.1, 1 r '-"· ,e cl1 a ·'=' s e t.bit, ( vn r co,·l p,_huf f: 1;_r~ode_huf f; 
var oldval:bytc; 
.['r_1;:: : j n 1-, 'ë-g e r) ; 
("' i f 1.- li r:- POStb bit o f CODE HUFF = 0 tben set it to 1 
else do nothing 
1· p t· 1.1r·n t b e old value o f tb e bit in OLDVAL *) 
'·':.:\r p c•s bi t, p o s _char: byte; 
•'r::.111s t. P:,-:pc,s:nrray [0 .. 7] o f 1, yt-.e - (1,2,4,8,16,32,64,128) .; 
J ,.-.,i j n 
i f 111:.,1· t .r:-•s t.:, set ( cn,Je_huff, pos) 
tlien h 1"'gir1 
pos bit :~ 7 - (pc,s mod R); 
( * b ecause in A b yte , 
bit O as A wpight of 12B 
1 64 
*) 
pos_char: = (pos div 8); 
code_huff[pos_char]:=c ode_huff[pos_char] 
+ expos[posbit]; 
o ldval:=O 
end 
c lse oldval:=1 
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J-' 1. ·111 .'Pthtrf"' 1.tt'J S •::~ tbi t . ( v ,:1 r ci:x-J •"!_buff: t._code_huf f; 
"v'Ctr' r~•l.-J·,, ,'.:l_J_ :l_,yl:'.c; 
pos: int.eger); 
( l jf t.J]f , f'() S l,J1 bit ,~,f CODE_11UFF' = 1 then set it t.o 0 
else do nothing 
r,.,, t·1tr11 the o ld value o f t h r: bit in OLDVAL *) 
v~1r pn:=:b it, pos_~bar:byte; 
, , 1·,11:.f. P::,:pos :arra.'r· [0 .. 7] o f byt.e - (1,2,4,8,16,32,64,128); 
l_-,,"?gin 
( ! 
i. :f L-r=-~~ l .s ,=, ,~ ( ,,0d e _h 1.1 f f, prJs) 
tben begin 
posbit: =7 - (pos moJ A); ( * l:11" 1: flUSP in a r•yte, 
bit O as a weight. of 120 
1 64 
p os _ c ha1·: ·:: ( pu:-; div 8) ; 
*) 
code_huff[pos _char]:=code_huff[pos_char] 
-- expos [posbi t]; 
o ]d val:=l 
C lld 
,=,, } se oldval: =O 
,:·n ,.1 u f :~1.1b1oul:. inr:s t. o m::o1 nip1.1lat e bits in a hu.ffman r~)ode 
. -- -· --- -- --·-- ---- --- -- ------------- ----- - ------------------ --*) 
l" 1-.- ·,, : •=-rl u r,:~ getparm ( var s: parmtype) ; 
( ' \ 
end; 
M'.'~ DOf.', PFTENDENT 
- to get the commc\nd -- 1 ine parameters *) 
' 
·,,;hi_ l 0 ( ( 1 pngth ( parms ) > 0) and ( pa rm é:~ [ l] =-' , ) ) 
,_I ,· , •~l•:? 1 e t:•? ( parm~:, 1 , l) ; 
•,'Jliil•~ ((l ength(panns ) >0) a nd (p a rms [1] <> ' ')) 
dn b Pgin s:=s+parms [l]; 
delete(parmb,1,1) 
•:"nd 
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p 1 , ,r: Prl u t ·P. bu i ld l e::t f ( cr.ide: l:. _e l _ tab_code; 
va r t r Pf:' : L_t· r ee; 
var n ext: tree_p tr); 
( ·1· l 1qj l rl a l eaf uf the t-r'..:'e 'i'. ) 
vc1r i : byte; 
r.011 r: tree _ ptr; 
;_: ::- 0; 
,· ,,_·11_1_1 · : =O; 
'.,','} 1 i J 0 ( j ,,: = r. ode . l e ngth ) 
( ·t creab=- a patb until th 8 l e af * ) 
rl () hr--g in 
if tests e t.(('.1_1dc. cc1d e_buff, i) 
then begin 
(~ go La the right subtree * ) 
if (tree [cour].right=- 1) 
t-hen begin 
(* there is n o subtree *) 
tree[cour].right:=next; 
(* c reate the right subtree *) 
next:=next+l 
•:md; 
r:-c11ir: = tree[cour]. right 
e nd 
e lse begin 
(~ g o to t h e laf~ subtree *) 
if (h·.=:•':' [ cou r]. l e ft= - 1) 
t h e n bcgin ( * t herP i s n o suht-rPP. *) 
t ree [ c our]. l e ft: =next; 
(* c rente the left subtree *) 
next:=next ➔ l 
e nd; 
e nd _; 
i : ::-: i. 1 1 
end; 
cuur : =t r ee [ courJ. left 
( ·1· t 1.1i ld t-.li e leaf ·i-) 
tree [ cour] .car:=code.car 
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1· 1·1 " , .,,, li 11 ' •"' 1·,u il d tree( t.c1h_codP.: t._tab_code; 
v,r tree:t._tree); 
(+ h11i ld the complet-- "" tree * ) 
Vr-\r· i.: byt""; 
j:jnt·.~ger; 
l H-:'C,: j n 
f, ,r j: -:- 0 t .r:, 510 ,l,.-. 
( I' it1i.t. i r-ilh~ation cif L.lw "beap" of intermediate leaves *) 
h t'· li j n 
t_-. r.ec.[j]. car: -:-:0; 
treP[j ] .rigbt:~ -1; 
t.ree[ j]. left.: = -- 1 
•: nd; 
n ext· :=1; 
(t t.0 simulate o. rlyr:irn1d1 .. ' al l ocat.ion of the 
itJ 1:,ermediate l eaves *) 
f o r i : ::-0 to 25 .5 
('~ w .i. t.h eavh cocl e : hui lrl the cc,rrespond ing pftth in 
t:h e tr'::'c, 
with t,i~- 0 me<'ln~ "grJ t-,o the loft " 
bit 1 mea11s "gc-. 1-. 0 the rigbt." *) 
, J, , if (h'\l,_,:·o,J,~[i_].pr e f:i.: : __ J E'•ngt l-1~0) 
1: h•:m buildleaf(t.ab_cocl e [i], tree ,next.) 
r· r '· " --n ( 1 l I r p (l e C (_] d e ( V é\ r f i 1 ,_-.. - i n : .f i 1 p, h y t, P. ; 
v~r ,-·ctr_ l: ,:i_,-1 ,=- ,, ,·"J,jP.: byLe; 
vRr buf t::!cxlP: byte; 
f·. ree: t __  ·t_·. r0e; 
var pointeur: byte ); 
( -1 1n.- ,:) ,_:e.d11re to decode one ca r of the original file *) 
·.; ai · •.:our: tree_ptr; 
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f I tn ( · t ion t.P.~tse t.byte ( tn __ t.est, pos : byte) : boo 1 ean; 
( ·! 1 c' i_.1_111i TRUE if the PO!:', th bit .. 1:.,f t.o_t.est. is set to 1 
FALSE in the other case* ) 
1 ~.'ll lh': i 11L r,~ger ; 
posbit., pos_char:byte; 
1 :,n1 ~; t_. nxp u fa::arrciy [0 .. 7] r_,f byLe -· (1,2,1,8 , 16,32,64,128); 
h i=,; i r, 
•~ i J•.l ; 
r,,-,:-:1, i_ t·. : -:-: 7 p r_1s ; 
in :=i byte, 
bit O a:~; a 
1 
wcit;l1t. of 128 
64 
* ) 
t. ,_, 111r-: ~: Lo_t.est; 
t c mr-: -· t.~mp 1\ND In tegF:T ( c::-:pos [posbi t]) ; 
, ,..,~~se tbytP := (temp > 0) 
(•("Il. Il': :::- 0; 
1
,1hi.l , · uci-t((tree [ cc1 ur].left=· l) c..,r (tree[cour].right=-1)) 
( i : v,-hen th e y wi 11 l.1 e = t e, - 1 : we wi 1 1 be at the bot tom of 
Lli e t.ree '>f<: ) 
1io begin 
i..f (pc1 it1l-l'::' 1-tr >7) ('t Llv_' a ll bu.ffer bas been rea<l 
1·ea1J the fol low i ng 8 bits *) 
tbe11 begin 
8 nd; 
rr:'(Vl (fi 1 e_ i tJ, buf code) ; 
pointeur: =() 
i f L l•f; t:. sP l ·.hyt,:-=, ( l ,, 1.f •~'r.1,.l0, pointeur) 
tb 0 1i ,'01ir: =-fTPP. [ c: n11r]. right 
P. .1.S P cr)1.1r: = L1·ee l cciu r]. left.; 
p o inteur: ~pointeur+l 
>ë• tJ.J _; 
we must 
(~ wo a re at a lPnf o f lh e ~ree we have the c haracter *) 
~ar_~n_ fle code:=tree[cour] . car 
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p1·,_11_·"" 1'.l 1..1 re f i 1 e _c o mp _ to_ f j l e ( f il e naml , fi lenam2: narne_f il e ); 
V::l l ' fi 1 •:' _ j n , 
fi] e ni_1t-: fil e b y t e ; 
t o ta l .• 1--: : r ea l; 
siz0 ·t-,c1 r:,: b y t. e ; 
i ' ._i, 
r , d.nt-.eur, 
,.:é'tr_ 1-.(,_,~l ec- ,~d e , 
h 11 f C' c1de, 
r-- :-i.r ci:,u ce rn ed: byt e; 
( 'i- th r: f ,: ,Jl n v; i ng VARIANT RECORD is a t ri c k to ·Lr a n :::: fo rm 
"' re::tl nu111 b 1:T iu t.o f:.h e 1. ·o rres p onding 6 bytes; this is 
MS··DOS DEFENDENT *) 
+0t ,~:1r r eco r d 
case Lot_r n 1_0 r_6_byte : va r_rec ord_tag o f 
cons r e~ l: (tot_car _sel:rea l); 
con s_S_byt~ : ( tot_6_byte _s e l: 
array[l .. 6] of byte ) 
end; 
t.r ':' e: t_tn~e ; 
+.,î h ___ ,~r,~l e : t _ tab_cod P. ; 
b e gin 
ns ~ign ( fiJ ~ _ in , fil e naml ) ; 
~ss ien(fil e_ou t ,filenam2); 
1·r_~s P t:: (fi l e_ i n); 
! ., Yi _ ,. , n î ' . t .n t·. ___ ,_'.,H ' __ ():r _ G _ by t-,p : =cnns_6_byte ; 
f' ,-,r i: - 1 t-,n G d c1 r e ad ( f i l o_ i n , tot_car. to t._ 6 _ b yt.e __ SP1 [ i]) ; 
( ·1 t .]y,, r. fi. r :::; t; hytes nf t.l1e inpqt, f i le ,_! On ta in s th e nu mber 
,_, f 1: h :1ra,-· t e 1~s j n th e ,:i ri g in a l fil e, whi c h mus t be t ransform 
:i 1 1 l . r_i é1 r ... r-t l. t: ) 
t·. , , t _car . Lot_,-,:=, r _o r_6 __ h y t. e. : ::. cons _ rea l; 
t. o tal: ~to L_car . t o t_c ar_se J ; 
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e 11d; 
reaJ(fi l e_ in,size_tab); ( * size_t.ab from O ·t.i", 255 
f or a table fr om J to 256 element *) 
f o r i: =- 0 to 255 do 
('!· .i.nit.ialization of t.he cudes *) 
~,r-,z .i lJ 
tah_ ~odeli].c~r: =i; 
t::ih_cod1? [i].pr1? fi x_lengt.b:=-l; 
l~h_rode[j ]. l ~ngth: =O; 
for j:=O to 31 do tab_code[i].code_huff[j]:=O; 
e nd; 
for i:=O to size_tab do(* read a code*) 
J-,r.-gin 
1-0:-1d (.fi. l e_ j n, ~ar_r, ni 1,'c-rn cri); 
t· :ct l.1 _ 1 ' 1_,, l,-:, [ car_con L' 1:.'rned ]. car: =car_concerned; 
!-rth_,::0 1:l c- L c etr_,_·. ,_ ·,iv..:·i:-, r11 °d J . p re .f .i. ;:_ l ength: :::0 ; 
1·e;i_rJ (fi 1 e_in, t8b_code [ car _c- o nce rned]. 1 ength) ; 
for j: =- 0 t o (t.ab_c-(lde[ car _con c:e ened].length DIV 8) 
do read(fi 1 1:·_ iri, tal,_c,:,de [ c ar_concerned]. code_huff[j]) 
P Jt,:l; 
h 1_1 j 1,-1t.ree ( tnh_code, t .ref:") ; 
1 · .. •,n · j t. e ( fi 1 e _out ) ; 
rri j 11t_ c 11 r: =O; 
huf,--n.-le: =O; 
l:: ·_ 1. 0; 
·:h.ilr: (l: -::::- t-.nt.c1.l) d o 
hegin 
1 lecotle(flle_.i.n, c- Rr_tn_d ecodP,bu f code,tree,pointeur); 
~rit.e (file_out,car_to_decode); 
1· : =· .k+l.O 
•:>nrl ; 
,~ 10sc (fi lP_in) ; 
· · h 1s e (fi 1 e _ _ 11.1 t. ) 
l- 11•t; i ri ( '+' met j n prr_,~r-mn ·+::) 
g~tparm(filenAml); 
end. 
r, 1fe: i. ' · .i ,_1 n __ p oj n t . : -: p o s ( ' . ' , fil •ëë' naml) ; 
j f position_point=O 
t· fi r:-- 11 fi l e nam2: =concat( fi J e n a rnl, '. drh') 
,:::. l ,~ •"' b"'gin 
fil cnam2 : ~c ory(filonam1,1,positi on_point - 1); 
fil e nam2: =con c-a t.(fil e nam2, '.dch' ) 
end ; 
(~ this is to obtain ~be names of the files 
--MS - DOS DEPENDENT*) 
file_comp_to_file(filenaml,filenam2) 
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Annexe_5_:_Pro~rammes_de_Codal{e_et_Décodage_LOVER 
Annexe 5.1_:_Le Codage 
program code_delta; 
( * ln d escription du principe de base de l'algorithme e t la 
s péc ification des procédures et fonctions est donnée 
e n chapitre 6 de ce mémoire*) 
const s pec ial_car 
const N = 2048; 
byte= 145; (* caractère '~' inhabituel*) 
(* taille maximum d'un record*) 
type parmtype = string[127]; 
t ypstring = record ( * type de base*) 
texte = 
longueur: integer; 
chaine: array[l .. N] of byte 
end; 
file of byte; ( * type des fichiers 
- la structure des records 
est simulée au sein des 
procédures Get_typstring 
Put_typstring *) 
(* fichier à coder*) 
(* fichier résultat*) 
et 
var file_ in: texte; 
file_ out: texte; 
pos_point:integer; 
filenaml,filenam2:parmtype; 
strl, str2:typstring; 
(* pour la construction du nom 
du fichier résultat*) 
(* nom des deux fichiers*) 
(* les deux strings 
de travail*) 
OK: boolean; (* si OK=FAUX: le record est 
trop court*) 
procedure getparm(var s:parmtype); 
( * li t le nom du fichier à coder, donné avec l'appel 
d u programme dans la ligne de commande*) 
va r parms : parmtype absolute CSEG:$80; (* MS - DOS dependent !! !! 
addresse absolue de la 
seconde partie de la 
begin 
end; 
ligne de commande*) 
s: =' , ; 
while ((length(parms)>O) and (parms[l]=' ')) 
do delete(parms,l, 1); 
wh i 1 e ( ( 1 ength ( parms ) > 0) and ( parms [ 1 J < > ' ' ) ) 
do begin s:=s+parms[l]; 
delete(parms,1,1) 
end 
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function length_string(str: typstring):integer; 
(* correspond la fonction Length_string (voir 6.2) *) 
begin 
length_string:=str.longueur 
end; 
procedure set_ length_String(var Str:typstring; 
Length: integer; 
var OK: Boolean); 
( * correspond à la procédure Set_ length_string (voir 6.2) *) 
begin 
if (Length<=N) 
then begin Str.longueur:=Length; 
OK:=TRUE 
end 
else OK:=FALSE 
end; 
procedure get_typstring(var file_ in:texte; 
var str:typstring; 
var OK:boolean); 
( * procédure Get_string (6.2) *) 
(* la simulation d'un record se fait par la recherche d'un 
caractère LineFeed (ASCII 10) *) 
var car:byte; 
begin 
str.longueur:=O; 
car:=O; 
OK:=TRUE; 
while ((not EOF(file_in)) and (car<>10) 
and (str. longueur<N) and OK) 
do begin 
end; 
read(file_ in,car); 
if (car=special_car) 
then OK:=FALSE; 
str . longueur:=str. longueur+!; 
str.chaine[str.longueur]:=car 
( * fin d'un record normalement marquée par CR-LF *) 
if (not EOF(file_in) and (car<>lO)) 
end; 
then OK: =FALSE; 
( * tableau trop petit*) 
if OK then str. longueur: =str.longueur-2 
(* ne pas mettre dans le record 
les caractères CR et LF *) 
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procedure put_typstring(var file_out:texte; var str:typstring); 
(* procédure Put_string (voir 6.2) *) 
var i: integer; 
const cr byte - 13; 
lf : byte= 10; 
begin 
for i:=1 to length_string(str) do 
write(file_out,str.cbaine[i]); 
write(file_out,cr,lf) (* fin du record*) 
end; 
function getcar(str:typstring;pos:integer):byte; 
(* fonction Getcar (voir 6.2) *) 
begin 
if (pos<=length_string(str)) 
then getcar:=str.chaine[pos] 
end; 
procedure setcar(var str:typstring; pos:integer; car:byte); 
(* procedure setcar (voir 6.2) *) 
begin 
if (pos<=length_string(str)) 
then str.chaine[pos]:=car 
end; 
procedure code(var strl, str2: typstring; special_car: byte); 
(* voir 6.2 et algorithme 6.1 *) 
var i: integer; 
temp:typstring; 
begin 
end; 
temp:=str2; 
i:=1; 
while ((i<=length_string(strl)) 
and (i<=length_string(str2))) 
do begin 
if (getcar(strl,i)=getcar(Str2,i)) 
then setcar(str2,i,special_car); 
i:=i+l 
end; 
strl:=temp 
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(* procédure principale réalisant le codage LOVER voir (6.2) *) 
begin 
end. 
getparm(filenaml); 
(* pour obtenir le nom du premier fichier*) 
pos_point:=pos('. ',filenaml); 
if pos_point=0 
then filenam2:=concat(filenam1, '.LOV') 
else begin 
filenam2:=copy(filenaml,1,pos_point-1); 
filenam2:=concat(filenam2, '.del') 
end; 
(* construction du nom du deuxième fichier -
nom du premier fichier+ extension "LOV" *) 
assign(file_out,filenam2); 
assign(file_in,filenaml); 
reset(file_ in); 
rewrite(file_out); 
set_length_ string(strl,0,OK); 
(* mise à zéro de Strl *) 
while (not EOF(file_in) and OK) do 
begin 
get_typstring(file_in,str2,OK); 
if OK 
then begin 
code(strl,st r 2,special_car); 
put_typstring(file_out,str2) 
end 
else writeln('perte d''information !'); 
end; 
close(file_in); 
close(file_out) 
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program decompress_delta; 
const special_car : byte= 145; 
const N = 2048; 
type parmtype = string[127]; 
typstring = record {* type de base*) 
longueur: integer; 
chaine : array[l .. N] of byte 
end; 
texte = file of byte; (* type des fichiers 
var file_in: texte; 
- la structure des records 
est simulée au sein des 
procédures Get_typstring 
et Put_typstring *) 
{* fichier à décoder*) 
{* fichier résultat*) file_out: texte; 
pos_point:integer; {* pou~ la construction du nom 
du fichier résultat*) 
filenaml,filenam2:parmtype; 
strl, str2:typstring; 
OK: boolean; 
{* nom des deux fichiers*) 
{* les deux strings 
de travail*) 
(* si OK=FAUX: le record est 
trop court*) 
procedure getparm(var s:parmtype); 
{* lit le nom du fichier à coder, donné avec l'appel 
du programme dans la ligne de commande*) 
var parms: parmtype absolute CSEG:$80; (* MS-DOS dependent !!!! 
addresse absolue de la 
seconde partie de la 
begin 
end; 
S . =, ' . 
. ' 
ligne de commande*) 
while ((length(parms)>O) and (parms[l]=' ')) 
do delete(parms,1,1); 
while {(length(parms)>O) and (parms[l]<>' ')) 
do begin s:=s+parms[l]; 
delete{parms,1,1) 
end 
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function length_string(str: typstring):integer; 
(* correspond la fonction Length_string (voir 6.2) *) 
begin 
length_string:=str.longueur 
end; 
procedure set_ length_String(var Str:typstring; 
Length: integer; 
var OK: Boolean); 
(* correspond à ia procédure Set_length_string (voir 6.2) *) 
begin 
if (Length<=N) 
then begin Str. longueur:=Length; 
OK:=TRUE 
end 
else OK:=FALSE 
end; 
procedure get_typstring(var file_in:texte; 
var str:typstring; 
var OK:boolean); 
(* procédure Get_ string (6.2) *) 
(* la simulation d'un record se fait par la recherche d'un 
caractère LineFeed (ASCII 10) *) 
var car:byte; 
begin 
str.longueur:=O; 
car:=O; 
OK:=TRUE; 
while ((not EOF(file_in)) and (car<>lO) 
and (str.longueur<N) and OK) 
do begin 
end; 
read(file_in,car); 
if (car=special _car) 
then OK:=FALSE; 
str. longueur:=str . longueur+l; 
str.chaine[str. longueur]:=car 
(* fin d'un record normalement marquée par CR-LF *) 
if (not EOF(file_in) and (car <> lO)) 
end; 
then OK:=FALSE; 
(* tableau trop petit*) 
if OK then str.longueur: =str. longueur-2 
(* ne pas mettre dans le record 
les caractères CR et LF *) 
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procedure put_typstring(var file_out:texte; var str:typstring); 
(* procédure Put_string (voir 6.2) *) 
var i: integer; 
const cr byte= 13; 
lf : byte= 10; 
begin 
for i:=1 to length_string(str) do 
write(file_out,str.chaine[i]); 
write(file_out,cr,lf) (* fin du record*) 
end; 
function getcar(str:typstring;pos:integer):byte; 
(* fonction Getcar (voir 6.2) *) 
begin 
if (pos<=length_string(str)) 
then getcar : =str.chaine[pos] 
end; 
procedure setcar(var str:typstring; pos:integer; car:byte); 
(* procedure setcar (voir 6.2) *) 
begin 
if (pos<=length_string(str)) 
then str.chaine[pos] :=car 
end; 
procedure delta_decode(var strl, str2: typstring; 
special_car: byte); 
(* procédure réalisant l'opération inverse de celle 
décrite par l'algorithme 6 . 1 - voir 6.2 *) 
var i: integer; 
temp:typstring; 
begin 
i:=1; 
while ((i< =length_s tring(strl)) 
and (i< =length_string(str2))) 
do begin 
if (getcar(str2,i) =special_car) 
then setcar(str2,i,getcar(strl,i)); 
i:=i+l 
end; 
strl:=str2 
end; 
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(* procédure principale de décodage - voir 6.2 *) 
begin 
end. 
getparm(filenaml); 
(* pour obtenir le nom du premier fichier*) 
pos_point:=pos('. ',filenaml); 
if pos_point=0 
then filenam2:=concat(filenam1, '.und') 
else begin 
filenam2:=copy(filenam1,1,pos _point-1); 
filenam2:=concat(filenam2, '.UNL') 
end; 
(* construction du nom du deuxième fichier= 
nom du premier fichier+ extension "UNL" *) 
assign(file_out,filenam2); 
assign(file_in,filenaml); 
reset(file_in); 
rewrite(file_out); 
set_length_string(strl,0,OK); 
(* mise à zéro de Strl *) 
while (not EOF(file_in) and OK) do 
begin 
get_typstring(file_in,str2,OK); 
if OK 
then begin 
delta_decode(str1,str2,special_car); 
put_typstring(file_out,str2) 
end 
else writeln('Je ne peux pas décoder ce fichier !') 
end; 
close(file_in); 
close(file_out) 
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Annexe_6_:_Mesures_de_Com2ression_de_Données ARCHIVE__i_BS2000l 
Tcü l le Taux Temps Taux Temps Taux Temps 
Bloc Compr. Trait. Compr. Trait. Compr. Trait. 
R-L R-L Huffman Huffman R-L + R-L + 
Huffman Huffman 
------- -------- --------
--------- --------- ---------
--------
214 58.41% 9 119.63% 345 116.82% 299 
29067 36.94% 832 44.40% 29304 27.94% 14601 
31006 23.25% 758 44.71% 32731 17.46% 10100 
31006 33.29% 849 46.96% 33539 24.13% 14116 
31006 19.65% 728 43.44% 31436 14.98% 8685 
31 006 21. 69% 745 44. 10% 31484 16.60% 9489 
31006 16.53% 698 43.21% 31758 13.06% 7496 
31006 24.96% 777 45.07% 32162 18.63% 10947 
31006 28.68% 808 46.65% 32766 21. 06% 12172 
31006 15.44% 686 42.39% 32130 12.08% 6854 
31.006 14.34% 681 42.55% 32430 11. 51% 6579 
31006 12.41% 663 42.06% 31551 10.01% 5779 
:31006 11.56% 658 42.40% 31426 9.52% 5216 
3J006 6.42% 607 28.35% 26414 5.28% 3226 
31006 6. 18% 605 39.77% 31052 5.13% 3164 
31006 1. 89% 565 38.00% 29297 1. 27% 1272 
31006 6.17% 604 39.79% 31619 5.20% 3135 
31006 20.86% 737 43.88% 32709 15.82% 9229 
31006 19.45% 727 43.89% 31168 14.79% 8642 
31006 14.26% 678 42.43% 31549 11. 28% 6573 
31006 14.75% 680 32.30% 26340 11. 11% 6593 
31006 23.34% 766 45.08% 31326 17.59% 10129 
31006 7.28% 614 40. 12% 30701 6.05% 3575 
31006 1. 94% 567 38.05% 31608 1. 36% 1305 
31006 1. 93% 566 25.59% 25637 1.33% 1288 
31006 1.94% 567 38.05% 31600 1. 35% 1302 
31006 6.97% 610 40. 10% 30612 5.96% 3457 
31006 10.54% 644 41. 26% 30155 8.60% 4981 
31006 27.51% 799 45.77% 31902 20.84% 11956 
3:1006 25.58% 786 45.50% 32408 19.38% 11178 
31006 30. 89~; 839 47.05% 32254 23.09% 13329 
3:1006 32. 14% 844 46.80% 32439 23.33% 13699 
3 1006 40.94% 946 52.84% 33824 31. 31% 17480 
29061 58. 16% 1009 57.44% 33924 39.29% 21907 
31006 56. 19% 1065 56.68% 35693 37.57% 22703 
31006 56.86% 1077 57.08% 36565 37.95% 23277 
31006 57.58% 1087 57.00% 36995 38.70% 23489 
31006 56.65% 1068 57.57% 35563 38.94% 23061 
31006 44.42% 949 48.80% 32459 31. 29% 18307 
31006 56. 14% 1049 58.42% 35977 39.23% 22992 
31006 56.91% 1072 58.60% 36528 39.75% 23391 
31006 56.44% 1075 58.64% 32646 39.79% 23397 
31006 46.00% 965 56.51% 36392 32.57% 19067 
31006 47.09% 983 56.75% 36280 33.75% 19886 
31006 44.29% 955 56.41% 36244 31. 63% 18463 
31006 48.30% 994 56.75% 36427 34.06% 19955 
31006 47.06% 986 56.95% 35704 33.63% 19672 
• 
Annexe 6 A6.1 
Taille Taux Temps Taux Temps Taux Temps 
Bloc Compr. Trait. Compr. Trait. Compr. Trait. 
R-L R-L Huffman Huffman R-L + R-L + 
Huffman Huffman 
-------
-------- --------
--------- --------- ---------
--------
31006 47.76% 984 56 .43% 36205 33.77% 19895 
31006 46.83% 977 56.68% 35538 33.35% 19428 
31006 46 .28% 976 56.37% 35584 32.57% 19188 
31006 43.67% 945 56 . 04% 36216 30.87% 18250 
31006 41. 43% 925 55.85% 35803 29.13% 17075 
31006 47.41% 987 57.62% 36470 33.54% 19488 
31006 54.31% 1055 58.70% 36344 38.31% 22545 
31006 47.52% 993 56.35% 36303 33.19% 19620 
31006 47.61% 989 57.00% 35633 34.13% 19906 
31006 49.48% 1001 57.86% 35947 35.42% 20742 
31006 43.92% 950 55 .57% 36082 30.82% 18261 
:31006 47 .03% 986 57.07% 35728 33.73% 19819 
31006 44. 70% 957 56.61% 36333 31. 70% 18587 
31006 45.89% 970 56.90% 36051 32.50% 19174 
31006 48 .60% 1001 56.79% 36101 33.45% 19709 
:31006 44.62% 9.58 5.5 . 97% 34812 31. 30% 18203 
31006 47.31% 983 57.26% 36211 33.35% 19387 
:31006 50. 10% 1019 57.53% 35564 35.66% 20615 
31006 48.51% 1004 56.87% 35296 33.95% 19829 
31006 50.42% 1013 58.01% 36109 36.25% 20939 
16558 49.78% 541 58.82% 1906 1 36.42% 11146 
29072 78.57% 1255 73.74% 37758 66.81% 33299 
31005 97.46% 1573 83.65% 43520 82.35% 44038 
31005 94.86% 153:3 83.60% 43349 80.49% 42586 
3 J OOE1 94.57% 1520 82.23% 42748 79.77% 42794 
31005 95.20% 1540 84.60% 43744 80.97% 43010 
31005 92.41% 1,506 82.69% 43128 79.86% 42611 
31005 97. 10% 1566 83.51% 43682 82.24% 44133 
31005 96.49% 1565 84.23% 43781 82.45% 44016 
31005 98.11% 1585 85.02% 43706 84. 20% 44992 
26877 87.49% 1257 80.45% 36738 74.72% 34395 
( Les temps sont donnés en 1/10000 èmes de seconde ) 
Annexe 6 A6.2 
