We consider the binomial approximation of the American put price in the BlackScholes model (with continuous dividend yield). Our main result is that the error of approximation is O((ln n) α /n), where n is the number of time periods and the exponent α is a positive number, the value of which may differ according to the respective levels of the interest rate and the dividend yield.
The binomial approximation
Consider the Black-Scholes model, in which the stock price at time t is given by
where, under the risk-neutral probability measure, (B t ) t≥0 is a standard Brownian motion. Here, r is the instantaneous interest rate, and d is the dividend rate (or the foreign interest rate in the case of forex options). We assume r > 0 and d ≥ 0.
Denote by P the price function of the American put with maturity T and strike price K, so that P (t, x) = sup τ ∈T 0,T −t
with f (x) = (K − x) + , and E x = E (· | S 0 = x). Here, T 0,t denotes the set of all stopping times with respect to the Brownian filtration, with values in the interval [0, t] .
For technical reasons (especially for the derivation of regularity estimates for the second time derivative of the price function), it is more convenient to use the log-stock price. So, we introduce Recall that, for each T > 0, there is a real numberb(T ) ≤ ln(K) such that
U(T, x) > ϕ(x) ⇔ x >b(T ).
In fact, if (b(t), 0 ≤ t ≤ T ) is the exercise boundary of the American put with maturity T , we haveb(t) = ln(b(T − t)). We will also need the European value function, defined bȳ
Note thatŪ (0, .) = ϕ and
Note that, in Section 3, the functionŪ will be denoted by u ϕ . We now introduce the random walk approximation of Brownian motion. To be more precise, assume (X n ) n≥1 is a sequence of i.i.d. real random variables satisfying EX 2 n = 1 and EX n = 0, and define, for any positive integer n, the process B (n) by
where [nt/T ] denotes the greatest integer in nt/T . We will assume the following about the common distribution of the X n 's (cf. hypothesis (H4) of [6] ). Note that, in the binomial case, X 1 takes its values in {−1, +1}.
(H4) The random variable X 1 is bounded and satisfies EX In the following, we fix S 0 and set
Note that, if we introduce the notation g(x) = (K − S 0 e σx ) + , we have
with µ 0 = µ/σ. We now have a natural approximation of P 0 , given by
where T (n) 0,T denotes the set of all stopping times (with respect to the natural filtration of B (n) ), with values in [0, T ] ∩ {0, T /n, 2T /n, . . . , (n − 1)T /n, T }. Our main result is the following. Theorem 1.1. There exists a positive constant C such that, for all positive integers n,
The above estimates improve our previous results (see [6] , Theorem 5.6) which gave an upper bound of the form C
. Note that, for European options, the error estimate is O(1/n) (see [2] , [11] ). We also mention the results of [8] about finite difference schemes, which give the rate O(1/ √ n), but their estimate is uniform over the time interval, while we concentrate on the error estimate for a fixed time. The paper [8] also has results about the approximation of the exercise boundary. We also refer to [9] and its references for a review of recent results on the approximation of American option prices.
Our approach remains the same as in [6] : we relate the error estimates to the regularity of the value function. The improvement comes from a refinement of the quadratic estimates for the second order time derivative, in the spirit of Friedman and Kinderlehrer (see [3] and [5] ). We also exploit the smoothness of the exercise boundary and its asymptotic properties close to maturity.
The constant C in Theorem 1.1 is related to the Berry-Esseen estimate and to the regularity of the value function. Although it is hard to keep track of the constants in the regularity estimates, it may be worth mentioning that they remain uniform with respect to µ and σ as long as (µ, σ) remains in a compact subset of R × (0, ∞). A consequence of this observation is that the bounds in Theorem 1.1 are also valid for variants of the approximation in which the process approximating ln(S t /S 0 ), instead of being µt + σB
, as occurs in the classical risk-neutral approximation. Indeed, standard arguments show that the value function is locally Lipschitz-continuous with respect to σ 2 (away from 0) and µ. The paper is organized as follows. In the next Section we recall some results of [6] . Section 3 is devoted to estimates for the derivatives of the value function. The estimates are then used in Sections 4 and 5 to prove Theorem 1.1: in Section 4, we give an upper bound for P (n) 0 − P 0 and in Section 5, we derive the lower bound.
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2 The value function and the approximating process As in [6] , we introduce the modified value function
We have
We will need the European analogue of u, namelȳ
We will also use the notation:
With this notation, we have
We have, for all t ∈ {0, h, 2h, . . .
where (M t ) 0≤t≤T is a martingale (with respect to the natural filtration of B (n) ), such that M 0 = 0, and
The above decomposition of u(t, B
(n) t ) (which is in fact Doob's decomposition) can be viewed as a discrete version of Itô's formula, which, for a smooth function v :
It is also easy to check that, if v is smooth and Dv(t,
The main technical difficulty that we have to deal with is the lack of smoothness of the modfied value function u.
Remark 2.1. The derivatives of u are related to those of U by the following formulas. We have
and
We also have
where the last equality follows from regularity results (see, for instance, [4] ).
We will need a more precise description of the operator D, given by the following proposition (see Proposition 3.4 of [6] ). For convenience, we denote by X a random variable with the same distribution as X 1 , which is independent of the sequence (X n ) n≥1 .
Proposition 2.1. Assume that (H4) is satisfied and that v is a function of class
with the notation δv = ∂v ∂t
and
From the last equality in Proposition 2.1, we derive the following estimates.
We know from Proposition 3.2 of [6] (based on Berry-Esseen estimates) that, for every k ∈ (1, 3], there exists a positive constant C k (which does not depend on X), such that, for all y ∈ R, n ≥ 1 and j ∈ {1, 2, . . . , n},
Hence, for j = 1, . . . , n − 1,
where, for the last inequality, we used the inequality jh ≥ (j + 1)h/2.
Estimates for the second order time derivative
In this section, we refine the regularity results that we used in [6] . We first establish some elementary L 1 -estimates. Then, we obtain a quadratic estimate for the second order time derivative of the differenceŨ = U −Ū . For the definition of the relevant weighted Sobolev spaces, we will use the notation
Some elementary L 1 -estimates Proposition 3.1. Assume that the function ϕ is continuous and satisfies
We will easily deduce this proposition from the following lemma.
Lemma 3.1. If ρ is a Radon measure on R and q a nonnegative integrable function on
We also have, for any measurable function f on R,
so that we deduce
Hence
Similarly, we have, for any measurable function f and y ∈ R,
Here, n denotes the standard normal density function.
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On the other hand, we know that u ϕ satisfies the equation
so that
It follows from our assumptions that (A − r)ϕ is a Radon measure satisfying
So that, using Lemma 3.1,
On the other hand, by differentiating (3), we have
Hence, using Lemma 3.1, and the definition of p t ,
Quadratic estimates
Recall the notation:
with ϕ(x) = (K − e x ) + . We now introduce the differenceŨ = U − u ϕ (which corresponds to the early exercise premium). We have the following L 2 -estimate for the second time derivative ofŨ = U − u ϕ . 8 
This estimate is closely related to Theorem 2.4 of [6] , a variant of results due to Friedman and Kinderlehrer (see [3] , Lemma 4.1, and [5] , Chapter VIII). Note that by considering the differenceŨ = U − u ϕ , we are able to derive a logarithmic upper bound, instead of a power of ξ, which would come up by considering U (see Theorem 2.4 of [6] 
Proof: We know thatŨ solves the equation
with initial conditionŨ (0, .) = 0, where the functionh is given bỹ
We have the following identity (which can be viewed as a form of the early exercise premium formula).Ũ
with n denoting the standard normal density function. It is straightforward to check that
and, with the notation δ z for the Dirac measure at a point z,
with κ(t, x) = −(A − r)ϕ ′ (x)1 {x≤b(t)} and γ(t) = −(A − r)ϕ(b(t)). Note that κ is a bounded function on (0, ∞) × R and γ is a continuous, nonnegative and bounded function on (0, +∞). At this stage, it is clear that ||p t−s * ∂h ∂x
On the other hand, we have
We have, using Lemma 3.1,
Note that, since κ is bounded and j > 1, sup s>0 ||κ(s, .)|| L 2 (ν j ) < ∞, so that, for some constant C > 0 (which may vary from line to line)
We now estimate ||ζ(t, .)|| L 2 (ν j ) . We have, using the boundedness of γ,
Recall that n ′ (x) = −xn(x). Therefore
Hence, for t ∈ (0, T ),
Note that, for all α > 0, there exists C α > 0, such that, for all y ∈ R, n(y/ √ 2) ≤ C α /|y| 2α . Hence, for t ∈ (0, T ),
Now, take α = + ε (with 0 < ε < 1/4) and put
Using Lemma 3.1, we have
Since ε < 1/4, the integral on the righthand side is finite, and the lemma easily follows. ⋄ We now turn to the study of
. Recall that ∂U/∂t solves the parabolic equation −∂v/∂t + (A − r)v = 0 in the set {(t, x) | t > 0, x >b(t)}. Since the exercise boundary is differentiable and ∂U/∂t is continuous and vanishes on the exercise boundary, it follows that
is continuous "up to the boundary", i.e. on the set {(t, x) | t > 0, x ≥b(t)} (see [3] , Lemma 4.5). We first show that
is nonnegative along the exercise boundary. Lemma 3.3. We have, for any t > 0,
Proof: We have, for all t > 0, due to the smooth fit property,
so that, by differentiating with respect to t,
Observe that, for each t > 0, the function x → U(t, x) − ϕ(x) is C 2 on the interval [b(t), ∞) and has a minimum atb(t). Therefore, its second derivative must be nonnegative at this point. Sinceb ′ (t) ≤ 0, the lemma is proved. ⋄ Lemma 3.4. Fix T > 0 and j > 1. There exists a constant C > 0 such that, for all
For the proof of Lemma 3.4, we will need the bilinear form associated with the operator A − r.
We first introduce the relevant weighted Sobolev spaces.
The inner product on H j will be denoted by (·, ·) j and the associated norm by | · | j . The natural norm on V j will be denoted by || · || j . Thus, we have
We associate with the operator A − r a bilinear functional on V j , defined by
It will be convenient to write
With these notations, it is easy to check that |ā j (f, g)| ≤ C||f || j |g| j and |ā j (f, g)| ≤ C||g|| j |f | j , for some constant C which does not depend on f nor g. Multiply by ∂W m /∂t and integrate with respect to ν j to get, for any fixed t > 0,
Note that
By integrating with respect to time, we get, if 0 < t 1 < T ,
Using the inequality
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We haveã
and, using Lemma 3.1,
Using Lemma 3.2, we have (for ε ∈ (0, 1/4)) ||W (t, .)|| j ≤ Ct ε . Hencẽ
It follows from the proof of Lemma 3.2 (see (4)) that
where κ m = κ * ρ m , and κ is a bounded function, and
where we have used C ∂Wm ∂t
where
} (which is the interior set of the stopping region), so that
Hence (since γ ≥ 0)
Due to the continuity properties of 
We now examine J (2) m . We have, using the boundedness of γ,
Note that, since ϕ is Lipschitz, we have
It follows from (6), (7) and (8) We have
The following lemma will clarify the computation of the derivative ∂h/∂t in the sense of distributions.
Lemma 3.5. Define the function I on (0, +∞) × R by
In order to derive an upper bound for P (n) 0
− P 0 , we relate this quantity to the modified value function u using (1) as follows:
We observe that Du ≤Du, and recall from [6] (Lemma 4.1) that
Here, we have a regularity problem, since u is not C 3 . This problem can be fixed as follows. By convolution, one can approximate u by a sequence u m which is smooth, uniformly bounded and satisfies δu m ≤ 0, and Du m ≤Du m . We need the following variant of Lemma 3.1. 
The last inequality follows from Theorem 3.1 and Lemma 3.4, and the connection between the derivatives of the functionsŨ andũ (see Remark 2.1; we also use the classical bounds ||∂U/∂t(t, .)
5 Lower bound for P
For the derivation of the lower bound, we use the stopping time introduced in [6] (see the proof of Theorem 5.6). Namely the last inequality coming from the fact that t →b(t) + µ 0 t is increasing. We can now assert that, for j < (τ /h) ∧ (n − 2), Du(B 
Using the estimate ∂u ∂t (t, .)
The estimate P (n) − P ≥ −C (ln n)ᾱ n is now an easy consequence of Lemma 5.7 and Remark 5.8 of [6] , which can be summarized in the following statement. 
