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1. Introduction
In this paper, we study the existence of positive solutions of the boundary value problem (BVP) consisting of the forced
nonlinear third order differential equation
u′′′ = λf (t, u)+ e(t), t ∈ (0, 1), (1.1)
and the multi-point boundary condition (BC)
u(0) = u′(p) =
∫ 1
q
w(s)u′′(s)ds = 0, (1.2)
where λ > 0 is a parameter, 1/2 < p < q < 1 are constants, f : (0, 1) × [0,∞) → R, e : (0, 1) → R, and
w : [q, 1] → [0,∞) are continuous functions, and e ∈ L(0, 1). By a positive solution of BVP (1.1) and (1.2), we mean a
function u ∈ C2[0, 1] ∩ C3(0, 1) such that u(t) satisfies Eq. (1.1) and BC (1.2), and u(t) > 0 on (0, 1].
Higher ordermulti-point BVPs arise frommany branches of appliedmathematics and physics and they have been studied
bymany researchers in recent years; see, for example, [1–7] and the references therein. In particular,when f (t, u) is positone
(i.e., f ≥ 0), Graef and Yang [6] obtained several existence and nonexistence results for BVP (1.1) and (1.2) with λ = 1, and
e(t) ≡ 0. Here, we study the semipositone BVP (1.1) and (1.2) (i.e., f may take negative values) and find sufficient conditions
under which BVP (1.1) and (1.2) has a positive solution when λ is small and large, respectively. Semipositone BVPs occur in
models for steady-state diffusionwith reactions [8] and interest in obtaining conditions for the existence of positive solutions
of such problems has been ongoing for many years. For a small sample of such work, we refer the reader to the papers of
Agarwal et al. [9], Anuradha et al. [10], Lan [11,12], Ma [13,14], and Zhang et al. [15]. Our proofs are partly motivated by
these works.
As illustrations of our results, we derive sufficient conditions for the existence of positive solutions of the BVP consisting
of the equation
u′′′ = λ
(
m∑
i=1
ci(t)uµi − d(t)
)
+ e(t), t ∈ (0, 1), (1.3)
and BC (1.2), wherem ≥ 1 is an integer, ci, d ∈ C[0, 1] are nonnegative and µi ≥ 0 for i = 1, . . . ,m.
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The rest of this paper is organized as follows. In Section 2, we present our main results, and the proofs of themain results
together with several technical lemmas are given in Section 3.
2. Main results
Recall that if I ⊆ R is an interval, then the characteristic function χ on I is given by
χI(t) =
{
1, t ∈ I,
0, t 6∈ I.
Assume that
(H1) w(t) is nondecreasing andw(t) > 0 on (q, 1].
Then, from [6], the Green’s function G(t, s) for the BVP consisting of the equation
u′′′(t) = 0, t ∈ (0, 1),
and BC (1.2) is given by
G(t, s) = −t(p− s)χ[0,p](s)+ (t − s)
2
2
χ[0,t](s)+ t(2p− t)2 W (s)χ[q,1](s)+
t(2p− t)
2
χ[0,q](s), (2.1)
where
W (s) =
(∫ 1
q
w(v)dv
)−1 ∫ 1
s
w(v)dv, s ∈ [q, 1].
Clearly,
G(t, s) > 0 for t, s ∈ (0, 1).
For the function e(t) given in Eq. (1.1), define
γ (t) =
∫ 1
0
G(t, s)e(s)ds, t ∈ [0, 1]. (2.2)
Since e ∈ L(0, 1), we have that γ ∈ C2[0, 1] ∩ C3(0, 1) and moreover γ (t) is the unique solution of the BVP consisting of
the equation
u′′′ = e(t), t ∈ (0, 1),
and BC (1.2).
In this paper, in addition to (H1), we also need the following assumptions.
(H2) γ (t) ≥ 0 on [0, 1];
(H3) there existsM ∈ L(0, 1) such thatM(t) > 0 on (0, 1) and
f (t, x+ γ (t)) ≥ −M(t) for (t, x) ∈ (0, 1)× [0,∞);
(H4) there exist r > 0 and g ∈ L(0, 1) such that
f (t, x+ γ (t))+M(t) ≤ g(t) for (t, x) ∈ (0, 1)× [0, r];
(H5) limx→∞ f (t, x+ γ (t))/x = ∞ uniformly on a compact subinterval [α1, β1] of [0, 1];
(H6) limx→∞ f (t, x+ γ (t)) = ∞ uniformly on a compact subinterval [α2, β2] of [0, 1];
(H7) f ∈ C([0, 1] × [0,∞)),M ∈ C[0, 1], and limx→∞ f (t, x+ γ (t))/x = 0 uniformly on [0, 1].
Now, we state our main results. Our first theorem concerns the case where λ is small and the second is for the case of λ
large.
Theorem 2.1. Assume (H1)–(H5) hold. Then there exists λ¯ > 0 such that for λ ∈ (0, λ¯), BVP (1.1) and (1.2) has at least one
positive solution y(t) satisfying y(t) > γ (t) on (0, 1].
Theorem 2.2. Assume (H1)–(H3), (H6), and (H7) hold. Then there exists λ > 0 such that for λ ∈ (λ,∞), BVP (1.1) and (1.2)
has at least one positive solution y(t) satisfying y(t) > γ (t) on (0, 1].
The following corollary applies to the problem (1.3) and (1.2).
Corollary 2.1. Assume (H1) and (H2) hold.
(i) If there exists i1 ∈ {1, . . . ,m} such that µi1 > 1 and ci1(t) > 0 on a compact subinterval [α3, β3] of [0, 1], then there exists
λ¯ > 0 such that BVP (1.3) and (1.2) has at least one positive solution for λ ∈ (0, λ¯).
(ii) If µi < 1 for i = 1, . . . ,m and there exists i2 ∈ {1, . . . ,m} such that µi2 > 0 and ci2(t) > 0 on a compact subinterval[α4, β4] of [0, 1], then there exists λ > 0 such that BVP (1.3) and (1.2) has at least one positive solution for λ ∈ (λ,∞).
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3. Proofs of the main results
Throughout this section, let the Banach space C[0, 1] be equippedwith the norm ‖u‖ = maxt∈[0,1] |u(t)|. We first present
several lemmas.
Lemma 3.1. Assume (H1) holds and let G(t, s) be defined by (2.1). Then
G(t, s) ≤ a(t)b(s) for t, s ∈ [0, 1],
where
a(t) = t(2p− t)
p2
and b(s) = p
2
2
(
2p
2p− 1 +W (s)
)
.
Proof. We will prove the lemma by discussing three different cases.
Case 1. s ≥ p. In this case, we have
G(t, s) = t(2p− t)
p2
[
p2
2
(
(t − s)2
t(2p− t)χ[0,t](s)+W (s)χ[q,1](s)+ χ[0,q](s)
)]
≤ a(t)
[
p2
2
(
1
2p− 1χ[0,t](s)+W (s)χ[q,1](s)+ χ[0,q](s)
)]
≤ a(t)
[
p2
2
(
1
2p− 1 +W (s)+ 1
)]
= a(t)
[
p2
2
(
2p
2p− 1 +W (s)
)]
= a(t)b(s).
Case 2. s ≤ p and s ≥ t . In this case, we have
G(t, s) = t(2s− t)
2
= t(2p− t)
p2
(
p2(2s− t)
2(2p− t)
)
≤ a(t) p
2s
2p− 1 ≤ a(t)b(s).
Case 3. s ≤ p and s ≤ t . In this case, we have
G(t, s) = s
2
2
= t(2p− t)
p2
(
p2s2
2t(2p− t)
)
≤ a(t) p
2s
2(2p− 1) ≤ a(t)b(s).
Combining the above cases completes the proof of the lemma. 
Lemma 3.2 ([6, Lemmas 2.2–2.3]). Assume (H1) holds. Let z ∈ C2[0, 1] ∩ C3(0, 1) satisfy z ′′′(t) ≥ 0 on (0, 1), z(0) = z ′(p) =∫ 1
q w(s)z
′′(s)ds = 0. Then
(i) |z(p)| = ‖z‖;
(ii) z(t) ≥ a(t)‖z‖ ≥ 0 for t ∈ [0, 1].
Lemma 3.3. Assume (H1) holds and let M(t) be given in (H3). Then the BVP consisting of the equation
u′′′ = M(t), t ∈ (0, 1), (3.1)
and BC (1.2) has a unique positive solution φ(t). Moreover, there exists ρ > 0 such that
φ(t) ≤ ρa(t) for t ∈ [0, 1].
Proof. Clearly,
φ(t) =
∫ 1
0
G(t, s)M(s)ds
is the unique positive solution of BVP (3.1) and (1.2). By Lemma 3.1, we have
φ(t) ≤ a(t)
∫ 1
0
b(s)M(s)ds ≤ a(t)‖b‖
∫ 1
0
M(s)ds = ρa(t),
where
ρ = ‖b‖
∫ 1
0
M(s)ds.
This completes the proof of the lemma. 
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Define a cone K ⊂ C[0, 1] by
K = {u ∈ C[0, 1] : u(t) ≥ a(t)‖u‖ on [0, 1]}. (3.2)
For λ > 0, let v(t) = λφ(t). Consider the BVP consisting of the equation
u′′′ = λ[f (t, [u− v]∗ + γ )+M(t)], t ∈ (0, 1), (3.3)
and BC (1.2), where γ is defined by (2.2) and
[y(t)]∗ =
{
y(t), y(t) ≥ 0,
0, y(t) < 0.
Lemma 3.4. Assume BVP (3.3) and (1.2) has a solution u(t) satisfying u(t) > v(t) on (0, 1]. Then y(t) = u(t)− v(t)+ γ (t)
is a positive solution of BVP (1.1) and (1.2) satisfying y(t) > γ (t) on (0, 1].
Proof. Clearly, y ∈ C2[0, 1] ∩ C3(0, 1), y(t) > γ (t) on (0, 1], and y(t) satisfies (1.2). Note that
y′′′ = u′′′ − v′′′ + γ ′′′ = λ[f (t, u− v + γ )+M(t)] − λM(t)+ e(t) = λf (t, y)+ e(t).
The conclusion is proved. 
The following lemma is the well known Guo–Krasnosel’skii fixed point theorem.
Lemma 3.5 ([16, Theorem 2.3.4.]). Let X be a Banach space, and let K ⊂ X be a cone. Assume that Ω1,Ω2 are two bounded open
subsets of X with 0 ∈ Ω1,Ω1 ⊂ Ω2, and let T : K ∩ (Ω2 \Ω1)→ K be a completely continuous operator such that either
(i) ‖Tu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω2, or
(ii) ‖Tu‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω2.
Then T has a fixed point in K ∩ (Ω2 \Ω1).
We are now ready to prove our main results.
Proof of Theorem 2.1. By Lemma 3.4, it suffices to show that BVP (3.3) and (1.2) has a solution u(t) satisfying u(t) > v(t)
on (0, 1]. To this end, define an operator T : K → C[0, 1] by
Tu(t) = λ
∫ 1
0
G(t, s)[f (s, [u(s)− v(s)]∗ + γ (s))+M(s)]ds. (3.4)
For any λ > 0 any u ∈ K , in view of (H3), we have
(Tu)′′′(t) = λ[f (t, [u(t)− v(t)]∗ + γ (t))+M(t)] ≥ 0 on (0, 1),
Tu(0) = (Tu)′(p) =
∫ 1
q
w(s)(Tu)′′(s)ds = 0.
Then, by Lemma 3.2(ii), Tu(t) ≥ a(t)‖Tu‖ on [0, 1]. Thus, T (K) ⊂ K . Moreover, it is easy to verify that T is completely
continuous and that finding a fixed point of T is equivalent to finding a solution of BVP (3.3) and (1.2).
In the remainder of the proof, let
0 < λ < λ¯ := r min
{
1
ρ
,
1∫ 1
0 G(p, s)g(s)ds
}
, (3.5)
where r and g are given in (H4) and ρ is given in Lemma 3.3. Let
Ω1 = {u ∈ C[0, 1] : ‖u‖ < r}.
Then, for u ∈ K ∩ ∂Ω1, 0 ≤ [u(s) − v(s)]∗ ≤ u(s) ≤ ‖u‖ = r on [0, 1]. Then, from (H4) and Lemma 3.2(i), and (3.5), we
obtain
‖Tu‖ = Tu(p) = λ
∫ 1
0
G(p, s)[f (s, [u(s)− v(s)]∗ + γ (s))+M(s)]ds ≤ λ
∫ 1
0
G(p, s)g(s)ds ≤ r = ‖u‖,
i.e.,
‖Tu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω1. (3.6)
Now choose L > 0 large enough so that
1
2
λA1L min
t∈[α1,β1]
∫ β1
α1
G(t, s)ds ≥ 1, (3.7)
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where
A1 = min
t∈[α1,β1]
a(t).
By (H5), there exists N > 0 such that
f (t, x+ γ (t)) ≥ Lx for (t, x) ∈ [α1, β1] × [N,∞). (3.8)
Let R > 0 satisfy
R > max{r, 2λρ, 2N/A1}
and define
Ω2 = {u ∈ C[0, 1] : ‖u‖ < R}.
Then, for u ∈ K ∩ ∂Ω2, from Lemma 3.3 and (3.2), we have
u(t)− v(t) = u(t)− λφ(t) ≥ u(t)− λρa(t) ≥ u(t)− λρ
R
u(t) ≥ 1
2
u(t) on [0, 1], (3.9)
which in turn implies that
min
t∈[α1,β1]
(u(t)− v(t)) ≥ 1
2
min
t∈[α1,β1]
u(t) ≥ 1
2
‖u‖ min
t∈[α1,β1]
a(t) = 1
2
A1R ≥ N.
Hence, for t ∈ [α1, β1], from (3.4) and (3.7)–(3.9), it follows that
Tu(t) ≥ λ
∫ β1
α1
G(t, s)f (s, [u(s)− v(s)]∗ + γ (s))ds ≥ λL
∫ β1
α1
G(t, s)(u(s)− v(s))ds
≥ 1
2
λL
∫ β1
α1
G(t, s)u(s)ds ≥ 1
2
λL‖u‖
∫ β1
α1
G(t, s)a(s)ds
≥ 1
2
λLA1‖u‖
∫ β1
α1
G(t, s)ds ≥ ‖u‖.
Thus,
‖Tu‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω2. (3.10)
From (3.6), (3.10), and Lemma 3.5, T has a fixed point u ∈ K ∩ (Ω2 \Ω1). By Lemma 3.3 and (3.5), we see that
u(t) ≥ a(t)r > λρa(t) ≥ λφ(t) = v(t) on (0, 1].
The conclusion then follows from Lemma 3.4. This completes the proof of the theorem. 
Proof of Theorem 2.2. Let the cone K and the completely continuous operator T be defined by (3.2) and (3.4), respectively.
Then, as before, T (K) ⊂ K for λ > 0. Let
B = 2ρ
min
t∈[α2,β2]
∫ β2
α2
G(t, s)ds
.
Then, (H6) implies that there exists C > 0 such that
f (t, x+ γ (t)) ≥ B for (t, x) ∈ [α2, β2] × (C,∞). (3.11)
In what follows, let
λ > λ := C
ρA2
,
where
A2 = min
t∈[α2,β2]
a(t).
Define
Ω3 = {u ∈ C[0, 1] : ‖u‖ < 2λρ}.
Then, for t ∈ [α2, β2] and u ∈ K ∩ ∂Ω3, we have
u(t)− v(t) = u(t)− λφ(t) ≥ ‖u‖a(t)− λρa(t) = 2λρa(t)− λρa(t) = λρa(t) ≥ λρA2 > C .
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Thus, from (3.4) and (3.11), we obtain that
Tu(t) ≥ λ
∫ β2
α2
G(t, s)f (s, [u(s)− v(s)]∗ + γ (s))ds ≥ λB
∫ β2
α2
G(t, s)ds ≥ 2λρ = ‖u‖,
i.e.,
‖Tu‖ ≥ ‖u‖ for u ∈ K ∩ ∂Ω3. (3.12)
Let
F(x) = max
t∈[0,1]
[f (t, x+ γ (t))+M(t)] for x ∈ [0,∞).
We now consider two cases.
Case 1. F(x) is bounded on [0,∞). Then, there exists D > 0 such that F(x) ≤ D on [0,∞). Choose R1 ≥ λD
∫ 1
0 G(p, s)ds. For
u ∈ K with ‖u‖ = R1, we have
‖Tu‖ = Tu(p) = λ
∫ 1
0
G(p, s)[f (s, [u(s)− v(s)]∗ + γ (s))+M(s)]ds
≤ λD
∫ 1
0
G(p, s)ds ≤ R1 = ‖u‖.
Case 2. F(x) is unbounded on [0,∞). Choose η > 0 small enough so that
λη
∫ 1
0
G(p, s)ds ≤ 1. (3.13)
From (H7), it is easy to see that
lim
x→∞
F(x)
x
= 0.
Then, there exists E > 0 such that
F(x) < ηx for x ∈ (E,∞). (3.14)
Since F(x) is unbounded on [0,∞), there exists R2 > max{2λρ, R1, E} such that
F(x) ≤ F(R2) for x ∈ [0, R2]. (3.15)
For u ∈ K with ‖u‖ = R2, 0 ≤ [u(t)− v(t)]∗ ≤ u(t) ≤ R2. Then, from (3.13)–(3.15),
‖Tu‖ = Tu(p) = λ
∫ 1
0
G(p, s)[f (s, [u(s)− v(s)]∗ + γ (s))+M(s)]ds
≤ λ
∫ 1
0
G(p, s)F(R2)ds ≤ ληR2
∫ 1
0
G(p, s)ds ≤ R2 = ‖u‖.
Thus, in both cases, if we let
Ω4 = {u ∈ C[0, 1] : ‖u‖ < R2},
then we have
‖Tu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω4. (3.16)
From (3.12), (3.16), and Lemma 3.5, T has a fixed point u ∈ K ∩ (Ω4 \Ω3) By Lemma 3.3, we see that
u(t) ≥ 2λρa(t) > λρa(t) ≥ λφ(t) = v(t) on (0, 1].
The conclusion then follows from Lemma 3.4. This completes the proof of the theorem. 
Proof of Corollary 2.1. Conclusions (i) and (ii) follow directly from Theorems 2.1 and 2.2, respectively. 
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