Abstract We apply two families of novel fractional θ-methods, the FBT-θ and FBN-θ methods developed by the authors in previous work, to the fractional Cable model, in which the time direction is approximated by the fractional θ-methods, and the space direction is approximated by the finite element method. Some positivity properties of the coefficients for both of these methods are derived, which are crucial for the proof of the stability estimates. We analyse the stability of the scheme and derive an optimal convergence result with O(τ 2 + h r+1 ), where τ is the time mesh size and h is the spatial mesh size. Some numerical experiments with smooth and nonsmooth solutions are conducted to confirm our theoretical analysis. To overcome the singularity at initial value, the starting part is added to restore the second-order convergence rate in time.
Introduction
In recent years, the fractional differential equations (FDEs) have attracted much attention for its faithfully reflecting the phenomenons in science and engineering, such as in biology, physics, control system and ecology, see [1, 9, 10, 15, 34, 39, 41, 42] . Among these FDEs, the fractional Cable equations introduced by Henry and Langlands [5] are to model electrodiffusion of ions in nerve cells. The finite domain solutions of the linear fractional Cable equation were derived by Langlands et at. [6] with the generalized Mittag-Leffler function. Nonetheless, efficient numerical algorithms are needed to effectively derive the approximate solutions since the expression of the analytic ones is complicated. Liu et al. [17] proposed two implicit numerical algorithms for numerically solving the fractional Cable problem within the finite difference framework. In [18] [19] [20] [21] [22] [23] , some authors developed the finite element method considering different ideas for the fractional Cable model, and gave the detailed numerical analysis on convergence. Lin et al. [24] developed spectral methods for the fractional Cable model. Yang et al. [26] applied the time-space spectral Legendre tau method to the direct problem. The element free Galerkin technique was also developed by Dehghan and Abbaszadeh [28] for the fractional Cable model with a Dirichlet boundary condition. Zheng and Zhao [29] analyzed the fractional Cable equation by the discontinuous Galerkin finite element method.
From the methods above one can see that the key point of efficiently deriving the numerical solutions is developing novel methods to descretize the fractional derivative of the equation, and theoretically showing that the resulted scheme is stable with a high-order convergence rate. To this end, some high-order approximation formulas were developed for the fractional calculus, see [2, 9, [12] [13] [14] 16, 27, [35] [36] [37] [38] 40] . As is well known that the solutions of fractional PDEs show some singularity at initial value, some methods or techniques were developed to cope with such difficulty, see [2, 32, 33] . In this paper, we apply two families of novel fractional θ-methods, i.e., the fractional BT-θ (FBT-θ) method and fractional BN-θ (FBN-θ) method (see the generating functions for both of these two methods defined by (6) ), developed by authors in [3] , to the fractional Cable model, 
where T > 0, γ, κ ∈ (0, 1), Ω ⊂ R d is bounded spatial interval (when d = 1) or convex polygonal spatial domain (when d = 2), respectively, and RL D α 0,t denotes the Riemann-Liouville fractional derivative in time of order α defined by
where Γ (z) denotes the Gamma function. Our contributions in this paper mainly focus on two aspects:
• Some positivity properties (20) of the coefficients of the fractional θ-methods are derived which are crucial for the analysis of the stability of the numerical scheme and error analysis. Further, we develop the estimate (21) with the tool of generating functions.
• Solutions with weak regularity are tested for the model (1) when applying the fractional θ-methods with a starting part. The optimal second-order convergence rate in time is obtained.
The outline of the rest of the paper is as follows: In section 2, we state the novel fractional-θ methods from the aspect of generating functions and give some recursive formulas to efficiently get the convolution weights. Based on the finite element method in space direction, the fully discrete scheme of (1) is derived. In section 3, we first prove some positivity properties of the coefficients of the fractional-θ methods and then derive the stable estimates of our schemes. Section 4 mainly focus on the analysis of the error estimates, and the optimal convergence result O(τ 2 + h r+1 ) is obtained. In section 5, we implement some numerical experiments to further confirm our theoretical analysis. For the one-dimensional example solutions with weak regularity are tested with some correction terms added. For the two-dimensional example, we assume the solution is sufficiently smooth such that only the convolution part is needed to approximate the derivatives in the equation. Finally, we make some conclusions in section 6 and discuss some techniques maybe useful for the fractional θ-methods when applied to other type of fractional PDEs.
Throughout the article, we denote by · the norm in L 2 (Ω) space, and define · m with m ∈ Z as the H 2 (Ω) space norm. Hence we have · 0 = · by the definition of · m . The generic constants C > 0 may be different at different occurrence, independent of time mesh τ and spatial mesh h.
Numerical schemes
To derive the numerical schemes of the fractional Cable model (1), we first divide the temporal interval [0, T ] into equally separated intervals: 0 = t 0 < t 1 < · · · < t n < · · · < t N = T with t n = nτ where τ := T /N . For brevity, denote u(t n ) by u n . For a sequence {ω k } ∞ k=0 we identify it with its generating power series ω(ξ) = ∞ k=0 ω k ξ k , and viceversa. Under proper conditions, ω(ξ) actually defines a function of ξ, i.e., the generating function ω(ξ).
Define the discrete fractional operator D α τ,ω as:
where the convolution weights ω n,j ϕ j are derived by letting
exactly hold for i = 1, · · · , s (see [2] and [3] ), where we have assumed that the solution of (1) can be expanded at initial time with the expression
and σ l 's satisfy 1 < σ 1 < σ 2 < · · · < σ r < σ r+1 < σ r+2 , ζ(t) is a smooth function over [0, T ]. We note that for sufficiently smooth solutions, i.e., with σ 1 ≥ 3, we can omit the starting part in the approximation formula (3) (see Example two in section 5). However, for solutions with weak regularity at initial value, the starting part is crucial to recovering a second-order convergence rate (see Example one in section 5).
In the following discussions we mainly analyse two families of novel fractional θ-methods applied to the equation (1), which, from the aspect of generating function, can be stated as (see [3] ), FBT-θ method:
FBN-θ method:
with θ ∈ (−∞, , 1], respectively. We note that when taking α = 1 and θ = 0, both of the methods reduce to the approximation for the first derivative by the BDF2. And for θ = 0, both of the methods coincide with the fractional BDF2; for θ = 1 2 , the FBN-θ method becomes the generalized Newton-Gregory formula. Several papers examined the special cases mentioned above, for example, see [25, 30, 31] .
According to the appendix in [3] , we can obtain the convolution weights {ω
by a recursive formula whose algorithm complexity is of O(N ). We state the algorithm in the following lemmas.
Lemma 1 (See [3] ) The convolution weights ω k which are defined as the coefficients of the generating function for the FBT-θ method can be derived by the recursive formula
where,
and
Lemma 2 (See [3] ) The convolution weights ω k which are defined as the coefficients of the generating function for the FBN-θ method can be derived by the recursive formula
,
With the analysis in [3] we have the estimate that, if ϕ(t) = t β with β > 0, then
where
Note that when α = 1, the operator RL D α 0,t is defined as the traditional first derivative. We take the convolution weights ω (1) k with the assumption θ = 0, i.e., u t is approximated by traditional BDF2.
Considering u 0 = 0, we take v = u − u 0 in which case equation (1) can be formulated as
. With the relation (13), we can get
To derive the fully discrete scheme, we define X h as the subspace of H 1 0 (Ω) as follows
where P r (z) is the set of linear polynomials of z with the degree no greater than r(r ∈ Z + ) in one variable. Denote T h as a shape-regular and quasiuniform triangulation of Ω, and denote by h the mesh size of T h . Then the fully discrete scheme of equation (14) is to find
holds for any χ h ∈ X h .
Stability analysis
In this section we derive the stability estimate for the fully discrete scheme (17) . Considering the starting part dose not affect the stability, we next mainly analyse the following scheme, after omitting the starting part from (17),
for any χ h ∈ X h . The index k starts from 1 is due to the fact that V 0 = 0. First, we introduce some lemmas about the fractional θ-methods which are crucial for the stability analysis.
Lemma 3 (Szego's theorem)(See [7, 8] ) If the generating function G(x) = ∞ k=−∞ c k e ikx of a Toeplitz matrix D n is a (almost everywhere existing) derivative of a real monotonically nondecreasing function, then
where D n is defined as
, with c −k = c k , and the limit in (19) is approached from above.
Lemma 4 Assume α ∈ (0, 1], and the sequence {ω
k } is generated by (6) for the FBT-θ or FBN-θ method. For any vector (v 0 , · · · , v n−1 ) ∈ R n with n ≥ 1, we have the following estimate
Furthermore, when α = 1, the inequality (20) can be strengthened as
where the constant ε 0 is positive and independent of n and the vector
The left hand side of (20) can be formulated as
, which is the Toeplitz form (see [8] ) associated with the generating function
Considering the theorem on p.19 [8] and the fact that f α (x) is symmetric with respect to x = π, the inequality (20) holds provided f α (x) is nonnegative for x ∈ [0, π] with fixed α ∈ (0, 1]. Actually, for the FBT-θ method, we have
3−2θ . Note that λ 1 ∈ (−1, 1) and λ 2 ∈ (0, 1) since θ ∈ (−∞, 1 2 ). With the help of the equalities (see theorem 9 on p.78, [11] )
combining (22), we can get
where g α,θ (x) = cos α(
, and φ i (i = 1, 2) are defined as the following
Let h θ (x) :=
where Λ θ (t)
where λ 
where g α,θ (x) = cos α 2 (x − π) + φ 1 + αφ 2 and φ i (i = 1, 2) are defined in (26) with λ i replaced by λ ′ i . To analytically prove that g α,θ (x) is nonnegative is a tedious work, hence, here we merely numerically demonstrate
To this end, define the function H(α, θ) := min 0≤x≤π g α,θ (x). From Fig. 1 , one can easily check that H(α, θ) is nonnegative, which means the function g α,θ (x) as well as f α (x) is nonnegative.
Moreover, by careful examination of the contours of H(α, θ), one may find that for fixed α ∈ (0, 1], the value of H(α, θ) is not affected by θ so long as θ is far away from the curve depicted by the function θ = − 1 2α . To prove the inequality (21), we just need to prove that the matrix D n − ε 0 E n is positive semi-definite for any n ≥ 1, where the entries e ij of E n are zeros except for e nn = 1, and D n is a Toeplitz matrix defined as
and that a matrix is positive semi-definite if and only if all its principal minors are nonnegative, by lemma 3, we take ε 0 satisfying where f α (x) = f 1 (x) = √ 10 − 6 cos x sin ln sin
we can easily derive that ε 0 = 1 4 , which completes the proof of the lemma.
Remark 1
We remark that for the inequality (21) similar result has been derived by Gao et al. [12] , however, the proof of (21) in this paper is based on the theory of Toeplitz forms in which the generating function plays a crucial role. The most important thing is that there always exists a positive constant ε 0 provided the generating function f α (x) is the (almost everywhere existing) derivative of a real monotonically nondecreasing function and the integrand ln f α (x) is Lebesgue integrable (see theorem 1 on p.336, [7] ).
Theorem 1 Suppose the solution u(·, t) is of the form (5) and is sufficiently smooth, i.e., with σ 1 ≥ 3. Let V n be the numerical solution of (14), and define U n := V n + u 0h where u 0h ∈ X h is a proper approximation to u 0 . Then for sufficiently small τ , the scheme (17) is unconditionally stable with the following estimate
where C is independent of n, h and τ .
Proof. We multiply both sides of (18) by τ , replace n with j, take χ h as V j and sum the index j from 1 to n to formulate
Then by lemma 4, Cauchy-Schwarz inequality and Young inequality, we have
For the second term on right hand side of (34), we have the estimate that
If we take ε < ε 0 , considering (34) and (35), we can get
Replacing V n by U n − u 0h in (36) and combining the triangle inequality, the proof of the theorem is completed.
Error analysis
In this section, we derive the optimal error estimate of the numerical scheme. Note that in our theoretical analysis, the starting part is omitted by assuming the solution is sufficiently smooth. We first define the projection operator
For the operator R h , we assume the following estimate
where C is independent of h and u.
Theorem 2 Let u be the solution of the equation (1) of the form (5), v n = u n − u 0 be the solution of (14) and V n be the solution of (17) . Define
, then we have the error estimate
uniformly for n = 1, 2, · · · , N , where the constant C is independent of h and τ .
By integrating both sides of (15) with χ h on Ω and combining with the fully discrete scheme (17) as well as (37), we have
Quite similar to the analysis in theorem 2, we multiply both sides of (40) by τ , replace n with j, take χ h as η j and sum the index j from 1 to n to obtain
The estimates for the right hand side of (41) are stated in the following.
Considering lemma 4 and taking ε < ε 0 min{1,
}, we combine the estimates (41)- (43) to get
Finally, by (38) and
we complete the proof of the theorem.
Numerical tests
In this section we conduct some numerical experiments to further confirm our theoretical analysis. The error E(τ, h) = max 0≤n≤N u n −U n is recorded and the convergence rate are derived by the formulas
For both of the experiments we set µ = 1. To overcome the singularity at initial value for solutions with weak regularity, we take the approximation formula (3) with the starting part, and compare the results with those obtained without the starting part. Hence, for clarity, we denote by E c (τ, h) the error derived by the fractional θ-methods with the starting part; and by E o (τ, h) the error derived without the starting part. Note that there exist two fractional derivatives in equation (1), and we choose different parameter θ which are subscripted as θ γ and θ κ for the fractional θ-methods to approximate the two fractional derivatives RL D 
Example of one-dimensional space
For the example of one-dimensional space, we take Ω = (0, 1) and T = 1. The interval Ω is divided into a uniform partition as 0 = x 0 < x 1 < · · · < x Ns = 1 with N s > 0. Let h = 1/N s . Define by X h the space of piecewise linear polynomials. The exact solution is taken as u(x, t) = (1 + t 1+γ + t 1+κ + t 3 ) sin(2πx) which is of weak singularity at initial value. The term f can be derived by substituting the u(x, t) into the equation (1) and the expression is omitted here.
In Table 1 , we choose different pairs of (γ, κ) and for each pair we take different FBT-θ formulas by varying θ to approximate the fractional derivatives of the equation (1) , h) , which is much smaller than the optimal convergence rate in time. Note that for the FBT-θ method, we choose θ satisfying θ < 1 2 . A phenomenon is that the closer the pair (θ γ , θ κ ) is to (
2 ), the better convergence rate in time we can get.
In Table 2 , we collect the errors and convergence rates in time of the experiment when using the FBN-θ method. Note that (θ γ , θ κ ) for this method satisfies θ γ ∈ [− , respectively. One can easily find out that the convergence rate in time is 2 provided the starting part is added.
By a further examination of the error |u − U | on the space-time plane, we find that with the starting part in our approximation formula, the error concentrates at the last time level (Fig. 2) , in contrast to the case with the starting part omitted, where the error mainly focuses on the several initial time levels (Fig. 3) . To eliminate the effect of the space direction, we depict the error u n −U n at each time level in Fig. 4 and Fig. 5 for the approximation formulas with and without the starting part, respectively. A direct conclusion is that E c (τ, h) is taken at the final time level, i.e., u N − U N , in contrast to E o (τ, h) which is taken near initial time level.
In Table 3 and Table 4 , we calculate the convergence order in space for both of the fractional θ-methods with different pairs (θ γ , θ κ ). With the fixed fine time mesh τ = 1 1000 , we choose space meshes as h = , respectively, and record the errors E c (τ, h). One can see that the optimal second-order convergence rate is obtained, which confirms our theoretical results.
Example of two-dimensional space
For the example of two-dimensional space, we take Ω = (0, 1) × (0, 1) and T = 1. The triangulation T h of Ω is as in Fig. 6 . The elements of finite element space X h are chosen as the piecewise bilinear elements with the shape function u = a 0 xy +a 1 x+a 2 y +a 3 . Take the exact solution of (1) as u(x, y, t) = , τ = 1 20 , γ = 0.1, κ = 0.9, θγ = 0, θκ = 0.49. , γ = 0.1, κ = 0.9, θγ = 0, θκ = 0.49. The error ||u n -U n || , γ = 0.1, κ = 0.9, θγ = 0, θκ = 0.49.
(1+3t
3 ) sin(2πx) sin(2πy) and the source term f can be obtained directly which is
sin(2πx) sin(2πy).
In Table 5 and Table 6 , we test the convergence rate in time with fixed fine space mesh h = √ 2 400 for the FBT-θ and FBN-θ method, respectively. Since the solution is sufficiently smooth for this example, we approximate the fractional derivative by the convolution part merely. From the results of the tables, one can see that despite the different choices of fractional derivative orders (γ, κ) and parameters (θ γ , θ κ ), the optimal second-order convergence rate is obtained. To examine the spatial convergence rate, we fix the time step size τ = 1 200 in Table 7 and Table 8 , take h = . depict in Fig. 8 and Fig. 9 the numerical solutions at t = T obtained by the FBT-θ and FBN-θ methods, respectively. The space-time mesh is chosen as h = . One can see that both of the FBT-θ and FBN-θ methods approximate the fractional derivative well by the comparison with the exact solution in Fig. 7 , which is based on the same space-time mesh. , γ = 0.4, κ = 0.6, θγ = 0, θκ = 0.45. 
Conclusion
Two families of novel fractional θ-methods are applied to approximate the fractional derivatives in the fractional Cable model. With the help of the positivity properties of the coefficients of the methods, stability estimates and optimal convergence rate are derived. For the case with solutions of weak regularity, the starting part is added to restore the second-order convergence rate in time.
Nonetheless, the stability analysis and error estimates for the resulted scheme by the fractional θ-methods are difficult for PDEs without the first derivative. Authors think one reason is that to devise effective rules for the fractional θ-methods with arbitrary parameter θ is extremely difficult. Systematic approach for the analysis of the fractional θ-methods when applied to PDEs without first derivative is our future work. Table 1 The temporal convergence rate for the FBT-θ method with h = 1 5000 Table 4 The spatial convergence rate for the FBN-θ method with τ = 1 1000
(γ, κ) (θ γ , θ κ ) h E c (τ, h) rate Table 5 The temporal convergence rate for the FBT-θ method with h = Table 6 The temporal convergence rate for the FBN-θ method with h = √ 2 400 (γ, κ) (θ γ , θ κ ) τ E o (τ, h) rate Table 7 The spatial convergence rate for the FBT-θ method with τ = 
