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Abstract—In the era of big data, it is highly desired to develop
efficient machine learning algorithms to tackle massive data
challenges such as storage bottleneck, algorithmic scalability, and
interpretability. In this paper, we develop a novel efficient clas-
sification algorithm, called fast polynomial kernel classification
(FPC), to conquer the scalability and storage challenges. Our
main tools are a suitable selected feature mapping based on poly-
nomial kernels and an alternating direction method of multipliers
(ADMM) algorithm for a related non-smooth convex optimization
problem. Fast learning rates as well as feasibility verifications
including the convergence of ADMM and the selection of center
points are established to justify theoretical behaviors of FPC. Our
theoretical assertions are verified by a series of simulations and
real data applications. The numerical results demonstrate that
FPC significantly reduces the computational burden and storage
memory of the existing learning schemes such as support vector
machines and boosting, without sacrificing their generalization
abilities much.
Index Terms—Learning theory, classification, support vector
machine, polynomial kernel, ADMM.
I. INTRODUCTION
With the rapid development of data mining, massive data
abound around our lives in terms of medical records, high-
frequency financial data, internet data, network data, longi-
tudinal data, image data and so on. For examples, millions
of Internet URLs are inspected for detection of pop-up junk
messages; hundreds of millions of financial records are ex-
ploited for predicting financial trends; and billions of cus-
tomer activities are gathered for making marketing decisions.
These massive data make the prediction much more precise
and bring opportunities to discover subtle information which
cannot be captured by data of small size. However, they
simultaneously produce a series of scientific challenges such as
storage bottleneck, algorithmic scalability, and interpretability
[56]. In the machine learning community, developing scalable
learning algorithms with theoretical verifications to conquer
the massive data challenges is a recent focus and has triggered
enormous research activities [4], [56].
For large-scale regression tasks, some scalable learning
schemes including localized kernel ridge regression [27], dis-
tributed learning [53], learning with sub-sampling [14], have
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been proposed to tackle massive data. All these schemes are
rigorously justified to significantly reduce the computational
burden of classical learning schemes such as kernel meth-
ods [42] and neural networks [17] without sacrificing their
generalization performances very much. In fact, it has been
proved in [27], [21], [23], [33] that these scalable schemes
can achieve the optimal learning rates for kernel approaches
in the framework of statistical learning theory [6].
From regression to classification, the least-square fitting
schemes are frequently replaced by the margin theory [42]. As
a consequence, loss functions are changed from least-squares
to margin-based functions such as the hinge loss for support
vector machine (SVM) [42], logistic loss for logistic regression
[28], and exponential loss for boosting [12]. As a result, the
proposed approaches for regression are no more efficient for
massive data classification. Based on the maximal margin
principle, there have been several scalable algorithms for
classification, including distributed SVM [11] , localized SVM
[8], sequential minimal optimization (SMO) [31] and classi-
fication with sub-sampling [5]. Although these classification
schemes can reduce the computational complexity of SVM
and perform well in some special classification tasks, their
performance is sensitive to involved parameters and thus, they
generally require delicate parameter-selection strategies, which
usually brings huge computations in the training process.
Furthermore, most of them lack theoretical verifications on
the generalization ability, which hinders practitioners’ spirits
to use them in massive data classifications.
The aim of the present paper is to propose a novel scalable
learning algorithm with theoretical verifications for massive
data classification. Different from the maximal margin prin-
ciple, our basic idea is to select a suitable feature space in
which all linear classifiers perform similarly. For this purpose,
we use polynomial kernels to build up the feature mapping
and control the capacity of feature space via tuning the kernel
parameter. Furthermore, since the margin is not so important
in our approach and can be removed, our method then turns
to solving a non-smooth convex optimization problem. We
adopt an alternating direction method of multipliers (ADMM)
to solve this problem and then propose a novel learning
algorithm, named as fast polynomial kernel classification
(FPC) to tackle massive data. Two important advantages of
FPC are: (a) since the margin constraint (or regularization
parameter) in SVM is not required in FPC and capacity of
feature space is determined by the kernel parameter, there
is only one parameter to be tuned in FPC; (b) For each
fixed kernel parameter, the computational complexity of FPC
is much smaller than that of SVM. Both advantages show
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2that FPC can significantly reduce the computational burden of
SVM and thus succeeds in tackling massive data.
The prominent performance of FPC is verified by both
theoretical analysis and numerical experiments. Theoretically,
we present some feasibility guarantees for FPC including
the expressivity of the feature mapping and convergence of
the ADMM algorithm. Furthermore, we rigorously prove that
under the Tsybakov noise [46] and geometric noise [38]
assumptions, FPC achieves the existing optimal learning rates
for SVM in the framework of statistical learning theory [6],
[39]. Experimentally, numerical studies including toy simu-
lations, UCI standard data experiments, massive data trials
and a real world cat-and-dot image classification experiment
are conducted to illustrate the outperformance of FPC. Our
numerical results show that FPC is more efficient than some
state-of-the-art methods in the sense that it can significantly
reduce the computational burden and storage requirements
without degrading the generalization capability much.
The rest of this paper is organized as follows. In Section II,
we present the motivation of our study. Section III proposes the
FPC algorithm as well as some feasibility verifications. Section
IV derives the generalization error estimates for FPC in the
framework of learning theory. Section V provides a series of
toy simulations to verify the feasibility of FPC. Section VI
conducts a series of UCI data sets and real applications to
show the effectiveness of FPC in massive data classification.
We conclude this paper in Section VII.
II. MOTIVATION AND ROADMAP
In this section, we aim at presenting motivations of our
study and providing a roadmap to conquer the massive data
challenge for binary classification.
A. Motivations
The maximal margin principle is an important tool to design
learning algorithms for binary classification. A margin-based
algorithm explicitly utilizes the margin of each data point to
produce an efficient classifier, where the margin of a single
data point is defined to be the distance from the data point to
a decision boundary. In this way, both SVM [42] and boosting
[32] can be regarded as margin-based algorithms.
SVM is a classical and popular method to tackle binary
classification problems. The magic behind SVM is a feature
mapping and a maximal margin principle. As shown in Figure
1, the former focuses on leveraging a low dimensional input
space into a high dimensional feature space by some feature
mapping such that the features associated with data are linearly
separable. The latter one, as exhibited in Figure 2 (a), produces
a unique classification decision by maximizing the margin
and then transforms the classification problem into a quadratic
programming problem.
Numerous practical applications and theoretical studies [42],
[39] verified the power of SVM in classification, provided the
size of data is not so large. However, when the size of data
continuously increases, SVM is confronted with two crucial
design flaws. The first one, as shown in Figure 2 (b), is that
the number of features near the separation plane increases
Fig. 1: Feature mapping in SVM
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Fig. 2: Maximal margin principle and its difficulty in
massive data classification
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Fig. 3: Leverage the dimension to guarantee the feasibility of
the margin theory in the feature space
almost linearly with respect to the size of data, which makes
the margin principle infeasible when the data size is huge.
The other one is that it requires at least O(m2) memory
requirements and usually O(m3) computational complexity to
solve the quadratic programming problem, where m is the size
of data. Both design flaws hinder the use of SVM in tackling
massive data classification problems.
Intuitively, there are two approaches to modify SVM to
guarantee the availability of the maximal margin principle.
The first one is to leverage the dimension of the feature space
further with additional feature mapping, just like Figure 3
purports to show. The other one is the data reduction approach
that reduces the size of data via selecting a small number
of representative samples. However, the former expands the
feature space and thus needs more delicate algorithm to find
a suitable classifier, which brings additional computational
burden, while the performance of the latter depends heavily
on the representative samples and usually requires clustering
algorithms to find them out, which is also time-consuming for
tackling massive data.
In a nutshell, for massive data classification, it is time-
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Fig. 4: Margins for massive data
consuming to produce classifiers via the maximal margin
principle. In this paper, we drive a totally different direc-
tion from the maximal margin principle to design learning
algorithms for massive data classification. Our basic idea is
to select appropriate feature mappings such that all linear
classifiers in the feature space perform similarly. With these
feature mappings, the massiveness of data makes the margin of
support vectors be extremely small and thus it is not necessary
to distinguish the linear classifier from the margin, just as
Figure 4 exhibits. With the maximal margin principle, SVM
is equivalent to solving a regularized problem [42]
fD,λ = arg min
f∈HK
{
1
m
m∑
i=1
(1− yif(xi))+ + λ‖f‖2K
}
. (1)
where D = {(xi, yi)}mi=1 is the sample set, t+ = max{t, 0}
for t ∈ R and λ is a regularization parameter which is propor-
tional to the margin in Figure 2 (a). However, in our approach,
since the maximal margin principle is not considered, we are
faced with an un-regularized convex optimization problem
fD = arg min
f∈H
{
1
m
m∑
i=1
(1− yif(xi))+
}
, (2)
where H is a linear space whose dimension is much smaller
than m. Two important ingredients in our approach are to find
suitable H and algorithms to solve (2) such that (2) performs
at least as well as (1).
B. Feature mapping with polynomial kernels
In this subsection, we focus on selecting the feature map-
ping for massive data classification. Our purpose is to equip
(2) with a suitable feature space H such that (2) performs
similarly as (1). Like SVM, we constitute the feature mapping
with kernels and the problem then boils down to choose
kernels and centers for the kernel. As discussed in Subsection
II-A, we are highly desired for kernels which determine the
dimension of the corresponding feature space directly. The
most popular kernel for this purpose is the polynomial kernel
Ks(x, x
′) = (1+x·x′)s, where s ∈ N is the tunable parameter
referring to the degree of kernel polynomial and x, x′ ∈ Rd.
Denote by Hs the RKHS associated with Ks endowed with
the inner product 〈·, ·〉s and norm ‖ · ‖s. It is well known [54]
that Hs is the set of d-variable polynomials of degree at most
s, and the dimension of Hs is n =
(
s+d
d
)
= (s+d)!d!s! .
Denote by Pds the set of algebraic polynomials defined on
the input space X ⊂ Rd of degree at most s. Setting H = Pds ,
we are concerned with the empirical risk minimization:
fD = arg min
f∈Pds
{
1
m
m∑
i=1
(1− yif(xi))+
}
. (3)
Since the dimension of Pds is n =
(
s+d
s
)
, if we select
{ηj}nj=1 ⊂ X such that {(1 + ηj · x)s}nj=1 is a linear
independent system, then
Pds =

n∑
j=1
cj(1 + ηj · x)s : cj ∈ R
 =: Hη,n. (4)
In this way, (3) can be converted to
fD,n = arg min
f∈Hη,n
{
1
m
m∑
i=1
(1− yif(xi))+
}
. (5)
To determine {ηj}nj=1, we introduce the fundamental system
with respect to the polynomial kernel Ks [24] as follows. Let
ζ := {ζi}ni=1 ⊂ X . It is called a Ks-fundamental system if
dimHζ,n =
(
s+d
s
)
,
where dimH denote the dimension of the linear space H. It is
easy to see that an arbitrary Ks-fundamental system implies
(4). The following proposition [24] reveals that almost every
set with n =
(
d+s
s
)
points is a Ks-fundamental system.
Proposition 1. Let s, n ∈ N and n = (d+ss ) . Then the set
{ζ = (ζi)ni=1 : dimHζ,n < n}
has Lebesgue measure 0.
Based on Proposition 1, we can design simple strategies
to choose the centers {ηj}nj=1. In particular, {ηj}nj=1 can
be selected either deterministically on X or randomly in-
dependently and identically (i.i.d.) according to the uniform
distribution, since the uniform distribution is continuous with
respect to the Lebesgue measure. In summary, there is only
a discrete parameter in (5) which reduces the difficulty of
model selection. Furthermore, since n =
(
s+d
d
)
and s is
frequently not larger than 10, n is usually much smaller than
m, especially when d is not so large. Thus, the capacity of
the feature space is usually small, reducing the difficulty for
algorithm selection.
C. ADMM for non-smooth convex optimization
In this subsection, we try to exploit the alternating direc-
tion method of multipliers (ADMM) [13] to solve the un-
regularized optimization problem (5). Let A ∈ Rm×n with
Aij = (1 +xi · ηj)s. To solve (5), it suffices to find a solution
to the following nonsmooth convex optimization problem:
min
u∈Rn
1
m
m∑
i=1
1− yi n∑
j=1
Aijuj

+
. (6)
4Due to the nonsmoothness, the well-known gradient de-
scent method is not available to the optimization problem
(6). Concerning the sub-gradient methods, [30] showed that
O(1/ε) iterations are required and O(mn) float computations
are needed in each iteration, where ε is the approximation
accuracy between the estimator generated by a sub-gradient
method and the global minimum of (6). Faced with massive
data, ε should be extremely small and thus sub-gradient meth-
ods involve extremely high computational burden. From the
optimization viewpoint, we can also develop some algorithms
to (6) based on its dual form. In the following proposition
whose proof will be given in Appendix E, we present the dual
form of (6).
Proposition 2. The dual problem of (6) is a linear program-
ming shown as follows:
max
a,c∈Rm
1Tma (7)
s.t. a+ c =
1
m
1m, A
TDiag(y)a = 0,
where 1m is the all one vector of dimension m, Diag(y) is
a diagonal matrix with y = (y1, . . . , ym)T being its diagonal
vector.
From Proposition 2, the dual problem of the suggested
learning scheme (6) is a linear programming, which is different
from that of the classical SVM, i.e., the quadratic program-
ming. The interior point algorithm [50] is a well known
algorithm which converges to the global minimum of liner
programming problems. The problem is, however, the interior
point algorithm requires the computation of some Hessian
matrices, which also needs huge computational and storage
complexities if m is large.
In a word, both sub-gradient methods and dual methods
lack scalability in tackling massive data. Alternatively, we turn
to ADMM, another type of powerful optimization methods
that can handle the nonsmooth convex problem (6). We firstly
reformulate the unconstrained problem (6) as the following
equivalent constrained optimization problem via introducing
another variable v,
min
u∈Rn,v∈Rm
f(v) s.t. Au− v = 0, (8)
where f(v) := 1m
∑m
i=1 (1− yivi)+. The augmented La-
grangian function of (8) is defined by
Lβ(u, v, w) = f(v) + 〈w,Au− v〉+ β
2
‖Au− v‖22, (9)
where w ∈ Rm is a multiplier variable, β > 0 is the augmented
Lagrangian parameter. Based on Lβ , the ADMM algorithm for
problem (6) can be described as follows: given an initialization
u0, v0, w0, parameters α > 0, β > 0, for k = 0, 1, . . . ,
uk+1 = arg min
u∈Rn
{
Lβ(u, vk, wk) + α
2
‖u− uk‖22
}
, (10)
vk+1 = arg min
v∈Rm
Lβ(uk+1, v, wk), (11)
wk+1 = wk + β(Auk+1 − vk+1). (12)
From (10), we adopt the proximal update strategy for uk+1
instead of the original minimization strategy, mainly due to
the following two reasons: the first one is to overcome the
possible ill-conditionedness of matrix ATA via introducing a
proximal term, as shown by (13) in Lemma 1 below, and the
second one is to stabilize the optimization procedure such that
successive two iterations change relatively smoothly.
III. FAST POLYNOMIAL KERNEL CLASSIFICATION
In this section, we present the feasibility and parameter-
selection of the ADMM algorithm for solving the non-smooth
convex optimization problem (6). With these helps, we propose
a novel algorithm called fast polynomial kernel classification
(FPC) for massive data clssification.
A. On feasibility and convergence of ADMM
To make ADMM user-friendly, we present closed-form
solutions to (10) and (11) such that the sequence uk, vk
can be updated analytically. The following lemma shows the
feasibility to solve the corresponding minimization problems.
Lemma 1. Let (uk, vk, wk) be the k-th iterate of ADMM.
Then the updates (10) and (11) can be expressed analytically
as follows
uk+1 = (βATA+ αIn)
−1(αuk + βAT vk −ATwk) (13)
and
vk+1 = Hingemβ(y,Au
k+1 + β−1wk), (14)
where In is the identity matrix of size n,
Hingeγ(ξ, ζ)
= (hingeγ(ξ(1), ζ(1)), . . . ,hingeγ(ξ(m), ζ(m)))
T ,
ξ = (ξ(1), . . . , ξ(m))T for ξ ∈ Rm, γ > 0 and
hingeγ(a, b) = (15)
b, if a = 0,
b+ γ−1a, if a 6= 0 and ab ≤ 1− γ−1a2,
a−1, if a 6= 0 and 1− γ−1a2 < ab < 1,
b, if a 6= 0 and ab ≥ 1.
The proof of this lemma will be presented in Appendix
D. Lemma 1 presents the feasibility of ADMM via showing
the closed-form update sequences (10), (11) and (12). Besides
the feasibility verification of (10), (11) and (12), the update
rules bring four types of parameters: α in (10), β in (10),
(11), (12), an initial point (u0, v0, w0) and a stopping rule.
In the following theorem, we show that the proposed ADMM
algorithm can get a global minimum of the non-smooth convex
optimization problem (6) and the convergence is independent
of the selection of α, β and the initial point.
Theorem 1. Let {pk := (uk, vk, wk)} be the sequence gen-
erated by (10), (11) and (12) for any α > 0, β > 0 and finite
initial point (u0, v0, w0). Suppose that there exists a solution
to problem (6). Then pk converges to some p∗ = (u∗, v∗, w∗)
and u∗ is a global minimizer of (6).
The proof of this theorem is motivated by [18, Theorem 6.1]
and will be given in Appendix A. Theorem 1 shows the global
convergence of the ADMM algorithm and presents theoretical
5guidance on parameter-selection. In particular, since Theorem
1 holds for any α, β > 0 and finite initial point (u0, v0, w0),
we can set α = β = 1 and (u0, v0, w0) = (0, y, 0). In the
following theorem, we present some guidance on setting the
stopping rule.
Theorem 2. Under the assumptions of Theorem 1, we have
‖pk+1 − pk‖2H ≤ ‖pk − pk−1‖2H , ∀k ≥ 1, (16)
and
‖pk+1 − pk‖2H = o(1/k), (17)
where
H =
 αIn 0 00 βIm 0
0 0 β−1Im
 , (18)
and ‖ξ‖2H = ξTHξ for any ξ ∈ R2m+n.
The proof of Theorem 2 will be presented in Appendix B.
Theorem 2 shows that the discrepancy between two successive
iterations is monotonically decreasing at the rate of o(1/k)
under the metric of matrix norm. This yields an efficient
stopping criterion for ADMM, i.e., ‖pk+1 − pk‖2H < tol for
some small positive constant tol.
B. Fast polynomial kernel classification
Based on the previous analysis, we aim at the non-smooth
convex optimization problem (5) and adopt the ADMM update
rules (10), (11) and (12) to generate a global minimum∑n
j=1 u
∗
jKs(ηj , ·) of (5), where {ηj}nj=1 is a Ks fundamental
system. With these, we propose a novel classification algo-
rithm, called fast polynomial kernel classification (FPC), for
massive data classification.
Algorithm 1 Fast Polynomial kernel Classification (FPC)
Input: training samples D := {(xi, yi)}mi=1, the degree
s ∈ N of polynomial kernel Ks(x, x′) = (1 +x ·x′)s, a Ks
fundamental system {ηj}nj=1 with n =
(
s+d
s
)
, α = β = 1,
initialization (u0, v0, w0) = (0, y, 0), and stopping param-
eter tol > 0. Let A ∈ Rm×n with Aij = (1 + xi · ηj)s.
Update: For k = 0, 1, . . . , update
uk+1 = (βATA+ αIn)
−1(αuk + βAT vk −ATwk),
vk+1 = Hingemβ(y,Au
k+1 + β−1wk),
wk+1 = wk + β(Auk+1 − vk+1).
End: the first k satisfying ‖pk+1 − pk‖2H < tol with H
defined by (18).
Output: fD,s(·) =
∑n
j=1 u
output
j Ks(ηj , ·).
As shown in Theorem 1, we can use any α, β and finite
initialization (u0, v0, w0). From the definition of the Ks
fundamental system and Proposition 1, {ηj} can be generated
i.i.d. according to the uniform distribution from X directly or
from {xi}mi=1, or drawn directly to be the first n points from
{xi}mi=1. Our numerical results in Section V exhibit that the
selection of these parameters does not affect the performance
of FPC very much. For an iterative algorithm, an efficient
stopping criterion is very important, especially when the size
of data is huge. On one hand, Theorem 2 shows that the
distance between two successive iterations, i.e., ‖pk+1−pk‖2H ,
monotonically decreases to 0 at the speed of o(1/k), implying
tol the smaller the better. On the other hand, too small tol will
result in a large number of iterations and thus requires huge
computations. Due to numerous practical trials, we find that
tol = 5×10−4 is a good choice for massive data classification
task. Of course, if the data size is not so large, we can set tol
to be extremely small to guarantee the convergence. Therefore,
there is only one parameter, the degree of kernel polynomial
s, to be tuned in FPC. As shown in Theorem 3 below, the
optimal s is less than (m/ logm)
1
d . If the input space has a
relatively large dimension, then the optimal s is generally less
than 10, which makes n be very small and thus reduce the
computational and storage complexities of SVM. Since s is
a discrete value, we use the well known cross-validation [16,
Chapter 8] to choose the best s from the set {1, 2, . . . , 10} in
practice. The FPC algorithm is summarized in Algorithm 1.
Next, we analyze the computational complexity of the
proposed FPC. Since (βATA + αIn)−1 is applied for each
iteration, we calculate and store it in advance, which requires
O(mn) storage complexity and O(mn2 + n3) computational
complexity, respectively. Once the inverse matrix is calculated
in advance, for each iteration, the computational cost to update
uk+1 is O(mn+ n2). By Lemma 1, Hingemβ is an element-
wise operator. Thus, as shown by (15), the computational
cost of the update of vk+1 is O(mn). It is obvious that the
computational cost of the update of wk+1 is also O(mn).
Let T be the maximal number of iterations achieving the
given stopping criterion. Then the total computational cost
of the proposed FPC is O(mn2 + Tmn). As shown by our
simulations to be presented later, it usually suffices to use
very few iterations (about 5 iterations) to achieve the default
stopping criterion with tol = 5 × 10−4. Since n and T are
generally much less than m, especially for a huge m, the total
computational complexity of FPC O(mn(T +n)) is far lower
than O(m3) required for the classical SVM. This shows that
FPC is an efficient algorithm with an approximately linear
computational complexity, and a good candidate for handling
massive data classification tasks.
C. Related works
The existing variants of SVM for massive data classifi-
cation can be mainly divided into two categories. The first
class is decomposition-based methods that divide the original
large scale quadratic programming (QP) into smaller QP sub-
problems [31], [20]. Among these, the Sequential Minimal
Optimization (SMO) algorithm proposed in [31] is a represen-
tative one. SMO transforms the large QP problem into a series
of small QP problems, each involving only two dual variables
according to the violation of the Karush-Kuhn-Tucker (KKT)
conditions. The major advantage of SMO is that each QP sub-
problem can be solved analytically in an efficient way, without
a numerical QP solver. Another advantage of SMO is that
extra matrix storage is not required for keeping the kernel
matrix, since no matrix operations are involved. However,
6SMO converges slowly for massive data classification problem
[20], mainly due to each iteration only involves two dual
variables in the optimization. For example, when the size
of training samples is in a million level, then the iteration
number of SMO to run ergodically for all training samples is
also in a million level, which limits its application in massive
data classification. The second class is the data reduction-
based methods which reduce the number of training data
points via selecting a small number of representative training
samples from the large data set [5], [45], [36]. Such a method
firstly discards many training samples according to either
clustering or sub-sampling schemes, and then implements
SVM on the rest training samples. Thus, its effectiveness
depends heavily on the quality of selected training samples.
As a consequence, the effectiveness of sampling scheme and
clustering scheme plays a central role for these methods, while
the sampling or clustering scheme generally is associated to
the a-prior information of the data distribution. Moreover,
discarding amount of training samples may result in waste
of data. Although the practical effectiveness of these variants
for massive data classification was verified, most of them lack
theoretical guarantees on the generalization ability.
In the design flow of FPC, we propose a different direction
to avoid the maximal margin theory in classification. Using the
special features for polynomial kernel, we propose an ADMM
rather than QP to find the classifier. The advantages of FPC are
the reduction of the tunable parameters, user-friendly design
flow, low computational burden and optimal generalization
error guarantee given in the following section.
IV. GENERALIZATION ERROR ANALYSIS
Our analysis is carried out in a standard binary classification
framework [39], where the sample D = {(xi, yi)}mi=1 with
x ∈ X and y ∈ Y = {−1, 1} is assumed to be drawn
independently and identically according to some unknown
distribution ρ, which admits a decomposition into the marginal
distribution ρX on X and the conditional distribution ρ(·|x) at
each x ∈ X . Binary classification algorithms aim to generate
a classifier C : X → Y , based on D, to minimize the
misclassification error
R(C) = P[C(x) 6= y] =
∫
X
P[y 6= C(x)|x]dρX ,
where P[y|x] is the conditional probability at x ∈ X . Theo-
retically, the Bayes rule
fc(x) =
{
1, if η(x) ≥ 1/2,
−1, otherwise
minimizes the misclassification error, where η(x) = P[y =
1|x] is the Bayes decision function. Since fc is independent
of the classifier C, the performance of the classifier C can be
measured by the excess misclassification error R(C)−R(fc).
Without loss generality, we assume X to be a simplex on Rd,
which is defined by
X = {x ∈ Rd : x(i) ≥ 0, 1 ≤ i ≤ d, 1− |x| ≥ 0},
where x = (x(1), x(2), . . . , x(d)) ∈ Rd, |x| = ∑di=1 x(i).
To present the generalization error, we should introduce
some assumptions on the data. The first one is the Tsybakov
noise condition [46] shown as follows.
Definition 1. Let 0 ≤ q ≤ ∞. We say that ρ satisfies the
Tsybakov noise condition with exponent q if there exists a
constant cˆq such that
ρX({x ∈ X : |2η(x)− 1| ≤ cˆqt}) ≤ tq, ∀t > 0. (19)
The Tsybakov noise condition reflects the close extent of
the margin from the hard margin to the soft margin. Such a
condition plays an important role in reducing the variance of
the relative loss with its expectation and has been adopted in
[38], [49], [44], [22] to quantify learning rates of SVM.
Different from the standard smoothness assumption [15],
[51], [55], the other condition in this paper is the geometric
noise assumption proposed in [38]. Denote by
fρ(x) := arg min
t∈R
∫
Y
(1− yt)+dρ(y|x). (20)
Write X−1 := {x ∈ X : fρ(x) < 0}, X1 := {x ∈ X :
fρ(x) > 0}, and X0 := {x ∈ X : fρ(x) = 0}. We get a
distance function x 7→ τx by
τx :=
 dist(x,X0 ∪X1), if x ∈ X−1,dist(x,X0 ∪X−1), if x ∈ X1,
0, otherwise,
where dist(x,A) denotes the distance of x to a set A with
respect to the Euclidean norm. With this function, we can
define the following geometric noise condition.
Definition 2. Let α > 0. We say that ρ satisfies the geometric
noise condition with exponent α if there exists a constant c > 0
such that ∫
X
|fρ(x)|exp
(
−τ
2
x
t
)
dρX ≤ ctα (21)
holds for all t > 0.
The geometric noise condition describes the concentration
of the measure |fρ(x)|dρX near the decision boundary and
does not imply any smoothness of fc or regularity of ρX
with respect to the Lebesgue measure on X . As shown in
[38, Theorem 2.6], if ρ has a Tsybakov noise exponent q
and satisfies the envelope condition |fρ(x)| ≤ cγτγx for some
constants γ and cγ , then ρ has a geometric noise exponent
α = q+12 γ if q ≥ 1.
In the following theorem, we derive the generalization error
bounds of FPC under assumptions (19) and (21).
Theorem 3. Assume that ρ satisfies noise assumptions (19)
and (21) with exponent q > 0 and α > 0. Let θ∗ =
q+1
α(q+2)+d(q+1) , s =
[
(m/ logm)
θ∗
]
, where [a] represents the
integer part of a > 0. Then for all 0 < δ < 1, with confidence
at least 1− δ, we have
R(sgn(fD,n))−R(fc) ≤ C(m/ logm)−αθ∗ log(4
δ
),
where C is a positive constant independent of m or δ.
The proof of this theorem will be provided in Appendix
C. Studying the generalization performance in the framework
7of learning theory is a classical topic in machine learning.
In Steinwart’s pioneer work [37], the universal consistency
of SVM with different kernels were presented. With this,
[3] provided generalization error for SVM with q-hinge loss
under some smoothness assumptions for the Bayes decision
function. For the polynomial kernel, following the work of
[54], [43], [44] proved that under the same condition as
Theorem 3, SVM with polynomial kernels can reach a learning
rate of order m−
α(q+1)
α(q+2)+(d+1)(q+1) . Specifically, ignoring the
logarithmic term in Theorem 3, the exponent of the learning
rate of FPC is − α(q+1)α(q+2)+d(q+1) , which is better than that of
SVM with polynomial kenrels, i.e., α(q+1)α(q+2)+(d+1)(q+1) in [44].
It is also comparable with SVM with Gaussian kernels in [38].
If α = ∞, ignoring the logarithmic term, the learning rate
derived in Theorem 3 is of order m−
q+1
q+2 . This rate coincides
with the optimal learning rates m−
q+1
q+2 for certain classifiers
based on empirical risk minimization in [46].
V. TOY SIMULATIONS
In this section, we present toy simulations to demon-
strate the effect of algorithmic parameters of FPC and ver-
ify the developed theoretical assertions. All the numerical
experiments are carried out in Matlab R2015b environment
running Windows 8, Intel(R) Xeon(R) CPU E5-2667 v3
@ 3.2GHz 3.2GH. The code is available in the web site:
https://github.com/JinshanZeng/FPC.
A. Experimental setting
The settings of simulations are described as follows.
Samples: In simulations, the training samples were gener-
ated as follows. Let
h(t) =
(
(1− 2t)5+(32t2 + 10t+ 1) + 1
)
/2, t ∈ [0, 1]
be a nonlinear Bayes rule. Let x = {xi}mi=1 ⊂ ([0, 1]×[0, 1])m
be drawn i.i.d. according to the uniform distribution with size
m. Then we labeled the samples lying in the epigraph of
function h(t) as the positive class, while the rest were labeled
as the negative class, that is, given an xi = (xi(1), xi(2)), its
label yi = 1 if xi(2) ≥ h(xi(1)), and otherwise, yi = −1.
Moreover, for the training samples, we added r% noise, that
is, we selected m ∗ r% training samples via a uniformly
random way and reversed their labels. The testing samples
x′ = {x′i}m
′
i=1 ⊂ ([0, 1] × [0, 1])m
′
were generated according
to the same procedure of the training samples without adding
noise.
Implementation and Evaluation: We implemented six
simulations to verify the theoretical assessments and show
the effectiveness of FPC. For each simulation, we repeated
` ∈ N times of experiments and recorded its training and
test error, which are defined as the ratios of the number
of wrong training (test) labels learned to the training (test)
sample size, respectively. The first one is to suggest an efficient
stopping criterion of the suggested ADMM algorithm. The
second and third ones aim to show the sensitivity of the
suggested ADMM to its parameters including the proximal
parameter α and Lagrangian parameter β, respectively. The
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Fig. 5: The generated data used in simulations. The red
points are labeled as “+1” class, while the blue points are
labeled as “-1” class.
fourth one is to study the role of kernel parameter s in FPC via
comparing it with SVM using polynomial kernel (called SVM-
Poly for short). The fifth one is to suggest some efficient center
generation mechanisms in terms of the generalization ability,
and the final one is to show the robustness of the proposed
learning scheme to different types of noise.
B. Simulation results
In this part, we report the experimental results and present
some discussions.
Simulation 1: On stopping criterion. The initialization and
stopping criterion are crucial for the practical implementation
of an iterative algorithm. In this simulation, we aim to provide
an effective initialization as well as a stopping criterion.
Specifically, we set m = m′ = 1000, ` = 50 and r = 10. As
demonstrated by Theorem 2, the sequence ‖pk+1 − pk‖2H is
monotonically decreasing. We suggest using ‖pk+1−pk‖2H <
Tolerance for some Tolerance > 0 as the stopping criteria.
Moreover, we suggest setting the initialization p0 = (0, y, 0).
Under the above settings, in this simulation, we verified 25
Tolerance’s in the form of 10−γ , where γ was taken as the
equispaced points from 0 to 5 with the stepsize 0.2. The other
parameters were set as
s = 9, n =
(
11
9
)
= 55, α = 1, β = 1.
The centers {ηj}nj=1 were selected as the first n inputs of
{xi}mi=1.
The trends of test error, training error, and the required
maximal number of iterations are depicted in Figure 6. From
Figure 6, the test error of FPC is stable for the choice of
tolerance. However, when the tolerance is less than 10−3.2(≈
6.3 × 10−4), the number of iterations required to achieve
the given tolerance increases dramatically from 3 to 1734
as the tolerance decreases to 10−5, yet the test error only
changes slightly from 0.01235 to 0.01153. Therefore, in terms
of both test error and computational cost, we suggest Toler-
ance= 5×10−4 as the default stopping criterion of Algorithm
1 in practice.
Simulation 2: On effect of proximal parameter α. In this
simulation, we verify the effect of the proximal parameter α
of the ADMM algorithm. The settings of this simulation are
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Fig. 6: The effect of stopping criterion for FPC.
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Fig. 7: The effect of parameter α for FPC.
similar to those in Simulation 1 except α is varied in the form
of 10γ , where γ is taken as the equispaced point of the interval
[−5, 1] with the step 0.5, and the stopping criterion is fixed as
Tolerance= 5 × 10−4. The trends of test and training errors
as the varying of α are presented in Figure 7. From Figure 7,
the proposed algorithm is stable for the choice of parameter
α. Thus, we suggest using α = 1 as the default setting in
practice for the computational convenience.
Simulation 3: On effect of parameter β. As shown
in Theorem 1, the suggested ADMM algorithm converges
for arbitrary positive β. In this simulation, we study the
numerical effect of the Lagrangian parameter β of the ADMM
algorithm. The settings of this simulation are similar to those
in Simulation 2 except β vary in the form of 10γ with γ being
taken as the equispaced point of the interval [−2, 2] with the
step 0.2, while α = 1 is fixed. The trends of test and training
errors as the varying of β are presented in Figure 8. From
Figure 8, the choice of parameter β has a little effect on the
performance of FPC in terms of test error, and the numerical
performance of FPC is usually stable around 1. Thus, we
suggest using β = 1 as the default setting in practice.
Simulation 4: On effect of kernel parameter s. In this
simulation, we studied the importance of the parameter s in
SVM and FPC. We set m = m′ = 1000, ` = 50 and
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Fig. 9: The effect of s for both SVM-Poly (22) and FPC.
r = 10. For comparison, we consider the following SVM with
polynomial kernels (SVM-Poly)
fD,s,λ = arg min
f∈Hs
{
1
m
m∑
i=1
(1− yif(xi))+ + λ‖f‖2s
}
.
(22)
To solve (22), a quadratic programming (QP) of size m should
be solved via a numerical optimizer, such as SMO [31] and
libsvm toolbox used in this paper. The computational com-
plexity of such QP problem generally depends on the extent
of ill-conditionedness of its associated coefficient matrix, i.e.,
K + λmIm, where K := (Ks(xi, xj))mi,j=1. In our running,
the parameters of ADMM are set as follows: α = 1, β = 1,
Tolerance = 5 × 10−4 and p0 = (0, y, 0). Our aim is to
study whether there are additional requirements for s in FPC.
For this purpose, we record the test errors of SVM and FPC
with s being varied from the range [1, 20]. For (22), λ is
selected to be optimal for a given s, according to the test
samples directly. We take test error as a function of s. The
simulation results are reported in Figure 9. By Figure 9, there
exist optimal degrees s for SVM-Poly and FPC, both of which
are around 10. Moreover, trends of the effect of s for both
algorithms are similar, showing that the polynomial kernel
parameter s plays almost the same role and removing the
regularization parameter in SVM does not bring additional
difficulty in selecting s.
Simulation 5: On center generation mechanism. In this
simulation, we set m varying from 5×103 to 5×104, ` = 50
and r = 10. Our aim is to study the effect of different center
generation mechanisms for FPC. Specifically, we consider
the following three schemes for choosing η in (6). Scheme
90.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Number of training samples #104
7.5
8
8.5
9
9.5
10
10.5
11
11.5
12
Te
st
 e
rro
r
#10-3
scheme 1
scheme 2
scheme 3
Fig. 10: The effect of selection schemes for centers.
1 denotes that η = {ηi}ni=1 are drawn i.i.d according to
the uniform distribution. Scheme 2 denotes that {ηi}ni=1 are
selected as the first n inputs of samples. Scheme 3 denotes
that {ηi}ni=1 are selected randomly as the n input of samples.
We figured out the test errors of these three approaches with
different sizes of samples (from 5×103 to 5×104) and optimal
s (selected according to the test samples). The parameters of
ADMM used in three schemes were the same as those in
Simulation 4. The experimental results are reported in Figure
10. It can be found in Figure 10 that for a suitable s, the
performance of three schemes are almost the same. Thus, in
practice, we usually suggest using Scheme 2 to generate the
centers {ηj}nj=1, due to they are determined directly by n,
and thus, there does not need additional storage to store them,
once the training samples are given.
Simulation 6: On effect of noise. In this simulation, we
considered the effect of three different types of noise: the noisy
samples concentrated within a band of the Bayes (see, Figure
11(a)); the noisy samples lying in the region that is far from
the Bayes (see, Figure 11(c)); and the noisy samples lying
randomly in all the region [0, 1] × [0, 1] (see, Figure 11(b)).
In the following, we considered different levels for each noise
type. For noise type 1 and type 2, we consider different widths
of the banded region and noise ratio within the banded region.
For noise type 3, we only considered different noise levels.
For all these three types of noise, the parameters of FPC are
set the same as the following: α = 1, β = 1, Tolerance =
5 × 10−4, p0 = (0, y, 0), s = 9, n = (s+ds ) = 55, and the
centers {ηi}ni=1 are set according to Scheme 2 as suggested
in Simulation 5. The trends of training and test errors with
respect to the noise ratio are depicted in Figure 12 (a)-(f).
Particularly, the noise ratios for noise type 1 and type 2 are
defined as the ratio of the number of noisy samples to the size
of training samples. For noise type 1, the noise level roughly
equals to the multiplication of the band width and the specified
noise ratio in the considered region, while for noise type 2, the
noise level roughly equals to the multiplication of one minus
the band width and the specified noise ratio in the considered
region.
From Figure 12, the training error of FPC is almost equal
to the noise level, which means that FPC preserves these three
different types of noise approximately linearly. Thus, FPC is
generally robust to these types of noise. By Figure 12 (b), (d)
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(c) Classifier for noise type 2
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Fig. 11: The classifiers learned by FPC under different types
of noise, where the cyan lines are the learned classifiers of
FPC, and the black one is the ground truth of Bayes. For the
first two types of noise, the width is defined as the distance
between the boundaries of noise and Bayes, that is, the
distance between the magenta and black lines for noise type
1, or the distance between the green and black lines for
noise type 2, respectively, and the ratio is defined as the
ratio of noisy samples in the specified regions, that is, the
region nearby the Bayes for noise type 1 and the region
away form the Bayes for noise type 2, in (a) and (c) of this
figure. The noise ratio for the third type of noise is defined
as the number of noisy samples with “wrong” labels divided
by the total number of training samples.
and (f), on one hand, it is expected that the trend of test error
gets worse as the increasing of noise level. On the other hand,
given a level of training error (which approximately reflects
the noise level), FPC generally performs the best for noise
type 3, while similarly for the other two types of noise. Some
learned classifiers by FPC for three different types of noise
are depicted in Figure 11. From Figure 11(a) and (b), the
learned classifiers for the first and third types of noise are
still preserved well under some moderate noise levels, as the
learned classifiers are nearby the Bayes and keep the similar
trends as the Bayes. However, for the second type of noise,
the learned classifier is generally divided into three pieces,
that is, the main piece still nearby the Bayes, the other two
pieces lie in the two outlier regions, as shown in Figure 11.
Such phenomenon is reasonable because the second type of
noise actually cannot be simply regarded as random noise,
but it will be more suitable to be considered as some outliers,
which changes the classifiers.
VI. REAL DATA EXPERIMENTS
In this section, we show the effectiveness of the proposed
method via a series of experiments on nine UCI data sets
covering various areas with medium sizes, and two massive
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Fig. 12: Performance of FPC for three types of noise with
differen levels.
data arisen from the exotic particle discovery application in
high-energy physics, as well as a real application, i.e., image
classification.
A. UCI data sets
1) Experimental setting: In the following, we describe the
setting of the experiments.
Samples: All data is from: https://archive.ics.uci.edu/ml/
datasets.html. The sizes of data sets are listed in Table I. For
each data set, we used 50%, 25% and 25% samples as the
training, validation and testing sets, respectively.
Competitors: We evaluate the effectiveness of FPC via
comparing with the baselines and three state-of-the-art meth-
ods including two typical support vector machine (SVM)
methods with radial basis function (SVM-RBF) and polynomial
(SVM-Poly) kernels and the random forest (RF) [2]. We used
the well-known libsvm toolbox to implement these SVM meth-
ods, from the website: https://www.csie.ntu.edu.tw/ cjlin/lib-
svm/.
Implementation: For FPC, we set α = 1, β = 1 and
the initialization p0 = (0, y, 0); the stopping criterion of
FPC was set as the maximal iterations less than 5, which
is generally adequate as shown in the previous simulations;
as shown by Theorem 3, the polynomial degree s is em-
pirically selected from the range (1, smax), where smax :=
TABLE I: Sizes of UCI data sets. In the latter tables, we use
the first vocabulary of the name of the data set for short.
Data sets Data size #Attributes
breast cancer 683 9
banknote authentication 1,372 4
seismic bumps 2,584 18
musk2 6,598 166
HTRU2 17,898 8
MAGIC Gamma Telescope 19,020 10
occupancy 20,560 5
default of credit card clients 30,000 24
Skin NonSkin 245,057 3
min
{⌈
( mlogm )
1/d
⌉
, 10
}
; once s is given, the number of
centers n is set as n = min
{(
s+d
s
)
,m
}
; the centers {ηi}ni=1
are selected as the first n inputs of training samples.
For both SVM-RBF and SVM-Poly, the ranges of parameters
(c, g) involved in libsvm are determined via a grid search
on the region [2−5, 25] × [2−5, 25] in the logarithmic scale,
while for SVM-Poly, the kernel parameter s is selected from
the interval [1, 10] via a grid search with 10 candidates, i.e.,
{1, 2, . . . , 10}.
For RF, the number of trees used is determined from
the interval [2, 20] via a grid search with 10 candidates,
i.e., {2, 4, . . . , 20}. For each data set, we run 50 times for
all algorithms, and then record their averages and standard
deviations (std) of test accuracies (TestAcc) ∗, the averages of
training time (TrainTime) and testing time (TestTime), as well
as the average of the sparsity levels †.
2) Experimental results: The experimental results of UCI
data are reported in Tables II–IV. As shown in Table II,
TestAcc of all the mentioned methods are similar in most of
data sets except musk2. For this data set, the test accuracy
of FPC is significantly better than those of competitors and
also baselines provided by the source website. Since TestTime
depends on the sparsity level of the estimator, we also give a
comparison of the sparsity level of the mentioned methods in
Table IV. In a nutshall, as far as the generalization capability
is concerned, all of these methods are of high quality, usually
slightly better than the baseline. However, as far as the
computational burden is concerned, FPC is superior to others.
Furthermore, compared to SVM-Poly, FPC can usually deduce
more sparse estimators. Note in Table III that the training
time of FPC is much less than that of the classical kernel
approaches, especially when the size of data exceeds ten
thousands. From these experimental results, FPC provides a
possibility to tackle massive data.
B. Massive data sets: SUSY and Higgs
The field of high-energy physics is devoted to the study
of elementary constituents of matter. By investigating
the structure of matter and the laws that govern its
interactions, this field strives to discover fundamental
∗TestAcc is defined as the percentage of the correct classification.
†For SVMs, the sparsity level is the number of the support vectors, for
FPC, the sparsity level is the number of selected centers, and for random
forest, the sparsity level is the number of selected trees.
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TABLE II: Test accuracies and their standard deviations in parentheses. The best results are marked in bold, and the second
best results are marked via blue color.
Data sets SVM-RBF SVM-Poly RF FPC Baseline
breast 97.19 (0.71) 96.84 (1.05) 96.81 (1.4) 96.78 (0.90) 96.20
banknote 98.07 (0.71) 97.72 (0.99) 98.99 (0.57) 98.15 (0.73) 95.81
seismic 93.84 (0.37) 93.59 (0.74) 92.88 (0.78) 93.68 (0.84) 88.00
musk2 91.11 (0.41) 92.82 (0.32) 96.56 (0.51) 99.08 (0.32) 90.30
HTRU2 97.53 (0.06) 97.42 (0.08) 97.88 (0.18) 97.26 (0.23) 99.00
MAGIC 85.69 (0.26) 86.00 (0.11) 86.90 (0.53) 85.10 (0.53) 86.34
occupancy 98.63 (0.08) 98.95 (0.08) 99.14 (0.10) 98.77 (0.13) 97.16
default 81.60 (1.05) 82.10 (0.32) 81.01 (0.40) 80.51 (0.29) 82.00
Skin 98.80 (0.02) 99.06 (0.01) 99.94 (0.001) 98.83 (0.14) 98.09
TABLE III: Training time in seconds.
Data sets SVM-RBF SVM-Poly RF FPC
breast 5.42 1.10 0.99 0.003
banknote 8.35 6.07 1.21 0.05
seismic 30.12 12.94 1.86 0.04
musk2 1,350.4 845.89 7.36 6.44
HTRU2 167.29 78.55 8.11 0.51
MAGIC 1,026.9 12,011.5 18.18 0.91
occupancy 660.04 2,991.6 6.57 1.43
default 17,998.9 35,902.2 30.65 0.43
Skin 1,862.2 851.62 64.23 36.64
properties of the physical universe. The primary tools of
experimental high-energy physicists are modern accelerators,
which collide protons and/or antiprotons to create exotic
particles that occur only at extremely high-energy densities.
Observing these particles and measuring their properties
may yield critical insights about the very nature of matter.
Finding these rare particles requires solving difficult
signal-versus-background classification problems. In the
following, we consider two benchmark massive data sets, i.e.,
supersymmetry particles (SUSY) and Higgs bosons (HIGGS),
as studied in [1]. These two data sets are available from
the links: https://archive.ics.uci.edu/ml/datasets/SUSY, and
https://archive.ics.uci.edu/ml/datasets/HIGGS, respectively.
For both data sets, the parameter settings of FPC are the
same as those in Section VI-A, except n is tuned from
some ranges via a grid search (the ranges in SUSY and
Higgs are [1500, 1700] and [300, 500], respectively, with
11 candidates). Since the training processes of SVM-RBF,
SVM-Poly and random forest are very time-consuming for
these two massive data sets, we only implement FPC and
compare the performance of FPC with the state-of-the-art
results in the recent literature.
•Benchmark case for supersymmetry particles. The
first benchmark classification task is to distinguish between
a process where new supersymmetric particles (SUSY) are
produced, leading to a final state, in which some particles
are detectable and others are invisible to the experimental
apparatus, and a background process with the same detectable
particles but fewer invisible particles and distinct kinematic
features. The SUSY data set includes 5 million sample
points produced using Monte Carlo simulations. The first
8 features are kinematic properties measured by the particle
detectors in the accelerator. The last 10 features are functions
of the first 8 features. They are high-level features derived
by physicists to help discriminate between the two classes.
For better comparison, we only consider the first 8 low-level
features for the classification as studied in the recent literature
[26]. Specifically, we use the last 500,000 sample points as a
test set. The rest sample points are divided into the training and
validation sets, where the numbers of training and validation
sets are 4 million and 500,000, respectively. We compare with
many state-of-the-art methods including the k-nearest neigh-
bors (kNN) [34], stochastic gradient descent (SGD), Hoeffding
tree (HT) [9], and a set of ensemble methods suggested in [26]
such as the Leveraging Bagging Hoeffding tree (LB-HT) [26],
Hoeffding tree with kNN (HT-kNN), kNN with random feature
(kNN-F), SGD with random feature (SGD-F), Leveraging
Bagging SGD with random feature (LB-SGD-F), Hoeffding
tree SGD with random feature (HT-SGD-F), where LB-HT
is the state-of-the-art method for SUSY data set according to
[26], in terms of the test accuracy. The test accuracy (TestAcc)
and training time (TrainTime) are presented in Table V.
From Table V, in terms of test accuracy, FPC outperforms
all these state-of-the-art methods, while in the perspective
of training time, FPC lies in the medium position with an
affordable training time, though they are implemented on
different platforms. Specifically, the first nine methods were
implemented on GPU with 2880 simultaneous thresholds via
CUDA, while FPC was implemented on a single CPU with one
threshold via Matlab. Noting that the maximal iterations of the
ADMM algorithm used in FPC is only 5, the computational
complexity of the proposed method is about O(mn2 + n3 +
5mn) matrix-vector multiplies, where m = 4, 000, 000 is the
number of training sample points, and n = 1652 is the number
of centers selected. Since n is much less than m and n2 ≈ m,
these imply that the total computational complexity of FPC
is generally only about O(m2), which shall be significantly
lower than those of the other state-of-the-art methods.
•Benchmark case for Higgs bosons. The second bench-
mark classification task is to distinguish between a signal
process where new theoretical Higgs bosons (HIGGS) are
produced, and a background process with the identical decay
products but distinct kinematic features. The HIGGS data set
includes 11 million sample points produced using Monte
Carlo simulations. For each individual sample point, there
are 28 features, where the first 21 features are kinematic
properties measured by the particle detectors in the accelerator,
and the last seven features are functions of the first 21
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TABLE IV: Testing time (in second), and sparsity levels of the estimated parameters for different algorithms.
Data sets TestTime Average sparsitySVM-RBF SVM-Poly RF FPC SVM-RBF SVM-Poly RF FPC
breast 0 0 0.03 0 60.6 136.6 13 41.25
banknote 0 0 0.03 0 281.6 273.4 12.7 58.5
seismic 0.02 0.02 0.042 0 339.0 236.8 11.3 27.55
musk2 0.66 0.61 0.11 0.002 1,314.2 1,184 15.5 3,299
HTRU2 0.14 0.09 0.20 0.006 638.8 699.6 13.7 165
MAGIC 1.26 0.83 0.28 0.002 4,561.8 4,504.3 18.5 286
occupancy 0.20 0.047 0.25 0 8,46.0 395.4 12.3 20.5
default 11.88 0.11 0.47 0.002 9,817.2 164.0 18.5 325
Skin 24.85 10.23 1.99 0.028 9,760.2 7,005.3 14.0 253
TABLE V: Performance comparison of different algorithms on SUSY data with 8 low-level features. The first nine columns
are from the recent literature [26] as baselines, implemented on GPU in a parallel way (that is, NVIDIA Tesla K40c with
12GB of RAM each, 15 SMX and up to 2880 simultaneous thresholds and CUDA 7.0). The last column is the results of FPC,
implemented on single CPU using MATLAB (that is, Intel Xeron(R) CPU E5-2667 PC, RAM 256G, MATLAB R2015b). The
optimal parameters (s, #centers) for FPC in average are (5, 1652).
Methods kNN SGD HT LB-HT HT-kNN kNN-F SGD-F LB-SGD-F HT-SGD-F FPC
TestAcc (%) 67.5 76.5 78.2 78.7 77.2 71.2 77.7 77.7 78.4 78.99
TrainTime (seconds) 1,464 25 45 530 1,428 4,714 118 1,040 159 732.8
features. These are high-level features derived by physicists
to help discriminate between the two classes. We use the last
500,000 sample points as a test set. The rest sample points
are divided into the training and validation sets, where the
numbers of training and validation sets are 10 million and
500,000, respectively. We compare with many state-of-the-
art methods including the linear SVM (Linear SVM), logistic
regression (Logit), alternating direction method of multipliers
(ADMM) for deep neural networks (called, ADMM-DNN for
short) [41], and cartesian genetic programming (CGP) [19],
where the performance of ADMM-DNN can be regarded as
the baseline. The test accuracy, training time and the associated
computational platform including both software and hardware
are presented in Table VI.
From Table VI, in terms of test accuracy, FPC outper-
forms the state-of-the-art methods including the classical linear
SVM, logistic regression, the deep learning method solved
via ADMM as the baseline, and the advanced evolutionary
algorithm, i.e., CGP. In the perspective of computational
effectiveness, the training time of FPC is far less than those
of linear SVM and logistic regression implemented on a fast
distributed system (Apache Spark built on Hadoop 2.0), and
also that of CGP implemented on a fast evolutionary compu-
tational platform (ECJ), while FPC can be easily implemented
via Matlab on a single PC only requiring enough RAM.
Although the training time of ADMM-DNN seems much less
than that of FPC, it is implemented on multi-core (up to
7200) CPUs, yet FPC is implemented with single CPU core.
According to the similar analysis in the SUSY experiment,
the computational complexity of FPC in this experiment is
also about O(mn2 + n3 + 5mn) matrix-vector multiplies,
where m = 10, 000, 000 is the number of training sample
points, n = 498 is the number of centers selected, and 5
is the maximal iterations. Since n is much smaller than the
training sample points m, the computational complexity of
FPC is only about O(mn2). Particularly, for Higgs data set,
the computational complexity of FPC is about 1013 matrix-
vector multiplies, which shall be much less than those of the
other methods.
C. Image classification on Dogs vs. Cats competition data
The image classification problem plays a very important role
in modern fields of computer vision and machine learning. In
order to exploit the machine learning methods efficiently, it
commonly requires large amount of manually labeled training
data. However, labeling images in a manual way is generally
very expensive and time-cost. To overcome this difficulty, we
can usually exploit the internet and obtain lots of labeled
images via searching in the search engine according to some
specified categories. Although this way is relatively cheaper
and easier, there may be many noisy images with uncorrect
labels and even some of them are outliers, as shown in Figure
13(a) and (b), where the false images are marked in red boxes.
Thus, in practice, it is urgent to find an efficient classification
method to automatically recognize correct labels of a given
image, instead of doing in a manual way.
Dogs vs. Cats ‡ is a famous competition in the Kaggle
to classify whether images contain either a dog or a cat.
This competition data contains 12,500 images of dogs and
12,500 images of cats. In our experiment, we use totally
25,000 labeled images as the testing set, and then search some
images of dogs and cats respectively using the search engine
to build up the training set (3,911 images in total). Note that
the training set includes some noisy images or outliers, that
is, there shall be some false images in each category. Some
training images are shown in Figure 13(a) and (b). We compare
with many state-of-the-art methods including boosting, -
boosting, re-scaled boosting [47], SVM-RBF, SVM-Poly, and
‡https://www.kaggle.com/c/dogs-vs-cats.
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TABLE VI: Performance comparison of different algorithms on Higgs data. The optimal parameters (s, #centers) in average
for FPC are (2, 498).
Methods Linear SVM [35] Logit [35] ADMM-DNN [41] CGP [19] FPC
TestAcc (%) 52.0 60.8 64.0 64.6 65.39
TrainTime (seconds) 18,337.8 14,364.4 7.8 9,000 275.73
Software Apache Spark Apache Spark Python, MPI ECJ Matlab R2015b
Hardware Hadoop 2.0 Hadoop 2.0 7200 CPUs, Cray XC30 single CPU single CPU
random forest, where re-scaled boosting is the state-of-the-art
method for this data set. The parameter settings of FPC are
the same as those in Higgs data set, while the optimal number
of trees used for random forest (RF) is tuned via a grid search
from the range [4, 40] with 10 candidates, i.e., {4, 8, . . . , 40}.
The test accuracy and training time are presented in Table VI.
Different from the previous UCI data sets, such an image
classification task cannot be handled directly in the pixel level
but should be implemented in the feature representation level.
Thus, we firstly exploit the famous googLeNet [40] to translate
the training and testing images into feature representation with
1024 dimensions (corresponding to 32 × 32 image patches).
Then among the training images, we randomly select 2,000
images for training via a uniform distribution, while the rest
1,911 images are used as the validation set to tune parameters
of different algorithms. Finally, we evaluate the performance
of each fine-tuned algorithms on 25,000 test images. For all
the methods, we repeat 50 times of experiments, and record
the test accuracies and the average training time, reported in
Table VII.
From Table VII, the test accuracy of our proposed method
is comparable to those of the random forest and boosting-type
algorithms, which are viewed as the state-of-the-art algorithms
for this data set. Particularly, FPC is much faster than the
boosting-type algorithms and two classical SVM methods, and
slightly faster than random forest. Some predictions on the test
images are shown in Figure 13(c), where two false images
among 64 test images are marked in the red boxes.
VII. CONCLUSION
The design of efficient classification methods for massive
data classification is an import topic in the era of big data.
Classical kernel approaches are not scalable enough to han-
dle massive data, mainly because they are required to map
the original data into a very high dimensional space whose
dimension is the size of samples, which is commonly “un-
necessary high” for classification. Due to such a kernel trick,
the computational burden and storage of the classical kernel
approaches are generally unaffordable when dealing with the
massive data classification problem. In this paper, we propose
a fast, efficient learning scheme called FPC for massive data
classification based on polynomial kernels. We exploit some
subsampling scheme, based on which an effective feature
mapping can be constructed from polynomial kernels. Instead
of mapping the original data into the very high dimensional
space, the constructed feature mapping generally maps the
original data into a relatively low dimensional space. Then
we find classifiers on such lower dimensional feature spaces
(a) Training “dog” images (b) Training “cat” images
(c) Predictions for test images (false labels are marked in red boxes)
Fig. 13: Experiment results for the set of Dogs vs. Cats. The
details are better seen by zooming on a computer scene.
efficiently via exploiting the alternating direction method
of multipliers (ADMM). The effectiveness of the proposed
learning scheme is verified in both theory and numerical ex-
periments. Theoretically, we justify that the suggested learning
scheme preserves almost the same generalization power of
SVM. Numerically, the proposed FPC is much faster than
SVM but does not sacrifice its generalization. This shows that
FPC brings some extent of possibility for handling massive
data classification problems.
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APPENDIX A. PROOF OF THEOREM 1
According to [10], it is easy to derive the variational
inequality (VI) reformulation of (8) as follows: Find p∗ =
(u∗, v∗, w∗) ∈ Ω := Rn×Rm×Rm such that for any p ∈ Ω,
VI(Ω, F, f) := f(v)− f(v∗) + (p− p∗)TF (p∗) ≥ 0, (23)
where
p =
 uv
w
 , F (p) =
 ATw−w
v −Au
 . (24)
Note that the mapping F (p) is monotone because it is affine
with a skew-symmetric matrix. We denote by Ω∗ the solution
set of VI(Ω, F, f). By [10], the VI formulation (23) is equiv-
alent to the constrained formulation (8) in the sense that for
any p∗ ∈ Ω∗, (u∗, v∗) is a minimizer of (8) and vice versa,
that is, if (u∗, v∗) is a minimizer of (8), then there exists a
w∗ such that p∗ = (u∗, v∗, w∗) ∈ Ω∗. Furthermore, note from
the relation between the problems (6) and (8), it is obvious
that VI(Ω, F, f) is equivalent to the original unconstrained
problem (6).
In order to prove Theorem 1, we need the following lemmas.
Lemma 2. Let {pk} be the sequence generated by (10), (11),
(12). Then for any k ∈ N and p ∈ Rn+2m, there holds
f(v)− f(vk+1)+ (25)
(p− pk+1)T [F (pk+1) + η(vk, vk+1) +H(pk+1 − pk)] ≥ 0,
where H is defined in (18), and
η(vk, vk+1) := β
 −ATIm
0
 (vk − vk+1). (26)
Proof: By the uk+1-update (10), the optimality of uk+1
implies
0 = AT
[
β(Auk+1 − vk) + wk]+ α(uk+1 − uk)
= ATwk+1 − βAT (vk − vk+1) + α(uk+1 − uk). (27)
By the vk+1-update (11), the optimality of vk+1 implies
0 ∈ ∂f(vk+1)− [β(Auk+1 − vk+1) + wk] = ∂f(vk+1)− wk+1.
By the convexity of f , the above equality shows for any k ∈ N,
f(v)− f(vk+1)− (v − vk+1)Twk+1 ≥ 0, ∀v ∈ Rn. (28)
It follows from (12) that
β−1(wk+1 − wk)− (Auk+1 − vk+1) = 0. (29)
Combining (27), (28) and (29) together, for any p, we have
f(v)− f(vk+1)
+
 u− uk+1v − vk+1
w − wk+1
T 
 ATwk+1 − βAT (vk − vk+1)−wk+1
vk+1 −Auk+1

+
 α(uk+1 − uk)0
β−1(wk+1 − wk)
 ≥ 0,
which can be rewritten as
f(v)− f(vk+1) (30)
+
 u− uk+1v − vk+1
w − wk+1
T 
 ATwk+1−wk+1
vk+1 −Auk+1

+ β
 −AT (vk − vk+1)vk − vk+1
0

+
 α(uk+1 − uk)β(vk+1 − vk)
β−1(wk+1 − wk)
 ≥ 0.
By the notations of F (p), η(vk, vk+1) and H , we get (25)
immediately.
Lemma 3. Let {pk} be the sequence generated by (10), (11),
(12), then for any k ∈ N, and p∗ ∈ Ω∗, there holds
‖pk+1 − p∗‖2H ≤ ‖pk − p∗‖2H − ‖pk − pk+1‖2H . (31)
Proof: Since p∗ ∈ Ω∗, it follows from (23) that
f(vk+1)− f(v∗) + (pk+1 − p∗)TF (p∗) ≥ 0.
By the monotonicity of F , we have
f(vk+1)− f(v∗) + (pk+1 − p∗)TF (pk+1) ≥ 0. (32)
Note that (28) is satisfied for both k and k+1, that is, for any
v ∈ Rn,
f(v)− f(vk+1)− (v − vk+1)Twk+1 ≥ 0,
f(v)− f(vk)− (v − vk)Twk ≥ 0.
Setting v = vk and v = vk+1 in the first and second
inequalities, respectively, and then adding them yields
〈vk − vk+1, wk − wk+1〉 ≥ 0. (33)
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By using the notation of η(vk, vk+1), the relation v∗ = Au∗,
and the wk-update (12), we have
(pk+1 − p∗)T η(vk − vk+1)
= β(vk − vk+1)T [−A(uk+1 − u∗) + (vk+1 − v∗)]
= β(vk − vk+1)T (vk+1 −Auk+1)
= (vk − vk+1)T (wk − wk+1) ≥ 0, (34)
where the final inequality follows from (33).
Setting p = p∗ in (25), we have
(pk+1 − p∗)TH(pk − pk+1) (35)
≥ f(vk+1)− f(v∗) + (pk+1 − p∗)TF (pk+1)
+ (pk+1 − p∗)T η(vk, vk+1)
≥ 0,
where the final inequality holds due to (32) and (34).
By (35), we have
‖pk − p∗‖2H = ‖(pk+1 − p∗) + (pk − pk+1)‖2H
= ‖pk+1 − p∗‖2H + ‖pk − pk+1‖2H
+ 2(pk+1 − p∗)TH(pk − pk+1)
≥ ‖pk+1 − p∗‖2H + ‖pk − pk+1‖2H .
This finishes the proof of this lemma.
Proof of Theorem 1: By Lemma 3, the generated
sequence {pk} is bounded. Actually, it is contained by the
compact set
{p ∈ Rn+2m : ‖p− p∗‖2H ≤ ‖p0 − p∗‖2H}
where p∗ is an arbitrary point in Ω∗, p0 ∈ Rn+2m is the
initialization. Therefore, it is obvious that {pk} has at least
one cluster point, say p∞, and we assume that a subsequence
{pkj}j∈N converges to p∞. Note that (31) directly implies
‖pkj+1 − pkj‖2H → 0 when kj → ∞. Thus, taking the limit
over kj → ∞ in (25), we have that p∞ is a solution of
VI(Ω, F, f) defined in (23), and thus, u∞ is a global min-
imizer of (6). Again by (31), it implies that p∞ is the unique
cluster point of the sequence {pk}. Thus, {pk} converges to
p∞, a solution of (23), starting from any initial point p0. As
a consequence, {uk} converges to a global minimizer of the
original problem (6). This finishes the proof of this theorem.
APPENDIX B. PROOF OF THEOREM 2
For the convenience of analysis, we introduce some nota-
tions
M =
 In 0 00 Im 0
0 −βIm Im
 , (36)
Q =
 αIn 0 00 βIm 0
0 −Im β−1Im
 . (37)
From the definitions of M and Q, it is easy to show that
Q = HM, (QT +Q)−MTHM  0. (38)
Moreover, we introduce an auxiliary variable p˜k defined as
p˜k =
 u˜kv˜k
w˜k
 =
 uk+1vk+1
wk + β(Auk+1 − vk)
 , (39)
then we have
pk+1 = pk −M(pk − p˜k). (40)
We still need the following lemma to show the monotonicity
of the sequence {‖pk+1 − pk‖2H}.
Lemma 4. Let {pk} be the sequence generated by Algorithm
1, then for any k ≥ 1, there holds
‖pk+1 − pk‖2H ≤ ‖pk − pk−1‖2H . (41)
Proof: By using the definition (39) of p˜k, and the facts
β−1(wk − w˜k) = −(Auk+1 − vk)
= −(Au˜k − v˜k)− (v˜k − vk),
(30) can be rewritten as
f(v)− f(v˜k) + (p− p˜k)T

 AT w˜k−w˜k
v˜k −Au˜k

+
 α(u˜k − uk)β(v˜k − vk)
−(v˜k − vk) + β−1(w˜k − wk)
 ≥ 0, ∀p ∈ Rn+2m.
By the definition (37) of Q and (24) of F (p), the above
inequality yields for any p ∈ Ω,
f(v)− f(v˜k) + (p− p˜k)T [F (p˜k) +Q(p˜k − pk)] ≥ 0. (42)
Note that (42) also holds when k is replaced by k + 1, and
thus we have
f(v)− f(v˜k+1) (43)
+ (p− p˜k+1)T [F (p˜k+1) +Q(p˜k+1 − pk+1)] ≥ 0.
Setting p = p˜k+1 and p = p˜k in (42) and (43), respectively,
we have
f(v˜k+1)− f(v˜k) + (p˜k+1 − p˜k)T [F (p˜k) +Q(p˜k − pk)] ≥ 0,
and
f(v˜k)− f(v˜k+1)
+ (p˜k − p˜k+1)T [F (p˜k+1) +Q(p˜k+1 − pk+1)] ≥ 0.
Adding the above two inequalities and using the monotonicity
of F yields
(p˜k − p˜k+1)TQ [(pk − pk+1)− (p˜k − p˜k+1)] ≥ 0. (44)
Adding the term[
(pk − pk+1)− (p˜k − p˜k+1)]T Q [(pk − pk+1)− (p˜k − p˜k+1)]
to both sides of (44) and using pTQp = 12p
T (QT +Q)p, we
have
(pk − pk+1)TQ [(pk − pk+1)− (p˜k − p˜k+1)]
≥ 1
2
‖(pk − pk+1)− (p˜k − p˜k+1)‖2QT+Q
=
1
2
‖(pk − p˜k)− (p˜k+1 − p˜k+1)‖2QT+Q.
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By (38) and (40), the above inequality implies
(pk − p˜k)TMTHM [(pk − p˜k)− (pk+1 − p˜k+1)]
≥ 1
2
‖(pk − p˜k)− (p˜k+1 − p˜k+1)‖2QT+Q. (45)
Setting a = M(pk − p˜k) and b = M(pk+1 − p˜k+1) in the
identity
‖a‖2H − ‖b‖2H = 2aTH(a− b)− ‖a− b‖2H ,
we obtain
‖M(pk − p˜k)‖2H − ‖M(pk+1 − p˜k+1)‖2H
= 2(pk − p˜k)TMTHM [(pk − p˜k)− (pk+1 − p˜k+1)]
− ‖M [(pk − p˜k)− (pk+1 − p˜k+1)] ‖2H .
Plugging (45) into the above inequality yields
‖M(pk − p˜k)‖2H − ‖M(pk+1 − p˜k+1)‖2H
≥ ‖(pk − p˜k)− (pk+1 − p˜k+1)‖2(QT+Q)
− ‖M [(pk − p˜k)− (pk − p˜k+1)] ‖2H
= ‖(pk − p˜k)− (pk+1 − p˜k+1)‖2[(QT+Q)−MTHM ]
≥ 0,
where the last inequality is due to (QT +Q)−MTHM  0
via (38). Furthermore, by (40), the above inequality implies
(41). This finishes the proof of this lemma.
Based on Lemmas 3 and 4, we can prove Theorem 2 as
follows.
Proof of Theorem 2: By Lemma 3, we have
∞∑
t=0
‖pt − pt+1‖2H ≤ ‖p0 − p∗‖2H , ∀p∗ ∈ Ω∗. (46)
According to Lemma 4, the sequence {‖pt−pt+1‖2H} is non-
increasing. Thus, by [7, Lemma 1.1], we can get the o(1/k)
convergence rate of ‖pt− pt+1‖2H . This finishes the proof.
APPENDIX C. PROOF OF THEOREM 3
Denote φ(t) := (1 − t)+ and E(f) :=
∫
Z
φ(yf(x))dρ for
f ∈ L2ρX . It can be found in [52] that
R(sgn(f))−R(fc) ≤ E(f)− E(fρ), (47)
where fρ is defined by (20). Thus, to prove Theorem 3, it
suffices to bound E(pifD,n) − E(fρ), where pit = sgn(t) ·
min{1, t} denotes the truncation of t ∈ R to [−1, 1], and
sgn(t) is defined as follows
sgn(t) :=
{
1, if t ≥ 0,
−1, if t < 0.
Define the empirical version of E(f) as ED(f) :=
1
m
∑m
i=1 φ(yif(xi)). Then, we can deduce the following error
decomposition easily.
Proposition 3. Let fD,n be defined by (5). Then for f0 ∈
Hη,n, there holds
E(pifD,n)− E(fρ) ≤ D(f0) + SD(f0)− SD(pifD,n), (48)
where
D(f0) := E(f0)− E(fρ), (49)
and
SD(f) := [ED(f)− ED(fρ)]− [E(f)− E(fρ)] . (50)
Proof: Direct computations yield
E(pifD,n)− E(fρ) = E(f0)− E(fρ)− E(f0) + ED(f0)
+ ED(pifD,n)− ED(f0)− ED(pifD,n) + E(pifD,n).
Then, it follows from (5) that
ED(pifD,n) ≤ ED(fD,n) ≤ ED(f0).
Therefore,
E(pifD,n)− E(fρ) ≤ E(f0)− E(fρ)− E(f0) + ED(f0)
+ E(pifD,n)− ED(pifD,n) = D(f0) + SD(f0)− SD(pifD,n).
This completes the proof of Proposition 3.
Based on the above error decomposition, we need to bound
D(f0), SD(f0) for some f0 ∈ Hη,n and −SD(pifD,n) respec-
tively. The first two bounds are easy, which can be found in
[44, Proposition 3] and [44, Proposition 4].
Proposition 4. If ρ satisfies (21), then
D(Bs(fρ)) := E(Bs(fρ))− E(fρ) ≤ 4c15αs−α,
where Bs(f) is the Bernstein polynomial for a function f on
the simplex X defined as
Bs(f)(x) := Bs,d(f, x) =
∑
|k|≤s
f(
k
s
)Pk,s(x), x ∈ X,
where Pk,s(x) =
(
s+d
d
)
xk(1− |x|)s−|k|.
Proposition 5. If ρ satisfies (19), then for any 0 < δ < 1,
with the confidence at least 1− δ/2, there holds
SD(Bs(fρ)) ≤ 8 log(2/δ)
3m
+
(
2cq log(2/δ)
m
) q+1
q+2
+
1
2
D(Bs(fρ)).
The most challenging part in our analysis is to bound
−SD(pifD,n), for which we adopt the approaches in our
recent work [24] and [22]. To this end, we need four lemmas
and some definitions concerning the capacity of a space. Let
B be a Banach space and V a compact subset of B. The
quantity Hε(V,B) = log2Nε(V,B), where Nε(V,B) is the
least number of elements in an ε-net of V , is called ε-entropy
of V in B. The quantity Nε(V,B) is called the ε-covering
number of V . If a vector t = (t1, . . . , tn) belongs to Rn, then
we denote by sgn(t) the vector (sgn(t1), . . . , sgn(tn)). The
VC dimension [16] of a set V over X , denoted as V Cdim(V),
is defined as the maximal natural number l such that there
exists a collection (ξ1, . . . , ξl) in X such that the cardinality
of the sgn-vector set
S = {(sgn(v(ξ1)), . . . , sgn(v(ξl))) : v ∈ V}
equals to 2l, that is, the set S coincides with the set of all
vertexes of unit cube in Rl. The quantity
Pdim(V) := max
g
V Cdim(V + g),
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is called the pseudo-dimension [25] of the set V over X , where
g runs over the set of all functions defined on X and V+ g =
{v + g : v ∈ V}.
The first lemma establishes some important relations among
the pseudo-dimension, ε-entropy and VC-dimension, which
can be found in [29].
Lemma 5. Let VR be a class of functions which consists of
all functions f ∈ V satisfying |f(x)| ≤ R for all x ∈ X . Then
V C(V) ≤ Pdim(V)
and
Hε(VR, L2(X)) ≤ c2Pdim(VR) log2
(
R
ε
)
,
where c2 is an absolute positive constant.
The second one is a covering number estimate of Hη,n.
Lemma 6. Let Hη,n be the space defined by (4) with n =(
s+d
s
)
. Define further piHη,n := {pif : f ∈ Hη,n}. Then for
any ε > 0,
Hε(piHη,n, C(X)) ≤ c′2sd log
1
ε
,
where c′2 > 0 depends only on d and C(X) represents the set
of all continuous functions defined on X .
Proof: Noting Hη,n is a linear space with dimension at
most n, then it follows from [25] that Pdim(Hη,n) ≤ n.
Since piHη,n ⊆ Hη,n, By the definition of pseudo-dimension,
we then have Pdim(piHη,n) ≤ n [25, pp. 297]. Then Lemma
5 implies
Hε(piHη,n, L2(X)) ≤ c2n log2
(
1
ε
)
.
But ‖ · ‖L2 ≤ ‖ · ‖∞ implies
Nε(piHη,n, C(X)) ≤ Nε(piHη,n, L2(X)).
The desired estimates then follows from n ∼ sd.
The third one is a classical concentration inequality based
on the covering number estimates established by [48].
Lemma 7. Let G be a set of functions on Z. If for some
B ≥ 0, 0 ≤ α ≤ 1 and c ≥ 0, every g ∈ G and |g−Eg| ≤ B
almost everywhere and E(g2) ≤ c(Eg)α, then for any ε > 0,
P
{
sup
g∈G
Eg − 1m
∑m
i=1 g(zi)√
(Eg)α + εα
> ε1−
α
2
}
≤ Nε(G, C(X)) exp
{
− mε
2−α
2(c+ 13Bε
1−α)
}
.
The last one is an estimates for the solution to some
equation, which was provided in [43, Lemma 4.2].
Lemma 8. Let a1, a2 > 0 and r1 > r2 > 0. Then the equation
tr1 − a1tr2 − a2 = 0
has a unique positive zero t∗. In addition
t∗ ≤ max
{
(2c1)
1
r1−r2 , (2c2)
1
r1
}
.
Based on the above lemmas, we can bound −SD(pifD,n)
as follows.
Proposition 6. Let 0 < δ < 1 and fD,n be defined by (5) with
n =
(
s+d
s
)
, then with confidence at least 1− δ/2, there holds
−SD(pifD,n) ≤ 1
2
(E(pifD,n)−E(fρ))+c3
[
sd logm
m
] q+1
q+2
log
4
δ
,
where c3 is a constant independent of m, s or δ.
Proof: Set
F ′1 := {φ(yf)− φ(yfρ) : f ∈ piHη,n}.
Then for any g ∈ F ′1, there exists an f ∈ piHη,n such that
g(x) = φ(yf(x))− φ(yfρ(x)). Therefore,
Eg = E(f)− E(fρ) ≥ 0, 1
m
m∑
i=1
g(zi) = ED(f)− ED(fρ).
It is easy to check that |g(z)| ≤ 2 and |g − Eg| ≤ 4.
Furthermore, for any f ∈ piHη,n, it can be found in [38] that
under condition (19), there exists an absolute constant c4 ≥ 1
such that
E
{
[φ(ypif(x))− φ(yfρ(x))]2
}
≤ c4 [E(pif)− E(fρ)]
q
q+1 .
Then Lemma 7 with α = qq+1 , c = c4 and B = 4 together
with the definition of piHη,n yields
P
{
sup
f∈Hη,n
QD,ε > ε
q+2
2q+2
}
(51)
≤ Nε(F ′1, C(X)) exp
{
− mε
q+2
q+1
2(c4 +
4
3ε
1
q+1 )
}
,
where
QD,ε(f) = E(pif)− E(fρ)− (ED(pif)− ED(fρ))√
(E(pif)− E(fρ))
q
q+1 + ε
q
q+1
.
Observing that for any f1, f2 ∈ Hη,n,
|(φ(ypif1(x))− φ(yfρ(x)))− (φ(ypif2(x))− φ(yfρ(x)))|
= |φ(ypif1(x))− φ(ypif2(x))|
≤ |pif1(x)− pif2(x)| ≤ ‖f1 − f2‖∞,
we obtain
Nε(F ′1, C(X)) ≤ Nε(piHη,n, C(X)).
Inserting the above estimate into (51) and noting Lemma 6,
we get
P
{
sup
f∈Hη,n
QD,ε > ε
q+2
2q+2
}
(52)
≤ exp
{
c5s
d log
1
ε
}
exp
{
− mε
q+2
q+1
2(c4 +
4
3ε
1
q+1 )
}
.
for some constant c5 depending only on d. Let ψ() := log( 1 )
and A := c5sd. We can define a function l : R+ → R by
l(ε) := Aψ (ε)− mε
q+2
q+1
2(c4 +
4
3ε
1
q+1 )
.
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Since ψ is decreasing, we obtain that l(·) is decreasing. Thus,
there exists a unique solution β∗ to the equation
l(β) = log
δ
2
.
For any β ≥ m−θ with θ = q+1q+2 , we have
l(β) ≤ Aψ (m−θ)− mβ q+2q+1
2(c4 +
4
3β
1
q+1 )
=: l1(β). (53)
Take β1 to be the positive number satisfying
l1(β1) = log
δ
2
.
Then
β
q+2
q+1
1 −
8
(Aψ (m−θ)+ log 2δ )
3m
β
1
q+1
1
− 2c4
(Aψ (m−θ)+ log 2δ )
m
= 0.
Using Lemma 8 with r1 = θ, r2 = 1q+1 ,
a1 =
8
(Aψ (m−θ)+ log 2δ )
3m
,
and
a2 =
2c4
(Aψ (m−θ)+ log 2δ )
m
,
we get
β1 ≤ (6 + 4c4)
[(Aψ (m−θ)+ log 2δ )
m
] q+1
q+2
. (54)
Setting c6 := (6 + 4c4) + (Aθ)θ, we obtain
β1 ≤ c6
[(Aψ (m−θ)+ 1)
m
] q+1
q+2
log
4
δ
=: β2.
It is easy to check that β2 ≥ m−θ. Then (53) implies that
l(β2) ≤ l1(β2) ≤ l1(β1) = log δ
2
= l(β∗).
Hence the monotone decreasing property of l(·) yields β∗ ≤
β2. The above estimate together with (52) implies that with
confidence at least 1− δ2 ,
− SD(pifD,n) = [E(pifD,n)− E(fρ)]− [ED(pifD,n)− ED(fρ)]
≤ q
2q + 2
(E(pifD,n)− E(fρ)) + q
2q + 2
β∗ +
q + 2
2q + 2
β∗
≤ 1
2
(E(pifD,n)− E(fρ)) + c6
[(Aψ (m−θ)+ 1)
m
] q+1
q+2
log
4
δ
,
where the first inequality holds for the Young’s inequality.
Plugging the definitions of A = c5sd and ψ() = log (1/)
and θ = q+1q+2 into the above inequality, this finishes the proof
of Proposition 6.
With the above tools, we can prove Theorem 3 as follows.
Proof of Theorem 3: Combining Proposition 3 with
Proposition 4, Proposition 5, and Proposition 6, with confi-
dence 1− δ, there holds
E(pifD)− E(fρ) ≤ 6c15αs−α
+
8 log(4/δ)
3m
+
(
2cq log(4/δ)
m
) q+1
q+2
+
1
2
(E(pifD)− E(fρ)) + c3
[
sdθ logm
m
] q+1
q+2
log
4
δ
.
Thus, with confidence 1− δ,
E(pifD)− E(fρ)
≤ c4
[
s−α +m−1 log(4/δ) +
(
m−1 log(4/δ)
) q+1
q+2
+ s
d(q+1)
q+2
(
m−1 logm
) q+1
q+2 log
4
δ
]
,
for some constant c4 > 0. Thus, if s ∼
(
m
logm
) q+1
α(q+2)+d(q+1)
,
then
E(pifD)− E(fρ) ≤ c
(
m
logm
)− α(q+1)
α(q+2)+d(q+1)
log(
4
δ
)
for some constant c > 0. Then Theorem 3 follows from (47).
APPENDIX D. PROOF OF LEMMA 1
Proof: The identity (13) can be derived from (10) directly.
Define
Hingeγ(ξ, ζ)
= arg min
v∈Rm
{
m∑
i=1
(1− ξ(i) · v(i))+ + γ
2
‖v − ζ‖22
}
We can derive (14) directly. Let
hingeγ(a, b) = arg min
z∈R
{
max{0, 1− a · z}+ γ
2
(z − b)2
}
,
for some γ > 0 and a, b ∈ R, then we have
Hingeγ(ξ, ζ)
= (hingeγ(ξ(1), ζ(1)), . . . ,hingeγ(ξ(m), ζ(m)))
T ,
and
hingeγ(a, b) =
b, if a = 0,
b+ γ−1a, if a 6= 0 and ab ≤ 1− γ−1a2,
a−1, if a 6= 0 and 1− γ−1a2 < ab < 1,
b, if a 6= 0 and ab ≥ 1.
The only remainder is to prove (15). Given a, b ∈ R, and
γ > 0, let
g(z) := max{0, 1− a · z}+ γ
2
(z − b)2.
We consider the minimization problem in the following three
different cases: (1) a > 0, (2) a = 0 and (3) a < 0.
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Case 1. a > 0: In this case,
g(z) =
{
1− az + γ2 (z − b)2, z < a−1,
γ
2 (z − b)2, z ≥ a−1.
It is easy to show that the solution of the problem is
z∗ =
 b+ γ
−1a, if a > 0 and b ≤ a−1 − γ−1a,
a−1, if a > 0 and a−1 − γ−1a < b < a−1,
b, if a > 0 and b ≥ a−1.
Case 2. a = 0: It is obvious that
z∗ = b.
Case 3. a < 0: Similar to Case 1,
g(z) =
{
1− az + γ2 (z − b)2, z ≥ a−1,
γ
2 (z − b)2, z < a−1.
Similarly, it is easy to show that the solution of the problem
is
z∗ =
 b+ γ
−1a, if a < 0 and b ≥ a−1 − γ−1a,
a−1, if a < 0 and a−1 < b < a−1 − γ−1a,
b, if a < 0 and b ≤ a−1.
Thus, we finish the proof of this lemma.
APPENDIX E. PROOF OF PROPOSITION 2
Proof: It is obvious that the problem (6) is equivalent to
the following constrained optimization problem
min
u∈Rn,ξ∈Rm
1
m
m∑
i=1
ξi
s.t. yi
n∑
j=1
Aijuj ≥ 1− ξi, ξi ≥ 0, i = 1, 2, . . . ,m.
The Lagrangian function of the above problem is
L(u, ξ,a, c) (55)
=
1
m
m∑
i=1
ξi +
m∑
i=1
ai
1− ξi − yi n∑
j=1
Aijuj
− m∑
i=1
ciξi,
where ai, ci ≥ 0, i = 1, . . . ,m are the multipliers. Let a :=
(a1, a2, . . . , am)
T , c := (c1, c2, . . . , cm)T . Taking derivatives
of the Lagrangian function L with u and ξ, and letting them
equal to zero yields
ATDiag(y)a = 0, (56)
a+ c =
1
m
1m. (57)
Plugging the above two equations into (55), then the La-
grangian function L (55) becomes 1Tma. This, together with
the equations (56) and (57) yield the dual form (7) presented
in Proposition 2.
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