An Efficiency Maximization Design for SWIPT by Vu, Quang-Doanh et al.
IEEE SIGNAL PROCESSING LETTERS, VOL. 22, NO. 12, DECEMBER 2015 2189
An Efficiency Maximization Design for SWIPT
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Abstract—A joint power splitting and beamforming design for
multiuser multiple-input single-output (MISO) systems where re-
ceivers have capability of decoding information and harvesting en-
ergy simultaneously from received signals is considered. The ob-
jective is to maximize the ratio of the achieved utility to the total
power consumption subject to harvested power requirements and
power budget at a base station (BS). The utility function of interest
combines the sum rate and the total harvested power. The design
problem is nonconvex, and thus, global optimality is difficult to
achieve. To solve this problem locally we first convert the problem
into amore tractable form, and then propose an iterative algorithm
which is guaranteed to achieve a Karush–Kuhn–Tucker solution.
Numerical results are provided to demonstrate the superior per-
formance of the proposed method.
Index Terms—Energy harvesting, fractional problem, iterative
algorithm, linear precoding, power splitting.
I. INTRODUCTION
R ECENTLY, simultaneous wireless information andpower transfer (SWIPT) has been received growingattention in both academia and industry [1]–[9]. In this context,
receivers can receive simultaneously information and energy
from transmitters [5], [6]. Two common methods to design such
kind of receivers are time switching and power splitting. For
the former a receiver switches between being an information
decoder and an energy harvester. For the latter the receiver
divides the received signal into two parts, one used for decoding
data and the other used for harvesting energy. In this letter we
consider the power splitting mode since this method is more
general than time switching [6].
Joint power splitting and precoding design for SWIPT has
been the main focus of several recent works. For example, it
was considered in the multiuser MISO systems in [5], [6]. These
works studied the optimization problems of joint power splitting
and beamforming design such that both quality of service (QoS)
and harvested power constraints are satisfied with minimum
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transmit power. While power minimization problem was well
studied in the literature, energy-efficient designs for SWIPT,
albeit of timely interest, have received less attention. Energy-
efficient designs for SWIPT were investigated in [7], [8] for
two-points and three-points MIMO systems, respectively. We
remark that these two schemes cannot be applied to the mul-
tiuser scenario considered herein due to the inter-user interfer-
ence. The recent work in [10] consideredmaximizing the energy
efficiency for a multiuser SWIPT system where all energy har-
vesters use the same fraction of power splitting.
In this letter we study the joint problem of power splitting and
transmit beamforming for multiuser SWIPT with a multiple an-
tenna base station. Different from [10], we consider a more gen-
eral definition of the power usage efficiency where harvested
energy is viewed as a system output. It is worth mentioning
that, in the considered scenario, the system output is not only the
total transmitted data but also the amount of harvested energy.
Thus it would be more reasonable to introduce a utility function
which blends received information with harvested energy. How-
ever, it is obvious that data rate and power have different units.
Therefore, to make an appropriate combination, we introduce a
utility function based on a framework of multi-objective opti-
mization [11]. Then, to improve the efficiency of using power
in the systems, the design problem is formulated such as the
ratio of achieved utility to total consumed power is maximized
[12]. Unfortunately, the utility function is neither concave nor
convex. Consequently, the problem of interest is an intractable
fractional program, and thus, it is generally difficult to achieve
global optimum. In order to find a local optimal solution we
first transform the original problem to an equivalent, but more
tractable, form. We then introduce an iterative algorithm which
successively solves approximate convex problems of the trans-
formed problem until convergence. Moreover, we show that the
obtained solutions of the proposed algorithm satisfy the neces-
sary conditions of the considered problem. In addition, we also
discuss the practical implementation of the proposed method.
Notation: Standard notations are used in this paper. Bold
lower and upper case letters represent vectors and matrices,
respectively; represents the norm; represents the
absolute value; represents the space of complex matrices
of dimensions given in superscript; denotes a com-
plex Gaussian random variable with zero mean and variance ;
represents real part of the argument.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a multiuser MISO downlink system where a -an-
tennas BS simultaneously serves single-antenna users in the
same band of frequency. Let be the channel (row)
vector from the BS to user , and be the beamformer
for user . Under flat fading channels, the received signal at user
is written as
(1)
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where is the additive white Gaussian noise
(AWGN) and is the normalized complex data symbol in-
tended for user . From (1), the total received power at user
is given by [5], [6]
(2)
where and
. In this letter, we
suppose that users can harvest energy and decode information
from received signals, i.e. a user splits its received signal into
two parts, the first part used for data detection, the second
converted to energy which is stored at the user [4], [5]. In this
regard, let be the fraction of received power that
is used for decoding information. Then, the signal-to-interfer-
ence-and-noise ratio (SINR) at user is given by
(3)
where , ,
and is the variance of the additional circuit noise at user ,
which is also modeled as zero mean AWGN [5], [6]. The har-
vested power at user is given by
(4)
where is the parameter of energy harvesting effi-
ciency of user . In this work, we jointly find beamforming vec-
tors and fractions of received power such that power
is used efficiently. To measure the efficiency of the power con-
sumed in a SWIPT system, we introduce a utility function as
well as a performance measure as follows.
Utility function and performance measure: As mentioned ear-
lier, the utility function should capture both system throughput
and harvested power to produce a more precise measurement
on the power consumption efficiency. To deal with the different
dimensions of the two quantities, we introduce a utility func-
tion based on the multi-objective optimization approach [11].
For this purpose let and be the reference data
rate and power, respectively. Then the utility function is written
as
(5)
where is the priority parameter and . It is
proper to quantify the efficiency of using power by the ratio of
utility to total consumed power [12]. In this work we model the
amount of consumed power as
(6)
where is the circuit power, which is assumed to be indepen-
dent from data rate, and is the amplifier efficiency of
the BS.
Based on the above introduced notations and discussions,
the problem of joint power splitting and beamformer design
for maximizing the efficiency of using power in the considered
system is formulated as
(7a)
subject to (7b)
(7c)
(7d)
where ’s are predefined thresholds of harvested power and
is the maximum transmit power at the BS. We note that finding
an optimal solution to (7) is challenging due to the noncon-
vexity of the objective and the feasible set. In the following sec-
tion we propose an iterative method that arrives at a stationary
point of (7).
III. PROPOSED METHOD
The proposed iterative algorithm is based on the inner ap-
proximation method in [13]. The idea is to transform (7) into an
equivalent formulation in which its convexity is more exposed,
and then apply convex approximation to the nonconvex parts.
This technique has been widely used in wireless communication
designs, e.g. recently in [14]. We first introduce new optimiza-
tion variables , , and , and rewrite
(7) equivalently as
(8a)
subject to (8b)
(8c)
(8d)
(8e)
(7c) (7d) (8f)
where and . The equivalence between (7)
and (8) is due to the fact that all the constraints from (8b) to
(8d) hold with equality at optimality. To see this suppose that
(8b) is not active at optimality, i.e., for some .
Then there exist and such that
and . Thus is
also feasible to (8) but results in a strictly larger objective. This
contradicts with the optimality assumption. Using (3) and (4)
we can further rewrite problem (8) explicitly as
(9a)
subject to (9b)
(9c)
(8d) (8e) (8f) (9d)
Although the formulation in (9) is still intractable, it is now
easier to deal with the nonconvex parts of the problem. In this
regard, two remarks are in order. First, the objective in (9a) is
a ratio between an affine function and a quadratic one. Second,
the constraints in (9d) are convex, while those in (9b) and (9c)
are nonconvex. A more important observation is that the func-
tions in both sides of the constraints in (9b) and (9c) are convex,
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which is useful for developing an approximate solution for (9).
We recall that quadratic-over-linear function, e.g. , is
convex [15, Ch. 3].
We now present a way to reduce the objective (9a) into a
linear function without affecting the type of the constraints in
(9). Specifically, by applying Charnes-Cooper’s transformation
[16], we have the following theorem whose proof can be found
in the Appendix.
Theorem 1: Let ( ) be an optimal of (9),
then ( , , ,
, , ) is an optimal
of the following problem
(10a)
subject to (10b)
(10c)
(10d)
(10e)
(10f)
(10g)
On the other hand, let ( ) be an optimal of
(10), then ( , , , ,
) is an optimal of (9).
By Theorem 1 we now focus on solving (10), which has a
simpler form in the sense that the nonconvexity of the objective
in (9) is eliminated. To deal with these constraints in (10c) and
(10d) we develop an iterative procedure which solves (10) lo-
cally. In particular, at iteration , we solve the following
convex problem
(11a)
subject to
(11b)
(11c)
(10b) (10e) (10f) (10g) (11d)
where
and
are the first-order approxima-
tion of and around the point
, respectively.
We outline the proposed method in Algorithm 1. By a result
in [13], the iterative procedure of Algorithm 1 (i.e., steps 2-6)
provably converges to a Karush-Kuhn-Tucker (KKT) solution
of (10). Due to Theorem 1, it is not difficult to see that the output
of Algorithm 1 is a stationary point of (7). We omit the details
for the sake of brevity. We now provide the complexity analysis
of the proposed algorithm. Specifically, in each iteration of Al-
gorithm 1, the worst-case computational complexity for solving
the generic convex problem in (11) using interior point methods
is given by [17, Chap.
6].
Algorithm 1 The proposed algorithm to solve (7)
1: Initialization: set and generate initial feasible
point .
2: repeat
3: Solve (11) to obtain optimal values
( ).
4: Set
.
5: Update .
6: until Convergence
7: Output: and
Practical Considerations: Algorithm 1 (step 1) requires a fea-
sible point of (10) to start, which is difficult to find in general.
To overcome this problem we now present a variant of Algo-
rithm 1, which is based on the idea introduced in [18]. We begin
modifying (10) into the following formulation
(12a)
subject to (12b)
(12c)
(12d)
where are newly introduced variables and
can be viewed as regulated terms added to (10f). Note that if
then is also feasible to (10).
A feasible point of (12) can be found easily as follows. We
first randomly generate over the interval and over
, and then scale properly to satisfy . Then
, , and are computed by setting the constraints in (8b)–(8d)
to be equality, respectively. Using the transformation in The-
orem 1 we arrive at . In this way the constraints
in (12d) are satisfied automatically. Moreover, the constraints
in (12b) and (12c) can be met by choosing sufficiently small .
From this feasible point we apply the iter-
ative procedure similar to Algorithm 1 to solve (12). In some
first iterations, can be strictly smaller than zero, but they are
encouraged to be zero due to the maximization in (12a). We nu-
merically observe it usually takes no more than 2 iterations to
output a feasible point of (10). When , we omit and
start Algorithm 1 from the obtained which is
now feasible to (10).
IV. NUMERICAL RESULTS
In this section we numerically evaluate the performance of
Algorithm 1. We consider a simulation model based on the
settings in [4]–[6], [19]. Particularly, the path loss model is
where is the distance in
meters [20]. Near-BS users are considered, i.e. m.
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Fig. 1. Convergence behavior of Algorithm 1 with different initial points over
a random channel. , , and .
Fig. 2. Average performances of the considered schemes versus the
priority parameter . , and .
The small-scale fading is modeled as and the band-
width is 1 MHz. The noise variances are dBm,
dBm and the harvested power requirements are
dBm, for all . Reference data rate and power
are simply set as (Mbits/s) and , respectively.
The power budget at BS is dBm, the total circuit
power is dBm, and the amplifier efficiency of the
BS is . The energy harvesting efficiency of users are
, for all . For benchmarking purpose we com-
pare Algorithm 1 with two other suboptimal methods, which
are referred to as equal power splitting (EPS) and zero-forcing
EPS (ZF-EPS). In the former method the power splitting
coefficients are fixed to be , and the beamformer
vector is found using an iterative method similar to Algo-
rithm 1. In the latter scheme, in addition to fixing , ,
zero-forcing beamforming technique is assumed to eliminate
inter-user interference. Accordingly, the resulting problem is
a concave-convex fractional program which can be solved
exactly by e.g. Dinkelbach’s method [21]. To solve convex
problems we use the modeling package CVX [22] with SDPT3
[23] being the internal solver.
In the first experiment we investigate the convergence be-
havior of the proposed algorithm over a random channel with
different initial points. Performances of ZF-EPS and EPS are
also plotted. As can be seen in Fig. 1, Algorithm 1 converges
within tens of iterations in all cases. We remark that for the first
two iterations not included in Fig. 1, the obtained solutions are
infeasible to (10) since Algorithm 1 starts with the regulated
formulation in (12). Despite different initial points Algorithm 1
converges to the same solution. We also see that EPS converges
faster, but to a point inferior to the one obtained by Algorithm 1.
The reason for this fact is that optimal is not considered in
EPS.
Fig. 2 depicts the average performances versus the
priority parameter .1 In this figure, the solution presented in
[6], which considered the power minimization problem with
both rate and harvested power constraints, is also plotted. To
1We note that when the proposed problem becomes the traditional
energy-efficiency maximization [12].
Fig. 3. The trade-off between sum rate (Mnats/s) and total harvested power
( W) with different number of transmit antenna. .
achieve a fair comparison we include user-specific data rate re-
quirements in other schemes by simply adding linear constraints
. As can be seen, the proposed design shows supe-
rior performance compared to the others in all cases. Another
interesting observation is that, with large value of , the perfor-
mance of ZF-EPS is lower than that of EPS when , and
these two schemes achieve almost the same performance when
. The reason is that, when is large, data rate takes much
more effect on the utility function than harvested power, and it
is also known that zero-forcing technique yields good data rate
performance for a large number of transmit antennas.
In Fig. 3 we plot the trade-off between achieved sum rate
and total harvested power. This is accomplished by varying
over interval [0,1]. An expected observation shown in Fig. 3 is
that, with respect to , the sum rate is increasing and the total
harvested power is decreasing. In particular, the total harvested
power converges to when , and sum rate is
zero when due to rate requirements are not considered.
Another interesting result is that both sum rate and total har-
vested power increase when number of transmit antenna in-
creases. This improvement implies that the proposed algorithm
is able to exploit available degree of freedom offered by the in-
creased number of transmit antennas.
V. CONCLUSION
In this letter a MISO system consisting of multiple users who
have capability of decoding information and harvesting energy
simultaneously has been studied. We develop an iterative algo-
rithm which jointly designs power splitting and beamforming
to maximize power efficiency in the system. Moreover, the pro-
posed algorithm is guaranteed to achieve a stationary point of
the nonconvex design problem. Simulation results demonstrate
the superior performance of the proposed algorithm compared
to the known solutions.
APPENDIX
Let and be feasible sets of (9) and (10), respec-
tively. Consider a point . From (6), we
can see that for all . Thus the
mapping from to , i.e., , ,
, , , and
, is well defined. Further it is not difficult
to verify that attains the same objec-
tive, i.e. . Similarly
if then it is obvious that the mapping
also
yields the same objective. In other words, the Charnes-Cooper’s
transformation is a one-to-one mapping between and with
the same objective, which completes the proof.
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