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a b s t r a c t
In this paper, we study the sensitivity of the optimum of the binary knapsack problem to
perturbations of the profit of a subset of items. In order to stabilize the optimal solution,
two cases are distinguished. The first case represents a subset of items whose perturbation
can be done individually. The second case represents a subset of items where perturbing
the profit of each item requires the perturbation of the profit of the other items. We will
study the impact of the results obtained on an instance of the binary knapsack problem
while considering the various cases.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Sensitivity analysis of an optimal solution is the problem of computing the ranges within which the parameters of an
instance of a given problemmay lie so that the solution at hand remains optimal. Generally,most combinatorial optimization
problems assume that the weight and profit parameters are deterministic constants. However, in several real industrial
applications, these parameters are unknown. Their declared values are very coarse approximations. In such cases, finding
an optimal solution is not sufficient. Thus, the study of the sensitivity analysis provides the decision maker with additional
information regarding the current optimal solution. However, the decision maker would like to have such information
available without needing a major computation or the resolution of a new (perturbed) problem. As such, solving problems
of knapsack type should be avoided whenever a viable alternative is available. This is particularly true when only a subset
of the problem parameters change.
In this paper,we analyze the sensitivity of an optimal solution of the binary knapsack problem (KP), that is one of themost
classical NP-hard integer linear programming problem (see Kellerer et al. [1]). KP is considered as a fundamental combinato-
rial optimization problem since it often appears as a sub-problem of more complex problems after relaxation or separation.
Formally, in KP we are given a knapsack of fixed capacity c and a set of n items. Each item i, i ∈ I = {1, . . . , n}, has an associ-
ated size orweightwi and a profit pi. The goal is to determinewhether or not item i, i ∈ I should be included in the knapsack.
The objective is tomaximize the total profit without exceeding the capacity c of the knapsack. Let xi be a binary decision vari-
ablewith xi = 1 if the i-th item is selected, and xi = 0 otherwise. Then, KP can be formulated as a 0-1 integer linear program:
(KP) =
{
max
n∑
i=1
pixi
∣∣∣∣∣ n∑
i=1
wixi ≤ c, xi ∈ {0, 1}, ∀i ∈ I
}
.
Without any loss of generality, we assume that all input data c, pi andwi for i ∈ I, are nonnegative integers.
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2. Background
The KP has been thoroughly studied in the last few decades (see Kellerer et al. [1] for a more complete bibliography).
For KP , different solution approaches – exact and approximate – have been proposed in the literature. These include
tree search, branch and bound, dynamic programming, and hybrid approaches. Among the most successful branch and
bound implementations are the algorithms of Horowitz and Sahni [2], and Martello and Toth [3]. They are based upon
depth-first search strategies to limit the search space. To solve some large-scale problem instances, Balas and Zemel [4]
proposed ‘‘guessing’’ the optimal solution values of several decision variables, and focusing the branching strategy on the
most interesting variables. The subset of these selected items, called the core of the problem, is then solved by applying
a depth-first search branch and bound algorithm. Other effective algorithms based on a core problem were developed
in [5–8], and a hybrid approach, combining dynamic programming with strong bounds, has been proposed in Martello
et al. [9].
With regard to the analysis of the sensitivity of the optimum, there are few papers dedicated to the combinatorial
optimization problems. The first study was proposed by Nauss [10], who considered special cases of general integer
programming problems. Later, sensitivity and stability analyses have been tackled especially for analyzing the sensitivity of
an optimum (or an approximate solution) when a single parameter is perturbed. Indeed, treating the effect of perturbations
in problem data has been analyzed by Ghosh et al. [11], who investigated the sensitivity analysis of heuristics for the
knapsack problem. Blair [12] and Woeginger [13] addressed some negative results on the sensitivity analysis of knapsack
problems. Hifi et al. [14] studied the sensitivity analysis of the optimum when perturbing either a profit or a weight of an
item of the single constraint knapsack problem. In Hifi et al. [15] another approach has been proposed in which an adaptive
algorithm has been proposed for providing the set of all exact interval limits when perturbing either any profit or weight
(for more details on the sensitivity and stability analysis, the reader can refer to Greenberg [16] and Nauss [10]).
Here we investigate the robustness of an optimal solution of KP to perturbation of the profit of an arbitrary subset of
items. In order to establish the limits of the sensitivity interval of such a solution, we summarize in Section 3.1 some existing
results related to the sensitivity analysis of the perturbation of a single item in KP. Then, in Section 3.2 we describe themain
results of the paper. Finally in Section 3.3, we show how these results can be obtained in polynomial time and how can be
applied to an instance of KP.
3. Sensitivity analysis of KP
Prior to explaining how to proceed for establishing the limits of the sensitivity intervals, we summarize some existing
results concerning the sensitivity intervals when perturbing a single item in KP (for more details, the reader can refer to Hifi
et al. [14]).
3.1. Preliminary results
In what follows, we consider that an optimal solution x¯ of KP is at hand whose value is equal to VO(KP),where
VO(KP) =
{
max
n∑
i=1
pixi,
n∑
i=1
wixi; ∀i ∈ I
}
=
n∑
i=1
pix¯i.
Let KP ′ be the instance of the problem obtained from the original instance KP when perturbing the s-th profit. Then, the
limits of sensitivity interval of each item s ∈ I can be computed as follows.
Let KP \ {s} be an instance of the knapsack provided when removing the s-th item from KP , and KP[c−ws] \ {s} be an instance
of the knapsack provided from KP when removing the s-th item whose capacity is equal to c − ws.
Result 3.1. Let x¯ be an optimal solution of KP and KP ′ be the perturbed problem when varying the s-th profit ps in KP by ∆ps.
Then x¯ remains optimal for KP ′ if
1. x¯s = 1 and∆ps ≥ 0, or x¯s = 0 and∆ps ≤ 0.
2. x¯s = 1,∆ps ≤ 0 and∆ps ≥ VO(KP \ {s})− VO(KP).
3. x¯s = 0,∆ps ≥ 0 and∆ps ≤ VO(KP)− VO(KP[c−ws] \ {s})− ps.
Result 3.1 establishes, when perturbing any profit ps in KP, the sensitivity interval [∆−s ;∆+s ] such that if ∆ps ∈ [∆−s ;∆+s ],
then the optimal solution of KP remains optimal for KP ′ :
• If x¯s = 0, then
[
∆−s ;∆+s
] = [1− ps; VO(KP)− VO(KP[c−ws] \ {s})− ps] .
• If x¯s = 1, then
[
∆−s ;∆+s
] = [VO(KP \ {s})− VO(KP);+∞[.
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3.2. Perturbation of the profit of a(n) (unspecified) subset of items
Wepropose a generalization of the results described in Section 3.1 (see also Hifi et al. [14]). Indeed, we consider themore
general case, where (i) the items represent the elements of an unspecified subset Γ ⊆ I and (ii) there is no relation between
the perturbations (in this case, we say that the profits/perturbations are independent).
Let Γ ⊆ I be an unspecified subset of k items, where k ≤ n, and ∀s ∈ Γ , ∆ps denote the perturbation imposed on the
s-th profit. Let us consider that KP ′ is the new instance defined as follows:
(KP ′)

Maximize
∑
i∈I\Γ
pixi +
∑
i∈Γ
(pi +∆pi)xi
Subject to
n∑
i=1
wixi ≤ c
xi ∈ {0, 1}, ∀i ∈ I.
We first introduce the following remark which relates the feasible regions of both problems KP and KP ′, and their
objective values.
Remark 3.1. Let Γ be the set of the perturbed profits and x¯ (resp. x¯′) be an optimal solution for KP (resp. KP ′). Then, both
KP and KP ′ have the same set of feasible solutions and VO(KP ′) = VO(KP)+∑i∈Γ ∆pix¯i when both solutions coincide.
Indeed, we can observe that every item s ∈ I has the same weight in both KP and KP ′, and the capacity c related to
the single constraint remains unchanged in both problems. In addition, VO(KP ′) = ∑ni=1 pix¯i +∑i∈Γ ∆pix¯i = VO(KP) +∑
i∈Γ ∆pix¯i.
3.2.1. A preliminary study
In a primary study, we tried to define for each perturbed profit, associated to an item s, its sensitivity interval (lower and
upper bound limits). Unfortunately, this first study showed that the limits of each interval were dependent on the whole
of the perturbations imposed to the profit of the items of Γ . However, it remains difficult to establish the limits of each
perturbed profit independently of the other perturbations.
We can illustrate this phenomenon by the following example. Let us consider the following instance of KP :
(KP)
{Maximize 20x1 + 10x2 + 5x3
Subject to 5x1 + 4x2 + 2x3 ≤ 6
xi ∈ {0, 1}, i = 1, . . . , 3.
An optimal solution of KP can be represented by x¯ = (1, 0, 0)whose value is equal to VO(KP) = 20. By applying Result 3.1
to KP,we deduce that the sensitivity intervals of all elements are given as follows:
p1 ∈]15;+∞[, p2 ∈]1; 15[ and p3 ∈]1; 10[.
Note that, on the one hand, x¯ remains optimal if p1 (or p3) is decreased (resp. increased) to the value 15 (resp. 10); that
is related to a single perturbation of the profit on an item. On the other hand, if both profits p1 and p3 are simultaneously
perturbed – i.e. decreasing p1 to 15 and increasing p3 to 10 – then x¯ realizes an objective value equal to 15.
Observe that the feasible solution xˆ = (0, 1, 1), in KP, has an objective value equal to 15 and its objective value is
evaluated to 20 in the perturbed problem (when both p1 and p3 are perturbed). In this case, x¯ becomes non-optimal for the
perturbed problem and the non-optimal solution xˆ in KP becomes optimal in the perturbed problem.
Of course, for the same example, we can find several sets of perturbations which can be assigned to the profits
pi, i = 1, . . . , 3, for which the starting optimal solution x¯ becomes non-optimal in the perturbed problem. Among these
assignments, we have the following case:
Assignment 1. p1 = 18, p2 = 12 and p3 = 7.
However, there exists other cases for which x¯ remains optimal. Among these cases, we can cite the following ones:
Assignment 2. p1 = 18, p2 = 12 and p3 is unchanged.
Assignment 3. p1 = 18, p3 = 7 and p2 is unchanged.
Assignment 4. p2 = 12, p3 = 7 and p1 is unchanged.
3.2.2. Some results
From the above example (see Section 3.2.1), observe that establishing the limits associated to a perturbed item can be
considered as a function of the other perturbations. For the rest of the paper, we divide the subsetΓ into four subsets, where
each subset depends of both the sign of the perturbation used and the value assigned to the corresponding decision variable.
– Set Γ −0 = {s ∈ Γ | x¯s = 0 and∆ps ≤ 0} ,
– Set Γ +0 = {s ∈ Γ | x¯s = 0 and∆ps ≥ 0},
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– Set Γ −1 = {s ∈ Γ | x¯s = 1 and∆ps ≤ 0} and,
– Set Γ +1 = {s ∈ Γ | x¯s = 1 and∆ps ≥ 0}.
Note that Γ −0 ∪ Γ +0 ∪ Γ −1 ∪ Γ +1 = Γ and the intersection of each pair of the above subsets realizes an empty set. Let s
be an item of Γ and [∆−s , ∆+s ] denote the sensitivity interval of the profit ps obtained by applying Result 3.1.
In what follows, we first deal with the trivial cases of Γ , i.e. Γ −1 = ∅ and Γ +0 = ∅. The aim is to show later that both
cases can be added to the non-trivial cases (i.e., Γ −1 6= ∅ or Γ +0 6= ∅ or to an unspecified Γ ) without altering the quality of
the provided limits. Thus, the following remark serves to the rest of our study.
Remark 3.2. Let VO(KP) (resp. VO(KP ′)) be the optimal value of KP (resp. KP ′). Then,
(i) VO(KP)+∑s∈Γ ∆ps ≤ VO(KP ′) ≤ VO(KP)when Γ = Γ −0 or Γ = Γ −1 .
(ii) VO(KP) ≤ VO(KP ′) ≤ VO(KP)+∑s∈Γ ∆ps when Γ = Γ +0 or Γ = Γ +1 .
For the first case (i) – the same reasoning can be used for the case (ii) – it easy to see that VO(KP) ≥ VO(KP ′). In addition,
the worst case implies that all items of Γ belong to the new optimal solution; thus, we deduce that VO(KP ′) ≥ VO(KP)+∑
s∈Γ ∆ps.
In what follows, we prove the stability of both lower and upper bound limits when ∆−s and ∆+s are independent from
the profits of another item in Γ , i.e. the computation of each bound is not a function of other profits.
Proposition 3.1. Let ∆−s (resp.∆+s ) be the lower (resp. upper) bound limit of each perturbed item s ∈ Γ in KP. Suppose that the
calculus of each of these limits is independent from the profits of the other items in KP. Then, the perturbation of the protit of each
item remains the same when simultaneously perturbing all elements of Γ .
Proof. We prove the result by induction on the cardinality of the subset Γ , such that Γ ⊆ I. Let us suppose that k = |Γ |.
On the one hand, the result holds when k = 1. On the other hand, suppose that the result is verified for k ≥ 1 and,
consider Γ a set containing k items such that the limits of the sensitivity intervals of their profits are independent from the
profits of the other items.
Let KP ′ be the instance obtained when perturbing the k-th profit with∆pk such that∆pk ∈ [∆−k ;∆+k ]. According to the
assumption of recurrence, x¯ remains optimal for KP ′. Let us consider now an item j such that j 6∈ Γ and [∆′−j , ∆
′+
j ] be its
sensitivity interval in KP ′. In this case, if the last interval does not depend on the profits of the items of the set Γ and since
KP ′ represents exactly KP except for the profits of the items belonging to the set Γ , then
[∆′−j , ∆
′+
j ] = [∆−j , ∆+j ]. 
We then deduce from Proposition 3.1 the lower and upper bound limits of the sensitivity intervals when the set of
perturbed items is reduced to Γ +1 ∪ Γ −0 . Indeed, the limits for ps, when applying Result 3.1, are simply∆+s = +∞ when s
belongs to Γ +1 , and∆−s = 1− ps for s ∈ Γ −0 .
Corollary 3.1. Let x¯ be an optimal solution of KP. Then, ∀s ∈ Γ +1 ∪ Γ −0 the limits of the sensitivity interval coincide with the
limits provided by Result 3.1.
It is easy to see that ∆+s = +∞ when s belongs to Γ +1 and ∆−s = 1 − ps for s ∈ Γ −0 . In addition, by applying
Proposition 3.1, we deduce the result.
Theorem 3.1. Let x¯ be an optimal solution of KP, Ψ1 = maxi∈Γ−1
{
VO(KP\{i})
}
and Ψ0 = maxi∈Γ+0
{
VO(KP\{i}[c−wi])+ pi
}
.
Then, x¯ is an optimal solution for the perturbed problem KP ′ in the following cases:
Case i. Γ = Γ −0 ∪ Γ +1 ∪ Γ −1 and
∑
i∈Γ−1
∆pi ≥ Ψ1 − VO(KP).
Case ii. Γ = Γ +0 ∪ Γ +1 ∪ Γ −0 and
∑
i∈Γ+0
∆pi ≤ VO(KP)− Ψ0.
Proof. For the Case i, we prove the result by induction on the cardinality of the subset Γ −0 (the same reasoning can be
used for proving the Case ii). Let KP0 be the instance obtained from KP by perturbing the items of Γ −0 ∪ Γ +1 . According to
Corollary 3.1, x¯ remains an optimal solution for KP0. Let us consider now a sequentially perturbation of the items of Γ −1 .
Then, we prove that x¯ remains optimal for KP ′.
First, suppose that Γ −0 contains a single item which necessarily satisfies the inequality of Case i. Thus,
∆p1 ≥ Ψ1 − VO(KP).
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According to the definition of Ψ1,we deduce from the last inequality that
∆p1 ≥ VO(KP\{1})− VO(KP). (1)
According to both Remarks 3.1 and 3.2, we obtain the two following equalities:
VO(KP0) = VO(KP)+
∑
i∈Γ+1
∆pi and VO(KP\{1})+
∑
i∈Γ+1
∆pi ≥ VO(KP0\{1}).
By replacing both values VO(KP0) and VO(KP1) in inequality (1), we deduce that
∆p1 ≥ VO(KP0\{1})− VO(KP0).
Hence, x¯ is an optimal solution for KP ′.
Second, consider that Γ −1 = α and suppose that the perturbation of any subset of Γ −1 , containing α − 1 items, verifies
Proposition 3.1. Moreover, assume that the perturbations imposed on the items of Γ −1 satisfy Case i.
Let Γ˜ −1 be an unspecified subset of Γ
−
1 with α − 1 items giving the perturbed instance K˜P and k be the item of Γ −1 \ Γ˜ −1 . It
is clear that if Case i is verified for the items of Γ −1 , it is also verified for the items of Γ˜
−
1 . Then, according to the hypothesis
of induction, we deduce that x¯ is optimal for K˜P.
On the one hand, according to Case i, we have∑
i∈Γ−1
∆pi ≥ Ψ1 − VO(KP) ⇒
∑
i∈Γ˜−1
∆pi +∆pk ≥ Ψ1 − VO(KP) ≥ VO(KP\{k})− VO(KP).
Moreover, regarding that x¯ is an optimal solution for K˜P and according to Remark 3.1, we obtain
VO(K˜P) = VO(KP)+
∑
i∈Γ−0 ∪Γ+1 ∪Γ˜−1
∆pix¯i ⇐⇒ VO(K˜P) = VO(KP)+
∑
i∈Γ+1 ∪Γ˜−1
∆pi.
Differently stated,
VO(K˜P) = VO(KP)+
∑
i∈Γ+1
∆pi +
∑
i∈Γ˜−1
∆pi. (2)
On the other hand, KP0 is associated to the items of Γ −0 ∪Γ +1 whose profits are perturbed; thus, according to Remark 3.2,
we obtain the following inequality
VO(K˜P\{k}) ≤ VO(KP0\{k}) ≤ VO(KP\{k})+
∑
i∈Γ+1
∆pi. (3)
By replacing Eqs. (2) and (3) in the second inequality of Case i, we deduce that∑
i∈Γ˜−1
∆pi +∆pk ≥ VO(KP\{k})+
∑
i∈Γ+1
∆pi +
∑
i∈Γ˜−1
∆pi − VO(K˜P),
which is equivalent to
∆pk ≥ VO(K˜P\{k})− VO(K˜P).
Hence, by applying Result 3.1 to K˜P,we deduce that x¯ remains an optimal solution for KP ′. 
Theorem 3.1 states that the trivial cases do not affect the limits of the sensitivity intervals of the other cases. In addition,
the division of the smallest variation on the items of Γ −1 (resp. Γ
+
0 ) preserves the optimality of the solution.
In what follows, we establish the sensitivity limits for the general case; that is when Γ −1 6= ∅ and Γ +0 6= ∅ (and for an
unspecified Γ ).
Theorem 3.2. Let x¯ be an optimal solution of KP and Γ ⊆ N be an arbitrary subset of perturbed items. Then, x¯ remains an
optimal solution for KP ′ when∑
i∈Γ+0
∆pi −
∑
i∈Γ−1
∆pi ≤ VO(KP)−max {Ψ1,Ψ0} . (4)
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Table 1
An instance of KP
Item 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Weight 4 3 25 25 12 17 24 27 51 65 30 91 76 44 70 69 86 62 29 40
Profit 80 28 54 81 31 30 39 41 68 83 33 100 74 41 47 38 32 16 6 8
x¯ 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0
Maxs 63 12 26 44 6 0 3 2 7 9 0 8 0 3 5 8 25 25 13 18
Proof. We recall that, for an arbitrary given subset Γ ,we have (according to Theorem 3.1)
Ψ0 = max
i∈Γ
{
VO(KP\{i}[c−wi])+ pi
}
and Ψ1 = max
i∈Γ
{
VO(KP\{i})
}
.
From Eq. (4) and by using both Ψ0 and Ψ1,we obtain the following inequalities:∑
i∈Γ+0
∆pi
 ≤ VO(KP)−max {Ψ1,Ψ0} and
−∑
i∈Γ−1
∆pi
 ≤ VO(KP)−max {Ψ1,Ψ0} .
The last inequalities mean that the perturbations imposed on the items of Γ satisfy both cases of Theorem 3.1 (i.e. Case i
and Case ii). Thus, the proof can be applied in two phases.
First, we construct KP0 by perturbing the items of Γ +1 ∪ Γ −0 ∪ Γ −1 without violating Eq. (4). Thereafter, by applying
Theorem 3.1, we then guaranty the optimality of x¯ for KP0.
Second and last, we use a sequential introduction of the items of Γ −1 . Thereafter, by applying the Case ii of Theorem 3.1,
we deduce that x¯ remains optimal for KP ′, the perturbed problem. 
3.3. Quality of both lower and upper bound limits
Herewe first summarize howboth lower and upper bound limits can be used.We then analyze the quality of the provided
limits on an instance of KP.
3.3.1. Discussion
In order to compute the sensitivity interval limits, we distinguished four cases: Γ = Γ +1 , Γ = Γ −0 , Γ = Γ −1 and
Γ = Γ +0 .We then combine them later for dealing with the subsets considered in our study (see Section 3.2.2).
The first two cases are directly solved by applying Proposition 3.1. For the last two cases, we use the value Maxs which is
the upper (resp. lower) limit associated to the item s, s ∈ Γ +0 (resp. s ∈ Γ −1 ) when a single item is perturbed.
Wenote that ifMaxs = 0, the item s cannot be perturbed at all; in this case,∆ps is set equal to 0which induces its elimination
from Γ .We then evaluate the value associated tomins∈Γ+0 ∪Γ−1 {Maxs} and share it uniformly over∆ps,where s ∈ Γ
+
0 ∪Γ −1 .
Observe that according to Theorem 3.2, the established limits ensure the stability of the optimal solution x¯ of KP when these
items are simultaneously perturbed.
Note also that for a given setΓ , we apply Dantzig’s procedure [17] for computing the values corresponding to VO(KP\{s})
andVO(KP\{s}[c−ws]) (of course, one can use another procedure for computing such bounds, see Kellerer et al. [1]). Observe
that the last two bounds are provided in polynomial time; thus, computing the sensitivity interval limits can be produced
in a polynomial time.
3.3.2. An example
The purpose of this section is to illustrate the quality of the provided limits via an example composed of 20 items (see
Table 1, lines 1, 2 and 3). Their profits and weights are randomly generated between 1 and 100, and the knapsack capacity
c is set equal to 420.
Line 4 of Table 1 displays the values of the decision variable x¯s corresponding to the optimal solution x¯ and, Line 5 tallies
the value Maxs corresponding to each item. Herein, each value Maxs corresponds
(i) to the contribution given by the item s in the optimal solution value VO(KP), where x¯s = 1 (that is, Maxs = VO(KP) −
VO(KP \ {s})) and,
(ii) to the gap between VO(KP) and the optimal solution value if s is taken in the optimal solution (that is, Maxs =
VO(KP)− VO(KP \ {s}[c − ws])− ps).
Let us now analyze, for this example, the lower and upper bound limits for the perturbation of the items of a given set
Γ = {2, 4, 5, 9, 13, 16, 17, 19, 20}. According to the sign of each perturbation and to the value associated to the decision
variables, the decomposition of Γ induces the following four subsets: Γ +1 = {4, 5}, Γ +0 = {17, 20}, Γ −1 = {2, 9, 13} and
Γ −0 = {16, 19}.
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First, the interval limits for the cases s ∈ Γ +1 and s ∈ Γ −0 are trivial: the perturbation of the items neither affects the
optimality of the solution nor the limits of the perturbation of the other items of Γ . Therefore, the items of Γ +1 and Γ
−
0 can
operate separately and we reduce then the set Γ to the union of Γ −1 and Γ
+
0 .
Second, we now focus on the values affected to Maxs, where s ∈ Γ . Observe that Max13 = 0, and therefore it is
not possible to perturb the item 13 without affecting the optimal solution of the problem. For the rest of the items of Γ ,
observe that the minimum value of Maxs is equal to 7; thus, we can perturb the profits of the items of the resulting subset
{2, 9, 17, 20} by a total value equal to 7, without affecting the optimal solution at hand. For instance, if the last value is
uniformly shared over all pi’s, then we can use the following assignment: p2 = 26, p9 = 66, p17 = 34 and p20 = 9.
Third and last, observe that the perturbation of the profits of the items ofΓ −1 ∪Γ +0 are dependent. Indeed, these elements
share the smallest valid perturbation corresponding to a single element. Thus, for this case, the study requires to combine
all the perturbations related to all items and we think that it is preferable to construct a subset containing the items whose
perturbation Maxs, s ∈ Γ −1 ∪ Γ +0 , are the closest ones.
4. Conclusion
In this paper, we analyzed the sensitivity of the optimum of the knapsack problem to perturbations of the profit of a
subset of items. We mainly established lower and upper bound limits. In order to stabilize the optimal solution at hand, we
distinguished two cases: (i) the case in which any perturbation (on Γ +1 or Γ
−
0 ) does not affect both optimal solution, and
lower and upper bounds limits, and (ii) the case which relies on the dependence between elements of Γ −1 or Γ
+
0 . For the
latter, we established a relation between the limits of the perturbed elements.
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