Majorization uncertainty relations are generalized for an arbitrary mixed quantum state ρ of a finite size N . In particular, a lower bound for the sum of two entropies characterizing probability distributions corresponding to measurements with respect to arbitrary two orthogonal bases is derived in terms of the spectrum of ρ and the entries of a unitary matrix U relating both bases. The obtained results can also be formulated for two measurements performed on a single subsystem of a bipartite system described by a pure state, and consequently expressed as uncertainty relation for the sum of conditional entropies.
I. INTRODUCTION
Even though uncertainty relations (URs) are often considered to be a hallmark of quantum mechanics, the field devoted to quantification of fundamental, quantum mechanical uncertainty recently undergoes an accelerating progress (cf. [1, 2] and references therein). Quite understandably, current research efforts are not much oriented towards the well-established original formulations due to Heisenberg [3] , Kennard [4] and Robertson [5] , involving the product of two variances, or their pioneering entropic counterpart by Białynicki-Birula and Mycielski [6] . Rare exceptions (few examples rather than a comprehensive list) from that "rule", such as geometrical description of multimode positionmomentum uncertainty relations [7] by means of smooth functions of second moments, a scheme for entanglement detection based on Robertson UR for three mutually unbiased directions [8] , or covariance-dependent improvements of [6] driven by phase-space description of (non)Gaussian states in quantum optics [9] , share a common conceptual root. It is recognized that the URs in general are not only an inherent part of the formalism. Instead, they prove to be useful and efficient in providing relevant pieces of information in various practical cases, including experimental ones.
A popular way of describing uncertainty for states belonging to an N -dimensional Hilbert space in terms of information entropies is based on famous results by Deutsch [10] and Maassen-Uffink [11] . The bounds derived in [10, 11] valid for the sum of both entropies were expressed as a function of the modulus of the largest entry of the unitary matrix U , which relates both measurement bases. Uncertainty relations optimized first for two-dimensional Hilbert space [12, 13] , were later studied in higher dimensions [14, 15] as well as strengthened, recast [16] [17] [18] and extended to: more than two orthogonal measurements [15] and generalized quantum measurements [19, 20] ; presence of quantum memory [21, 22] and quantum correlations [23] ; generalized entropies [24] [25] [26] , etc.
The sole entropic formalism fits well into thermodynamic considerations on a quantum level [27] . However, the plethora of associated uncertainty relations mentioned above has not played a visible role so far in the growing field of quantum thermodynamics. It might be considered surprising since, for instance, the generalized second laws of quantum thermodynamics [28] involve the whole family of generalized Rényi information entropies. Similarly, a related notion of quantum coherence [29] with its already broad scope ranging from thermodynamics [30] , via quantum transport [31] , to interference experiments [32, 33] , was scarcely (with a single exception [34] ) studied with the help of the rich machinery of URs. The reasons behind that seem twofold. First of all, in applications in which one is interested in keeping track of certain processes, one often focuses on interrelations between sole probabilities, rather that between the combined measures such as entropies. Moreover, in most of the cases it is important to take into account that the quantum states in question are mixed, while the standard URs deal with pure states. Of course, most of the known URs do remain valid for all mixed states, though they usually contain no valuable improvements, as compared to the bare case of pure states.
Possible remedy for the first issue is brought by the concept of majorization. Making use of the majorization relations between the probability vectors, it was possible to improve uncertainty relations available for pure states and in fact formulate them for any Schur concave function [35, 36] . On a more general level, the formal theory of uncertainty quantification based on majorization has been established [37] and is promised to substantially broaden a class of available operational interpretations, likely in the spirit of resource theories. In regard to the second limitation mentioned, some attempts to extend (entropic) uncertainty relations to the case of mixed states were reported in [23, [38] [39] [40] . Though, an effort to combine the majorization techniques with the full description of a quantum state in terms of its density matrix has not yet been taken.
Even though recent literature on entropic uncertainty relations grows fast [1, 2] , several interesting problems do remain open. Thus, the technical aim of this work is to supplement the direct-sum majorization uncertainty relations derived in [38] by non-trivial information about mixedness of the quantum state. We believe the presented results enrich the toolbox of the quantum information theory relevant for studies on quantum thermodynamics, wave-particle duality and beyond. Following such a goal, we also consider a bipartite pure state subject to two orthogonal measurements performed locally on a single subsystem. As a by-product, we derive lower bounds for the sum of conditional entropies, which can be expressed in terms of the mutual information.
The present paper is organized as follows. In Section 2 we review necessary notions and introduce notation used in the paper. Main majorization relation and the corresponding entropic uncertainty relations are formulated in Section 3. Comparison of the strength of the obtained bounds with other results from the literature is presented in Section 4. The paper is concluded in Section 5, while a proof of the lemma used to prove the main theorem is postponed to Appendix.
II. PRELIMINARIES
We shall start by fixing the basic notation. For a density matrix ρ of a finite dimension N one defines its von Neumann entropy S as
where the vector (λ 1 , . . . , λ N ) denotes the spectrum of ρ. A von Neumann measurement given by an orthogonal basis {|a i } i yields the probability vector, p i = a i |ρ|a i , i = 1, . . . , N characterized by the Shannon entropy H(p) = − N i=1 p i ln p i of the measurement outcomes. We can see that, on the one hand the von Neumann entropy of ρ is equal to the Shannon entropy of the vector λ, while on the other hand the Shannon entropy of the measurement probabilities p is equal to the von Neumann entropy of the post-measurement state (its eigenvalues are p i ).
Thus, for a bipartite state ρ AB acting on a composite Hilbert space H A ⊗ H B one defines the joint entropy
where H(AB) is the Shannon entropy of the spectrum of ρ AB . By introducing the argument 'AB' instead of the probability vector, we modify the notation a bit to make a connection with standard information theory. We believe no misunderstanding shall occur due to that step. The reduced density matrices ρ A = Tr B ρ AB and ρ B = Tr A ρ AB allow one to introduce the entropies of both reductions,
In Section 4 we are also going to use the conditional von Neumann entropy,
and the mutual information,
As the majorization uncertainty relations led to lower bounds for the sum of entropies, we shall also introduce two generalized variants of the Shannon entropy, namely, due to Rényi
and Havrda-Charvát, popularized in physics community by Tsallis
It is easy to see that the first quantity is additive while the second one is not. In the case α → 1, both quantities reduce to the Shannon entropy H(p). Consider two real vectors x and y of sizes N 1 and N 2 , respectively. We associate vectors x ↓ , y ↓ of size max{N 1 , N 2 } with coefficients ordered decreasingly and zeros on additional coordinates added to the shorter vector. The vector x is said to be majorized by y, written x ≺ y, if x ↓ and y ↓ satisfy inequalities for all partial sums and sum up to a common value
Majorization relation between two vectors allows one to write down inequalities between any Schur-concave functions of both arguments [41] . This technique applied to generalized entropies was used in [35, 36] to derive majorization entropic uncertainty relations for two orthogonal measurements performed on a single system described by a pure state. In the present work even stronger bounds derived in [38] will be extended for arbitrary mixed quantum states.
A. Direct-sum majorization relation
While looking for entropic uncertainty relations one attempts to bound the sum of entropies for two probability vectors p and q, which characterize outcomes of two measurements of a given quantum state ρ. To fix the notation we assume that p and q are probabilities associated to orthogonal measurements described by two bases mutually related by a unitary matrix U ,
As in [38] , given a unitary matrix U of size N , we define a set of rectangular submatrices with a fixed perimeter,
and M is a submatrix of U }.
The symbols #cols (·) and #rows (·) denote the number of columns and the number of rows respectively. We further define coefficients s k [36] 
with M being the operator norm equal to the maximal singular value of M . By construction, c = s 1 ≤ s 2 ≤ s 3 ≤ · · · ≤ s N = 1. Next we define a vector W of length N ,
The direct-sum majorization uncertainty relation derived in [38] tells us that given a pure input state ρ = |ψ ψ|, we have
III. MAIN RESULT
Inspired by the approach briefly sketched above, we now consider generalized majorization relations based on the direct sum of two vectors,
for some vector W (λ) which now shall also depend on the spectrum (λ) of a measured state. In order to construct the vector W (λ) we first introduce an auxiliary real vector S,
Even though we use here the symbol reserved for the von Neumann entropy, no confusion shall occur since now S is the bold-faced vector. We use the notation S k in order to make a conceptual connection with s k defined before for the case of pure states. First elements of the vector S read:
Finally, we define a vector W (λ) of length 2N with elements given by the difference,
By definition we can recast the coefficients of
which can be rewritten with use of the original vector W defined in Eq. (12)
First elements of the vector W (λ) have the following form:
The above notation allows us to state the main theorem: Theorem 1. For a unitary matrix U of size N and a density matrix ρ with eigenvalues given by (λ), the following majorization relation holds
The proof of above theorem utilizes the lemma presented below, but proven in Appendix.
Lemma 1. Let λ be a given vector of non-negative eigenvalues summing up to one. Let ρ be a mixed state with eigenvalues given by λ. Let p i = i|ρ|i and q i = a i |ρ|a i . We assume, that {|i } i and {|a i } i form two orthonormal bases. Then the following inequality is true
where · denotes the scalar product. The vector µ of length m + n is defined as follows,
where the matrix A has entries A ij = a i |j , σ(A) denotes the vector of singular values of A and the symbol ⊕ represents concatenation of two vectors. If necessary, the vector σ(A) ⊕ (−σ(A)) is extended to the length m + n with elements equal to zero.
For instance, in the case of m = 1 and n = 4, the matrix A has one nonzero singular value and
Next proposition is necessary to obtain the desired majorizing vector.
Proposition 1. Let n ≤ m. With notation presented above the following inequalities are satisfied,
Proof. Using Cauchy interlacing property for singular values [42, Cor. 3.13] we obtain
where A (k) is a submatrix of A obtained by deleting k rows and/or columns from A. Substituting the above inequalities to Lemma 1 we complete the proof of the Proposition 1.
Proof of Theorem 1. In order to prove the main theorem we consider the largest possible bound from the Proposition 1, with restriction that n + m = k. Using elementary inequalities one notes, that the largest possible value is in the case when n = m for even k = 2n and n = m − 1 for odd k = 2n + 1. In this way we recover values S k defined in Eq. (15) , which give us the desired majorization relation (19) .
Using Theorem 1 we are in position to upgrade the entropic uncertainty relations for generalized entropies: Theorem 2. With notation as above the following entropic uncertainty relations hold: a) for the Shannon entropy H,
b) for the Rényi entropy H α of order α < 1,
c) for the Tsallis entropy T α of any order α ≥ 0,
Proof. The above inequalities follow from majorization relation (19) and the Schur concavity of generalized entropies. In the case of the Rényi entropy we use also the subadditivity of the function ln(1 + x).
IV. PURIFICATION OF MIXED STATES AND BIPARTITE PURE STATES
In the second part we apply the mixed-states majorization uncertainty relation derived above to the case of composite systems. To this end, we consider a pure state |ψ of a bipartite system, namely |ψ ∈ H A ⊗ H B . By performing a measurement described by a basis |a i on the subsystem A, we obtain a set of outcomes, labeled by i, with their corresponding probabilities
To create a scenario relevant for quantum mechanical uncertainty relations we shall now consider two von Neumann measurements X and Y performed on part A. For the sake of simplicity we assume that the first measurement is given by the computational basis, while the second one is provided by |a i . These two measurements transform a bipartite (in general mixed) input state as follows:
The conditional entropies of the measurement outcomes and the system B are then given by by:
Now, with the help of (29) we observe that
H(XB) = H( p), and H(Y B) = H( q),
where
and by analogy q i = a i |ρ A |a i . Note in passing that whenever the input state ρ AB is pure, so that the entanglement between A and B is fully characterized by the vector of state's Schmidt coefficients λ, we get a simplified expression for the sum of both conditional entropies,
V. CONDITIONAL ENTROPIC UNCERTAINTY RELATIONS
Now we are in position to establish the majorization entropic uncertainty relation for the conditional entropies. Theorem 1 gives us the majorizing vector W (λ) , which in turn provides a bound (25) for the sum of both measurement entropies. To achieve the desired goal it is convenient to rewrite the majorizing vector in question with the help of matrix notation. To this end, we first define an auxiliary matrix: 
which allows us to relate the vector W (λ) defined by (16) and the vector W introduced in (12)
In the next step we consider a joint probability distribution given by a matrix
where diag(W) is a diagonal matrix with the vector W on its diagonal. The marginal distributions of P are given by 1 2 W (λ) and W respectively. One can check that P is a permutation of the matrix
which has an internal structure of the tensor product. This fact implies the formula for the entropy,
On the other hand, we have that
and W are reductions of P , thus
where I(P ) is the mutual information (5) of two variables described by a joint probability distribution P . We simplify the above relation to the form
which can also be rewritten as
This result allows us to express the sum of both conditional entropies and to find an information-theoretical interpretation of the relation (25).
Corollary 2.
In the notation presented above we have the following conditional entropic uncertainty relation
It is important to observe that the left hand side of the above inequality is a concave function of the quantum state, while the right hand side is a convex and non-negative function of the parameters λ. The latter follows from the fact that one marginal distribution of P does not depend on λ.
A. One-qubit measurements
Let us emphasize, that the major results (42) holds for an arbitrary dimension N . Even though, in order to show all its advantages one needs to analyze the case N ≥ 3, we start the discussion by presenting a simple N = 2 example, for which our approach dominates the previous results (including the strong bound of Ref. [40] specialized for one qubit measurements only) for certain mixed states of high purity. Consider a normalized N = 2 mixed state ρ with spectrum {λ 1 , λ 2 } and assume that λ 2 = 1 − λ 1 ≤ 1/2 ≤ λ 1 . We also assume that two orthogonal measurements are taken in bases |χ i and |ϕ i , i = 1, 2, such that the probability of obtaining i-th outcome is given by p i = χ i |ρ|χ i and q i = ϕ i |ρ|ϕ i respectively. Alternatively, one can consider a pure state |ψ AB ∈ H A ⊗ H B , such that its partial trace is Tr B |ψ AB ψ AB | = ρ and analyze local measurements performed on the subsystem A. The spectrum {λ 1 , λ 2 } of the state, equal to the Schmidt vector of |ψ AB , allows us to bound from above the following sum of measurement probabilities.
The above inequalities render the form of W (λ) , the vector known to majorize the direct sum
Note that the reasoning leading to Eq. (42) implies the following inequality concerning the sum of two conditional entropies,
In Fig. 1 and Fig. 2 we compare the above bound with other bounds for the sum of conditional entropies known from the literature. In the qubit case we consider the following lower bounds: (B B ) by Berta et al. [21] ; (B KLJR ) by Korzekwa et al. [39] ; (B KP P ) -a strong bound valid only for single qubit measurements -by Kurzyk et al. [40] ; the bound (B RP Z3 ) from [38] . It is important to stress, that in the bounds for conditional entropy we reject the negative part of the bound. Figure 1: Lower bounds for a sum of conditional entropies in the case of two von Neumann measurements performed on a single qubit. One measurement is in a computational basis, the second one is in a basis rotated by an angle θ, obtained for a mixed state with spectrum {λ, 1 − λ}. Our bound ( -thick solid curve B P RKZ ) (42) is compared with bound (B B ) by Berta et al. [21] ; (B KLJR ) by Korzekwa et al. [39] ; (B KP P ) by Kurzyk et al. [40] (valid for one qubit measurements only) and bound (B RP Z3 ) from [38] .
Let us note in passing that since for N = 2 one has s 1 ≥ 1/ √ 2, we obtain
which gives us another majorization relation [21] ; (B KLJR ) by Korzekwa et al. [39] ; (B KP P ) by Kurzyk et al. [40] and our earlier bound (B RP Z3 ) from [38] .
where W = {s 1 , 1 − s 1 } is a vector used to obtain in [38] the direct sum majorization relation for pure states. Thus for the case of the Shannon entropy H we get
whereH is a Schur-concave functionH : x → − x i log(x i ) (it is not the same as the entropy, because it also allows vector arguments which are not normalized). Note that {1} ⊕ W = W ({1,0}) , so we are in agreement with the bounds obtained in [38] for the Shannon entropy in the case of pure states.
B. Qutrit measurements
In this section we illustrate our result in the case of two qutrit measurements. Let |ψ AB be a two-qutrit pure state with a given Schmidt vector λ, determining the spectrum of the partial trace ρ. Taking a fixed orthogonal matrix
we consider lower bounds for conditional entropies H(X|B) + H(Y |B), and compare our lower bound (42), the bound by Berta et al. [21] and the bound B RP Z3 from [38] . Here we also omit the negative part of the bound, presenting (see Fig. 3 ) contour plots for the bounds on the 2D simplex of eigenvalues λ 1 + λ 2 + λ 3 = 1.
VI. CONCLUDING REMARKS
The primary goal of our investigations was to extend the quantum information toolbox relevant for description of processes involving comparisons of probability vectors. The major conceptual feature of our results is that they are based on the idea of majorization, which in turn has several appealing practical interpretations due to its ability to create a partial order and capture efforts necessary to transform one probability distribution to the other. Apart from an expected outcome of our work, namely the majorization UR for mixed states Eq. 19, we found an interesting uncertainty relation for conditional entropies Eq. 42. Note that the results obtained in this work for the setup of represented for each bound by contour plots in the probability simplex obtained using the same heights of the countour lines. The new bound (42) shown in panel (a) outperforms earlier results (b) bound B B from [21] and (c) bound B RP Z3 from [38] .
two orthogonal measurements performed on a mixed quantum state can also be applied for a pure state of a bipartite system subjected to two measurements performed locally on a single subsystem. A natural open issue is to generalize the bounds presented here for the case of three or more orthogonal measurements or to allow for a wider class of quantum measurements. It might be also interesting to identify measurements for which the bound provided are tight and to look for quantum states for which the minimal values of the sum of entropies is achieved.
So far the uncertainty relations based on majorization have been established for finite-dimensional coarse-grained continuous observables [43] , and also for quantum channels [20] . Insightful and challenging applications/extensions of the formalism and results presented in this paper are thus situated in the field of continuous variables, where various majorization techniques have already proven their usefulness [44] [45] [46] .
Proof. We define a matrix M as M = |1 1| + · · · + |m m| + |a 1 a 1 | + · · · + |a n a n |.
(A3)
Next we calculate p 1 + · · · + p m + q 1 + · · · + q n = Trρ(|1 1| + · · · + |m m| + |a 1 a 1 | + · · · + |a n a n |)
The last inequality is a von Neumann's trace inequality. Now we note, that
for a vector C of length m + n defined in [36, lemma 1]
To calculate eigenvalues of M in terms of the coefficients A ij we write 
Note that the equality in the first line of the above reasoning concerns only nonzero eigenvalues of the matrices C † C and CC † .
