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                          PREFACE 
     In a communication system, the basic issue of concern is to 
efficiently allocate the channel among the users. The solution to this 
issue has led to various multiple access protocols. Contention-based 
protocols have been well known to be an effective multiple access 
protocol in a system consisting of a large number of bursty users. 
However, in contention-based protocols, as a result of no coordination 
among the users, it happens that two or more users attempt to transmit 
their messages on a common channel. This, referred to as 'collision' or 
 'conflict' , causes the performance degradation and, further, instability 
(or saturation) phenomenon. Tsybakov (in 1978) and Capetanakis (in 1979) 
independently proposed a novel approach in order to overcome this 
instability phenomenon. Their protocols are referred to as tree-based 
protocols (or tree-based collision resolution algorithms (CRAs)) because 
they use a tree structure in resolving a collision. It is noteworthy that 
tree-based CRAs stabilize a contention-based communication system without 
the use of dynamically changing quantities such as an input rate or the 
number of active users. For this reason, i.e, an excellent property of 
stability, tree-based CRAs have extensively studied. 
    The major objective of this dissertation is to develop several new 
branches of tree-based CRAs and evaluate their performance. The main 
focus is on both tree algorithms with (control) mini-slots and tree 
algorithms in a reservation system where a tree algorithm is exploited to 
schedule an access to the reservation channel. In these two classes of 
tree algorithms, we further consider two subclasses: free access (FA) and 
blocked access (BA) subclasses. These subclasses differ by the rules used 
for transmission of new packets. 
iii
    First, in chapter2, we propose a BA tree algorithm with mini-slots 
(BA TA/M), which assumes that binary feedback information (BF) on the 
state of mini-slot is available, and present an approximate analysis of 
its average transmission delay. In the next chapter (chapter 3), we 
analyze the maximum throughput of the BA TA/M as well as that of a BA 
TA/M-TF, which assumes that ternary feedback information (TF) on the 
state of mini-slot is available. Furthermore, in chapter 4, we analyze 
the maximum throughput of two FA TA/Ms, i.e., FA TA/M-BF and FA TA/M-TF. 
The lower bound of the average transmission delay for these two FA 
algorithms is explicitly obtained. Through our analysis, in a class of 
TA/Ms, we show an effect of the feedback information on the state of 
mini-slot and an effect of how to handle new packets (i.e., blocked 
access and free access) on the performance. 
     Second, we consider two reservation algorithms; one exploits a BA-
tree algorithm (BA-RTA), and the other exploits an FA tree algorithm (FA-
RTA), where Q number of reservation small-slots and L number of data sub-
slots are organized into a frame. The maximum throughput of BA-RTA and 
FA-RTA is analyzed, and an optimum frame configuration is obtained for a 
given small-slot length. In addition, the performance of BA-RTA and FA-
RTA is compared on the basis of these analyses. 
    Finally, the author would like to hope that the research in this 
thesis will be helpful for further study in this field. 
                                                  August, 1986
                                              Yuuji  Oie
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 Chapter 1 
                               Introduction
1.1 Communication System  
     We will consider the situation which consists of geographically 
distributed stations (users) wishing to communicate over a communication 
channel. This channel provides the common medium of communication among 
the stations, and, only a single message can be transmitted over the 
channel at any one time. If two or more messages are simultaneously 
transmitted on the channel, none of these messages will be correctly 
received by the destination(s). In such a multiple access environment, 
the principle problem of concern is how to allocate efficiently the 
channel among the stations. The solution to this problem yields various 
multiple access protocols. 
     A multiple access protocol is regarded as the scheduling algorithm 
of a channel that is shared by a large number of stations. Multiple 
access protocols and their performance depend on the environment where 
they are employed. In a satellite communication channel, the most impor-
tant characteristic is the inherent long propagation delay of approxi-
mately 0.27 sec. In a ground radio channel, the propagation delay is 
relatively short compared to the transmission time of a packet, and this 
can be of great advantage in scheduling channel access. Finally, in a 
local area network, short propagation and high data rate are the main 
characteristics that are exploited in devising multiple access protocols 
suitable for this system (see, e.g., [TOBA 80]). Multiple access proto-
cols are evaluated in terms of various performance measures. The most 
desirable performance characteristics are high throughput (channel uti -
lization) and low message transmission delay. 
   In this thesis, we will focus our attention on the performance of 
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multiple access protocols in communication systems. 
1.2 Multiple Access Protocols  
     Several authors [TOBA 80, LAM 79, KURO 84] have attempted to classi-
fy various multiple access protocols. As previously discussed, the mul-
tiple access problem is to grant transmission permissions to a single 
station with messages to be transmitted over the channel. Multiple 
access protocols divide broadly into two classes: controlled-access pro-
tocol and contention-based protocol (see Fig.1.1). 
1.2.1 Controlled-Access Protocols 
     Controlled-access protocols are characterized by collision free 
access to the channel. That is, the distributed stations are coordinated 
in such a way that two or more stations never attempt to transmit mes-
sages simultaneously. This coordination is typically achieved by impos-
ing an ordering on the allocation of channel access (transmission) rights 
to the stations. Controlled-access protocols can be further character-
ized according to whether or not channel transmission rights are allo-
cated in response to the current transmission requirements of the sta-
tions. 
1.2.1.1 Fixed channel allocation protocols 
     Fixed channel allocation protocols allocate the channel to stations 
in a static manner: i.e., independently of their transmission require-
ments. As a class of these protocols, frequency division multiple access  
(FMDA) and time division multiple access (TDMA) are well known. FDMA 
assigns a fraction of the bandwidth to each station, which sends messages 
in the allocated subband. On the other hand, TDMA assigns fixed channel 
time slot to each station, which uses only the allocated slot to send 
messages. In both these protocols, idle channel (slot) frequently appears 
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at light input rates because fixed channel is assigned to each station, 
regardless of whether a station has messages. For this reason, these are 
not well appropriate to the system with a large number of bursty sta-
tions. From a performance point of view, it has also been shown that 
TDMA is superior to FDMA in many cases of practical interest [LAM 77, 
TOBA 80]. 
1.2.1.2 Demand-adaptive protocols 
     As mentioned above, the fixed channel allocation protocols are 
inefficient at light load. Thus, in order to overcome such inefficiency. 
demand-adaptive protocols attempt to allocate the channel in a manner 
more consistent with the immediate transmission requirements of the 
users. This class contains well-known protocols such as polling schemes 
and reservation schemes; some of these protocols,  e.g., polling schemes 
[TOBA 76], need a central controller, and others, e.g., the reservation 
scheme proposed in [CROW 73], operate under a distributed control without 
a central controller. The token passing scheme developed rapidly in 
local area networks is viewed as a version of polling schemes [BUX 81]. 
Polling and Probing 
     In polling schemes, a central controller polls the users one by one 
sequentially, and the polled user seizes transmission right. The perfor-
mance of polling schemes can be expressed in terms of both population 
size and the propagation delay. As a result of one-by-one polling, the 
polling schemes perform badly in the case of a large population of users. 
Recently, polling scheme has been improved in several papers (see, e.g., 
[HAYE 78, GRAM 80, GUDJ 80, TOWS 84]). We address these studies relevant 
to this thesis below. 
    The tree probing was first proposed and analyzed by Hayes [HAYE 78]. 
This scheme polls groups of users rather than individuals by the use of 
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tree structure; that is, each user corresponds to a leaf in a tree graph, 
where a user is allocated to a leaf according to his address, and a tree 
traverse corresponds to an inquiry process. A central controller first 
asks all the users whether any of them has a message. A user with 
messages responds affirmatively by putting a noise signal on the channel. 
If an affirmative answer is received, the group is partitioned into  two 
and the question is repeated to each of the subgroups.The process is 
repeated until all users having messages are divided into different 
subgroups. At light loads, a large number of users have no messages, 
and thus the tree probing is of great advantage. In contrast, if all the 
users (N) have messages, where N is assumed to be a power of 2, i.e.,, 
N=2n, the tree probing needs 2N-1 inquiries per cycle as opposed to only. 
N for the conventional polling. To improve the tree probing, Hayes 
[HAYE 78] has proposed the adaptive probing such that smaller group of 
users is initially polled at high traffic loads rather than all of the 
users [HAYE 78]. The tree probing is also improved in such a way that a 
user responds affirmatively by putting its address on the channel rather 
than the noise signal [GUDJ 80]. In this case, a central controller can 
identify the user sending his affirmative answer if it receives only one 
answer. Refer to the paper by Towsley et al. [TOWS 84] for other adap-
tive tree polling algorithms. 
Reservation schemes 
     In this class, a user must acquire (i.e., reserve) the channel over 
which he will transmit messages. Reservation ALOHA [CROW 73] introduced 
frame consisting of several slots. In this protocol, if a user succeeds 
transmission without collision in a slot, say ith slot, of a frame, he 
can acquire the exclusive transmission rights in the ith slot of the 




well  suited  for the system where a message is divided into several pack-
ets of equal length. Another typical reservation scheme is what we call 
FIFO (first in first out) reservation scheme proposed by Roberts 
[ROBE 73]. This scheme provides two types of channels; i.e., the 
request channel used for request packet (or signal) transmission and the 
data channel for data packet transmission. A user with messages first 
sends a request packet in request channel, and after succeeding in trans-
mitting the request packet correctly, he transmits messages in the data 
channel on the basis of FIFO discipline (see [ROBE 73]). 
     In reservation schemes, a user can transmit his messages without 
collision after acquiring (or reserving) transmission rights in the data 
channel. As an access scheme used for reserving the data channel, con-
trolled-access protocols or contention-based protocols are employed; 
i.e., access to the request channel yields another multiple access prob-
lem. Refer to the papers such as [JACO 78, KLEI 80, LEE 83, RETN 80] 
for other reservation schemes. 
1.2.2. Contention-Based Protocols 
     The second broad class of multiple access protocols, known as 
contention-based protocols, were developed to overcome the inefficiency 
due to fixed channel assignment and the control overhead due to demand-
adaptive protocols. 
1.2.2.1 ALOHA Type Protocols 
    Abramson [ABRA 70] devised the first contention-based protocol , 
which is known as pure ALOHA. The basic concept of the ALOHA system is 
simple; a user simply transmits a message when it arrives. This protocol 
requires no coordination among the distributed users. If two or more 
users simultaneously transmit messages at the same time, their messages 
interfere (or collide) and thus require retransmission. 
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     As previously mentioned, a multiple access protocol strongly 
depends on the environment in which it is employed.In a ground radio 
environment, the propagation delay time is relatively short compared to 
packet transmission time. Thus, by monitoring the channel, the stations 
can take an advantage of the current state of channel in scheduling 
 transmissions. This class is known as the carrier sense multiple access  
(CSMA) protocols, two of which, i.e., non-persistent and p-persistent 
CSMA, were analyzed by Kleinrock and Tobagi [KLEI 75]. Furthermore, in a 
local area network, a propagation delay is short enough for a user to 
detect whether or not his transmission collides prior to the end of 
transmission. Owing to this capability to detect a collision promptly, 
if a. collision arises, all the stations can abort their transmissions and 
then retransmit later. This mechanism helps to reduce a waste of the 
channel due to collided transmissions. This sort of protocols are known 
as the CSMA with collision detection (CSMA/CD), and its prominent example 
is the Ethernet [METC 76]. 
     As noted above, in contention-based protocols, as a result of no 
coordination among distributed users, two or more users may transmit 
messages at the same time; i.e., a collision is inevitable. Thus, the 
main issue of concern is how to efficiently resolve a collision. 
     The earliest approach to this problem is uniform retransmission  
randomization scheme [KLEI 75]. In this scheme, a user defers a retrans-
mission for a random amount of time whose maximum value is fixed. The 
probabilistic element in the retransmission scheme helps collided users 
to eventually retransmit at different times. This scheme restricted the 
maximum value of retransmission interval to fixed one. On the other hand, 
the following two retransmission (backoff) algorithms vary the maximum 
value of retransmission interval in response to the number of collisions 
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experienced by the packet [TROP 83]: the binary exponential backoff 
algorithm, which is employed in the Ethernet, and the linear incremental 
backoff algorithm. In addition, another kind of contention-based proto-
col, the URN scheme, was proposed by Kleinrock and Yemini [KLEI 78]; when 
the number of active users in a network is given, it grants transmission 
permissions to a subset of users, whose population size is determined in 
such a way as to maximize the probability that the subset contains exact-
ly one active user (i.e., user having messages to be transmitted). 
      These algorithms have common undesirable property; that is, the 
inherent instability phenomenon, which has been pointed out in several 
protocols: in the slotted ALOHA [FERG 75,  FAYO 77], the CSMA [TOBA 77], 
the CSMA/CD [ROSE 84] and the URN scheme [MITT 81]. Several papers have 
proposed control policies that stabilize these schemes [LAM 75, FAYO 77, 
TOBA 77, MITT 81]. 
1.2.2.2 Tree-Based Protocols 
     Another solution to instability problem leads to extensive studies 
on tree-based protocols. Tree-based protocols refer to how to partition 
the active users into a set of enabled users (users with transmission 
rights) and a set of disenabled users (users without transmission rights) 
rather than how to schedule the time instant of a retransmission. Thus 
they can be regarded as partitioning algorithms. 
     If none of the enabled users are active, then the channel remains 
unused and a new partitioning of the users is eventually determined. If 
exactly one enabled user is active, a new partitioning is then deter-
mined. Finally, if two or more active users are in the enabled set , then 
their messages collide. If users detect collided transmissions , then the 
enabled set is further partitioned in order to isolate a single active 
user in the enabled set. Numerous mechanisms have been proposed to 
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determine the partitioning of users in tree-based protocols. We will 
mention three kinds of tree-based protocols below: address-based, proba-
bilistic and time-based partitioning algorithms. 
Address-based partitioning algorithm 
    This class of algorithms was first proposed by Tsybakov [TSYB 78] 
and Capetanakis [CAPE 79a,b]. These algorithms permit a subset of users 
to transmit their packets in the current slot based on their addresses. 
We will refer to the algorithm proposed by Capetanakis (i.e., binary 
tree algorithm) and its extended version (i.e., Q-ary tree algorithm 
presented by Mathys [MATH 85]) as the basic tree algorithm. 
     An address-based Q-ary basic tree algorithm operates as follows 
[CAPE 79a, MATH 85]. We can think of each of the users as a leaf in a Q-
ary tree graph, as shown in Fig.1.2. If a population size N is given by 
 Qn, each user has a Q-ary address with n figures, and through these n 
figures, a packet is successfully transmitted after at most n number of 
retransmissions. We assume that channel time is slotted and users with a 
packet initially attempt to send their packets in the current slot. If a 
collision arises, the set of users involved in the collision is parti-
tioned into Q subtrees according to their addresses. Only users in one 
of Q subtrees of the Q-ary tree are allowed to transmit in the subsequent 
time slot. If further collisions occur, the enabled set is continually 
divided into Q subtrees until the enabled set eventually has only one 
ready user. 
     Figure 1.2 shows an example of a collision resolution process of a 
binary tree algorithm. This system consists of 8 (=23) users with binary 
addresses. In slot 1, users B, C, G and H transmitted their packets, 
resulting in a collision. Then, transmission rights are given to users B 
and C involved in the left subtree. Since this subtree has more than one 
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active user, it is further divided into two subtrees. These subtrees has 
only one active user, and a collision of the subtree rooted at node 2 is 
resolved. On the other hand, users G and H are forced to wait until a 
collision of the left subtree is resolved. A collision due to users G 
and H is resolved in a similar way. 
Probabilistic partitioning algorithm 
      In this class of algorithms, random coin tosses are exploied 
instead of  users' addresses in partitioning a set of users. This class 
of algorithms can be also viewed as the limiting case of an infinite 
population size in address-based tree algorithms. 
Time-based partitioning algorithm 
    This algorithm partitions a set of packets according to their arri-
val times. It has first been proposed by Gallager [GALL 78], Tsybakov 
[TSYB 80d] and Ruget [RUGE 81], independently. Window algorithms can be 
regarded as being of this class (see, e.g., [TOWS 82, KURO 84]). We can 
think these algorithms as a modified version of the tree algorithm. These 
basically operates as follows. 
     It is assumed that users can recognize that a slot is empty, suc-
cessful or collided.. The algorithm begins by granting transmission per-
missions to all the packets that generated during a time interval of 
length (I). When a collision occurs, the interval is divided and the 
left half (of length I/2) is first enabled. Whenever a collision arises, 
the interval is further divided into halves and the left half is first 
enabled. When an empty slot occurs, the right half is immediately parti-
tioned and then its left half is enabled. Finally, when a packet is 
correctly transmitted, the right half is enabled. This process continues 
until two consecutive successful transmissions are detected. 
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1.3 Performance Measures  
     As basic performance measures, we often use throughput (channel 
throughput rate), transmission delay, stability, robustness, etc. In this 
section, we assume that each packet is transmitted in one time unit 
(slot) of duration equal to transmission time of packet, and a system 
consists of an infinite number of users. 
Average transmission delay 
     The performance measures of practical significance are, first of 
all, an average transmission delay and throughput. The transmission delay 
usually represents the time elapsed from the instant that a packet 
arrives to the instant that the packet is correctly received in the 
absence of collision. 
Throughput 
    Let us define throughput to be the probability that a packet is 
correctly transmitted per packet transmission time. Capacity (channel 
capacity) is often used as the maximum possible throughput [KLEI 75]. 
    We consider the throughput of slotted ALOHA [KLEI 73]. Now, let S 
denote the throughput and G the offered traffic, which contains both 
initial transmissions due to newly arriving packets and retransmissions 
due to previously collided packets. Assuming that new packets arrive 
according to Poisson distribution, we have the following equation (see 
[KLEI 73]). 
 S=Ge-G. 
It is easily obtained that the throughput achieves the maximum value 
(i.e., capacity) of 1/e=0.368 at G=1 from the above equation. Note that S 
decreases as G becomes larger than 1, and approaches 0 as G does infinity . 
Stability 
    Kleinrock and Lam have defined a stable and an unstable channel as 
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• 
follows [KLEI 75]: 
     "In a stable channel, equilibrium throughput-delay results are 
     achievable over an infinite time horizon. In an unstable 
     channel, such channel performance is achievable only for some 
     finite time period before the channel goes into  saturation."
Channel saturation in the above sentence refers to the phenomenon such 
that the channel throughput becomes zero as a result of the increase of 
collisions and retransmissions. 
     Now, we will see the instability of the slotted ALOHA with uniform 
retransmission randomization scheme [CARL 75,KLEI 75]. In this retrans-
mission scheme, each backlogged packet, i.e., the packet which experi-
enced collisions, is retransmitted in the current slot with probability 
p. Let n be the number of backlogged packets, and Sn(p) be throughput 
conditional on n. Sn(p) is given by (see [KLEI 75]) 
Sn(P)=Xe-A(1-p)n+e-an(1-p)n-1. 
We note that 
limn > Sn(p)=0. 
Let, further, Dn(p) denote the expected drift from n (see [CARL 75]); we 
have 
Dn(P)= X-Sn(P)• 
The equation Dn(p)=0 is interpreted as the equilibrium condition that an 
input rate equals an output rate (i.e., throughput). It should be noted 
that the equation Dn(p)=0 has two solutions for any fixed value of X, 
i.e., two equilibrium states. 
    Figure 1.3 illustrates Dn(p) for some values of p and A, and nA and 
nB represent equilibrium states. In the case that the the number of 
backlogged packets satisfies that Dn(p)>O, an input rate is larger than 
the capacity at this time, so that the number of backlogged packets 
drifts in the direction to becoming larger. Conversely , when the number 




Figure 1.3 Expected drift in an ALOHA  system
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of the backlogged packets satisfies that  Dn(p) < 0, it becomes smaller 
and smaller. As a result, when the number of backlogged packets is less 
than nB, it approaches nA; and when the number of backlogged packets is 
larger than nB, it drifts in the direction of becoming larger and larger; 
at last, no packet will be transmitted correctly independently of traf-
fic intensity of new packets. This phenomenon is referred to as a channel 
saturation as stated above. Consequently, nA is a stable equilibrium 
state, but the other, nB, is unstable one. Stochastic fluctuations may 
cause such saturation phenomenon. 
    Several papers (see, e.g., [METC 73, CARL 75, KLEI 75, FAYO 77]) 
have shown that the slotted ALOHA exhibits such unstable behavior (or 
bistable behavior) on the basis of the assumptions of an infinite as well 
as finite population. In particular, Fayole et al. [FAYO 77] proposed the 
stable 'optimal' ALOHA scheme. This scheme chose p as a function of n and 
     * * 
X, say p ; pis given by p =(1-a)/(n-x). In this case, 
limn_ Sn(p*)=1• 
Namely, this scheme attains the maximum throughput l/e at all times, and 
thus exhibits stable behavior. However, this algorithm is based on the 
assumption that n and are given or can be estimated, and thus is not 
useful in practice. Another solution to the instability issue leads to 
various studies regarding tree algorithms which do not require such 
dynamically changing quantities (n and X) or adaptive control as we 
shall see later. 
Robustness 
     It is desirable that a protocol is insensitive to channel error . 
Several papers discussed a robustness to channel error of tree type 
collision resolution algorithms [MASS 80, GEOR 85]. 
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1.4 Previous Studies on Tree Based  Algorithms
     In the following, we will often use the term "algorithm" or 
"collision resolution algorithm (CRA)" instead of protocol; all of these 
terms are equivalent in contention-based protocols. 
     In the last decade, a broad spectrum of studies on tree-based 
protocols have been carried out. It is worth noting that tree protocols 
offer stable behavior without such dynamic controls as proposed in 
[LAM 75, FAYO 77]. For this desirable property, various tree-based 
protocols have been proposed and analyzed (see [MURO 86a]). Recently, a 
special issue on random-access communications was published in IEEE 
Transaction on Information Theory [IEEE 85]. Interestingly, almost all 
the papers involved in this issue treated CRAs which will be described 
below. This indicates how the studies of CRAs are active. Therefore, in 
this section, we will particularly focus our attention to tree-based 
protocols and related studies. We will give a brief description of 
mechanisms of these algorithms, their performance and related studies. 
1.4.1 Basic Tree Algorithm 
    The Q-ary basic tree algorithm was analyzed by Mathys [MATH 85]. Its 
original version (i.e., the binary tree algorithm ) was proposed by 
Capetanakis [CAPE 79a]. In the basic tree algorithm, there are two types: 
an address-based and a probabilistic basic tree algorithm. The mechanism 
has been already described in section 1.2.2.2. 
Blocked Access and Free Access 
    Basic tree algorithms broadly divide into two classes depending on 
how new packets are handled: free access and blocked access tree algo-
rithms. Free access tree algorithms do not distinguish between new and 
collided packets. User attempts to transmit a new packet immediately in 
the slot succeeding its generation. Blocked access tree algorithms force 
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new packets to join a queue at a user and to wait until all the outstand-
ing collided packets have been removed from a system. Transmission of 
new packets starts only after all the outstanding collisions have been 
resolved. Note that, in blocked access tree algorithms, each user keeps 
monitoring the channel even when he has no packet to send. This is 
necessary to keep track of the (system-wide) outstanding collided packets 
and to determine the time to start transmission of a new packet. A free 
access tree algorithm is base on a probabilistic partitioning algorithm, 
and on the other hand, a blocked access tree algorithm can be imple-
mented by means of either address-based algorithm or probabilistic parti-
tioning algorithm. 
Stability 
     Here, for example, we give a statement for the stability of blocked 
access binary tree algorithm. Assuming that the propagation delay is 
equal to zero, a sequence of the number of packets transmitted in the 
first slot of collision resolution intervals (CRIs) forms a Markov chain. 
Let  Xi be the random variable representing the number of such packets in 
the  ith CRI. Then, E[Xi-Xi+1IXi=n] can be regarded as the expected rift 
from n number of backlogged packets in the first slot of the ith CRI. 
Denoting by Tn the conditional average collision resolution time (CRT), 
E[CRTIXi=n], we have 
    E[Xi-Xi+1IXi=n]=i-Tn X. 
Massey obtained the following tight bounds of Tn as a linear function of 
n [MASS 80]: 
2.8810n-1<Tn<2.8867n-1 (n>4). 
From this equation, when an input process is a Poisson distribution whose 
mean value A is less than 1/2.8867=0.3463, 
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 E[Xi-Xi+11Xi=n]<0 (n>4). 
This inequation indicates that, if the number of backlogged packets was 
equal to or larger than 4, the number of backlogged packets will become 
smaller regardless of how many packets were backlogged. Namely, in 
contrast to the slotted ALOHA system (see in section 1.3), this system 
does not suffer from channel saturation. 
    Furthermore, if an input rate is less than 0.3463, we obtain the 
following properties: 
~E[Xi+1-Xi~Xi=n]I<°° , 
lim  sup E[Xi+1-XilXi=n]<0. 
Therefore, from a theorem of Pakes [PAKE 69], this Markov chain is 
ergodic and thus this system is stable under the condition, X<0.3463. In
addition, its value is the stable maximum throughput of the blocked 
access binary tree algorithm. 
     As mentioned above, the blocked access tree algorithm exhibits 
stable behavior. The above tight bounds on Tn imply that this algorithm 
attains a throughput of 0.3463 even when n approaches infinity. The 
stability of a free access tree algorithm can be shown in a different way 
[MATH 85].• 
Throughput Performance 
    Throughput analysis has been done and the maximum throughput of both 
free access and blocked access tree algorithms has been obtained. For 
each algorithm, ternary division of a tree (Q=3) gives the best maximum 
throughput, and its value is 0.4016 [MATH 85] in the free access case and 
is 0.3622 [MATH 85, MURO 85] in the blocked access case. That is, a free 
access tree algorithm outperforms a blocked access tree algorithm. This 
is because, in a free access algorithm, new packets can take an advantage 
of slots that would be left unused in a blocked access algorithm be-
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cause, in a blocked access tree algorithm, new packets are denied to 
access to the channel until all the outstanding collisions have been 
resolved. 
     Several improvements have been considered on the basic tree 
algorithms described below. 
• 1.4.2 Improved Tree Algorithm 
     In the basic tree algorithm, if a collision arises and (Q-1) empty 
slots succeed, the following slot will suffer from collision for sure. In 
the improved tree algorithm, in such a case, all the packets involved in 
the most recent collision are immediately partitioned into Q subgroups 
before retransmission. In this manner, the improved tree algorithm  
eliminates this kind of predictable collisions, which would arise in the 
basic tree algorithm. 
     The throughput analysis was carried out for both of blocked access 
[TSYB 78, MATH  85] and free access algorithms [TSYB 80c, MATH 85]. In 
both of these algorithms, binary division of a tree (Q=2) gives the best 
throughput: 0.3754 in blocked access algorithm and 0.4070 in free access 
one. Mathys also analyzed the anti-symmetrical case [MATH 85]. 
1.4.3 Dynamic Tree Algorithm 
    Capetanakis [CAPE 79a,b] and Massey [MASS 80] applied a dynamic 
algorithm to the blocked access basic and improved tree algorithms. In 
both blocked access algorithms, as previously mentioned, all the newly 
arriving packets during the ith CRI are transmitted in the first slot of 
the i+1st CRI. On the other hand, the dynamic tree algorithm permits only 
the packets arriving during the ith arrival epoch, which is the time 
interval (ih, ih+h], to be transmitted in the first slot of the i+1st 
CRI. By optimizing the values of h, they improved the maximum throughput 
of the basic tree algorithm from 0.346 to 0.429 (which was attained by 
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 \h=1.147), and that of the improved tree algorithm from 0.375 to 0.462 
(which was attained by Xh=1.251). 
1.4.4 0.487 Algorithm 
     This class of algorithms are time-based partitioning algorithms, and 
are also referred to as part-and-try [TSYB 80d] or an interval searching 
algorithm. As previously mentioned, this algorithm terminates collision 
resolution procedure if two consecutive successful slots ensure, and the 
remaining packets will be served together with newly arriving packets. 
The algorithm previously described in section 1.2.2 attains a maximum 
throughput of 0.48711 [GALL 78, TSYB 80d, RUGE 81]. Mosely refined this 
algorithm by optimizing at every step the length of the enabled interval 
to obtain a maximum throughput of 0.48776 [MOSE 85]. This algorithm is 
thus far the best algorithm among the algorithms employing the 0,1,e-
feedback information (see, [BERG 84]); i.e., users can recognize that a 
slot is empty, successful or collided. 
1.4.5 CRA with Energy Detectors 
    This algorithm has been analyzed by Tsybakov et al. [TSYB 80b] and 
Geordiadis et al. [GEOR 83]. It assumes that users can recognize the 
multiplicity of collision, i.e., the number of packets involved in a 
collision. This information can be made available to users by detecting 
signal power level on the channel. By assuming this additional feedback 
information, the maximum throughput was shown to increase up to 0.53237. 
1.4.6 CRA with Mini Slots 
    There is another class of CRAs to further improve the throughput 
performance of tree algorithms; Q-ary tree algorithms with mini-slots. In 
this class of algorithms, Q number of mini-slots are provided within a 
(large) slot to allow users to acquire additional information on the 
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state of the packet transmission. Data sub-slot length is equal to packet 
transmission time. When a user sends a packet (using a data sub-slot in 
a large slot), he also sends a signal in a mini-slot randomly chosen. In 
case of a collision, the current enable set of users are divided into Q 
number of subtrees, each corresponding to a group of users who have 
chosen the same mini-slot. A great advantage of this class of algorithms 
over the basic one is that users can tell which subtrees are active 
 (i.e., have active users in it) and thus, slots will be only assigned to 
active subtrees. Note that, in basic tree algorithms, since users do not 
know which subtrees are active (or non-active), a slot will be also 
assigned to non-active subtrees. 
    This class of algorithms have studied in such papers as [MERA83, 
BERG 83, HUAN 83, HUAN 85]. 
1.4.7 CRA in Reservation Systems and Local Area Networks 
     As previously stated in section 1.2.1.2, reservation scheme is a 
member of controlled-access protocols. As a way to reserve a data 
channel, fixed channel allocation or contention-based protocols are 
exploited. The reservation ALOHA [ROBE 73] and the FIFO reservation 
scheme [ROBE 73] are well known as contention-based reservation scheme. 
These schemes are efficient in a system containing a large number of 
users, but, as the slotted ALOHA, the instability phenomenon was pointed 
out in these schemes [SZPA 83, TASA 84]. Thus, several papers have 
attempted to apply a tree algorithm to reservation systems (see, e.g., 
[TSYB 80a, LEE 83]). 
     In local area networks, tree-based CRAs are also employed in sever-
al papers (see, e.g., [MERA 85, MURO 86b]) in order to overcome the 
instability issue underlying the well-known CSMA/CD [MEDI 83] . 
                                              -21-
1.4.8 Other Studies 
    First, the study of practical interest is associated with what we 
call limited sensing algorithm [GERG 85, HUMB 86]. This kind of 
algorithms do not require each user to monitor the channel at all times 
in contrast to the basic blocked access tree algorithm [CAPE 79a], and 
this property is very desirable to implement. A free access algorithm is 
of this class. In a free access environment, the maximum attainable 
throughput was obtained [HUMB 86]. 
    Next, Berger et al. [BERG 84] applied the group testing technique 
[SOBE 59], which was a branch of applied statistics, to collision resolu-
tion procedure in a random access environment. The group testing algo-
rithm grants transmission permissions to a set of users at each step 
based on the optimal criterion that minimizes the average number of group 
tests required to identify all the packets to be transmitted. The group 
testing algorithm is similar to adaptive polling [HAYE 78] and dynamic 
tree algorithm [CAPE 79, MASS 81] in testing a group of users, whereas it 
does not depend on a tree structure. In [BERG 84], assuming  0,1,e-feed-
back, it was shown to be optimum to test all the users one by one when 
the probability that each user has packets is larger than 145. The works 
regarding this algorithm have been carried out in several papers (see, 
e.g., [ SESH 85, WOLF 85]). 
    Finally, as noted in section 1.4.4, Mosely and Humblet obtained the 
maximum throughput of 0.48776 assuming 0,1,e-feedback information. Then, 
how much is an upper bound on the maximum attainable throughput on the 
basis of the same assumption? Pippenger first took an approach to this 
problem, and estimated the upper bound as 0.744 [PIPP 81]. However, its 
upper bound was not so tight, and thus several papers subsequently at-
tacked the same issue [MOLL 82, CRUZ 82, THOM 84]. Recently, Panwar et 
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al. [PANW 85] sharpened the upper bound to 0.5, which is the tightest one 
so far. 
1.5 Overview of the Dissertation  
     As mentioned in section 1.4, tree-based protocols have constituted 
an important class of multiple access  protocols. The maximum throughput 
of the simplest binary tree algorithm, i.e., Capetanakis' static 
algorithm, is less than that of the slotted ALOHA, but is stable 
throughput. Thereafter, the works of Capetanakis [CAPE 79a,b], Tsybakov 
[TSYB 78] and Massey [MASS 80] have followed by various studies, and the 
performance has been improved. The major objective of this dissertation 
is to improve the performance of the tree algorithm and analyze the 
performance of several tree-based algorithms. 
     Figure 1.4T illustrates the previous research on tree-based 
algorithms and the works treated in this thesis. Each chapter of this 
dissertation is as follows. 
     In chapter 2, a blocked access tree protocol with control mini-slots 
is proposed, and it is referred to as the adaptive tree protocol. In this 
protocol, each user is assumed to distinguish between an empty mini-slot 
and a busy mini-slot; mini-slots provide binary feedback information on 
channel state. The information provided by mini-slots helps to complete-
ly eliminate empty slots in a collision resolution interval (CRI). In a 
system where a round-trip delay is too large to be negligible, the aver-
age transmission delay is analyzed and simulation results are also shown
* In Fig. 1.4, inherent feedback information refers to information 
that users can obtain without any special assumption; i.e., without 
energy detectors or mini-slots. The basic TAs requires only binary 
inherent feedback information; in these algorithms, it is assumed that 
users can distinguish between a collided and a non-collided slot. On the 
other hand, the improved tree algorithms and the 0.487 algorithm require 
inherent ternary feedback information: 0,1,e-feedback information. 
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discussing the performance of the algorithm. 
     In chapter 3, we consider a blocked access tree algorithm with Q 
number of mini-slots, which inform users of the channel state. We study 
two cases regarding the feedback information available in mini-slots; 
binary feedback (it was also treated in chapter 2) and ternary feedback 
information. The throughput characteristic of the algorithm is analyzed, 
and an optimum value of Q is obtained to maximize throughput for a given 
mini-slot length. On the basis of the throughput analysis and simulation 
results, a comparison of the performance of above two algorithms is 
shown. 
     Chapter 4 provides performance evaluation of two kinds of free 
access tree algorithms with Q number of mini-slots per data slot. One is 
that binary feedback information is available in mini-slots, and the 
other is that ternary feedback information is available. The maximum 
throughputs of these algorithms are analytically obtained for a given 
value of Q, and it is also shown that, in these algorithms, the highest 
throughput 0.56714 is achieved in the limiting case where Q approaches 
infinity and the length of mini-slot goes to zero. The throughput 0.56714 
is equal to the achievable maximum throughput first obtained by Humblet 
in the context of free and direct channel access. In addition, an explic-
it expression of the lower bound on the average transmission delay is 
derived. It is worth noting that the derived lower bound is the lower 
bound on the average delay of all free access algorithms. 
     In chapter 5, we consider two reservation protocols (B-RTA and F-
RTA); as a scheduling algorithm of an access to reservation channel , 
one exploits a blocked access tree algorithm, and the other a free access 
tree algorithm. It is assumed that a frame consists of Q number of 
small-slots (reservation channel) and L data sub-slots . We obtain the 
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maximum throughput of both algorithms. Through our analyses, an optimum 
frame configuration is obtained for a given small-slot length. In the 
special case that a frame consists of Q number of small-slots and one 
data sub-slot, Lee and Mark [LEE 83] analyzed the average transmission 
delay of a B-RTA and showed through numerical results for the average 
transmission delay that Q=3 gives an optimum performance. Our result 
agrees with their result. On the basis of throughput analyses, we compare 
the performance of both algorithms. 
     In chapter 6, someconcluding remarks and suggestions for future 
research are given. 
    The results discussed in chapter 2 is mainly taken from  [OIE 84], 
chapter 3 from [OIE 85a, MURO 85], chapter 4 from [OIE 87], and chapter 5 
from [OIE 85b, OIE 86].
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                            Chapter 2 
         Transmission Delay Analysis of Adaptive Tree Protocol 
2.1  Introduction  
     In multiple access environments, various protocols have been 
proposed and analyzed (see chapter 1). Contention-based protocols have 
been devised in an attempt to enable a large number of users to 
efficiently share a single communication channel among them. Yet these 
protocols suffer collision due to simultaneous transmissions of two or 
more packets. A collision reduces system performance, so that the main 
issue of concern is how to efficiently resolve a collision. Among various 
collision resolution algorithms (CRAs), the tree type CRAs are excellent 
algorithms in view of their channel stability. 
     The tree type CRAs were proposed and have been investigated by 
Capetanakis [CAPE 79a,b], Massey [MASS 80], Tsybakov and Mikailov 
[TSYB 78] and so on. Capetanakis proposed tree protocol with a throughput 
of 0.346; we will refer this protocol as the basic tree protocol (see 
section 1.2.2.2 for the mechanism of the protocol). In addition he also 
proposed dynamic tree protocol with a throughput of 0.429. Subsequently, 
Massey improved the maximum throughput of the basic tree protocol to 
0.375 in a static case and to 0.462 by a dynamic algorithm. 
     Performance of the tree protocol is characterized by the time 
required to resolve a collision; the time comprises three kinds of slots: 
empty, successful and collided slots. In the basic Q-ary tree protocol , 
whenever a collision arises, the packets involved in the collision are 
partitioned into Q subgroups, each of which is assigned a slot for 
retransmission. A subgroup with no packet leads to an empty slot; a 
subgroup with exactly one packet yields a successful slot; a subgroup 
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 with two or more packets results in a collided slot. It is obvious that 
  empty and collided slots contribute to a degradation of performance. 
      In this chapter, we attempt to improve the basic tree protocol in 
  such a way to eliminate the empty slots during a collision resolution 
  interval. We therefore introduce mini-slots that, in the event of  
. collision, provide information about which subgroup is empty  (i.e., which 
  subgroup contains no packet) before retransmissions of the packets 
  involved in the collision. Thus, a (large) slot is assumed to consist of 
  Q number of mini-slots and a data sub-slot (see Fig.2.1). We refer to the 
  protocol considered in this chapter as an adaptive tree protocol. 
      Here, we will describe an outline of the adaptive tree protocol. 
 When a user sends a packet in a data sub-slot, he simultaneously sends a 
  signal in a mini-slot according to his address. In case of a collision, 
  the current enable set of users (to transmit) are divided into Q 
  subtrees, each corresponding to a group of users who have chosen the same 
 mini-slot. A great advantage of this protocol is that users can recognize 
 which subgroup is active (i.e., has active users in it) and thus slots 
 will be assigned to only active subgroups. Note that, in the basic tree 
 protocol, since users do not know which subgroups are active (or non-
 active), a slot will be also assigned to a non-active subgroup. Our 
 protocol is adaptive in the sense that the slot assignment dynamically 
 varies in response to the number of active subgroups. 
      In the above stated tree protocols, there are two possible 
 partitioning methods; they are on the basis of user's address or random 
 coin toss. The former has a good property that it surely resolves a 
 collision with a finite number of steps. The former is treated in this
 chapter, and the latter will be treated in the following chapter (chapter 
 3). We will propose the adaptive tree protocol and approximately analyze 
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its average transmission delay in a system with large propagation delay. 
Especially, we will consider a satellite communication system. As for the 
maximum throughput, it will be analyzed in chapter 3. Through our 
analysis, it will be shown that the improvement on the throughput vs. 
average transmission delay performance and its insensitivity to a 
population size. Section 2.2 gives definitions and assumptions and 
section 2.3 gives an exact description of the adaptive tree protocol. In 
section 2.4, the average transmission delay for the adaptive tree 
protocol is approximately analyzed. In section 2.5, numerical and 
simulation results are shown.
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Figure 2.1 Slot configuration for the adaptive tree protocol
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2.2. Definitions and Assumptions  
    We shall give several definitions of the tree graph according to 
[CAPE  79a] (see Fig.2.2). 
     depth of a node: the number of branches between the node and the 
                      root node, where the root node is at depth zero. 
     depth of a tree graph: the depth of.-the leaf (bottom node) of a 
                                   tree. 
degree Q of node: the number of branches that emanate from a node. 
    node ni: the jth node at depth i of the tree (1<j<Qi). 
     subtree Tij: the subtree whose root node is nij.
     In this chapter, we assume the following communication system. 
     1) We think of each user as a leaf of a Q-ary tree, as shown in 
Fig.2.2. The number of users (denoted by N) is assumed to be represented 
in such a form as QK/V, where Q and K correspond to the degree and the 
depth of a tree graph, respectively. If V=1, every leaf corresponds to a 
user in the system; otherwise, one of every V leaves corresponds to a 
user and other leaves never become active. 
     2) Each user has an address with the form of 
aKaK_l...al (0<ai<Q-1, i=1,2,...,K). ,(2.1) 
For example, in case of Q=4 and K=3, addresses of users are 000, 001, 
002, ...., 332 and 333. 
     3) In each user, one or less packets wait for transmission. 
    4) The channel time is slotted. A (large) slot consists of a (data) 
sub-slot and Q mini-slots (see Fig.2.1). A sub-slot is of length equal 
to a packet transmission time. Whenever a user transmits his packet in a 
sub-slot, he also sends a signal in one of Q mini-slots according his 
address. It is assumed that each user can recognize whether a mini-slot 
contains at least one signal or not; i.e., a mini-slot is busy or empty.. 






















Figure 2.2 A tree graph and terminals in a system
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2.3. Adaptive Tree Protocol  
    We will apply the adaptive tree protocol to a satellite 
communication system where a propagation delay is too large to be 
negligible. 
 2.3.1 Recognition of channel state 
     As the basic tree protocol, the adaptive tree protocol 
differentiates between new packets and collided packets; if a slot is 
used for retransmission of collided packets, newly arriving packets are 
denied to be transmitted in this slot. Thus, a state of channel slot is 
classified into two states: contention state, which permits new packets 
to be transmitted, and reservation state, which is restricted to being 
used for retransmissions. Each user can recognize a channel state, i.e., 
whether a channel is in contention or reservation state, by means of the 
reservation period parameter (RP) which has the following properties: 
     if RP=O in the ith slot, the (i+l)st slot becomes contention state, 
     if RP#0 in the ith slot, the (i+l)st slot becomes reserved state. 
Each user monitors the downlink and detects a collision or success of 
transmission. If a collision occurs, mini-slots followed by the collided 
sub-slot can inform each user which group is active, i.e., which group 
contains at least one packet. Then, the value RP is updated as follows: 
    1) at the end of slot, RP:=RP+g if a collision is detected,
     2) at the start of each slot, RP:=Max(RP-1,0), 
where g represents the number of active mini-slots in a collided slot. 
It is assumed that the value RP of each terminal is identical at any 
time. 
2.3.2 Control procedure 
   An active user transmits his packet according to the following 
procedure. Figure 2.3 illustrates an example of the procedure of packet 
                                      -33-
transmission. 
                        Procedure  TRANSMIISSION 
     Step 1[initial transmission]. If RP=0 in a slot, a new packet is 
transmitted in the next slot. 
     Step 2[transmission and signaling]. In transmitting a packet, the 
user simultaneously sends a signal to one of Q mini-slots according to 
his address, i.e., the value of aK_i (see (2.1) in section 2.2); i 
(0<i<K-1) of aK_i represents the number of retransmissions experienced by 
the packet. As an example, we consider the user with address 201. He 
sends a signal in the 2nd mini-slot in the initial transmission. Thus, in 
Fig.2.3, the 2nd mini-slot is busy and other mini-slots are empty in slot 
(1). If a collision occurs, the 0th mini-slot is chosen in the first 
retransmission. If a collision further arises in the first 
retransmission, the 1st mini-slot is used in the second retransmission. 
Even if the second retransmission also results in collision, the third 
retransmission will surely succeed. In this system, a collided user 
requires at most three retransmissions (i.e., three partitionings) 
because each user has a unique address of three figures. 
     Step 3[observation of the downlink]. After transmitting a packet, 
a user monitors the downlink. If his packet is correctly received after 
a round-trip propagation delay, this procedure terminates; otherwise, go 
to step 4. 
     Step 4[waiting time for retransmission]. If a user detects a col-
lision of his packet, he will defer his retransmission for w (slots) 
given by 
     w=m+n, 
where 
    m: the number of reserved slots for the backlogged packets, which is 




    given by the value of RP just before the collision is detected, 
 n: the order of retransmission of his packet among packets collided 
    in the same slot. 
example, in Fig.2.3, a collision arises in slot (1) and is detected 
slot (7). In this case,  m=0 and n=1 for user with address 300. Thus 
waits for one slot and retransmits his packet in slot (9). 
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2.4. Average Transmission Delay Analysis
     In this section, we analyze the average transmission delay. We can 
regard the system as the queueing model illustrated in Fig.2.4, in which 
the virtual common buffer BF for previously collided packets is assumed 
to have infinite capacity. This virtual common buffer is introduced as 
the substitution for all buffers each of which is provided for each user 
for his collided packet. 
2.4.1. Average reservation period and contention period 
     A channel state is either in contention or reservation state, and 
thus it becomes alternate sequence of a contention period (Ci, i=1,2,...) 
and a reservation period (Ri,i=1,2,...). A time interval consisting of 
Ci and Ri is called a cycle. Here it is assumed that Cis (1=1,2,...) are
independently and identically distibuted, and Ris (1=1,2,...) arealso 
independently and identically distributed. Let R
p and Cp denote the 
average reservation period and average contention period, respectively. 
     Whenever a collision arises, the users involved in the collision are 
partitioned into Q subgroups. In the basic tree protocol (TP), a slot is 
assigned to each subgroup, so that Q slots are reserved for retransmis-
sions at this time. On the other hand, in the adaptive tree protocol 
(ATP), a slot is assigned to only an active subgroup. Here, we denote by 
g the average number of such reserved slots; in the basic tree protocol, 
g=Q, and in the adaptive tree protocol, g is equal to the average number 
of busy mini-slots in a collided slot. Further, let qc denote the proba-
bility that a collision arises in a slot. The reservation period and the 
contention period stated above can be regarded as an busy period and an 
idle period, respectively, in a single-server queueing system in which 
the probability of a customer arriving during a unit time (slot) is q 
c and a mean service time is g (slots). 













BF: virtual common buffer for collided packets
Figure 2.4 Queueing model for the adaptive tree protocol
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    Thus,  C and  Rp are given by [KLEI 75] as follows: 
C = E i(1-qc)i-1qc=1/qc,(2.2) P 
i>1 
Rp=i/(1-qcg).(2.3) 
2.4.2 Probability q c 
     Under the condition that users transmit their packets with 
probability p, we denote by q(p) the expected total number of collisions 
which will arise until all the packets are transmitted successfully. 
Then, we have (see Appendix 2-A) 
       R-1 ii x(K-i) -x(K-i)-1    q(p)=(Q-Q(1-p)Np(1-P)),(2.4) 
i=0 




Considering new packet transmission rate in a slot, we shall devide slots 
in contention state into two classes: the first slot in contention state, 
which is the slot marked with B in Fig.2.5, and the other slots, which 
are the slots marked with A in Fig.2.5. Here, let us introduce the 
following system parameters: 
     a : a transmission rate in slot A, 
: a transmission rate in slot B, 
     A : a total input rate per sub-slot in the system, 
    h : a ratio of the mini-slot length to the sub-slot length. 
Obviously, the length of a slot is given by 1+Qh in terms of the sub-slot 
length. Thus, and are given by the following equations: 
a=a(l+Qh)/N,(2.6) 
S= a (1+11P).(2.7) 
Since that each cycle is independent of each other due to the assumptions 
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Figure 2.5 Initial transmissions in a contention
slot
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stated previously, the sum of q(p) over all the slots of a contention 
period, in steady state, is equal to the average number of collisions 
occurred in a cycle. Thus the probability  qc, i.e., the probability that 
a slot suffers a collision, is given by 
    qc=[q(a)(C-1)+q(R))/(Rp+Cp). 
2.4.3 Average number of assigned slots 
     In this section, we derive the average number, g, of reserved slots 
in a collision; i.e., the average number of busy mini-slots in a collided 
slot. In a tree graph, we refer to a tree with at least two active leaves 
as a colliding tree, and a tree with at least one active leaf as an 
'
active tree. Then, we will obtain the probability that a colliding tree 
rooted at noden..contains i active subtrees. We denote this                   i~ 
probability b  gi(p) for a given value of p. Then, gi(p) is given by 
gi(p)=Prob[i subtree Tj+1s are active T is colliding], 
where T. represents a subtree whose root node is at depth j. We further 
introduce the following probabilities: 
    P3(p)=Prob[T.is active] 
=1-(1-p)x(K-d), 
Pj(p)=Prob[T is colliding] 
=1-(1-p)Q(K-J)-x(K-j)P(1-P)x(K-j)-1 



















      * and Q





Note thatg-1(p)=0  (Q/V<i<Q) if V41. 
    Next, we define the following probability: 
    gi(p)=Prob[i mini-slots are busy in a collided slot]. 
In order to obtain this probability, we will try to remove the condition 
on depth j in gi(p). Since that the probability hat a slot 
corresponding to a node at depth j is collided is given by Q-1Pi(p)/ 
K-1K-1 
 E Q3P~(p), and that E QJPJ(p)is equal toq(p),gi(p) is given by 
j=0j=0 
K-1 
   gi(P)=( E QJPJ(P)gi(P))/q(P)• 
                   c j=0 
By defining the following probability generating function: 
   Gp(Z)= 4 gi(P)Z',            i=1 





In a way similar to the derivation of qc in section 2.4.2, we can obtain 
g=(f(a)(Cp-1)+f(0)/(q(a)(Gp-1)+q(0}.(2.8) 
Next, let g2 denote the second moment of the number of assigned slots. 
Then, g2 is given by 
g2=(g2(a)q(a)(GP-1)+g2(0 q 0))/(q(a)(GP-1)+q(0 ) 
where g2(p) is the second moment of gi(p) and is given by the following 
equation: 
g2(p)=G'(1)+GP(1). 
2.4.4 Average number of retransmissions r 
   We will derive r(p) which is the average number of retransmissions 
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for a given value of p (where p represents transmission rate per slot). 
Obviously, for a given p, the average number of retransmissions 
experienced by a packet in the adaptive tree algorithm is equal to that 
of the basic tree algorithm.  Let r.1(p) denote the probability that a 
packet is retransmitted i times prior to successful transmission for a 
given p, and r(p) denote the average number of retransmissions; r(p) is 
given in terms of ri(p) as 
K 
 r(p)= E ir.(p).(2.9) 
i=0 
     Suppose that an active user, say user ta, which belongs to subtrees 
        and T.(see section 2.2 for the definitions), has already T(i-1)x 
retransmitted a packet (i-1) times and the next retransmission is 
successful. Then ri(p) is given by 
     ri(p)=Prob[Ti
ycontains no active users except ta] 
•Prob[at least one active user is involved in the (Q-1) 
              subtree Ti ts except Tiywhich belongto T(i-1)x]' 
so that r.1(p) is explicitly given by the following: 
         r(1-P)x(K-i)-1(1-(1-p)x(K-i)(Q-1)) i>1)  ri(p)=(2.10)      -p)x(K)-1(i=0) 
The average number of retransmissions r(p) is given by (2.9) and (2.10). 
    Further, we introduce the following probabilities: 
    PA=Prob[a user initially transmits his packet in slot A] 
     =(C-1)/(R
p+Cp). 
PB Prob[a user initially transmits his packet in slot B] 
     =(R+1)/(R
p+Cp). 
Since a transmission rate per slot is a in slot A and $ in slot B, we 
can obtain F as follows: 
F=r(a)PA+r(c3)PB 
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2.4.5 Average waiting time for retransmission  W 
    In this section, we discuss the waiting time spent by a packet in a 
virtual common buffer BF (see Fig.2.4). Since this waiting time 
corresponds to w at step 4 of Procedure TRANSMISSION in section 3.2, the 
average waiting time is also consists of two parts; one is incurred by 
service time for packets in a common buffer when a packet arrives (denote 
this waiting time by  g1), and the other is incurred by waiting time of 
its turn for retransmission among the collided packets in the same slot 
(denote this waiting time by g2). In order to obtain we we ill apply 
the average waiting time formula for a G/G/1 queueing system [KLEI 75b] 
to the discrete time queueing model described in section 2.4.1. Then, g1 
is given as follows: 
   g1=faa+ab+(t)2(1-02)/(2E(1-p))-I2/(2.f), 
where 
     a2a: variance of interarrival time 
        =(1-q
c)/q2, 
a2- variance of service time 
       =0 (TP), g2-(g)2 (ATP), 
     t : mean interarrival time 
=(1-q
c)/qc. 
I : mean idle period 
=1/q
c, 
I2: second moment of idle period 
        =(2-q
c)/q2, 
    p : utilization factor 
=q
cQ (TP), qcg (ATP). 
As for g2, we immediately obtain the following result: 
W2=(g-1)/2. 
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2.4.6 Average packet delay time  D 
    A delay time experienced by a packet consists of the following three 
delay times. The first (denoted D1) is the time between its generation 
and the initial transmission; and the second (denoted D2) is initial 
transmission time and a round trip propagation delay; and the last 
(denoted D3) is the time for retransmissions. We denote the average 




In the above equations, R represents a round trip propagation delay 
(slots) given by 
R=1-R0/(L/S)1 (slots), 
where [xl denotes the minimum integer greater or equal to x and 
R0=(a round trip propagation delay) (sec), 
    S =(channel capacity) (bit/sec), 
    L =(slot length) (bit). 
Thus, the average packet delay time D is given by 
D=D1+D2+D3, 
where D2=1+R. 
    Finally, it is necessary to determine Cp, R qc and g in order to 
obtain D. We will execute the following procedure on the assumption that 
A, h, Q, N, K and R are given. 
                          Procedure CALCULATE 
    Step 1. Substituting Eqs. (2.2) and (2.3) into Eq. (2.7), we get a 
quadratic equation with respect to qc. The positive solution is given 
by 
qc=(-X+JX2+417q(a))/(217).(2.11) 
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where  X=1+q(a)-q(8). Note that the other solution is negative and 
meaningless in our analysis. 
    Step 2. (2.3) can be rewritten as 
 g=11p/(1+gc11).(2.12) 
Substituting Eqs. (2.2) and (2.12) into Eq. (2.8), we get another 
quadratic equation with respect to qc_ The positive solution is given by 
   qc=(-Y+4)/[2[f(R)-f(a))17p],(2.13) 
where 
   Y=f(S)-f(a)(1-17
p)4 (q(a)-q(R)), 
    Z=Y2-4R
p(f(R)-f(a)}(f(a)-q(S)Rp). 
    Step 3. Obtain R
I) and qc by solving Eqs. (2.11) and (2.13). 
Furthermore, by substituting these R
p and qc into Eq. (2.12), we get g. 
Halt.^ 
    The average transmission delay can be expressed in terms of sub-slot 
time length as follows: 
DS=D(1+Qh).
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2.5. Numerical and S mu lation Results
    We assume a satellite communication system such as 50 (Kbit/sec) 
satellite channel with 270 (ms) round-trip propagation delay and 1125 bit 
data packet according to [SCHW 77], so that R is equal to 12 frames in 
case of h=0. In order to compare the ATP with the TP, we use a sub-slot 
length, which is equal to a packet transmission time, instead of (large) 
slot as a unit of channel time. We denote a total channel input rate per 
sub-slot by A. 
     We give numerical results for various values of Q and A in case that 
the population of terminals is 1024 and each terminal has one or less 
packets at any time in Figs. 2.6 and 2.7. Figure 2.6 illustrates the 
average transmission delay for the TP, and Fig. 2.7 shows that for the 
ATP. Figures 2.6 and 2.7 show that the approximate analysis is well 
agree with simulations. These figures further indicate that the improve-
ment is achieved by introduction of mini-slots. Figure 2.7 shows that 
the ATP achieves much higher maximum throughput and lower packet delay 
time than the TP. 
     Table 2.1 shows numerical results due to our approximate analysis 
and simulation results. In the simulations, it is assumed that each user 
is capable of containing five packets and new packets independently 
arrive at each user according to a Poisson process. Note that all the 
arriving packets entered each terminal without rejection in our simula-
tions. In Table. 2.1, two kinds of delay times are given: an average 
service time which is equal to D2+D3 in section 2.4.6, and an average 
system time which represents 5 (=51+D2+53) in the same section. This 
table indicates that numerical results for an average service time are 
well agree with those simulation results even at high input rate. For an 
average system time (i.e., an average packet delay time), numerical 
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results are well agree with those simulation results except at heavy 
loads. To make the analysis more precise, we must analyze a behavior of 
packets waiting for initial transmission at heavy loads. Furthermore, 
it can be seen from Table 2.1 that the delay time performance is not so 
sensitive to the number of users in a system. 
 Next, we investigate the effect of the overhead required per frame. 
Since a busy and an empty state are all information on the state in a 
mini-slot, it can be considered that a mini-slot requires a few or at 
most several bits. The delay vs. channel input performances for h=0.005 
and h=0.01 are illustrated in Figs. 2.8 and 2.9, respectively. As Q 
becomes large and larger, the overhead has a deteriorating effect on the 
delay vs. channel input performance. Comparing Fig. 2.9 with Fig. 2.8, 
we find little effect for Q=2 and 4 but the maximum throughput decreases 
by about five percent for Q=8 and about ten percent for Q=16. Neverthe-
less, the ATP performs better than the TP. For a specific value of h, we 
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Figure 2.8 Average transmission delay 

















Figure 2.9 Average transmission delay 




2.6. Conclusion  
    In this chapter, we proposed the adaptive tree protocol in order to 
improve the performance of the basic tree protocol. In the Q-ary basic 
tree algorithm, if a collision arises,' the packets involved in the 
collision are partitioned into Q subgroups and one slot is assigned to 
each subgroup. On the other hand, the adaptive tree protocol assigns 
slots for retransmissions not to every group but only to each active 
group in case of channel collision. It has turned out from our analysis 
that the adaptive tree protocol performs fairly efficient compared to the 
basic tree protocol. The performance of the adaptive tree protocol 
becomes better as the degree Q increases. The sensitivity of the degree 
to the performance was discussed in section 2.5. Consequently, we can 
conclude that, owing to its low average delay time and its high channel 
capacity, the adaptive tree protocol is an efficient protocol in random 
access communication systems.
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APPENDIX 2-A: Derivation of Eq.(2.4)  
    We consider the behaviour of all the packets whose initial 
transmissions occur in the same slot. For fixed transmission rate per 
slot, p, let  qJ(p) denote the random variable representing the sum of 
collided slots (from at depth 0 to at depth j-1) due to packets 
transmitted at depth j in a tree graph. For the case of collision, we 
define the following: 
q(i,j)=Prob[g3(p)=i-1] (i>2). 
Furthermore, for the case of non-collision, we define 
q(0,j)=(1-p)x(j), 
    q(l,j)=x(j)p(1-p)x(j)-1 
                                                      ~ where x(i) is defined by Eq.(2.5). The maximum number of collided slots 
is equal to whole sum of nodes except leaves in a tree graph, then the 
following equation is obtained, 
y(j)+1j-1 
      E q(i,j)=1, (where y(j)= E Qn). 
i=0n=0 
Now, we define the probability generating function of q(i,j) as follows: 
y(j)+1 
U.(z)= E q(i,j)z1. 
i=0 
Then, we can obtain the following recursive equation for U.(z) in such a 
way used in [HAYE 78] under the assumption that a packet arrival in each 
of Q3/V terminals is independent and identically distributed: 
U.(z)=gQ(0,j-1)+Qq(1,j-1)qQ-1(0,j-1)z 
QQ-n y(j-1)+1i-12 +[ E (Q)gn(O,j-1){nEq(ik,j-1)zk)z 
      n=0k=1 ik=1 
-qQ(0,j-1)z2-QqQ-1(0,j-1)q(1,j-1)z2].(2A.1) 
    The first term in the right hand side of Eq. (2A.1) is the 
probability that Q subtrees with Qj-1/V terminals do not involve any 
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packet. The second term implies the successful transmission. The term in 
brackets [  ] corresponds to the case that at least two subtree are active 
at depth j-1; i.e.,  the,case of collided transmission. After some 
manipulation, Eq. (2A.1) becomes 
U.(z)=qQ(0,j-1)(1-z2)+Qq(1,j-1)qQ-1(0,j-1)(1-z)z 





As for U1(z), we consider a tree graph which involves only Q/V leaves, 
and it is given by 
     U1(z)=[1-(1-P)x(1)-x(1)P(1-P)x(1)-1]z2+(1-p)x(1)+x(1)P(1-p)x(1)-lz. 
                                                     (2A.3) 
The relation between q(p) and UK(z) is given by the following equation: 
       y(K) 
    q(p)= E ig(i+1,K) 
i=1 
        dzUK(z)1z=1-(1-q(0,K)) 
=U'(1)-[1-(1-p)N].'(2A.4) 
    We can obtain the following recursive relationships for U.(1) by 
differentiating Eqs. (2A.2) and (2A.3): 
    U.(1)=Q[Uj_1(1)+(1-p)x(j-1)]-2(1-p)x(j)-x(j)P(1-p)x(j)-1+2-Q(j>2), 
    Ui(1)=2-2(1-p)x(1)-x(1)P(1-P)x(1)-1• 
Furthermore, the explicit expression for q(p) is obtained from Eq. (2A.4) 
by substituting successively; i.e., 
       K-1 i i x(K-i)
-x(K-i)-1     q(P)=E[Q-Q(1-P)NP(1-P)]• 
i=0 
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                            Chapter 3 
                         Throughput Analysis 
                               of 
            Blocked Access Tree algorithms with Mini-Slots 
3.1. Introduction  
     This chapter treats a class of protocols in a multiple access 
environment. The system to be considered is characterized by such 
properties that channel time is slotted, simultaneous transmission of 
more than one packet leads to a collision, and none of collided packets 
are correctly received. We further assume noiseless channel. 
     In the context of multiple access, a collision resolution algorithm  
(CRA) plays a key role in scheduling a large number of users to transmit 
their packets on a single common  channel.  In particular, the tree-based 
CRAs have extensively studied because of their stable behavior (see, 
e.g., section 1.4.1). Recently, some of these studies have exploited 
additional feedback information in order to enhance performance of tree-
based CRAs. So far two kinds of additional feedback information have 
introduced; one is collision multiplicity, which is available through 
energy detectors, and the other is the information provided by (control) 
mini-slots. Through the former information, Tsybakov [TSYB 80b] and 
Georgiadis et al. [GEOR 83] obtained maximum throughput 0.5324. The 
latter was exploited in several papers such as [BERG 83, MERA 83, 
HUAN 83, HUAN 85]. 
    In a class of tree algorithms with mini-slots (TA/Ms), Q mini-slots 
are provided within a (large) slot to allow users to acquire additional 
information on the state of the packet transmission (see Fig.3.1). Data 
sub-slot length is equal to packet transmission time. We assume in this 
chapter that new packets are denied to be transmitted until all the 
outstanding packets are transmitted correctly (see, e.g., [MATH 85]); 
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such a protocol is referred to as the blocked access class (a TA/M in the 
other class,  i.e., a free access class, will be considered in the 
following chapter). When a,user sends a packet (using a data sub-slot in 
a large slot), he also sends a signal in a mini-slot randomly chosen (in 
chapter 2, a user was assumed to choose a mini-slot according to his 
address). 
     This class of algorithms proposed so far are broadly divided into 
two subclasses in accordance with available feedback information on the 
state of mini-slot: binary feedback and ternary feedback. In binary 
feedback case, users can only distinguish between an empty mini-slot 
(i.e., no signal detected) and a busy mini-slot (i.e., signal detected). 
In ternary feedback case, users further can distinguish between a suc-
cessful mini-slot (i.e., only one user is sending a signal) and a col-
lided mini-slot (i.e., more than one user is sending a signal) in a busy 
mini-slot. Both the adaptive tree algorithm presented in chapter 2 and 
the multibit feedback algorithm (MFA) proposed in [BERG 83, HUAN 85] 
belong to the binary feedback case. The ternary feedback case was consid-
ered in [MERA 83, HUAN 83]; Merakos has shown that the binary TA/M with 
ternary feedback, referred to as the left right tree algorithm (LRTA), 
attains a maximum throughput of 0.513. The performance of TA/Ms heavily 
depends on the number of mini-slots Q. Thus, the main issue in this class 
of algorithms is to analyze the performance in terms of Q, but such 
analysis has not yet been carried out. 
     In this chapter, we focus our attention on two blocked access (Q-
ary) tree algorithms with mini-slots and obtain the stable maximum 
throughput, which represents the maximum value (thus, critical value) of 
throughput that provides the stable channel; in a mini-slot, the first 
algorithm assumes that binary feedback information is available, and the 
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second algorithm assumes ternary feedback information. The exact descrip-
tion of the algorithms is presented in section 3.2. In section 3.3, we 
will derive the average conditional collision resolution time (CRT) for a 
given value of collision multiplicity for above algorithms; this quantity 
characterizes the performance of these algorithms. In section 3.4, by 
analyzing the asymptotic behavior of the average conditional CRT when the 
collision multiplicity approaches infinity, we will obtain the stable 
maximum throughput of TA/Ms as a function of Q. In section 3.5, we will 
show an optimum value of Q maximizing throughput of a TA/M-BF for a 
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3.2 Blocked Access ary Tree Algorithms with Mini-Slots
     In our  analysis,  we assume that the channel time is slotted, and a 
(large) slot consists of Q number of mini-slots and a data sub-slot 
(Fig.3.1). The size of a data sub-slot is equal to transmission time of a 
packet. The propagation delay is assumed to be zero; this assumption has 
no effect on the throughput performance. 
     We consider a Blocked Access Q-ary Tree Algorithm with Mini-slots 
(BA TA/M). Note that, in blocked access algorithms, newly arriving 
packets are forced to wait until all the outstanding collided packets 
have been removed from a system. Thus, these new packets never interfere 
with previously collided packets. We treat two cases regarding the 
feedback information available in mini-slots; ternary and binary feedback 
information. 
BA TA/M with Ternary Feedback (BA TA/M-TF); 
  Users are able to distinguish between an empty mini-slot (i.e, no user 
  is sending a signal), a successful mini-slot (i.e., only one user is 
  sending a signal) and a collided mini-slot (i.e., more than one user is 
  sending a signal). 
BA TA/M with Binary Feedback (BA TA/M-BF); 
 Users have limited capability to detect the signal level of a mini-slot 
  so that users can only distinguish between an empty mini-slot (i.e., no 
  signal detected) and a busy mini-slot (i.e., signal detected). 
    In a Q-ary TA/M with ternary feedback information, when a user sends 
a packet (in a data slot of a large slot), he also sends a signal in a 
mini-slot randomly chosen. In case of collision, the current enabled set 
of users are first partitioned into Q number of sub-sets, each corre-
sponding to a group of users who have chosen the same mini-slot. Non-
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active sub-sets (i.e., sub-sets which correspond to empty mini-slots) are 
deleted from the further collision resolution process. Each active sub-
set with only one active user (i.e., a sub-set which corresponds to a 
successful mini-slot) constitutes a new subtree. Each active sub-set 
with more than one active user (i.e., a sub-set which corresponds to a 
collided mini-slot) is further divided into m subtrees, where each active 
user is randomly assigned to one of the m new subtrees. (This algorithm, 
hence, will be referred to as a BA TA/M-TF(m) in the following.) Thus, 
this division process results in s+mxc number of new subtrees, where s 
and c are the numbers of successful and collided mini-slots in a large 
slot, respectively. One from these new subtrees is chosen for collision 
resolution in the subsequent (large) slot. If further collision occurs, 
the enabled set is continually divided in the same manner until the 
collision is resolved. As for new packets, they wait until all previous-
ly arising collisions are resolved. The LRTA [MERA 83] is equivalent to 
the binary BA TA/M-TF(2). 
    Note that a Q-ary TA/M with binary feedback is equivalent to a Q-ary 
TA/M with ternary feedback where m is equal to 1 (i.e., BA  TA/M-TF(1)). 
In a Q-ary BA TA/M-BF, since users cannot distinguish between a success-
ful mini-slot and a collided mini-slot, all the active subtrees, regard-
less of how many active users exist in each of them, are treated in the 
same way; this is nothing but how a Q-ary BA TA/M-TF(1) acts. In this 
class, no empty slot is involved in a collision resolution interval  
(CRI). The MFA is of this class; it was combined with the interval 
searching algorithm in [HUAN 85]. 
    In addition, the MFA in [BERG 83] can be regarded as a modified 
version of BA TA/M-BFs. This algorithm takes a different action from the 
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above BA TA/M-BF only in the case that a collided slot contains only one 
busy mini-slot. In this case, this busy mini-slot is obviously a 
collided mini-slot. Thus, in the MFA in [BERG 83], the users having sent 
packets in such a slot are immediately divided into m (m=2 in [BERG 83]) 
subgroups, and the users in one of these subgroups will send their 
packets in the subsequent slot. This algorithm will be referred to as a 
BA  TA/M-BF(m); note that the BA TA/M-BF(1) is identical to the BA TA/M-BF 
above stated. 
    In the following, we will particularly pay our attention to the BA 
TA/M-TF(m) and the BA TA/M-BF. 
     Figures 3.2 and 3.3 illustrate a collision resolution process in a 
ternary (i.e., Q=3) BA TA/M-TF(2) and a ternary (Q=3) BA TA/M-BF, 
respectively. Figure 3.4 is related to a ternary (Q=3) basic tree 
algorithm (without mini-slots), which will serve as a reference for 
comparison. In these figures, an initial collision was due to 4 users (A, 
B,C, D). Users A and B have chosen the first mini-slot to send signal, 
and C and D have chosen the third mini-slot, resulting in no successful 
mini-slots and two collided mini-slots; i.e., s=0 and c=2. 
    In the following, a subtree rooted at node A will be referred to as 
subtree A for convenience. In the TA/M-TF(2) (see Fig.3.2), the users 
involved in the initial collision are partitioned into 4 (i.e., s+cxm=4) 
enabled subtrees; subtree 2 with no active users, subtree 3 with users A 
and B, subtree 6 with user C, and subtree 9 with user D. Since subtree 2 
has no active users, the slot (slot 2) assigned to this subtree remains 
unused. Subtree 3 results in collision again and are thus again divided 
for the further collision resolution. Users C and D are isolated in 
subtrees 6 and 7, respectively, resulting in successful transmissions. 
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   On the other hand, the TA/M-BF partitions the users into 2 (i.e., 
 s+cx1=2) subtrees; subtrees rooted at nodes 2 and 6. Since all the users 
in the same subtree transmit in the same slot, both subtrees 2 and 6 lead 
to collision again. The same collision resolution process is repeated 
until all the outstanding collided packets are removed from the system. 
In the TA/M-BF, a CRI is free from empty slots, differently from a CRI in 
the TA/M-TF(m) (m>2). As is clear from the mechanism of a TA/M-BF, we 
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3.3 Analysis of Collision Resolution Time
    In this section, we will only analyze a Q-ary BA TA/M-TF(m) to 
obtain its throughput characteristics, because it is clear from the 
discussion in section 3.2 that the Q-ary BA TA/M with binary feedback is 
equivalent o Q-ary BA TA/M with ternary feedback information where m=1. 
In this analysis, we assume that unit time is a large slot and that new 
packets arrivals in different (large) slots are independent and follow an 
identical Poisson process with rate A (packets/large slot). 
    We first consider the CRT; i.e., the time required to resolve a 
collision, given that k number of packets are involved in the initial 
collision. Let Uk(z) be a conditional probability generating function 
(pgf) of the CRT for a given collision multiplicity k. Namely, 
    Uk(z)= I  Prob[CRT=ilCollision Multiplicity=k]zi (k>2) 
        i>1 
Note that, since only one slot is used if k is zero or one, we have 
    U0(z)=U1(z)=z. 
    Since that a tree is divided into s+mx c number of subtrees in case 
of collision (see section 3.2 for the definition of s and c) and that new 
packets are not transmitted in a CRI, Uk(z) is given by the following 
recursive equation: 
    Uk(z)-z
+..I+np(k,n1,...,nQ)(1E Vn1(z))/Qk, (k>2) (3.1) 
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coefficient
    We  d 
Hence, 
where 







used to o 
for 
whe:
    Merakos et al. [MERA 83] derived a recurrence equation for Mk in a 
special case of Q=2 and m=2. Huang et al.  [HUAN 85] obtained that for Mk 
for m=1. Now, we proceed to obtain the closed-form solution for Mk by 
the use of the generating function method presented in [HOFR 84]. 
    Now, we define 
 M(z)= E Mkzk/k!.(3.7) 
k>0 
By multiplying both sides of Eq. (3.6) by zk/k! and summing up over k>0, 
we have 
M(z)e-z-QmM(az)e- z = 1 -ze-z-(Qm+(m-1)z)e-qz. 
Definig M (z) as 
 M (z)=e-zM(z),(3.8) 
then we have 
M-(z)-QmM*(az) = 1-ze-z-(Qm+(m-1)z)e-qz. 
* We shall write M*(z) as M*(z)= E M*znin terms of M n. Furthermore, n>On 
equating the coefficients of zn in the above equation, M n is given by 
    y1 (n=0), 0 (n=1) T(
3.9)     M n [(1+
qn-1(m-1))n- a-1qn](-1)n/(n!(1- an-1)} (n>2). 
From the definitions (3.7) and (3.8), we have the following 
* relationship between Mk and M n: 
        k * 
Mk=k! E M n/(k-n)!.            n=0 
    Finally, using Eq. (3.9), we can obtain the following closed-form 
solution for Mk: 
Mk=1+k+ E (-1)n(n)(n(mn-mn-1+1)-mn)/((Qm)n-1-1). (k>2) (3.10) 
n=2 
    Here, we denote the average conditional CRT of the Q-ary basic TA 
and the TA/M-BF by Tk and Bk, respectively. We can obtain the closed-
                                        -70-
    form solutions for Tk and Bk corresponding to Eq. (3.10) in a similar 
    way: 
 k 
 Tk  l+Q+Q E (-1)n(n-1)(n)/(Qn-1-1),(3.11) 
                   n=2 
k 
Bk l+k+ E (-1)n(n-1)(n)/(Qn-1-1).(3.12) 
                  n=2 
        The former, Eq. (3.11), has already been obtained in [MATH 85, 
    MURO 85]. Note that we can obtain Eq. (3.12) easily by letting m=1 in 
    Eq. (3.10). It follows from Eqs. (3.11) and (3.12) that the next 
    relationship holds between Tk and Bk: 
Bk=k-1/Q+Tk/Q.(3.13) 
     Furthermore, we note that (Tk-Bk) represents the average number of empty 
    slots during a CRI in the Q-ary basic TA because the Q-ary TA/M-BF has 
    been designed to improve performance by completely eliminating empty 
     slots as mentioned earlier in section 3.2. 
         In the next section, we will evaluate the maximum throughput by 
    means of the conditional average CRT, Mk_
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3.4. Throughput analysis  
    From theoremof Pakes [PAKE 69], a TA/M-TF(m) is stable if an input 
rate is smaller than Sinf(Q,m) defined as 
 Sinf(Q,m) = lim inf M .(3.14) k~ 00 k 
On the other hand, a TA/M-TF(m) is unstable if an input rate is larger 
than Ssup(Q,m) given by 
Ssup(Q,m) = lim sup i-.(3.15) k—> k 
    Q,m) will be referred to as the stable maximum throughput. Sinf( 
    Defining A(k,Q,m) by 
k 
A(k,Q,m)= E (-1)n(k)(n(mn-mn-1+1)-mn}/((Qm)n-1_1), 
               n=2 
from Eq.(3.10), we have 
    Mk = 1+k+A(k,Q,m), 
and 
lim k/Mk = lim k/(k+A(k,Q,m)+1) 
m k-4cc 
    = lim ---------------------1                                                      (3.16) 
k—>co 1+(A(k,Q,m)/k) 
    In the following, in order to obtain Si nf(Q,m) and Ssup(Q,m), we 
will analyze the asymptotic behavior of A(k,Q,m)/k when k approaches 
infinity. 
    First, we shall rewrite A(k,Q,m) as follows: 
 A(k,Q,m)= E [ E (-1n)( nk)(n(mn-mn-1+1)-mn}(Qm)(n-1)r]             r>1 n=2 
    k(n -1)r = E [ E (-1)n(n)(n(mn-mn-1)+n-mn)(Qm) ] 
            r>1 n=2 
          = E [(m-1)(-k(1-m(Qm)-r)k+k}+(-k(1-(Qm)-r)k+k} 
           r>1 
+(-1)(Qm)r((1-mQ-rm r)k-(1-kmQ-rm r)}]. 
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Further, let us rewrite  A(k,Q,m) as follows: 
A(k,Q,m)=k F uk(k(Qm)-r), 
            r>1 
where 
uk(x)=(m-1)(-(1-mx/k)k+1)-(1-x/k)k+1-((1-mx/k)k-(1-mx))/x. (3.17) 
Thus, we get 
lim A(k,Q,m)/k = lim E u(k(Qm)-r).(3.18) 
     k-400k->~r>1k 
    Now, we will give the following lemma (see Appendix 3-A for its 
proof) .
    Lemma 3.1. Let gs(x) (s=1,2,...) and G(x) be continuous functions 
defined on [0,+ co) and satisfy the following conditions: 
(C-1) As s-4-1-co , gs(x) uniformly converges to G(x) on any bounded 
interval in [0,+ co). 
  (C-2) There exist some positive constants C, a, b such that 
Igs(x)1<C/xa nd IG(x)I<C/xa for x>1, 
Igs(x)I<Cxb and IG(x)I<Cxb for 0<x<1. 
Then, for any constant d>1, it holds that 
lim 1 E gs(sd-n)- E G(d(ln(s)/ln(d))- Lln(s)/1n(d)-p)I=0.^ 
s- ° n>1p= 
     Here, we note the following; i.e., by Poisson's summation  
formula [HENR 77], it is shown that 
          co 
    E G(d(ln(s)/ln(d))- Lln(s)/ln(d)j -p) 
p=-co 




M(G,t)=1 G(z)zt-ldz (Mellin transformation [HENR 77]). 
0
x denotes the greatest integer equal to or less than x. 
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    In order to apply Lemma 3.1 to A(k,Q,m)/k, 
following lemma. Note that  uk(x) given by Eq.(3.17) 
that 0<x<k/m because x=k(Qm)-r (Qm>l, r>1). 
    Lemma 3.2. For a given positive integer m, 









on any bound 
property of 
and F(x) sat 





holds. In th 
1>mx/s> 
By the fact 
   Y(1-Y)t. 
we can easil'
 
fy conditions (C-1) and 





( ) s tisfy 
e shall show that 
 First assume that x; 
s ume _ 
e case that 1<x<s/m, 
m/s (>0). 
that 
y y <1/(t+l) (Oy<1, t>0) 
y show that
i.1 we shall prove the 
. is defined for x such 
 1, 






-1+mx) /x . 
 and F(x) are continuous functions defined on [0,+ °O) and 
(C-2) of Lemma 3.1. 
 fs(x) and F(x) are continuous functions. 
uniformly converges to e-y on any bounded 
an that f s(x) uniformly converges to F(x) 
ed interval in [0,+ 0) as s->+ 00. We can easily show the same 
satisfied when x=0 and x>s/m. Thus, f s(x) 
isf  the condition -1) of Lemma 3.1. 
 f s(x) satisfies the condition (C-2) of 
>1. If s/m<1, then it is easily shown 
;1>0, constant). 
                    x>s/m (>1), the above inequality also
it holds that 
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    (1-mx/s)s<1/(mx), 
 (1-x/s)s<1/x. 
Also, considering the fact 
f s(x)=(m-1)(-(1-mx/s)s)-(1-x/s)s+((1-mx/s)s-1)/x, 
it is shown that there exists some positive integer C2 such that 
    Ifs(x)I<C2/x for x>1. 
    Next, we assumethat 0<x<1. fs(x) is written as follows: 
    fs(x)=-(m-1) E (.)(-mx/s)1- E(.)(_x/s)1- E(1)(-mx/s)1/x 
                i=1                 i=11i=2 
Thus, it holds that 
Ifs(x)I<C3x for 0<x<1. 
    Consequently, it is shown that fs(x) satisfies the condition (C-2) 
of Lemma 3.1. 
    Considering lims, fs(x)=F(x), we can easily prove that F(x) 
satisfies the condition (C-2) of Lemma 3.1.^ 
From Lemma 3.1 and Lemma 3.2, we easily obtain the following 
theorem. 
     Theorem 3.1.  
lim IA(k,Q,m)/k- E F((Qm)(1n(k)/1n(Qm))- Lln(k)/ln(Qm)j -p)I=O. 
k4c.p=-00 
    Proof. Since x=k(Qm)-n (n>1) leads to x<k/m, we have 
fk(k(Qm)-n)= E uk(k(Qm)-n). 
  n>1n>1 
Thus, the theorem follows from Eq.(3.18), Lemma 3.1 and Lemma 3.2. ^ 
    Let a denote (ln(k)/ln(Qm))- Lln(k)/ln(Qm)j; thus, 0<a<1. Defining 
the following function: 
g(a)= E F((Qm)a-p), 
p 
we have from Theorem 3.1 
lim inf A(k,Q,m)/k = inf g(a),(3.17) 
0<a<1 
lim sup A(k,Q,m)/k = sup g(a).(3.18) 
0<a<1 
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Therefore, from  Eqs.(3.14), (3.15) and (3.16), we have 
    S.(Q'm)=1/(1+sup g(a)),      inf
Ssup(Q,m)=1/(1+inf g(a)). 
We can numerically obtain these values of inf g(a) and sup g(a) (see 
Appendix 3-B for numerical computations). Figure 3.5 illustrates g(a) 
with Q=16 and m=1 as a function of a. As shown in this figure, g(a) has 
two extrema, which are sup g(a) and inf g(a). 
0< c 1 0<a<1 
    Recently, Mathys and Flajolet [MATH 85] obtained an explicit 
expression for the stable maximum throughput of the basic tree algorithm 
(without mini-slots). In what follows, we will obtain a similar 
expression in the TA/M. 
    Corollary 3.1.
lim !A(k,Q,m)/k-[(1/ln(Qm)) I((m(27pi/ln(Qm))_1)/(-27pi/ln(Qm)) 
k-~cop=-a 
+(m1+(2;rpti/ln(Qm)))/(1+(27pi/ln(Qm))} 
          •r(1-(27p(71n(Qm)))e271Tti((ln(k)/1n(Qm))- Lln(k)/ln(Qm)J}]I=O, 
where r(x) is a gamma function. 
Proof. see Appendix 3-C.^ 
    We obtain as a special case (i.e., m=1) the following corollary. 
    Corollary 3.2.  
lim IA(k,Q,1)/k-[(1/1n(Q)) I ((1/(1+27p,i!ln(Q)))r(1-(27p-i./ln(Q))) 
p= 
                         •e27pi((ln(k)/1n(Q))-Lln(k)/ln(Q)j } ] I=0 
                                        0
    This corollary is the same result obtained by Mathys and Flajolet
[MATH 85] through the Mellin transformation method. 
    From Corollaries 3.1 and 3.2, it becomes clear that as k approaches 
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infinity, the function A(k,Q,m)/k does not converge to any function which 
is independent of k, but some function which oscillates around  (m-
ln(m))/ln(Qm), which is the term corresponding to p=0 of the summation in 
Corollary 3.1. We define A(Q,m) as 
A(Q,m)=(m-ln(m))/ln(Qm).(3.21) 
Equation (3.21) is an explicit expression concerned with throughput, 
but is not an critical value of maximum throughput. To compare with 
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Figure 3.5 g(a) versus a
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Table 3.1
 Sinf(Q,1), S*(Q,1) and S
sup (Q,1)



















































































































































 Sinf(Q,2), S*(Q,2) and S
sup (Q, 2)



















































































































































 Sinf(Q,3), S*(Q,3) and S
sup (Q,3)


















































































































































3.5 Numerical and simulation results  
     In Tables 3.1, 3.2 and 3.3, we give values of S.(Q'm)'S(Q,m) and                                                    inf
Ssup(Q,m) for m=1,2 and 3, respectively. S. (2,2) is not a new result, 
but was first obtained by Merakos and Kazakos [MERA 83]. Figures 3.6 and 
3.7 illustrate the same cases as in Table 3.1 and 3.2. It is seen that 
difference between Si nf(Q'm) and Ssup(Q,m) is smaller than 0.01 for Q 
such that Q<7 when m=1; for Q<5 when m=2; and only for Q=2 when m=3; The 
difference becomes large as Q becomes large. In all cases except such 
several ones as the difference is rather small, S(Q,m) is not used to 
measure the performance of the algorithms. Instead, we should numerically 
obtain Si nf(Q'm). Furthermore, by comparing Tables 3.1, 3.2 and 3.3, we 
see that, when Q<7, Si nf(Q'2) is the greatest, and, when Q>8, Sinf(Q'1) 
takes the greatest value. 
    In addition, by the use of Si nf(Q,m), we consider the effect of the 
length of mini-slot, denoted by h, on the maximum throughput. Letting 
S(Q,m) denote the stable maximum throughput in this case, we have 
S(Q,m) = S.f(Q,m)/(1+hQ). 
As shown in Tables 3.1, 3.2 and 3.3,Si nf(Q'm) is an increasing function 
of Q; on the other hand, 1/(1+hQ) is a decreasing one of Q. Thus, S(Q,m) 
takes the maximum value for a given value of h. Table 3.4 shows S(Q,1) as 
a function of Q for h=0.001. When h=0.001, an optimum value of Q is equal 
to 34. For example, in a system with 2000 bit data packets and 2 bit 
long mini-slot, h is equal to 0.001. Table 3.4 shows that such a system 
attains the stable maximum throughput 0.7208 when m=1. 
    For several values of h, optimum values of Q and the corresponding 
values of both S'(Q,1) and S(Q,2) are given in Table 3.5. By comparing 
S(Q,1) and S(Q,2), we see that, for small values of h such as h<0.017, 
m=1 gives the better performance, and that, otherwise (i.e., for 
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 h>0.018), m=2 gives the better performance. However, even when h=0.025, 
the difference between S(Q,1) and S(Q,2) is about 0.005. 
    It is small values of h that give the TA/M an advantage over 
algorithms without mini-slots. For such small values of h, m=1 provides 
the best performance. Furthermore, the TA/M-TF(1), i.e., the TA/M-BF, 
needs only something/nothing binary feedback in a mini-slot, and hence it 
is easier to implement than other TA/M-TF(m)s (m>2). Therefore, we 
conclude that the TA/M-BF is an excellent algorithm. 
    Next, we show the average transmission delay for the TA/M-BF and the 
TA/M-TF(2) in Figs. 3.7 and 3.8, respectively. Note that both Sinf(Q,m) 
and Ssup(Q,m) do not refer to the achievable maximum throughput in the 
equilibrium. We see that the achievable maximum throughput is between 





















































Figure 3.7 Comparison of Sinf(Q,2), S*(Q,2) and Ssup (Q,2)
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Table 3.4
























































































Optimum values of Q and  S(Qopt,m)

































































































































































































Figure 3.8 Average transmission delay of a TA/M-BF 
         (Q=2, 4, 8, 16)
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Figure 3.9 Average transmission delay of a TA/M-TF(2) 































3.6 Concluding remarks  
    In this chapter, we obtained the stable maximum throughput of the 
blocked access TA/M-TF(m) and TA/M-BF. We gave a way to obtain their 
stable maximum throughput numerically. Our approach will be easily 
applied to other blocked access tree type algorithms if their closed form 
expression for the averarage CRT is obtained. Furthermore, we obtained an 
optimum value of Q maximizing the stable maximum throughput for a given 
mini-slot length (denoted by h). 
    From numerical results, it has become clear that the TA/M-TF(1), 
i.e., TA/M-BF, is superior to other TA/M-TF(m)s (m>2) for small values of 
h (i.e.,  h<0.017). It is small values of h that give the TA/M an advan-
tage over algorithms without mini-slots. Furthermore, the TA/M-TF(1), 
i.e., the TA/M-BF, needs only something/nothing binary feedback in a 
mini-slot, and hence it is easier to implement than other TA/M-TF(m)s 
(m>2). Therefore, we conclude that the TA/M-BF is an excellent algo-
rithm. 
     In other words, since larger feedback information can provide better 
performance, this suggests that a more complicated procedure is required 
to use ternary feedback information more sufficiently in retransmission 
when Q is large.
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Appendix 3-A Proof of Lemma 3.1 
     Lemma 3.1. Let  gs(x) (s=1,2,...) and G(x) be continuous functions 
defined on [0,+ co) and satisfy the following conditions: 
(C-1) As s->+ co, gs(x) uniformly converges to G(x) on any bounded 
interval in [0,+ co). 
  (C-2) There exist some positive constants C, a, b such that 
Igs(x)I<C/xa and IG(x)I<C/xa for x>1,(3A.1) 
Igs(x)I<Cxb and IG(x)I<Cxb for 0<x<1.(3A.2) 
Then, for any constant d>1, it holds that 
                                         co 
lim I E gs(sd-n)- E G(d(In(s)/ln(d))-Lln(s)/ln(d)J-p)I=O.    s~n>1p=-co 
    Proof. We will broadly divide the summation E g (sd-n) (or G(sd-n)) 
n>1 s 
into the following three parts: 
E g (sd-n)= E g(sd-n)+ Eg(sd-n)+ Eg(sd-n). ssss    n>1
sd-n-,l-~sd-n<Nsd-n>N 
Letting NE be l n(d)° we rewrite the above summation as 
E g (sd-n)= E gs(sd-n) 
 n>1s
£           In-Lln(s)~I<N            In d 
              +
Ins1-NE ngs(sd-n)+ E gs(sd-n).               n<Lln(d>ln((d) )]+NE           Lln 
    First, for any n satisfying In- Lln(s)/ln(d)JI<NE, it holds that 
d-NE <d(ln(s)/1n(d))- Lln(s)/ln(d)1 
       <sd-n 
<d(ln(s)/ln(d))- Lln(s)/ln(d)J + E 
         1+N E. 
  n-1~1+NE Thus
, sdis in a bounded interval (d,d) (E [0,+ )) which is 
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independent of s. From the condition  (C-1), we can show that there 
exists a constant KE>0 such that 
Igs(sd-n)-G(sd-n)I<E/(2NE)(3A.3) 
is satisfied for s>KE. Furthermore, from (3A.3), it holds for s>KE that 
 IEg (sd-n)- EG(sd-n)I<E. (3A.4)    I
n—Lln(s)/ln(d)J I<NE s In-Lln(s)/ln(d)J I<NE 
    Second, from the condition (C-2), we shall show that for any E>0, 
there exists a constant NE(>1) such that 







    We show now that (3A.5) is satisfied for a constant NE(>1). Since 
s=d(ln(s)/ln(d)) and n< L1n(s)/1n(d)1 -1, it holds that 
        ln(s)/1n(d))d-n    sd-n=d( 
-d(ln(s)/ln(d))-n 
>d Lln(s)/1n(d)J-n 
     >d 
      >1. 
From (3A.1) of the condition (C-2), we can assume that 
Igs(sd-n)I<C(1/sd-n)a 
               =Cs-adna. 
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Hence, 
               Igs(sd-n)l<E Cs-adna 
  n<Lln(s)/ln(d)J-NE n<Lln(s)/ln(d)~-NE 
=Cs-a(da(L1n(s)/ln(d)J -NE)4}/(da-1) 
                       <C(d( Lln(s)/1n(d)J -NE)s-1}a/(da-1) 
=C(d 1.2.n(s)/1n(d)J -(1n(s)/ln(d))-NE}a/(da_1) 
<C(d1-ln(s)/ln(d)j -(ln(s)/1n(d))-N}a 
                                <Cd6-N. 
Thus, if we choose Lln(C/c)/(aln(d))j +1 as the value of NE, then (3A.5) 
is satisfied for this constant K(>1). 
    In the same manner as the case of (3A.5), we can show that (3A.6) 
holds for the same constant N£. 
    Next, we show that (3A.7) is satisfied for a constant NV(>1). 
Since n> Lln(s)/1n(d)1, it holds that 
0<sd-n=d(ln(s)/1n(d))d-n 
=d(ln(s)/ln(d))-n 
      <d1+1.1n(s)/1n(d)j-n 
<d1-1 
            =1. 
From (3A.2) of the condition (C-2), we can assume that 
Igs(sd-n)I<C(sd-n)b 
             =Csbd-nb 
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Therefore, 
 EIg (sd-n)l< E  Csb(d-b)n 
  n>Lln(s)/ln(d)1+NE's n>Lln(s)/ln(d)J+NE' 
                     =Csb{(d-b)Lln(s)/ln(d)J +NE')/(1-d-b) 
                     =C(d(1n(s)/1n(d))- L1n(s)/ln(d)J-NE'))b/(1-d-b) 
                    <C(d(ln(s)/1n(d))- Lln(s)/ln(d)J -NE')b 
<C(dl-NE')b. 
Thus, if we choose Lln(C/E)/(bin(d))J +2 as the value of NV, then (3A.7) 
is satisfied for this constant NE'(>1). 
    Also, we can prove (3A.8) for the same constant N£' in the same 
manner as the case of (3A.7). 
    Here, if we defineN by 
   N =max(Lln(C/E)/(aln(d))J+1, Lln(C/E)/(bin(d))J+2}, 
then (3A.5)-(3A.8) are satisfied for a given E>0. 
    From (3A.4)-(3A.8) proved above, it follows that for any E>0, there 
exists Kg- such that 
  I E g(sd-n)- E G(sd-n)l<5E. 
  n>1s n>1 
holds for s>K E. Hence, 
   lim I E g(sd-n)- E G(sd-n)1=0.(3A.9) 
    s-->Dn>1s n>1 
    From the fact that s=dln(s)/ln(d), it holds that 
    E G(sd-n)= E G(d(ln(s)/ln(d))-n) 
  n>1 n>1 
- E G(d(ln(s)/ln(d))-Lln(s)/ln(dIj+(Lln(s)/ln(d).1-n)). 
n>1 
(3A.10) 
From (3A.1) of the condition (C-2), we can show that 
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   lim  I E G(d(ln(s)/1n(d))- Lln(s)/ln(d)J +(Lln(s)/1n(d)J -n)) 
s-,>o° n>1 
- E G(d(ln(s)/ln(d))- Lln(s)/1n(d)i -p)I=O.(3A. 




Appendix 3-B Numerical  computaions of g(a) 
    When x<1, we expand the exponential functions into power series in 
F(x) aiming at the numerical stability; 
F(x)=(m-1)(-e-mx+1)-e-x+1-(e-mx-l+mx)/x 
=-(m-1) E (-mx)n-(-x)n- E (-mx)n/x 
              n>1n!n>1n!n>2n! 
= E (1/n!)[(-(m-1)+m/(n+l))mn-1](-1)nxn. 
n>1 
Since p>1 gives (Qm)a-P<1 for a such that 0<a<1, we have 
     E F((Qm)a-p)= E(-1)n[(-(m-1)+m/(n+1))mn-1](Qm)(a-1)n/(1-(Qm)-n). 
p>1 n>1n!(3B.1) 
    Next, we consider the case that x>1. F(x) is rewritten as 
F(x)=-(m-1+1/x)e-mx-e-x+1/x.(3B.2) 
When x>1, we use F(x) given by Eq.(3B.2) without expanding the 
exponential functions into power series. The following property may be 
useful in calculating F(x) with a large value of x: i.e., compared with 
the last term (l/x) of Eq.(3B.2), the remains promptly go to zero as x 
becomes large.
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Appendix 3-C Proof of Corollary 3 .1 
    Corollary 3.1  




where r(x) is the gamma function. 
     Proof From Poisson's summation formula, for any integrable and 
smooth function g(x), it is generally satisfied that 
E g(x+p)=Coco             (~e-27rypig(Y)dy)e27xpi.(3C.1) 
p=-C p=-m -03 
                (A)
Now, we define g(x) by F((Qm)x), and consider the part (A) of 
Eq. (3C.1). 
Ig(Y)e-2~rYP~dY=  F((Qm)Y)e-27TYPidy 
                =(1/1n(Qm))f~(F(x)/x)e-(2~rin(x)p/ln(Qm))idx, (3C.2) 
                             JO 
where we defined x by (Qm)Y for obtaining the final equation of 
Eq.(3C.2). Further, noting that 
    e-(27ln(x)P)/ln(Qm)i-x-27pti/ln(Qm) 
we can rewrite Eq.(3C.2) in the form 




    We will show that the integral in the right-hand side of Eq.(3C.3) 
is convergent for IRe(o)I<1. In the first place, we denote this integral 
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by  f(p); further we divide f(p) into the following two parts: 
1 
f(p)=f F(x)xp-1dx+f F( )xp-1dx.(3C .5) 
01 
       (B)(C) 
From Lemma 3.2, we have 
IF(x)I<C2/x for x>1, 
IF(x)I<C3x for 0<x<1. 
Hence the part (B) yields the estimate 
  11 
    (B)=SF(x)xo-1dx<S IF(x)xp-lldx 
  00 
     ~1 Re(p)-1Re(p)+11          (C3x)xdx=[C3x/(Re(p)+1)]0.        0
Since Re(p)+1>1, (B) is convergent. Next, in a similar way, we can 
estimate the part (C) as follows: 
    (C)=(F(x)xp-1dx<S IF(x)xP-1Idx 
1 
      <S (C2/x)xRe(P)-ldx=[C2xRe(p)-l/(Re(p)-1)]1. 
       1 Since Re(p)-1<0, (C) is also convergent. Therefore, f(p) is convergent as 
well as continuous for IRe(p)I<1. 
    First, we will obtain f(o) for O<Re(p)<1. From the definition of 
F(x), we have 
f(o)=f ((1-m)e- -e-x-(e-mx-1)/x)xo-1dx 
0 (1-m)e-mxx o-ld -f e-xx P-1dx- ((e-mx-1)/x)x P-1dx. (3C.6) 
000 
      (D)(E)(F) 
From the definition of the gamma function, the parts (D) and (E) of 
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Eq.(3C.6) become 
 (D)=(1-m)m  pr(  p)  ,(3C.7) 
(E)=r(o) •(3C.8) 
On the other hand, by a change of variable, i.e., y=mx the part (F) can 
be written in the form 
(F)=m1-pn(e-y-1)/y)yp-1dy• 
Further, we have 
    (F)=m1_pf (-fle-~'de)y~ldy=-ml-pfl(('e-Ayypldy)de. 
   0 0JO 0 
fl        =-m1 p r( p) 6—pd 8 0 
=_ml-pr( p)/(1—p).(3C.9) 
By substituting Eqs.(3C.7), (3C.8) and (3C.9) in Eq. (3C.6), we finally 
obtain the following equation for O<Re(p)<1 
f(p)=((m p 1)/p+ml-p/(1-p))r(p+1).(3C.10) 
    Next, we consider f(p) for Re(o)=0 since given by Eq.(3C.4) 
satisfies Re(p)=0. The right-hand side of Eq.(3C.10) converges when 
Re(p)->0 and then f(p) is continuous for IRe(p)1<1 as stated earlier; 
therefore it is obvious that f(p) is also given by Eq.(3C.10) for 
Re(p)=O. 
    Consequently, we can obtain 
                                     ao 
E F((Qm)x+p)= E F((Qm)x-p) 
P=-cop=-OD 
=(1/ln(Qm)) E ((m(27pi/ln(Qm))_1)/(-21rp,Uln(Qm)) 
p=-oo 
+(ml+(211pin(m)))/(1+(27p,i/ln(Qm))) 




 of  •x at
• r(1—(2•rrp-i/ln(Qm))) e21-rpx,i
3.1 and Eq.(3C.11). the corollary is 
(ln(k)/1n(Qm))— Lln(k)/ln(Qm)J.
proved






Appendix 3-D Throughput performance of the basic tree algorithm 
    The maximum throughput of the Q-ary basic tree algorithm has already 
been analyzed in [MATH 85]. This appendix provides the same results using 
our approach given in section 3.4; these results will be used in chapter 
5. 
    As with the case of TA/Ms, we define the following quantities in the 
basic tree algorithm: 
 Sinf(Q) = lim inf T , 
kk     S (Q) = lim sup     supk ---cTk' 
From Eq.(3.11) and the definition of A(k,Q,m). we have 
    Tk = 1+Q+A(k,Q,1)Q. 
Thus, using the definitions (3.17) and (3.18) concerning g(a), Si nf(Q) 
and Ssup(Q) are give by 
   Sinf(Q)= (Q)lg(a),           O~a~l 
   S(Q)= (Q)nrl    supg(a)•
Furthermore, we define S*(Q) corresponding to S*(Q,m) of TA/Ms as follows 
S*(Q) =1/(Q-A(Q,1)) 
         ln(Q)  
Q ' 
where A(Q,1) is given by Eq.(3.21). 
    Table 3.6 shows Sinf(Q)'S*(Q) and Ssup(Q) for several values of Q. 
We see that S*(Q) is used for the stable maximum throughput in the cases 
that Q is small; these cases are important because they provide excellent 
performance in the basic tree algorithm as shown in Table 3.6.
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                            Chapter 4 
                        Performance Evaluation of
              Free Access Tree algorithm with Mini-Slots 
4.1. Introduction  
     Among a variety of collision resolution algorithms that have been 
investigated, a class of tree algorithms [CAPE 79, TSYB 78] is one of the 
outperforming algorithms. Tree algorithms broadly divide into two classes 
depending on how new packets are handled: free access [TSYB 80b, FAYO 85, 
MATH 85] and blocked access  [TSYB 78, CAPE 79, MATH 85] tree algorithms. 
     Free Access (FA) tree algorithms do not distinguish between new and 
collided packets. Users attempt to transmit a new packet immediately 
after its generation. Thus, users are not required to monitor the channel 
continuously; They sense the channel only when they have packets to 
transmit (i.e, limited sensing [HUMB 86]). Due to the simplicity and 
ease of implementation, FA tree algorithms are of practical interest. The 
upper bound of the maximum throughput in the context of free access has 
recently been shown to be 0.567 [HUMB 86]. This is a tight bound if 
collided packets are retransmitted in some fashion to avoid a collision 
with other previously collided packets. However, no specific algorithm 
has been found yet to achieve the maximum throughput close to this bound. 
    On the other hand, blocked access (BA) tree algorithms [GALL 78, 
MASS 80, MOSE 85] force new packets to wait until all the outstanding 
collisions have been resolved, and thus require users to monitor the 
channel continuously. Mosely and Humblet [MOSE 85] have shown that the 
maximum throughput of a BA tree algorithm is 0.48776, assuming that the 
users distinguish between an empty, a successful and a collided slots. If 
users can further detect the multiplicity of a collision, i.e., the 
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number of packets involved in a collision, the maximum throughput in-
creases to 0.53237 [GEOR 83, TSYB  80a]. 
    As stated in chapter 3, to improve the performance of a BA tree 
algorithm, mini-slots were introduced to provide better feedback on the 
channel status with network users; so called BA tree algorithms with 
mini-slots (BA Q-ary TA/M). In this class of algorithms, Q number of 
mini-slots are provided within a (large) slot to allow users to acquire 
additional information on the state of the packet transmission (see 
Fig.4.1). Data sub-slot length is equal to packet transmission time. When 
a user sends a packet (using a data sub-slot in a large slot), he also 
sends a signal in a mini-slot randomly chosen. In case of a collision, 
the current enabled set of users (the set of users who currently have 
transmission right) are divided into Q number of subtrees, each corre-
sponding to a group of users who have chosen the same mini-slot. BA Q-ary 
TA/Ms have been investigated assuming binary (i.e., something/nothing) 
[SZPA 85, HIJAN 85] and ternary (idle/success/collision) [MERA 83] feed-
back information in a mini-slot, and they have been shown to provide 
excel lent performance. 
     In this chapter, we introduce mini-slots into a free access (FA) 
tree algorithm in order to improve its performance(}). We consider two 
types of feedback information in a mini-slot; binary (something/nothing) 
and ternary (idle/success/collision) feedback information. Maximum 
throughput and the average transmission delay are analyzed for an FA 
TA/M.
(+) Combining mini-slots with reservation scheme will be treated in chap-
ter 5. In this chapter, we are interested in an FA TA/M coupled with 
direct channel access scheme (i.e., to send a packet directly in a data 
sub-slot and to use mini-slots to resolve a collision) because of its 
simplicity and of its practical importance. 
                                          -104-
    The exact description of the algorithm is presented in section 4.2. 
Section  4.3 analyzes maximum throughput of the algorithm. The upper bound 
on the maximum throughput in the whole class of free access algorithms 
(including tree type algorithms and others) is also obtained as the 
asymptotic case where Q approaches infinity. In section 4.4, the lower 
bound on the average transmission delay of an FA TA/M is analytically 
obtained. This lower bound is also a lower bound on the average transmis-
sion delay in the whole class of free access algorithms. In section 4.5, 
numerical examples are provided as well as the optimal value of Q (the 
number of mini-slots in a slot) to achieve the highest throughput for a 
fixed value of a mini-slot length.
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       large slot 
mini slots data slot 
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Figure 4.1 Slot confi guration
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 4.2 . Free Access Q-ary Tree Algorithms with Mini-Slots
    In our analysis, we assume that the time is slotted, and a (large) 
slot consists of Q number of mini-slots and a data sub-slot (Fig.4.1). 
The size of a data sub-slot is equal to transmission time of a packet. 
    We consider a Free Access Q-ary Tree Algorithm with Mini-slots (FA 
TA/M). In free access algorithms, newly generated packets, regardless of 
if they arrive while collisions are being resolved, are transmitted 
immediately after their generation. We study two cases regarding the 
feedback information available in a mini-slot; ternary and binary feed-
back information. 
FA TA/M with Ternary Feedback (FA TA/M-TF); 
   Users distinguish between an empty mini-slot (i.e, no user is sending 
   a signal), a successful mini-slot (i.e., only one user is sending a 
   signal) and a collided mini-slot (i.e., more than one user is sending 
   a signal); this is often referred to as 0, 1, e-ternary feedback 
  [BERG 84]. 
FA TA/M with Binary Feedback (FA TA/M-BF); 
  Users have limited capability to detect the signal level of a mini-
   slot so that users can only distinguish between an empty mini-slot 
   (i.e., no signal detected) and a busy mini-slot (i.e., signal de-
  tected); namely, something/nothing binary feedback [BERG 84]. 
    In Q-ary TA/M with ternary feedback, a user sends a packet (in a 
data sub-slot of a large slot), he also sends a signal in a mini-slot 
randomly chosen. In case of collision, the current enabled set of users 
are first partitioned into Q number of sub-sets, each corresponding to a 
group of users who have chosen the same mini-slot. Non-active sub-sets 
(i.e., sub-sets which correspond to an empty mini-slot) are deleted from 
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the further collision resolution process. Each active sub-set with only 
one active user (i.e., a sub-set which corresponds to a successful mini-
slot) constitutes a new subtree. Each active sub-set with more than one 
active user  (i.e., a sub-set which corresponds to a collided mini-slot) 
is further divided into m subtrees, where each active user is randomly 
assigned to one of the m new subtrees. (This algorithm will be referred 
to as FA TA/M-TF(m) in the following.) Thus, this division process 
results in s+mxc number of new subtrees, where s and c are the numbers of 
successful and collided mini-slots in a large slot, respectively. One 
subtree is chosen from these s+mxc new subtrees for collision resolution 
in the subsequent (large) slot. If further collision occurs, the enabled 
set is continually divided in the same manner until the collision is 
resolved. Note that, since we assume a free access algorithm, newly 
generated packets are immediately transmitted even when the system is in 
a collision resolution process. 
     In a Q-ary TA/M with binary feedback, users do not distinguish a 
successful and a collided mini-slots, and hence, all the active subsets, 
regardless of how many active users there are in each of them, are 
treated in the same way; each active subset is randomly divided into m 
subtrees. (This algorithm will be referred to as FA TA/M-BF(m).) Thus, 
this division process results in (s+c)xm number of new subtrees. 
     Figures 4.2 and 4.3 illustrate a collision resolution process in an 
FA TA/M-TF(2) and an FA TA/M-BF(1), respectively. In both figures, four 
users (A, B, C, D) collided in slot 1. Users A and B have chosen the 
first mini-slot to send signal, and C and D have chosen the third mini-
slot, resulting in no successful mini-slots and two collided mini-slots; 
i.e., s=0 and c=2. In the TA/M-TF(2) (Fig.4.2), the users involved in the 
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initial collision are partitioned into 4 (i.e., s+cxm=4) enabled sub-
trees. Note that non-active subset (corresponding to the 2nd mini-slot) 
has been removed from the collision resolution process. Let us assume 
these subtrees are; a subtree rooted at node 2 with no active users, a 
subtree rooted at node 3 with users A and B, a subtree at node 6 with 
user C, and a subtree at node 9 with user D. Since subtree 2 has no 
active users, the slot (slot 2) assigned to this subtree remains unused. 
Subtree 3 results in collision again. User C in subtree 6 collides with a 
new packet at user E. (Note we have assumed free access algorithm.) 
Subtrees 3 and 6 are again divided for further collision resolution. 
Subtree 9 results in a successful transmission. 
    The  TA/M-BF(1), upon detecting the initial collision, partitiones 
the users into two (i.e., (s+c) x1=2) subtrees a subtree rooted at node 2 
(with active users A and B) and a subtree rooted at node 6 (with active 
users C and D) (see Fig.4.3). Both subtrees 2 and 6 lead to collision 
again. The same collision resolution process is repeated until all the 
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in FA  TA/M-BF(1) with Q=3
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4.3. Analysis of  Throughput Characteristics
4.3.1 Maximum Throughput of Q-ary FA TA/Ms 
    We analyze Q-ary FA TA/M-BF(m) and Q-ary FA TA/M-TF(m) to obtain its 
throughput characteristic (in this section) and the average transmission 
delay (in section 4.4). In this analysis, we assume that unit time is 
equal to a large slot and that new packet arrivals in different (large) 
slots are independent and follow an identical Poisson process with rate X 
(packets/large slot). We further assume that the propagation delay is 
zero. Let h denote the ratio of the length of a mini-slot to the data 
sub-slot length. Since overhead due to mini-slots is hQ, the maximum 
throughput (per data sub-slot) g(Q,m) becomes 
    S(Q,m) -S(Q,m)  1+hQ' 
where S(Q,m) is the maximum throughput when there is no mini-slot over-
head (i.e., when h is equal to zero). In the following, we will obtain 
S(Q,m). 
    We first consider the collision resolution time (CRT), the time 
required to resolve a collision, given that k number of packets are 
involved in the collision. Let Mk be a conditional average CRT for a 
given collision multiplicity k. Namely, 
Mk= E i Prob[CRT=i1Collision Multiplicity=k]. 
       i>1 
    If k is zero (i.e., idle slot) or one (i.e., successful slot), only 
one slot is used, and hence, Mk becomes one. If k is greater than or 
equal to two, collision arises. In this case, collided packets are 
divided into Q sub-sets. A CRT to resolve the original collision is the 
sum of the CRTs of these Q sub-sets. Let ni be the random variable 
representing the number of packets in sub-set i. Then, 
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     P[n =N,...,n.=N.,...,n=N ]= k! 1k       1 1
1 iQ-Q-N1!...NQ!(Q) 
and E4=1Ni=k.We denotethe abovedensity function as U(Q,k). 
 
' In both binary feedback (FA TA/M-BF(m)) and ternary feedback (FA 
 TA./M-TF(m))  cases,  an  empty  sub-set  i  (ni=0) among the Q sub-sets yields 
no new subtree, and hence, CRT for an empty sub-set is 0. 
    In the ternary feedback case (FA TA/M-TF(m)), sub-set i containing 
only one packet (n.=1) results in one subtree. Let Xi be the number of 
new arrivals in the slot immediately preceding to the beginning of the 
collision resolution process of the jth subtree (resulting from the sub-
set 1). In the particular case where ni=1, there is only one subtree 
generated, and hence, j assumes only 1. Note that we have assumed that 
new arrivals are independent of slots, and hence, X1 is independent of i 
and j. We have further assumed thatX1=X follows Poisson distribution, 
namely, 
h 
P(h) = —hX-re-X. 
Since new packets, in addition to the packet assigned to the subtree, are 
immediately transmitted in an FA algorithm, CRT for the original sub-set 
i is the time required to resolve a collision of multiplicity 1+X.. 
Namely, CRT in this case becomes Mi+Xi. 
    On the other hand, in the binary feedback case (FA TA/M-BF(m)), a 
sub-set i containing only one packet, say test packet, results in m 
subtrees. Of these m subtrees, CRT of the one, say the first subtree, to 
which the test packet has been assigned to becomes M1R1; for each of the 
     + remaining subtrees (hth subtree), CRT becomes M xi. Hence, CRT for the 
sub-set i (ni=1) becomes M1+%1 + E h=2M . 
    In both FA TA/M-TF(m) and FA TA/M-BF(m), a sub-set i containing 
more than one packet (n.
1>2) generates m subtrees. In this case, n.1number 
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of packets are randomly spread over the m subtrees. If we let  r4 be 
number of packets assigned to the jth subtree (of these m subtrees), 
of the j-th subtree becomes Mr]+g?, where X4 is defined above. Hence, 
for the original sub-set i becomes E.m Mrj+xJ.Notethat E.mr.=n 
             J=1iJ=1i 
that the density function f1.4 isgiven by U(m,ni). 
     From the above arguments, Mk becomes
Mk
     In the above eq 
     condition A.  SB
 1 
 SB 
     Thus, Mk satisf 
Mk=1+ 
n1+.. 








= 1(k=0, 1) 
m = 1+ E 0+ E (M1+ SBE Mtd 
(ilni=0)0.111.1=1)1-0:1h=2x' 
+ E E Mrj+x j (otherwise) .               (iln .>2) n=1 
-e equation
, E represents the sum over i-s satisfying 
WA) 
depends on the algorithm and is 
 (TA/M-BF(m)) 
 0(TA/M-TF(m)). 
Ltisfies the following equation: 
E U(l,k) E v, (k>2)(4 
L1+...+nQ=kQi=1ni 
         represents the sum over all possible combinations 
.. n =k   Q 
 that n1+...+nQ=k, and vn is given by 
1 = 0(ni=0) 
= E Mp(h)+6B E Mp(h)(n.=1) 
h>01+hBh>0h1(4 
E U(m,ni) E E Mrj+hp(h)(ni>2). 
  1 
 r.+...+rm=nh>0 j=1i 
 11 1 
4.2), we have used that XI is independent of i and j 
 sondistributionandthatr.has the distributionU(m). 











    Equation (4.1) is rewritten as (see Appendix A of [HUAN 85] for the 
detail) 
    Mk=1E (n)(1-Q)k-n(Q)n-1    +v
n (k>2)  n=0 
Furthermore, substituting Eq.(4.2) into the above equation, we have 
Mk= l+k(1-1)k-1[ E M
1+jp(j) + dBk(m-1) E M.p(j)] j>0j>0 
       +E(n)(1-1)k-n(1)n-1E p(j) E (7)(1-m)n-i(m)i-1Mi+.(k>2),    n=2Qj>0 i=0j 
                                                      (4.3) 
     M0=M1=1. 
After some manipulation (see Appendix 4-A), Eq.(4.3) becomes 
k 
Mk= 1+ E E (k)ai-1(1-a)k-iM
i+jp(j) j>0 i=0i 
       -(a-1(1-Q)k+(1-dB)k(m-1)(1-Q)k-1) E M.p(j) (k>2), (4.4) 
  1j>0 where a=(Qm). 




Taking the derivative of these functions, we have 
   M(1)   (z)= E Mk+lzk,(4.7) 
k>0 k! 
    M*(1)(z)-e-z(M(1)(z)-M(z)). 
k _ 
Note that M*( a)= E Mk  represents the average CRT under the as-
              k>0 
sumption of a Poisson arrival process. Since this quantity plays a key 
role in the analysis, we will obtain M ( X) by applying the method pro-
posed by Mathys et al. [MATH 85]. 
    By multiplying both sides of Eq.(4.4) by zk/k! and then taking sum 
of both sides over k>0 (see Appendix 4-B), we have 
   M*(z)-a-1M*(a+az)=1+a 1M*(A)f(z)+M*(1)(X)g(z)(4.8) 
where 
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           -Q -z- e-z/Q(TA/M -BF(m)) 
 f(z)= 
-aze-z-(1+(1 -a)z)e-z/(1 (TA/M-TF(m)), 
g(z)=-ze z. 
We will solve Eq.(4.8) for M*(z). First, by differentiating 
twice with respect to z, we have 
    M*(2)(z)-aM*(2)(a+az)=a-1M*(X)f(2)(z)+M*(1)(a)g(2)(z). 
This equation has the following solution [MATH 85]: 
   M*(2)(z)=a1M*(X) E alf(2)( amI)(z))+M*(1)(X) E alg(2)( am' i>0i>0 
where 
    arn(z)=+alz. 
     By integrating Eq.(4.9), we have (see Appendix 4-C for the 
tion of the following equation) 
    MT(1)(z)=a 1M*(X) 0(1)(f(•);z)+M*(1)(X) 0(1)(g( •);z), 
where
(' 0(1)(vx.);z)=JzE a'Vp(2)(aml)(z))dz, 
0 i>0 
    00(-);z)=zJ0(1)(11)(.);z)dz. 
            0 By letting z=ain Eq.(4.10), we find that M*(1)(X)is expressed 
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   (4.9) 
derive-
  (4.10)
in  terms 
(4.11)
      A 
    U =  1-a' 
Finally, by substituting Eq.(4.11) into Eq.(4.10) and further integrat-




    b*(z)= 0(f(.);z)+w 0(g(.);z). 
We used SM*(1)(z)dz=M*(z)-M*(0)=M*(z)-1 to obtain Eq.(4. 2). 
    We now proceed to obtain the throughput of FA TA/Ms. Setting z=X in 




    x=11(1-a1+1), 
 Y=u(1-al). 
For numerical computations 
nential functions into 
above equation:
b*(a)
  = E a i[-e-x/Q+e-y/Q-aiXe-y/Q] 
 i>0    + (w-Q)E a-1(-xe-x+ye-y-a1X(y-1)e-y} (TA/M BF(m)), 
         i>0 
= E a-1[-{1+(Q-a)x}e-x/Q+{1+(Q-a)y}e-y/Q 
i>0 
  -aiX(a+(Q-a)Q}e-y/Q] 
   + (w-a) E a-1(-xe-x+ye-y-a1X(y-1)e-y}, (TA/M-TF(m)) 
1i>0 )
, 
, we give the following by expanding the expo-




           j+1 +(w-Q)e-uEuj+1- 1)(a-(1-a)j/(1-a3)), (TA/M-BF(m)) 
j>1 
_e-u/QE(11/Q) J[1+(1/Q-a) -(1/Q-a)](a-(1-a)j/(1-a3))u14) 
J>1J•Q0+1) 
          j+1 +(w-a)e-u
JElJi(j+1- 1)(a-(1-a)j/(1-aJ)). (TA/M-TF(m)) 
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    As explained previously,  M  (X) is the unconditional average CRT 
assuming that new packets arrive according to a Poisson process with rate 
A. Thus, the FA TA/Ms will be stable if the right hand side in Eq.(4.13) 
is positive and finite. Namely, the system is stable if an input rate A 
satisfies the following: 
alb*(A)<1. 
Thus, A which satisfies a-1b*(X)=1 gives the upper bound of the stable 
input rate. We denote this value of A by S(Q,m), i.e., 
a-lb*(S(Q,m))=1.(4.15) 
S(Q,m) is the supremum of throughput. Various values of S(Q,m) are given 
in Tables 4.1 and 4.2. S(Q,m) increases as Q becomes larger in TA/M-BF(m) 
(m=1, 2) and TA/M-TF(m) (m>1). In contrast, S(Q,m) decreases as Q becomes 
larger in TA/M-BF(m) (m>3). 
4.3.2 Upper Bound of the throughput in FA TA/Ms 
    Now, we will turn our attention to the limiting case where Q is 
* infinity and h is equal to zero. Let S denote the throughput in this 
                          * 
limiting case; thus, S =limQ 4S(Q,m). By setting A =S(Q,m) in 
Eq.(4.14), multiplying the resulting equation by a-1 and further letting 
Q approach infinity, we have
lim a-lb*(S(Q,m)) 
Q— 
Since, from Eq.(4.15). 
following simple expres 
    mS*eS -(m-1)S*-1=0 
   I S*eS =1. 





2  l  show
   *S*j+1 S* 
m/(1-S) E j(1 - l+j)j. 
     j>1 
   *S*j+1 S* 1/(1-S) Ej,(1 - 1
+j)j• j>1 
above equation is equal to one, 
     * for S : 
  (TA/M-BF(m)) 
  (TA/M-TF(m)). 
             * 




we obtain the 
     (4.16a) 
     (4.16b) 
Eq.(4.16). We
see that TA/M-BF(1) and  TA/M-TF(m) (m>1) provide the highest throughput 
0.56714 in the limiting case. Note that TA/M-BF(1) and TA/M-TF(m) will be 
stable if an input rate A satisfies the following inequality: 
 A< e-X.(4.17) 
    It should be noted that 0.56714 (S* of TA/M-BF(1) and TA/M-TF(m)) is 
the same value as the achievable maximum throughput obtained by Humblet 
[HUMB 86] in free access algorithms. We will show that this limiting case 
in TA/M-TF(m) (including TA/M-BF(1)) provides an optimum algorithm in 
whole free access algorithms; i.e., the highest throughput and the small-
est transmission delay are achieved in the context of free and direct 
channel access. The rest of this section will be restricted to the FA 
TA/M-TF(m). 
    Let Q go to infinity in Eq.(4.4) 5B 0). Then, Eq.(4.4) reduces to a 
much simpler form (see Appendix 4-D) 
Mk = 1 + k E M1+p(j), (k>2)(4.18) j>0J 
      M0=M1=1. 
Equation (4.18) indicates that one slot is used because of an initial 
collision due to k packets (corresponding to the first term (i.e., 1)) 
and that those k collided packets are exactly divided into k subtrees 
for resolution of the collision. In each subtree, a collision due to one 
previously collided packet and j new packets (i.e., 1+j packets) is 
further resolved if j is larger than or equal to two; otherwise, no 
collision arises and a collision resolution procedure terminates in the 
subtree. 
    In other words, in this limiting case, each of collided packets is 
isolated in a subtree; no two users will choose the same mini-slot, and 
thus there are no collided mini-slots. Namely, collided packets are 
optimally scheduled in the sense that it will take only k slots to 
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transmit k collided packets successfully if no new packets interfere 
with their retransmissions. Under the assumption that new packets are 
transmitted immediately after their arrivals (free access mechanism) and 
that retransmissions of collided packets are scheduled independently of 
arrivals of new packets, no other algorithms can give better performance 
than this limiting case. Namely, the limiting  case. provides optimum 
performance (i.e., the highest throughput and the smallest transmission 
delay) under the above assumption. For this reason, S' is the highest 
throughput in the whole class of free access algorithms including both 
algorithms with and without mini-slots. 
    We obtain Mk (the conditional average CRT) through Eq.(4.18) as 
(see Appendix 4-E) 
Mk=1 + k/(e - X)(k>2),(4.19) 
M0=M1=1. 
    Let Sk be the conditional throughput (per slot) over a collision 
resolution interval (CRI) whose initial collision involves k packets. The 
average number of packets transmitted during the CRI is readily given by 
k+X(Mk-1). Thus, Sk is written in terms of Mk as follows 
    Sk = (k+ X(Mk-1))/Mk 
        X + (k- X)/Mk. 
Note that Sk is an increasing function of k and approaches e-A in the 
limit as k In the sequel, inequality (4.17) indicates that the 
system will be stable if an input rate X is less than the supremum of 
throughput (e-X ), which would be achieved if an infinite number of 
packets were transmitted at the same time (k=co). Intuitive explanation of 
the maximum throughput 0.56714 will be also found in [HUMB 86].
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Table 4.1
S(Q,m) in FA Q-ary TA/M-BF(m)




















0.37682 0.42912 0 
0.45555 0.44241 0 
0.48848 0.44787 0 
0.50646 0.45084 0 
0.51778 0.45269 0 
0.52554 0.45396 0 
0.53120 0.45489 0 
0.53551 0.45559 0 
0.53890 0.45614 0 
0.54163 0.45659 0 
0.54388 0.45695 0 
0.54576 0.45726 0 
0.54737 0.45752 0 
0.54875 0.45775 0 
0.54995 0.45794 0 
0.55100 0.45811 0 
0.55193 0.45826 0 








































CC 0.56714 0.46073 0 .40229 0.36332
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Table 4.2
S(Q,m) in FA Q-ary TA/M-TF(m)


































































































4.4. Evaluation of  Average Transmission Dela
     In this section, we obtain the lower bound of the average transmis-
sion delay E[D] of the free access TA/M (see references [MERA 84, 
FAYO 85] for the analysis of the average transmission delay of FA tree 
algorithm without mini-slots (so called a stack algorithm)). We define 
the transmission delay as the time interval beginning at packet genera-
tion and ending with completion of its successful transmission. As 
explained in the previous section, the free access TA/M gives the lower 
bound of transmission delay when the number of mini-slots (in a large 
slot) approaches infinity and the length of mini-slot goes to zero in 
TA/M-BF(1) and TA/M-TF(m). Note that TA/M-BF(1) is equivalent to TA/M-
TF(1). Hence, we focus on the delay performance of the free access TA/M-
TF(m) in this limiting case. 
  The transmission delay of a packet divides into two elements; D1, the 
time from packet generation to the beginning of its initial transmission, 
and D2, the time from the initial transmission to the end of its success-
ful transmission. It is easily seen that the mean E[D1] of the first 
element D1 is given by 1/2, and thus we have 
 E[D] = 1/2 +2](4.20) 
In the following, we will obtain the average of D2, E[D2]. 
    Let ak and dk denote the expected number of packets arriving in a 
collision resolution interval (CRI) with an original collision of multi-
plicity k and the sum of the transmission delays of these ak packets, 
respectively, given that the CRI starts with a collision of multiplicity 
k. Let us define the following functions: 
k 
D(z)= I dk k! 
       k>1 
D*(z)=a-zD(z) 
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                k 
 A(z)=e-z E akk~. 
           k>1 
Since, the time points when a CRI starts form a renewal process in the 
free access TA/M, E[D2] is given by the following equation (see 
[FAYO 85]): 
          D*(X)  E[D
2] =*(4.21) 
_A k     F
rom its definition, the denominator of Eq.(4.21), A*(a)=e E ak k! 
                                                    k>1 
is the average number of arrivals in a CRI and becomes A*(A)= XM*(X); 
 T M (A) is the average CRT and is given by (see Eq.(4E.7) in Appendix 4-E) 
    M*(A )=(1- A)/(1-AeX), 
we have 
A*(a)=A(1- X)/(1-XeA).(4.22) 
     From the definitions, the numerator D* (x) of Eq.(4.21) is the accu-
mulated transmission delay experienced by all the packets arriving in a 
                              * 
CRI. In order to evaluate D (X), we first obtain the recurrence equation 
for dk, the sum of the accumulated transmission delays in k number of 
subtrees. In the limiting case, colliding k packets will be divided into 
k subtrees, each with only one active user (see Eq.(4.18)). The accumu-
lated transmission delay in a subtree contains three elements: the delay 
due to an initial collision, the time interval from the initial collision 
to the beginning of a collision resolution process of the subtree, and 
the accumulated transmission delay of (1+j) packets, where j denotes the 
number of new packets joining the subtree. Since all k packets are de-
layed for one slot owing to an initial collision, the first element is k 
slots. The second element of a subtree, say.subtree, is due to the 
sum of the preceding (i-1) CRTs. The third element is given by d1+j. 
Therefore, dk satisfies 
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 k 
    dkk+ E E  (i-1)M1
+jp(j)+k E dl+jp(j) (k>2)(4.23) i=1j>0j>0 
d0=0, d1=1. 
' By multiplying both sides of Eq.(4.23) by e-zzk/k! and summing over 
k>0, we have 
    kk 
    D(z)=e-z
k>lk! + e-zkE2(k-l)![D(1)(X)+k-TM(1)(A)Je-X                       
=z+z(1-e-z)D(1)(X)e-a+z2M(1)(X)e-a/2.(4.24) 
Since DT(l)(X)=e-,D(1)(A)-D*(X), Eq.(4.24) becomes 
D*(z)=z+z(1-e-z)(D*(1)(X)+D*(a))+z2M(1)(X)e-X/2. (4.25) 
Taking the derivative of Eq.(4.25), we obtain the following equation 
D*(1)(z)=1+(1+(z-1)e-z)(D*(1)(X)+D*(X))+ze-XM(1)(X). (4.26) 
By letting z=A in Eq.(4.26), we have 
D*(1)(X)=[eX+(eX+ A -1}D*( X)+AM(1)(X )J/(1- X). (4.27) 
Substituting Eq.(4.27) into Eq.(4.25) and letting z=X in the resulting 
equation, we obtain
~" 
    D*( A)=[A(eA-X)+(2-(l+A)e-X) X2M(1)( X)/2]/(1- X e X ). (4.28) 
From Eqs.(4.7) and (4.19) (or see Eqs.(4E.5) and (4E.7) in Appendix 4-E), 
we have 
• M(1)( X)=e21/(1-XeX). 
Substitution of M(1)(A ) into Eq.(4.28) yields 
    D*( A)=[X(eA-1)+(2-(l+X)e-X)A2e2~`/(1-ae )/21/(1-Xe X). (4.29) 
    Consequently, from Eqs.(4.20), (4.21), (4.22) and (4.29), we have 
E[D]=(2-(1+A)e-X) Xe2X /(2(1-a)(1-AeX)) 
+(eX-X)/(1- X)+0.5.(4.30) 
Note that E[D] becomes 1.5 as X-1/0 and becomes infinity as X--0.56714, 
                                                                     which is the supremum of throughput.
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 4.5. Numerical Results  
     As stated in section 4.3.1, Tables 4.1 and 4.2 show that S(Q,m) is 
an increasing function of Q in TA/M-BF(m) (m=1, 2) and TA/M-TF(m), and 
that S(Q,m) is a decreasing function of Q in TA/M-BF(m) (m>3). Among 
TA/M-BF(m)s, the TA/M-BF(1) is the best algorithm, and, among TA/M-
•TF(m)s, the TA/M-TF(2) is the best one. The TA/M-TF(2) achieves the 
highest throughput in the whole range of Q except for Q=2. Figure 4.4 
shows S(Q,m) of the TA/M-TF(1) and TA/M-TF(2) as a function of the number 
of mini-slots along with its upper bound 0.56714.It is seen that the 
maximum throughput of TA/M-TF(1) (or equivalently TA/M-BF(1)) and TA/M-
TF(2) approaches the upper bound as Q increases. In these tables and 
Fig. 4.4, the length of mini-slot (h) is assumed to be zero. 
     Tables 4.3 and 4.4 discuss the effect of mini-slot overhead on the 
throughput performance. As described in section 4.3, the maximum through-
put (per data slot) is S(Q,m)=S(Q,m)/(1+hQ). Table 4.3 shows S(Q,m) as a 
function of Q for h=0.001 in the FA TA/M-TF(m). Both S(Q,m) and 1+hQ are 
increasing functions of Q (see Fig.4.4 for S(Q,m)). Thus, there is an 
optimum value of Q (Qopt) which maximizes S(Q,m) for a given value of h; 
.for instance, Qopt is 23 in TA/M-BF(1) and 19 in TA/M-TF(2) for h=0.001. 
Table 4.4 shows Qopt and the corresponding S(Qopt,m) for various values 
of h. From this table, we see that TA/M achieves throughput very close to 
the upper bound 0.56714 when h is reasonably small; for instance, TA/M-
TF(2) achieves throughput 0.54682 when h=0.001. Noting that 2000 bit data 
packets and 2 bit long mini-slot gives h=0.001, TA/M achieves throughput 
close to the upper bound in practical systems using free and direct 
channel access. 
     Figures 4.5 and 4.6 show simulation results for the average trans-
mission delay of TA/M-TF(2) and TA/M-BF(1), respectively. Both figures 
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also plot the theoretical lower bound of the average transmission delay 
given by Eq.(4.30). h is assumed to be zero in both figures. The average 
transmission delay in both figures approaches the theoretical lower bound 
as Q increases. In the case that  h=0.001, Fig. 4.7 illustrates the opti-
mum average transmission delay of TA/M-TF(2) and TA/M-BF(1); i.e., 
TA/M-TF(2) with Q=19 and TA/M-BF(1) with Q=23 (see Table 4.2 for an 
optimum value of Q for h=0.001). This figure shows that if h is reasonab-
ly small (i.e., h=0.001), both of TA/M-TF(2) and TA/M-BF(1) provide 
the average transmission delay close to the lower bound. 
     As seen in Figs. 4.4, 4.5, 4.6 and 4.7, there is not significant 
difference in both throughput and delay characteristics between TA/M-
BF(1) and TA/M-TF(2). Since that TA/M-BF(1) only requires something-
nothing binary feedback in mini-slot and that TA/M-BF(1) is less complex 
to implement than TA/M-TF(2), we may conclude that TA/M-BF(1) is the more 























Figure 4.4 S(Q,m) and its upper bound in FA TA/M-TF(m)
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Table 4.3
S(Q,m) in FA TA/M-TF(m) (h=0.001)






























































































































 Optimum values of Q and S(Qopt,m) in FA TA/M-TF(m)
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Figure 4.5 Average transmission delay of FA TA/M-TF(2) (h=0)
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4.6. Conclusions  
    In this chapter, we have studied a free access tree algorithm with 
mini-slots. In the analysis, we have assumed that the binary or the 
ternary feedback information is available in a mini- slot. For both TA/M-
BF and  TA/M-TF,  our analysis provides the following three performance 
measures: 
    (1) the maximum throughput, 
    (2) the upper bound of throughput, and 
    (3) the lower bound of the average transmission delay. 
We also presented simulation results of the average transmission delay. 
     As explained in section 4.3, the lower bound of the average trans-
mission delay obtained in this paper is also the lower bound of the delay 
in the whole class of free access algorithms including both algorithms 
with and without mini-slots. Since there is not significant difference in 
performance between TA/M-BF and TA/M-TF, both algorithms give a practi-
cal way to achieve performance close to the best performance of all the 
free access algorithms.
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Appendix 4—A Derivation of  Eq.(4.4) 
    Eq.(4.3) can be rewritten as 
Mk= l+k(1-Q)k-1E M1+jP(j)+6Bk(1-Q)k-1(m-1) E M.P(j) 
j>0j>0 
       k k        1
(-nlnnnIn-i1i       +Q E( n)(1- Q)(Q)E P(j)(m E(i)(1-m)(m)Mi+j). n=2j>0 i=0 
= l+k(1-Q)k-1EM1+.p(j)+SBk(1-Q)k-1(m-1) E M.p(j) 
    j>0j>0 
+Qm E p(i)( E (n)(1-1)k-n(1)nE (i (1-m)n-i(m) Mi+•) 
      j>0 n=0QQi=0 
       -(Qm(1-1)k+(m-1)k(1-k-1 E M.p(j) 
j>0 
     -k(1-Q)k-1E M1+3'P(j).(4A.1) 
j>0 
Let us define the following: 
F. E (k)(1-1)k-n(Q1)nE (1n)(1-1)n-i(T1)1iM. n=0 (n)(1-i=01+j' 
Since that (kn)(n1)-(k-in-i)(k1), F becomes 
     k n k-i k 1 k-n 1 n-i 1 i 1 n-i 
F. E E (n-i)(i)(1-Q)(1-m) (Qm) (Q)Mi+j 
       n=0i=0 
      E()Mk~1(k-i)(1_1)k-i-h{(1-1)1}h(1)1(h=n-i) 
i-011+jh=0hQm Q Qm 
              1     -
i~0(i)Mi+j(Qm)1(1-)k-i.(4A.2) 
Finally, substituting Eq.(4A.2) into Eq.(4A.1), we obtain Eq.(4.4): 
   Mk1+ E E(1)()i-1(1-Q)k-iMi+jP(j) 
j>0 i=0 
      -01m(1-Qd               )k+(1-)(m-1)k(1-1)k-1) E M.P(j)• (k>2)        B
j>0d—
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Appendix 4—B Derivation of  Eq.(4.8) 
    By multiplying both sides of Eq.(4.4) by zk/k! and taking sum of 
both sides over k>0, we have 
     zk zk k k i-1
k.k-i zk E MkEi+E E E( )a(1-a)iM~P(j) k>0kkk>0k>2 i=0 j>0i+' 
                                          k            - E(a-1(1- Q)k+(1-6B)(m-1)k(1-Q)k-1}k~E M.p(j). (4B.1)   k>23>0 
The second term of the right hand side in Eq.(4B.1) becomes 
    E E E(.)ai-1(1-a)k-ik! Mi+jP(j) 
    k>2 i=0 j>0 
      E E E (i)ai-1(1-a)k-ikk Mi+jP(j) 
     k>0 i=0 j>0 
      - E (a-1(1-a)M.+M1+.}zP(j) - E a1M.p(j)• 
j>0j>0 
Let F denote the first term in the right hand side of the above equation. 
Then, we have 
  kXj -X 
    F=a-1E E Eii(—kli)~az)((1-a)z)k-i Mi+jjt e 
        k>0 i=0 j>0 
     =a-1 E E E(~+3)(az)iaj ((1-a)z)k-i M1  e-X 
       k>0 i=0 j>0(k-i)!i+j (i+j)! 
     =a-1 E E (n)(az)i~n-iE((1-a)z)hM1ee-X 
     n>0 i=01h>0hn n! 
     =a-1 E ez-(X+az) M (X+az)n 
                                                                                     . 
   n>0n n! 
z -z 
Thus, from the definition of M (z)= E MkTre, F becomes 
                           k>0 
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    F=a-1ezM*(4az). 
Therefore, we can rewrite Eq.(4B.1) as 
    M(z)=ez+a-1ezM*(A+az) 
        -a-1{ez(1-1/Q)-z(1-  1-)-1)M*(X) 
       -a-1(1-SB){(1-m)Qz(1-1/Q)_(1_ m)4}M 
        -a-1(1-a)zM*(a)-zM(1)(X)e-k_a 1M*(A). 
Multiplying the above equation by a-z, we have 
M*(1)(X)=M(1)(X)e-a_M*(a)
M*(z)-a 1M*(a+az)= 
Thus, defining the func 
                 z -z
f(z) 
-aze-z-{( 
     g(z)=-ze-z,





i)Z z(1-1/Q)-(1  ) )M*(A)
•zM 1) (A)e-X-a *(A) 
.   e ,  e, from the definition of 
1+a-1M*(A)[-z-z-e-z/Q]+M*(1)(X)(-ze-z). 
                           (TA/M-BF(m)) 
1+a 1M*(X)[-aze-z-((1- m)Q +1)e-z/Q] 
+M*(1)(a)(-ze).(TA/M-TF(m)) 
  f(z) and g(z) as follows: 
                 (TA/M-BF(m)) 
 z +1)e-z/Q, (TA/M-TF(m)) m Q
1+a-1M*(x)f(z)+M*(1)(x)g(z).
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Appendix 4-C Derivation of  Eq.(4.10) 
    For a function E a1th(2)(6M1](z)), we define the following func-
                i>0 
tions: 
0(1)W.);z)= J  Ea-1Vh(2)(6M13(z))dz, 
               0 i>0 
z 
    0(11)(.);z)= 0(1)(th(-);z)dz. 
0 
Then, as shown in [MATH 85], these functions are given by 
0(1)(ip ..);z)=. { u(1)( 6M1](z))- ip(1)( 61,[41](0))), 
i>0 
0( (.);z)= E a-1( th( Q[1](z))- l~J(6V](0))-aiz(1)( 6[M11(0))). 
i>0M 
Note hat the functionQM1](z) satisfies the following three equations: 
    QMOJ(z)=z, 
     6[iJ _~1-al+xai      M ( ) -a 
          _Q
M[i+1](0), 




0 (1)( 1P(-);a)= E [(1)( 6[i+1](0))-~V(1)( am](0))] 
i>0 
             =(1)(u)-x(1)(0)• 
    Thus, the integral of Eq.(4.9) is expressed in terms of 0(1)(4)(.);z) 
                                                                     as follows (i.e., Eq.(4.10)): 
M*(1)(z)=a 1M*(X) 0(1)(f(-);z)+M*(1)(X) 0(1)(g(.);z). 
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Appendix 4-D Derivation of Eq.(4.18) 
    Let Q go to infinity in Eq.(4.4)  (5
B=0 and a=(Qm)-1): 
   +(                  k)i-1(1-a     Mk=)k-iM . 
     j>0 i=01a1+jP(j) 
-(Qm(1-1)k+k(m-1)(1 - 1)k-1) E M.p(j).(4D.1) 
                           j>0 F
irst, we rewrite Eq.(4D.1) to• 
    Mk= 1+ E E (i)ai-1(1-a)k-iMi+.p(j) 
         j>0 i=2 
        + E (1A)a-1(1-a)__M.p(j) 
        j>0 
        +
j>0(1)a0(1-a)k-1M1+.p(j) 
       -(Qm(1- l)k+k(m-1)(1-1)k-1) E M.p(j).(4D.2) 
j>0 
Let Q go to infinity in Eq.(4D.2). Then, the second term approaches zero 
and the fourth erm approaches k
JEOM,,.p(j) in the right hand side of 
Eq.(4D.2). Then, let R denote the sum of the third and fifth terms; R is 
given by 
   R=
,E M.p(j)[Qm(1-V-Qm(1- ?m_l)(i-Q)k-1J. 
Note that R=0 when m equals 1. For any finite value of m, R approaches 0 
as Q goes to infinity as will shown below. The term in the brackets [ I 
becomes 
   Qm E(k)(-11k               )-Qm E ()(-11                              )-(m-1)kkE1(k-1)(-1i                                ) 
   1=01Qmi=0 (i)(-i=0Q 
   =Qm(1--Q)-(m-1)k 
k k 1i 1kk 1i -1k-1k-1 1 i - E (
i)(-Qm) +m E (i)(- Q)-(m-1)k E ( i)(-Q) 
 i=2i=2i=1 
    k 1 i -1kk 1i-1k-1k-11 i    = E (i)(-Q m)+mE(i)(-Ti) -(m-1)kE()(-Q) 
i=2i=2i=1 
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Thus  ,limQ-> R=0 
lim Mk= 1 + 
Q->
k





Appendix 4—E Derivation of Eq.(4.19) 




By multiplying Eq.(4E.1) by zk/k! and taking sum of both sides over k>0, 
we have 
M(z)=ez+z(eZ-1)(M*(1)(a)+M*(a)}.(4E.2) 
Multiplying Eq.(4E.2) by e-z yields 
M*(z)=1+z(1-e-z){M*(1)(a)+M*(a)}.(4E.3) 
Substituting z=X into Eq.(4E.3), we have after simple manipulation 
M*(1)(X)=M*(X)(1/(a(1-e-X))-1}-1/(A(1-e-X)).(4E.4) 
Furthermore, taking the derivative of Eq.(4E.3) and substituting z=X into 
the resulting equation, we obtain after simple manipulation 
M*(1)(a)=(1/((1-X)e-A)-1}M*(a).(4E.5) 
Substituting Eq.(4E.5) into Eq.(4E.2), we have 
M(z)=ez+M*(a)/((1-a)e-X)(z(eZ-1)}.(4E.6) 
From Eqs.(4E.4) and (4E.5), we have the following explicit expression of 
   Jr  T 
M(X): 
  M*(X)=((1-X)e-X)/(e-A-X).(4E.7) 
Substituting Eq.(4E.7) into Eq.(4E.6), we get 
M(z)=ez+1/(e-A-X)(z(eZ-1)}. 
By expanding the exponential function into power series, we have 
kk 
    M(z)= E f(7.- +1/(e-a-X) E k ki 
   k>0k>2 
                  k 
Noting that M(z)= E Mkk~ and equating the coefficients of zk/k! of both 
k>0 
sides of the above equation, we finally obtain 
Mk=1+k/(e-A-X) (k>2), 
M0=M1=1. 
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                           Chapter 5 
             Throughput Analysis of Reservation Protocols 
                  with Tree Type Reservation Channel 
5.1 Introduction  
     Contention-based protocols are suitable for the environment where 
there are a large population of bursty users. On the other hand, 
controlled-access protocols are appropriate to users who generate long 
 multipacket messages or users with steady input traffic. Among 
controlled-access protocols, reservation schemes are well known to 
achieve high throughput performance. In this chapter, we will focus on 
reservation access protocols, which are in a class of demand-adaptive 
protocols (see Fig. 1.1). 
     In reservation access protocols, it is important how to reserve'the 
channel for sending data packets; i.e., this yields another multiple  
access problem of what protocol is suitable for the system. Reservation 
systems are divided into two classes according to whether or not a part 
of the channel is dedicated to reservation channel (or reservation slot). 
The Reservation-ALOHA protocol was originally proposed by Crowther et al. 
[CROW 73], and this protocol introduces "frame" consisting of several 
slots. Users transmit packets in the enabled slot using ALOHA scheme. 
Whenever a user successfully transmits a packet in a slot, say ith slot 
in a frame, he can exclusively use the same slot (i.e., theithslot) in 
the succeeding frames until he becomes inactive. This protocol does not 
provide for reservation channel or a user does not explicitly issue a 
(reservation) request, so that it has been referred to as an implicit 
reservation scheme. Lam has theoretically analyzed this system [LAM 80]. 
    Roberts proposed the modified version of this protocol in [ROBE 73], 
which used reservation slots. In Roberts' protocol, referred to as FIFO 
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reservation scheme, a frame consists of L+1 slots and the  L+1st slot in a 
frame is further partitioned into V small slots, which are reservation 
slots. A user with a packet to be transmitted randomly chooses one of V 
small slots and sends a (reservation ) request packet. If his request 
packet is transmitted without collision, then a sequence of future time 
slots is successfully reserved for his data packet transmission. In 
other words, all the packets for which a reservation has been made join 
one "queue in the sky," the length of which is known at all times to all 
the users under a distributed control, and the packets are served on the 
basis of FIFO discipline. If a collision occurs in a reservation slot, 
retransmission is done in such a fashion as the ALOHA scheme (see 
[ROBE 73, LAM 79, RETN 80] for other reservation access protocols). 
These ALOHA type reservation schemes achieve very high throughput. 
However, they suffer from instability phenomenon as well as (direct 
access) ALOHA scheme [TASA 84, SZPA 83]. 
     Lee and Mark proposed two combined random/reservation access 
protocols in [LEE 83]. Their intent was to devise high throughput and low 
delay protocol which took advantage of both random and reservation 
access. They employed ALOHA scheme and tree algorithm as reservation 
access protocol, and referred to each protocol as uncontrolled channel  
access (UCA) and controlled channel access (CCA), respectively. In these 
protocols, a frame consisted of a data slot and several small slots. 
Other reservation protocol employing binary tree algorithm has analyzed 
in [TSYB 80a], which does not provide reservation slots and is, thus, 
suitable for multipacket messages. 
     In this chapter, we will analyze two reservation access protocols; 
one employs a blocked access tree algorithm (BA-RTA) and the other a free 
access tree algorithm (FA-RTA). In our system, a frame consists of L 
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     (large) slots and Q small slots, and thus our protocols are referred to 
     as Q-ary BA-RTA and FA-RTA. The CCA in [LEE 83] is basically equivalent
     to the Q-ary BA-RTA with L=1. Lee and Mark have obtained that Q=3 offers 
     the optimum performance among the CCA by numerical results for transmis-
     sion delay. However, the throughput performance of the Q-ary BA-RTA was 
     not explicitly derived. We will explicitly obtain the maximum throughput 
     of the BA-RTA and, furthermore, obtain the maximum throughput of the FA-
     RTA. Through these analyses, we obtain an optimum frame configuration
     that maximizes the throughput for a given small-slot length. Our result 
     for the BA-RTA with L=1 agrees with the result for the CCA obtained in 
    [LEE 83]. 
          In section 5.2, an exact description of the above protocols will 
     be given. In sections 5.3.1 and 5.3.2, we will first analyze the maximum  
     throughput of reservation channel in the BA-RTA and the FA-RTA, respec-
     tively. In addition, in section 5.3.3, we will obtain an optimumcondi-
     tion of a set (Q, L) that maximizes the throughput for a given length of 
     small slot.
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           frame 
          data slot reservation slot
Figure 5.1 Frame configuration (Q=3, L=2)
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5.2 Reservation Tree Algorithms  
     In the following we assume that channel time consists of reservation 
 (small) slots and data slots, and Q small slots and L data slots are 
organized into a frame (see Fig.5.1). The length of a data slot is equal 
to data packet transmission time. Furthermore, a message is assumed to be 
a single packet message. 
     A user with data packets first sends a request packet in one of Q 
small slots (in a frame) randomly chosen in order to reserve a data slot. 
All users can detect the state of a small slot until the next frame 
starts (i.e., they can distinguish between an empty, a successful and a 
collided slot). If a request packet is successfully transmitted, a data 
packet joins the queue for transmission; a data packet is transmitted in 
the absence of collision. If a collision occurs on the reservation chan-
nel, the user retransmits his request packet according to a tree algo-
rithm. We employ a blocked access tree algorithm or a free access tree 
algorithm to schedule request packet transmission. 
Reservation protocol using blocked access tree algorithm (BA-RTA); 
     If a frame involves collided small slots, each collided small slot 
is assigned to a frame. Then, each of the users involved in the same 
collided small slot chooses one of Q number of small slots in the same 
frame to retransmit his request packets. This process continues until the 
initial collision is resolved. If a request packet is transmitted suc-
cessfully, a data packet is transmitted in a data slot on the basis of 
FIFO discipline. 
     Figure 5.2 shows an example of transmission process of a BA-RTA. 
Users A, B, C and D transmitted their request packets in frame 1. Users A 
and B chose the first small slot, and users C and D chose the third small 
slot; both small slots became collided ones. In frame 2, users A and B 
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again choose the same small slot, and at last, in the succeeding frame 
(frame 3), users A and B choose different small slots, resulting in 
successful transmissions. Subsequently, users A and B successfully trans-
mit their data packets in data slots in frames 3 and 4, respectively. In 
a similar way, a collision due to users C and D in frame 1 will be 
resolved.  Since new request packets are forced to wait until the out-
standing collision is resolved, users E and F wait until users A, B, C 
and D successfully transmit their request packets. 
Reservation protocol using free access tree algorithm (FA-RTA); 
    In this protocol, a new packet is transmitted immediately after its 
arrival. Others of this protocol are the same as those of the above BA-
RTA. Note an. FA-RTA is easier to implement than a BA-RTA because an FA-
RTA requires each user to monitor the channel only after he becomes 
active. 
     Figure 5.3 shows an example of transmission process of an FA-RTA. In 
contrast to users E and F in Fig. 5.2, users E and F transmit their 
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 5.3. ThrouQhnut Anal sis of BA-RTA and FA-RTA
     In this section, we analyze the maximum throughput of the BA-RTA and 
the FA-RTA; the maximum throughput of each algorithm is denoted by SBA- 
RTA(Q,L) and SFA-RTA(Q,L). In a reservation system with a reservation 
channel, performance of both reservation channel and data channel deter-
mines the maximum throughput of the system. Letting h be the ratio of the 
length of a reservation slot (small slot) to the length of a data slot, 
we have 
ST-RTA(Q) L    S
T-RTA(Q,L)=min {L+hQL+hQ}'(5.1) 
where S*_RTA(Q) is the maximum throughput under the assumption that L=1 
and h=0 in each algorithm. In the following, assuming that new packet 
arrivals follow a Poisson distribution with parameter x (packets/frame), 
we will derive SBA-RTA(Q) (in section 5.3.1) and SFA-RTA(Q) (in section 
5.3.2), and further we will obtain an optimum set (Q, L) maximizing the 
throughput for a given small-slot length (in section 5.3.3). 
5.3.1 Analysis of BA-RTA 
    We refer to the number of request packets transmitted in Q small 
slots (of a frame) as (collision) multiplicity, and consider the condi-
tional average collision resolution time (CRT) for a given multiplicity_ 
We will obtain the average CRT of a Q-ary BA-RTA in a way similar to that 
obtaining the average CRT of a blocked access TA/M (in chapter 3). Since 
both an empty small-slot and a successful small-slot require no frame and 
only a collided small slot requires a frame to resolve a collision, the 








satisfies the following 
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 0 (n=0,1) 
Vn(z)= U
n(z) (n,0,1). 
If k is equal to 0 or 1, one frame is used, so that 
U0(z)=U1(z)=z. 
In Eq. (5.2), p(k,n1,...,nQ) is the multinomial coefficient defined by 
p(k,n1,...,nQ) = k!/(nl'  nQ!). 
    We denote the average CRT of a BA-RTA by Bk. Then, Bk is given by 
   Jk(z)I z-1.By differentiating (5.2) with respect to z and setting z to 
1, the following equation is obtained: 
Q 
    Bk = 1+ E p(k,n1,...,n
Q)[ E vn ]/Qk (k>2),(5.3)       n
1+...nQ=ki=1 i 
where vn is given byd-Vn(z)Iz-1and thus 
            0 (n=0,1) 
   v=     nB
n (n>2). 
Substituting vn into Eq. (5.3), we obtain the following recurrence 
equation for Bk: 
                         k
    Bk = 1-Q(1-q)k-k(1-q)k-1+Q E (n)(1-q)k-ngnBn,(5.4) 
n=2 
where q is defined to be 1/Q. 
    We will solve this equation for Bk. First let us define the 
following generating function: 
 B(z) = E Bkzk/k!.(5.5) 
         k>0
By multiplying both sides of Eq. (5.4) by zk/k!, summing over k>0 and 
using Eq. (5.5), we have 
B(z)-QB(gz)e(1-q)z = eQz-(z+Q)e(l-(1)z.(5.6) 
Further, defining B (z) by 
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  B* (z) =  e-zB(z),(5 .7) 
Eq. (5.6) becomes 
     B (z)-QB*(qz) = 1-(z+Q)e-qz. 
Here, B (z) is represented as B*(z)= E B* zn. Then equating coefficients 
                                n>0 n 
of zn in the above equation, B*
n is given by 
           1 (n=0) 0 (n=1) 
nm(
n-1)(-1)ngn-1/((1-qn-1)n.(5.8)                                }(n>2).
From the definitions (5.5) and (5.7), we have the following equation for 
Bk and B n: 
k 
Bk = k! E B n/(k-n)!.               n=0 
Thus, from Eq. (5.8), we finally obtain the following closed-form 
solution for- 
k 
    Bk = 1+ E(-1)n(n-1)(n)/(Qn-1-1) (k>2).(5.9) 
              n=2 
    Now, we define SBA-RTA(Q) as follows: 
SBA-RTA(Q) = lim infB. 
         k—~k 
Then, if an input rate is less than SBA-RTA(Q)' a system is stable. Thus, 
SBA-RTA(Q) represents a stable maximum throughput (or a supremum of the 
throughput) if L=1 and h=0. In order to obtain SBA-RTA(Q)' we must esti-
mate the asymptotic behavior of k/Bk when multiplicity k approaches 
infinity. 
    Here, let Tk be the average CRT of the Q-ary basic tree algorithm. 
Then, Tk is given by ((MATH 85, MURO 85]) 
            k 
   Tk = 1+Q+Q E (-1)n(n-1)(n)/(Qn-1-1) (k>2).(5.10) 
                n=2 
We define the maximum throughput SBA-TA(Q) in the basic tree algorithm as 
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follows: 
   SBA-TA(Q) = lim infT .
k-4.0 k 
Recently, we have made clear the asymptotic behaviour of the function 
k/Tk for a given positive integer Q (see section 3.4). It has been shown 
in section 3.4 that, as the value k approaches infinity, k/Tk does not 
converge to any function which is independent of value k, but converges 
to some function which oscillates around ln(Q)/Q. Furthermore, from the 
practical point of view, we can estimate SBA-TA(Q) as follows (see sec-
tion 3.4 and Appendix 3-D): 
SBA-TA(Q)=ln(Q)/Q.(5.11) 
• From Eqs.(5.9) and (5.10). the relation between Tk,and Bk is given by 
 Bk = Tk/Q-1-1/Q.(5.12) 
Accordingly, it follows from Eq. (5.12) that SBA-RTA(Q) is written in 
terms of SBA-TA(Q) as 
SBA-RTA(Q) = SBA-TA(Q)Q 
= ln(Q).(5.13) 
    Figure 5.4 plots the throughput k/Bk versus multiplicity k of a Q-
ary BA-RTA. In the same figure, the values of SBA-RTA(Q) are plotted for 
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5.3.2. Analysis of FA-RTA 
    As in section 5.3.1, we will obtain the time required to resolve a 
collision (i.e., CRT) for a given multiplicity k. We should note that, 
as a result of a free access mechanism, new packets join previously 
collided packets in each subtree. Let Wk(z) be the conditional pgf of the 
CRT of a Q-ary FA-RTA for a given multiplicity k. A collided tree is 
first partitioned into Q subtrees randomly. When a subtree contains at 
most one request packet, no frame is used, and a frame is only assigned 
to each collided subtree (i.e., each subtree containing at least two 
request packets). As a result, Wk(z) becomes 
    Wk(z)=z E  p(k,n...,nQ)( IT V





If k is equal to zero or one, only one frame is used; 
    W0(z)=W1(z)=z. 
In Eq. (5.15), p(j) is the probability that j new packets arrive 
frame; 
P(i)=e-X Xj/j!, 
and p(k,n1 ..... nQ) is the multinomial coefficient (see the pr 
section). Let us denote the average conditional CRT of a Q-ary FA 
Rk, from Eqs. (5.14) and (5.15), we have 
         k 
Rk=1+Q E (i)(1-q)k-iqi E P(j)R1., 
i=2 j>0 
where q=1/Q. 
    Weobtained the recurrence equation (5.16) for Rk. Subsequen 















will obtain the closed form solution to this equation. First, we 
introduce the following functions as in Chapter 3: 
 F(z)= E R zn/n!, 
n>0 n 
F*(z)=e-zF(z). 




By multiplying both sides of Eq. (5.16) by zk/k! and taking sum of both 
sides over k>0, we have 
F(z)_q-1F* 0+qz)=1+q-1F*(a)f(z)+F*(1)(a)g(z)(5.17) 
where 
     f(z)=-(l+qz)e-qz, 
g(z)=-ze -qz 
By differentiating Eq. (5.17) twice with respect to z, we have 
F*(2)(z)-qF*(2)0+qz)=q-1F*(X)f(2)(z)+F*(1)(X)g(2)(z). 
This equation has the following solution (see [MATH 85]): 
F*(2)(z)=q-1F*(X) E gif(2)(a Mi](z))+F*(l)(a) E glg(2)( a li](z)), 




     Thus, integrating Eq.(5.18) yields 
F*(1)(z)=q-1F*(A) 0(1)(f(•);z)+F*(1)(a) 0(1)(g(.);z)(5.19) 
(see Appendix 4-C for this integration and the definition of 
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  1 0(f(.);z)). Therefore, letting z=X in Eq. (5.19), 
 F*(1)(X)=q-1F*(X)0(1)(f(•);X)/(1-0(1)(g( •);a)). 
=QF*(A)g2u/(1-qu),(5.20) 
where u= X/(1-q). In order to obtain F*(z) , we will integrate Eq. (5.19) 
with respect to z. This integration leads to the following equation: 
F*(z)=1+QF*(X)d*(z),(5 .21) 
where 
    d*(z)= e(f(.);z)+q2p/(1-qp)e(g(.);z). 
     Consequently, by multiplying Eq. (5.21) by ez and equating the 
coefficients of zk/k! on both sides, we obtain the average conditional 
CRT, Rk, as follows: 
Rk=l+QF (X) dk , 
where 
dk 1/(1-v)e-v [v E exp(vgm)((1-qm+1)k+kqm+1_1) 
                   m>0
          + I Qm(1-(1-qm+l)k_kgm+l(1-qm+1)k-1)) 
          m>0
V=qu• 
     Wewill now derive the maximum throughput, which will be denoted by 
SFA-RTA(Q). First, we should note from its definition that F*(X) refers 
to the average CRT when new packets arrive according to Poisson process 
with parameter X. Thus, the stability condition of this algorithm is that 
* 
F (A) takes a finite positive value. We have already obtained the impor-
tant Eq.(5.21) related to this value in course of obtaining Rk. Setting 
z=a in Eq. (5.20) yields 
F*(A)=1/(1-Qd*(a)).(5.22) 
Therefore, we find that the maximum throughput SFA-RTA(Q) is X which 
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satisfies the following equation: 
 Qd  (X)=1. 
From some manipulation, d (A) becomes 
d*(a)= qX/(1-(X +1)q)e-q( X/(1-q)) 
•E (qa/(1-q))1(
J +(j(1-q)/(1-qJ)-qJ). j>1 
Here, in the free access basic tree algorithm, we denote 
by L (X), which corresponds to F (X) in an FA-RTA. The 
sponding to Eq. (5.22) is written as 
L*(a)=1/(1-QdTA(X)), 
where dTA( X) was obtained in [MATH 85] as follows: 
    dTA(X)= X/(1- X-q)e-A/(1-q) 
          •E (l/(1-q))3(
J.+1)!(J(1-q)/(1-qJ)-q). j>1 
From E
ygs. (5.24) and (5.25), it holds that   TT 
    d (X)-dTA(gX). 
Thus, it is clear that the maximum throughput of the Q-ary 
times as that of the Q-ary free access basic TA.
       (5.23) 
       (5.24) 
the average CRT 
equation corre-
       (5.24) 
       (5.25) 
FA-RTA is as Q
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5.3.3 Optimum Frame Configuration 
    In the preceding sections, we obtained the throughput  SBA-RTA(Q) and 
SFA-RTA(Q). So far we have neglected the length of a small slot, denoted 
by h, and a frame configuration. In this section, we consider the maximum 
throughput in the system where a frame consists of L (large) slots and Q 
number of small slots. Recall Eq. (5.1) related to the maximum throughput 
in such a system: 
    ST-RTA(Q'L)=min {S------------L++hQ(Q)' L }' 
    We will obtain an optimum set {Q, L} (i.e., {Qopt' Lopt}) which 
maximizes S*-RTA(Q,L), where * is used instead of BA or FA. It follows 
from Eq. (5.1) that for a fixed value of Q, L=S*-RTA(Q) gives g*__(0 
the maximum value, i.e., 
    1/{1+hQ/ST_RTA(Q)}- 
Since, in a real system, Q and L take integer values, 
Lopt= LST-RTA(Q)J or LS*_RTA(0)J+1. 
In the BA-RTA or the FA-RTA, a set of {Lopt' Qopt} is as follows. 
    (a) BA-RTA  
    FromEq. (5.12), 1/{1+hQ/SBA-RTA(Q)} achieves the highest value when 
Q equals e. Since Q and L take integer values, an optimum set is that 
Qopt-3 and Lopt=1 for any value of h such that 0<h<1; thsi optimum set 
provides the maximum throughput 
SBA-RTA(3,1) = 1/(1+3h). 
We give several values of SBA-RTA(Q) for 2<Q<5 in Table 5.1, and values of 
SBA-RTA(Q,1) for various values of h in Table 5.2. 
    (b) FA-RTA  
    In the FA-RTA, we can obtain the value of SFA-RTA(Q) by solving 
Eq.(5.23). Table 5.1 shows several values of SFA-RTA(Q) for 2<Q<5. In 
Table 5.3, we give the value of LoPt and the corresponding value of 
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SFA-RTA(Q'Lopt) for 2<Q<5. From this table, we have 
results: 
    (i)  h<0.0789; an optimum set (Qopt' Lopt) such that 
satisfy both QoptILopt=3 and SFA-RTA(Qopt) > L, e.g., (3 
(9, 3), leads to the maximum throughput 
SFA-RTA(Qopt'Lopt)-1/(1+3h), 
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5.4 Concluding Remarks  
     In this chapter, we have considered two reservation protocols (the 
BA-RTA and the FA-RTA); as a scheduling algorithm of an access to reser-
vation channel, one exploits the blocked access tree algorithm, and the 
other does the free access tree algorithm. We analytically derived the 
maximum throughput of both algorithms. Through our analyses, an optimum 
frame configuration was obtained for a given small-slot length, h, as 
follows: 
    (1) in the BA-RTA, for any value of h such that  0<h<1, 
         a set of (Qopt=3' Lopt=1) provides the maximumthroughput: 
SBA-RTA(3,1) = 1/(1+3h), .and 
    (2) in the FA-RTA,if h<0.0789, 
         a set of (3, 1) (or (6, 2), (9, 3)) provides the maximum 
         throughput: 
S'FA-RTA(Qopt,Lopt)=1/(1+3h); 
         otherwise (i.e., if h>0.0789). 
        a set of (5, 2) provides the maximum throughput 
SFA-RTA(5'2)=SFA-RTA(5)/(2+5h). 
Thus, if h<O.0789, SBA-RTA(Qopt'Lopt) = 4A-RTA(Qopt'Lopt); otherwise, 
SBA-RTA(Qopt'Lopt) < 4A-RTA(Qopt'Lopt)' 
    For the BA-RTA with L=1, Lee and Mark [LEE 83] obtained Qopt=3 
through average transmission delay analysis. Our result agrees with their 
result. It is noteworthy that the FA-RTA requires users to monitor the 
channel only when they have packets to send in contrast to the BA-RTA. 
Therefore, comparing the BA-RTA and the FA-RTA, we have seen that the 
FA-RTA is superior to the BA-RTA in both maximum throughput and the ease 
of implementation. 
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                            Chapter 6 
                          Concluding Remarks
• 6.1  Summary of this thesis  
     In this thesis, we have considered a subset of tree-based collision 
resolution algorithms (CRAs) in contention-based communication systems. 
Contention-based protocols offer an effective way to allocate the 
channel among a large number of bursty users. However, several authors 
had pointed out the underlying issue of instability (or saturation) 
phenomenon in those protocols, and then proposed the solutions employing 
adaptive controls in response to the changing quantities such as trans-
mission rate and the number of backlogged users. Tsybakov [TSYB 78] and 
Capetanakis [CAPE 79a,b] attacked this problem and devised a novel 
approach to overcome this instability phenomenon without the control 
mechanism adaptive to dynamically changing quantities above stated but 
by means of a tree structure in scheduling transmission. Owing to such 
high innovation of contention-based protocols, extensive works on tree-
based CRAs have done after the works of Tsybakov and Capetanakis. The 
outline of the studies on the topics and the positions of our studies in 
the class of tree-based CRAs were shown in Fig. 1.4. The main purpose of 
this thesis was to develop several new branches of tree-based CRAs taking 
care of practical applications. 
     First, we would like to just review this thesis based on the chapter 
organization. 
     In chapter 2, we proposed a blocked access tree algorithm with Q 
number of (control) mini-slots (Q-ary BA TA/M), referred to as the 
adaptive tree algorithm, to improve Capetanakis' tree algorithm. This 
algorithm is an address-based partitioning algorithm (see section 
                                         -165-
1.2.2.2), and we assumed that each user distinguished between an empty  
mini-slot and a busy mini-slot: i.e., binary feedback information. We 
approximately analyzed the  average transmission delay for the algorithm 
by taking a propagation delay into account. The analysis agreed with 
simulation results over the wide range of an input rate; yet, at heavy 
traffic, the results of simulation experiments also suggested that there 
was room for further improvement in approximation. Our analysis showed 
that the adaptive tree algorithm performs fairly efficient compared to 
the basic tree algorithm, and that the performance of the adaptive tree 
algorithm becomes better as Q becomes larger. 
     In chapter 3, we considered two blocked access Q-ary TA/Ms (BA TA/M-
BF and BA TA/M-TF) based on a probabilistic partitioning algorithm. One 
assumed binary feedback information on the state of mini-slot was availa-
ble (this was also treated in chapter 2), and the other assumed ternary  
feedback information; each user further distinguished between a mini-slot 
involving only one signal and a mini-slot involving at least two signals 
in a busy mini-slot. We treated a BA TA/M-TF where m slots were assigned 
to a collided mini-slot (i.e., the users having sent signals in the 
collided mini-slot) for retransmissions, so that we referred to the BA 
TA/M-TF as the BA TA/M-TF(m). Note that the BA TA/M-TF(1) is equivalent 
to the BA TA/M-BF. We presented a way to evaluate the stable maximum  
throughput as a function of Q for the above two BA TA/Ms. Our way will be 
easily applied to other BA tree type algorithm if its average CRT is 
obtained in the closed form. Though numerical computations, it was seen 
that, if a length of mini-slot (h) is small (i.e., h<0.017), the BA TA/M-
BF is superior to the BA TA/M-TF(m) (m>2). The BA TA/M-BF is also excel-
lent in that it needs only binary something/nothing feedback information 
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in mini-slot. 
     In chapter 4, we studied two free access TA/Ms (FA TA/Ms): the FA 
TA/M-BF(m) and the FA  TA/M-TF(m). The maximum throughput and the upper 
bound of throughput (=0.56714) were analytically obtained. Through the 
analysis, for a given mini-slot length, we obtained an optimum number of 
mini-slots maximizing throughput. Furthermore, we explicitly obtained 
the lower bound of the average transmission delay. The lower bound was 
also the lower bound of the delay in the whole class of free access 
algorithms including both algorithms with and without mini-slots. It was 
shown that the FA TA/M-BF(1) is the best among all of the FA TA/M-BF(m)s 
(m>1), and the FA TA/M-TF(2) is the best among all of the FA TA/M-TF(m)s 
(m>1). Since the FA TA/M-BF(1) is equivalent to the FA TA/M-TF(1), the FA 
TA/M-TF(2) is the best among the FA TA/Ms considered in chapter 4. In 
addition, from numerical and simulation results, we concluded that an FA 
TA/M-BF and an FA TA/M-TF provided a practical way to achieve performance 
close to the best performance of all the free access algorithms. 
     In chapter 5, we studied two reservation systems (BA RTA and FA 
RTA); a BA RTA exploited a blocked access tree-based CRA, and an FA RTA 
did a free access tree-based CRA to schedule an access to the reservation 
channel. It was assumed that Q small-slots and L data sub-slots were 
organized into a frame. By analyzing throughput characteristic of both 
systems, we obtained an optimum frame configuration maximizing throughput 
for a given small-slot length. For the reasons of the ease of 
implementation as well as high throughput, it has become clear that a 
free access reservation system is superior to the other. 
    Here, we will summarize the performance of the above stated tree 
algorithms. Figure 6.1 shows a comparison of the maximum throughput of 
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several algorithms treated in this thesis as a function of Q. In this 
figure, a length of mini-slot and that of (reservation) small-slot are 
assumed to be zero. In addition to this assumption, in an FA RTA, a frame 
is assumed to consist of Q small-slots and one data sub-slot. 
     Consider a collision resolution interval  (CRI), which represents an 
interval from an initial collision to the instant at which all the 
packets involved in its collision are successfully transmitted. As 
previously mentioned, in a BA TA/M-BF, empty slots are completely 
eliminated in a CRI with the aid of the information provided by mini-
slots. New packets are forced to wait for an end of a CRI (on the basis 
of a blocked access mechanism). These result in good performance as 
shown in Fig. 6.1. However, a BA requires each user to monitor even when 
he has no packets; i.e., it requires continuous sensing. 
     In an FA TA/M-BF, a collision resolution mechanism is the same as 
that of a BA TA/M, but new packets are transmitted immediately after 
their arrivals without regard for a collision resolution procedure of the 
outstanding packets (on the basis of a free access mechanism). For this 
reason, new packets transmitted in a CRI always interfere with a 
collision resolution of the outstanding packets. Therefore, we can expect 
the performance degradation due to a free access mechanism. Nevertheless, 
we were interested in a limited sensing property of a free access 
mechanism; a property that its mechanism requires each user to monitor 
the channel only when he has a packet to be transmitted. Since the 
maximum achievable throughput is 0.56714 in the context of free access as 
stated in chapter 4, Fig. 6.1 shows that an FA TA/M achieves maximum 
throughput close to the upper bound of all the free access algorithms 
with values of Q such that Q>20. 
                                       -169-
     In addition, for an FA RTA, Figure 6.1 shows that only 3 small-slots 
provide ideal throughput 1.0 if an overhead (i.e., a length of small-
slot) is neglected. 
     Consequently, from Fig. 6.1, we can observe a natural result that 
more complex mechanism provides more efficient performance. In 
particular, we see that a blocked access mechanism is very useful in a 
class of TA/Ms. The results of these analyses are useful in choosing an 
appropriate algorithm which meets given conditions: e.g., required 
(throughput vs. delay) performance and permissible complexity of imple-
mentation. 
6.2 Issues for future research  
     We have considered some issues on CRAs in this dissertation. As 
previously mentioned, CRAs have already been extensively and broadly 
studied. However, we can still address the issues of interest to be 
attacked in this field as follows. 
     (1) The performance evaluation of tree-based algorithms in an envi-
ronment which suffers from a long propagation delay; chapter 2 treated 
this problem, and an exact or a well approximate analysis is desirable. 
As stated in [CAPE  79a], there are two ways to execute the tree search: 
i.e., serial and parallel tree searches. The comparison of these two 
searches is also interesting in such a system. Furthermore, Tsybakov 
[TSYB 81] discussed an effect of propagation delay on performance. 
    (2) The study on limited sensing tree algorithms; the FA TA/Ms 
analyzed in chapter 4 are also one of limited sensing algorithms. This 
class of algorithms is of practical interest because of the ease of 
implementation, and has thus been treated in several papers such as 
[GEOR 85, HUMB 86]. However, the limited sensing algorithms have not 
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been so improved in throughput. It is practically important to devise a 
more efficient limited sensing algorithm and analyze its performance. 
 (3)The performance analysis of address-based tree algorithms; an 
address-based tree algorithm offers the desirable property that a colli-
sion is neccessarily resolved with a finite number of retransmissions; 
for example, if the total number of users in a system is equal to Qd, the 
number of retransmissions experienced by a packet is less than or equal 
to d in a Q-ary tree algorithm. This property may particularly help to 
improve the performance of a system with a small population size (see 
[SHIM 86]).
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