Abstract. In this paper, the performance of Local Binary Patterns method is evaluated in face recognition with long-wave infrared images. Long-wave infrared images are invariant to illumination conditions, but at the same time are affected by a fixed-pattern noise inherent to this technology. The fixed-pattern noise usually is compensated with a nonuniformity correction method. Here, the robustness of Local Binary Patterns to the fixed-pattern noise in long-wave infrared images is shown, even in the presence of glasses, without the application of any preprocessing or correction technique. Contrary, if a non-uniformity correction method is applied, the image texture is affected and the performance of the Local Binary Patterns method decreases.
Introduction
Variations in illumination is one of major limiting factor for face recognition system performance. Several papers proposed different methods in order to compensate for illumination variations, but the classification performance is still affected [1] . In this way, infrared (IR) imagery for face recognition has shown to be less affected by changes in ambient illumination. IR spectra typically is divided in two groups: reflected IR (0.7 − 2.4µm) and thermal IR (2.4µm−14mm). Near-IR belongs to the reflected IR group, it can be reflected by objects, so it can serve as an active illumination source and there are some works using active Near-IR to provide constant illumination for face recognition [2, 3] . On the other hand, long-wave IR (LWIR), which belongs to the thermal IR, presents the following advantages: i) LWIR sensors collected the heat energy emitted by a body instead the light reflected; ii) has an invariant behavior under changes in illumination, being able to operate even in complete darkness; and iii) human skin has a high emissivity in 8 − 12µm presenting a thermal signature own to each individual.
In this paper, LWIR face images are only considered. In the last years, some articles have been published in face recognition using LWIR imagery [4, 5] ; a lot of them compare LWIR with visible images [6, 7] and fuse these two kind of data [8, 9] , showing promising results. In most of the cases, appearance based methods are used to represent and recognize LWIR images [7, 10] , however, face recognition using LWIR imagery with Local Binary Patterns (LBP) has received little attention in the literature [9] , despite its simplicity of implementation, efficiency and robustness demonstrated in visible and Near-IR face recognition tasks.
An IR system consists of a group of detectors placed in an array located at the focal plane of an imaging optical system, known as focal-plane array (FPA) technology [11] . FPA presents a non-uniformity (NU) effect, called fixedpattern noise (FPN), a pixel-to-pixel variation in the sensors array, caused by the differences between semiconductors. The FPN is superimposed on the true images degrading the quality of the captured IR images [12] . In order to solve this problem, several NU correction methods have been proposed to compensate for the NU noise in IR-FPA, for example: image-registration-based algorithms [13] , algebraic scene-based algorithms [14] , the constant statistics algorithms [15] , and Kalman-filter-based algorithms [16, 17] , among others. But, up to our knowledge, only in [18] this kind of methods are applied to LWIR face recognition, improving significantly the recognition performance.
In this paper we evaluate the performance of LBP method applied to LWIR face recognition and its response to FPN. We show that LBP is very robust to the FPN but at the same time its discriminatory capacity is degraded when the image texture is affected by random noise. In Section 2, the LBP method and basic ideas about the noise present in IR images are recalled. Section 3 presents the performance evaluation and discussion. Section 4 concludes the paper.
Recall

Local Binary Patterns
The use of the LBP operator in face recognition was introduced in [19] and different extensions from the original operator have appeared afterwards [20] . As it can be appreciated in Figure 1 , the original LBP operator represents each pixel of an image by thresholding its 3x3-neighborhood with the center value and considering the result as a binary number, called the LBP code. In the classification step, the image is usually divided into rectangular regions and histograms of the LBP codes are calculated over each of them. The histograms of each region are concatenated into a single one and a dissimilarity measure is used to compare the histograms of two different images.
Non-Uniformity Noise in LWIR Images and its Correction
The IR detector has several known sources of noise, but the main noise sources are the FPA temporal noise, the FPA NU noise, and the readout noise yielded by the output electronics [12] . The FPN refers to any spatial pattern that does not change significantly from frame-to-frame, and it is due to differences in detectors size, doping density and foreign matter getting trapped during fabrication. The multiplicative component of the FPN is due to the FPA photoresponse NU, which means that the responsivity change from one detector to another. This implies that this component is produced by pixel-to-pixel differences in responsivity or gain, the detector size, spectral response and thickness in coatings of each detector. The additive component of the FPN is mainly due to the dark current, which is kept almost constant and does not vary from frame to frame because of its dependence on the temperature and the offset voltages due to the amplifiers used (white noise). Then, each pixel on the FPA can be modeled in the instant n using a two-parameters linear equation given by:
where A ij (n) and B ij (n) are, respectively, the gain (multiplicative NU) and the offset (additive NU) associated to the ijth detector. The random process X ij (n) is the IR photon flux collected at the ijth detector. The term v ij (n) corresponds to the additive electronic noise, which is commonly modeled as a zero mean white Gaussian random process and called temporal noise. Y ij (n) is called the readout data obtained from the IR-FPA system. In order to solve this problem, several NUC techniques has been developed. They can be divided in calibration techniques and scene-based correction methods. The first group requires two uniform references from blackbody radiator at different temperatures, and then, the gain and offset is obtained. The NUC is performed using the follow equation:
whereÂ ij (n) andB ij (n) are the estimation for the gain and offset, andX ij (n) is the estimated IR input irradiance. The scene-based methods estimate gain and offset but the performance is limited by the amount of spatio-temporal information and the diversity of temperature in the images sequence. Principal limitations of scene-based method are that the camera must be in constant movement, and that the estimation requires large number of frames.
In our experiments we used the LWIR images collected by Equinox Corporation [21] . This database is composed by three sequences of 40 frames from 91 persons, acquired in two days with three different lights source on: frontal, left lateral and right lateral. The sequences were captured while people were pronouncing the vowels standing in frontal position, and three more images from each person were taken respective to smile, frown and surprised expressions. In addition, the complete process was repeated for those persons who wore glasses. The LWIR images of Equinox are 240x320 pixels of size, they were radiometrically calibrated and are represented as gray-scale images with 12 bits per pixels. Since much of the data is highly correlated, usually only a subset of the images are used for experimentation [6, 7] . Additionally, because the use of glasses changes the thermal emission perceived in LWIR face images, we split our experiments considering the use or not of them.
Considering the database [21] is possible to note that the calibrated images contain two typical distortions presents in LWIR imagery: dead-pixel and FPN. The first source of noise means that the detector always gives the same readout value independent of the input irradiance. The second is a FPN present in several sequences of individuals, but it is not possible to explain the nature of this FPN. In order to remove the dead-pixel, it is possible to assume that the IR irradiance collected by the sensor ij is to be close to the neighbors around the sensor ij, and this value can be assumed the readout data. The FPN can be estimated using the equation (2) following the procedure given in [18] .
In the absence of glasses
In this case, we use the same procedure of other authors [7, 8] who construct the following multiple subsets using only three images of the vocal pronunciation frame sequence (vowel frames) and the three expression frames of each subject in each illumination condition: VA: Vowel frames, all illuminations. EA: Expression frames, all illuminations. VF: Vowel frames, frontal illumination. EF: Expression frames, frontal illumination. VL: Vowel frames, lateral illuminations. EL: Expression frames, lateral illuminations.
These subsets are compared among them, using each time one as gallery and other as test. Some of the subset combinations are not considered in the experiments since one subset is included into the other. In Table 1 below, where the columns represents the gallery sets and the rows the test sets used each time, it is shown the performance of the LBP method in this framework.
The previous results, with an average of 97.3 percent of correct classification are very promising taking into account that images are not geometrically nor- malized or cropped, and a little localization error usually affects the appearance based methods. This performance is comparable with the best performance of an appearance based method obtained before in LWIR images by means of the Linear Discriminant Analysis (LDA) method [22] , which were extracted from [7] and showed in Table 2 . As it can be appreciated the results are very similar, presenting the LDA an average of 97.5 percent of correct classification. However, LBP has the advantage over the LDA method that does not need more than one image per person in the gallery set, neither requires a training set, which are very important properties in a face recognition system.
In order to improve the results and following the idea in [18] , we applied a NU correction method previously to the LBP, searching for the suppression of the FPN present in the IR images. Table 3 shows the correct classification rates when the NU correction is applied first, followed by LBP. Surprisingly, with an average value of 93.3 percent, instead of an improvement, we obtained lower results with the NU correction than without them. If the original and NU corrected images are analyzed, as the examples in Figure  2 , it can be appreciated that when the NUC method is applied, although the fixed-pattern noise in the IR images is suppressed, the random noise is magnified and the image texture is affected. Since the LBP is a texture descriptor, it is sensitive to this kind of noise. In order to support the hypothesis that the LBP method is sensitive to random noise in LWIR images, we conducted the same experiments adding some random noise artificially to the original images, as it can be seen in Figure 3 . In Table 4 the results of the experiments adding the temporal random noise to the original LWIR images are display, with an average of 86.3 percent they confirm that LBP method decreases its performance in the presence of this kind of noise. 
In the presence of glasses
It is well known that in the presence of glasses the performance of the recognition algorithms for thermal images is very low and there are some works in order to deal with this problem [6] . We then conducted an experiment to test the performance of the LBP method in LWIR face images when people are wearing glasses.
In this case we used the VA subset as gallery set and constructed three new test subsets using only the LWIR images from Equinox of those people who are wearing glasses in the following manner: GF: all glasses images with frontal illumination. GL: all glasses images with left lateral illumination. GR: all glasses images with right lateral illumination.
In Table 5 the results of the LBP method in the presence of glasses are shown using the original images and also adding random noise to them. As can be appreciated, in general the performance of the method is lower than the case no glasses are present, however the results are comparable and even higher in average than previous methods that needs to work directly with the eyes regions to preprocess the negative effect of the glasses in the IR images, for example the best result obtained in [6] was 85.77 percent. Once more, the results are affected in the presence of random noise. 
Conclusions
This paper considers the Local Binary Pattern method on LWIR face imagery, in order to perform person identification tasks. We observe through experimentation that LBP performs well on LWIR images, comparable with the state of the art methods, even in the presence of glasses, without any preprocessing step. Also we could appreciated that a magnified random noise affects the identification rate of the LBP method and the application of NUC methods increase this kind of noise, although reduces the fixed-pattern noise. The LBP method is robust to the fixed-pattern noise and it may be applied directly to the LWIR face imagery with an identification rate average of 97.3 percent.
