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A DECOMPOSITION THEOREM FOR HERMAN
MAPS
XIAOGUANG WANG
Abstract. In 1980s, Thurston established a topological charac-
terization theorem for postcritically finite rational maps. In this
paper, a decomposition theorem for a class of postcritically infinite
branched covering termed ‘Herman map’ is developed. It’s shown
that every Herman map can be decomposed along a stable multic-
urve into finitely many Siegel maps and Thurston maps, such that
the combinations and rational realizations of these resulting maps
essentially dominate the original one. This result gives an answer
to a problem of McMullen in a sense and enables us to prove a
Thurston-type theorem for rational maps with Herman rings.
1. Introduction
In 1980s, Douady and Hubbard [DH1] revealed the complexity of the
family of quadratic polynomials. Contemporaneously, Thurston’s 3-
dimensional insights revolutionized the theory of Kleinian group [Th1].
After then, Sullivan [Su] discovered a dictionary between these two ob-
jects. Applying quasiconformal method to rational maps, he translated
the Ahlfors’ finiteness theorem into a solution of a long-outstanding
problem of wandering domains.
Based on Sullivan’s dictionary, McMullen asked a question: Is there a
3-dimensional geometric object naturally associated to a rational map?
For example, it’s known that Haken manifolds have a hierarchy, where
they can be split up into 3-balls along incompressible surfaces. Mc-
Mullen suggested to translate the Haken theory on cutting along gen-
eral incompressible subsurfaces into a theory for rational maps with
disconnected Julia sets. He posed the following problem ( [Mc1], Prob-
lem 5.4):
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A DECOMPOSITION THEOREM 2
Problem 1.1 (McMullen). Develop decomposition and combination
theorems for rational maps.
In this article, we aim to answer this problem in a sense. We will
develop a decomposition theorem for rational maps with Herman rings,
or more generally for ‘Herman maps’. Roughly speaking, a Herman
map is a postcritically infinite branched covering with ‘Herman rings’
and postcritically finite outside the closure of all rotation domains. We
will show that a Herman map can always be decomposed along a stable
multicurve into two kinds of ‘simpler’ maps –Siegel maps and Thurston
maps, such that the combinations and rational realizations of these
‘simpler’ maps essentially dominate the original one. Here, roughly,
a Siegel map is a postcritically infinite branched covering with ‘Siegel
disks’ and postcritically finite outside the closure of all ‘Siegel disks’, a
Thurston map is a postcritically finite branched covering. The precise
formulation of the decomposition theorem requires a fair number of
definitions and is put in the next section.
The significance of the decomposition theorem is that it gives a
way to extend Thurston’s theory beyond postcritically finite setting.
The theory deals with the following problem: Given a branched cov-
ering, when it is equivalent (in a proper sense) to a rational map?
Thurston [Th2] gave a complete answer to this problem for postcriti-
cally finite cases in 1980s by showing that such a map either is equiv-
alent to an essentially unique rational map or contains a ‘Thurston
obstruction’. Here, an obstruction is a collection of Jordan curves such
that a certain associated matrix has leading eigenvalue greater than
1. The detailed proof of Thurston’s theorem is given by Douady and
Hubbard [DH2] in 1993. The insights produce many new, sometimes
unexpected applications in complex dynamics [BFH,Br,C,CT1,E,Ge,
Go, HSS, Se, ST, P1, R1–R3, T1, T2]... Since then, many people have
tried to extend Thurston’s theorem beyond postcritically finite rational
maps. Recently, progress has made for several families of holomorphic
maps. For example, Hubbard, Schleicher and Shishikura [HSS] ex-
tended Thurston’s theorem to postsingularly finite exponential maps
λez; Cui and Tan [CT1], Zhang and Jiang [ZJ], independently, proved a
Thurston-type theorem for hyperbolic rational maps; other extensions
include geometrically finite rational maps and rational maps with Siegel
disks [CT2,Z2],...
The decomposition theorem enables us to extend Thurston’s theorem
to rational maps with Herman rings. More generally, we have:
Thurston-type theorems for rational maps with Herman rings can be
reduced to Thurston-type theorems for rational maps with Siegel disks.
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Besides, the decomposition theorem reveals an analogue between
Haken manifolds and Herman maps (compare [Mc1,P1]):
Haken manifold Herman map
incompressible surfaces (I.S.) stable multicurve
cutting along I.S. decomposition along stable multicurve
finite procedure to find an I.S. finite iterate to get a stable multicurve
resulting pieces are 3-balls resulting maps are Siegel/Thurston maps
reducing theorems to 3-balls reducing theorems to Siegel/Thurston maps
combination theorem build up rational map from renormalizations
rigidity theorem rigidity theorem
hyperbolic structure rational realization
2. Definitions and main theorems
Let S2 be the two-sphere and f : S2 → S2 be an orientation preserving
branched covering of degree at leat two. We denote by deg(f, x) the local
degree of f at x ∈ S2. The critical set Ωf of f is defined by
Ωf = {x ∈ S2; deg(f, x) > 1},
and the postcritical set Pf of f is defined by
Pf =
⋃
n≥1
fn(Ωf ).
We say that f is postcritically finite if Pf is a finite set. Such a map
is also called a Thurston map. For a Thurston map, we define a function
νf : S
2 → N∪{∞} in the following way: For each x ∈ S2, define νf (x) (may
be ∞) as the least common multiple of the local degrees deg(fn, y) for all
n > 0 and all y ∈ S2 such that fn(y) = x. Note that νf (x) = 1 if x /∈ Pf .
We call Of = (S2, νf ) the orbifold of f .
In the following, we will define two classes of postcritically infinite branched
covering–Herman map and Siegel map–step by step. These maps are branched
coverings with ‘rotation domains’ and postcritically finite elsewhere. Since
the branched covering f will be required to have certain regularity (e.g.
‘holomorphic’ or ‘quasi-regular’) in some parts of the two-sphere S2, it is
reasonable to equip S2 with a complex structure. For this, we will identify
S2 with C = C ∪ {∞} in our discussion.
Definition 2.1 (Rotation domain). We say 〈U0, · · · , Up−1〉 is a cycle of
rotation disks (resp. annuli) of f if
1. All Ui are disks (resp. annuli), with disjoint closures. Each boundary
component of Ui is a Jordan curve.
2. f should induce conformal isomorphisms U0
∼=−→ U1
∼=−→ · · · ∼=−→ Up−1
∼=−→
Up = U0 and the return map f
p : U0 → U0 is conformally conjugate to an
irrational rotation z 7→ e2piiθz.
3. Each boundary cycle of Ui contains at least one critical point of f .
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By definition, two different cycles of rotation domains have disjoint clo-
sures. Moreover, in the case that all Ui are annuli, the union ∪0≤j<p∂Uj
consists of two cycles of boundary curves, thus there are at least two critical
points on ∪0≤j<p∂Uj .
One may compare this definition with the definitions of Siegel disks and
Herman rings for rational maps in [M]. In general, for rational maps,
whether the boundary of a rotation domain contains a critical point de-
pends on the rotation number. It’s known from Graczyk and Swiatek [GS]
that for any rational map, the boundary of a Siegel disk (or Herman ring)
with bounded type rotation number always contains a critical point. On
the other hand, there exist quadratic polynomials with Siegel disks whose
boundaries do not contain any critical point (see [H2] or [ABC]). We remark
that in Definition 2.1, whether the boundary of a rotation domain contains
a critical point is not essential, we need such an assumption simply because
we want to concentrate on the combination of the branched covering rather
than the complexity caused by the rotation number. Our method can be
easily generalized.
Definition 2.2 (Herman map and Siegel map). We say that f is a Herman
map if f has at least one cycle of rotation annuli and postcritically finite
outside the union of all rotation domains; a Siegel map if f has at least
one cycle of rotation disks and postcritically finite outside the union of all
rotation disks.
Note that a Herman map may have rotation disks and a Siegel map has
no rotation annuli.
The category of branched covering consisting of Herman maps, Siegel
maps and Thurston maps are called HST maps. Namely, a HST map is
an orientation preserving branched cover such that each critical orbit either
is finite or meets the closure of some rotation domain (if any). Given a
HST map f , let nRD(f) be the number of rotation disk cycles, nRA(f) be
the number of rotation annulus cycles, they satisfy nRD(f) + 2nRA(f) ≤
2deg(f) − 2. Obviously, a Thurston map f is a HST map with nRD(f) =
nRA(f) = 0. The union of all rotation domains of f is denoted by Rf
(probably empty).
Definition 2.3 (Marked set). Let f be a HST map. A marked set P is a
compact set that satisfies the following:
1. f(P ) ⊂ P .
2. P ⊃ Pf ∪Rf and P − (Pf ∪Rf ) is a finite set.
In this paper, we always use a pair (f, P ), a branched covering together
with a marked set, to denote a HST map.
Definition 2.4 (C-equivalence and q.c-equivalence). Two HST maps (f, P )
and (g,Q) are called combinatorially equivalent or ‘c-equivalent’ for short
(resp. q.c-equivalent), if there is a pair (φ, ψ) of homeomorphisms (resp.
quasi-conformal maps) of C such that
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1. φ ◦ f = g ◦ ψ and φ(P ) = Q.
2. φ and ψ are holomorphic in Rf .
3. φ and ψ are isotopic rel P . That is, there is a continuous map
H : [0, 1] × C → C such that for any t ∈ [0, 1], H(t, ·) : C → C is a homeo-
morphism, H(0, ·) = φ,H(1, ·) = ψ and H(t, z) = φ(z) for any t ∈ [0, 1] and
any z ∈ P .
In this case, we say that (f, P ) is c-equivalent (resp. q.c-equivalent) to
(g,Q) via (φ, ψ). If (g,Q) is a rational map, we call (g,Q) a rational real-
ization (resp. q.c-rational realization) of (f, P ). Note that if (f, P ) has a
q.c-rational realization, then (f, P ) is necessarily a quasi-regular map1.
A Jordan curve γ ⊂ C \ P is called null-homotopic, (resp. peripheral) if
a component of C \ γ contains no (resp. one) point of P ; non-peripheral (or
essential) if each component of C \ γ contains at least two points of P .
Definition 2.5 (Multicurve and Thurston obstruction). A multicurve Γ =
{γ1, · · · , γn} is a collection of finite non-peripheral, disjoint, and no two
homotopic Jordan curves in C \ P . Its (f, P )-transition matrix WΓ = (aij)
is defined by
aij =
∑
α∼γi
1
deg(f : α→ γj) ,
where the sum is taken over all the components α of f−1(γj) which are
homotopic to γi in C \ P .
A multicurve Γ in C \ P is called (f, P )-stable if each non-peripheral
component of f−1(γ) for γ ∈ Γ is homotopic in C \ P to a curve δ ∈ Γ.
We say that a multicurve Γ is a Thurston obstruction if Γ is (f, P )-
stable and the leading eigenvalue2 λ(Γ, f) of its transition matrix WΓ satisfies
λ(Γ, f) ≥ 1.
For convention, an empty set Γ = ∅ is always considered as a (f, P )-stable
multicurve with λ(Γ, f) = 0. A map without Thurston obstructions is called
an unobstructed map. Else, it is called an obstructed map.
The following characterization theorem, due to Thurston, is fundamental
in complex dynamical systems:
Theorem 2.6 (Thurston, [DH2,Th2]). Let (f, P ) be a Thurston map. Sup-
pose that Of does not have signature (2, 2, 2, 2). Then (f, P ) is c-equivalent
to a rational function (R,Q) if and only if (f, P ) has no Thurston obstruc-
tions. The rational function (R,Q) is unique up to Mo¨bius conjugation.
The original version (P = Pf ) of Thurston’s theorem is proven by Douady
and Hubbard [DH2], while the ‘marked’ version is proven in [BCT].
1A quasi-regular map is locally a composition of a holomorphic map and a quasi-
conformal map.
2The leading eigenvalue of a square matrix A is the eigenvalue with largest mod-
ulus. It’s known that if A is non-negative (i.e. each entry is non-negative), then its
leading eigenvalue is real and non-negative.
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To extend Thurston’s theorem to rational maps with Herman rings, we
establish the following main theorem of the paper:
Theorem 2.7 (Decomposition theorem). Let (f, P ) be a Herman map, then
there exist a (f, P )-stable multicurve Γ and finitely many Siegel maps and
Thurston maps, say (hk, Pk)k∈Λ, where Λ is a finite index set, such that
1. (Combination part.) (f, P ) has no Thurston obstructions if and only
if λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk) has no Thurston obstructions.
2. (Realization part.) (f, P ) is c-equivalent to a rational map if and only
if λ(Γ, f) < 1 and for each k ∈ Λ, (hk, Pk) is c-equivalent to a rational map.
Theorem 2.7 actually answers a problem of McMullen ( [Mc1], Problem
5.4) in a sense. It gives a way to understand Herman maps (obstructed or
not), in particular rational maps with Herman rings, in terms of the simpler
ones (hk, Pk)’s. The theorem develops a theory for rational maps, paral-
lel to the Haken theory for manifolds. It is known that Haken manifolds
can be split up into 3-balls along incompressible surfaces. On the other
hand, combination theorems of Klein and Maskit allows one to build up a
Klein group with disconnected limit set from a number of subgroups with
connected limit sets (see [Ma,Mc1]). The decomposition theorem translates
this theory to Herman maps in the following way: one can decompose a Her-
man map along a stable multicurve into several Siegel maps and Thurston
maps whose combinations and rational realizations dominate the original
one. Conversely, one can rebuild a rational map with disconnected Julia set
from a number of renormalizations with connected Julia sets.
Let’s briefly sketch how to get the maps (hk, Pk)k∈Λ in Theorem 2.7.
Given a Herman map (f, P ), we first choose a collection of f -periodic an-
alytic curves Γ0 in the rotation annuli and their suitably chosen preimages
Γ. The curves in Γ0 ∪ Γ decompose the complex sphere into finitely many
multi-connected pieces, say S1,· · · , S`. The action of (f, P ) on the sphere
induces a well-defined map
f∗ : {S1, · · · , S`} → {S1, · · · , S`}
from these pieces to themselves. Under the map f∗, each piece is pre-
periodic. Each cycle of these pieces corresponds to a renormalization of
(f, P ), which takes the form fpk : Ek → Sk. Here, pk is a positive integer,
Ek, Sk are multi-connected domains with Ek ⊂ Sk ∈ {S1, · · · , S`}. These
renormalizations have canonical extensions to the branched coverings of the
sphere, which are in fact the resulting maps (hk, Pk)k∈Λ. Details are put in
Section 3.
Remark 2.8. Here are some facts on Theorem 2.7:
1. The multicurve Γ can be an empty set. See Example 3.2.
2. The number of the resulting Siegel maps is at least two and at most
nRD(f) + 2nRA(f). The number of the resulting Thurston maps can be zero
(see Example 3.2).
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3. If λ(Γ, f) < 1, then for any resulting Thurston map (hk, Pk), the
signature of its orbifold is not (2, 2, 2, 2) (see Lemma 3.7). By Thurston’s
theorem, (hk, Pk) has no Thurston obstructions if and only if (hk, Pk) is
c-equivalent to a rational map.
Given a HST rational map (f, P ), let Rtop(f, P ) (resp. Rqc(f, P )) be
the set of all rational maps c-equivalent (resp. q.c-equivalent) to (f, P ).
We define the space Mω(f, P ) to be Rω(f, P ) modulo Mo¨bius conjugation,
where ω ∈ {top, qc}. If (f, P ) is postcritically finite, one may verify that
Mtop(f, P ) = Mqc(f, P ); if we further require (f, P ) is not a Latte`s map, it
follows from Thurston’s theorem (rigidity part) that Mtop(f, P ) is a single
point. In general, it’s not clear whether Mtop(f, P ) = Mqc(f, P ) or whether
Mqc(f, P ) consists of a single point (this problem is related to the ‘No In-
variant Line Field Conjecture’), but we have the following:
Theorem 2.9 (Rigidity theorem). Suppose that (f, P ) is a Herman rational
map. Then there are finitely many Siegel rational maps (hk, Pk)1≤k≤m such
that
Mqc(f, P ) ∼= Mqc(h1, P1)× · · · ×Mqc(hm, Pm).
Theorem 2.9 is in fact the ‘rigidity part’ of Theorem 2.7. In particular,
it implies Mqc(f, P ) is a single point if and only if all Mqc(hk, Pk) are single
points.
For obstructed Herman maps and Siegel maps, it follows from a theorem of
McMullen (see [Mc2] or Theorem 5.2) that they have no rational realizations.
In particular, Theorem 2.7 implies that any Thurston obstruction of (f, P )
either is contained in Γ or comes from one of the resulting maps (hk, Pk)’s.
For unobstructed Herman maps or Siegel maps, whether they have ra-
tional realizations is a little bit involved. For example, we consider the
formal mating (see [YZ] for the definition) of two quadratic Siegel poly-
nomials fθ1 and fθ2 with bounded type rotation numbers, where fα(z) =
z2 + e
2piiα
2 (1 − e
2piiα
2 ). The resulting map is an unobstructed Siegel map. If
θ1 + θ2 = 1mod Z, then the Siegel map has no rational realization. On the
other hand, if θ1 + θ2 6= 1mod Z, Yampolski and Zakeri [YZ] showed that
the Siegel map has a unique rational realization. Based on this example
and following the idea of Shishikura [S1], many unobstructed Herman maps
which have no rational realizations are constructed in [W].
The following result reveals an ‘equivalence’ between one unobstructed
Herman map and several unobstructed Siegel maps:
Theorem 2.10 (Equivalence of rational realizations). Given an unobstructed
Herman map (f, P ), there are at most nRD(f)+2nRA(f) unobstructed Siegel
maps (hk, Pk)1≤k≤m, such that the following two statements are equivalent:
1. (f, P ) has a rational realization.
2. Each map of (hk, Pk)1≤k≤m has a rational realization.
Theorem 2.10 implies Thurston-type theorem for Herman rational maps
can be reduced to Thurston-type theorem for Siegel rational maps.
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At last, we give a significant application of Theorem 2.7. It’s a Thurston-
type theorem for a class of rational maps with Herman rings:
Theorem 2.11 (Characterization of Herman ring). Let (f, P ) be a Herman
map. Suppose that (f, P ) has only one fixed annulus A of bounded type
rotation number and P \ A is a finite set. Then (f, P ) is c-equivalent to a
rational function (R,Q) if and only if (f, P ) has no Thurston obstructions.
The rational function (R,Q) is unique up to Mo¨bius conjugation.
An irrational number θ ∈ (0, 1) is of bounded type if its continued fraction
[a1, a2, · · · ] satisfies sup{an} < +∞. The proof of Theorem 2.11 is based on
Theorems 2.6 and 2.10, and a theorem of Zhang [Z2] on characterization of
a class of Siegel rational maps.
Strategy of the proof and organization of the paper. The idea ‘de-
composition along a stable multicurve’ was initially implicated in Shishikura’s
paper on Herman-Siegel surgery [S1]. Cui sketched this idea to prove a
Thurston-type theorem for hyperbolic maps in his manuscript [C]. Pil-
grim [P1, P2] used this idea to develop a decomposition theorem for ob-
structed Thurston maps. In the rewritten work [CT1] of [C], Cui and Tan
successfully developed this idea to prove a characterization theorem for hy-
perbolic rational maps.
Our proof more or less follows the same line as in [CT1]. In both settings,
we first choose a specific multicurve and use it to decompose the complex
sphere into several pieces. The essential difference is: in their case [CT1],
these pieces have disjoint closures and their preimages are compactly con-
tained in themselves; in our case, each of these pieces will touch several
other pieces and the preimages of them may be not compactly contained
in themselves. This leads to several differences in the proof, especially the
technical difference in Section 6.
The organization of the paper is as follows:
In Section 3, we will decompose a Herman map (f, P ) into a number
of Siegel maps, Thurston maps and sphere homeomorphisms (hk, Pk)1≤k≤n
along a collection of f -periodic analytic curves Γ0 (contained in the rotation
annuli) and their suitably chosen preimages Γ.
In Section 4, we study the decomposition of stable multicurves. We show
that each stable multicurve C of (f, P ) will induce a submulticurve CΓ of
Γ and a stable multicurve Σk of (hk, Pk) for all 1 ≤ k ≤ n, such that the
following identity holds:
λ(C, f) = max
{
λ(CΓ, f), p1
√
λ(Σ1, h1), · · · , pn
√
λ(Σn, hn)
}
.
Conversely, each stable multicurve Σk of (hk, Pk) will generate a (f, P )-stable
multicurve C and a submulticurve CΓ of Γ satisfying the above reduction
identity. This enables us to prove the ‘combination part’ of Theorem 2.7
The ‘realization part’ will be discussed in Sections 5 and 6. In Section
5, we prove the necessity and a special case of sufficiency of the ‘realization
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part’ of Theorem 2.7. In Section 6, we prove the sufficiency of the ‘realization
part’ in the general case Γ 6= ∅. The crucial and technical part is to endow
the algebraic condition λ(Γ, f) < 1 with a geometric meaning. This will
be done from Section 6.1 to Section 6.5. We will show that this condition
is equivalent to the Gro¨tzsch inequality (Lemma 6.6). Thus it allows us
to reconstruct the rational realization of (f, P ) by gluing the holomorphic
models of (hk, Pk)1≤k≤n along the multicurve Γ without encountering any
‘gluing obstruction’.
In Section 7, we discuss the renormalizations of rational maps and prove
Theorem 2.9. A straightening theorem for rational-like maps is developed
in Section 7.1. In Section 7.2, we discuss the renormaliztions of Herman
rational maps. In Section 7.3, we prove Theorem 2.9 .
Theorems 2.10 and 2.11 are consequences of Thurston’s theorem and the
decomposition theorem, we put the proofs in Section 8.
Notations and terminologies. The following are used frequently:
1. Given a collection of Jordan curves C (not necessarily a multicurve)
in C − P . For any integer k ≥ 0, we denote by f−k(C) the collection of all
components δ of f−k(γ) for γ ∈ C.
2. LetM be a collection of subsets of C. We use ∪M to denote ∪M∈MM .
3. Let A = (aij) be a square real matrix. The Banach norm ‖A‖ of A
is defined to be (
∑ |aij |2)1/2. The spectral radius sp(A) of A is defined by
sp(A) := lim n
√‖An‖. It’s known from Perron-Frobenius theorem that if A
is non-negative, then its leading eigenvalue is equal to sp(A).
4. Given two multicurves Γ1 and Γ2 in C − P . We say that Γ1 is ho-
motopically contained in Γ2, denoted by Γ1 ≺ Γ2, if each curve α ∈ Γ1 is
homotopic in C − P to some curve β ∈ Γ2. We say that Γ1 is identical to
Γ2 up to homotopy, if Γ1 ≺ Γ2 and Γ2 ≺ Γ1.
5. Let D and Ω be two planar domains and f : D → Ω be a quasi-regular
map, the Beltrami coefficient µf of f is defined by µf =
∂f
∂z /
∂f
∂z .
6. For a subset E of C, the characteristic function χE : C → {0, 1} is
defined by χE(z) = 1 if z ∈ E and χE(z) = 0 if z /∈ E.
7. Let Ω be a connected and multi-connected domain in C, bounded by
finitely many Jordan curves. We denote by ∂Ω the boundary of Ω, and ∂(Ω)
the collection of all boundary curves of Ω. Obviously, ∂Ω = ∪∂(Ω).
8. The closure and cardinality of the set E are denoted by E and #E
respectively.
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3. Decompositions of Herman maps
In this section, we will decompose a Herman map into finitely many Siegel
maps and Thurston maps along a collection of f -periodic analytic curves
and their suitably chosen preimages. The idea we adopt here is inspired by
Cui-Tan’s work on characterizations of hyperbolic rational maps [CT1] and
Shishikura’s ‘Herman-Siegel’ surgery [S1].
3.1. Decomposition along a stable multicurve. Let (f, P ) be a Herman
map, A be the collection of all rotation annuli of f . For each A ∈ A, we
choose an analytic curve γA ⊂ A such that γA∩f(P −∪A) = ∅ (this implies
that γA avoids the postcritical set and the images of other marked points)
and f(γA) = γf(A). It’s obvious that if f
p(A) = A, then fp(γA) = γA.
Let Γ0 = {γA;A ∈ A}, we first show that Γ0 can generate a unique
(f, P )-stable multicurve up to homotopy.
Lemma 3.1. Given a choice of Γ0, there is a (f, P )-stable multicurve Γ
such that:
• (Invariant) For any γ ∈ Γ, we have f(γ) ∈ Γ ∪ Γ0.
• (Maximal) Γ represents all homotopy classes of non-peripheral curves
of ∪k≥1f−k(Γ0)− Γ0 in C− P .
Moreover, the multicurve Γ is unique up to homotopy.
Proof. First, there is a multicurve Γ1 in C−P such that Γ1 ⊂ f−1(Γ0)−Γ0
and Γ1 represents all homotopy classes of non-peripheral curves of f
−1(Γ0)−
Γ0.
Such Γ1 is not uniquely chosen. But any two such multicurves are identical
up to homotopy, thus they have the same number of curves.
For n ≥ 2, we define Γn inductively in the following way:
• Γn ⊂ f−1(Γn−1).
• Γ1 ∪ · · · ∪ Γn is a multicurve in C− P .
• Γ1 ∪ · · · ∪ Γn represents all homotopy classes of non-peripheral curves
of f−n(Γ0)− Γ0.
Since any two distinct curves in ∪k≥1f−k(Γ0)−Γ0 are disjoint and P has
finitely many components, we conclude that ∪k≥1f−k(Γ0) − Γ0 has finitely
many homotopy classes of non-peripheral curves in C−P . It turns out that
#(Γ1 ∪ · · · ∪Γn) is uniformly bounded above by some constant C(P ). Thus
there is an integer N ≥ 0 such that ΓN 6= ∅ and ΓN+1 = ΓN+2 = · · · = ∅.
(It can happen that N = 0, see Example 3.2.)
We set Γ = ∅ if N = 0 and Γ = ∪1≤j≤NΓj if N ≥ 1. By the choice
of N , Γ is a (f, P )-stable multicurve. By construction, for any γ ∈ Γ, we
have f(γ) ∈ Γ ∪ Γ0. The homotopy classes of Γ is uniquely determined by
those of non-peripheral curves in ∪k≥1f−k(Γ0) − Γ0. So Γ is unique up to
homotopy. 
Here we give an example to show that Γ can be an empty set.
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Example 3.2. (Γ = ∅) The example is from Shishikura’s paper [S1]. Let
f(z) =
eiα
z
( z − r
1− rz
)2
,
where α ∈ R and 0 < r < 1/5. We may assume that α is properly chosen
such that f has a fixed Herman ring H containing the unit circle S, with
bounded type rotation number (Remark: in this case, each boundary compo-
nent of H is a quasi-circle containing a critical point of f). There are two
other critical points: r and 1/r, both of which are eventually mapped to a
repelling cycle of period two, and f(r) = f3(r) = 0, f2(r) = f(1/r) = ∞.
We choose Γ0 = {S}. Let P = H ∪Pf = H ∪{0,∞}. Since each component
of C − H is a disk containing exactly one marked point in P , the set Γ is
necessarily empty.
Let Σ = Γ0∪Γ. In the following, we will use Σ to decompose the complex
sphere C into finitely many pieces. We define
S = {U ; U is a connected component of C− ∪Σ},
E = {V ; V is a connected component of C− ∪f−1(Σ)}.
Each element of S (resp. E) is called an S-piece (resp. E-piece). The
following facts are easy to verify:
• Every E-piece E is contained in a unique S-piece and f(E) ∈ S.
• For every S-piece S, we have #(S ∩ P ) + #∂(S) ≥ 3. Moreover, the
E-pieces contained in S form a partition of S, that is, S = ∪{E ∈ E ;E ⊂ S}.
• For each curve γ ∈ Σ, there exist exactly two S-pieces, say S+γ and S−γ ,
that share γ as a common boundary component.
Definition 3.3. Let T be a connected and closed subset of some S-piece S.
We say that T is parallel to S if ∂T ∩ P = ∅ and each component of S \ T
is either an annulus contained in S − P , or a disk containing at most one
point in P .
Note that if T is parallel to S and A is an annular component of S \ T ,
then one boundary curve of A is on S. Moreover, #(T ∩ P ) + #∂(T ) ≥
#(S ∩ P ) + #∂(S) ≥ 3.
Here is an important property of the S-pieces:
Lemma 3.4. For every S-piece S, there is a unique E-piece parallel to S.
Proof. Let C1 be the collection of all curves of f−1(Σ), contained in the
interior of S and non peripheral in C − P . Since Γ is (f, P )-stable, each
curve γ ∈ C1 is homotopic in C− P to exactly one boundary curve, say τγ ,
of S. Let A(γ) be the open annulus bounded by γ and τγ . Since distinct
curves in f−1(Σ) are disjoint, we conclude that for any two curves γ1, γ2 ∈ C1,
the annuli A(γ1) and A(γ2) either are disjoint or one contains another. Thus
∪γ∈C1A(γ) consists of finitely many annular components.
Let C2 be the collection of all curves of f−1(Σ), contained in S−∪γ∈C1(A(γ)∪
τγ), peripheral or null homotopic in C−P . Then each curve α ∈ C2 bounds
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• p1
E1
S1
E2
S2
E3
S3
• p3
• q3
E4
S4
• p4
• q4
Figure 1. Four examples: Ei (shadow region) is parallel
to Si. pi, qi are marked points in P . Here, S1 is an
annulus with one marked point, S2 has three boundary
curves and contains no marked point, both S3 and S4 are
disks with two marked points.
an open disk D(α) ⊂ S. Moreover, for any two curves α1, α2 ∈ C2, the
disks D(α1) and D(α2) either are disjoint or one contains another. Thus
∪α∈C2D(α) consists of finitely many disk components.
The set ES := S − ∪γ∈C1(A(γ) ∪ τγ) − ∪α∈C2D(α) is a closed and non-
empty set. It is connected since each component of C − ES is a disk. The
interior of ES contains no curve of f
−1(Σ), thus it is an E-piece. It is in fact
the unique E-piece parallel to S by construction. 
See Figure 1 for the examples of ‘parallel’ pieces. In the following discus-
sion, we always use ES to denote the E-piece parallel to S.
Based on Lemma 3.4, we see that (f, P ) induces a well-defined map f∗
from S to itself:
f∗ : S 3 S 7→ f(ES) ∈ S.
Since there are finitely many S-pieces, every S-piece is pre-periodic.
For each curve γ ∈ ∂(S), there is a unique boundary curve βγ ∈ ∂(ES)
such that either βγ = γ, or βγ and γ bound an annulus in S−P . We define
A DECOMPOSITION THEOREM 13
three sets ∂0(S), ∂1(S), ∂2(S) as follows:
∂0(S) = {γ ∈ ∂(S); γ ∈ Γ0},
∂1(S) = {γ ∈ ∂(S); γ 6= βγ},
∂2(S) = {γ ∈ ∂(S); γ = βγ} − Γ0.
Lemma 3.5. If ∂0(S) 6= ∅, then we have:
1. For any γ ∈ ∂0(S), γ = βγ.
2. S is f∗-periodic.
3. #∂0(S) = #∂0(f∗(S)).
Proof. 1. Note that each component of S−ES is either a disk containing at
most one point in P , or an annulus in C − P . It follows that if γ ∈ ∂0(S),
then γ ⊂ P and γ = βγ .
2. Take a curve γ ∈ ∂0(S) and let Aγ ∈ A be the rotation annulus
containing γ. Then from 1 we see that S ∩ Aγ = ES ∩ Aγ . This implies
f(S ∩ Aγ) = f∗(S) ∩ f(Aγ). Let k ≥ 1 be the period of Aγ . Then we have
S ∩Aγ = fk(S ∩Aγ) = fk∗ (S)∩ fk(Aγ) = fk∗ (S)∩Aγ . Thus fk∗ (S) = S and
the period of S is a divisor of k.
3. It follows from 1 that if γ ∈ ∂0(S), then f(γ) ∈ ∂0(f∗(S)). So
#∂0(S) ≤ #∂0(f∗(S)) ≤ · · · . Since S is f∗-periodic (by 2), we have
#∂0(S) = #∂0(f∗(S)). 
It follows from Lemma 3.5 that ∂i(S), i ∈ {0, 1, 2} are mutually disjoint
and ∂(S) = ∂0(S) unionsq ∂1(S) unionsq ∂2(S).
Remark 3.6. Suppose ∂0(S) 6= ∅. For each γ ∈ ∂0(S), let per(γ) be the
period of γ. From Lemma 3.5 we see that the f∗-period of S is a devisor of
gcd{per(γ); γ ∈ ∂0(S)}. In particular, if gcd{per(γ); γ ∈ ∂0(S)} = 1, then
f∗(S) = S and for any γ ∈ ∂0(S) and any k ≥ 0, we have fk(γ) ∈ ∂0(S).
For example, suppose that (f, P ) has two cycles of rotation annuli whose
periods are different prime numbers, say p and q. If ∂0(S) 6= ∅, then #∂0(S)
takes only four possible values: 1, p, q and p+ q.
3.2. Marked disk extension. For each S-piece S, we denote by C(S) the
Riemann sphere containing S. We always consider that different S-pieces
are embedded into different copies of Riemann spheres.
In the following, we will extend f |ES to a branched covering HS : C(S)→
C(f∗(S)) with deg(HS) = deg(f |ES ). The extension is canonical and unique
up to c-equivalence. If f is quasi-regular, we may also require HS is quasi-
regular. To do this, we need to define the map HS : C(S)−ES → C(f∗(S))−
f∗(S) such that HS |∂ES = f |∂ES . We will define HS component by compo-
nent.
Note that each component of C(S) − ES is a disk. Let U be such a
component with boundary curve γ.
We first deal with the case when γ ∈ ∂0(S). In this case, there is a
rotation annulus Aγ containing γ. Let k ≥ 1 be the period of Aγ and
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φ0 : S ∩ Aγ → AR := {z ∈ C; 1 < |z| < R} be the conformal map such that
φ0f
kφ−10 (z) = e
2piiθz for z ∈ AR. For 1 ≤ j ≤ k − 1, we define a conformal
map from f j(S ∩ Aγ) onto AR by φj = φ0fk−j |fj(S∩Aγ). Then we have the
following commutative diagram
S ∩Aγ
φ0

f // f(S ∩Aγ) f //
φ1

· · · // fk−1(S ∩Aγ) f //
φk−1

S ∩Aγ
φ0

AR
z 7→e2piiθz
// AR
id
// · · · // AR
id
// AR
Let DR = {z ∈ C; |z| < R}. For 0 ≤ j < k, we consider the disk ∆j
obtained by gluing f j(S∩Aγ) and DR via the map φj . The disk ∆j inherits
a natural complex structure from DR since φj is holomorphic.
γ6
γ7
γ5
f∗
•γ4
γ2
S
ES
•
Ef∗(S)
f∗(S)
γ1
γ3
γ6•
γ7
•
γ5
•γ4 •γ2•
ES
• Ef∗(S)
γ1
•
γ3•
C(S) C(f∗(S))
HS
Figure 2. Marked disk extension. Here ∂S = γ1 ∪ γ2 ∪
γ3 ∪ γ4, ∂f∗(S) = γ5 ∪ γ6 ∪ γ7. Marked points are labeled
by ‘•’.
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The map H
fj∗(S)
: ∆j → ∆j+1 defined by
H
fj∗(S)
(z) =

f(z), z ∈ f j(S ∩Aγ), 0 ≤ j < k,
e2piiθz, z ∈ D, j = 0,
z, z ∈ D, 1 ≤ j < k.
is a holomorphic extension of f |E
f
j∗(S)
along the boundary curve f j(γ) ∈
∂0(f
j
∗ (S)). We call ∆j a holomorphic disk of Hfj∗(S). This construction
allows us to define the extensions of f |ES , · · · , f |Efl−1∗ (S) (where l is the f∗-
period of S) along the curves in ∂0(S)∪ · · · ∪ ∂0(f l−1∗ (S)) at the same time.
We denote by ∆0j ⊂ ∆j the sub-disk of ∆j with boundary curve f j(γ), 0j
the center of ∆j . In this case, we get a marked disk (∆
0
j , 0j).
Now, we consider the case when γ ∈ ∂(ES) \ ∂0(S). Note that either
U ⊂ S and U contains at most one point in P , or U contains exactly one
component V of C(S)−S. In the former case, if U contains a marked point
p ∈ P , then we get a marked disk (U, p); if U ∩ P = ∅, then we don’t mark
any point in U . In the latter case, we mark a point p ∈ V and get two
marked disks (U, p) and (V, p).
Now we extend f |ES to U in the following fashion:
We require that HS maps U onto (W, q) with deg(HS |U ) = deg(f |∂U ),
where (W, q) is the marked disk of C(f∗(S))− f∗(S) whose boundary curve
is f(∂U). If U contains a marked point p, we require further H(p) = q and
the local degree of HS at p is equal to deg(f |∂U ). If U contains no marked
point, we require that q is the only possible critical value (this implies that
U contains at most one ramification point of HS).
In this way, for each S-piece S, we can get an extension HS : C(S) →
C(f∗(S)) of f |ES . Let Z(S) = {p; (V, p) is a marked disk in C(S)−S}, D(S)
be the union of all holomorphic disks of HS . Note that if ∂0(S) = ∅, then
D(S) = ∅. Set
P (S) = (P ∩ S) ∪ Z(S) ∪D(S).
We call (C(S), P (S)) a marked sphere of C(S). By the construction of HS ,
we see that HS(P (S)) ⊂ P (f∗(S)).
We know that every S-piece is eventually periodic under the map f∗.
Let n be the number of all f∗-cycles of S-pieces. These cycles are listed as
follows:
Sν 7→ f∗(Sν) 7→ · · · 7→ fpν−1∗ (Sν) 7→ fpν∗ (Sν) = Sν , 1 ≤ ν ≤ n,
where Sν is a representative of the ν-th cycle and pν is the period of Sν .
Set
hν = Hfpν−1∗ (Sν)
◦ · · · ◦Hf∗(Sν) ◦HSν , Pν = P (Sν), 1 ≤ ν ≤ n.
Then hν : C(Sν)→ C(Sν) is a branched covering with hν(Pν) ⊂ Pν .
These resulting maps (h1, P1), · · · , (hn, Pn) can be considered as the renor-
malizations of the original map (f, P ). There are three types of them:
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• ∂0(Sν) 6= ∅ or Sν contains at least one rotation disk of (f, P ). In this
case, (hν , Pν) has at least one cycle of rotation disks, so (hν , Pν) is a Siegel
map. Moreover, a curve γ ∈ ∂0(Sν) in a rotation annulus of (f, P ) with
period p and rotation number θ becomes a periodic curve in a rotation
disk of (hν , Pν), with period p/pν and rotation number θ. One may verify
that the number of these resulting Siegel maps is at least two, and at most
2nRA(f) + nRD(f).
• ∂0(Sν) = ∅, Sν contains no rotation disk of (f, P ) and deg(hν) > 1. In
this case, Pν is a finite set and (hν , Pν) is a Thurston map.
• ∂0(Sν) = ∅, Sν contains no rotation disk of (f, P ) and deg(hν) = 1. In
this case, (hν , Pν) is a homeomorphism of C(Sν) and hν(Pν) = Pν . So every
point of Pν is periodic. Moreover, for any S ∈ {Sν , f∗(Sν), · · · , fpν−1∗ (Sν)},
each component of S − ES is an annulus.
Let Λ be the index set consisting of all ν ∈ {1, · · · , n} such that deg(hν) >
1. That is, for each ν ∈ Λ, (hν , Pν) is either a Siegel map or a Thurston
map. Let Λ∗ = {1, · · · , n} − Λ.
We use the following notation to record the above decomposition and
marked disk extension procedure:
Dec(f, P ) =
( ⊕
ν∈Λ∪Λ∗
(hν , Pν)
)
Γ
.
Lemma 3.7. If λ(Γ, f) < 1, then
1. For any 1 ≤ ν ≤ n, every point in Z(Sν) is eventually mapped to either
the center of some rotation disk or a periodic critical point of (hν , Pν).
2. Λ∗ = ∅.
3. If (hν , Pν) is a Thurston map, then the signature of the orbifold of
(hν , Pν) is not (2, 2, 2, 2).
Proof. Since hν(Z(Sν)) ⊂ Z(Sν) and Z(Sν) is a finite set, we conclude that
every point in Z(Sν) is eventually periodic under the iterations of (hν , Pν).
If Γ = ∅, then ∂(Sν) ⊂ Γ0 and all resulting maps (hν , Pν) are Siegel maps.
The marked disk extension procedure implies that every point in Z(Sν) is
the center of some rotation disk. The conclusions follows immediately in
this case.
In the following, we assume Γ 6= ∅. Let z0 be a periodic point in Z(Sν)
with period k. Suppose that z0 is not the center of any rotation disk, and
let β be the boundary curve of Sν that encloses z0. Then there is a unique
component of h−kν (β), say α, contained in Sν and homotopic to β in C(Sν)−
Pν . Thus
deg(hkν , z0) = deg(h
k
ν : α→ β) = deg(fkpν : α→ β) ≥ λ(Γ, f)−kpν > 1.
This implies that z0 lies in a critical cycle and deg(hν) > 1. It follows that
Λ∗ = ∅ and there is no (2, 2, 2, 2)-type Thurston map among (hν , Pν)ν∈Λ. 
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4. Combination part: decompositions of stable multicurve
In this section, we will prove the following:
Theorem 4.1. Let (f, P ) be a Herman map, and
Dec(f, P ) =
( ⊕
ν∈Λ∪Λ∗
(hν , Pν)
)
Γ
.
Then (f, P ) has no Thurston obstructions if and only if λ(Γ, f) < 1 and for
each ν ∈ Λ, (hν , Pν) has no Thurston obstructions.
Note that if (f, P ) has no Thurston obstructions or λ(Γ, f) < 1, then
Λ∗ = ∅ (see Lemma 3.7).
The proof of the ‘sufficiency’ of Theorem 4.1 is based on the decompo-
sition of (f, P )-stable multicurves. We will show that every (f, P )-stable
multicurve contains an ‘essential’ submulticurve (Lemma 4.2), and every
such essential submulticurve can be decomposed into a ‘Γ-part’ multicurve
together with a (hν , Pν)-stable multicurve for each ν ∈ [1, n]. The important
fact of this decomposition is that the leading eigenvalues of the transition
matrices satisfy the so-called ‘reduction identity’ (Theorem 4.3).
To prove the ‘necessity’ of Theorem 4.1, we will show that every (hν , Pν)-
stable multicurve Σ can generate a (f, P )-stable multicurve C with λ(Σ, hν) ≤
λ(C, f)pν .
Lemma 4.2 (‘Essential’ submulticurve). Let C0 be a (f, P )-stable multic-
urve, then there is a (f, P )-stable multicurve C, such that
1. C is homotopically contained in C0.
2. Each curve of C is contained in the interior of some S-piece.
3. λ(C, f) = λ(C0, f).
Proof. For n ≥ 1, we define a multicurve Cn inductively: Cn ⊂ f−1(Cn−1) and
Cn represents all homotopy classes of non-peripheral curves of f−1(Cn−1).
Since C0 is a (f, P )-stable multicurve, we conclude that all Cn are (f, P )-
stable, and Cn is homotopically contained in Cn−1. Let Wn be the (f, P )-
transition matrix of Cn for n ≥ 0, then
Wn =
(
Wn+1 ∗
O O
)
.
Thus λ(C0, f) = λ(C1, f) = λ(C2, f) = · · · . By the construction of Γ,
there is an integer N ≥ 0 such that Γ ⊂ f−n(Γ0) for all n ≥ N , where Γ0
is the choice of a collection of f -periodic curves in the rotation annuli (see
the previous section). Since ∪Γ0 has no intersection with ∪C0, we conclude
that f−n(∪Γ0) has no intersection with f−n(∪C0) for all n ≥ 1. Thus when
n ≥ N , we have ∪Cn ⊂ f−n(∪C0) ⊂ C \ f−n(∪Γ0) ⊂ C \ ∪(Γ ∪ Γ0). This
implies that each curve of Cn is contained in the interior of some S-piece.
The proof is completed if we set C = Cn for some n ≥ N . 
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Theorem 4.3 (Decomposition of stable multicurve). Let C be a (f, P )-stable
multicurve. Suppose that each curve of C is contained in the interior of some
S-piece. Let
CΓ = {γ ∈ C; γ is homotopic in C− P to a curve of Γ},
Σν = {γ ∈ C − CΓ; γ is contained in Sν}, ν ∈ Λ ∪ Λ∗ = [1, n].
Then CΓ is a (f, P )-stable multicurve, Σν is a (hν , Pν)-stable multicurve for
each ν ∈ [1, n], and we have the following reduction identity:
λ(C, f) = max
{
λ(CΓ, f), p1
√
λ(Σ1, h1), · · · , pn
√
λ(Σn, hn)
}
.
Remark 4.4. In Theorem 4.3, the multicurve Σν can be viewed as a multi-
curve of (hν , Pν), this is because under the inclusion map ιν : Sν ↪→ C(Sν),
the set ιν(Σν) := {ιν(γ); γ ∈ Σν} is a multicurve in C(Sν) − Pν . We still
use Σν to denote the multicurve ιν(Σν) if there is no confusion.
One may show directly that if Λ∗ 6= ∅, then for any ν ∈ Λ∗,
λ(Σν , hν) =
{
1, if Σν 6= ∅,
0, if Σν = ∅.
This observation can simplify the reduction identity.
Proof. The fact that CΓ is (f, P )-stable is easy to verify since both Γ and
C are (f, P )-stable. Let Σkν = {γ ∈ C − CΓ; γ is contained in fk∗ (Sν)} for
0 ≤ k ≤ pν . It’s obvious that Σ0ν = Σpνν = Σν . Since C is (f, P )-stable, each
non-peripheral component of f−1(γ) for γ ∈ Σk+1ν (0 ≤ k < pν) is homotopic
in C−P to either a curve α ∈ CΓ, or a curve β ∈ Σkν , or a curve δ contained
in a strictly preperiodic S-piece.
By the definition of the marked set P (fk∗ (Sν)), one can verify that the
set Σkν is a multicurve in C(fk∗ (Sν)) − P (fk∗ (Sν)). Moreover, each curve
γ ∈ CΓ contained in fk∗ (Sν) is peripheral or null-homotopic in C(fk∗ (Sν)) −
P (fk∗ (Sν)). Thus for any 0 ≤ k < pν and any curve γ ∈ Σk+1ν , each
non-peripheral component of H−1
fk∗ (Sν)
(γ) is homotopic to a curve δ ∈ Σkν
in C(fk∗ (Sν)) − P (fk∗ (Sν)). It follows that each non-peripheral component
of h−1ν (γ) with γ ∈ Σν is homotopic to a curve δ ∈ Σν in C(Sν)− Pν . This
means Σν is a (hν , Pν)-stable multicurve.
In the following, we will prove the ‘reduction identity’. Let WCΓ be the
(f, P )-transition matrix of CΓ. We define Cs := {γ ∈ C−CΓ; γ is contained in
a strictly preperiodic S-piece} with (f, P )-transition matrix Ws. Let Cν =
Σ0ν∪· · ·∪Σpν−1ν with (f, P )-transition matrix Wν . Then the (f, P )-transition
matrix WC of C has the following block decomposition:
WC =

WCΓ ∗ ∗ · · · ∗
O Ws ∗ · · · ∗
O O W1 · · · ∗
...
...
...
. . .
...
O O O · · · Wn
 .
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It follows that λ(C, f) = max{λ(CΓ, f), λ(Cs, f), λ(C1, f), · · · , λ(Cn, f)}.
We claim that λ(Cs, f) = 0. To see this, let Ss be the collection of all
strictly preperiodic S-pieces. For each S ∈ Ss, let τ(S) be the least integer
k ≥ 1 such that fk∗ (S) is a periodic S-piece. Set M = max{τ(S);S ∈ Ss}.
For any γ ∈ Cs, let α be a non-peripheral component of f−M (γ). If α is not
homotopic to any curve in CΓ, then there is Sα ∈ Ss such that α is contained
in the E-piece ESα parallel to Sα. Moreover, for any 1 ≤ j < M , f j(α) is
not homotopic to any curve in CΓ and f j(α) ⊂ Efj∗(Sα). In particular,
fM (α) = γ ⊂ fM∗ (Sα) ∈ Ss. This implies τ(Sα) ≥ M + 1. But this
contradicts the choice of M . Thus, α is either null-homotopic, or peripheral,
or homotopic to a curve δ ∈ CΓ in C − P . Equivalently, WMs = 0 and
λ(Cs, f) = 0. So we have
λ(C, f) = max
{
λ(CΓ, f), λ(C1, f), · · · , λ(Cn, f)
}
.
Notice that the (f, P )-transition matrix Wν of Cν takes the form
Wν =

O B0 O · · · O
O O B1 · · · O
...
...
...
. . .
...
O O O · · · Bpν−2
Bpν−1 O O · · · O
 ,
where Bj is a nj × nj+1 matrix, nj is equal to the number of curves in Σjν
for 0 ≤ j ≤ pν − 1. A direct calculation yields
W pνν =

B0B1 · · ·Bpν−1 O · · · O
O B1B2 · · ·B0 · · · O
...
...
. . .
...
O O · · · Bpν−1B0 · · ·Bpν−2
 .
For any k ≥ 1, we have
‖(W pνν )k‖2 = ‖(B0B1 · · ·Bpν−1)k‖2 + · · ·+ ‖(Bpν−1B0 · · ·Bpν−2)k‖2.
It follows from Lemma 4.5 that
sp(Wν)
pν = sp(B0B1 · · ·Bpν−1) = · · · = sp(Bpν−1B0 · · ·Bpν−2).
On the other hand, one can verify that the (hν , Pν)-transition matrix of
Σν is B0B1 · · ·Bpν−1. It follows from Perron-Frobenius Theorem that
λ(Σν , hν) = sp(B0B1 · · ·Bpν−1) = sp(Wν)pν = λ(Cν , f)pν .
Finally, we get the reduction identity
λ(C, f) = max
{
λ(CΓ, f), p1
√
λ(Σ1, h1), · · · , pn
√
λ(Σn, hn)
}
.

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Lemma 4.5. Let Bν be a nν × nν+1 real matrix for 1 ≤ ν ≤ k, nk+1 = n1,
then
sp(B1B2 · · ·Bk) = sp(B2B3 · · ·B1) = · · · = sp(BkB1 · · ·Bk−1).
Proof. First we assume n1 = · · · = nk, fix some 1 ≤ ν ≤ k, by Cauchy-
Schwarz inequality (i.e. ‖AB‖ ≤ ‖A‖‖B‖),
sp(B1B2 · · ·Bk) = lim
n→∞
n
√
‖(B1B2 · · ·Bk)n‖
= lim
n→∞
n
√
‖(B1 · · ·Bν−1)(BνBν+1 · · ·Bν−1)n−1(Bν · · ·Bk)‖
≤ lim
n→∞
n
√
‖B1 · · ·Bν−1‖‖(BνBν+1 · · ·Bν−1)n−1‖‖Bν · · ·Bk‖
= sp(BνBν+1 · · ·Bν−1).
The same argument leads to the other direction of the inequality. In the
following, we deal with the general case. Choose n ≥ max{n1, · · · , nk}, for
any 1 ≤ ν ≤ k, we define a n× n matrix B̂ν by
B̂ν =
(
Bν Onν×(n−nν+1)
O(n−nν)×nν+1 O(n−nν)×(n−nν+1)
)
,
where we use Op×q to denote the p × q zero matrix. Then by the above
argument, sp(B̂1B̂2 · · · B̂k) = sp(B̂νB̂ν+1 · · · B̂ν−1). On the other hand,
B̂νB̂ν+1 · · · B̂ν−1 =
(
BνBν+1 · · ·Bν−1 Onν×(n−nν)
O(n−nν)×nν O(n−nν)×(n−nν)
)
.
This implies that ‖(B1B2 · · ·Bk)n‖ = ‖(B̂1B̂2 · · · B̂k)n‖ for all n ≥ 1. So
sp(B1 · · ·Bk) = sp(B̂1 · · · B̂k) = sp(B̂ν · · · B̂ν−1) = sp(Bν · · ·Bν−1).

Proof of Theorem 4.1. Sufficiency. Let C be a (f, P )-stable multicurve in
C−P . We may assume that each curve γ ∈ C is contained in the interior of
some S-piece by Lemma 4.2. The multicurves CΓ,Σ1, · · · ,Σn are the subsets
of C defined in Theorem 4.3. If λ(Γ, f) < 1 (note that this implies Λ∗ = ∅
by Lemma 3.7) and (hν , Pν) has no Thurston obstructions for each ν ∈ Λ,
then by Theorem 4.3, we have
λ(C, f) = max
{
λ(CΓ, f), p1
√
λ(Σ1, h1), · · · , pn
√
λ(Σn, hn)
}
≤ max
{
λ(Γ, f), p1
√
λ(Σ1, h1), · · · , pn
√
λ(Σn, hn)
}
< 1.
This means (f, P ) has no Thurston obstructions.
Necessity. Suppose that (f, P ) has no Thurston obstructions. Then
λ(Γ, f) < 1 and Λ∗ = ∅. Let Σ be a (hν , Pν)-stable multicurve in C(Sν)−Pν .
Up to homotopy, we may assume that each curve γ ∈ Σ is contained in the
interior of Sν , so Σ can be considered as a multicurve in C − P . In the
following, we will use Σ to generate a (f, P )-stable multicurve C.
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For k ≥ 0, let Λk ⊂ f−k(Σ) be a multicurve in C − P , representing all
homotopy classes of non-peripheral curves in f−k(Σ). We claim that
For any α ∈ Λi, β ∈ Λj with 0 ≤ i < j, if α is not homotopic to β in C−P ,
then α and β are homotopically disjoint. (‘homotopically disjoint’ means
that the homotopy classes of α and β can be represented by two disjoint
Jordan curves.)
In fact, the claim is obviously true in the following two cases:
1. The curves α and β are contained in two different S-pieces.
2. Either α or β is homotopic a curve in Γ.
In what follows, we assume that α and β are contained in the same S-piece
S, and neither is homotopic to a boundary curve of S. We assume further
that they intersect homotopically. In this case, one may check that both
f i(α) and f i(β) are contained in f i∗(S) = Sν , but neither of f i(α) and f i(β)
is homotopic to a boundary curve of Sν . So f
i(β) is contained in the unique
component of f i−j(Sν) that is parallel to Sν . This implies i ≡ j mod pν .
Since f j(β) ∈ Σ and Σ is (hν , Pν)-stable, we have that f i(β) is homotopic
in C− P to either a curve of Σ or a curve of Γ. But this is a contradiction
because we assume that α and β intersect homotopically. This ends the
proof of the claim.
For k ≥ 0, we define a collection of Jordan curves Ck such that Σ ⊂ Ck ⊂
Λ0∪· · ·∪Λk and Ck represents all homotopy classes of non-peripheral curves
in Λ0∪· · ·∪Λk. It follows from the above claim that we can consider Ck to be a
multicurve in C−P up to homotopy. Note that Ck is homotopically contained
in Ck+1, we have #Ck ≤ #Ck+1. Since P has finitely many components, #Ck
is uniformly bounded above for all k. So there is an integer N ≥ 0, such
that #Cn = #CN for all n ≥ N .
Let C = CN , then C is a (f, P )-stable multicurve by the choice of N . Let
CΓ = {γ ∈ C; γ is homotopic to a curve in Γ}, one may verify that Σ = {γ ∈
C − CΓ; γ is contained in Sν}. By Theorem 4.3,
λ(Σ, hν) ≤ λ(C, f)pν < 1.
Thus (hν , Pν) has no Thurston obstructions. 
5. Realization part I: gluing holomorphic models
The aim of the following two sections is to prove:
Theorem 5.1. Let (f, P ) be a Herman map, and
Dec(f, P ) =
( ⊕
ν∈Λ∪Λ∗
(hν , Pν)
)
Γ
.
Then (f, P ) is c-equivalent to a rational map if and only if λ(Γ, f) < 1 and
for each ν ∈ Λ, (hν , Pν) is c-equivalent to a rational map.
In the proof of Theorem 5.1, without loss of generality, we assume that
(f, P ) and (hk, Pk) are quasi-regular, and the rational realizations are q.c-
rational realizations. This assumption is not essential, we need it simply
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because we want to use the language of quasi-conformal surgery. Without
this assumption, one just need replace the ‘Measurable Riemann Mapping
Theorem’ by the ‘Uniformization Theorem’ in the proof but with no other
essential differences.
In Section 5.1, we prove the necessity of Theorem 5.1. The idea is as
follows: we use the rational realization of (f, P ), say (R,Q), to generate
the partial holomorphic models of (hν , Pν)ν∈Λ. These partial holomorphic
models take the form Rpν |Eν , ν ∈ Λ, where Eν is a multi-connected domain
in the Riemann sphere C. The holomorphic map Rpν |Eν can be extended
to a Siegel map or a Thurston map, say (gν , Qν), q.c-equivalent to (hν , Pν).
Moreover, (gν , Qν) can be made holomorphic outside a neighborhood of the
boundary ∂Eν . In the final step, we use quasi-conformal surgery to make the
map (gν , Qν) globally holomorphic and get a rational realization of (hν , Pν).
In Section 5.2, we prove the sufficiency of Theorem 5.1 assuming Γ =
∅. This part is the inverse procedure of Section 5.1. We use the rational
realizations of (hν , Pν), ν ∈ Λ to generate the partial holomorphic models of
(f, P ). These partial holomorphic models can be glued along Σ = Γ0 into a
branched covering (g,Q), holomorphic in most part of C and q.c-equivalent
to (f, P ). Finally, we apply quasi-conformal surgery to make the map (g,Q)
globally holomorphic.
The proof the sufficiency of Theorem 5.1 in the more general case Γ 6= ∅
is put in the next section.
5.1. Proof of the necessity of Theorem 5.1. To prove the necessity of
Theorem 5.1, we need a result of McMullen [Mc2]:
Theorem 5.2 (Marked McMullen Theorem). Let R be a rational map, M
be a closed set containing the postcritical set PR and R(M) ⊂ M . Let Γ
be a multicurve in C −M . Then λ(Γ, R) ≤ 1. If λ(Γ, R) = 1, then either
R is postcritically finite whose orbifold has signature (2, 2, 2, 2); or R is
postcritically infinite, and Γ includes a curve contained in a periodic Siegel
disk or Herman ring.
We remark that the definition of the multicurve in C −M is similar to
the definition of the multicurve in C − P . Theorem 5.2 is slightly stronger
than McMullen’s original result, but the proof works equally well.
Proof of the necessity of Theorem 5.1. Suppose that (f, P ) is q.c-equivalent
to a rational map (R,Q) via a pair of quasi-conformal maps (φ0, φ1). Then
the (f, P )-stable multicurve Γ in C − P induces a (R,Q)-stable multicurve
φ0(Γ) := {φ0(γ); γ ∈ Γ} in C − Q. Since the marked set Q contains all
possible Siegel disks and Herman rings of R, it follows from Theorem 5.2
that λ(Γ, f) = λ(φ0(Γ), R) < 1.
Note that λ(Γ, f) < 1 implies Λ∗ = ∅ (Lemma 3.7). In the following, we
will show that for each ν ∈ Λ, (hν , Pν) is q.c-equivalent to a rational map.
Let H0 : [0, 1]× C→ C be an isotopy between φ0 and φ1 rel P . That is,
H0 : [0, 1]×C→ C is a continuous map such that H0(0, ·) = φ0, H0(1, ·) = φ1
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and H0(t, z) = φ0(z) for all (t, z) ∈ [0, 1] × P . Moreover, for any t ∈ [0, 1],
H0(t, ·) : C → C is a quasi-conformal map. Then by induction, for any
k ≥ 0, there is a unique lift of Hk, say Hk+1, such that Hk(t, f(z)) =
R(Hk+1(t, z)) for all (t, z) ∈ [0, 1] × C, with basepoint Hk+1(0, ·) = φk+1.
Set φk+2 = Hk+1(1, ·). In this way, we can get a sequence of quasi-conformal
maps φ0, φ1, φ2, · · · , such that the following diagram commutes.
· · · f // (C, P ) f //
φ3

(C, P )
f //
φ2

(C, P )
f //
φ1

(C, P )
φ0

· · ·
R
// (C, Q)
R
// (C, Q)
R
// (C, Q)
R
// (C, Q)
One can verify that for any k ≥ 0, φk+1 is isotopic to φk rel f−k(P ).
Fix some ν ∈ Λ, let Dν be the union of all rotation disks of (hν , Pν)
intersecting ∂Sν . We set Dν = ∅ if ∂0(Sν) = ∅.
Choose an integer ` ≥ pν such that ∪Γ ⊂ f−`+pν (P ), then we extend φ`|Sν
to a quasi-conformal map Φ : C(Sν)→ C. We require that Φ is holomorphic
in Dν if Dν 6= ∅.
Note that there is a unique component Eν of f
−pν (Sν) parallel to Sν .
The choice of ` implies ∂Eν ⊂ f−pν (∪Γ) ⊂ f−`(P ). By the construction
of φk, we know that φ`+pν and φ` are isotopic rel f
−`(P ). In particular,
φ`+pν |∂Eν = φ`|∂Eν = Φ|∂Eν .
Denote the components of C(Sν)−(Eν∪Dν) by {Uj ; j ∈ I}, where I is a fi-
nite index set. Each Uj is a disk, containing at most one point in Pν . For any
j ∈ I, let Vj b Uj be a disk such that Uj \ Vj ⊂ f−`(P ) \P . By Measurable
Riemann Mapping Theorem, there is a quasi-conformal homeomorphism
Ψj : Vj → Φ(Vj) whose Beltrami coefficient satisfies µΨj (z) = µΦ◦hν (z) for
z ∈ Vj . If Uj contains a point p ∈ Pν (then Vj necessarily contains p), we
further require that Ψj(p) = Φ(p).
We can define a quasi-conformal map Ψ : C(Sν)→ C by
Ψ(z) =

Φ(z), z ∈ Dν ,
φ`+pν (z), z ∈ Eν ,
Ψj(z), z ∈ Vj , j ∈ I,
q.c interpolation, z ∈ Uj \ Vj , j ∈ I.
One may verify that Φ is homotopic to Ψ rel Pν . Thus (hν , Pν) is q.c-
equivalent to (gν , Qν) := (Φ◦hν ◦Ψ−1,Φ(Pν)) via (Φ,Ψ). Moreover, (gν , Qν)
is holomorphic outside Ψ(∪j∈I(Uj \ Vj)).
In the following, we will construct a (gν , Qν)-invariant complex structure.
For each j ∈ I, we may assume that the annulus Uj \Vj is thin enough such
that for some k > 1 large enough, the set gkν (Ψ(Uj\Vj)) is contained either in
a rotation disk of (gν , Qν), or in a neighborhood of a critical cycle (note that
(gν , Qν) is holomorphic near this cycle). Let kj ≥ 1 be the first integer so
A DECOMPOSITION THEOREM 24
that (gν , Qν) is holomorphic in g
kj
ν (Ψ(Uj\Vj)). Define a complex structure in
Ψ(Uj \Vj) by pulling back the standard complex structure in gkjν (Ψ(Uj \Vj))
via g
kj
ν . Then we define a complex structure in g−kν (Ψ(∪j∈I(Uj \ Vj))) by
pulling back the complex structure in Ψ(∪j∈I(Uj \ Vj)) via gkν for all k ≥ 0
and define the standard complex structure elsewhere. In this way, we get
a (gν , Qν)-invariant complex structure σ. The Beltrami coefficient µ of σ
satisfies ‖µ‖∞ < 1 since (gν , Qν) is holomorphic outside Ψ(∪j∈I(Uj \ Vj)).
By Measurable Riemann Mapping Theorem, there is a quasi-conformal
map ζ : C → C whose Beltrami coefficient is µ. Let fν = ζ ◦ gν ◦ ζ−1,
then fν is a rational map and (hν , Pν) is q.c-equivalent to (fν , ζ ◦Φ(Pν)) via
(ζ ◦ Φ, ζ ◦Ψ). See the following commutative diagram.
C(Sν)
Ψ //
hν

C
ζ //
gν

C
fν

C(Sν)
Φ
// C
ζ
// C
5.2. Proof of the sufficiency of Theorem 5.1 (Γ = ∅). Since Γ = ∅,
for each S-piece S, we have ∂(S) = ∂0(S) ⊂ Γ0, where Γ0 is the collection
of (f, P )-periodic curves defined in Section 3. It follows from Lemma 3.5
that S is f∗-periodic. So S can be written as {f j∗ (Sν); 0 ≤ j < pν , ν ∈ Λ}.
Moreover, any two S-pieces contained in the same f∗-cycle have the same
number of boundary curves.
Suppose that (hν , Pν) is q.c-equivalent to a rational map (Rν , Qν) via a
pair of quasi-conformal maps (Φν ,Ψν) for ν ∈ Λ = [1, n].
Step 1: Getting partial holomorphic models. For each S-piece S,
there exist a pair of quasi-conformal maps (ΦS ,ΨS) : C(S) → C and a
rational map RS such that the following diagram commutes:
C(S) HS //
ΨS

C(f∗(S))
Φf∗(S)

C
RS
// C
It suffices to show that for each f∗-cycle 〈Sν , · · · , fpν−1∗ (Sν)〉, there exist
a sequence of quasi-conformal maps ΨSν , Φfk∗ (Sν), 0 ≤ k < pν and a se-
quence of rational maps Rfk∗ (Sν), 0 ≤ k < pν such that the following diagram
commutes
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C(Sν)
HSν //
ΨSν

C(f∗(Sν))
Hf∗(Sν ) //
Φf∗(Sν )

· · · // C(fpν−1∗ (Sν))
H
f
pν−1∗ (Sν )//
Φ
f
pν−1∗ (Sν ) 
C(Sν)
ΦSν

C
RSν
// C
Rf∗(Sν )
// · · · // C
R
f
pν−1∗ (Sν )
// C
The constructions of the two sequences of maps are as follows: First, we
set ΦSν = Φν and ΨSν = Ψν . By Measurable Riemann Mapping Theorem,
there is a quasi-conformal map Φ
fpν−1∗ (Sν)
: C(fpν−1∗ (Sν)) → C such that
Φ∗
fpν−1∗ (Sν)
(σ0) = (ΦSν ◦Hfpν−1∗ (Sν))∗(σ0), where σ0 is the standard complex
structure. Then R
fpν−1∗ (Sν)
= ΦSν ◦Hfpν−1∗ (Sν) ◦Φ
−1
fpν−1∗ (Sν)
is a rational map.
Inductively, for i = pν − 2, · · · , 1, we can get a quasi-conformal map
Φf i∗(Sν) : C(f
i∗(Sν)) → C so that Rf i∗(Sν) = Φf i+1∗ (Sν) ◦Hf i∗(Sν) ◦ Φ
−1
f i∗(Sν)
is a
rational map.
Finally, we set RSν = Φf∗(Sν) ◦ HSν ◦ Ψ−1Sν . Then the relation Rν =
R
fpν−1∗ (Sν)
◦ · · · ◦Rf∗(Sν) ◦RSν implies that RSν is also a rational map.
Set Ψf i∗(Sν) = Φf i∗(Sν) for 1 ≤ i < pν . The pair of quasi-conformal maps
(Φf i∗(Sν),Ψf i∗(Sν)) and the rational map Rf i∗(Sν)(0 ≤ i < pν) are as required.
Step 2: Gluing holomorphic models. For each S-piece S, recall that
ES is the unique E-piece parallel to S. Since Γ = ∅, each boundary curve of
S is also a boundary curve of ES . So each component of S − ES is a disk,
containing at most one point in P . Let {Uk; k ∈ IS} be the collection of all
components of S \ES , where IS is the finite index set induced by S. For any
k ∈ IS , let Vk b Uk be a disk such that Uk \ Vk ⊂ f−1(P ) \ P (this implies
Vk ∩ P = Uk ∩ P ). By the Measurable Riemann Mapping Theorem, there
is a quasi-conformal homeomorphism φk : Vk → ΨS(Vk) whose Beltrami
coefficient satisfies
µφk(z) =
∑
E3E⊂Uk
χE(z)µΦf(E)◦f (z), z ∈ Vk.
Here the sum is taken over all the E-pieces contained in Uk. If Vk contains
a point p ∈ P , we further require that φk(p) = ΦS(p).
Now we define a quasi-conformal homeomorphism ψS : S → ΦS(S) by
ψS(z) =

ΨS(z), z ∈ ES ,
φk(z), z ∈ Vk, k ∈ IS ,
q.c interpolation, z ∈ Uk \ Vk, k ∈ IS .
Define a quasi-conformal map Θ : C → C by Θ|S = ψ−1S ◦ ΦS for all
S ∈ S. The map Θ is isotopic to the identity map rel P . Let Φ : C→ C be
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a quasi-conformal map such that
µΦ(z) =
∑
S∈S
χS(z)µΦS (z), z ∈ C.
Let Ψ = Φ◦Θ−1. The pair of quasi-conformal maps (Φ,Ψ) can be consid-
ered to be the gluing of (ΦS |S ,ΨS |S)S∈S . In this way, (f, P ) is q.c-equivalent
to the Herman map (g,Q) := (Φ ◦ f ◦Ψ−1,Φ(P )) via (Φ,Ψ).
Step 3: Applying quasi-conformal surgery. We first show that the
Herman map (g,Q) is holomorphic in most parts of C. In fact, it is holo-
morphic outside X := Ψ(∪S∈S ∪k∈IS (Uk \ Vk)). To see this, we fix some
S-piece S. The restriction g|Ψ(ES) can be decomposed into
g|Ψ(ES) = (Φ ◦ Φ−1f(ES)) ◦ (Φf(ES) ◦ f ◦Ψ
−1
S )|ΨS(ES) ◦ (ΦS ◦ Φ−1)|Ψ(ES).
For any k ∈ IS , any E-piece E ⊂ Uk, the restriction g|Ψ(Vk∩E) can be
decomposed into
g|Ψ(Vk∩E) = (Φ ◦ Φ−1f(E)) ◦ (Φf(E) ◦ f ◦ φ−1k )|φk(Vk∩E) ◦ (ΦS ◦ Φ−1)|Ψ(Vk∩E).
In either case, each factor of the decompositions of g is holomorphic in
its domain of definition. So g|S is holomorphic outside Ψ(∪k∈IS (Uk \ Vk)).
It follows that (g,Q) is holomorphic outside X.
Let RA be the union of all rotation annuli of g. Then one can check that
X ⊂ g−1(RA) \ RA. Let σ0 be the standard complex structure in C, we
define a (g,Q)-invariant complex structure σ by
σ =
{
(gk)∗(σ0), in g−k(RA) \ g−k+1(RA), k ≥ 1,
σ0, in C− ∪k≥1(g−k(RA) \ g−k+1(RA)).
Since (g,Q) is holomorphic outside X, the Beltrami coefficient µ of σ
satisfies ‖µ‖∞ < 1. By Measurable Riemann Mapping Theorem, there is a
quasi-conformal map ζ : C→ C such that ζ∗(σ0) = σ. Let R = ζ ◦ g ◦ ζ−1,
then R is a rational map and (f, P ) is q.c-equivalent to (R, ζ ◦ Φ(P )) via
(ζ ◦ Φ, ζ ◦Ψ). 
6. Realization part II: general case
In this section, we prove the sufficiency of Theorem 5.1 in the more general
case Γ 6= ∅. This is the technical part. We assume in this section that Γ 6= ∅,
λ(Γ, f) < 1 and for each ν ∈ Λ = [1, n], the map (hν , Pν) is q.c-equivalent to
a rational map, we will show that (f, P ) is q.c-equivalent to a rational map.
The idea is to glue the holomorphic models of (hk, Pk)1≤k≤n along the
curves in Γ ∪ Γ0, similar to Section 5.2. But this section provides very
interesting and technical flavor because of the algebraic condition λ(Γ, f) <
1. In most part of this section, we deal with this condition and we will show
that it is actually equivalent to the Gro¨tzsch inequality in the holomorphic
setting. Thus it enables us to glue the partial holomorphic models of (f, P )
along Σ (in a suitable fashion) into a branched covering (g,Q), holomorphic
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in most part of C and q.c-equivalent to (f, P ). The last step is similar to
the previous sections, it is a quasi-conformal surgery procedure.
6.1. The algebraic condition λ(Γ, f) < 1. To begin, we recall a result
on non-negative matrix. Let W be a m × m non-negative square matrix
(i.e. each entry is a non-negative real number). It’s known from Perron-
Frobenius Theorem that the spectral radius of W is an eigenvalue of W ,
named the leading eigenvalue. Let v = (v1, · · · , vm)t ∈ Rm be a vector, we
say v > 0 if for each i, vi > 0.
Lemma 6.1 ( [CT1], Lemma A.1). Let W be a non-negative square matrix
with leading eigenvalue λ. Then λ < 1 iff there is a vector v > 0 such that
Wv < v.
With the help of Lemma 6.1, we turn to our discussion. First, λ(Γ, f) < 1
implies Wv < v, where W is the (f, P )-transition matrix of Γ and v ∈ RΓ is
a positive vector. That is, there is a positive function v : Γ→ R+ such that
for any γ ∈ Γ,
(Wv)(γ) =
∑
β∈Γ
∑
α∼γ
v(β)
deg(f : α→ β) < v(γ),
where the second sum is taken over all components α of f−1(β) homotopic
to γ in C− P .
  
 
 
 
 
 
S+γ γ
f
S−γ S
−
f(γ)
f(γ)
S+f(γ)
Figure 3. Orientation and labeling
Recall that for each curve γ ∈ Σ, there exist exactly two S-pieces, say S+γ
and S−γ , such that S+γ ∩ S−γ = γ. For each curve γ ∈ Σ, we can associate an
orientation preserved by f . We may assume that the notations S+γ and S
−
γ
are chosen such that S+γ lies on the left side of γ and S
−
γ lies on the right
side of γ.
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Here, we borrow some notations from Lemma 3.1. Recall that Γ0 is the
collection of the (f, P )-periodic curves that generates Γ. For n ≥ 1, the set
Γn is defined by Γn = {γ ∈ Γ;n is the first integer such that fn(γ) ∈ Γ0}.
One may verify that if δ ∈ f−1(Γ) is homotopic to a curve γ ∈ Γ in C−P ,
then δ is necessarily contained in S+γ ∪ S−γ . One may verify that if γ ∈ Γ1,
then δ 6= γ; if γ ∈ Γk for some k ≥ 2, it can happen that δ = γ.
For each curve γ ∈ Γ = ⋃n≥1 Γn, we will associate two positive numbers
ρ(S+γ , γ) and ρ(S
−
γ , γ) inductively, as follows:
If γ ∈ Γ1, we choose two positive numbers ρ(S+γ , γ) and ρ(S−γ , γ) such
that
ρ(S+γ , γ) + ρ(S
−
γ , γ) = 1,∑
β∈Γ
∑
α∼γ,α⊂Sωγ
v(β)
deg(f : α→ β) < v(γ)ρ(S
ω
γ , γ), ω ∈ {±}.
Suppose that for each curve α ∈ Γ1∪· · ·∪Γk, we have already chosen two
numbers ρ(S+α , α) and ρ(S
−
α , α). Then for γ ∈ Γk+1 (note that f(γ) ∈ Γk),
we can find two positive numbers ρ(S+γ , γ) and ρ(S
−
γ , γ) such that:
ρ(S+γ , γ) + ρ(S
−
γ , γ) = 1,
v(f(γ))
deg(f |γ)ρ(S
ω
f(γ), f(γ))+
∑
β∈Γ
∑
α∼γ,α⊂Sωγ \γ
v(β)
deg(f : α→ β) < v(γ)ρ(S
ω
γ , γ), ω ∈ {±}.
In fact, we can take
ρ(Sωγ , γ) =
v(f(γ))
deg(f |γ)ρ(S
ω
f(γ), f(γ)) +
∑
β∈Γ
∑
α∼γ,α⊂Sωγ \γ
v(β)
deg(f : α→ β)∑
β∈Γ
∑
α∼γ
v(β)
deg(f : α→ β)
, ω ∈ {±}.
6.2. Equipotentials in the marked disks of rational maps. Suppose
that (f, P ) is either a Thurston rational map or a Siegel rational map, with a
non-empty Fatou set. Recall that P is a marked set containing the postcrit-
ical set Pf . Then each periodic Fatou component is either a superattracting
domain or a Siegel disk. If f has a superattracting Fatou component D,
then every Fatou component ∆ which is eventually mapped onto D can
be marked by a unique pre-periodic point a ∈ ∆. We call (∆, a) a I-type
marked disk of f . Note that every equipotential in a superattracting Fatou
component corresponds to a round circle in Bo¨ttcher coordinate. If f has a
Siegel disk D, then it is known that the boundary ∂D is contained in the
postcritical set Pf . Let z0 be the center of the Siegel disk D, the intersection
P ∩ (D − {z0}) is either empty or consists of finitely many (f, P )-periodic
analytic curves. Let D0 ⊂ D be the component of C− (P \ {z0}) containing
z0. For any k ≥ 0 and any component ∆ of f−k(D0), one can verify that
∆ is a disk and there is a unique point a ∈ ∆ ∩ f−k(z0). We call (∆, a) a
II-type marked disk of (f, P ).
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In this way, for each Fatou component, we can associate a marked disk
(∆, a). An equipotential γ of (∆, a) is an analytic curve that is mapped to a
round circle with center zero under a Riemann mapping φ : ∆→ D = {|z| <
1} with φ(a) = 0. The potential $(γ) of γ is defined to be mod(A(∂∆, γ)),
the modulus of the annulus between ∂∆ and γ. One may check that these
definitions are independent of the choice of the map φ.
6.3. A positive function. For each curve γ ∈ Σ, we associate an open
annular neighborhood Aγ of γ. The annulus Aγ is chosen as follows: If
γ ∈ Γ0, we take Aγ as a proper subset of the rotation annulus containing γ
such that f(Aγ) = Af(γ) and Aγ ∩f(P −∪A) = ∅. If γ ∈ Γk for some k ≥ 1,
then Aγ is the component of f−k(Afk(γ)) containing γ.
We define
S? = {U ; U is a connected component of C− ∪γ∈ΣAγ},
E? = {V ; V is a connected component of C− f−1(∪γ∈ΣAγ)}.
Each element of S? (resp. E?) is called an S?-piece (resp. E?-piece). We will
use S? (resp. E?) to denote an S?-piece (resp. E?-piece). We remark that
if we use S to denote an S-piece, then the notation S∗ means the unique
S?-piece contained in S; on the other hand, if we use S∗ to denote an S∗-
piece, then the notation S means the unique S-piece containing S∗. The
convention also applies to the E-pieces and E?-pieces.
Similarly as in Section 3, we define ES? to be the unique E?-piece parallel
to S?. The map f∗ : S? → S? is defined by f∗(S?) = f(ES?). The marked
sphere C(S?), the marked disk extension HS? : C(S?) → C(f∗(S?)), the
marked set P (S?) and also the sets ∂0(S
?), ∂1(S
?), ∂2(S
?) are defined in the
same way. Set
h?ν = Hfpν−1∗ (S?ν )
◦ · · · ◦Hf∗(S?ν ) ◦HS?ν , P ?ν = P (S?ν), 1 ≤ ν ≤ n.
Consider the maps (hν , Pν) and (h
?
ν , P
?
ν ) for 1 ≤ ν ≤ n. It is clear that
• (hν , Pν) has no Thurston obstructions iff (h?ν , P ?ν ) has no Thurston ob-
structions.
• (hν , Pν) is q.c-equivalent to a rational map iff (h?ν , P ?ν ) is q.c-equivalent
to a rational map.
We will use (h?ν , P
?
ν ) in place of (hν , Pν) in the following discussions. This
will allow us to construct deformations in a neighborhood of each curve γ ∈
Σ. The advantage of this replacement will be seen in the last step of the proof
of Theorem 5.1 (see Section 6.6) where we apply the quasi-conformal surgery
to glue all holomorphic models together to obtain a rational realization of
(f, P ).
For each curve γ ∈ Σ, let αγ , βγ be the two boundary curves of Aγ . Define
Σ? = {αγ , βγ ; γ ∈ Σ}, Γ? = {αγ , βγ ; γ ∈ Γ}, Γ?k = {αγ , βγ ; γ ∈ Γk}, k ≥ 0.
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Figure 4. An S-piece S with boundary curves
γ1, γ2, γ3, γ4. S contains an S?-piece S?, whose bound-
ary curves are β1, β2, β3 and α4.
We define a map pi : Σ? → Σ by pi(α) = γ if α is a boundary curve of Aγ .
Obviously, for each curve γ ∈ Σ, we have pi−1(γ) = {αγ , βγ}. For δ ∈ Σ?,
let Sδ (resp. S
?
δ ) be the unique S-piece (resp. S?-piece) containing δ.
Now we define a positive function σt : Σ
? → R+, where t is a positive
parameter, as follows:
First, we consider γ ∈ Γ?0. In this case, some iterate fk(γ) is contained in
the rotation disk ∆ of some Siegel map (h?ν , P
?
ν ). Note that there is a largest
open annulus A ⊂ ∆ such that
• the inner boundary of A is fk(γ),
• A ∩ h?ν(P ?ν − RD) = ∅, where RD is the union of all rotation disks of
(h?ν , P
?
ν ).
We define σt(γ) to be the modulus of A. By definition, σt(γ) = σt(f(γ)).
Now, we consider γ ∈ Γ?. In this case, γ ∈ ∂1(S?γ)∪∂2(S?γ). If γ ∈ ∂1(S?γ),
we define
σt(γ) = t · ρ(Sγ , pi(γ)) · v(pi(γ)).
If γ ∈ ∂2(S?γ), we define
σt(γ) =

σt(f(γ))
deg(f |γ) , if S
?
γ ∈ S? − {S?1 , · · · , S?n},
t · ρ(Sγ , pi(γ)) · v(pi(γ)), if S?γ ∈ {S?1 , · · · , S?n}.
In this way, for all curves γ ∈ Σ?, the quantity σt(γ) is well-defined.
Lemma 6.2. When t is large enough, the function σt : Σ
? → R+ satisfies:
1. For any γ ∈ Γ?, σt(γ) ≤ t · ρ(Sγ , pi(γ)) · v(pi(γ)).
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2. For every γ ∈ Σ, suppose that pi−1(γ) = {αγ , βγ}. Then
σt(αγ) + σt(βγ) ≤
{
tv(γ), if γ ∈ Γ,
mod(Aγ), if γ ∈ Γ0,
where Aγ is the rotation annulus of (f, P ) that contains γ if γ ∈ Γ0.
3. For every γ ∈ Γ?, if γ ∈ ∂1(S?γ), then we have the following inequality:∑
β∈Γ?
∑
α∼γ,α⊂S?γ
σt(β)
deg(f : α→ β) < σt(γ),
where the second sum is taken over all components of f−1(β) contained in
S?γ and homotopic to γ in C− P .
Proof. 1. Notice that if γ ∈ Γ?, then γ ∈ ∂1(S?γ) ∪ ∂2(S?γ). If γ ∈ ∂1(S?γ) or
S?γ ∈ {S?1 , · · · , S?n}, then by evaluation, σt(γ) = tρ(Sγ , pi(γ))v(pi(γ)). Now
suppose γ ∈ ∂2(S?γ) and S?γ ∈ S? − {S?1 , · · · , S?n}. Let p ≥ 1 be the first
integer such that fp∗ (S?γ) ∈ {S?1 , · · · , S?n}. There is a largest number k ∈
{0, · · · , p} such that f j(γ) ∈ ∂2(f j∗ (S?γ)) for 0 ≤ j < k. Thus we have
σt(γ) =
σt(f(γ))
deg(f |γ) = · · · =
σt(f
k(γ))
deg(fk|γ) .
If fk(γ) ∈ ∂0(fk∗ (S?γ)), then σt(fk(γ)) is a constant independent of t, thus
σt(γ) ≤ tρ(Sγ , pi(γ))v(pi(γ)) when t is large.
If fk(γ) ∈ ∂1(fk∗ (S?γ)), then
σt(γ) =
t · ρ(Sfk(γ), pi(fk(γ))) · v(pi(fk(γ)))
deg(fk|γ) .
By the choice of the numbers {ρ(S+γ , γ), ρ(S−γ , γ); γ ∈ Γ}, we see that for
any curve β ∈ Γ− Γ1 = ∪j≥2Γj ,
v(f(β))ρ(Sωf(β), f(β))
deg(f |β) < v(β)ρ(S
ω
β , β), ω ∈ {±}.
Since for each γ ∈ Γ?, deg(f |γ) = deg(f |pi(γ)), we have that
σt(γ) <
tρ(Sfk−1(γ), pi(f
k−1(γ)))v(pi(fk−1(γ)))
deg(fk−1|γ) < · · ·
<
tρ(Sf(γ), pi(f(γ)))v(pi(f(γ)))
deg(f |γ) < tρ(Sγ , pi(γ))v(pi(γ)).
If fk(γ) ∈ ∂2(fk∗ (S?γ)), then we have k = p by the choice of k and
σt(γ) =
tρ(Sfp(γ), pi(f
p(γ)))v(pi(fp(γ)))
deg(fp|γ) .
With the same argument as above, we have σt(γ) < tρ(Sγ , pi(γ))v(pi(γ)).
2. The conclusion follows from 1 and the definition of σt.
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3. We verify the inequality directly, as follows:
∑
β∈Γ?
∑
α∼γ,α⊂S?γ
σt(β)
deg(f : α→ β)
=
∑
β∈Γ?
∑
α∼γ,α⊂S?γ\γ
σt(β)
deg(f : α→ β) +
σt(f(γ))
deg(f |γ)
≤
∑
β∈Γ?
∑
α∼γ,α⊂S?γ\γ
σt(β)
deg(f : α→ β) +
tρ(Sf(γ), pi(f(γ)))v(pi(f(γ)))
deg(f |γ) (By 1)
=
∑
δ∈Γ
∑
ζ∈pi−1(δ)
∑
α∼γ,α⊂S?γ\γ
σt(ζ)
deg(f : α→ ζ) +
tρ(Sf(γ), pi(f(γ)))v(pi(f(γ)))
deg(f |γ)
=
∑
δ∈Γ
∑
α∼pi(γ),α⊂Sγ\pi(γ)
∑
ζ∈pi−1(δ) σt(ζ)
deg(f : α→ δ) +
tρ(Sf(γ), pi(f(γ)))v(pi(f(γ)))
deg(f |γ)
≤
∑
δ∈Γ
∑
α∼pi(γ),α⊂Sγ\pi(γ)
tv(δ)
deg(f : α→ δ) +
tρ(Sf(γ), pi(f(γ)))v(pi(f(γ)))
deg(f |γ) (By 2)
< tρ(Sγ , pi(γ))v(pi(γ)) = σt(γ). (By the choice of the number ρ)

6.4. Holomorphic models. We first decompose S? into S?0 unionsq S?1 unionsq · · · ,
where
S?0 = {f j∗ (S?ν); 0 ≤ j < pν , 1 ≤ ν ≤ n},
S?k = {S? ∈ S?; k is the first integer such that fk∗ (S?) ∈ S?0}, k ≥ 1.
It’s obvious that S?0 consists of all f∗-periodic S?-pieces.
Lemma 6.3 (Pre-holomorphic models). Suppose (h?ν , P
?
ν ) is q.c-equivalent
to a rational map (Rν , Qν) via a pair of quasi-conformal maps (Φν ,Ψν) for
1 ≤ ν ≤ n. Then for each S?-piece S?, there exist a pair of quasi-conformal
maps (ΦS? ,ΨS?) : C(S?) → C and a rational map RS? such that ΦS? is
isotopic to ΨS? rel P (S
?) and the following diagram commutes:
C(S?)
HS? //
ΨS?

C(f∗(S?))
Φf∗(S?)

C
RS?
// C
Proof. Using the same argument as the proof of the sufficiency of Theorem
5.1 (see Section 5.2, step 1), one can show that for any 1 ≤ ν ≤ n and any
0 ≤ k < pν , there exist a quasi-conformal map Φfk∗ (S?ν ) and a rational map
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Rfk∗ (S?ν ) such that the following diagram commutes
C(S?ν)
HS?ν //
ΨS?ν=Ψν

C(f∗(S?ν))
Hf∗(S?ν ) //
Φf∗(S?ν )

· · · // C(fpν−1∗ (S?ν))
H
f
pν−1∗ (S?ν )//
Φ
f
pν−1∗ (S?ν ) 
C(S?ν)
ΦS?ν=Φν

C
RS?ν
// C
Rf∗(S?ν )
// · · · // C
R
f
pν−1∗ (S?ν )
// C
We set Ψfk∗ (S?ν ) = Φfk∗ (S?ν ) for 0 < k < pν .
For each S? ∈ S?1 , notice that f∗(S?) ∈ S?0 , we pull back the standard
complex structure of C to C(S?) via Φf∗(S?) ◦HS? and integrate it to get a
quasi-conformal map ΦS? : C(S?)→ C. Then RS? := Φf∗(S?) ◦HS? ◦Φ−1S? is
a rational map. We set ΨS? = ΦS? .
By the inductive procedure, for each S?k -piece (k = 2, 3, · · · ), we can
get a pair of quasi-conformal maps (ΦS? ,ΨS?) and a rational map RS? , as
required. 
Lemma 6.4 (Holomorphic models for periodic pieces). Fix a periodic piece
S? ∈ S?0 . Let p be the period of S?. Then for any large parameter t > 0,
there exist a pair of quasi-conformal maps (ΦtS? ,Ψ
t
S?) : C(S?)→ C such that
1. ΨtS? is isotopic to Φ
t
S? rel P (S
?).
2. Φtf∗(S?) ◦ f ◦ (ΨtS?)−1|ΨtS? (ES? ) = RS? |ΨtS? (ES? ), where RS? is defined in
Lemma 6.3.
3. The return map fi := Rf i−1∗ (S?) ◦ · · · ◦RS? ◦Rfp−1∗ (S?) ◦ · · · ◦Rf i∗(S?) is
either a Siegel map or a Thurston map.
4. For each i ≥ 0 and each curve γ ∈ ∂(f i∗(S?)), let βγ be the boundary
curve of Ef i∗(S?) such that either γ = βγ, or γ and βγ bound an annulus in
S?−P . Then both Φt
f i∗(S?)
(γ) and Ψt
f i∗(S?)
(βγ) are equipotentials in the same
marked disk of fi, with potentials
$(Φtf i∗(S?)
(γ)) = σt(γ), $(Ψ
t
f i∗(S?)
(βγ)) =
σt(f(βγ))
deg(f |βγ )
.
Proof. For each ν ∈ [1, n] and each i ≥ 0, the critical values of Hf i∗(S?ν )
are contained in P (f i+1∗ (S?ν)) and Hf i∗(S?ν )(P (f
i∗(S?ν))) ⊂ P (f i+1∗ (S?ν)). Let
(Φf i∗(S?ν ),Ψf i∗(S?ν )) : C(f
i∗(S?ν))→ C be the quasi-conformal maps constructed
in Lemma 6.3. Since ΦS?ν is isotopic to ΨS?ν rel P
?
ν = P (S
?
ν), there is a quasi-
conformal map φ
fpν−1∗ (S?ν )
: C(fpν−1∗ (S?ν)) → C isotopic to Φfpν−1∗ (S?ν ) rel
P (fpν−1∗ (S?ν)) and ΨS?ν ◦ Hfpν−1∗ (S?ν ) = Rfpν−1∗ (S?ν ) ◦ φfpν−1∗ (S?ν ). Inductively,
there is a sequence of quasi-conformal maps φf i∗(S?ν ) : C(f
i∗(S?ν)) → C for
i = pν − 2, · · · , 1, such that φf i∗(S?ν ) is isotopic to Φf i∗(S?ν ) rel P (f i∗(S?ν)) and
the following diagram commutes:
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C(f∗(S?ν))
Hf∗(S?ν )//
φf∗(S?ν )

C(f2∗ (S?ν))
H
f2∗ (S?ν ) //
φ
f2∗ (S?ν )

· · · // C(fpν−1∗ (S?ν))
H
f
pν−1∗ (S?ν )//
φ
f
pν−1∗ (S?ν ) 
C(S?ν)
ΨS?ν

C
Rf∗(S?ν )
// C
R
f2∗ (S?ν )
// · · · // C
R
f
pν−1∗ (S?ν )
// C
This diagram together with the diagram in Lemma 6.3 implies that for
any 1 ≤ i < pν , the map Hf i−1∗ (S?ν ) ◦ · · · ◦ HS?ν ◦ Hfpν−1∗ (S?ν ) ◦ · · · ◦ Hf i∗(S?ν )
is q.c-equivalent to fi = Rf i−1∗ (S?ν )
◦ · · · ◦ RS?ν ◦ Rfpν−1∗ (S?ν ) ◦ · · · ◦ Rf i∗(S?ν ) via
(Φf i∗(S?ν ), φf i∗(S?ν )). Notice that fi(φf i∗(S?ν )(P (f
i∗(S?ν)))) ⊂ φf i∗(S?ν )(P (f i∗(S?ν))),
fi is either a Siegel map or a Thurston map.
The relation fi+1 ◦ Rf i∗(S?ν ) = Rf i∗(S?ν ) ◦ fi with fpν = Rν (here, Rν is the
rational map defined in Lemma 6.3) means that Rf i∗(S?ν ) is a semi-conjugacy
between fi+1 and fi, so their Julia sets satisfy J(fi) = R
−1
f i∗(S?ν )
(J(fi+1)).
One can check that Rf i∗(S?ν ) maps the marked disks of fi onto the marked
disks of fi+1, and maps the equipotentials of fi to the equipotentials of fi+1.
In the following, we will construct a pair of quasi-conformal maps (ΦtS? ,Ψ
t
S?) :
C(S?)→ C that satisfy the required properties.
Step 1: Construction of ΦtS?ν and Φ
t
fpν−1∗ (S?ν )
. We first modify ΦS?ν
to a new quasi-conformal map ΦtS?ν : C(S
?
ν) → C such that ΦtS?ν is isotopic
to ΦS?ν rel P (S
?
ν), and for each curve γ ∈ ∂(S?ν), the curve ΦtS?ν (γ) is the
equipotential in a marked disk of fpν = Rν with potential $(Φ
t
S?ν
(γ)) =
σt(γ). Then, we lift Φ
t
S?ν
via R
fpν−1∗ (S?ν )
and H
fpν−1∗ (S?ν )
and get a quasi-
conformal map Φ̂t
fpν−1∗ (S?ν )
isotopic to Φ
fpν−1∗ (S?ν )
rel P (fpν−1∗ (S?ν)). See the
following commutative diagram:
C(fpν−1∗ (S?ν))
H
f
pν−1∗ (S?ν )//
Φ̂t
f
pν−1∗ (S?ν )
(∼Φ
f
pν−1∗ (S?ν )
)

C(S?ν)
Φt
S?ν
(∼ΦS?ν )

C
R
f
pν−1∗ (S?ν )
// C
Now, we modifyH
fpν−1∗ (S?ν )
to another marked disk extension of f |E
f
pν−1∗ (S?ν )
,
say Ĥ
fpν−1∗ (S?ν )
, such that for each curve γ ∈ ∂1(fpν−1∗ (S?ν)), the curve
ΦtS?ν (Ĥfpν−1∗ (S?ν )
(γ)) is an equipotential in some marked disk of fpν = Rν .
Since γ ∈ ∂1(fpν−1∗ (S?ν)), the potential of ΦtS?ν (Ĥfpν−1∗ (S?ν )(γ)) should be
larger than $(ΦtS?ν (f(βγ))) = σt(f(βγ)). It follows from Lemma 6.2 that
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deg(f |βγ )σt(γ) > σt(f(βγ)) when t is large. So it is reasonable to designate
$(ΦtS?ν (Ĥfpν−1∗ (S?ν )
(γ))) to be deg(f |βγ ) · σt(γ).
Since bothH
fpν−1∗ (S?ν )
and Ĥ
fpν−1∗ (S?ν )
are marked disk extensions of f |E
f
pν−1∗ (S?ν )
,
there is a quasi-conformal map ξpν−1 : C(f
pν−1∗ (S?ν)) → C(fpν−1∗ (S?ν)) iso-
topic to the identity map rel E
fpν−1∗ (S?ν )
∪P (fpν−1∗ (S?ν)) such that Ĥfpν−1∗ (S?ν ) =
H
fpν−1∗ (S?ν )
◦ ξpν−1.
We set Φt
fpν−1∗ (S?ν )
= Φ̂t
fpν−1∗ (S?ν )
◦ξpν−1. It’s obvious that ΦtS?ν ◦Ĥfpν−1∗ (S?ν ) =
R
fpν−1∗ (S?ν )
◦ Φt
fpν−1∗ (S?ν )
.
Step 2: Construction of Φt
f i∗(S?ν )
for i = pν − 2, · · · , 1 and ΨtS?ν . By
the same argument as in Step 1, we can lift Φt
fpν−1∗ (S?ν )
via R
fpν−2∗ (S?ν )
and
H
fpν−2∗ (S?ν )
and get a map Φ̂t
fpν−2∗ (S?ν )
isotopic to Φ
fpν−2∗ (S?ν )
rel P (fpν−2∗ (S?ν)).
Then we modify H
fpν−2∗ (S?ν )
to another marked disk extension of f |E
f
pν−2∗ (S?ν )
,
say Ĥ
fpν−2∗ (S?ν )
= H
fpν−2∗ (S?ν )
◦ξpν−2, where ξpν−2 : C(fpν−2∗ (S?ν))→ C(fpν−2∗ (S?ν))
is a quasi-conformal map isotopic to the identity map rel E
fpν−2∗ (S?ν )
∪P (fpν−2∗ (S?ν)),
such that for each γ ∈ ∂1(fpν−2∗ (S?ν)), the curve Φtfpν−1∗ (S?ν )(Ĥfpν−2∗ (S?ν )(γ))
is an equipotential of fpν−1 with potential equal to deg(f |βγ )σt(γ). We set
Φt
fpν−2∗ (S?ν )
= Φ̂t
fpν−2∗ (S?ν )
◦ ξpν−2.
Inductively, we can get a sequence of new marked disk extensions Ĥf i∗(S?ν ), i =
pν − 1, · · · , 0, and a sequence of quasi-conformal maps Φtf i∗(S?ν ), i = pν −
1, · · · , 1, ΨtS?ν such that the following diagram commutes
C(S?ν)
ĤS?ν //
Ψt
S?ν 
C(f∗(S?ν))̂
Hf∗(S?ν ) //
Φt
f∗(S?ν ) 
· · · // C(fpν−1∗ (S?ν))
Ĥ
f
pν−1∗ (S?ν )//
Φt
f
pν−1∗ (S?ν ) 
C(S?ν)
Φt
S?ν
C
RS?ν
// C
Rf∗(S?ν )
// · · · // C
R
f
pν−1∗ (S?ν )
// C
Moreover, for each i ∈ [0, pν−1] and each curve γ ∈ ∂1(f i∗(S?ν)), we require
$(Φt
f i+1∗ (S?ν )
(Ĥf i∗(S?ν )(γ))) = deg(f |βγ )σt(γ).
Finally, we set Ψt
f i∗(S?ν )
= Φt
f i∗(S?ν )
for 1 ≤ i ≤ pν − 1.
Step 3: Prescribed potentials. In this step, we will show that for each
0 ≤ i ≤ pν − 1 and each curve γ ∈ ∂(f i∗(S?ν)),
(1) $(Φtf i∗(S?ν )
(γ)) = σt(γ), $(Ψ
t
f i∗(S?ν )
(βγ)) =
σt(f(βγ))
deg(f |βγ )
.
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Notice that for each curve γ ∈ ∂(S?ν) ∪ ∪0<i<pν∂0(f i∗(S?ν)), the first equa-
tion of (1) holds by the evaluation of $.
If γ ∈ ∂1(f i∗(S?ν)) for some 0 < i < pν , then by Step 2, Φtf i+1∗ (S?ν )(Ĥf i∗(S?ν )(γ))
is an equipotential in a marked disk (∆i+1, a) of fi+1. Since Φ
t
f i+1∗ (S?ν )
◦
Ĥf i∗(S?ν )(γ) = Rf i∗(S?ν ) ◦ Φtf i∗(S?ν )(γ), we conclude that Φ
t
f i∗(S?ν )
(γ) is also an
equipotential of some marked disk of fi, denoted by (∆i, b). Then Rf i∗(S?ν ) :
∆i−{b} → ∆i+1−{a} is a covering map of degree deg(f |βγ ). The potential
of Φt
f i∗(S?ν )
(γ) satisfies (here, we use A(α, β) to denote the annulus bounded
by α and β)
$(Φtf i∗(S?ν )
(γ)) = mod
(
A(∂∆i,Φ
t
f i∗(S?ν )
(γ))
)
= mod
(
A(∂∆i+1,Φ
t
f i+1∗ (S?ν )
(Ĥf i∗(S?ν )(γ)))
)
/deg(f |βγ )
= $(Φt
f i+1∗ (S?ν )
(Ĥf i∗(S?ν )(γ)))/deg(f |βγ )
= σt(γ).
Now we consider γ ∈ ∂2(f i∗(S?ν)) for some 0 < i < pν . In this case, by the
same argument as above, we can see that
$(Φtf i∗(S?ν )
(γ)) =
$(Φt
f i+1∗ (S?ν )
(f(γ)))
deg(f |γ) .
By the definition of σt, for γ ∈ ∂2(f i∗(S?ν)), we have
σt(γ) =
σt(f(γ))
deg(f |γ) .
Based on this observation, we conclude by induction that $(Φt
f i∗(S?ν )
(γ)) =
σt(γ).
Finally, we show that the second equation of (1) holds. Since for each
i ∈ [0, pν − 1] and each curve γ ∈ ∂(f i∗(S?ν)), the curve Φtf i+1∗ (S?ν )(f(βγ)) is
an equipotential, it follows from the relation
Φt
f i+1∗ (S?ν )
◦ f ◦ (Ψtf i∗(S?ν ))
−1|Ψt
fi∗(S?ν )
(E
fi∗(S?ν ))
= Rf i∗(S?ν )|Ψtfi∗(S?ν )(Efi∗(S?ν ))
that Ψt
f i∗(S?ν )
(βγ) is also an equipotential. The same argument as above yields
$(Ψtf i∗(S?ν )
(βγ)) =
$(Φt
f i+1∗ (S?ν )
(f(βγ)))
deg(f |βγ )
=
σt(f(βγ))
deg(f |βγ )
.
The proof is completed. 
Now, we deal with the strictly pre-periodic S?-pieces. Let S? ∈ S?k for
some k ≥ 1. Then fk∗ (S?) is a f∗-periodic S?-piece. Notice that for 0 ≤
i < k, Hf i∗(S?)(P (f
i∗(S?))) ⊂ P (f i+1∗ (S?)) and each critical value of Hf i∗(S?)
is contained in P (f i+1∗ (S?)), we have that Rf i∗(S?) ◦ Φf i∗(S?)(P (f i∗(S?))) ⊂
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Φf i+1∗ (S?)(P (f
i+1∗ (S?))) and every critical value of Rfk−1∗ (S?) ◦ · · · ◦ RS? is
contained in Φfk∗ (S?)(P (f
k∗ (S?))) = Φtfk∗ (S?)(P (f
k∗ (S?))), here Rf i∗(S?) and
Φf i∗(S?) are defined in Lemma 6.3. For any marked point a ∈ P (S?) ∩
(C(S?) − S?), the point Rfk−1∗ (S?) ◦ · · · ◦ RS?(ΦS?(a)) is the center of some
marked disk (∆, q) of some fj , where fj is a return map defined in Lemma
6.4. The component ∆ΦS? (a) of (Rfk−1∗ (S?) ◦ · · · ◦ RS?)−1(∆) that contains
ΦS?(a) is also a disk. We call (∆ΦS? (a),ΦS?(a)) a marked disk of Rfk−1∗ (S?) ◦· · · ◦RS? .
With the same argument as that of Lemma 6.4, we can show that
Lemma 6.5. For any k ≥ 1, any S? ∈ S?k and any large parameter t > 0,
there exist a pair of quasi-conformal maps ΦtS? = Ψ
t
S? : C(S?) → C such
that
1. Φtf∗(S?) ◦ f ◦ (ΨtS?)−1|ΨtS? (ES? ) = RS? |ΨtS? (ES? ), where RS? is defined in
Lemma 6.3.
2. For each curve γ ∈ ∂(S?), let βγ be the unique curve in ∂(ES?) homo-
topic to γ in C − P . Then both ΦtS?(γ) and ΦtS?(βγ) are equipotentials in
the same marked disk of Rfk−1∗ (S?) ◦ · · · ◦RS?, with potentials
$(ΦtS?(γ)) = σt(γ), $(Φ
t
S?(βγ)) =
σt(f(βγ))
deg(f |βγ )
.
We decompose E? into E?ess unionsq E?A unionsq E?D, where
• E?ess = {ES? ;S? ∈ S?}, it consists of all E?-pieces parallel to some
S?-piece;
• E?A is the collection of all E?-pieces E? contained essentially in an annular
component of S?−ES? for some S?-piece S? (here, ‘essential’ means at least
one boundary curve of E? is non-peripheral in C− P );
• E?D = E? − (E?ess unionsq E?A). One may verify that each E?D-piece is contained
in a disk component of S? − ES? ∪ (∪E?ess) for some S?-piece S?.
In the following, for every E?A-piece E?, we will construct a holomorphic
model for f |E? . Given an E?A-piece E?, first notice that E? has no intersection
with the marked set P . As we did before, we also associate a Riemann sphere
C(E?) for E?. We mark a point in each component of C(E?)− E?, and let
P (E?) be the collection of all these marked points. We can get a marked disk
extension of f |E? , say HE? : C(E?)→ C(f(E?)), such that HE? |E? = f |E? ,
HE?(P (E
?)) ⊂ P (f(E?)) and all critical values (if any) of HE? are contained
in P (f(E?)). Let ΦtE? : C(E?) → C be a quasi-conformal map such that
RE? := Φ
t
f(E?) ◦HE? ◦ (ΦtE?)−1 is holomorphic. We give a remark that if we
change Φtf(E?) to another quasi-conformal map Φ
t1
f(E?) isotopic to Φ
t
f(E?) rel
P (f(E?)), then we can modify ΦtE? to a new map Φ
t1
E? , isotopic to Φ
t
E? rel
P (E?), such that RE? = Φ
t1
f(E?) ◦HE? ◦ (Φt1E?)−1. This means that once we
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S?
E?0
E?4
E?1
E?2
E?3
E?6
•
E?5
γ1
γ2
γ3
Figure 5. Different types of E?-pieces: Here, S? is an
S?-piece with boundary ∂S? = γ1 ∪ γ2 ∪ γ3. E?0 is an
E?ess-piece. E?5 and E?6 are E?A-pieces. E?1 , E?2 , E?3 and E?4
are E?D-pieces.
get the holomorphic map RE? , we can always assume that it is independent
of the parameter t. We set ΨtE? = Φ
t
E? .
The E?A-piece E? has exactly two boundary curves α and β which are
non-peripheral and homotopic to each other in C−P . By the choice of ΦtS?
for S? ∈ S?, both Φtf(E?)(f(α)) and Φtf(E?)(f(β)) are equipotentials in the
marked disks of some fj (defined in Lemma 6.4) or some Rfk−1∗ (S?)◦· · ·◦RS? .
We denote the marked disk that contains Φtf(E?)(f(α)) (resp. Φ
t
f(E?)(f(β)))
by (∆a, a) (resp. (∆b, b)). It can happen that (∆a, a) = (∆b, b). Let ∆α
(resp. ∆β) be the component of R
−1
E?(∆a) (resp. R
−1
E?(∆b)) that contains
ΦtE?(α) (resp. Φ
t
E?(β)). Then ∆α (resp. ∆β) contains a marked point in
P (E?), say zα (resp. zβ). The marked disks (∆α, zα) and (∆β, zβ) are called
the marked disks of RE? . They are independent of the choice of t. Clearly,
ΦtE?(α) is an equipotential in the marked disk (∆α, zα) and Φ
t
E?(β) is an
equipotential in the marked disk (∆β, zβ), with potentials
$(ΦtE?(α)) =
$(Φtf(E?)(f(α)))
deg (f |α) =
σt(f(α))
deg(f |α) ,
$(ΦtE?(β)) =
$(Φtf(E?)(f(β)))
deg (f |β) =
σt(f(β))
deg(f |β) .
We denote by A(E?) ⊂ C(E?) the annulus bounded by α and β. By
the ‘reversed Gro¨tzsch inequality’ (see Theorem 2.2.3 in [W], or Lemma B.1
in [CT1]), there is a constant C(E?), independent of the parameter t, such
that
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mod(ΦtE?(A(E
?))) ≤ σt(f(α))
deg(f |α) +
σt(f(β))
deg(f |β) + C(E
?).
+  
 
 
 
 
 
 
 
S?
E?0
E?1
E?2 γβγ
γ1
γ2
γ3
Figure 6. A S?-piece S? with boundary ∂S? = γ∪γ1∪
γ2 ∪ γ3. Here, E?0 is the E?ess-piece parallel to S?, E?1 and
E?2 are two E?A-pieces between γ and βγ.
6.5. λ(Γ, f) < 1 implies Gro¨tzsch inequality. For any S?-piece S? and
any γ ∈ ∂1(S?), let AγS? be the annulus bounded by γ and βγ . By the con-
struction of ΦtS? ,Ψ
t
S? : C(S?) → C, both ΦtS?(γ) and ΨtS?(βγ) are equipo-
tentials. We denote the annulus between ΦtS?(γ) and Ψ
t
S?(βγ) by A
t(S?, γ).
It’s obvious that
mod(At(S?, γ)) = $(ΦtS?(γ))−$(ΨtS?(βγ)) = σt(γ)−
σt(f(βγ))
deg(f |βγ )
.
Then we have the following
Lemma 6.6 (Large parameter implies Gro¨tzsch inequality). When t is large
enough, for any S?-piece S? and any γ ∈ ∂1(S?), we have∑
E?A3E?⊂AγS?
mod(ΨtE?(A(E
?))) < mod(At(S?, γ)),
where the sum is taken over all the E?A-pieces contained in AγS?.
Proof. It suffices to show that when t is large enough,∑
E?A3E?⊂AγS?
(
σt(f(αE?))
deg(f |αE? )
+
σt(f(βE?))
deg(f |βE? )
+C(E?)
)
+
σt(f(βγ))
deg(f |βγ )
< t·ρ(Sγ , pi(γ))·v(pi(γ)),
where αE? and βE? are the boundary curves of E
?, homotopic to γ in C−P .
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One can verify that∑
E?A3E?⊂AγS?
(
σt(f(αE?))
deg(f |αE? )
+
σt(f(βE?))
deg(f |βE? )
)
+
σt(f(βγ))
deg(f |βγ )
=
∑
β∈Σ?
∑
α∼γ,α⊂S?γ
σt(β)
deg(f : α→ β) .
Since Σ? = Γ?0 ∪ Γ?, we can decompose the sum into two parts:
I =
∑
β∈Γ?
∑
α∼γ,α⊂S?γ
σt(β)
deg(f : α→ β) , II =
∑
β∈Γ?0
∑
α∼γ,α⊂S?γ
σt(β)
deg(f : α→ β) .
It follows from the proof of Lemma 6.2 that I ≤ tω(γ), where
ω(γ) :=
ρ(Sf(γ), pi(f(γ)))v(pi(f(γ)))
deg(f |γ) +
∑
δ∈Γ
∑
pi(γ)∼α⊂Sγ\pi(γ)
v(δ)
deg(f : α→ δ) ,
if f(γ) ∈ Γ? (or equivalently γ ∈ Γ?2 ∪ Γ?3 ∪ · · · ); and
ω(γ) :=
∑
δ∈Γ
∑
pi(γ)∼α⊂Sγ\pi(γ)
v(δ)
deg(f : α→ δ) ,
if f(γ) ∈ Γ?0 (or equivalently γ ∈ Γ?1).
For the second term, we have
II ≤
∑
A∈A
∑
α∈f−1(Γ0)\Γ0
mod(A)
deg(f |α) ,
where A is the collection of all rotation annuli of (f, P ).
So if we choose t large enough such that for any γ ∈ ∪S?∈S?∂1(S?),∑
E?∈E?A
C(E?) +
∑
A∈A
∑
α∈f−1(Γ0)\Γ0
mod(A)
deg(f |α) < t
(
ρ(Sγ , pi(γ)) · v(pi(γ))− ω(γ)
)
,
then the conclusion follows (notice that by the choice of the number ρ, we
have ρ(Sγ , pi(γ)) · v(pi(γ))− ω(γ) > 0 for all γ ∈ Γ?). 
6.6. Proof of the sufficiency of Theorem 5.1 (Γ 6= ∅). Now, we are
ready to complete the proof of Theorem 5.1. Here is a fact used in the proof,
which is equivalent to the Gro¨tzsch inequality. Let A,B ⊂ C be two annuli.
We say that B can be embedded into A essentially and holomorphically if
there is a holomorphic injection φ : B → A such that φ(B) separates the
two boundary components of A.
Fact Let A,A1, · · · , An ⊂ C be annuli, then A1, · · · , An can be embedded
into A essentially and holomorphically such that the closures of the images
of Ai’s are mutually disjoint if and only if
n∑
i=1
mod(Ai) < mod(A).
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Proof of the sufficiency of Theorem 5.1, assuming Γ 6= ∅. The idea of the
proof is to glue the holomorphic models in a suitable fashion along the stable
multicurve Γ.
Recall that for each S?-piece S?, we use S to denote the S-piece that
contains S?. For each curve γ ∈ Σ, Aγ is the annular neighborhood of γ
chosen at the beginning of Section 6.3. The collection of all rotation annuli
of (f, P ) is still denoted by A.
For each S?-piece S?, we extend ΦtS? : S? → ΦtS?(S?) to a quasi-conformal
homeomorphism ΦS : S → ΦS(S) such that ΦS is holomorphic in (S−S?)∩
(∪A).
We first choose t large enough such that Lemma 6.6 holds. This means,
one can embedded ΨtE?(E
?) holomorphically into the interior of ΦS(S) for
each E?A-piece E? contained in S according to the original order of their
non-peripheral boundary curves so that the embedded images are mutually
disjoint. In other words, there is a quasi-conformal homeomorphism ψS :
S → ΦS(S) such that
• ψS |∂S = ΦS |∂S and ψS is isotopic to ΦS rel ∂S ∪ (S ∩ P ). Moreover,
ψS |S∩(∪A) = ΦS |S∩(∪A).
• ψS |ES? = ΨtS? |ES? , where ES? is the unique E?-piece parallel to S?.
• For each curve γ ∈ ∂1(S), ΦS(S ∩Aγ) = ψS(S ∩Aγ).
• For every E?A-piece E? with E? ⊂ S, the map ΨtE? ◦ψ−1S is holomorphic
in ψS(E
?).
We define a subset EA of E by EA = {E;E? ∈ E?A}. Let D(S) be the
collection of all disk components of S − ES ∪ (∪EA3E⊂SE), here ES is the
unique E-piece parallel to S. For each D ∈ D(S), we construct a quasi-
conformal homeomorphism ζD : D → ψS(D), whose Beltrami coefficient
satisfies
µζD(z) =
∑
E3E⊂D
χE(z)µΦf(E)◦f (z),
here the sum is taken over all E-pieces contained in D. We further require
ζD(p) = ψS(p) if D contains a marked point p ∈ P .
Let ΓS be the collection of all boundary curves of ∪D∈D(S)D. For each
γ ∈ ΓS , notice that f(γ) ∈ Σ. Let Aγ be the component of f−1(Af(γ))
containing γ. It’s obvious that Aγ is an annular neighborhood of γ. We
define a quasi-conformal homeomorphism ΨS : S → ΦS(S) by
ΨS(z) =

ζD(z), z ∈ D,D ∈ D(S),
ψS(z), z ∈ S − (∪D∈D(S)D) ∪ (∪γ∈ΓSAγ),
q.c interpolation, z ∈ ∪γ∈ΓSAγ − ∪D∈D(S)D.
The map ΨS satisfies:
• ΨS |∂S = ΦS |∂S and ΨS is isotopic to ΦS rel ∂S ∪ (S ∩ P ). Moreover,
ΨS |S∩(∪A) = ΦS |S∩(∪A).
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• For every E?ess∪E?A-piece E? ⊂ S, the map Φf(E)◦f ◦Ψ−1S is holomorphic
in ΨS(E
?).
• For every E-piece E ⊂ ∪D∈D(S)D, the map Φf(E)◦f◦Ψ−1S is holomorphic
in ΨS(E).
Now, we define a quasi-conformal map Θ : C → C by Θ|S = Ψ−1S ◦ ΦS
for all S ∈ S. It’s obvious that Θ is isotopic to the identity map rel P .
Moreover, for each curve γ ∈ Γ, we have Θ(γ) = γ and Aγ ⊂ Θ−1(Aγ). Let
Φ : C→ C be the quasi-conformal map whose Beltrami coefficient satisfies
µΦ(z) =
∑
S∈S
χS(z)µΦS (z), z ∈ C.
Set Ψ = Φ ◦ Θ−1. Then (f, P ) is q.c-equivalent to the Herman map
(g,Q) := (Φ ◦ f ◦Ψ−1,Φ(P )) via (Φ,Ψ).
One can verify that g is holomorphic outside X := Ψ(∪γ∈Γ∪(∪S∈SΓS)Aγ).
To see this, notice that if E? ∈ E?ess∪E?A and E? is contained in some S-piece
S, then the decomposition
g|Ψ(E?) = (Φ ◦ Φ−1f(E)) ◦ (Φf(E) ◦ f ◦Ψ−1S ) ◦ (ΦS ◦ Φ−1)|Ψ(E?)
implies that g is holomorphic in Ψ(E?) since each factor is holomorphic. If
E ∈ E and E ⊂ D ∈ D(S), then
g|Ψ(E) = (Φ ◦ Φ−1f(E)) ◦ (Φf(E) ◦ f ◦ ζ−1D ) ◦ (ΦS ◦ Φ−1)|Ψ(E),
so g is holomorphic in Ψ(E).
The last step is to apply the quasi-conformal surgery. For each curve
γ ∈ Γ, let ι(γ) be the first integer p ≥ 1 such that fp(γ) ∈ Γ0 and L =
maxγ∈Γ ι(γ). One may verify by induction that for any j ≥ 1,
g−j(Ψ(∪A)) = Ψ((Θ ◦ f)−j(∪A)) ⊃ Ψ(∪γ∈Γ,ι(γ)≤jAγ).
In particular, g−L−1(Ψ(∪A)) ⊃ X. Let σ0 be the standard complex
structure in C. Define a (g,Q)-invariant complex structure σ by
σ =
{
(gk)∗(σ0), in g−k(Ψ(∪A)) \ g−k+1(Ψ(∪A)), k ≥ 1,
σ0, in C− ∪k≥1(g−k(Ψ(∪A)) \ g−k+1(Ψ(∪A))).
Since (g,Q) is holomorphic outside X, the Beltrami coefficient µ of σ
satisfies ‖µ‖∞ < 1. By Measurable Riemann Mapping Theorem, there is a
quasi-conformal map ζ : C→ C such that ζ∗(σ0) = σ. Let R = ζ ◦ g ◦ ζ−1,
then R is a rational map and (f, P ) is q.c-equivalent to (R, ζ ◦ Φ(P )) via
(ζ ◦ Φ, ζ ◦Ψ). 
7. Analytic part: renormalizations
In this section, we discuss rational-like maps, renormalizations of rational
maps and prove Theorem 2.9.
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7.1. Rational-like maps. A rational-like map g : U → V is a proper
and holomorphic map between two multi-connected domains such that U ⊂
V ⊂ C and the complementary set C−X of X ∈ {U, V } consists of finitely
many topological disks. In our discussion, we always assume V 6= C and
the degree of g is at least two. The filled Julia set is defined by K(g) =⋂
n≥1 g
−n(V ), the Julia set is defined by J(g) = ∂K(g). The Julia set J(g) is
not necessarily connected even if K(g) is connected (but in the polynomial-
like case, the connectivity of K(g) always implies the connectivity of J(g)
by the Maximum Modulus Principle).
Two rational-like maps g1 and g2 are hybrid equivalent if there is a quasi-
conformal conjugacy φ between g1 and g2, defined in a neighborhood of
K(g1), such that ∂φ = 0 on K(g1). We call φ a hybrid conjugacy between
g1 and g2. These definitions are simply the generalizations of Douady-
Hubbard’s definitions for polynomial-like maps [DH3].
The following is an analogue of Douady-Hubbard’s straightening theorem:
Theorem 7.1 (Straightening theorem). Let g : U → V be a rational-like
map of degree d ≥ 2, then
1. The map g is hybrid equivalent to a rational map R of degree d.
2. If K(g) is connected, then g is hybrid equivalent to a rational map R of
degree d, which is postcritically finite outside φ(K(g)). Here φ is the hybrid
conjugacy. Such R is unique up to Mo¨bius conjugation.
Remark 7.2. 1. A rational-like map g : U → V can be hybrid equivalent
to a rational map of degree greater than d.
2. In the second statement of Theorem 7.1, if we do not require the
degree of R, then R may be not unique up to Mo¨bius conjugation even if
R is postcritically finite outside φ(K(g)). For example, we can consider
the McMullen map: fλ(z) = z
n + λ/zn with n ≥ 3. Here λ is a complex
parameter such that fλ is postcritically finite and the Julia set is a Sierpinski
curve. We denote by Bλ the immediate attracting basin of ∞. In this case,
fλ is strictly expanding on ∂Bλ. There is an annular neighborhood A of ∂Bλ
such that fλ|A : A→ fλ(A) is a rational-like map. It is hybrid equivalent to
the power map z 7→ zn, with degree lower than that of fλ. More details can
be found in [QWY].
3. If K(g) is connected and C −K(g) consists of two components, then
there are two annuli U ′, V ′ such that K(g) b U ′ b V ′ b V and the re-
striction g|U ′ : U ′ → V ′ is a rational-like map. In this case, K(g) is a
quasi-circle.
Proof. 1. The proof is a standard surgery procedure. By shrinking V a little
bit, we may assume that each boundary curve of U and V is a quasi-circle.
We then extend g : U → V to a quasi-regular branched covering G : C→ C
such that G is holomorphic in C−V and G maps each component Uk of C−U
onto a connected component Vj of C− V , with degree equal to deg (g|∂Uk).
Such extension keeps the degree. By pulling back the standard complex
structure σ0 on C− V via G, we get a G-invariant complex structure
A DECOMPOSITION THEOREM 44
σ =
{
(Gk)∗(σ0), in G−k(C− V ), k ≥ 1,
σ0, in K(g).
The Beltrami coefficient µ of σ satisfies µ|K(g) = 0 and ‖µ‖∞ < 1. Let φ
solve the Beltrami equation ∂φ = µ∂φ. Then R = φ ◦G ◦ φ−1 is a rational
map and φ is a hybrid conjugacy between g and R.
2. By a hole-filling process (see Theorem 5.1 in [CT1], or Proposition
6.5.1 in [W]), we can find a suitable restriction g|U ′ : U ′ → V ′ of g with
K(g) b U ′ b V ′ b V such that
a). All postcritical points of g|U ′ in V ′ are contained in K(g).
b). Each connected component of V ′ − U ′ is either an annulus or a disk.
Note that such V ′ can be chosen arbitrarily close to the filled Julia set
K(g). (To see this, one may replace V ′ by g−k(V ′) for some large k, and a),
b) still holds.)
In this way, each component Ui of C − U ′ either is contained in V ′ or
contains a unique component Vj of C − V ′. In the former case, we mark a
point p ∈ Ui and get a marked disk (Ui, p); in the latter case, we mark a
point p ∈ Vj , and get two marked disks (Vj , p) and (Ui, p). We extend g|U ′
to a quasi-regular branched covering G : C→ C such that
1). For each component Ui of C − U ′, G maps the marked disk (Ui, p)
to the marked disk (Vk, q), where Vk is the component of C − V ′ whose
boundary is g(∂Ui). We require that G(p) = q and the local degree of G at
p is equal to deg (g|∂Ui).
2). We further require that G is holomorphic in C− V ′.
By pulling back the standard complex structure on C−V ′, we can get a G-
invariant complex structure whose Beltrami coefficient µ satisfies µ|K(g) =
0 and ‖µ‖∞ < 1. Let φ solve the Beltrami equation ∂φ = µ∂φ. Then
R = φ ◦ G ◦ φ−1 is a rational map, postcritically finite outside φ(K(g)), as
required.
To prove the uniqueness, we need investigate some mapping properties of
R, a rational map of degree d, to which g|U ′ is hybrid equivalent via φ, and
postcritically finite outside φ(K(g)). We assume V ′ is sufficiently close to
K(g) so that φ is defined on V ′. Then g|U ′ induces a suitable restriction
R|φ(U ′). Let X1 be the collection of all components of C − φ(K(g)) which
intersect with the boundary curves of φ(V ′) and X2 be the collection of all
components of C − φ(K(g)) which intersect with the boundary curves of
φ(U ′). It’s obvious that X1 ⊂ X2. Since the degree of R is equal to d (this
is very important), we have that
{U is a component of R−1(X);X ∈ X1} = X2.
Thus for each X ∈ X2, R(X) ∈ X2. This implies that each X ∈ X2 is
eventually periodic under the map R. Suppose X ∈ X2 is R-periodic, with
period p. Since R is poscritically finite outside φ(K(g)), Rp|X : X → X is
proper and each critical point inX has finite orbit. Thus Rp|X is conformally
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conjugate to z 7→ zd, where d = deg(Rp|X) ≥ 2 (see [DH1] Lemma 4.1
for a proof of this fact). It follows that for all X ∈ X2, the proper map
R|X : X → R(X) has only one possible critical point, which is eventually
mapped to a superattracting cycle. Base on these observations, we are now
ready to prove the uniqueness part of the theorem.
Suppose that R1 andR2 are two rational maps of degree d, both are hybrid
equivalent to g|U ′ and poscritically finite outside φ1(K(g)) and φ2(K(g)),
respectively. Here, φi is a hybrid conjugacy between g|U ′ and Ri, i = 1, 2.
We assume that V ′ is sufficiently close to K(g) such that φi is defined on U ′.
Then g|U ′ induces two restrictions Ri|φi(U ′), i = 1, 2 and a hybrid conjugacy
φ = φ2 ◦ φ−11 between them. One can construct a pair of quasi-conformal
maps ϕ0, ϕ1 : C→ C such that
a). ϕ0 ◦R1 = R2 ◦ ϕ1 on C.
b). ϕ0, ϕ1 are isotopic rel φ1(K(g)) ∪ PR1 and ϕ0|φ1(U ′) = ϕ1|φ1(U ′) =
φ|φ1(U ′).
c). ϕ0, ϕ1 are holomorphic and identical in a neighborhood N of all su-
perattracting cycles of R1 in C− φ1(K(g)).
Then there is a sequence of quasi-conformal maps {ϕn, n ≥ 0} such that
ϕn ◦R1 = R2 ◦ ϕn+1 and ϕn is isotopic to ϕn+1 rel R−n1 (φ1(U ′)∪ PR1 ∪N).
The quasi-conformal map ϕn satisfies ∂ϕn = 0 on φ1(K(g)) ∪ R−n1 (N).
The sequence {ϕn} has a limit quasi-conformal map ϕ = limϕn. Since the
Lebesgue measure of C− φ1(K(g)) ∪ R−n1 (N) tends to zero as n→∞, the
map ϕ satisfies ∂ϕ = 0 outside a zero measure set. It is in fact a holomorphic
conjugacy between R1 and R2. 
7.2. Herman-Siegel renormalization. In this section, we will discuss the
renormalizations of Herman rational maps.
Let (f, P ) be a Herman rational map. The decomposition procedure in
Section 3 yields finitely many f∗-cycles of S-pieces:
Sν 7→ f∗(Sν) 7→ · · · 7→ fpν−1∗ (Sν) 7→ fpν∗ (Sν) = Sν , 1 ≤ ν ≤ n,
where Sν is a representative of the ν-th cycle and pν is the period of Sν .
For i ∈ [1, n], let Vi = Si and Ui be the unique component of f−pi(Si)
parallel to Si. The triple (f
pi , Ui, Vi) can be considered as a renormalization
of (f, P ). In general, Ui is not contained in the interior of Vi (for example,
if some boundary curve γ of Vi is also a curve in Γ0, then γ is necessarily a
boundary curve of Ui). For this reason, we call (f
pi , Ui, Vi) a Herman-Siegel
(‘HS’ for short) renormalization of (f, P ).
We should show that deg(fpi |Ui) ≥ 2 for all i ∈ [1, n]. In fact, if Γ = ∅,
then all boundary curves of Ui are contained in Γ0 and Ui contains at least
one critical point of fpi |Ui . In this case, deg(fpi |Ui) ≥ 2. If Γ 6= ∅, then it
follows from Theorem 5.2 that λ(Γ, f) < 1. We conclude from Lemma 3.7
that deg(fpi |Ui) ≥ 2.
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The filled Julia setKi and Julia set Ji of the HS renormalization (f
pi , Ui, Vi)
are defined as follows:
Ki = ∩k≥0(fpi |Ui)−k(Ui), Ji = Ki ∩ J(f).
Note that ∂Ki is not a reasonable definition of the Julia set because ∂Ki
may contain a curve in Γ0. One may check that Ki is connected. Moreover,
Ji = ∂Ki if and only if ∂(Vi) ∩ Γ0 = ∅ (in this case, Ki is contained in the
interior of Vi). We say that (f
pi , Ui, Vi) is hybrid equivalent to a rational
map R, if there is a quasi-conformal map φ defined in an open set Ni such
that
a). Ki \ ∂Ui ⊂ Ni ⊂ Ui;
b). ∂φ = 0 on Ki \ ∂Ui;
c). φ ◦ fpi = R ◦ φ in (fpi |Ui)−1(Ni) ∩Ni.
Theorem 7.3 (Herman-Siegel renormalization). Let (f, P ) be a Herman ra-
tional map and (fpi , Ui, Vi), i ∈ [1, n] be all the HS renormalizations defined
above. Then
1. For each i ∈ [1, n], the HS renormalization (fpi , Ui, Vi) is hybrid equiv-
alent to a rational map Ri of degree deg(f
pi |Ui) which is postcritically finite
outside φ(Ki). Here φ is the hybrid conjugacy. Such Ri is unique up to
Mo¨bius conjugation.
2. The Julia set J(f) has zero Lebesgue measure (resp. carries no in-
variant line fields) if and only if for each i ∈ [1, n], the Julia set Ji has zero
Lebesgue measure(resp. carries no invariant line fields).
Here, we say a rational map f carries an invariant line field if there is
a measurable Beltrami differential µ = µ(z)dz¯/dz supported on a measur-
able subset E ⊂ J(f) such that E has positive measure and f∗µ = µ a.e.
(here, f∗µ := µ(f(w))f
′(w)dw¯
f(w)dw ). The definition can be generalized to f
pi |Ui
similarly.
The proof of the first statement is essentially the same as that of Theo-
rem 7.1, and the straightening map Ri is either a Siegel rational map or a
Thurston rational map. We omit the details here. The proof of the second
statement is based on the following ( [Mc2], Theorem 3.9):
Theorem 7.4 (Ergodic or attracting). Let f be a rational map of degree at
least two, then either
• J(f) = C and the action of f on C is ergodic, or
• the spherical distance d(fn(z), Pf ) → 0 for almost every z ∈ J(f) as
n→∞.
Proof of 2 of Theorem 7.3. Let Eess ⊂ E be the collection of all E-pieces
(defined in Section 3) that are parallel to the S-pieces. Each element E ∈
E \ Eess contains at most one point in the postcritical set Pf . Moreover, the
boundary of E is contained in the Fatou set F (f).
We can define an itinerary map by:
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iter :
{
J(f)→ EN,
z 7→ (E0(z), E1(z), E2(z), · · · ).
where Ek(z) is the unique E-piece containing fk(z).
Given a point z ∈ J(f) with itinerary iter(z) = (E0(z), E1(z), E2(z), · · · ),
one can verify that z ∈ ∪k≥0f−k(J1∪· · ·∪Jn) if and only if there is an integer
N (depending on z) such that for all k ≥ N , Ek(z) ∈ Eess. Moreover, the
set ∪k≥0f−k(J1 ∪ · · · ∪ Jn) contains all the boundaries of rotation domains,
together with their preimages.
This implies that if z ∈ J(f)− ∪k≥0f−k(J1 ∪ · · · ∪ Jn), then there exists
a sequence of integers {nj ; j ≥ 1} such that Enj (z) ∈ E \ Eess for all j ≥ 1.
By passing to a subsequence, we assume {Enj (z); j ≥ 1} satisfies either of
the following three properties:
1. Enj (z) ∩ Pf = ∅ for all j ≥ 1.
2. For all j ≥ 1, Enj (z)∩Pf 6= ∅ and Enj (z) contains a point in Pf . This
point is contained either in the Fatou set or in the grand orbit of a repelling
cycle.
3. For all j ≥ 1, Enj (z) ∩ Pf 6= ∅ and Enj (z) contains a point in Pf and
the forward orbit of this point accumulates on P ′f ∩ J(f), where P ′f is the
accumulation set of the postcritical set Pf .
In the first two cases, one may easily check that lim sup d(fn(z), Pf ) > 0.
In the last case, the set {Enj (z); j ≥ 1} can be rewritten as {E1, · · · , Em},
which is a finite subset of E \ Eess. Note that each Ek is contained in a disk
component or an annular component of ∪S−∪Eess, there is an integer M > 0
such that f−M (E1∪· · ·∪Em)∩Pf = ∅. If lim sup d(fn(z), Pf ) = 0, then there
exists a sequence of integers {`j} such that d(f `j (z), (E1∪· · ·∪Em)∩Pf )→ 0
as j → ∞. It follows that f `j−M (z) ∈ f−M (E1 ∪ · · · ∪ Em) for all large j.
Since the boundary of each component of f−M (E1 ∪ · · · ∪Em) is contained
in the grand orbits of the Herman rings of f , there is a number (z) > 0
such that d(f `j−M (z), Pf ) ≥ (z) for all large j. But this contradicts the
assumption that lim sup d(fn(z), Pf ) = 0. So in this case, we also have
lim sup d(fn(z), Pf ) > 0.
Thus, for any z ∈ J(f)− ∪k≥0f−k(J1 ∪ · · · ∪ Jn), we have
lim sup d(fn(z), Pf ) > 0.
It follows from Theorem 7.4 that the Lebesgue measure of J(f)−∪k≥0f−k(J1∪
· · · ∪Jn) is zero. This means Leb(J(f)) = 0 if and only if for each k ∈ [1, n],
Leb(Jk) = 0 (here, we use Leb to denote the Lebesgue measure).
Suppose that J(f) carries an invariant line field. That is, there is a
measurable Beltrami differential µ supported on a positive measure subset
E of J(f) such that f∗µ = µ a.e, and |µ| = 1 on E. Let µk = µ|Jk for
k ∈ [1, n]. It follows from the above argument that there exists ` ∈ [1, n]
with Leb(J` ∩E) > 0. Then the relation (fp` |U`)∗µ` = µ` implies that µ` is
an invariant line field of fp` |U` . Conversely, suppose that µ` is an invariant
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line field of fp` |U` , then the Beltrami differential defined by
µ = µ` +
∑
k≥0
((fk+1)∗µ` − (fk)∗µ`)
is an invariant line field of f . 
7.3. Proof of Theorem 2.9. First, we need some lemmas.
Lemma 7.5 (Q.c-equivalence implies q.c-conjugacy). Let (f, P ) and (g,Q)
be two HST rational maps. If (f, P ) and (g,Q) are q.c-equivalent via a pair
of quasi-conformal maps (φ0, φ1), then there is a quasi-conformal map φ,
holomorphic in the Fatou set F (f) (probably empty), such that φf = gφ.
Proof. We first deal with the case J(f) = C. In that case, (f, P ) is post-
critically finite. If (f, P ) is not a Latte`s map, then (f, P ) and (g,Q) are
Mo¨bius conjugate by Thurston’s theorem. If (f, P ) is a Latte`s map, then
there is a sequence of quasiconformal maps φk such that φkf = gφk+1 and
φk is isotopic to φk+1 rel f
−k(P ). Since all φk have bounded dilatations and
∪k≥0f−k(P ) = J(f) = C, the sequence φk converges to a quasi-conformal
map which is in fact a conjugacy between (f, P ) and (g,Q).
In the following, we assume J(f) 6= C. By the definition of q.c-equivalence,
φ0 and φ1 are holomorphic and identical in the union of all rotation domains
Rf of f (if any). If f has a superattracting cycle z0 7→ z1 7→ · · · 7→ zp−1 7→
zp = z0, then we can modify φ0 and φ1 such that they are holomorphic and
identical near the cycle. The modification is as follows:
First, note that for any 0 ≤ i < p, φ0(zi)(= φ1(zi)) is a superattracting
point of g. We can choose a neighborhood Ui of zi (resp. Vi of φ0(zi)),
a Bo¨ttcher coordinate Bfi : Ui → D (resp. Bgi : Vi → D), such that the
following diagram commutes:
Ui
Bfi //
f

D
z 7→zdi

Vi
Bgioo
g

Ui+1
Bfi+1
// D Vi+1
Bgi+1
oo
where di is the local degree of f at zi. By suitable choices of the neigh-
borhoods Ui and the Bo¨ttcher coordinates, we may assume that φ0 and φ1
satisfy φ0|Ui = φ1|Ui = (Bgi )−1 ◦ Bfi . A suitable modification elsewhere
guarantees φ0f = gφ1.
In this way, φ0 and φ1 can be made holomorphic in a neighborhood NSA
of all superattracting cycles of f (if any). Then we construct a sequence
of q.c maps {φk; k ≥ 0} by φkf = gφk+1 so that φk is isotopic to φk+1 rel
f−k(P ∪NSA). Since ∪k≥0f−k(P ∪NSA) = C, the sequence φk has a unique
limit φ, holomorphic in ∪k≥0f−k(Rf ∪NSA) = F (f), as required. 
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Now let M1(J(f), f) be the space of invariant line fields carried by (f, P )
(we define M1(J(f), f) to be {0dz/dz} if (f, P ) carries no invariant line
field). It’s known from McMullen and Sullivan [McS] that M1(J(f), f) is
either a single point or a finite-dimensional polydisk. From Lemma 7.5, we
have immediately:
Lemma 7.6. Mqc(f, P ) ∼= M1(J(f), f).
Proof. By Lemma 7.5, Mqc(f, P ) is the space of all rational maps (up to
Mo¨bius conjugation) q.c-conjugate to (f, P ). Moreover, each element of
Mqc(f, P ) corresponds to a unique quasiconformal map φ up to post-composition
a Mo¨bius map so that φ is holomorphic in the Fatou set F (f). This induces
a unique Beltrami differential µφ ∈ M1(J(f), f). The converse is immedi-
ate. 
Proof of Theorem 2.9. Let (f, P ) be a Herman rational map and (fpi , Ui, Vi), i ∈
[1, n] be all its HS renormalizations defined in Theorem 7.3, whose straight-
ening maps are denoted by (hi, Pi) respectively. We may renumber them so
that (hi, Pi)1≤i≤m are Siegel rational maps and the rest are Thurston ratio-
nal maps. Let M1(Ji, f
pi |Ui) be the space of invariant line fields carried by
(fpi , Ui, Vi). By Theorem 7.3, we have M1(Ji, f
pi |Ui) ∼= M1(J(hi), hi). By
Lemma 3.7, none of (hi, Pi)m<i≤n is a Latte`s map, thus M1(J(hi), hi) is a
singleton. To prove Theorem 2.9, it suffices to show
M1(J(f), f) ∼= M1(J1, fp1 |U1)× · · · ×M1(Jm, fpm |Um).
We define Φ : M1(J(f), f) → M1(J1, fp1 |U1) × · · · ×M1(Jm, fpm |Um) by
Φ(µ) = (µ|J1 , · · · , µ|Jm). Its inverse is given by
Φ−1(µ1, · · · , µm) =
∑
1≤`≤m
(
µ` +
∑
k≥0
((fk+1)∗µ` − (fk)∗µ`)
)
.
Thus Φ is a isomorphism. 
8. Corollaries
In this section, we shall prove Theorems 2.10 and 2.11.
Proof of Theorem 2.10. Let (f, P ) be an unobstructed Herman map. By
Theorem 2.7, there are finitely many unobstructed Siegel maps and Thurston
maps, say (hk, Pk)1≤k≤n, such that the rational realization of (f, P ) de-
pends on that of (hk, Pk)1≤k≤n. We may renumber them so that the first
m maps are Siegel maps and the rest are Thurston maps. The decomposi-
tion procedure implies that m ≤ nRD(f)+2nRA(f). By Lemma 3.7, none of
(hk, Pk)m<k≤n has an orbifold with signature (2, 2, 2, 2). Thus by Thurston’s
theorem, all (hk, Pk)m<k≤n have rational realizations. The rational realiza-
tion of (f, P ) actually depends on that of (hk, Pk)1≤k≤m. 
To prove Theorem 2.11, we need the following
Theorem 8.1 (Characterization of Siegel disk, [Z2]). Let (S,Z) be a Siegel
map. Suppose that (S,Z) has only one fixed rotation disk D of bounded type
A DECOMPOSITION THEOREM 50
rotation number and Z \D is a finite set. Then (S,Z) is c-equivalent to a
rational function (R,Q) if and only if (S,Z) has no Thurston obstructions.
The rational function (R,Q) is unique up to Mo¨bius conjugation.
Proof of Theorem 2.11. We may assume that (f, P ) is unobstructed. By
Theorem 2.10, there are two Siegel maps (h1, P1), (h2, P2) such that the
rational realization of (f, P ) depends on that of (h1, P1), (h2, P2). Each of
(hk, Pk) has only one fixed rotation diskDk of bounded type rotation number
and Pk \Dk is a finite set. By Theorem 8.1 and Theorem 2.10, (f, P ) has
an rational realization. The converse follows from Theorem 5.2.
The rigidity part: Note that any two rational realizations of (f, P ) are
c-equivalent. It’s known in [Z1] that for any rational map, the boundary
of a Siegel disk with bounded type rotation number is a quasi-circle. This
implies any two rational realizations of (f, P ) can be made q.c-equivalent.
So Mtop(f, P ) ∼= Mqc(f, P ). It follows from Theorems 2.9 and 8.1 that
Mqc(f, P ) is a singleton. So dose Mtop(f, P ). 
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