Abstract-Mobile traffic modeling and forecasting are the key techniques in terms of network optimization and management because better network management can be achieved through improving the forecasting accuracy. While mobile traffic has been studied extensively and proved to be effectively modeled with ARIMA models, the volatility effect in mobile traffic series that results in forecasting errors was seldom mentioned. In this study, a multiplicative seasonal ARIMA/GARCH building procedure is proposed to show that volatility effect appearing in mobile traffic series can be processed by GARCH models. Our proposed procedure combines several evaluating parameters such as Akaike Information Criterion (AIC), Schwarz Criterion (SIC), forecast performance evaluation information and residual correlogram to find out the most suitable model, based on which descriptive statistics are used to get the final choice. This work indicates that the mobile traffic series can be better modeled and forecasted by applying GARCH models based on a multiplicative seasonal ARIMA.
INTRODUCTION
Mobile technologies have a long development history of several decades, since the first mobile phone which can only make and receive phone calls, until now that a mobile phone can fulfil not only basic functions like calls, messages, webs, locations, emails services, but also advanced functions such as multimedia services like online HD music, online HD videos, as well as real-time game playing. Besides, with the appearance of LTE technologies, voip services are getting more and more popular and even are preferred than traditional calls and messages in many situations. With the explosive growth of the number of users, the competition between service providers becomes more and more violent, which require new technologies and optimized network infrastructure to ensure the best quality of service. As a result, traffic forecasting is a key factor and an efficient tool in achieving better network management and optimization.
Traffic modeling and forecasting has been studied for years through statistical procedure that based on Box-Jenkins method like ARIMA and GARCH models. These models have been applied and proved to be useful in modeling and forecasting time series in different areas like short-time traffic flow in [1] , day-ahead electricity prices in [2] , etc. For internet traffic, ARIMA models were used to model and predict the network flow data series by several researchers such as Li et al. [3] and Chen et al. [4] . Besides, Zhou et al. [5] figured out that conditional variance property of GARCH processes can capture and explain burstiness that causes network traffic behavior self-similarity and long range dependence (LRD). In addition, ARIMA/GARCH was proposed to predict internet traffic and showed better results compared with Minimum Mean Square Average (MMSE) and Fractional ARIMA (FARIMA). After that, based on RMSE criterion, Kim et al. [6] indicated that seasonal AR-GARCH outperformed seasonal ARIMA in predicting internet traffic. In terms of modeling and predicting mobile communication traffic, seasonal ARIMA models were presented by Shu et al. in [7] , Guo et al. in [8] and Miao et al. in [9] . However, volatility characteristics in mobile traffic series were not considered in these studies that may result in loss of efficiency. In our prior study [10] , an ARIMA/GARCH combination model was built to deal with EVN mobile traffic data of Vietnam Electricity, in which volatility was found but has an insignificant impact to the forecasting results. Therefore, even the estimate criteria evaluation showed that the chosen ARIMA/GARCH combination model was a better choice compared with the ARIMA, forecasting performance evaluation did not.
In this study, we collect a mobile traffic series during the New Year period in which the volatility is supposed to have a significant impact. By making important modifications to the former procedure, we proposed a novel procedure to build a multiplicative seasonal ARIMA/GARCH method to model and forecast mobile communication traffic data. A multiplicative seasonal ARIMA is firstly constructed to capture the conditional mean of the series. However, in ARIMA models, because the variance is assumed to be constant while in practice the non-constant variance should be considered, we implement the heteroskedasticity tests on the residuals to show that the volatility clustering does appear in the series. Hence, a GARCH model is applied to deal with the conditional heteroskedasticity based on the achieved ARIMA model. We proposed to make use of several essential criteria combination and multi-level validations to improve the accuracy of choosing model. Following our proposed procedure, a multiplicative seasonal ARIMA/GARCH-M is introduced and the results indicate that this combination model outperforms ARIMA model in term of forecast performance.
The rest of this paper is organized as follow. Section II introduces multiplicative seasonal ARIMA/GARCH models.
The proposed procedure to build the ARIMA/GARCH combination model is presented in section III. In section IV, experimental results and performance evaluation are discussed. Finally, the work is concluded in section V.
II. MULTIPLICATIVE SEASONAL ARIMA/GARCHMODELS OVERVIEW
The description of a multiplicative seasonal ARIMA model can be derived from [7] as in (1) .
Where B is the backward-shift operator,  is the differencing operator, Xt is an ARIMA process, at is a white noise WN(0,2) with zero mean and variance 2. p(B), P(Bs), q(B), Q(Bs) are polinomials in B and Bs of degrees p, P, q and Q respectively. In which, p, P, q and Q are added to distinguish the orders of the various operators.
And similar in case there are two periodicities s1 and s2:
We define:
then (2) can be rewritten as:
The multiplicative process is then written in the form of
The conditional variance 2 of at is then processed by a GARCH(u,v) process [5] [11] [12] , which is given by (5) in our case.
Where
GARCH model can be extended to allow the conditional variance to affect the mean. This extended model is defined as GARCH-M in [13] , and can be expressed asin
In addition to the standard GARCH model, several other variance models include TARCH [14] , EGARCH [15] and PARCH [16] are also introduced and can be applied to time series data analysis.
III. A PROPOSED PROCEDURE TO BUILD A MULTIPLICATIVE SEASONAL ARIMA/GARCH MODEL
In this work, a procedure to model and forecast mobile communication traffic using ARIMA/GARCH combination model is proposed. Based on the 4 basic steps of building ARMA models, GARCH models building steps are added together with several restrictions to make the proposed procedure more convinced. The details are described in the flow chart of Figure 1 which includes the following ten steps:
(1) Implement spectrum analysis to find out the seasonal factor s exists in the series.
(2) Identify whether the series is stationary or not, then determine the order of non-seasonal differencing d and seasonal differencing D needed to make the series stationary.
(3) ARIMA model identification is implemented to find out p, q, P and Q. 
The main distributions of this study lie in steps 5, 8 and 9. Normally, the fitted model is chosen only based on the estimation criteria i.e. AIC and BIC. However, the validation steps in our work also consider in-sample forecast parameters evaluation, and residual correlogram diagnostics to find out the suitable models. Correlogram diagnostics which show the serial correlation through displaying autocorrelation and partial autocorrelation functions become important in this case. In step 5, the residual correlogram has to be as closed to white noise as possible. Otherwise, the correlogram of residual squared must be white noise in step 8. In addition, the most suitable model is chosen by in-sample forecast descriptive statistics comparison in step 9. In this proposed procedure, by using multiple validation levels, the accuracy in choosing fitted model is improved.
IV. EXPERIMENTAL RESULTS AND PERFORMANCE EVALUATION

A. Data Sources and Tools
The mobile communication data used in this experiment is the 2G/3G traffic collected from Mobifone, which is one of the best mobile communication network service providers in Vietnam. The data series is hourly recorded in MSC Hanoi from December 9th, 2015 till January 8th, 2016. This 31-day series include 744 observations in total. In our work, 30-day 720 observations are used as the training data, and the 31st day 24 observations are used to compare with the forecasted values.
These data is processed using Eviews 9.0, which is a useful tool in time series analysis.
B. Experimental Results and Evaluation
The proposed procedure is applied for 720-observation mobifone traffic series as mentioned above. The series include more than 4-week data points. By spectrum analysis as discussed in [7] , the two periods of s1 = 24, i.e. a day and s2 = 168, i.e. a week in mobifone traffic series are found.
The series is stationary after taking the 1st order difference, i.e. d = 1, and a seasonal difference, i.e. D = 1 as our experience. In the next section of our procedure which includes steps 3, 4 and 5, the ARIMA model is formed by several strict verifications. In this way, not only AIC and SIC included in the model identification step that take effect, but also the residual correlogram as well as the forecast performance information by the models are considered.
The chosen model must be the harmonious combination of the satisfaction for all of these parameters' constraint conditions. In this case, the comparisons are made among the estimated models. The parameters of the two best models are listed in Table 1 .
In Table 1 , the smaller AIC and BIC of the first model show better results compare to second model in term of estimated criterions.
Besides, the forecast performance information includes Root Mean Square Error (RMSE), Mean Absolute Error (MAE) as well as Theil Inequality Coefficient (TIC), Bias
Proportion, Variance Proportion and Covariance Proportion that are defined as in (7), (8) and (9).
Where, y , y are actual and forecasted values in period t, j = T+1, T+2, … T+h is forecast sample. 
Where, ∑ y h ⁄ , y , s , s are the means and (biased) standard deviation ofy and y; and r is the correlation between y and y.
The bias proportion as in (10) is the difference between the mean of the forecast and the mean of the actual series. On the other hands, the variance proportion as in (11) is the difference between the variation of the forecast and the variation of the actual series. The covariance proportion as in (12) measures the remaining unsystematic forecasting errors. These three parameters add up to one. The results in Table 1 show that the variance proportions of the two models are the same. However, bias proportion and covariance proportion of the second model show better results than the first model. Finally, the decision is made based on the diagnostic of residual correlogram which needed to be white noise or as closed to white noise as possible. In this case, the significant peaks of -0.164 and -0.212 at ACF and PACF of the first model (Table 2) GARCH models are now used to estimate the conditional variance for the errors of the obtained ARIMA model. Again, the constraints of choosing ARIMA model are now applied in this section. The model is chosen based on AIC, SIC, insample forecast parameters and residual correlogram. The comparisons again are made among the estimated models, and the best results are listed in Table 3 .
All of these models have the relatively good results of estimate and forecast performance parameters and meet the requirements of white noise in the correlogram of residual
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squared. The comparisons of differences between actual and in-sample forecast descriptive statistics values are now made for these combination models. The comparative results achieved by these models are now compared to those results achieved by ARIMA(4,1,2)x(0,1,1)24x(0,0,1)168 model.
In this case, GARCH(1,1)-M is chosen due to outperforming ARIMA in most of descriptive statistics that listed in Table 4 . The out-of-sample forecast is now implemented for both achieved ARIMA model and ARIMA/GARCH model to confirm our choice. Figure 4 and Figure 5 clearly indicate that ARIMA/GARCH outperforms ARIMA model in out-ofsample forecasting of this mobile communication traffic series. This means that GARCH model is capable to process well the volatility in the series, while ARIMA model still meets the problem of heteroskedasticity, so the out-of-sample forecast values do not fit well to the actual values. This out-of-sample forecast result is an evidence to prove that our proposed procedure can work well in order to build an ARIMA/GARCH model that outperforms ARIMA in term of capture and forecast mobile communication traffic data. In this study, we improved our earlier research and proposed a novel procedure to build an ARIMA/GARCH model to fit and forecast mobile communication traffic. Based on Box-Jenkin method, a series of constraints include AIC, SIC, in-sample forecast performance evaluation as well as residual correlogram diagnostics are applied to strictly examine models in order to firstly find the most suitable ARIMA model. GARCH models are then applied to deal with the volatility found in the series based on the achieved ARIMA model. In this step, AIC, SIC, in-sample-forecast performance evaluation parameters are deployed again, together with correlogram of residual squared. Finally, we figured out that descriptive statistics of the series can be used as a good tool to find out the best ARIMA/GARCH combination model which outperforms ARIMA model with the proof of out-of-sample forecast.
By applying our proposed procedure to the training data of mobifone 30-day hourly traffic series which has a significant impact of volatility, an ARIMA/GARCH-M model is found to be the best one in modeling and forecast our mobile communication traffic data after processing the 31st day outof-sample forecast results. The achieved ARIMA/GARCH-M model shows a better result compared with ARIMA model, leading to the fact that our proposed procedure is feasible in modeling and forecasting mobile communication traffic data.
