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OPTIMAL RECOVERY OF MAHALANOBIS DISTANCE IN
HIGH DIMENSION
MATAN GAVISH, RONEN TALMON, PEI-CHUN SU, AND HAU-TIENG WU
Abstract. In this paper, we study the problem of Mahalanobis distance es-
timation from high-dimensional noisy data. By relying on recent transforma-
tive results in covariance matrix estimation, we demonstrate the sensitivity of
MD to measurement noise, determining the exact asymptotic signal-to-noise
ratio at which MD fails, and quantifying its performance otherwise. In addi-
tion, for an appropriate loss function, we propose an asymptotically optimal
shrinker, which is shown to be beneficial over the classical implementation of
the MD, both analytically and in simulations.
1. INTRODUCTION
High-dimensional datasets encountered in modern science often exhibit nonlinear
lower-dimensional structures. Efforts to uncover such low-dimensional structures re-
volve around the discovery of meaningful measures of pairwise discrepancy between
data points [22, 16, 3, 4]. In the so-called metric design problem, the data ana-
lyst aims to find a useful metric representing the relationship between data points
embedded in high-dimensional space. In this paper, we study the Mahalanobis Dis-
tance (MD) – a popular, and arguably the first, method for metric design [12, 14].
MD was originally proposed in 1936 with the classical low-dimensional setting in
mind, namely, for the case where the ambient dimension p is much larger than the
dataset size n.
Interestingly, due to its useful statistical and invariance properties, MD became
the basis of several geometric data analysis [28, 23, 26] and manifold learning [17, 20]
techniques aimed specifically at the high-dimensional regime p  n. It was recently
shown that MD is also implicitly used in the seminal Locally Linear Embedding
algorithm [16], when the barycenter step is properly expressed [25, (2.17)].
As the number of dimensions in typical data analysis applications continues to
grow, it becomes increasingly crucial to understand the behavior of MD, as well
as other metric design algorithms, in the high-dimensional regime p  n. At a
first glance, it might seem that this regime poses little more than a computational
inconvenience for metric design using MD. Indeed, it is easy to show that in the
absence of measurement noise, MD cares little about the increase in the ambient
dimension p.
This paper calls attention to the following key observation. In the high-dimensional
regime n  p, in the presence of ambient measurement noise, a new phenomenon
emerges, which introduces nontrivial effects on the performance of MD. Depending
on the noise level, in the high-dimensional regime, MD may be adversarially affected
or even fail completely. Clearly, the assumption of measurement noise cannot be
realistically excluded, and yet, to the best of our knowledge, this phenomenon has
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not been previously fully studied. A first step in this direction was taken in [5],
with the calculation of the distribution of MD under specific assumptions.
Let us describe this key phenomenon informally at first. The computation of
MD involves estimation of the inverse covariance matrix, or precision matrix, cor-
responding to the data at hand. Classically, the estimation relies on the sample
covariance, which is inverted using the Moore-Penrose pseudo-inverse. It is well-
known that, in the regime n  p, the sample covariance matrix is a poor estimator of
the underlying covariance matrix. Indeed, advances in random matrix theory from
the last decade imply that the eigenvalues and eigenvectors of the sample covariance
matrix are inconsistent, namely, do not converge to the corresponding eigenvalues
and eigenvectors of the underlying covariance matrix [15, 7]. Importantly, such
inconsistencies in small eigenvalues, which lead to inaccurate covariance matrix
estimation, become immense when applying the Moore-Penrose pseudo-inverse.
In this paper, we study this problem and propose a remedy. By relying on
formal existing results in covariance matrix estimation, we measure the sensitivity
of MD to measurement noise. Under the assumption that the data lie on a low-
dimensional linear subspace or manifold in the ambient space Rp and that the
measurement noise is white Gaussian, we are able to determine the exact asymptotic
signal-to-noise ratio at which MD fails, and quantify its performance otherwise. In
addition, it has been known since the 1970’s [19] that by shrinking the sample
covariance eigenvalues one can significantly mitigate the noise effects and improve
the covariance estimation in high-dimensions. We formulate the classical MD as a
particular choice of shrinkage estimator for the eigenvalues of the sample covariance.
Building on recent results in high-dimensional covariance estimation, including the
general theory in [6] and a special case with application in random tomography [18,
Section 4.4], we find an asymptotically optimal shrinker, which is beneficial over the
classical implementation of the MD, whenever MD is computed from noisy high-
dimensional data. We show that under a suitable choice of a loss function for the
estimation of MD, our shrinker is the unique asymptotically optimal shrinker; the
improvement in asymptotic loss it offers over the classical MD is calculated exactly.
While the present paper focuses on MD, we posit that the same phenomenon
holds much more broadly and in fact affects several widely-used manifold learning
and metric learning algorithms. In this regard, the present paper seeks to highlight
the fact that manifold learning and metric learning algorithms will not perform
as predicted by the noiseless theory in high dimensions, and may fail completely
beyond a certain noise level.
2. PROBLEM SETUP
2.1. Signal Model. Consider a point cloud in Rp supported on a d-dimensional
linear subspace, where d ≤ p. For example, we may assume that we are sampling
locally from a d-dimensional embedded submanifold of Rp, in which case the lin-
ear subspace is a specific tangent space to the manifold. Assuming the standard
Gaussian model, we may assume that the point cloud is sampled independently and
identically (i.i.d.) from
X ∼ N (µ,ΣX) ∈ Rp ,
where ΣX is the population covariance matrix and its rank is equal to d. The
MD between an arbitrary point z ∈ Rp and the underlying signal distribution X is
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defined by
(1) d2
Σ†X
(z, X) = (z− µ)>Σ†X(z− µ),
where † denotes the Moore-Penrose pseudo-inverse. Note that since ΣX is semi-
positive definite, by the Cholesky decomposition, we have Σ†X = WW
>, where
W ∈ Rp×d. Hence
d2
Σ†X
(z, X) = (z− µ)>(WW>)(z− µ) = ‖W>(z− µ)‖2Rp ,
which indicates that geometrically, MD evaluates the relationship between z and
X by a proper linear transform. A primary merit of MD for manifold learning
stems from the invariance of rotation and rescaling. To see this property, consider
a random variable X˜ = cAX, where c ∈ R and A ∈ O(p), where O(p) denotes
the group of p-by-p orthogonal matrices. We know that its population covariance
matrix is
(2) ΣX˜ = c
2AΣXA
>
and its population mean is also rotated and rescaled to µ˜ = cAµ. If z˜ = cAz, then
the MD between z˜ and X˜ is
d2
Σ†
X˜
(z˜, X˜) = (cA(z− µ))>Σ†Z(cA(z− µ))
= (z− µ)>Σ†X(z− µ) = d2Σ†X (z, X) ,(3)
demonstrating the invariance.
Suppose that the samples of X, which we refer to as the signal, are not directly
observable. Instead, the observed data consist of samples from the random variable
Y = X + σξ ,
where ξ ∼ N (0, Ip) is Gaussian measurement noise, which we assume for simplicity
to be white, independent of X, and 0 ≤ σ < ∞. Assume that y1, . . . ,yn iid∼ Y is
a sample of n data points. Since ΣX is unknown, the quantity dΣ†X
(z, X), or Σ†X
in (1), must be estimated from the (noisy) data. For simplicity of exposition, we
assume that µ and σ are known; these assumptions can easily be removed.
2.2. A Class of Estimators and a Loss Function. For any p-by-p matrix Mn
estimated from y1, . . . ,yn, consider the estimator for MD
(4) d2Mn(z, X) = (z− µ)>Mn(z− µ) .
In order to quantitatively measure the performance of any MD estimator dMn(z, X),
it is useful to introduce a loss function. For any estimator of the form (4), the
absolute value of the estimation error with respect to the true value (1) is∣∣∣d2ΣX (z, X)− d2Mn(z, X))∣∣∣
=
∣∣∣(z− µ)>[Σ†X −Mn](z− µ)∣∣∣ .
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As the test vector z is arbitrary, it is natural to consider the worst case, and define
the loss of Mn at the (unknown) underlying low-dimensional covariance ΣX by
Ln(Mn|ΣX) := sup
‖yi‖Rp=1
∣∣∣(z− µ)>[Σ†X −Mn](z− µ)∣∣∣
= ‖Σ†X −Mn‖op ,(5)
where ‖·‖op is the matrix operator norm. To keep the notation light, the dependence
of Ln on µ and σ as well as the dependence of Mn on the sample y1, . . . ,yn are
implicit.
2.3. Shrinkage Estimators. Consider matrices of the form Mηn := η(Sn), where
η : [0,∞) → [0,∞) and Sn is the sample covariance. We call Mηn the shrinkage
estimator of Σ†X with η. A typical example is the classical MD estimator, which is
a shrinkage estimator with η = ηclassicalσ , where
(6) ηclassicalσ (α) =
{
1/(α− σ2) α > σ2
0 α ≤ σ2 .
From [12], in the traditional setup when the dimension p is fixed and n → ∞, the
classical MD estimator obtains zero loss asymptotically.
Theorem 1. Let p be fixed independently of n. Then
lim
n→∞Ln(η
classical
σ (Sn)|ΣX) = 0 .
Proof. Since it is well known that (Sn − σ2Ip) → ΣX as n → ∞, substituting Mn
with ηclassicalσ (Sn) in (5) and taking limit with n→∞ complete the proof. 
When p grows with n, such that p = pn →∞ with pn/n→ β > 0, the situation
is quite different. It is known that, in this situation, the sample covariance matrix
is an inconsistent estimate of the population covariance matrix [8], and Theorem 1
might not hold; that is, the classical MD might not be optimal. The following
questions naturally arise when β > 0:
(1) Is there an optimal shrinkage estimator with respect to the loss Ln(η|·)?
(2) How does the optimal loss compare with the loss Ln(η
classical
σ |·)?
In the sequel, we attempt to answer these questions.
3. OPTIMAL SHRINKAGE FOR MAHALANOBIS DISTANCE
To formally capture the low-dimensional structure assumption, consider the fol-
lowing model, based on Johnstone’s Spike Covariance Model [7]. Without loss of
generality, we set the noise level σ = 1 and will discuss the general case subse-
quently.
Assumption 1 (Asymptotic(β)). The number of variables p = pn grows with the
number of observations n, such that p/n→ β as n→∞, for 0 < β ≤ 1.
Assumption 2 (Spiked model). Suppose ΣX = ΣY − σ2Ip with the eigendecom-
postion:
(7) ΣX = U
[
Σd 0
0 0p−d
]
U> ∈ Rp×p ,
where d ≥ 0, Σd = diag(`1, · · · `d) is a d × d matrix whose diagonal consists of
d spikes `1 > · · · > `d > 0, which are fixed and independent of p and n, and the
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off-diagonal elements are set to zero. For completeness, denote `d+1 = . . . = `p = 0.
Note that we assume that all spikes are simple. When d = 0, it is the null case.
Denote the eigendecompostion of Sn as
(8) Sn = Vndiag(λ1,n, . . . , λp,n)V
>
n ∈ Rp×p,
where λ1,n ≥ . . . λp,n ≥ 0 are the empirical eigenvalues and Vn ∈ O(p) is the
matrix, whose columns are the empirical eigenvectors vi,n ∈ Rp, i = 1, . . . , p. Under
Assumption 1 and Assumption 2, results collected from [13, 1, 2, 15, 6] imply three
important facts about the sample covariance matrix Sn.
(1) Eigenvalue spread. Suppose Assumption 1 holds and consider the null case
where Σd = 0. As n → ∞, the spread of the empirical eigenvalues λi,n
converges to a continuous distribution called the “Marcenko-Pastur” law
[13],
(9)
√
(λ+ − x)(x− λ−)
2piβx
1[λ−,λ+]dx ,
where λ+ = (1 +
√
β)2 and λ− = (1−
√
β)2 are the limiting bulk edges.
(2) Top eigenvalue bias. Suppose Assumption 1 and Assumption 2 hold. For
1 ≤ i ≤ d, the empirical eigenvalues
λi,n
a.s.−−→ λ(`i) =: λi
as n→∞ , where
(10) λ(α) =
{
1 + α+ β + βα α > `+
(1 +
√
β)2 0 ≤ α ≤ `+
is defined on α ∈ [0,∞) and `+ :=
√
β. For d+ 1 ≤ i ≤ p, since `i = 0 the
empirical eigenvalues λi,n follow the Marcenko-Pastur law (9).
(3) Top eigenvector inconsistency. Suppose Assumption 1 and Assumption 2
hold. Let ci,n and si,n be the cosine and sine value of the angel between
the i-th population eigenvector and the i-th empirical eigenvector after
properly flipping the sign of each empirical eigenvector. Note that there
exists a sequence of Rn ∈ O(p) so that RnVn converges almost surely (a.s.)
to V ∈ O(p). In the following we assume that the empirical eigenvectors
have been properly rotated. It is known that when n→∞, ci,n a.s.−−→ c(`i)
and si,n
a.s.−−→ s(`i), where
(11) c(α) =
{√
α2−β
α2+βα α > `+
0 0 ≤ α ≤ `+ ,
and
(12) s(α) =
√
1− c2(α)
are defined on α ∈ [0,∞).
The above three properties imply that the classical MD may not be the best
estimator. Inspired by [6], we may “correct” the biased eigenvalues to improve the
estimation. Denote the asymptotic loss function by
(13) L∞(η|`1, . . . , `d) := lim
n→∞Ln(M
η
n |Σ†X) ,
assuming the limit exists.
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To find a shrinkage estimator η that minimizes L∞(η|`1, . . . , `d), it is natural to
construct the estimator by recovering the spikes `i using the biased eigenvalues λi.
From the inversion of (10), recalling that `+ =
√
β, we can define
(14) `(α) :=
α+ 1− β +√(α+ 1− β)2 − 4α
2
− 1
when α > λ+, and consider the shrinkage function
(15) ηinv(α) =
{
1/`(α) α > λ+
0 otherwise.
However, since true (population) eigenvectors from U and empirical eigenvectors
from Vn are not collinear [6], it is reasonable to expect the existence of an optimal
shrinkage function η∗ satisfying
L∞(η∗|`1, . . . , `d) ≤ L∞(ηinv|`1, . . . , `d)
for any spikes `1, . . . , `d. Below we show that η
inv is in fact the optimal shrinkage.
3.1. Derivation of the Optimal Shrinker when σ = 1.
Definition 1. A function η : [0,∞)→ [0,∞) is called a shrinker if it is continuous
when λ > λ+, and η(λ) = 0 when 0 ≤ λ ≤ λ+.
Note that this shrinker is a bulk shrinker considered in [6, Definition 3]. Based
on the assumption of a shrinker η, the associated shrinkage estimator converges
almost surely, that is
(16) Mηn
a.s.−−→Mη := V · diag(η(λ1), . . . , η(λp)) · V > .
Thus, the sequence of loss functions also almost surely converges as
(17) Ln(M
η
n |Σ†X) = ‖Σ†X −Mηn‖op a.s.−−→ ‖Σ†X −Mη‖op .
As a result, the limit in (13) exists when η is a shrinker, and we have the following
theorem which in turn establishes the optimal shrinker.
Theorem 2 (Characterization of the asymptotic loss). Suppose σ = 1. Consider
the spike covariance model satisfying Assumption 1 and Assumption 2 and a shrink-
age function η : [0,∞)→ [0,∞). We have a.s.
(18) L∞(η|`1, . . . , `d) = max
i=1,...,p
{∆(`i, η(λi))} ,
where ∆ : [0,∞)× [0,∞)→ [0,∞) is given by
(19) ∆(α, ζ) =

u+(α, ζ) α > `+ and ζ ≤ 1α
−u−(α, ζ) α > `+ and ζ > 1α
1/α 0 < α ≤ `+
0 α = 0 ,
where
(20) u+(α, ζ) =
1
2
(
1
α
− ζ +
√( 1
α
− ζ
)2
+ 4
ζs(α)2
α
)
,
(21) u−(α, ζ) =
1
2
(
1
α
− ζ −
√( 1
α
− ζ
)2
+ 4
ζs(α)2
α
)
.
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Figure 1. The asymptotic loss for several β = p/n values as a
function of the spike strength in a single spike model, i.e., `1 ∈
[0.1, 3], and `2 = `3 = ... = `d = 0. The noise level is fixed and set
to σ = 1.
Proof. Based on the property of “simultaneous block-diagonalization” for Σ†X and
Mηn in [6, Section 2], the properties of “orthogonal invariance” and “max-decomposability”
for the operator norm in [6, Section 3], and the convergence of ci,n and si,n in (11)
and (17), we have
Ln(M
η
n |Σ†X) = maxi ‖Ai −Bi,n‖op ,
where
Ai =
[
1/`i 0
0 0
]
when `i 6= 0 and Ai = 02×2 otherwise, and
Bi,n = η(λi,n)
[
c2i,n ci,nsi,n
ci,nsi,n s
2
i,n
]
.
When n→∞, the loss converges a.s. to maxi ‖Ai −Bi‖op, where
Bi = η(λi)
[
c(`i)
2 c(`i)s(`i)
c(`i)s(`i) s(`i)
2
]
.
Now we evaluate ‖Ai −Bi‖op for different `i.
When `i > `+, denote the eigenvalues ofAi−Bi as u+(`i, η(λi)) and u−(`i, η(λi)).
If η(λi) > 1/`i we have 0 ≤ u+(`i, η(λi)) ≤ −u−(`i, η(λi)), and hence ‖Ai −Bi‖op =
−u−(`i, η(λi)); otherwise, we have u+(`i, η(λi)) ≥ −u−(`i, η(λi)) ≥ 0, and hence
‖Ai −Bi‖op = u+(`i, η(λi)). For 0 < `i ≤ `+, since c(`i) = 0, we have
Bi =
[
0 0
0 η(λi)
]
,
which equals 02×2 since η(λi) = 0 by the definition of shrinkage function. Thus,
‖Ai −Bi‖op = 1/`i. Finally, for `i = 0, Ai is a 2 × 2 zero matrix, and thus
‖Ai −Bi‖op = η(λi) = 0. This concludes the proof. 
Figure 1 illustrates the obtained asymptotic loss for several β = p/n values as a
function of the spike strength in a single spike model. It is clear that for each β,
there is a transition at `+ =
√
β.
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We note the following interesting phenomenon stemming from Theorem 2. If
there exists a nontrivial spike `i > 0 that is weak enough so that `i ≤ `+, then
L∞(η|`1, . . . , `d) is dominated by 1/`i. Consequently, it implies that in this large
p large n regime, we cannot “rescue” this spike, and the associated signal is lost in
the noise.
An immediate consequence of Theorem 2 is that ηinv is an optimal shrinker.
Corollary 1. Suppose σ = 1 and Assumption 1 and Assumption 2 hold. Define
the asymptotically optimal shrinkage function as
(22) η∗ := arg min
η
{L∞(η|`1, . . . , `d)} ,
where argmin is evaluated on the set of all possible shrinkage functions. Then, η∗
is unique and equals ηinv given in (15). Moreover, its associated loss is
(23) max
i
{∆(`(λi))} ,
where
(24) ∆(α) =

s(α)/α =
√
β
α3/2
√
1+α
β+α α > `+
1/α 0 < α ≤ `+
0 α = 0 .
Note that this result coincides with the findings reported in [6]. Precisely, it is
shown in [6, (1.12)] that for the operator norm, `(α) (14) is the optimal shrinkage
for the covariance matrix and precision matrix. In this corollary, we show that
for the Mahalanobis distance, which is related to the precision matrix, the optimal
estimator is also achieved by the optimal shrinkage, taking `(α) into account.
Proof. Based on Theorem 2, the optimal shrinker η∗ leads to min
η
max
i=1,...,d
{∆(`i, η(λi))}.
By the max-min inequality, we have
(25) max
i=1,...,d
min
η
{∆(`i, η(λi))} ≤ min
η
max
i=1,...,d
{∆(`i, η(λi))}.
Note that for any given shrinker η, we have `j that maximizes max
i=1,...,d
{∆(`i, η(λi))}.
By the same argument in [6], if we could solve arg min
η≥0
{∆(α, η(λ(α)))} for any α > 0,
we find the optimal shrinkage. To simplify the notation, we abbreviate η(λ(α)) by
η.
For α > `+ and η >
1
α , we have ∆(α, η) = −u−(α, η). By a direct calculation,
we get
∂η∆(α, η) = 1 +
−2( 1α − η) + 4s(α)α
2
√
( 1α − η)2 + 4ηs(α)
2
α
> 0.
For α > `+ and 0 ≤ η ≤ 1α , we have ∆(α, η) = u+(α, η), and similarly by taking
the derivative of (20) we have
∂η∆(α, η) = −1 +
−2( 1α − η) + 4s(α)α
2
√
( 1α − η)2 + 4ηs(α)
2
α
≥ 0.
As a result, the partial derivative of the loss function is decreasing when 0 ≤ η ≤ 1/α
and increasing when η > 1/α with a discontinuity at η = 1/α while the loss function
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Figure 2. The obtained optimal shrinker with the classical
shrinker overlay, for β = p/n = 1 and σ = 1. To enhance the
visualization, the y-axis of the figure is truncated at 1.5.
is continuous. Thus, the loss function reaches the minimum when η = 1/α. These
facts imply that η∗(λi) = 1/`(λi) when λi > `+. Furthermore, by substituting
η with η∗ in (20) or (21), we get ∆(α) = s(α)/α. By definition, η∗ = 0 when
0 ≤ α ≤ `+. Thus, for 0 < α ≤ `+, ∆(α) = 1/α, and for ` = 0, ∆(`) = 0. Finally,
it is clear that η∗ is continuous when α > λ+, and η(α) = 0 when 0 ≤ α ≤ λ+. We
thus conclude that η∗ is the optimal shrinker. 
Figure 2 illustrates the obtained optimal shrinker with the classical shrinker
overlay, for β = p/n = 1 and σ = 1. Clearly, compared with the classical shrinker,
the obtained optimal shrinker truncates the eigenvalues more aggressively.
3.2. Derivation of the Optimal Shrinker when σ 6= 1. To handle the general
case when σ > 0, we first rescale the data and model by setting `′i := `i/σ
2 and
λ′i,n := λi,n/σ
2, and consider the following shrinker defined on [0,∞):
(26) ησ(α) :=
η(α/σ2)
σ2
.
Note that since η plays the role of estimating the precision matrix, we normalize it
back by dividing η(α/σ2) by σ2. The shrinkage estimator for Σ†X becomes M
ησ
n :=
ησ(Sn), and the general optimal shrinker becomes
(27) η˜∗(α) =
{
1
σ2`(α/σ2) α > σ
2`+
0 0 ≤ α ≤ σ2`+
and the associated loss is
max
i
{
∆(`( λiσ2 ))
σ2
}
.
4. SIMULATION STUDY
To numerically compare the optimal shrinker and the classical shrinker, we set
β = 0.2, 0.4, . . . , 1 and consider the number of samples n = 300 so that p = βn. For
simplicity, we set `i = i for i = 1, . . . , d. We consider d = {1, 4}. Suppose xi, i =
1, . . . , n are sampled i.i.d. from the random vector
∑d
`=1 ζ`e`, where e` ∈ Rp is the
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Figure 3. (top) The performance of the optimal shrinker and the
classical shrinker when d = 1. (bottom) The performance of the
optimal shrinker and the classical shrinker when d = 4. The black
curve represents the median of the difference between the loss of the
classical shrinker and that of the theoretical optimal loss presented
in log scale. The blue curve represents the median of the difference
between the loss of the optimal shrinker and the theoretical optimal
loss presented in log scale. The error bars depict the interquartile
range of each shrinker (in log scale). The vertical blue line is
σ = 1/
√
`+, which indicates the tolerable noise level for the given
β and signal strength.
unit vector with `-th entry 1, ζ` ∼ N(0, 1) for ` = 1, . . . , d, and ζ` is independent of
ζk when ` 6= k. The noisy data is simulated by yi = Axi+σ2ξ, where ξ ∼ N (0, Ip)
is the noise matrix, ξ is independent of ζ` and A ∈ O(p) is randomly sampled from
O(p). In the simulation, we take σ = 0.225, 0.45, . . . , 1.8. For each σ, we repeat the
experiment 200 times and report the mean and variance of the loss Ln.
Figure 3 shows the log loss of the optimal and classical shrinkers when d = 1 and
d = 4. We observe that the loss using the classical shrinker is significantly larger.
This stems from the fact that in the large p and large n regime, there are eigen-
values greater than σ2 that are not associated with the signal. When applying the
classical shrinker (6) (the Moore-Penrose pseudo-inverse), these irrelevant eigenval-
ues contribute significantly, leading to high loss. Conversely, the optimal shrinker
is much more ‘selective’ (as illustrated in Figure 2), associating larger eigenvalues
with the noise, thereby increasing the robustness of the estimator.
Our main motivation for considering MD in the high-dimensional regime p  n
comes from manifold learning. In manifold learning, point clouds with possible non-
linear structures are modeled by manifolds; that is, data points in Rp are assumed
to lie on or close to a d-dimensional smooth manifold M ⊂ Rp. This mathemat-
ical definition can be understood intuitively – the set of data points in a small
region can be well approximated by a d-dimensional affine subspace of Rp. The
dimension of the manifold d is usually fixed when we sample more and more data,
representing intrinsic properties of the data, whereas p may vary, depending, for
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example, on the specific observation modality or the advance of the sampling tech-
nology. Traditionally, the goal is to learn the structure of the manifold from the
data points, and in turn, use the learned structure to embed the high-dimensional
data in low-dimension, facilitating a compact representation of the ‘essence’ of the
data. In a recent line of work [17, 20], a variant of MD was proposed and used
to reveal hidden intrinsic manifolds underlying high-dimensional, possibly multi-
modal, observations. The main purpose of MD in this hidden manifold setup is
handling possible deformations caused by the observation/sampling process, which
is equivalent to estimating the precision matrix locally on the manifold. Studying
this case and examining the benefits stemming from the incorporation the proposed
optimal shrinker extends the scope of this paper and is left for future work.
Here we only test the performance of the proposed optimal shrinker in a sim-
plified setup, where the high-dimensional data lie on a lower-dimensional manifold.
Consider the model Y = X+σξ, whereX is sampled from a curvy manifold with one
chartM embedded in Rp that can be parametrized by [s, t, 4( s3 )2+5( t3 )2, 0, . . . , 0] ∈
Rp, ξ ∼ N (0, Ip) ∈ Rp, and σ is the noise level. The ambient dimension is fixed at
p = 100. For each β > 0, n = p/β samples are taken with a uniform sampling from
s, t ∈ [−5, 5]. The normalized loss of MD is computed by
Error(Mn,y) :=
∣∣∣dMn(y, X)− dΣ†X (y, X)∣∣∣
dΣ†X
(y, X)
,
where y ∈ Rp is an arbitrary point on the manifold. We examine two cases, where
y = y1 = [0, . . . , 0] ∈ M and y = y2 = [2, 2, 4, 0, . . . , 0] ∈ M. Each case was
repeated for 500 times, with the mean and standard deviation reported. In Table
1, we compare the performance of the optimal shrinker estimator Mn = η˜
∗(Sn)
with the performance of the classical estimator Mn = η
classical
σ (Sn). We observe
that the optimal shrinker outperforms the classical estimator in this well controlled
manifold setup.
5. CONCLUSIONS
We proposed a new estimator for MD based on precision matrix shrinkage. For an
appropriate loss function, we show that the proposed estimator is asymptotically
optimal and outperforms the classical implementation of MD using the Moore-
Penrose pseudo-inverse of the sample covariance. Importantly, the proposed es-
timator is particularly beneficial when the data is noisy and in high-dimension,
a case in which the classical MD estimator might completely fail. Consequently,
we believe that the new estimator may be useful in modern data analysis applica-
tions, involving for example, local principal component analysis, metric design, and
manifold learning.
In this work, we focused on the case in which the intrinsic dimensionality of
the data (the rank of the covariance matrix) d is unknown, and therefore, it was
not explicitly used in the estimation. Yet, in many scenarios, this dimension is
known. In this case, it could be beneficial to consider a direct truncation and use
only the top d eigen-pairs for the estimation of the precision matrix. Note that in
the particular manifold setup, this case is essentially different from the rank-aware
shrinker discussed in [6]; in the manifold setup, the rank of the covariance matrix
associated with points residing inside a small neighborhood of any point on the
manifold could be much larger than d. The benefit from this truncation approach
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Table 1. The normalized loss of the optimal shrinker estimator
Mn = η˜
∗(Sn) and the classical estimator Mn = ηclassicalσ (Sn) in the
manifold setup. The mean and the standard deviation over 500
realizations are reported.
Error(Mn,y1) Error(Mn,y2)
ηclassicalσ (Sn) η˜
∗(Sn) ηclassicalσ (Sn) η˜
∗(Sn)
β = 0.1 σ = 1 18.78 ± 1.16 0.78 ± 0.54 55.98 ± 2.09 1.32 ± 0.93
σ = 1.5 23.72 ± 1.19 1.41 ± 0.87 59.42 ± 2.10 2.59 ± 1.74
σ = 2 33.54 ± 1.53 2.18 ± 1.31 64.04 ± 1.69 5.19 ± 2.99
β = 0.5 σ = 1 26.86 ± 2.70 2.41 ± 1.55 60.88 ± 4.22 4.06 ± 2.54
σ = 1.5 42.66 ± 3.43 4.78 ± 2.65 69.06 ± 3.43 10.65 ± 5.38
σ = 2 58.59 ± 3.24 9.84 ± 4.63 77.24 ± 2.81 31.52 ± 17.56
β = 1 σ = 1 34.70 ± 4.89 4.05 ± 2.35 64.11 ± 5.57 8.39 ± 3.91
σ = 1.5 54.72 ± 4.46 10.62 ± 4.69 75.54 ± 3.63 23.97 ± 12.49
σ = 2 69.65 ± 3.97 21.35 ± 7.94 83.30 ± 2.78 62.99 ± 19.34
has been shown in several applications [21, 24, 27, 11]. However, often getting the
rank of the signal, or estimating the dimension of a manifold, is not realistic and
estimating it is highly challenging [9, 10]. We leave the above mentioned challenges
in applying the established theory to manifold learning to future work.
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