Abstract. We prove a characterization of the Sobolev spaces H α on the unit sphere S d−1 , where the smoothness index α is any positive real number and d ≥ 2. This characterization does not use differentiation and it is given in terms of ([α/2] + 1)-multidimensional square functions
Introduction
The interest in characterizing the Sobolev spaces W α,p (R d ) without involving distributional derivatives goes back to the 1960s, with the early works of Stein [23] , Strichartz [27] and the generalization of Bagby [4] . These first characterizations are in terms of certain mix L p,2 norms of a first difference, with 1 < p < ∞ and α > 0. In [24, p.139 ], Stein again presents an alternative characterization of Sobolev spaces W 1,p (R d ), 1 < p < ∞, in terms of the order of smallness of the L p -modulus of continuity, which can be extended to p = 2 and 0 < α < 2. Later on, Dorronsoro [10] gave also a characterization by using a mixed norm estimate of a mean oscillation that is defined as the difference of the function from a certain polynomial approximation. This characterization is for α > 0 and 1 < p < ∞.
As it is pointed out in [8, p.243] , the characterizations mentioned above can be read in terms of square functions with different forms, so that differentiability properties of functions in R n are characterized in terms of the boundedness of these square functions in certain spaces. This idea is also seen in [25] .
More recently, the interest of defining and studying Sobolev type spaces on metric measure spaces, where there is a lack of a differential structure, has led to new non-differential characterizations of the classical Sobolev spaces. See for example the works of Hajasz [14, 15] , which consider the concepts of upper gradients and weak upper gradients. [22] and [18] also follow this approach.
Again in the spirit of the characterization via square functions and also in the context of metric spaces, we refer the work of Alabern, Mateu and Verdera [1] . The authors gave a characterization of the Sobolev spaces W α,p (R d ) of any positive order of smoothess α, using a square function associated with this α. More precisely, given a locally integrable function f they define a square function S α (f ), for α ∈ (0, 2), and a quadratic multiscale operator S α (f, g 1 , · · · , g n ), for α ≥ 2 and where n = [α/2]. Then they prove that a function f in L p (R d ), 1 < p < ∞, belongs to the Sobolev space W α,p (R d ) if and only if there exist , 2)). The square functions defined in [1] are given by
where B(x, t) is the ball of center x ∈ R d and radius t > 0, and where the barred integral on the set B(x, t) stands for the mean over that set. If α ∈ (2n, 2(n + 1)), n = 1, 2, . . . , the square function is given by
In the particular case α = 2n, n = 1, 2, . . . , g n in the right hand side of (2) is replaced by the more regular function ffl B(x,t) g n (y)dy. We remark that these square functions follow the same lines that the ones presented at the begining of this introduction; in particular, they define a mean oscillation that is given as the difference of the function from its Taylor approximation.
Since these definitions depend only on the metric of R d and the Lebesgue measure, this characterization can be adapted to define Sobolev spaces of any metric measure space. New developments and extensions of this characterization using different operators of the Littlewood-Paley theory can be found in [9] , [16] and [17] .
The purpose of this paper is to give characterizations of the Sobolev spaces in the unit sphere, S d−1 , via square functions. We will prove that the natural versions in the sphere of the square functions defined in (1) and (2) will provide such characterization. In fact , in [1, Final Remarks] the authors point out as an open problem the extension of their results to manifolds and the present work is a step in this direction.
Our real motivation was the characterization of solutions in R d of the Helmholtz equation ∆u + u = 0 that arise as the Fourier extension operator of distributions in the sphere. The classic example of this is the space of Herglotz wave functions, that are the image under the Fourier extension operator of functions in L 2 (S d−1 ). These functions play an important role in scattering theory (see [6] ) and can be characterized by the classical condition of Hartman and Wilcox [19] involving the growth condition (3) lim sup
In [5] ,we study the Herglotz wave functions that are the image under the Fourier extension operator of functions in the Sobolev space W α,2 (S d−1 ), α > 0, and using the characterization of these spaces obtained in here, we are able to deduce a condition in the spirit of (3).
Although the characterization of W α,2 (S d−1 ) presented here extends naturally the one given in [1] for R d , the methods are completely different. The reader will see that the results in the spherical setting was accomplished by a careful study of certain special functions and the subtle use of classical analysis tools.
In order to present this characterization, we start with the definition of the Sobolev spaces W α,2 (S d−1 ), that for simplicity will be denoted by
Throughout this paper L 2 (S d−1 ) will stand for the space of square integrable functions in the sphere provided with the uniform measure dσ. Let ∆ S denote the Laplace-Beltrami operator on the unit sphere. Then the Sobolev space
. We provide H α (S d−1 ) with the Hilbert space norm
The space of all spherical harmonics of degree ℓ is denoted by H d ℓ . In addition, {Y j ℓ : ℓ = 0, 1, . . . , 1 ≤ j ≤ ν(ℓ)} will denote a orthonormal basis of spherical harmonics for L 2 (S d−1 ), where ν(ℓ) is the dimension of the space H d ℓ . It is well known that each Y j ℓ is an eigenfunction of (−∆ S ) corresponding to the eigenvalue ℓ(ℓ + d − 2). Then we can rewrite
where f always admits the following representation
We first consider the space H α (S d−1 ), for 0 < α < 2, and we define the square function similar to (1) ; that is, for f integrable function on S d−1
denotes the mean of f on the spherical cap centred at ξ ∈ S d−1 and angle t ∈ (0, π) given by
The characterization obtained is the following.
To characterize the elements of H α S d−1 for α ≥ 2, we first need to extend the definition of the square function.
The square function is defined by (6) whenever α < 2. The case α ≥ 2 is extended as follows: let n ∈ N such that 2n ≤ α < 2(n + 1) and f, g 1 , . . . , g n integrable functions on S d−1 . Then the square function is given by
for 2n < α < 2(n + 1) and
We have the following characterization of
, where S α is the square function introduced in Definition 1.2.
The proof of Theorem 1.3 will be based on the following proposition.
Proposition 1.4. Let α > 0 and n the non-negative integer number such that 2n ≤ α < 2(n + 1). Let S α be the square function introduced in Definition 1.2. If n = 0, then
Moreover, each T k is a zonal Fourier multiplier of L 2 (S d−1 ) with multiplier given in (16) (see definition (9) below).
Observe that Theorem 1.1 particularises Proposition 1.4 for n = 0.
Outline. The general organization of this paper is as follows. The second section is devoted to the proof of Proposition 1.4 and Theorem 1.3. The proof of these resuts need certain technical auxiliary lemmas that are proved in the last section.
Notation. Given a function f we use Lagrange's notation to denote the higher order derivatives; thus f (n) defines the nth derivative. For nonnegative quantities a and b, we write a b (a b) if a ≤ cb (a ≥ cb) for some positive numerical constant c > 0. We write a ∼ b if both a b and a b hold. In order to indicate the dependence of the constant c on some parameter n (say), we write a n b, a n b or a ∼ n b.
Proofs

Proof of Proposition 1.4.
The proof of Proposition 1.4 and Theorem 1.1 is based on two essential points. The first is the fact that the average operator A t involved on the square function is a zonal Fourier multiplier of L 2 (S d−1 ); more precisely, given a bounded sequence {m ℓ } ℓ=0,1,··· , a zonal Fourier multiplier associated to m in this setting is the operator T defined as
. The second reduces the proof of these results to a problem of multipliers of L 2 (S d−1 ), that is indeed solved in the technical Lemmas 2.3 and 2.4 given in the next section.
To present the first point of the proof, we introduce the Legendre polynomials of degree ℓ in d dimensions that are denote by P ℓ,d . These polynomials are proportional to the Jacobi polynomials P α,β ℓ ; in fact, we have that
where Γ denotes the gamma function. See [2, pp.39]) for more details on their definition.
Lemma 2.1. The operator A t , t ∈ (0, π), is a zonal Fourier multiplier with multiplier
where
Corollary 2.2. The following equalities and estimates hold.
where |C(ξ, t)| is the measure of C(ξ, t);
where Y ℓ ∈ H d ℓ and m ℓ,t is the multiplier given by (11);
Proof of Proposition 1.4. Let α > 0 and n the non-negative integer number such that 2n ≤ α < 2(n + 1). We focus in the case n ≥ 1, since the case n = 0 is a particular situation that will be clarified later. We first define the zonal Fourier multipliers
we have that for k fixed β k,ℓ ∼ d,n 1 and hence, T k and T
We distinguish two cases: α ∈ (2n, 2(n + 1)) and α = 2n. In the first case, since T k is a zonal multiplier and f admits representation (5), by (11) , (12), (15),
2 ds, ℓ = 0, 1, . . . ,
we have that
2 ds,
Observe also that the case n = 0 admits exactly the same expression that in (20) but removing the sum; that is,
It follows then
Therefore, Proposition 1.4 in this case follows whenever
and this is proved in Lemma 2.3 below.
The case α = 2n, n = 1, 2, . . . repeats the same argument, but picking the second square function introduced in Definition 1.2 and property (14) in Lemma 2.1 is now needed. It can easily be seen that
and c k,ℓ are given by (22) . Observe that if we compare to the previous case, N ℓ,t involves a finer approximation of P ℓ,d than its Taylor expansion of order n at s = 1. Based on Lemma 2.4 proved below we have that
and the proof of Proposition 1.4 is now complete.
We state now the key results that complete the proof of Proposition 1.4.
Lemma 2.3. Let t ∈ (0, π). The sequence {M ℓ,t } ℓ=1,2,... defined by (21) verifies the following estimate
whenever 2n < α < 2(n + 1) and n = 0, 1, . . .. Lemma 2.4. Let t ∈ (0, π). The sequence {N ℓ,t } ℓ=1,2,... defined by (24) verifies the following estimate (13) is indeed independent of ξ. This is detailed in (12 
. To do this, for convenience, we choose the Poisson transform as an approximation of the identity
where p r (η, ξ) is the Poisson kernel in the unit ball or R d
Let f ∈ L 2 S d−1 and S α the square function given in Definition 1.2, then the following properties hold (see [3] ).
) and almost everywhere.
This is an immediate consequence of the fact that the operators A t and P r commute, since both are zonal Fourier multipliers, and of the Minkowski's inequality.
Proof of Theorem 1.3. The necessary condition was already proved in Proposition 1.4, taking
Now we prove the sufficient condition. We start with the case 2n < α < 2(n + 1). Suppose that there exists
For r ∈ (0, 1) and ξ ∈ S d−1 , we claim that
which will be proved later.
For k = 1, 2, · · ·, n and r → 1 − , from ii) we have that P r g k converges to g k in L 2 S d−1 and it is not difficult to check that
. Then we conclude that
, it follows that f ∈ H 2n S d−1 and Theorem 1.3 follows now from Proposition 1.4.
To prove (29), we introduce the auxiliary function
, since from Hölder's inequaility and (28) we have
and
Without loss of generality we may assume that D α (ξ) < ∞. We are going to prove that if (29) is false, then D α (ξ) is not finite and we have a contradiction. To clarify the proof, we start by proving the case k = 1 in (29) and the general case 1 < k ≤ n is deduced by induction.
By (15), (31)
then we have that
Hence, lim t→0+ G 1 (ξ, t) = 0 so that
can be extended in the variable t to a continuous function on [0, π] with
If |P r g 1 (ξ) − T 1 ((−∆ S )P r f )(ξ)| = 0, there exists κ ∈ (0, π) such that if t ∈ (0, κ) we have that
However, the last integral term in (32) is finite if and only if α < 2, which gives a contradiction. Therefore,
Consider now the general case. Suppose that we have shown that
To prove that P r g k+1 (ξ) = T k+1 ((−∆ S ) k+1 P r f )(ξ), we write
If we repeat the process carried out for k = 1 in (32), we obtain that if D α (ξ) < ∞, then α has to be less that 2k, but this is not possible since α ≥ 2n > 2k. Therefore, we have proved (29) .
The remaining case α = 2n follows in a similar way using the auxiliary function in
that is a function in L 2 (S d−1 ). Since P r g n and T n ((−∆ S ) n P r f ) are continuous, T n is a zonal Fourier multiplier, we have (34) lim
for every ξ ∈ S d−1 .
We assume again that D 2n (ξ) < ∞. (34) together with the same argument that we applied to prove (29) would imply that
From (33), (35) and (15) we havê
but for (34) this is possible only if
since the integral´π 0
dt is not convergent. Now proceeding as in the case 2n < α < 2(n + 1), we conclude that f ∈ H 2n S d−1 .
Proof of auxiliary results
Proof of Lemma 2.1 and Corollary 2.2.
Since the proof of Lemma 2.1 requires the use of the spherical harmonics, Y ℓ ∈ H d ℓ , we refer the interested reader to [2, 11, 26 ] to recall its main properties . In particular, we need two elements: the following representation
where a k ∈ C and η k ∈ S d−1 , and the next lemma.
The proof of this lemma follows the same lines as [11, Theorem 4.10 ] .
Proof of Lemma 2.1. To prove that A t is a zonal Fourier multiplier it is enough to see that for any real ℓ ≥ 0 and
for m ℓ,t defined in (11) . Fix ξ ∈ S d−1 . Then, from (7) and (36)
We are going to check that L satisfies the hypotheses of the Lemma 3.1. From the addition theorem (see [2, Theorem 2.9])
it is clear that L ∈ H ℓ d . Moreover, if R is a rotation such that R(ξ) = ξ, we have that in particular R leaves C(ξ, t) invariant and hence
If we apply Lemma 3.1, (38) and (36), we get
and thus to finish the proof it is enough to prove that
To calculate L(ξ) we need to evaluate an integral over C(ξ, t). To do this, we define s ∈ (cos t, 1) such that ξ · τ = s and we first integrate over the parallel L s = {τ ∈ S d−1 : τ · ξ = s}, orthogonal to ξ. Then we obtain a function of s and we integrate over the interval (cos t, 1); precisely, we have that
The details of this method of integration are described for example in [13, Appendix D2].
Proof of Corollary 2.2. To prove (12) and (13), we use the following estimatê
that it is clear for t ∈ 0, π 2 and for t ∈ π 2 , π it is a consequence of the fact that the function
is positive and continuous in π 2 , π . Then, using the definition given in (8), (40) and evaluating |C(ξ, t)| as we did in (39), we trivially obtain
which also proves (13) .
Equality (14) is an immediate consequence of (37) together with (19) .
Finally, to prove (15), the rotational invariance allows to consider that ξ has as coordinates (0, . . . , 0, 1) and then
where τ d is the last coordinate of τ. Evaluating this integral as we explained in (39) and using (40), we obtain the desired equality and estimate.
Proof of Lemma 2.3 and Lemma 2.4.
Proof of Lemma 2.3. Let ℓ ≥ 1. We start by proving that I α,n (ℓ) d,n ℓ 2α . We split the integral term in two pieces
where a > 0 is an absolute constant. In order to control the second term, we need to consider a > 1, for example, a = 2.
To estimate I 1 α,n (ℓ), using the Taylor expansion of the Legendre polynomials we have
for some τ (s) ∈ (s, 1) and
(see [2, pp.58] and (17)). Then having into account definition (21), (40) and (43), we deduce that
Taking the bound
in (44) we conclude that
Now we study I 2 α,n (ℓ). By the mean value theorem, (43), (40), (45) and the fact that tℓ > 2, we have that
Taking this expression in I 2 α,n (ℓ), since we are assuming that 2n < α, we obtain
Putting together estimates (46) and (47) in (41) we obtain the desired inequality.
It remains to show that I α,n (ℓ) d,n ℓ 2α .
From (21) and (42) we have that
for some τ (s) ∈ (s, 1) and a(ℓ) < π/4 a positive number to be chosen later. The mean value theorem together with bound (43) give
(1)(1 − r), for some η(r) ∈ (r, 1). This implies that
(1)(1 − r).
If we take r such that
To estimate below I α,n (ℓ) we want to use (50) when r = τ (s), (τ (s) is the number in the integral on (48)), so we define a(ℓ) as
With this choice we have
and a(ℓ) ∼ d,n 1/ℓ. Thus we have
Since α < 2(n + 1), we conclude that I α,n (ℓ) d,n ℓ 2α .
Proof of Lemma 2.4. Let ℓ ≥ 1. To show (26), we prove first J n (ℓ) d,n ℓ 2α . We split into two parts as we did in Lemma 2.3.
For the term J 1 n (ℓ), we use
(that it is a consequence of (18)), together with (42) and definitions (24) and (21) . We obtain,
where I 1 2n,n (ℓ) was defined in (41) (in this case we can take a = 1) and
From (46), we have that
The term J 1,1 n (ℓ) follows applying the mean value theorem to P ℓ,d , namely, for some τ (s) ∈ (s, 1), we have the estimate
where we have also applied inequalities (43), (40) and (45). Taking estimates (54) and (55) in (53) we get that
For the second term in (52), we can split as we did in (53). Then
Since 2(n − 1) < 2n, from (47) we obtain
In order to estimate J
2,2
n (ℓ) we split the term two parts:
For the first term, we distinguish two cases: d Then taking this form in J 2,2,1 n (ℓ), and using estimates (13) , (40) and (45) we obtain
where we have used the change of variables s = cos(θ/ℓ) in the first integral term.
For the case d ≥ 3, we use the following assyptotic expansion for P ℓ,d ,
where 1/ℓ θ ≤ π/4 and |g(ℓ)| ≤ Cℓ − d 2 , with C a absolute constant. This result is a generalization of the Laplace-Heine formula (see [28, Theorem 8.21.8] , since the polynomials P ℓ,d are proportional to the Jacobi polynomials). To check that C is an absolute constant when 1/ℓ θ ≤ π/4 see [12] .
From (61) we have
By using the change of variables s = cos θ in J 2,2,1 n (ℓ) and applying the above inequality together with (40), (43) and (45) we obtain
The second term in (59) is trivially bounded using (40), (43) and (45) since
Putting together (56), (57), (58), (59), (62) (alternatively (60) in the case d = 2) and (63) in (52), we conclude that J n (ℓ) d,n ℓ 4n .
It remains to prove that J n (ℓ) d,n ℓ 4n . Denote h n = A t (|ξ − ·| 2n )(ξ). Using in (24) the Taylor approximations of P ℓ,d of order n − 1 and 2 at s = 1, we obtain
where τ 1 (s), τ 2 (s) ∈ (s, 1) and we have used that P ℓ,d (1) = 1 and
2 nˆ1
with c(ℓ) < π/2 a positive number to be chosen later. The two terms of the right-hand side of the inequality above are of the order of ℓ 4n as ℓ → ∞, but the first, as we will see, will absorb the second one. To see this we will use a similar argument to that used in the proof of Lemma 2.3 to prove that I α,n (ℓ) d,n ℓ 2α . More precisely, using the mean value theorem together with (43) we have that Then if we take r such that
, where b > 1 will be a fixed number that will depend on d and n and will be chosen later, we can assure that the following condition is satisfied To give a lower bound for the first term in the right-hand side of (65), we need condition (66) to be satisfied when we take r as the value τ 2 (s) that appears in N 2 ℓ,t . To this aim we define c(ℓ), for ℓ ≥ 3, as cos c(ℓ) = 1 − P In order to obtain an upper and a lower bound for N 1 ℓ,t and N 2 ℓ,t respectively, we use the following inequalities valid whenever s ∈ (cos t, 1), t ∈ (0, c(ℓ)) and ℓ ≥ 2. Since 
for j = 0, 1, . . ..
We start estimating from below the first integral of (65) for d ≥ 3. From (12), the expression of h n given by (15) , (66) . Now we estimate from above the second integral of (65). Using (43), (45) and (70), we obtain and if we continue the calculations carried out for d ≥ 3 we get J n (ℓ) d,n ℓ 4n for d = 2.
