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The objective of this paper is to investigate the core partial order for its characterizations and its interaction with some
known partial orders, for example, the minus order, the sharp order and the star order. Let Cmn be the set of m n complex
matrices and Y 2 Cmn. The symbols Y and CðYÞwill respectively denote the conjugate transpose and the column space of Y.
The symbol I will denote the identity matrix. For a matrix A 2 Cmn, the unique matrix X 2 Cnm satisfyingAXA ¼ A; XAX ¼ X; ðAXÞ ¼ AX and ðXAÞ ¼ XA
is called the Moore–Penrose inverse of A and is denoted by Ay. A matrix X satisfying AXA ¼ A, is called a g-inverse of A and is
denoted by A and if in addition it also satisﬁes XAX ¼ X, it is called reﬂexive g-inverse. If X satisﬁesAXA ¼ A and ðAXÞ ¼ AX:
X is called a least squares g-inverse. Let A 2 Cnn. A matrix X 2 Cnn satisfyingAXA ¼ A and CðXÞ# CðAÞ
is known as a q-inverse of A and if X satisﬁesAXA ¼ A and CðXÞ# CðAÞ;
then X is called a v-inverse of A. A q-inverse of A is denoted by Aq and a v-inverse by A

v . A g-inverse of A that is a q-inverse as
well as a v-inverse is called a qv-inverse and is denoted by Aqv. Moreover, a q-inverse (as also a v-inverse and therefore a
qv-inverse) of A exists if A is of index 6 1.
A qv-inverse of a matrix A (whenever it exists) is the unique commuting reﬂexive g-inverse called its group inverse and is
denoted by A#.
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deﬁned by Rao and Mitra Page 97, [11]. The same have been rediscovered by Baksalary and Trenkler in [3] and the g-inverse
Aqv ¼ AqvAAy has been named the core inverse of A. Clearly such a g-inverse of a matrix exists only when the matrix is of
index 6 1 and such matrices are known as core matrices.
Deﬁnition 1.1 [3]. The core inverse of a square matrix A is a matrix G such that AG ¼ PA and CðGÞ# CðAÞ, where PA is the
orthogonal projector onto CðAÞ.
Since PA ¼ AAy, it follows that the core inverse of a square matrix A is a matrix G such that AG ¼ AAy and CðGÞ# CðAÞ. The
core inverse G of a square matrix A exists if and only if A is of index6 1. It is a reﬂexive least squares inverse. Moreover, if A is
non-singular (A is of index 0), then its core inverse is the usual inverse.
The other g-inverse Aqv ¼ AyAAqv, (which also exists when the matrix is of index 6 1), has properties and theory similar
to that of core inverse as noted in [3].
For the sake of convenience, we record the following canonical form [4] of A and its core inverse G given in [3]. This kind of
representation of A and G has been found quite useful in studying the core partial order. Let A 2 Cnn be a matrix of rank r.
Then A can be represented in the formA ¼ U RK RL
0 0
 
U; ð1Þwhere U 2 Cnn is unitary, R ¼ diagðr1Ir1 ; . . .rt Irt Þ is a diagonal matrix, the diagonal entries ri being singular values of A,
r1 > r2 > . . . > rt; r1 þ r2 þ . . .þ rt ¼ r and K 2 Crr ; L 2 CrðnrÞ satisfy KK þ LL ¼ Ir . The core inverse of A(whenever it ex-
its) is denoted by AH and is given asAH ¼ U ðRKÞ
1 0
0 0
 !
U: ð2ÞThe Moore–Penrose inverse and the group inverse (whenever it exists) of a matrix A having representation (1) are respec-
tively equal toAy ¼ U K
R1 0
LR1 0
 !
U and ð3Þ
A# ¼ U K
1R1 K1R1K1L
0 0
 !
U ð4Þas shown in [3].
The following theorem includes some useful properties of the core inverse that will be used in this paper.
Theorem 1.2. Let A be square matrix of index 6 1. Then the following hold:
(i) AAAH ¼ AH, for each g-inverse A of A.
(ii) Whenever core inverse of A exists, it is unique [3].Proof.
(i) is easy.
(ii) As shown in Theorem 1(viii) of [3], we have AHA ¼ A#A. So, if G1 and G2 are two core inverses of A, then
G1A ¼ A#A;AG1 ¼ AAy and G2A ¼ A#A;AG2 ¼ AAy. So, G1 ¼ G1AG1 ¼ G1AAy ¼ G1AG2 ¼ A#AG2 ¼ G2AG2 ¼ G2. h
A complex square matrix is range Hermitian if and only if CðAÞ ¼ CðAÞ if and only if AH ¼ Ay ¼ A# [3]. If A has represen-
tation (1), then A is range Hermitian if and only if L ¼ 0 as shown in [3].
We now give deﬁnitions of some matrix orders frequently used in this paper. We note that some of these matrix orders
have been deﬁned over arbitrary ﬁeld, for instance in [10]. However, for our needs we record these deﬁnitions for complex
matrices only.
Let A and B be Hermitian matrices of the same order. Then A is below B under the Löwner order (written as A6LB) if B A
is a non-negative deﬁnite matrix. Let A and B be complex rectangular matrices of the same order. Then A is below B under the
star order [9](written as A6

B) ifAA ¼ BA and AA ¼ AB:
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Similarly, A is below B under the left star order [2] (A 6 B) ifAA ¼ AB and CðAÞ# CðBÞ:
Let A and B be complex rectangular matrices of the same order over. Then A is below B under the space pre-order [7](A<sB) ifCðAÞ# CðBÞ and CðAÞ# CðBÞ
and A is below B under the minus order [7](A6

BÞ if there exist g-inverses G1 and G2 of A such thatAG1 ¼ BG1 and G2A ¼ G2B:
Let A and B be complex square matrices of the same order. Further, let both A and B be of index 6 1. We say A is below B
under the sharp order [8] (A6
#
B), ifAA# ¼ BA# and A#A ¼ A#B:
Also, if AA# ¼ BA# and CðAÞ# CðBÞ, then A is below B under the right sharp order (A6#B) [10].
Similarly, A is below B under the left sharp order (A# 6 B), if A#A ¼ A#B and CðAÞ# CðBÞ [10].
Let A be a complex square matrix of index 6 1. A g-inverse G of A is called a c-inverse if CðGAÞ ¼ CðAÞ. We denote a c-in-
verse of A by Ac [10].
For complex square matrices A and B of index 6 1 and of the same order, A is below B under the 6

c
-order (A6

c
B) if there
exists a c-inverse Ac such that A

c A ¼ Ac B and AAc ¼ BAc [10].
For any other deﬁnition or unexplained terminology, the readers are referred to [10,11]. All matrices used in this paper
will be complex and singular matrices (not of index 0).
The paper has been organized as follows. In Section 2 along with some basic properties of core partial order some new
characterizations of it have been obtained here. In Section 3, we discussed at length the relationships of the core order with
some known partial orders. Reverse order law for core inverse is also proved.
2. Core partial order
The core partial order was deﬁned in [3] as follows:
Deﬁnition 2.1. Let A;B be square matrices of index 1 and of the same order. Then A6
H
B if AHA ¼ AHB;AAH ¼ BAH.
Let A and B be square matrices of index 1 and of same order such that A is below B under the core partial order, i.e., A6
H
B. It
was shown in [3] that if A has representation (1), then B must be of the formB ¼ U RK RL
0 Z
 
U; ð5Þwhere RK is non-singular, U is unitary and Z is some matrix of index 6 1.
Remark 2.2.
(1) Let A and B be square matrices of index 1 and of same order such that A6
H
B. If A is as in (1), then B is as in (5) and as
shown in proof of Theorem 6 of [3] thatBH ¼ U ðRKÞ
1 ðRKÞ1RLZH
0 ZH
 !
U:
 
Thus, it can be checked easily that BAH ¼ ABH ¼ U I 00 0 U
. It also follows that ABHA ¼ A i.e., BH is a g-inverse of A and
(2) AH ¼ A#AAy.
Theorem 2.3. Let A;B be square matrices of index 1 and of the same order. If A6
H
B, then the following hold:
(i) BAHB ¼ A
(ii) BHABH ¼ AH and
(iii) BHBAH ¼ AHBBH ¼ AH.
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(i) Since A6
H
B;AHA ¼ AHB;AAH ¼ BAH. Therefore,BAHB ¼ ðBAHÞB ¼ ðAAHÞB ¼ AðAHBÞ ¼ AAHA ¼ A:
(ii) Now by Remark 2.2 and the fact that A6
H
B) A6 B) A ¼ BBA ¼ ABB ¼ ABA for all g-inverses B of B, we haveBHABH ¼ BHðABHÞ
¼ BHðBAHÞ
¼ B#BA#AAy
¼ BB#AA#Ay
¼ AA#Ay
¼ AH(iii) The equality BHBAH ¼ AH follows from Remark 2.2 and (ii). Also,
AHBBH ¼ ðBHABHÞBBH
¼ BHAðBHBBHÞ
¼ BHABH
¼ AH byðiiÞ: Observe that if A6
H
B, then AH is an outer inverse of B. We also have the following:
Theorem 2.4. Let A; B be square matrices of index 1 and of the same order. Then the following are equivalent:
(i) AHBAH ¼ AH, i.e., AH is an outer inverse of B
(ii) AyBA# ¼ AH.Proof.
(i) )(ii) Let AHBAH ¼ AH. Therefore, A#AAyBA#AAy ¼ A#AAy. Pre-multiplying by AyA and post-multiplying by AA# on both
sides we haveAyAðA#AAyBA#AAyÞAA# ¼ AyAðA#AAyÞAA#
AyðAA#AÞAyBA#ðAAyAÞA# ¼ AyðAA#AÞAyAA#
ðAyAAyÞBðA#AA#Þ ¼ AH
AyBA# ¼ AH:
Hence (ii) follows.
(ii) )(i) Now, let AyBA# ¼ AH. Pre-multiplying by A#A and post-multiplying by AAy on both sides, we have
A#AðAyBA#ÞAAy ¼ A#AAHAAy. This implies AHBAH ¼ AH. Therefore (i) holds. h
We now give some characterizations of the core partial order.
Theorem 2.5. Let A; B be square matrices of index 1 and of the same order. Then the following are equivalent:
(i) A6
H
B
(ii) BA ¼ A2;AyA ¼ AyB
(iii) A6#B and A 6 B.Proof. The equivalence of (i) and (ii) is already established in [3].
(ii) implies (iii). Since BA ¼ A2, it follows that CðA2Þ# CðBÞ. As A is of index 1, CðAÞ ¼ CðA2Þ, so, CðAÞ# CðBÞ. Now, Pre-
multiplying AyA ¼ AyB, with AA on both sides and using AAy is Hermitian, we have AA ¼ AB. Combining this last equality
with CðAÞ# CðBÞ implies A 6 B.
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last equation shows that CðAyÞ# CðBÞ. Since CðAÞ ¼ CðAyÞ, we have CðAÞ# CðBÞ.
Post-multiplying BA ¼ A2 with ðA#Þ2 we get BA# ¼ AA#. This and CðAÞ# CðBÞ together imply A6#B.
(iii) implies (i). As shown in [3] AHA ¼ AHB() AyA ¼ AyB and AAH ¼ BAH () BA ¼ A2. Also, A 6 B) AyA ¼ AyB and
A6#B) BA ¼ A2. Hence, (i) holds. hTheorem 2.6. Let A;B be square matrices of index 1 and of the same order. Then the following are equivalent:
(i) A6
H
B
(ii) There exist projectors P and Q with Q orthogonal such thatA ¼ BP ¼ QB and PA# ¼ A#:Proof. (i) ) (ii) It is easy to see that P ¼ AA# and Q ¼ AAy satisfy the desired conditions as in (ii).
(ii) ) (i). NowAA ¼ BQ QAðQ is an orthogonal projector and QA ¼ AÞ
¼ BQA;
¼ BA;
¼ AB:So, AA ¼ AB or equivalently AyA ¼ AyB [3].
Now A ¼ BP, so, AA# ¼ BPA# ¼ BA#. Hence A2 ¼ BA#A2 ¼ BA. By Theorem 2.5, A6H B. h
Clearly, A6
H
B) A6 B [3]. In fact, the following holds:
Theorem 2.7. Let A;B be square matrices of index 1 and of the same order. Then the following are equivalent:
(i) A6
H
B
(ii) A6

B and BAHB ¼ A.     H RK RL  G1 G2 
3 4
which AG ¼ BG and GA ¼ GB, where G is partitioned in conﬁrmation with the partitioning of A. Let B ¼ U B1 B2B3 B4 U
 par-Proof. (ii) ) (i). Let A6B and BA B ¼ A. Let A ¼ U 0 0 U as in (1). Let G ¼ U G G U be a g-inverse of A for 
titioned in a manner that the multiplication BG is deﬁned. Since G is a g-inverse of A, it follows that A ¼ AGA. So,
Gi; i ¼ 1;3 satisfy the followingRKG1 þ RLG3 ¼ Ir
RKG1RLþ RLG3RL ¼ RLand G2;G4 are arbitrary. Also, since BA
HB ¼ A;Bi; i ¼ 1;2;3 satisfy the following:B1ðRKÞ1B1 ¼ RK
B1ðRKÞ1B2 ¼ RL
B3ðRKÞ1B1 ¼ 0
B3ðRKÞ1B2 ¼ 0and B4 is arbitrary.
As RK is non-singular, the equation B1ðRKÞ1B1 ¼ RK ) B1 is non-singular. So, B3ðRKÞ1B1 ¼ 0) B3 ¼ 0. Consequently,
B ¼ U B1 B20 B4
 
U, where B1 is non-singular and B4 is arbitrary. Also, from AG ¼ BG and GA ¼ GB, we have A ¼ BGA and
A ¼ AGB. Now, A ¼ BGA gives
RK ¼ B1G1RK þ B2G3RK
RL ¼ B1G1RLþ B2G3RL
0 ¼ B4G3RK
0 ¼ B4G3RLAlso, A ¼ AGB implies
RK ¼ B1; as RKG1 þ RLG3 ¼ Ir
RL ¼ ðRKG1 þ RLG3ÞB2 þ ðRKG2 þ RLG4ÞB4
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0 B4
 
U:Moreover, B is of index 1, so, B4 is of index 1 [3]. Now it is easy to see that A
HA ¼ AHB;AAH ¼ BAH, so, A6H B.
(i) ) (ii) follows from Theorem 2.3 and A6H B) A6 B. hRemark 2.8. One can prove Theorem 2.7 by simply using A6

B() A ¼ ABHA ¼ ABHB ¼ BBHA and BAHB ¼ Awithout making
use of decompositions.Theorem 2.9. Let A be a square matrix of index 1 and B be a range Hermitian matrix having same order as A. Then the following
are equivalent:
(i) A6
H
B
(ii) A6B and BHABH ¼ AH.Proof. (i)) (ii) BHABH ¼ AH follows by Theorem 2.3(ii)
Since B is range Hermitian, we have BH ¼ By and A6H B) A6 B. Also, A6 B) A ¼ ABHA. Therefore,ABy ¼ ABH ¼ ðABHAÞBH ¼ AðBHABHÞ ¼ AAH ¼ AAy:
Also,AHA ¼ AHB) A ¼ AAHA ¼ AAHB) CðAÞ# CðBÞ;
so, A6

B.
(ii)) (i) Since, A6B) A6

B. Therefore,A ¼ BBHA ¼ ABHA ¼ ABHB:
Now,BAH ¼ BðBHABHÞ
¼ ðBBHAÞBH
¼ ABH:
Post-multiplying by AAH,BAHAAH ¼ ABHAAH ¼ ðABHAÞAH ) BAH ¼ AAH:
Further,AHB ¼ ðBHABHÞB
¼ BHðABHBÞ
¼ BHðABHAÞ
¼ ðBHABHÞA
¼ AHAHence, A6
H
B. hCorollary 2.10. Let A be a square matrix of index 1 and B a range Hermitian matrix having same order as A such that A6B and
BHABH ¼ AH. Then A6 B.Proof. The proof follows from Theorem 2.5. h3. Relationship of core order with known partial orders
It was also shown in [3] that for A ¼ 1 10 0
 
and B ¼ 1 10 1
 
;A6
H
B and A6
H
B;A6

B and A6
H
B;A6
#
B. From Theorem 2.5,
it is clear that A6
H
B implies A6#B and A 6 B. Clearly, A2 – AB. Hence in general, A6
H
B;A# 6 B. Also, AAy – BAy, therefore in
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H
B;A6B. We now study conditions under which A6
H
B) A6 B and A6H B) A6
#
B. We also study the core order in
relation to some of the other known partial orders.
Theorem 3.1. Let A;B square matrices of index 1 and of same order such that A6
H
B. If either AH and B or A and BH commute, then
A is a range Hermitian matrix. Further, if A is range Hermitian, then AH and B commute and so do A and BH.
Proof. Let A6
H
B and A be as in (1). Then, B as in (5) is given by B ¼ U RK RL0 Z
 
U, where RK is non-singular, U is unitary
and Z is some matrix of index 1 [3].
Let AH and B commute. A direct calculation shows that L ¼ 0. So, A is range Hermitian matrix.
Now, let A and BH commute. When A6
H
B, it has been shown in [3] thatBH ¼ U ðRKÞ
1 ðRKÞ1RLZH
0 ZH
 !
U:
 
Once again, by direct calculation L ¼ 0. Conversely, let A be range Hermitian. If A is as in (1), then A ¼ U RK 00 0 U
 and
B ¼ U RK 00 Z
 
U, where Z is some matrix of index 1 [3]. The last statement can now be easily checked by using canonical
forms of AH and BH. h
Corollary 3.2. Let A;B square matrices of index 1 and of same order such that A6
H
B. Then the following are equivalent:
(i) A is range Hermitian
(ii) AH and B commute
(iii) BH and A commute.
Hence, under any one of conditions (i), (ii) or (iii)A6
H
B() A6 B() A6#B:Theorem 3.3. Let A;B be square matrices of index 1 and of the same order. Further, let A be range Hermitian. Then the following
are equivalent:
(i) A6
H
B
(ii) A6

B
(iii) A6
#
B
(iv) A26
#
B2 and AB ¼ BA ¼ A2
(v) A26

B2 and AB ¼ BA ¼ A2
(vi) A26
H
B2 and AB ¼ BA ¼ A2.Proof. (i), (ii) and (iii) are equivalent as AH ¼ Ay ¼ A# [3].
Similarly, (iv), (v) and (vi) are equivalent in view of the fact that A range Hermitian implies A2 is range Hermitian.
(ii) ) (v) By Theorem 2.1 [1]
(v) ) (iii) Taking AB ¼ A2, and pre-multiplying by ðA#Þ2, we have ðA#Þ2AB ¼ ðA#Þ2A. Since ðA#Þ2A ¼ A, therefore,
A#B ¼ A#A.
Similarly, post-multiplying and BA ¼ A2 by ðA#Þ2, we have BA# ¼ AA#. Hence A6
#
B. As (ii) and (iii) are equivalent, it
follows that (v) and (iii) are equivalent and so, (i) to (vi) are all equivalent. h
The following result follows from Theorem 2.5 in view of Theorem 6.4.6 [10], A6#B if and only if A6

cB [10]:
Corollary 3.4. Let A;B be square matrices of index 1 and of the same order. Then the following hold:
(i) A6
H
B implies A6

cB.
(ii) A6

cB and A
yA ¼ AyB together imply A6H B.Theorem 3.5. Let A;B be square matrices of index 1 and of same order. Further Let B be a range Hermitian matrix and A6
H
B. Then
(a) BHAH is a reﬂexive least squares g-inverse of AB.
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(c) ðABÞH ¼ ðABÞy ¼ ByAy ¼ BHAH.Proof. Recall that for any range Hermitian matrix X;XXy ¼ XyXandXH ¼ Xy ¼ X#.
(a) Now,
(i) ABðBHAHÞðABÞ ¼ ABByAHAB
¼ AByBAHAB
¼ AAHAB
¼ AB:
(ii) H H H H H H H H¼ BHAHðABByÞAH
B A ðABÞB A ¼ B A ðABB ÞA
¼ BHAHðAByBÞAH
¼ BHðAHAAHÞ
¼ BHAH:
(iii) ðABÞBHAH ¼ ABByAH
¼ ðAByBÞAH
¼ AAHand AAH is Hermitian.
So, BHAH is a reﬂexive least squares g-inverse of AB.
(b) Let A be range Hermitian. Then by Theorem 7 [3] A6
H
B() A6 B. Therefore, by Theorem 5.4.3 of [10] and Theorem 3.3
we have
(iv) BHAHðABÞ ¼ BHðAHAÞB
y y¼ B ðA AÞB
¼ ByðAAyÞB
¼ ðByAÞðAyBÞ
¼ ðByAÞðBAyÞ
¼ ðAByBÞAy
¼ AAySince AAy is Hermitian, BHAHðABÞ is Hermitian.
Combining (iv) with (a), it follows that BHAH is the Moore–Penrose inverse of AB, i.e., BHAH ¼ ðABÞy. Also, by Theorem 3.2
[6], ðABÞy ¼ ByAy. So,ðABÞy ¼ ByAy ¼ BHAH:
Now,ABBHAH ¼ ABByAy ¼ ABðABÞy ¼ PAB
Further by Theorem 4.2.14 [10],CðBHAHÞ ¼ CððABÞyÞ
¼ CðByAyÞ
¼ CðB#A#Þ
¼ CððABÞ#Þ
¼ CðABÞshowing that BHAH is the core inverse of AB. Thus, both statements in (b) hold. h
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ðBAHBÞH ¼ BHABH.Theorem 3.7. Let A;B be square matrices of index 1 and of the same order as in (1) and (5). Then the following hold:
(i) If B is Hermitian, then A is Hermitian. Conversely, if A is Hermitian, then B is Hermitian if and only if Z is Hermitian.
(ii) If B is a projector, then AB ¼ BA and A is a projector and conversely if A is a projector and AB ¼ BA, then B is a projector if and
only if Z is projector.
(iii) If A is range Hermitian, then B is range Hermitian if and only if Z is range Hermitian.Proof
(i) Proof is easy.
(ii) Let B be a projector. Therefore, B2 ¼ B, i.e.,U
ðRKÞ2 RKRLþ RLZ
0 Z2
 !
U ¼ U RK RL
0 Z
 
U:It follows that ðRKÞ2 ¼ RK;RKRLþ RLZ ¼ RL and Z2 ¼ Z. As R and K are non-singular, RK ¼ I. Therefore, by Lemma 1(ii) of
[3], A is a projector. Also, from RKRLþ RLZ ¼ RL, we obtain RLZ ¼ 0 or LZ ¼ 0. Hence, A and B commute.
For the converse, since A is a projector and AB ¼ BA we haveRK ¼ I and
RLZ ¼ 0As R is non-singular, LZ ¼ 0. So,B2 ¼ U ðRKÞ
2 RKRLþ RLZ
0 Z2
 !
U
¼ U ðRKÞ
2 RKRL
0 Z2
 !
U
¼ U I RL
0 Z2
 
UTherefore, B2 ¼ B if and only if Z2 ¼ Z.
(iii) Proof is easy. hRemark 3.8. Given a square matrix A of index 6 1, it is easy to determine all index 1 matrices B that lie above A under the
core order. Notice that for any square matrix X of the same order as A;XAH ¼ 0 if and only if XA# ¼ 0 and also AHX ¼ 0 if and
only if AyX ¼ 0. Thus, for an index 1 matrix B;A6H B if and only if B ¼ Aþ ðI  AAyÞZðI  A#AÞ for some matrix Z such that
ðI  AAyÞZðI  A#AÞ is an index 6 1 matrix.Remark 3.9.
(1) Notice that in the proof of Theorem 3.5(a), we do not need A6
H
B. It is enough to assume that B is range Hermitian and
A<sB.
For the ﬁrst half of Theorem 3.5(b), namely for showing BHAHðABÞ is Hermitian, we only require A to be range Hermitian,
By and A to commute and Ay and B to commute as hypothesis. But the last statement will hold only when A6
H
B.
(2) The following are equivalent for the class of Hermitian matrices in view of Theorem 8.3.10 of [10] and Theorem 3.3:(i) A6
H
B
(ii) A6

B
(iii) A6
#
B
(iv) A6

B and A26LB2.
(3) In view of Theorem 2.5, Theorems 6.3.13, Remark 6.5.13 and 6.5.25 [10], the following are equivalent:
(i) A6
H
B
(ii) A6

B; CðBAÞ ¼ CðAÞ and BA is Hermitian.
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jections at 0 have been studied for the star and sharp orders [5]. We have the following:
Theorem 3.10. Let A; B be square matrices of index 1 and of the same order as in (1) and (5). Then Ap6
H
Bp if and only if Z ¼ 0.
Proof. Let A6
H
B. If A has representation (1), then as in [3] B must be of the formB ¼ U RK RL
0 Z
 
U; ð6Þwhere RK is non-singular, U is unitary and Z is some matrix of index 6 1. Also, A# is as in (4) and by Lemma 4 [3],
B# ¼ U K
1R1 X0
0 Z#
 
U, where X0 ¼ ðRKÞ2RLðI  ZZ#Þ  ðRKÞ1RLZ#. Simple calculations show thatAp ¼ U 0 K
1L
0 I
 !
U; and Bp ¼ U 0 ðRKX0 þ LZ
#Þ
0 Zp
 !
U:Now,
ðApÞ2 ¼ U 0 K
1L
0 I
 
U and BpAp ¼ U 0 ðRKX0 þ LZ
#Þ
0 Zp
 
U. Therefore, ðApÞ2 ¼ BpAp () K1L ¼ RKX0þ
LZ# and Zp ¼ I. Now Zp ¼ I () Z ¼ 0 and X0 ¼ ðRKÞ2RL. So, RKX0 ¼ K1L. HenceðApÞ2 ¼ BpAp () Z ¼ 0:
In this case, it can be easily veriﬁed that ðApÞAp ¼ ðApÞBp, which is equivalent to ðApÞyAp ¼ ðApÞyBp [10]. Hence, by Theo-
rem 2.5, Ap6
H
Bp.
The other half is trivial. hRemark 3.11.
(1) One can think of deﬁning some new (one-sided) partial orders using one of the deﬁning equations of the core partial
order. However, no new partial orders will arise, for AAH ¼ BAH along with CðAÞ# CðBÞ is the right sharp order and
AHA ¼ AHB along with CðAÞ# CðBÞ is the left star order.
(2) As pointed out in [3], one can deﬁne another partial order ‘’ using Aqv ¼ AyAA#. It can be checked that ‘’ is equiv-
alent to ‘A2 ¼ AB and AAy ¼ BAy’.Acknowledgement
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