Abstract. The virtual dimensions of both framed and unframed SU(2) magnetic monopoles on asymptotically conic 3-manifolds are obtained by computing the index of a Fredholm extension of the associated deformation complex. The unframed dimension coincides with the one obtained by Braam for conformally compact 3-manifolds. The computation follows from the application of a Callias-type index theorem.
Introduction
Magnetic monopoles have been studied in a variety of settings, going back to the original work [JT80, Tau83, Tau84] of Taubes, who demonstrated that the moduli space M k (R 3 ) of charge-k monopoles on R 3 is a smooth, nonempty manifold of dimension 4k. Atiyah considered the moduli space M k (H 3 ) in [Ati84] , and in [Bra89] Braam considered M k (X) for a general conformally compact 3-manifold X. In the posthumously published work [Flo95a, Flo95b] , Floer outlined a construction of monopoles on spaces with asymptotically Euclidean ends.
Here we consider an arbitrary asymptotically conic (a.k.a scattering) 3-manifold (X, g), meaning X is a manifold with boundary and g has the form g = dx 2
x 4 + h x 2 , where x is a boundary defining function and h restricts to a metric on ∂X. The usual definition of an asymptotically conic manifold appearing in the literature, in terms of a radial function r, is recovered by setting x = 1/r. Examples include the radial compactification of R 3 , ALE spaces, and manifolds with Euclidean ends, as well as manifolds with more general boundary surfaces. A monopole is a configuration (A, Φ) where A is a connection on a fixed principal SU(2)-bundle P −→ X and Φ is a section of adP satisfying the Bogomolny equation
where F A is the curvature of A. Since the equation is gauge invariant, the gauge group G = Γ(X; AdP ) acts on solutions, and the charge k monopole moduli space, M k (X), is the space of equivalence classes of solutions to (1.1), where
is a collection of integers given by topological invariants of Φ over the components of ∂X. Alternatively, one may consider the space of framed monopoles, where the boundary data (A, Φ)| ∂X is fixed and equivalence is taken with respect to the reduced gauge group G 0 which acts by the identity at ∂X. This space is denoted M k (X).
The deformation complex at a solution (A, Φ) is the elliptic complex
where D 1 is the infinitesimal action of the Lie algebra T 1 G = Γ(X; adP ) of the gauge group, and D 2 is the linearization of (1.1) acting on the tangent space T (A,Φ) C k = Γ(X; (Λ 1 ⊕Λ 0 )⊗adP ) to the configurations at (A, Φ). The tangent space to the moduli space, T (A,Φ) M k , may be formally identified with the middle degree cohomology of the deformation complex, so in particular dim(M k ) = dim(KerD 2 /ImD 1 ), while the virtual dimension is the Euler characteristic vdim(M k ) = dim(KerD 2 /ImD 1 ) − dim KerD 1 − dim CokerD 2 .
A similar deformation complex may be considered for framed monopoles, taking T 1 G 0 to be sections of the gauge algebra which vanish at ∂X and T (A,Φ) C k to be perturbations fixing the boundary data.
We define a family of completions of (1.2) as Hilbert complexes:
where γ ∈ R is a real parameter. (These spaces are defined in detail in §2.3; some notation is suppressed here.) These are Sobolev spaces contained within weighted L 2 spaces:
which for γ ≤ − 
where the total charge k =
k i is the sum of the charges over the ends of X, and b i (∂X) denotes the ith Betti number ∂X.
Several remarks are in order:
• Theorem 1.1 gives a new proof of the classical results vdim M k (R 3 ) = 4k and vdim M k (R 3 ) = 4k − 1, which are the true moduli dimensions in this case, since R 3 is a scattering manifold with one end, ∂R 3 = S 2 , for which b 1 (S 2 ) = 0 and b 0 (S 2 ) = 1.
• The virtual dimensions may be re-expressed using the identity
, which follows from duality and the long exact sequence in cohomology of the pair (X, ∂X). The virtual dimension vdim(M k (X)) = 4k + b 1 (X) − b 2 (X) − 1 coincides with the one obtained by Braam in [Bra89] for conformally compact manifolds, even though that setting is quite different from an analytical point of view.
has a geometric interpretation in terms of the moduli space of monopole boundary data and the action of the gauge group on such data. This is discussed in §2.1 below.
• If ν 1 > 3 2 , then the range of γ for which the framed deformation complex is Fredholm includes γ = 0, at which value the infinitesimal perturbations of (A, Φ) are contained in L 2 , and T M k inherits a Riemannian metric in terms of the L 2 pairing. In the classical case X = R 3 (for which ν 1 (S 2 ) = 2), this metric is famously known to be complete and hyperkähler [AH88] .
In §2 we discuss the definition of monopoles on a scattering manifold, consider the issues around framing and set up the deformation complex along with the precise family of Hilbert completions of this complex that we shall consider. The starting point for the proof of Theorem 1.1 is a generalized Callias-type index theorem, Theorem 3.1 below, which is proved in [Kot12] ; we recall this result in §3. In §4 we apply this theorem to the Dirac operators obtained from the Hilbert complex (1.2), arriving at the result above.
The main analytical feature of our theory is this: the family of Hilbert complexes leads to to a family of Sobolev extensions for the associated Dirac operator
′ , depending in particular on a weight parameter γ ∈ R. These extensions are Fredholm for γ outside of a discrete set of indicial roots (which here have expressions in terms of the eigenvalues of the Laplacian on ∂X), and the index of the extension changes (by the dimension of the associated eigenspace) as γ varies. This phenomenon of variable index Fredholm extensions on weighted Sobolev spaces goes back to the work of Lockhart and McOwen [LM85] , the 'b-calculus' of Melrose [Mel93] , as well as the work of Schulze et. al. [SSS98] . More recently, it has appeared in a range of settings including problems in scattering theory [Bor01] , [GH08] , closed extensions of conic differential operators [GM03] , and of operators on stratified spaces [ALMP12] , among many others. Here the behavior of the operator at infinity leads to the use of 'hybrid' b-/scattering-type Sobolev spaces adapted to a splitting of the vector bundle there. Similar hybrid Sobolev spaces have also appeared in [HHM04] and [GH14] . One novelty of the problem presented here is that some of the indicial roots themselves depend on the parameter γ, so that the index can both increase and decrease as γ decreases (see Figure 1 and the associated discussion in §4.2). Finally, we expect that the approach described here to the computation of monopole moduli dimensions, via the application of the Callias-type index theorem [Kot12] to the deformation complex, should generalize to quite a few situations of interest. Among these we mention monopoles with higher rank gauge groups on R
3
[MS03] as well as more general asymptotically conic manifolds, and monopoles on higher dimensional manifolds with special holonomy; Oliveira in [Oli13] has recently obtained some results regarding monopoles on Bryant-Salamon G2 manifolds.
Monopoles and deformation
Let (X, g) be a 3-dimensional manifold with boundary with g a Riemannian scattering metric on the interior of X. By a result of Joshi and Sa Baretto [JB99] , we may assume g is an exact scattering metric, i.e. of the form
near ∂X with respect to a fixed boundary defining function x, where h is a bounded family of metrics on ∂X. Fix a principal SU(2) bundle P −→ X. (P is necessarily trivializable since SU(2) is 2-connected, though we do not fix a trivialization.) The configuration space, C(X), for magnetic monopoles consists of pairs (A, Φ) where A is a connection on P and Φ is a section of adP = P × ad su(2), a bundle which we equip with a Hermitian inner product given by the negative of the Killing form. It is unreasonable to expect monopoles on a general X to be smooth, so we consider configurations which are bounded polyhomogeneous, meaning they are smooth on the interior of X, continuous up to the boundary, and have complete asymptotic expansions at ∂X in real powers of x and non-negative integer powers of log x (see [Kot12] for a more detailed discussion). Thus
where A(P ) is an affine space modelled on Γ(X; T * X⊗adP ) and we use the notation Γ(X; V ) to denote bounded polyhomogeneous sections of a vector bundle V.
The configuration space is acted on by the gauge group G(X) = Γ(X; Ad P ), and a magnetic monopole is a gauge equivalence class of solutions to the Bogomolny equation
where F A is the curvature of A and d A is the covariant derivative defined by A. Monopoles are minimizers of the Yang-Mills-Higgs action
3) and the part of C(X) on which the action is finite decomposes into connected components C k (X) indexed by an integral parameter k ∈ Z b 0 (∂X) known as the charge. Indeed, since X is complete, finite action implies that (d A Φ)| ∂X vanishes, so |Φ| | ∂X = m is a constant known as the mass which we assume is strictly positive and fix throughout, and then the charge is defined by
Here L is the line bundle spanned by the positive imaginary eigenvectors of Φ| ∂X on the C 2 bundle over ∂X associated to the standard representation of SU(2)-in other words, viewing Φ| ∂X as a skew-adjoint 2 × 2 matrix.
We denote the (unframed) moduli space of charge k monopoles by
The space also depends on the mass m, but we suppress this from the notation.) We will also consider framed monopoles, wherein the boundary data (A 0 , Φ 0 ) = (A, Φ)| ∂X is fixed and the gauge group is restricted to the subgroup G 0 (X) = {g ∈ G : g| ∂X = 1}. We denote the framed moduli space of charge k monopoles by
(2.6) 2.1. Framing and monopole boundary data. To appreciate the relative dimension of M k (X) versus M k (X), some further discussion of framing is in order. First of all, the conditions |Φ| | ∂X = m and d A Φ| ∂X = 0 imply that the bundle P and connection A admit a reduction over ∂X to a principal bundle Q −→ ∂X with structure group U(1), the stabilizer of Φ| ∂X ; this is nothing more than the frame bundle of the line bundle L −→ ∂X described above.
In fact more can be said. Consider the expansion
with respect to the fixed boundary defining function x (we ignore any asymptotics between x 0 and x 1 , since the coupling in the Bogomolny equation occurs only between coefficients with integer offsets). Imposing the Bogomolny equation formally implies:
where A 0 denotes the restriction of A to ∂X and F A0 denotes its curvature. It follows from d A0 ⋆F A0 = 0 that there exists a reduction (Q, A 0 ) of (P, A 0 )| ∂X to a U(1)-bundle with connection such that ⋆F A0 and Φ 0 are constant (c.f. [AB83] , proof of Theorem 6.7). Fixing such a reduction reduces the gauge group G(X) to the subgroup having boundary values in the U(1) gauge group C ∞ (∂X; Ad Q). Thus the space of charge k monopole boundary data can be regarded as the space of connections on the degree k U(1)-bundle Q k −→ ∂X (which is unique up to isomorphism) with prescribed constant curvature (meaning a constant multiple of the volume form), up to gauge. If b 1 (∂X) = 0, all such connections are gauge equivalent, so the space of monopole boundary data is discrete. However if b 1 (∂X) = 0, one can alter (Q, A 0 ) by tensoring with a flat connection (the space of which is the torus H 1 (∂X; U(1))) and these are generally gauge inequivalent. Thus, denoting the moduli space of monopole boundary data by (∂M) k (X), we expect in general that
Restriction defines a map R :
, and (2.7) accounts for part of the expected difference in dimension between M k (X) and M k (X). However,
there is an additional contribution coming from the gauge group.
Recall that in the classical case
is a circle bundle; the extra dimension is accounted for by the fact that there is an explicit one-parameter subgroup of G(R 3 ), namely {exp(λΦ) : λ ∈ R}, which acts freely on C k (R 3 ), k = 0, but which fixes the boundary data and yet does not lie in G 0 (X) (see for instance [AH88] ). This may be generalized to the present case, in which there is a b 0 (∂X)-dimensional subgroup acting freely but fixing the boundary data; it is generated by
where χ i is a smooth cutoff near the ith component of ∂X. That these gauge transformations act non-trivially if k = 0 while fixing the boundary data can be seen from the infinitesimal action (2.8) below. This subgroup acts on framed monopole configurations, and yet two configurations differing by such a transformation are not regarded as equivalent, since the quotient in (2.6) is by G 0 (X), which does not contain the subgroup in question.
In light of these two considerations it is reasonable to expect that
in general. Though this equation is merely heuristic at this point, it is borne out by the analysis.
Deformation complex. The problem of computing the formal dimension of
is an infinitesimal one, and may be recast in the form of an elliptic complex. We proceed to define the deformation complex formally at first, before completing to a Hilbert complex. In what follows, we will use the scattering cotangent bundle sc T * X, a rescaled cotangent bundle with respect to which the metric (2.1) is Hermitian and nondegenerate up to the boundary (see [Kot12] or [Mel94] for more details). There is a natural map T * X −→ sc T * X, and we will use the shorthand Λ k to denote the bundle Λ k ( sc T * X). At a pair (A, Φ), the tangent space to the configuration space is T (A,Φ) C = Γ(X; Λ 1 ⊗ adP ) ⊕ Γ(X; adP ), while the Lie algebra of the gauge group is T 1 G = Γ(X; adP ). The derivative of the gauge action at (A, Φ) gives a map
where adΦ = [Φ, ·] ∈ Γ(X; End(adP )). On the other hand, linearizing the Bogomolny equation (2.2) defines a map
It is convenient at this point to make use of the isomorphism ⋆ : Γ(X; adP ) ∼ = Γ(X; Λ 3 ⊗ adP ), after which we may arrange (2.8) and (2.9) into a sequence Proof. Indeed,
These determine an exact complex, since Ker(σ(D 2 )(ξ)) = {(w 1 , 0) :
From now on we assume that (A, Φ) satisfies (2.2). Formally speaking, the tangent space of M k at (A, Φ) is represented by the the degree 1 cohomology space of (2.10):
and dim(H 1 ) computes the dimension of M k assuming it is smooth at (A, Φ). On the other hand, the virtual dimension of M k is the Euler characteristic
which gives the true dimension of M k if H 0 = H 2 = {0}-in other words, if D 1 is injective, meaning the gauge group acts freely at (A, Φ), and D 2 is surjective, so that (A, Φ) is a regular point of B.
Fredholm extension.
We proceed to compute the virtual dimension by Hodge theoretic methods, as the index of D 2 + D ′ 1 with respect to a suitable Fredholm extension. We first define weighted L 2 spaces with respect to which (2.10) becomes a complex of unbounded operators on Hilbert spaces; for technical reasons encountered below we need to consider different weights along different directions in adP at infinity.
To this end, consider a collar neighborhood U ∼ = ∂X × [0, ε) of ∂X in which Φ = 0 and set
Thus adP 0 is the kernel of adΦ, which is nondegenerate on adP 1 , and the later further splits into positive/negative imaginary eigenspaces adP ± of adΦ. In fact, by simplicity of su(2), we may take Φ to be proportional to the Cartan element at each point, and then the orthogonal decomposition (2.11) coincides with the root space decomposition su(2
For later reference, we record the relationship between these bundles and the line bundle L defining the charge in (2.4) in the following result, which follows easily by decomposing into irreducible representations of su(2).
Lemma 2.2. Over ∂X, the complex line bundles adP + and L ⊗ L (respectively adP − and L * ⊗ L * ) are isomorphic. Thus,
where C denotes the trivial bundle.
Let Π 0 denote the projection onto adP 0 over U and χ ∈ C ∞ c (U ; [0, 1]) a smooth cutoff with χ ≡ 1 near ∂X. Then, for α, β ∈ R, define the space L α,β (X; adP ⊗ Λ * ) to be the completion of C ∞ c (X; adP ⊗ Λ * ) with respect to the norm
In other words, near the boundary,
These are Hilbert spaces, with inner product obtained by polarization. Applying this to (2.10), we consider the family of unbounded elliptic complexes parameterized by γ ∈ R:
These particular choices of weights are necessitated by the index theorem applied below. To motivate the increase in weight along adP 0 at each step, note that on adP 0 = CΦ the term adΦ vanishes, so the operators D i , i = 1, 2 each have the form ±⋆d A or d A ⋆, from which a power of x may be factored out. This is discussed in more detail below. It remains to specify domains for D 1 and D 2 in (2.12). Following the analysis in [Kot12], we define Sobolev spaces H α,β,k,l (X; adP ⊗Λ * ), where α, β ∈ R, k, l ∈ N 0 , as the completions of C ∞ c (X; adP ⊗ Λ * ) with respect to the norms
In particular, regularity is measured differently near ∂X along adP 0 compared to adP 1 , in that k of the k + l derivatives along the adP 0 are weighted by x −1 ; on Euclidean space this corresponds to using the radially weighted derivatives r∂ r and ∂ θ rather than ∂ r and r −1 ∂ θ . We finally arrive at the object of primary consideration-the family of complexes parameterized by γ ∈ R, k ∈ N:
Considered as domains in (2.12), these determine Hilbert complexes, in the sense of [BL92] . Below we determine the values of γ for which (2.13) is Fredholm and compute its index. Before doing so however, two remarks are in order. First, note that the cutoff for bounded sections to be in x α L 2 on a scattering 3-manifold is α = − 3 2 ; more precisely, for α ≥ − 3 2 any continuous sections in x α L 2 must vanish at ∂X while for α < − 3 2 they may be nonzero up to ∂X. It follows that for γ ≥ − 1 2 the leftmost space in (2.12) is a weighted L 2 completion of the reduced gauge Lie algebra T 1 G 0 , while for γ < − 1 2 it represents a weighted L 2 version of the full gauge Lie algebra T 1 G. 1 Thus, denoting by H * (γ) the cohomology spaces of (2.13), for γ sufficiently near
(2.14)
The second remark concerns the behavior of adjoints in the complex (2.12). As a notational convention, we denote by
′ the adjoint of D 1 as an operator (2.12), and denote by D * 1 its formal L 2 adjoint (with which is it more convenient to work). As a result of the weights, these are related via
with respect to adP = adP 0 ⊕ adP 1 near ∂X.
(2.15)
According to the theory of Hilbert complexes, the complex (2.13) is Fredholm, i.e. has finite dimensional cohomology spaces, if and only if the operator
is Fredholm, and then the index of the operator equals the Euler characteristic (2.14). From (2.10) and (2.15), we may write
where τ = −1 on Λ 0 and τ = 1 on Λ 2 . The first term is a twisting (by adP ) of the self-adjoint Dirac operator ⋆τ (d + δ), which is known as the odd signature operator and was first introduced in [APS75] . The inclusion of the second term [D * 1 , ρ(γ)
−1 ] (which has order 0) with the first determine a Dirac-type operator modelled on the twisted odd signature operator. Finally, the third term adΦ ∈ Γ(X; End(adP ⊗ Λ odd )) functions as a skew-adjoint potential term, with constant rank nullspace bundle defined by adP 0 = CΦ in a neighborhood of ∂X.
Callias-type operators on scattering manifolds
We briefly recall the index formula for operators of the form (2.16) proved in [Kot12] . A general Callias-type operator,
on X consists of a Dirac-type operator D ∈ BDiff 1 sc (X; V ) with bounded polyhomogeneous coefficients which is modelled on a self-adjoint, scattering Dirac operator, along with a skew-adjoint potential Ψ ∈ Γ(X; End(V )) which has a constant rank nullspace bundle V 0 = Null(Ψ| ∂X ) −→ ∂X at infinity. Here V −→ X is a module over the scattering Clifford algebra bundle Cℓ(X) whose fiber at p ∈ X is the Clifford algebra Cℓ( sc T * p X, g(p)), and a scattering Dirac operator is defined to be the composite Γ(X; V )
cℓ −→ Γ(X; V ) of a (Clifford compatible) scattering connection with the Clifford action of sc T * X ⊂ Cℓ(X) on V . A Dirac-type operator differs from this by a 0th order term, assumed to have order O(x) at ∂X.
1 The extra vanishing along adP 1 is required here only for technical reasons. With a judicious choice of gauge for (A, Φ), the weights along adP 0 and adP 1 can be considered independently (see [KS] ), and the index computed below does not depend on the chosen weight along adP 1 .
It is assumed that the connection ∇ is the lift of a 'true' or 'b-' connection, meaning that ∇ v = x∇ v for any vector field v which is bounded with respect to the scattering metric, where v = x −1 v is bounded with respect to the conformally related b-metric g = x 2 g. It follows that D = x D where D ∈ BDiff 1 b (X; V ) is a b-differential operator in the sense of Melrose [Mel93] . It is further assumed that the connection and potential are compatible near infinity, in the sense that ∇Ψ = O(x 1+ε ) for some ε > 0. Under these assumptions, it is shown in [Kot12] that such an operator (3.1) admits bounded extensions
where the Sobolev spaces are defined as in the previous section, with respect to an extension of the splitting
It is convenient at this point to work with the parameter α = γ + 1 2 , which simplifies the formula (3.4) below.
is Fredholm, with index (which is independent of k) 
for α 0 ∈ spec b ( D 0 ) and sufficiently small ε, where
The first term, ind(ð + + ) is well-known from the classical Callias index theorem in which Ψ| ∂X is invertible, see [Ang93] , [Råd94] , [Bun95] and [Kot11] . The second term, def( D 0 , α), comes from the b-calculus of Melrose [Mel93] . We consider these now in more detail.
3.1. Dirac operators near the boundary. Generally speaking, a scattering Dirac operator D = n−1 i=0 cℓ(e i )∇ ei (where {e i } is an orthonormal frame such that e 0 = x 2 ∂ x and ∇ is the lift of a true or b-connection) decomposes near ∂X as
. (3.5)
Hereẽ i = x −1 e i comprise an orthonormal frame on the b-tangent bundle b T X (see [Mel93] ) with respect to the b-metric g = x 2 g = dx 2
x 2 + h; in particular {ẽ i } n−1 i=1 is an orthonormal frame on ∂X with respect to the metric h. Over ∂X, the Clifford module V decomposes as V | ∂X = V + ⊕ V − into ±1 eigenspaces for icℓ(e 0 ), and 
is a graded Dirac operator on ∂X. (In the case that D is a Dirac-type operator, there will be additional lower order terms in (3.5), though by assumption they are O(x) so that ð is still well-defined as a Dirac-type operator on ∂X.) For a Callias-type operator, the compatibility condition ∇Ψ = O(x 1+ε ) implies that g.) Explicitly, if we take V in radial gauge with respect to ∇, so that ∇ẽ 0 ≡ x∂ x , we may write (3.5) in local coordinates (x, y 1 , . . . , y n−1 ) as
(Note that only x∂ x fails to commute with x (n−1)/2 , and [x∂ x , x (n−1)/2 ] = n−1 2 .) The discrete set of indicial roots, spec b ( D 0 ) ⊂ R, consists of those α ∈ R for which the Mellin transformed operator
is not invertible, and then F ( D 0 , α 0 ) ⊂ C ∞ (∂X; V 0 ) is the (necessarily finitedimensional) nullspace of I( D 0 , α 0 ). In fact, the defect index is just the formal index of D 0 , and the properties (3.3) and (3.4) follow from the relative index theorem in [Mel93] .
Index of the deformation complex
We return now to the consideration of (2.16), first verifying that it satisfies the necessary conditions to apply Theorem 3.1. Here V = adP ⊗ Λ odd , and the connection defining the Dirac operator is ∇ = d A ⊗ ∇ LC(g) . Since A is a true connection by assumption, the fact that ∇ is the lift of a b-connection follows from the next result, which is of independent interest. Proposition 4.1. The Levi-Civita connection on a scattering manifold of dimension n with metric g = x 2 + h. In terms of this isomorphism,
where {ẽ
is the dual to an orthonormal frame {ẽ 0 = x∂ x ,ẽ 1 , . . . ,ẽ n−1 } for b T X and E 0i ∈ so(n) acts by E 0iẽi =ẽ 0 , E 0iẽ0 = −ẽ i and is 0 otherwise.
The meaning of (4.1) is that if v is a scattering vector field, equal to x v for a b-vector field v, then ∇
Proof. Let e 0 = x 2 ∂ x , e 1 = xẽ 1 , . . . , e n−1 = xẽ n−1 be the orthonormal frame for sc T X which is identified with {ẽ i } by the isomorphism. The Koszul formula for g along with the fact that [e 0 , e j ] = xe j , j ≥ 1, implies
for j, k ≥ 1. On the other hand, from the Koszul formula for g it follows that
Comparing these formulas leads immediately to (4.1).
In (2.16) adΦ plays the role of the potential term Ψ, and the nullspace bundle is simply V 0 = adP 0 ⊗ Λ odd ∼ = Λ odd . The compatibility of the connection and the potential follows from finiteness of the action (2.3):
The Clifford action is best understood as follows. First, we make use of the vector bundle isomorphism Λ * X ∼ = Cℓ(X) to simplify computations. This isomorphism intertwines the Hodge star with the normalized Clifford volume element ω C ∈ Cℓ(X) up to a sign:
Here {e i } is any orthonormal frame, and τ is the general version of the sign operator appearing in (2.16). Note that in the case n = 2l is even, τ = i k(k−1)+l and the ±1 eigenspaces of ω C = ⋆τ define the signature splitting
On an odd-dimensional manifold, the odd signature operator is the Dirac operator on odd forms associated to the Levi-Civita connection and the odd Clifford action:
The first term in (2.16) is the twisting of this operator by adP via the connection A. 
where I and J are multi-indices: e I = e i1 · · · e im and |I| = m. which generates the signature splitting on the even dimensional manifold ∂X as remarked above. Likewise, recalling that ω C is an involution which is central in odd dimensions, so that cℓ odd (e j e 0 ) = ω C e j ω C e 0 = e j e 0 , the induced action is given by cℓ ∂ (ẽ j )ẽ I ∼ = (e j e 0 )(−e 0 e I ) = e j e I ∼ =ẽjẽI ,
for |I| even and |J| odd.
It is convenient to take ∇ = d A ⊗ ∇ LC(g) to be in radial gauge, so that ∇ x 2 ∂x = x 2 ∂ x . The condition d A Φ| ∂X = 0 implies that A restricts separately to a connection on each of the summands adP 0 , adP + and adP − over ∂X, and Proposition 4.1 implies that ∇ LC(g) restricts to the connection ∇ LC(h) + B on forms over ∂X. In light of Lemma 4.3, it follows that induced Dirac operators ð ± coincide, modulo lower order terms, with the (even) signature operator d + δ on ∂X, twisted by adP ± . Since only the index of ð + + appears in Theorem 3.1, the lower order terms may be ignored, and invoking Lemma 2.2 we therefore have: 
where L −→ ∂X is the line bundle of degree k defining the charge, equipped with the connection induced by A.
When considering D 0 , the lower order terms are of critical importance, as they affect the locations of the indicial roots.
Proposition 4.5. For the operator (2.16), the operator D 0 is given by 4) where N = −1 − 2γ on Λ 0 ∂X, N = 0 on Λ 1 ∂X, and N = 1 on Λ 2 ∂X.
Proof. The bundle adP 0 −→ ∂X is explicitly trivialized by Φ, and it follows from the discussion in §2.1 that the induced connection on it is not only flat, but in fact trivial. Thus the twisting by adP 0 may be disregarded completely. Then following the discussion in §3.1 and using Proposition 4.1,
As already remarked, cℓ(e 0 ) = −i(⋆τ
∂X , so it remains to determine the contribution from the last two terms.
The first of these is cℓ
The endomorphism E 0i of sc T X in (4.1) is represented by the same matrix in the contragredient representation (i.e. on sc T * X) by skew-adjointness, and acts on Λ * X ∼ = Cℓ(X) as an (ungraded) derivation. Thus E 0i e J = e J(i,0) , E 0i e 0 e I = −e i e I + e 0 e I(i,0) where e J(i,0) is the element obtained by replacing e i by e 0 in e J if it occurs and which is 0 otherwise. Then
cℓ ∂ (ẽ i )E 0iẽI ∼ = e i e 0 E 0i (−e 0 e I ) = e i e 0 (e i e I − e 0 e I(i,0) ) ∼ = 0 i ∈ I, −e I i / ∈ I.
Thus i cℓ ∂ (ẽ i )B(ẽ i ) acts by −k on Λ k ∂X for k odd, and by −(m − k) for k even, where m = dim(∂X) = 2.
The final term to consider is [D * 1 , ρ(γ) −1 ]. Since we only consider the part of the operator acting on adP 0 , we can replace ρ(γ) −1 by x −2γ , and as noted above ignore the twisting and consider only the action on forms. From (2.10), we see that D * 1 has order 0 on Λ 3 X, so this will not contribute to the commutator. Thus we may restrict attention to the part of D * 1 = ⋆τ δ = i cℓ odd (e i )∇ LC(g) ei mapping sections of Λ 1 X to sections of Λ 3 X. Only the ∇ LC(g) e0 = e 0 = x 2 ∂ x term will contribute to the commutator (since e j , j = 0 can be chosen to commute with x), and the only 1-forms mapped by cℓ odd (e 0 ) = ω C e 0 into Λ 3 X are those proportional to e 0 ; indeed cℓ odd (e 0 ) sends e 1 and e 2 into Λ 1 X.
Since span(e 0 ) ⊂ Λ 1 X is identified with Λ 0 ∂X by the isomorphism (4.3), the net effect of [D 1 , ρ(γ)
−1 ] is multiplication by −2γ on Λ 0 ∂X. Thus
has the effect of removing the overall factor of x and adding n−1 2 = 1 to all terms, so (4.4) follows. 
, ν ∈ spec(∆ ∂X ).
(4.5) The formal nullspaces associated to the roots {−1, 0, 1 + 2γ} (for whic ν = 0) are the harmonic forms of degree 2, 1, and 0 respectively:
Technically speaking, we should distinguish between the contributions to spec b ( D 0 ) coming from eigenvalues of ∆ ∂X acting on Λ k ∂X for various k; however since dim(∂X) = 2, the spectrum of ∆ ∂X is the same on forms of any degree.
Proof. The term cℓ(e 0 ) = −i(⋆τ ) ∂X in (4.4) is a bundle isomorphism and may be ignored. Taking the Mellin transform replaces x∂ x by λ; therefore we consider the invertibility of 
on ∂X, with respect to Λ 0 ∂X ⊕ Λ 1 ∂X ⊕ Λ 2 ∂X. On the harmonic forms, this is degenerate for λ ∈ {−1, 0, 1 + 2γ} with nullspace consisting of harmonic forms of the associated degree, giving F ( D 0 , λ) as claimed.
Off of the harmonic forms, we use the fact that the only coupling is between closed and coclosed forms of relative degree 1. Thus it suffices to consider invertibility on pairs (ϕ ν , ψ ν ) ∈ C ∞ (∂X : Λ k ) ⊕ C ∞ (∂X; Λ k ) such that dϕ ν = √ νψ ν and δψ ν = √ νϕ ν for k = 0 or k = 1, on which (4.6) takes the form
respectively. These give the right and left hand contributions to (4.5) for ν > 0.
The virtual dimension.
It is convenient to divide the indicial roots (4.5) into the 'geometric' roots, with ν > 0, and the 'topological' roots {−1, 0, 1 + 2γ} for which ν = 0. The former are sensitive to the metric h on ∂X and in particular may be scaled away from 0 by altering g. On the other hand, the topological roots are independent of the metric. (This division of indicial roots is well-known; see for instance [ALMP12] .) These sets may be further subdivided into 'variable' roots, which depend on γ, and and 'static' roots, which do not. These are depicted in Figure 1 , with static roots represented by solid dots, variable ones by hollow dots, and with the topological roots drawn larger than the geometric ones; the parameter • (γ = 0): α = 1 2 and the b-spectrum is symmetric since here D 0 is formally self-adjoint.
• (− 1 2 < γ < 0): α lies above the static topological root 0 and below the lone variable topological root 1 + 2γ. There may also be static geometric roots in this range, but for γ sufficiently close to − 1 2 there are no roots between α and 0.
• (γ = − 1 2 ): α, the variable topological root, and the static topological root at 0 coincide.
• (γ < − Here ch 2 (E) = k 2 k ch k (E) and ch k (E) denotes the H 2k (∂X; R) component of the Chern character ch(E).
The term def( D, α) may be computed using (3.3) and (3.4), though the second of these identities is only valid when D 0 is self-adjoint, which occurs here exactly when γ = 0. For this value then, α = Indeed, from this point onward the only other roots crossed as α continues to decrease are static ones (since the variable topological root 1 + 2γ < α from now on and the variable geometric roots are symmetric about α and bounded away from it by √ ν 1 ), the next being at α = −1, or γ = − 3 2 .
