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Introduction
In 1995, the first Bose-Einstein condensation (BEC) was experimentally achie-
ved for the Rubidium [1], for the Sodium [2] and for the Lithium [3]; this ex-
traordinary result represents a milestone in the domain of the cold atom physics,
and paved the way for the many-body physics in quantum systems. Thereafter,
a larger and large scientific community has been devoting its efforts to the dis-
covery of new fascinating quantum phases, until now never explored.
Beyond the BEC, the experimental investigations about the Bose gases have
yielded many other achievements, like phase transition between the Mott insu-
lator and a superfluid phase in optical lattices [4], coherent waves of matter
(solitons) [5], and very recently there are indications for a first experimental
realization of the Bose-glass phase1 in disordered optical lattices [6].
On the other side, the Fermi gases attracted several investigations as well,
but with some retard of four years after the first BEC, because of some more
complications which are related to the Pauli exclusion principle. Cooling meth-
ods and analysis techniques developed for the Bose gases must be modified for
fermions. As a matter of fact, fermions and bosons obey two different quan-
tum statistics: the former verifies the Pauli exclusion principle and the latter
a bunching tendency (see Fig. 1). Because of the antisymmetric nature of the
wavefunction of the fermions, their interactions are severely suppressed at very
cold temperature, where the s-wave scattering predominates, preventing the
evaporative cooling from being effective. At very low temperatures, a way to
make fermions interact is to work with an admixture of different internal states,
breaking the exchange symmetry because the atoms are not all identical. But
this is not the only way to get ultra-cold temperature, since it is possible to
exploit the sympathetic cooling of the fermion species with a boson partner, for
which the evaporative cooling is effective.
The physics of strongly-interacting Fermi gases deserves a special interest,
because of the wide scenario of possible applications. Nowadays, the high-
temperature superconductor, neutron stars and quarks are topical examples of
1Any superfluid fraction, gapless excitation spectrum, and finite compressibility.
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Figure 1: After [7], an experimental signature of what is called Fermi pressure.
The extension of the cloud is bigger for fermions when we get close to quantum
degeneracy. Temperature is 1.4(1) µK corresponding to 1.1(2) TC for the
bosons and 0.33(5) TF for the fermions.
strong-interacting Fermi systems. Even though outstanding progresses both on
the theoretical and experimental frontier have being achieved, unfortunately
we’re still far from a definitive understanding of all these problems. And in this
context, the ultra-cold Fermi gases stand out as being a very precious and power-
ful tool of investigation. In fact, their Hamiltonians have many similarities with
those that characterize the above-mentioned problems, such as high-temperature
superconductors, but with the further noticeable advantage that we have a good
control of different parameters, such as the density and the interaction strength,
which can be tuned by means of the Feshbach resonance. Playing with these
parameters, we can carry out investigations otherwise impossibles or extremely
difficult.
The research activity of our group
In the group supervised by the Professor Christophe Salomon (at the “Labo-
ratoire Kastler-Brossel” – Ecole Normale Supérieure in Paris), and including
Frédéric Chevy†, Jason McKeever‡, Martin Teichmann§, Leticia Tarruell§, Kil-
via Magalhães¶, we are working with an ultra-cold admixture of two species:
the fermion Lithium 6 and the boson Lithium 7.
The main goal of the experiment is the superfluidity of Fermi 6Li gases. For
this purpose, very-low temperatures are required. The degeneracy temperature
†Permanent member ‡Postdoc member §Ph.D. students ¶Postdoc visitor
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of a Fermi gas has the same dependency on the relevant physical quantities
(e.g. the density) as that of the Bose gases. But differently to the Bose gases,
when a Fermi gas approaches the regime of quantum degeneracy, any phase
transition occurs. In fact, when the Bose gases undergo the Bose–Einstein phase
transition, the Fermi gases present simply the characteristics of a Fermi sea,
without necessarily undergoing any phase transition (for instance, the ground
state of a non-interacting Fermi gas is the Fermi sea).
But for real interacting systems, the physics becomes more interesting, and
if we want to discover all the fascinating complexity of these systems, we have
to decrease further the temperature. When we are near to the ground state of
the gas, two very distinct scenarios may emerge, depending on the sign of the
scattering length. For a low magnitude of the scattering length, so that the
dilute condition na3  1 is verified, it occurs that:[
a>0
]
The potential is mainly repulsive. From the quantum theory of the
scattering, it is well-known that a positive scattering length implies
the existence of a molecular weakly-bound state, whose spatial size is
given approximately by the scattering length. In this case, the ground
state of the gas is a Bose–Einstein condensate of these molecules, since
two fermions together behave like a boson.[
a<0
]
The potential is mainly attractive, and the atoms behave like the
electrons in a ordinary superconductor, where the interaction induces
a coupling between opposite points on the Fermi sphere, differently to
the coupling in the real space which occurs for the molecules. In this
case, the Fermi sea is unstable, and it cannot be the ground state.
Instead, it occurs that the ground state for the Fermi gas with positive
scattering length is well described by the BCS theory, that explains
the ordinary superconductors.
These two cases are being studied since a few years, both theoretically and
experimentally, and important achievements were obtained. Nonetheless, there
still exist several issues which deserve further investigations. Today, for many
atoms, including the Lithium, we’re able the adjust the sign and the magni-
tude of the scattering length as we like, thanks to a resonance phenomenon in
ultra-cold collisions, which is known as Feshbach resonance. By means of this
technique, we can move the scattering length from negative to positive values,
and vice versa (see Fig. 2).
Furthermore, near the resonance point, called crossover BEC-BCS, the scat-
tering length diverges to +∞ or −∞, depending on which side we are, positive
or negative. In this region the atoms are strongly interacting, and all the the-
oretical explanations which are based on a mean–field assumption are no more
4 Introduction
Production of Long-Lived Ultracold Li2 Molecules from a Fermi Gas
J. Cubizolles,1 T. Bourdel,1 S. J. J. M. F. Kokkelmans,1 G.V. Shlyapnikov,1,2,3 and C. Salomon1
1Laboratoire Kastler Brossel, Ecole Normale Supe´rieure, 24 rue Lhomond, 75231 Paris 05, France
2FOM Institute AMOLF, Kruislaan 407, 1098 SJ Amsterdam, The Netherlands
3Russian Research Center, Kurchatov Institute, Kurchatov Square, 123182 Moscow, Russia
(Received 1 August 2003; published 8 December 2003)
We create weakly bound Li2 molecules from a degenerate two component Fermi gas by sweeping a
magnetic field across a Feshbach resonance. The atom-molecule transfer efficiency can reach 85% and is
studied as a function of magnetic field and initial temperature. The bosonic molecules remain trapped
for 0.5 s and their temperature is within a factor of 2 from the Bose-Einstein condensation temperature.
A thermodynamical model reproduces qualitatively the experimental findings.
DOI: 10.1103/PhysRevLett.91.240401 PACS numbers: 03.75.Ss, 05.30.Fk, 32.80.Pj, 34.50.–s
Feshbach resonances constitute a unique tool to tune
the microscopic interactions in ultracold bosonic and
fermionic gases [1–3]. These resonances arise when the
total energy of a pair of colliding atoms matches the
energy of a bound state of another hyperfine manifold,
leading to the resonant occupation of this state during the
collision. Thus, by means of an external magnetic field,
one is able to change the magnitude and sign of the scat-
tering length. In bosonic samples, the collapse of Bose-
Einstein condensates (BEC) for negative scattering length
[4], soliton formation [5,6], and coherent oscillations
between an atomic condensate and molecules [7] have
been observed. For fermions with attractive interaction,
the superfluid transition temperature is predicted to be
maximum near a Feshbach resonance [8–12].
In this Letter, we give another striking example of the
control of interactions in a Fermi gas. We perform time-
dependent experiments near a Feshbach resonance to
produce in a reversible manner ultracold and trapped
molecules from a quantum degenerate fermionic 6Li
gas. The production efficiency exceeds 80% and the ob-
served molecule lifetime reaches half a second. The
phase-space density of these bosonic molecules is on the
order of 1, the highest value reported thus far. Using a
similar method with fermionic 40K atoms, the JILA
group recently reported molecule production with a life-
time of 1 ms, atom to molecule conversion efficiency of
50% and direct measurement of the molecular binding
energy [13]. Molecules have also recently been produced
from 87Rb and 133Cs condensates [14,15], from a cold
133Cs cloud [16]. Molecule formation has also been
achieved through one-photon or two-photon photoassoci-
ation but with a considerably lower phase-space density
than reported here [17]. Our work paves the way to
Bose-Einstein condensation of molecules and to the
study of the crossover between the regime of molecular
BEC and the regime of superfluid BCS pairing in Fermi
systems [8–12].
In 6Li a broad (’100 G) Feshbach resonance exists
between the two Zeeman sublevels of the hyperfine
ground state : j1=2;1=2i and j1=2; 1=2i at 810 G, see
Fig. 1 [18,19]. In a recent study of this Feshbach reso-
nance, we have reported an anomalous negative value for
the gas interaction energy between 700 G and 810 G, i.e.,
below resonance, where the scattering length a is positive
[19].We suggested that this could be due to the presence of
weakly bound molecules confined simultaneously with
the cloud of ultracold fermions, and a recent theoretical
paper explains our results [20].
The method used here to produce molecules is illus-
trated in Fig. 1 and was suggested for Bose gases in
[21–23]. It consists in scanning over a Feshbach reso-
nance from the region of attractive interaction (a < 0) to
region 2 in Fig. 1, where a is large and positive, and where
a weakly bound molecular state exists with energy Eb 
 h2=ma2 (where m is the atomic mass). It is thus ener-
getically favorable to populate this bound state. Having
0 0.5 1 1.5 2
Magnetic Field [kG]
-200
-100
0
100
200
a
 [n
m]
4
2
13
FIG. 1 (color online). Calculated scattering length a versus
magnetic field for the 6Li jF;mFi  j1=2; 1=2i, j1=2;1=2i
mixture near the 810 G Feshbach resonance. Scanning over
the resonance from 1 to 2 in 50 ms produces cold and trapped
molecules with an efficiency up to 85%, resulting in an almost
complete disappearance of the atomic signal at 2. Reversing
then the scan to the initial position reestablishes the initial
atomic signal. In all cases, atoms are detected and imaged at
position 4 after abrupt switch-off of the B field.
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Figure 2: After [8], calculated scattering length as a function of the magnetic
field for the admixture of Zeeman states
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the 6Li. The Feshbach resonance makes the scattering length diverge for a
magnetic field ∼ 830G. Starting from point 1, where there are no molecules
because of the negative scattering length, when we move to point 2 the atoms
form molecules of 6Li2. Below the critical temperature they produce a Bose-
Einstein condensate of molecules 6Li2. Afterward, if we come back to point
3≡1, the atoms reappear again. All the images are taken at point 4, after
abrupt switch-off of the magnetic field.
satisfactory. What happens in the crossover region (unitary regime) is, today,
one of the most discussed topics in the ultra-cold atom physics.
When we get closer to the resonance, the size of the bosonic molecules, which
exist when a > 0, becomes larger and larger as a increases, until a point where
they begin overlapping, i.e. when na3 ∼ 1. After that, we enter the unitary
regime characterized by strong interactions, where we rediscover the fermionic
nature of the constituent atoms, because considering the molecules as pointlike
bosonic particles is no more valid. The physics becomes more intricate, and we
need to take into account the existence of both the molecules and the single
atoms, and to consider all the possible collisional processes, namely molecule–
atom, atom–atom, molecule–molecule.
Major details on the experimental apparatus are given in the last chapter 5.
In this thesis. . .
The work presented in this thesis forms part of the larger and complex experi-
mental project about the superfluidity of ultra-cold Lithium atoms, which has
been shortly described in the previous section.
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The research group has been working since November 20062 for a major
restructuring of the whole experimental apparatus. The final goal is to install
a three-dimensional optical lattice where to perform new generation of experi-
ments for the fermion Lithium 6 in the unitary regime.
For this purpose, many improvements of the apparatus have been done dur-
ing the last year (for a short list, see the end of the section 5.1). I followed
closely two projects in particular.
• I built a first prototype of laser which is based on a different technol-
ogy with respect to the current one. It is an interference-filter-stabilized
external-cavity diode laser, which is based on the original proposal of the
“Observatoire de Paris” (SYRTE) [9]. This laser will be used like a master
laser, that is, a laser that provides the reference laser signal, whose power
is successively amplified by means of the slave lasers. This kind of laser
will substitute the current three master lasers, which are stabilized with
a diffraction grating. Instead, the new master lasers uses an interference
filter (etalon) to stabilize the optical feedback in the external cavity. The
better “purity” of the emitted laser frequency – the linewidth is about ten
times narrower than that of the previous lasers – will permit hopefully in
the future to achieve lower temperature in the laser cooling process. In
the section 5.5 it is shown that a lower temperature of the atomic cloud
after the laser cooling implies a larger number of atoms.
• In order to improve the number of atoms and to do better measurements
of the collective properties of the superfluid phase at unitary regime, it
has been planned the substitution of vacuum cell with a new one charac-
terized by a slightly different size. I personally followed the calculations
of the increase in the number of atoms with the new cell with respect
to the old one. Previous calculations, which are not based on molecular
dynamics simulations, did not confirm successfully the experimental data
measured with the old vacuum cell. With my work I repeated that cal-
culation making use of a molecular dynamics simulation program that I
have originally developed for this task. The results of the simulations for
the old cell agree pretty well with the measured data. Thus, I calculated
the improvement in the number of atoms with the new cell, which gives
an expected increase of a factor 2.5÷ 3, or in other words ∼ 250÷ 300%
more atoms. At the moment it has not been possible yet to do an exper-
imental measurement of the number of atoms with the new cell, in order
to confirm the good improvement that I expect.
Unfortunately, because of a lack of time and space in the text, I will present
2The date coincides also with the beginning of my stage in the laboratory.
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here only the second project which concerns the calculation of the expected
increase in the number of atoms with the new vacuum cell.
Originally, I started coding a molecular dynamics simulation program with
the aim of doing the above-described calculation. When the calculation was
already done, I continued improving and expanding the program. Now, I have
a nice flexible simulation program which may be applied to numerous different
scenarios in cold atom physics, or it may be easily extended to deal with new
situations.
This text is organized in a way that I give first an introduction to the Monte
Carlo simulations, then I explain the characteristics and features of the program
that I have written, after that I present a few applications of the simulation
program which are intended also as a test of the good working of the program
itself, and finally I conclude with the calculation of the benefits expected from
the new vacuum cell in the Lithium experiments. The contents are subdivided
into 5 chapters:
Chapter 1: I present the problems which characterize usually the study of
the dynamics of a gas. I discuss the main “mathematical” approaches to
the problem (the Boltzmann equation and the hydrodynamics equations).
After that, I introduce the direct simulation Monte Carlo (DSMC), and I
described the advantages which this technique offers. I conclude the chap-
ter by presenting the idea the Bird method to simulate the gas dynamics.
Chapter 2: I present the components of the simulation program and the main
features which are implemented in it. Whenever necessary I also explain
the physics which is more closely concerned about.
Chapter 3: I present an application of the simulation program to the study of
the first collective surface modes for a classical gas in a harmonic oscillator.
I compare the results of the simulation with those provided by a theoretical
analysis.
Chapter 4: I present an application of the Krook-Wu model concerning the
thermalization of classical gases, in order to test the validity of the algo-
rithms that manage the scattering, which is based on Bird’s idea.
Chapter 5: I present the calculation of the number of atoms with the old
vacuum cell, and I compare the results with the measured values. Then
I applied the simulation program to the same calculation with the new
vacuum cell, and I found an expected improvement in the number of atoms
of 250÷ 300%, which motivates the update of the vacuum cell.
Chapter 1
Introduction to Monte Carlo
simulations applied to cold
atom gases
In physics, the numerical simulations are a very useful tool to solve complex
problems of which we do not know an analytical solution, and nowadays they’re
more and more employed as we dispose of great computation facilities.
There exist a strong interplay between simulations and real physics:
• The simulations can be applied to investigate new physical phenomena
for which there is not yet a theoretical explanations. Even when we have
some experimental results, they can help us to get a major insight into
the problem.
• Other times, simulations can help up to validate already-existing theoret-
ical models, before setting up a real experiment, or more also they may
help us to adjust our theoretical model.
• The simulations allow us to vary a wide range of physical parameters,
when it could be quite difficult to change them in real experiments.
• Sometimes, the simulations give us the possibility to calculate some im-
portant physical quantity, that may be difficult to be directly measured
in the experiments.
In this work I shall consider the particular class of simulations which apply to
the cold-atom physics. I have personally written a computer program able to
simulate many situations that can arise in the experiments with cold gases.
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In first part of this chapter I shall give a few theoretical notions in order
to understand the difficulties which underlie the problems concerning the cold
gases. Some different approaches to this class of problems will be presented,
trying to point out the advantages and disadvantages for each one of them.
Mathematical methods and simulation methods will be compared.
I will conclude this chapter by presenting the main concepts of the particular
molecular dynamics simulations which I have used in my work. In literature,
this kind of simulations are called direct simulation Monte Carlo.
1.1 Molecular model
A gas may be modeled at either the macroscopic or the microscopic level:
The macroscopic model or hydrodynamic model regards the gas as a con-
tinuous medium and the description is in terms of the spatial and temporal
variations of the familiar quantities such as the flow velocity, density, pressure,
and temperature. From this point of view, the Navier-Stokes equations provides
the mathematical model of a gas as a continuum. The macroscopic quantities
are the dependant variables in these equations, while the independent variables
are the spatial coordinates and time.
The microscopic or molecular model recognizes the structure of the gas as a
myriad of discrete molecules and ideally provides information on the position,
velocity, and the state of every molecule at all times. The mathematical model
at this level is the Boltzmann equation. The fraction of molecules in a given
location, momentum, and eventually internal state is the only one dependent
variable, but the independent variables are increased by the number of physical
variables on which the state depends, namely the momentum and the internal
variables. Let’s give an example to clarify: the simplest case is that of a gas with
no internal degrees of freedom for which the additional independent variables are
the three velocity components of the molecules. A one-dimensional steady flow
of such a gas becomes a three-dimensional problem in the phase space (notice
that the velocity distribution is axially symmetric about the flow direction, and
so we have to take into account the radial and axial velocity besides clearly
the one-dimensional location), while a two-dimensional steady flow becomes a
five-dimensional problem.
From these short considerations, we can already guess that Boltzmann equa-
tion is not amenable to analytical solution for non-trivial problems, and it
presents overwhelming difficulties to the conventional numerical methods. How-
ever, the discrete structure of the gas at the molecular level offers us the possi-
bility to circumvent these difficulties through direct physical, rather than math-
ematical, modeling. And this chapter is indeed concerned with the analysis of
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gases at the microscopic or molecular level, with particular emphasis on com-
putational methods based on physical simulations, better known as direct si-
mulations.
1.2 The kinetic equation for a molecular system
Before divining into the specific problems concerning simulations, let’s have a
look at a theoretical explanation of the main ingredients about the kinetics of
a gas.
Because a macroscopic system is typically composed of a very extensive num-
ber of molecules, that is between a minimum of 104 molecules up to the Avogadro
number 1023 and even more, we have work with a problem characterized in prin-
ciple by 6N degrees of freedom (3 for coordinates and 3 for momenta), where
N is the number of constituents. It is then evident that we cannot face such a
complex problem, and some simplifications are necessary.
Gibbs proposed the fruitful concept of statistical ensemble to cope with these
intrinsic difficulties. The idea arise from the physical intuition that all the
measurable physical quantities about a gas can be reduced to the
measure of some macroscopic quantities (or eventually their gradients),
like pressure, temperature, number of molecules and so forth, which do not
depend on the particular microscopic state. Indeed, there’s not at all a
one-to-one correspondence between macroscopic and microscopic states, where
the latter can be much more numerous than the former. Following that idea, he
successfully built a mathematical model which consider equivalent two systems
with different microscopic states, but the same macroscopic state.
1.2.1 The ensemble of Gibbs
For one given macroscopic state there exists a multitude of microscopic states
consistent with the same macroscopic conditions. So, when we refer to the state
of a gas, actually we have in mind a collection of “equivalent” systems, and
this is indeed the statistical ensemble of Gibbs. Restring ourselves to a classi-
cal point of view, the microscopic state of a gas is completely characterized by
the coordinates and the momenta of all its constituents, and the state can be
schematized by a representative point in the N–body phase space or Γ-space (in
contrast to the 1-body phase space known as µ-space). According to Gibbs we
can introduce a continuum distribution function on the ensemble, or geometri-
cally speaking on the Γ space, which describes the probability to find our gas
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in one given microscopic state at a given time1:
ρ = ρ (t, z1, . . . , zN ) (1.1)
where zi stands for the 6-component vector {ri,pi}.
1.2.2 The Liouville theorem
We can derive a first important result from the schema just introduced. If we
follow the motion of a representative point in the Γ space, we find that the
density of representative points in its neighborhood is constant. In other words,
we can say that that the collection, or ensemble, of representative points moves
in the Γ-space like a incompressible fluid. Mathematically it means that:
d
dt
ρ (t, z1(t), . . . , zN (t)) = 0 (1.2)
Let’s see a demonstration of this statement, known as Liouville theorem. Since
the number of representative points (elements of the ensemble) is preserved,
there follows the continuity equation:
∂
∂t
ρ (t, z1, . . . , zN ) +∇
(
ρ (t, z1, . . . , zN )v
)
= 0 (1.3)
where v is the 6N -dimensional velocity vector
{
z˙1, . . . , z˙N
}
and ∇ is the corre-
sponding 6N -dimensional gradient operator. If we make the equation explicit,
we get:
∂ρ
∂t
+
N∑
i=1
(
∂ρ
∂ri
r˙i +
∂ρ
∂pi
p˙i
)
+
N∑
i=1
ρ
(
∂r˙i
∂ri
+
∂p˙i
∂pi
)
= 0 (1.4)
where the last term vanishes because of Hamilton’s equations:
r˙i =
∂H
∂pi
p˙i = −∂H
∂ri
(1.5)
where H is the N -body Hamiltonian. So finally, we get to the equation (1.2):
dρ
dt
=
∂ρ
∂t
+
N∑
i=1
(
∂ρ
∂ri
r˙i +
∂ρ
∂pi
p˙i
)
= 0 (1.6)
1We confine out attention just to the simplest case of molecules without internal degrees
of freedom. But it can be extended to more general situations without any problems.
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1.2.3 The BBGKY hierarchy and Boltzmann’s equation
In this section we shall present a method to derive a kinetic equation for the
gases, which is known in literature as the BBGKY hierarchy. Our purpose is to
show in detail the approximations that we have take to get to the Boltzmann
equation. Rather then presenting now the more advanced method BBGKY,
let’s first have a look at a simpler derivation, precisely the original one that
Boltzmann himself followed in the not to far 1870s [10].
1.2.3.1 The original idea
If we consider a gas of non-interacting particles, then we can set the problem in
the µ-space, that is the 1-body phase space, and since each molecule represents
an isolated system then we can apply the Liouville theorem, which in turns
states:
df
dt
=
∂f
∂t
+ r˙
∂f
∂r
+ p˙
∂f
∂p
=
∂f
∂t
+
p
m
∂f
∂r
+ Fext
∂f
∂p
= 0 (1.7)
where f stands for the 1-body distribution function, instead of the N -body
distribution function ρ, normalized to the number of molecules N and Fext are
the external force applied to the molecules, and m is the mass of one molecule.
But since molecules “see” each other, we should modify the previous equation
in a way that takes into account the interactions. We have to add, by hand, to
rhs of (1.7) the changing rate of the population in a given phase-space cell, due to
inter-particle scattering. More precisely, we have to retrieve the collisional rate
with which the particles enter in our phase-space volume minus the collisional
rate with which they leave the same volume. The equation now reads:
∂f
∂t
+
p
m
∂f
∂r
+ Fext
∂f
∂p
=
∂f
∂t
∣∣∣∣
coll
(1.8)
where the rate on rhs is commonly known as collisional integral and it can be
easily computed if we consider only two-body collisions2 and we introduce the
molecular chaos hypothesis, that will be discussed in the next section. We report
here the result:
∂
∂t
∣∣∣∣
coll
f(t, r,p1) =
∫
d3p2 dΩ′
|p1 − p2|
m
dσ
dΩ′
×
×
(
f(t, r,p′1)f(t, r,p
′
2)− f(t, r,p1)f(t, r,p2)
)
(1.9)
where we introduced the differential cross section dσ/dΩ′. We postpone the
deduction of (1.9) to the next section, where we shall employ the BBGKY
method to get a better understanding of the physical limits of this result.
2Sufficiently dilute gases.
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1.2.3.2 The BBGKY hierarchy
This section retraces the outlines given in [11], [12]. The method BBGKY3 that
we’re going to discuss has the advantage to point out the role of correlations
in the deduction of a kinetic equation, and in principle it permits to take them
into account.
We will deduce the equation of motion for the correlation functions fs, which
are defined as:
fs(t, z1, . . . , zs) =
N !
(N−s)!
∫
dzs+1 · · ·dzN ρ(t, z1, . . . , zN ) (1.10)
where ρ is conventionally normalized to unity. They represent a sort of joint
probability of finding s indistinguishable4 particles in a s-dimensional phase
space. For instance, for a totally-uncorrelated uniform gas, the correlation func-
tions are proportional to:
fs(t, z1, . . . , zN ) ∝ N (N − 1) · · · (N − s+ 2) (N − s+ 1)
V s
(1.11)
where V is the volume of the gas.
But the reality is more complex and the molecules are always correlated
in gases. But where do they come from the correlations? Let’s consider the
2-molecule correlation function and assume that the interaction is important
at the interior of a sphere of radius r0 (range of interaction bounded). Classi-
cally speaking, the boundary values of the momenta are correlated through the
fact that the momenta entering the sphere at a specific impact parameter must
leave the sphere at the appropriate scattering angle, and vice versa. Quantum
mechanically, we will see in section 1.5 that an incoming plane wave is scat-
tered after the collision into a spherical wave with some dephasing which is not
necessarily isotropic. But what is important is that the outgoing state is no
more a plane wave. If we adopt the density matrix formalism and we choice the
plane-wave basis, then the coherences are located in the off-diagonal terms of
the matrix itself.
Well outside of the sphere, we expect that the correlations are wiped out by
the collisions with other molecules, so that at large distance we lose the infor-
mation about the collision, or equivalently the correlations between incoming
and outgoing momenta. Quantum mechanically, the wave function collapse into
some state with defined momentum, and the off-diagonal terms in the density
matrix vanish. But at short distance, of the order of the interaction range, the
correlations are important, and in principle we shouldn’t neglect them. For in-
3It stands for Bogoliubov-Born-Green-Kirkwood-Yvon.
4Notice that we are not considering at all the quantum statistics and exchange symmetry
of the wave function, since we’re working at a classical level.
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stance, they are responsible for the second virial coefficient. In our formalism,
the loss of coherence at large distance is expressed in following way:
f2(t, z1, z2)
|r1−r2|r0−−−−−−−−→ f1(t, z1) f1(t, z2) (1.12)
This assumption is very crucial and allow us to simplify remarkably our cal-
culations; it is known in literature as themolecular chaos hypothesis or also
Boltzmann’s Stosszahlansatz (literally, collision number hypothesis). Physically,
it happens that the incoming momenta in a collision are no more correlated. Pay
attention that this assumption doesn’t imply that even the outgoing momenta
are uncorrelated, but on the contrary they obey the scattering laws.
Now, it is worth opening a little digression about some consequences that
we can draw from the Stosszahlansatz hypothesis. We can verify that the time-
reversal symmetry is broken in the Boltzmann equation (1.8). In fact by revers-
ing the time t→ −t and p→ −p, it results that the time-reversed distribution
function fR(t, r,p) ≡ f(−t, r,−p) agrees with:
∂fR
∂t
+
p
m
∂fR
∂r
+ Fext
∂fR
∂p
= − ∂fR
∂t
∣∣∣∣
coll
(1.13)
that differs from the right Boltzmann equation in the sign of the rhs, so that at
first glance it may appear weird that starting just from time-reversal symmetric
equations5 we attain a non-symmetric result. But there’s a flaw in what we
said, as we neglected that we tacitly employed the molecular chaos hypothesis to
compute the collisional integral, which means ignoring the correlations between
the incoming momenta. Don’t forget that, even though incoming momenta are
considered effectively uncorrelated, the outgoing momenta are correlated by the
proper scattering mechanism. Finally, by asserting that it was acceptable to
ignore these initial correlations, Boltzmann had introduced an element of time
asymmetry through the formalism of his calculation, which accounts for the
break of time-reversal symmetry. We’ll come back later to this issue at the end
of this section.
In order to deduce a kinetic equation for the correlation functions, we start
from the Liouville theorem (1.2), rewritten as:
∂ρ
∂t
+
N∑
i=1
[(
Fi +
N∑
j=1
j 6=i
Kij
) ∂ρ
∂pi
+
pi
m
∂ρ
∂ri
]
= 0 (1.14)
where Fi is the external force acting on the i-th particle, and Kij is the inter-
5As we know, the N -body Hamiltonian of an isolated gas is, of course, time-reversal sym-
metric.
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action force between the i-th and j-th particles. Notice also that Kij = Kji
because of third Newton’s principle. If we introduce the differential operator hs
defined as:
hs =
s∑
i=1
(
pi
m
∂
∂ri
+ Fi
∂
∂pi
)
+
1
2
s∑
i,j=1
i 6=j
Kij
(
∂
∂pi
− ∂
∂pj
)
(1.15)
the Liouville theorem now reads:( ∂
∂t
+ hN
)
ρ = 0 (1.16)
We observe now that we can write hN as:
hN = hs + hN−s +
s∑
i=1
N∑
j=s+1
Kij
( ∂
∂pi
− ∂
∂pj
)
(1.17)
so that we have almost isolated the first s particles from the last N−s particles, a
part the last term that still mixes the two groups of particles. Now, reminding
the definition of the correlation function (1.10) and integrating over the last
N−s particles, then the hN−s part integrates to zero6 and we get:
N !
(N−s)!
∫
dzs+1 · · ·dzN
[
∂
∂t
+ hs +
s∑
i=1
N∑
j=s+1
Kij
( ∂
∂pi
− ∂
∂pj
)]
ρ = 0 (1.18)
and after remarking that the sum over j gives N−s identical terms, we attain
the important result:
( ∂
∂t
+ hs
)
fs = −
s∑
i=1
∫
dzs+1 · · ·dzN Ki,s+1 ∂
∂pi
fs+1 (1.19)
which tells us that the kinetic equation for the s-th distribution func-
tion depends only on the (s+1)-th distribution function. This set of N
equations is known as the BBGKY hierarchy.
Till now, we haven’t done any approximation and we’ve obtained this hi-
erarchy of equations just working on the exact result of the Liouville theorem.
The main ingredient that allowed us to write this simple set of equations is the
fact that collisions involves only two particles each time (the N -body interaction
Hamiltonian is the sum of 2-body interaction terms).
6The differential operator hN−s consists of derivatives in p with p-independent coefficients,
and a derivative in r with an r-independent coefficient, so that we can integrate ρ on the
boundary of the phase space, where we assume ρ to vanish.
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Let’s write down explicitly the first two equations:( ∂
∂t
+
p1
m
∂
∂r1
+ F1
∂
∂p1
)
f1(t, z1) = −
∫
dz2K12
∂
∂p1
f2(t, z1, z2) (1.20)
[
∂
∂t
+
p1
m
∂
∂r1
+
p2
m
∂
∂r2
+ F1
∂
∂p1
+ F2
∂
∂p2
+K12
( ∂
∂p1
− ∂
∂p2
)]
×
×f2(t, z1, z2) =
∫
dz3
(
K13
∂
∂p1
+K23
∂
∂p2
)
f3(t, z1, z2, z3) (1.21)
Since it is really a hierarchy of equations, in principle we have to solve all the N
integro-differential equations, but it is not feasible because too demanding. To
make this method practical, we should “close” this set of equations, that means
more precisely to truncate the sequence at some point, discarding the higher-
order correlation functions. Physically this prescription makes sense since for
dilute gases, higher-order correlation function weigh less and less. Let’s try to
be more rigorous and analyze (1.20) and (1.21). The left-hand sides of this
equations are called “streaming” terms, and they correspond to an evolution
according to the classical trajectory in the force field F1 for f1 or F1 plus K12
for the f2. Whereas the left-hand sides are called collisional integrals. In these
equations the terms proportional to the interaction force K are responsible for
sharp variations in space and time of the distribution functions, and they set the
smallest time and space scales. We notice that in the first equation the K terms
appear only in the rhs, but in the second equation they’re present in both the
sides. Moreover, it can be shown that the collisional integral in (1.21) is smaller
then the K terms in the streaming part, by a factor n r30 7 (n is the density
and r0 the range of interaction), that is quite small for dilute gases (typically
10−6÷10−5). For this reason, we can simply truncate the sequence at the (1.21),
ignoring every correlation functions of higher order then the second. We realize
this approximation by simply setting to zero the rhs in (1.21).
Even though we’ve restrict ourselves just to the first two equations, the solu-
tion of the problem is not simple at all, and we necessitate more simplifications.
Our aim is to “close ” the set of equations to the f1, but this time we cannot
simply set to zero the rhs in (1.20), otherwise we neglect completely the effect
of collisions. In this logic, we need to know f2 in the interaction region, where
the molecular chaos hypothesis (1.12) doesn’t hold. So, we’re driven to use the
kinetic equation for f2 (1.21), that we can further simplify by putting the partial
time derivative to zero. We’re allowed to do that because the time scale that
governs the kinetics of f2 is much shorter than that of f1, that corresponds to
say that the time of a collision (the time where two particles interact) is much
7Roughly, the collisional integral in (1.21) evaluates only the the volume inside the sphere
of radius r0.
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shorter then then scattering time (the time between two collisions)8. So, we
may assume that f2 has already attained the equilibrium, and consider just the
steady-state solution for f2.
Let’s rewrite our closed system of equations, after the above-mentioned sim-
plifications:( ∂
∂t
+
p1
m
∂
∂r1
+ F1
∂
∂p1
)
f1(t, z1) = −
∫
r0
dz2K12
∂
∂p1
f2(t, z1, z2) (1.22)
(p1
m
∂
∂r1
+
p2
m
∂
∂r2
)
f2(t, z1, z2) + K12
( ∂
∂p1
− ∂
∂p2
)
f2(t, z1, z2) = 0 (1.23)
where we put the subscript r0 to remind that the integrand is not zero just
in the interaction sphere, and we also got rid of the external forces because in
the interaction region the main contribute comes from the inter-particle forces.
We can draw from (1.23) a first result: in its evolution f2 traces the classical
trajectories in the force field K12, so that if f2 was initially peaked at a given
point, then the peak will move in time along the classical trajectory for that
particular initial condition.
We can make symmetrical the rhs of (1.22) with respect to the momentum,
since the term that we add integrates to zero:
. . . = −
∫
r0
dz2K12
( ∂
∂p1
− ∂
∂p1
)
f2(t, z1, z2) (1.24)
If we substitute (1.23) in (1.22), we get:( ∂
∂t
+
p1
m
∂
∂r1
+ F1
∂
∂p1
)
f1(t, z1) =
∫
r0
dz2
(p1
m
∂
∂r1
+
p2
m
∂
∂r2
)
f2(t, z1, z2)
(1.25)
that leads us to write:
∂
∂t
∣∣∣∣
coll
f1(t, r1,p1) =
∫
r0
d3p2 d3x2
(p1
m
∂
∂r1
+
p2
m
∂
∂r2
)
f2(t, z1, z2) (1.26)
But this expression is not yet “closed”, since there’s still f2 at the rhs.
In order to compute the integral it’s more practical to move to the relative
coordinates, according to the transformation:
Relative
coordinates

r = r2 − r1 p = p2 − p12
R =
r1 + r2
2
P = p1 + p2
(1.27)
8This is true always in virtue of diluteness condition.
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The collisional integral takes now the form:
∂
∂t
∣∣∣∣
coll
f1(t, r1,p1) =
∫
d3p2
p
µ
∫
r0
d3r2
∂
∂r
f2(t, z1, z2) (1.28)
where µ is the reduced mass and we omitted the gradient with respect toR, since
f2 varies smoothly with R. Now the integration over the sphere of interaction
looks easy, and integrating the gradient along the direction of p we get:
∂
∂t
∣∣∣∣
coll
f1(t, r1,p1) =
∫
d3p2
p
µ
∫
db bdφ
[
f2(t, z1, z2)
]ξ2
ξ1
(1.29)
where b is the radial coordinate (impact parameter), φ is the azimuthal coordi-
nate, and ξ is the longitudinal coordinate along the p direction; f2 is evaluated
on the boundary surface as shown schematically in Fig. 1.1(a) . Up to now,
all the equations of the hierarchy have been time symmetric, as it can be easily
checked for instance for (1.22) and (1.23). We break the time-reversal symmetry
right now, by taking the molecular chaos assumption.
We remind what the molecular chaos hypothesis states: for the incoming
momenta (the extremity ξ1) we can express f2 on (and outside) the boundary
surface in the following way:
f2(t, r1, r2,p1,p2) = f1(t, r1,p1) f1(t, r2,p2) (1.30)
but this is not true at all for the outgoing momenta (the extremity ξ2), for which
we must consider the correlations brought about by the scattering. We stress
again that this is the point where we break the time-reversal symmetry, since
we make a distinction between the incoming and the outgoing momenta.
If we manage to express f2 for the outgoing momenta in terms of f1 we’re
done. Let’s see how to do that9. We exploit the fact that f2 traces in its
evolution the classical trajectories, as derived from (1.23), which in turns means
that f2 for the outgoing momenta equals f2 for the corresponding incoming
momenta: fout2 (t,pout) = f in2 (t,pin). In addition, thereafter we neglect the
dependency of f2 on the space position over the scale of the range of interaction,
as though the collisions were point-like and instantaneous. From what we said
and from the help of Figs. 1.1(b–d), we verify that:
fout2 (t,p) = f
in
2 (t,p
′) = f1(t, r1,p′1) f1(t, r1,p
′
2) (1.31)
where p′1 and p′2 are the values taken after a collision with the incoming mo-
menta p1 and p2. So, we get to the following expression for the collisional
9Pay attention that at this point the proof given in [11] is erroneous and it doesn’t show
where the time-reversal symmetry is broken.
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b
Figure 1.1: Two-particle collision: the incoming and outgoing relative mo-
menta are depicted on the surface of the sphere of interaction. (a) It shows
the two points ξ1, ξ2 on the boundary surface, where f2 is evaluated, with the
corresponding momenta p; b is the impact parameter. (b) Schematic drawing
of a collision, where it is shown the incoming relative momentum p and the
corresponding outgoing momentum. (c) It is the mirror image of (b), that
is, after the parity symmetry, which reverses the vectors. (d) It is the time-
reversed image of (c). Wee notice that in this collision the outgoing momentum
is the same as the outgoing one in (a), and the incoming momentum is exactly
the same as the outgoing one in (b).
integral:
∂
∂t
∣∣∣∣
coll
f1(t, r1,p1) =
∫
d3p2
∣∣p2 − p1∣∣
m
∫
db bdφ ×
×
(
f(t, r1,p′1)f(t, r1,p
′
2)− f(t, r1,p1)f(t, r1,p2)
)
(1.32)
and if we finally recognize that db bdφ = dσ
/
dΩ, since b is the impact parame-
ter, we get the collisional integral in the form reported in (1.9).
1.2.3.3 Summing up. . .
We’ve seen that the Boltzmann equation requires a considerable amount of
approximations, and also some physical intuitions. It has been the subject of
many debates for long time, up to recent times. The importance of this equation
if fundamental, as it has been the first demonstration of the thermodynamics
laws that rests on a microscopic formulation of the problem. It should also be
stressed that the Boltzmann equation represents the first successful attempt to
describe systems out of equilibrium.
Let’s try to sum up the main assumptions beneath this miraculous equation:
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• Only short-range two-particle interactions should be important10.
• The time of a collision should be negligible with respect to the time be-
tween two collisions (which is the condition for dilute gas, i.e. n r30  1).
• There shouldn’t be any considerable correlations between the colliding
particles, to justify the assumption of the molecular chaos (1.12).
For a more details about the BBGKY in the context of the classical me-
chanics see also [13]. The BBGKY hierarchy can also be derived in a quantum
mechanical formalism, where the substantial difference is that the density ma-
trix replaces in a way the ensemble of Gibbs. For this purpose see the treatment
given in [14].
1.3 From the microscopic to the macroscopic:
the hydrodynamic equations
As we have already hint in the introduction of this chapter, the hydrodynamics
considers the gases as a continuum medium, locally described by some common
physical quantities, like temperature, pressure, and so on. But it should be said
that this kind of approach can’t be undertaken in all circumstances. We will
see that it’s the mean free path compared to the macroscopic scales that gives
the range of validity of the hydrodynamic equations.
1.3.1 Hydrodynamic vs. collisionless regime
Roughly, gases can be divided into two regimes, the hydrodynamic on one side
and the collisionless on the other. The mean free path λ is the average dis-
tance over which an atom moves freely before scattering with an another atom.
There’s another important length that characterized a gas: the space scale over
which macroscopic properties change. Let’s introduce a discriminant parame-
ter, named “Knudsen number” (after the Danish physicist M. Knudsen), which
expresses the local ratio between the two characteristic lengths:
K = λ
χ
/
dχ
dx
(1.33)
where χ represents a general macroscopic quantity, and the denominator ac-
counts for the rate of space variation. For small Knudsen number, that is when
the mean free path is smaller than the macroscopic length scale, the regime is
hydrodynamic, whereas for high Knudsen number the regime is collisionless.
10There are some variations of the Boltzmann equation which permit to deal with long-range
interactions, like in plasmas. See for instance the Vlasvov equation.
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Figure 1.2: Range of validity of the mathematical models, depending on the
Knudsen number. After [15].
A continuum description for a gas is possible when we are able to define
local physical quantities by averaging over a large amount of molecules in a
small region, much smaller than the macroscopic variation scale. This condition
is almost always fulfilled, except in the case of extremely rarefied gases. The
breakdown of the hydrodynamic description is different from the breakdown of
the continuum description, and generally hydrodynamic equations stop working
due to another reason, that we shall present here. A hydrodynamic description
starts being inadequate when in some area the local Knudsen number gets big-
ger and approaches 0.1 ÷ 0.2. The problem arises because the hydrodynamic
equation do not form a closed set, unless the shear stresses and heat flux can be
expressed in terms of the lower-order macroscopic quantities, like temperature,
density, etc. This assertion will be clarified in the continuation, when we’ll deal
with the zero- and first-order approximations.
The drawing in Fig. 1.2 summarizes the range of applicability of the principal
mathematical approaches in modeling gases, depending on the local Knudsen
number. The Boltzmann equation has a wider validity, since the hydrodynamic
equations may be derived from the Boltzmann equation itself, as it will be shown
very soon. But solving the Boltzmann equation is more demanding than solving
the hydrodynamic equations, because the number of independent variables is
bigger due to the additional space of velocities (as already mentioned in the
section 1.1). Anyway, most of the times in cold-atom physics the hydrodynamic
method is not acceptable, as local Knudsen number are too big, and we must
appeal to the Boltzmann equation, or to something equivalent in some ways, as
the “simulation method” that we’re going to present in this chapter.
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1.3.2 Outlines towards an hydrodynamic description
We will trace only the main guidelines about the hydrodynamic approach. For
more details, in literature there are several textbook that cover this subject
exhaustively. One good reference could be for instance [11]. In this view, we’ll
be mostly concerned with the ideas behind the method and its applicability.
1.3.2.1 Conservation theorem
There exist dynamical quantities that are conserved during a collision between
two particles: examples are the mass, the momentum, and the energy. On this
basis, we may expect that the collisional integral has no bearing on the evolution
of the corresponding average values. In fact, it is possible to show that∫
d3p χ(r,p)
∂
∂t
∣∣∣∣
coll
f(t, r,p) = 0 (1.34)
where χ is a quantity rigorously preserved during a collision:
χ(r,p1) + χ(r,p2) = χ(r,p′1) + χ(r,p
′
2) (1.35)
This is a very useful result because we got rid, in some way, of the collisional
integral. We can, in fact, substitute the collisional integral in (1.34) with the
the “streaming” term of the Boltzmann equation (1.8):
∫
d3p χ(r,p)
(
∂f
∂t
+
p
m
∂f
∂r
+ Fext
∂f
∂p
)
= 0 (1.36)
that leads after some manipulations and integration by parts to:
∂
∂t
〈nχ〉+ 1
m
∂
∂r
〈nχp〉 − 1
m
〈n ∂χ
∂r
p〉 − 〈Fext ∂χ
∂p
〉 = 0 (1.37)
where n is local density, and 〈· · ·〉 is the average of χ over the local momentum
probability distribution f(t, r,p)
/∫
d3p f(t, r,p), where the spatial coordinates
are fixed.
1.3.2.2 Zero- and first-order approximation in the hydrodynamic ap-
proach
After (1.37), the problem reduces to solve a couple of differential equations,
provided that we know how to average the dynamical quantities χ, or in other
words we know the distribution function that we should use. Once we’ve es-
tablished the form of the distribution function, which should be characterized
by some parameters that depends on the local position, then the problem can
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be considered resolved, in the sense that we need just some good techniques to
solve a system of differential equations, although in general can be also v
For very small Knudsen number, or equivalently for small λ, we may expect
that the local distribution differs very little from the Boltzmann equilibrium
distribution, since the collisions are so frequent to preserve always a situation
of local equilibrium or partial “thermalization”. In this regime, we can evaluate
averages with a Boltzmann distribution whose parameters depend on the local
position. If we compute the conservation equation (1.37) for the mass, the
energy, or the momentum, we will get correspondingly the continuity equation,
the entropy conservation along the flow, or the Euler equation. This approach
is known as zero-order approximation, and it is suitable for the regime of very
small Knudsen number, also called inviscid regime.
In more realistic situations, often it happens that the inviscid (Euler) equa-
tion doesn’t fit very well the problem. In fact, a purely inviscid description
doesn’t contemplate the possibility of relaxation, but, as we know from ordi-
nary experience, hydrodynamic modes always tend to relax and dissipate energy
by means of a heat flux. The microscopic reason that accounts for this behavior
is that the mean free path λ is not negligible, and the free motion of particles
permits the diffusion of the heat and produces also shear stresses (friction).
When λ is not too big, so that the Knudsen number holds below 0.1 ÷ 0.2, we
can still face the problem with an hydrodynamic approach, that, in this case,
is know as first-order approximation. The distribution function is no longer ex-
actly the Boltzmann one, but similar with some perturbation. Since Knudsen
number are not too big, we expect that the correction is small, so that we can
write:
f(t, r,p) = f0(t, r,p) + f1(t, r,p) with f1  f0 (1.38)
where f0 is the unperturbed Boltzmann solution and f1 is the first-order cor-
rection. In case of small perturbations, we can adopt the relaxation time ap-
proximation, that consists11:
∂f
∂t
∣∣∣∣
coll
= −f − f
0
τ
= −f
1
τ
(1.39)
where we introduced the relaxation time τ12. Up to the first order in f1, the
Boltzmann equation (1.8) reads now:(
∂
∂t
+
p
m
∂
∂r
+ Fext
∂
∂p
)
f0(t, r,p) ≈ −f
1(t, r,p)
τ
(1.40)
which allows us to derive the correction f1 in terms of gradients of zero-order
11This assertion can be proved more rigorously starting directly from the collisional integral.
12To be more realistic, it would be better to use more then one relaxation time.
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distribution, that is, the local temperature, local density, and local mean veloc-
ity. Roughly, we can estimate f1 considering the space gradient in the lhs:
〈v〉df
0
dx
≈ −f
1
τ
−→ f
1
f0
≈ − λ
f0
/
df0
dx
 1 (1.41)
where 〈v〉 is the mean velocity, and λ = 〈v〉 τ is the mean free path. We’ve
then verified that this condition of consistency, at the right member of the last
equation, corresponds to the requirement of small Knudsen numbers (1.33).
We can finally explicit the conservation equation (1.37) for the dynamical
quantities χ which are conserved during a collision, but with the difference that
this time we compute the averages with the perturbed distribution function
(1.38). We obtain the differential equations that describes the viscous hydrody-
namics, and in particular the celebrated Navier-Stokes equation, that originates
from the momentum conservation.
1.4 Gas simulations
Until now we’ve devoted our attention mostly to the mathematical gas model-
ing, and in this scenario we’ve described the two possible points of view: the
Boltzmann method based on the microscopical nature of gases and the hydro-
dynamical method concerned about the macroscopic properties. We’ve also
pointed out that generally the hydrodynamic approach is more convenient, but
its applicability is more restricted with respect to the Boltzmann equation (see
the discussion about the Knudsen number and Fig. 1.2).
In the study of gas flows and their dynamics, the mathematical modeling
had been the one solution available to physicists for many years, before the
advent of computers with big problem-solving power. But today the situation
has changed, and we can figure out to take advantage of ordinary computers to
make direct simulation of gases. The direct simulations differ from the contin-
uum models (that is the models mentioned above) in the sense that they are
nearer to the real nature of gases, as they take into account the direct micro-
scopical behavior of each single molecule or atom. The simulation program I
have developed belongs to this category of simulations.
1.4.1 Why do we need them?
The prime requirement in the study of quantum gases is the attainment of very
low temperatures, when quantum effects become manifest. Precisely, we need
the thermal De Broglie wavelength h/
√
2pimKBT (with standard notation) to
be comparable to or even bigger than the mean inter-atomic distance, that scales
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as one over the density. To prevent atoms from crystallizing, we’re forced to
work in or near to the dilute regimes na3  1 (a is the scattering length),
where the three-body recombination mechanism is suppressed, since it scales
as n3. Typical densities are of the order of 1013 ÷ 1014 cm−3, but not much
more bigger than that. At higher density the gas survives for a time not long
enough to permit experiments. In this perspective, the only way to get to the
quantum degeneracy (big De Broglie wavelength) is to lead the the system to a
very very low temperature, normally of the order of several nK. This is a very
demanding task for which ordinary cryogenic techniques are not adequate. In
these last 15 years, several different techniques have been conceived to achieve
this aim, such as the laser cooling (in all its variants) and the evaporative cooling.
Parallel to the cooling-down techniques, we have to consider that a gas at this
temperature cannot be confined by hard constraints like vacuum cell’s walls,
but it needs to be confined by some extra potential that we add on purpose,
ordinarily known as atomic trap. In addition, we have to stress that it is very
usual for an experiment to require several different cooling down steps before
having the quantum degeneracy, normally starting from the laser cooling of
an optical molasses (a dissipative trap), and subsequently running through the
evaporative cooling in quite a few distinct atomic traps (in this case we deal
with conservative traps, as the force field derives from a potential).
The simulation program that I have personally developed is precisely in-
tended to help accomplishing the tasks mentioned above. After having intro-
duced the general ideas, in next sections we’ll be concerned about quite a few
practical employment in real experiments, and it will be the best way to present
the possibilities offered by this simulation software.
1.4.2 Direct Simulations
Although the particulate nature of a gas is responsible for the mathematical
difficulties that undermine the Boltzmann equation and that we’ve previously
mentioned, nevertheless it also permits the circumvention of these problems
through the development of physically-based simulation methods, that we call
direct simulation methods. They model the real gas by a large number of
simulated molecules in a computer. Relying on the present problem-solving
power, the number of simulated particles may attain the order of several millions.
The position coordinates, velocity components, and internal state of each
molecule are stored in the computer memory, and are modified with time when
the molecules evolves through their mutual collisions and the external force field.
Let’s give a first criterion to characterize the direct simulations:
Deterministic The common feature shared by this kind of method is that the
evolution of all the molecules is completely deterministic, once the ini-
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tial conditions have been fixed. It means that we integrate the equations
of motions for all the N molecules, while they interact with each other.
Mathematically, it corresponds to solve a system of nearly N second-order
coupled differential equations with just one independent variable, that is
the time. The reduced number of independent variables makes physical
simulations attractive, despite the number of equations has awfully in-
creased with respect to a hydrodynamical approach.
The first physical simulation was, indeed, based on a deterministic ap-
proach, and it has been proposed by Alder and Wainwright in the late
50’s [16]. Today it is know as molecular dynamics (or MD) method. While
it may employ probabilist procedures when setting the initial configuration
of the molecules, the subsequent calculation is completely deterministic.
Binary collisions occur when the cross-sections overlap, so that the two
molecules see each other through the interaction potential. In the big O
notation, common molecular dynamics simulations scale by O(N2) when
any optimization has been done.
We have to specify that usually we don’t know exactly the interaction
potential, and it is often preferred a pseudo potential that reproduces the
right cross-section. Thus, even though the evolution is deterministic, there
still persists a sort of arbitrariness in the choice of the interaction potential.
For reasons of practicalness, it is often used a hard-sphere potential (as
in original proposal too) since, in such a case, the collisions can be easily
managed.
Probabilistic The probabilistic methods, better known as Monte Carlo meth-
ods, differs from other simulation methods by being stochastic, that is
non deterministic in some manner, usually by using random numbers as
opposed to deterministic algorithms. This kind of methods guarantees
better performances, and we can easily attain a scalability O(N), against
the O(N2) of molecular dynamics methods.
1.4.3 Monte Carlo simulations and Bird’s method
The method I want to describe in the following part of this chapter is usually
referred to as direct simulation Monte Carlo (DSMC) method and it was first
proposed by Bird [15] in 90’s for simulation of rarefied gas flows. This methods,
with its variants, has found many applications in different domains, such as in
aerospace engineering, chemistry, dense gases, and liquids. Thereafter we’ll be
concerned only about its employment in the cold-atom gases, and at this re-
gard detailed information can be found in [17], where the authors employed the
DSMC method to study the evaporative cooling for the Bose-Einstein conden-
sation.
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Let’s begin introducing the basic scheme of the algorithm. The first assump-
tion of the DSMC is that the movement and interaction can be decoupled. The
system is integrated in time steps ∆t. At each time step every particle is first
moved, according to the equation of motion in the external force field, without
any interaction with the other particles. To calculate the equation of motion
one can either use an analytical solution of the equations of motion or apply a
standard numerical integration scheme to solve it.
Next, we take into account the inter-particle interactions, i.e. the collisions.
A stochastic algorithm is applied as described in the following. The system is
divided into cells of side length `C (smaller than the mean free path) and volume
`3C , and after that the particles are sorted into the cells themselves. This scheme
ensures that only the particles which are close each other may collide. In every
cell with more than one particle we choose randomly
MC =
NC(NC−1)σ vmax∆t
2 `3C
(1.42)
pairs of particles that make a collision. Here NC is the number of particles
in the given cell, σ is the cross section, vmax is an upper limit for the relative
local velocity, the factor 2 at the denominator prevents from counting twice
the collisions (in binary collisions, there’re two atoms that scatter away by
definition), and the N−1 factor avoids considering the unphysical scattering of
an atom with itself. In order to reproduce the correct number of collisions, we
apply an acceptance-rejection method (more details about this method may be
found in 2.1.2.3): for a pair of particles i and j the collision is performed if∣∣vi − vj∣∣
vmax
< X (1.43)
where X is an independent uniformly distributed random number in the interval
[0; 1]. This scheme leads to a collision probability proportional to the relative
velocity of the particles.
In a standard DSMC the collisions take place regardless of the particle posi-
tions in the cell. It follows that we have to choose randomly an impact parameter
b in order to calculate the post-collision velocities. This statement corresponds
to the assumption of the molecular chaos hypothesis, thus motivating the special
regard that has been given to the Boltzmann equation and to the problem of
the time irreversibility in section 1.2.3.2. Choosing randomly an initial impact
parameter is perfectly equivalent to choosing randomly the post-collision veloc-
ities, and this is rightly what we do, since from the computational point of view
it is much more efficient the latter. In this regard I’d like also to mention that
a convergence proof for Bird’s direct simulation Monte Carlo method to the
Boltzmann equation has been demonstrated [18], so that, at least in principle,
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`C
Figure 1.3: Particles are sorted into cells, and they may interact only with
their neighbors in the same cell.
the two methods are equivalent. As a matter of fact, the DSMC simulations
offer better possibilities than the Boltzmann equation, since the former may
be enhanced quite naturally to deal with two-body correlations and the proper
impact parameter, solving the inconsistencies intrinsic to the Boltzmann equa-
tion which is limited to ideal gases (dilute regime). The work reported in [19]
recovers the exact equation of state at all densities with virtually no additional
computational cost; for example it may be possible to retrieve the second virial
coefficient, which is rigorously zero for an ideal gas.
For an elastic collision, the post-collision velocities v′i and v′j are connected
to the initial velocities by the energy and momentum conservation, resulting in
the following well-known kinematic expression:
v′i = vcm+
mj
mi +mj
∣∣vrel∣∣ nˆ and v′j = vcm− mimi +mj ∣∣vrel∣∣ nˆ (1.44)
where nˆ is the unit vector pointing in the direction of the relative velocities
after the collision, and in principle it is a function of the impact parameter b
and of the direction of the initial relative velocity. Thereafter we shall assume
the molecular chaos hypothesis, so that we choose nˆ by drawing randomly a
direction on the unit sphere. The distribution function over the solid angle
depends on the interaction potential and the energy of the collision. In our
specific case, we adopt a uniform distribution over the unit sphere. In order to
justify this assumption we need to consider the two-body scattering in quantum
mechanics, that will be discussed in the next section.
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1.5 Scattering in quantum mechanics
The theory of elastic collisions in quantum mechanics is a classical subject, and
it is dealt with in many textbooks of quantum mechanics such as in [20], or
with a special regard to cold-atom physics in [21]. We shall preset only the
main results here.
We confine our interest only to two-body interaction, that is we study the
problem of two atoms interacting, instead of the real and more complex problem
of N atoms13. The Hamiltonian reads:
H2 = p
2
1
2m
+
p22
2m
+ V (ri − rj) + Uext(r1) + Uext(r2) (1.45)
where V is the mutual interaction potential and Uext is the external potential.
Since V varies on length scales much smaller than those of U we can eliminate
adiabatically the contribution of Uext, that we will consider a constant in this
approximation. Furthermore, at this level the problem is separable, in the sense
that we can decompose the motion of the center of mass from the relative motion.
Applying the standard substitution reported in (1.27), it follows:
H2 = p
2
2m
+ V (r) (1.46)
where we didn’t report anymore the constant from Uext. We look for stationary
solutions of this Hamiltonian in the following form:
ψk(r ≡ r, θ, ϕ) = eikr + f(k, θ) e
ikr
r
for r  r0 (1.47)
where r0 is the length scale over which the interaction potential is relevant
(interaction range). The first term stands for the incoming plane wave with
wave number k, and the second term stands for the scattered wave, that is the
effect of the interaction potential over the incident wave. This ansatz admits
the following formal solution:
f(k, θ) = − m
4pi~2
∫
dr′3 e−ik
′r′ V (r′)ψk(r′) (1.48)
where k′ is rotated by an angle θ with respect to the incoming wave number
k (the azimuthal angle ϕ doesn’t play an important role for evident symmetry
reasons). We see that the amplitude f(k, θ) does still depend on the solution
itself ψk. If we introduce the retarded wave operator Ωˆ+ which connects the
13We assume the further simplification that there’s no coupling between internal degrees
of freedom, so that we may neglect them, even though in real life they’re responsible for
important effects such as trap losses or resonances (e.g. the Feshbach resonance).
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plane waves to the corresponding scattering states:∣∣ψk〉 = Ωˆ+ ∣∣k〉 (1.49)
we can rewrite the amplitude in the more readable form:
f(k, θ) = − m
4pi~2
〈k′∣∣Tˆ∣∣k′〉 where Tˆ ≡ V Ωˆ+ (1.50)
where Tˆ is the well-known transfer matrix which verifies the following series
expansion, also known as Lippmann–Schwinger equation:
Tˆ = V
∞∑
n=0
[ 1
E −H0 V
]n
(1.51)
where H0 is the free Hamiltonian. This expression constitutes a perturbative
approach to the scattering problem, whose simplest approximation, known as
Born approximation. For our purposes we don’t need to go deeper into the
calculation of the Tˆ matrix, and we refer to the literature for more details.
Once the solution (1.47) is well understood, it’s easy to get:
dσ
dΩ
=
∣∣f(k, θ)∣∣2 (1.52)
where we remind that the angular scattering cross section σ is the rate of scat-
tered particles per unit of time, unit of incoming flux, and unit of solid angle.
Before concluding, let’s have a glance to the expansion in angular momentum
partial waves, to underline the contribution of the distinct angular momenta (of
the relative motion) to the amplitude of scattering. Starting from the unitary
of the scattering matrix Sˆ14, it is possible to demonstrate that:
f(k, θ) =
1
2ik
∞∑
`=0
(2`+ 1)P`(cos θ)
(
e2iδ`(E) − 1
)
(1.53)
where P` are the Lagrange polynomials, E = (~k)2
/
2m, and δ`(E) are the de-
phasing (for elastic collisions are real numbers), whose importance will be clear
soon. Let’s say, without demonstrating, it that each term in the sum represents
the contribution to the amplitude from the partial wave of given angular mo-
mentum ` that composes the incoming plane waves. In fact, we can imagine to
rewrite the incoming plane wave in the basis of the spherical solutions of the
free Hamiltonian (where the good quantum number are the angular momentum
` and the energy E, instead of the wave number k), and let the partial waves
scatter, and finally rebuild the scattering state as the sum of all the partial
14We report just the definition Sˆ ≡ Ωˆ†+Ωˆ+= 1− 2piδ(E −H0)Tˆ.
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contributions, in virtue of the linear principle. If we evaluate the total cross
section we get:
σ =
4pi
k2
∞∑
`=0
(2`+ 1) sin2 δ`(E) (1.54)
where quite surprisingly we see that partial waves corresponding to different
angular momenta do no interfere (this is rigorously true only for the total cross
section). A zero dephasing corresponds to no scattering, and vice versa a ±pi/2
dephasing corresponds to the maximum contribution (usually a resonance).
In the limit of low energies k r0  1 (we remind r0 is the interaction range),
it’s possible to work out the following expression for the dephasing:
δ` ∝ k2`+1 (1.55)
and together with (1.54) we can finally conclude that for low-energy scattering
the contributions of small angular momentum are predominant15. In ultra-
cold gases it is usually a good approximation to take only the s-wave scattering,
neglecting all the higher ones. The s-wave dephasing defines a new length called
scattering length and usually indicated as a:
δ0 ≡ −ka for k → 0 (1.56)
so that the partial cross section becomes
dσs
dΩ
= a2 (1.57)
and the integrated cross section over the solid angle equals σs = 4pia2. The
distribution probability of the s-wave scattering is uniform over the solid angle,
therefore motivating the choice of a uniform distribution for the post-collision
velocities in the Monte Carlo simulation. For completeness, we remark that
DSMC simulations allow also to manage with higher angular momenta, but
we must pay attention to possible interferences between partial waves. We
will disregard these complications, and we restrict ourselves to only s-wave,
since they’re a good approximation at the temperature where the simulation is
employed.
15I’d like to remark that it is not necessary to make use of the quantum mechanics to
prove this result. It is enough writing the effective potential, i.e. the bare potential plus the
centrifugal barrier, to understand that for low energy kr0  1 and high ` the two particles
repel each other because of the centrifugal barrier, before seeing the interaction potential at
short distance, resulting in a missed scattering.
1.5 Scattering in quantum mechanics 31
Figure 1.4: The two processes are physically indistinguishable, and we have
to add, with proper sign, both the amplitudes to obtain the right quantum
mechanical cross section.
1.5.1 Exchange symmetry in the scattering
There still remains an important issue that should be discussed before proceed-
ing with the Monte Carlo simulations. In the research on cold-atom gases we
work with atoms expressly prepared in one given internal state, with deep con-
sequences for the the behavior of fermions or bosons. Even in the two-body
scattering this fact is manifest, as we shall see.
The exchange of two indistinguishable atoms is a symmetry operation, that
should leave the two-body wave function unchanged, a part from a global phase
change. This group of symmetry owns two distinct representations, the one
that changes the sign (fermions), and the other one that doesn’t change the
sign (bosons).
The exchange of the two particles corresponds to the exchange of the two
coordinates in the Schrödinger picture, that, in turns, corresponds to changing
the sign of the relative coordinate, that is r → −r, or r → r, θ → pi − θ, and
ϕ→ pi + ϕ. The symmetrized wave function corresponding to (1.47) reads:
ψk(r ≡ r, θ, ϕ) = e
ikr ± e−ikr√
2
+
[f(k, θ)± f(k, pi − θ)√
2
] eikr
r
(1.58)
The scattering amplitude for a direction specified by the polar angle θ is there-
fore [f(k, θ) ± f(k, pi − θ)]/√2 (see Fig. 1.4), where + is for bosons and − for
fermions, and the differential cross sections is now:
dσ
dΩ
=
∣∣f(k, θ)± f(k, pi − θ)∣∣2
2
(1.59)
For bosons (fermions) this exchange interference doubles the contribution for
even (odd) angular momentum waves and cancels the contribution for odd (even)
waves to the total scattering cross section16. For instance, if scattering is purely
16Under the inversion operation r→ −r the amplitude f(k, θ) changes its sign according to
the angular momentum ` in the following way (−1)`.
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s-wave, for bosons the total cross section is:
dσs
dΩ
= 2a2 for bosons (1.60)
and equals exactly zero for fermions.
Chapter 2
The DSMC simulation
program
This chapter aims at illustrating the features, technical details and proofs of the
simulation DSMC software that I have developed. In this chapter I will also
give some theoretical notions of the physics that concerns the different parts of
the program. The structure of the chapter follows the main components of the
program.
2.1 The initialization
To run a simulation it is necessary to initialize the system with reasonable
starting conditions. This first step requires choosing the initial momentum
components and position coordinates to be physical compatible with the starting
situation. For this purpose, we need a starting distribution function in the
position and velocity phase space. Usually we deal with distribution functions
for a thermalized gas; sometimes, instead, we need to start from an out-of-
equilibrium distribution to study the behavior of the system under external
perturbations. By the way, in either cases we have always to draw randomly the
positions and the momenta according to a given 1-body probability distribution
function.
There are distribution functions in the 6-dimension phase space that are sep-
arable, in the sense that the distribution itself is the product of the momentum
distribution and position distribution (two independent distributions). This is
the case of the classical Boltzmann distribution. Usually this class of distri-
butions is simpler to be dealt with than the general ones, as, for instance, the
Fermi-Dirac or Bose-Einstein distributions. Since at the moment the DSMC
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software is developed for a classical environment, we’ll be concerned only about
separable distributions.
The thermalized distributions may be defined as those distributions that
satisfy the Boltzmann equation and, at the same time, belong to the kernel of
the collisional integral (1.9), so that their total time derivative is zero (stationary
in time). It is simple to prove that the Boltzmann distribution, reported below,
verifies this condition:
f
(
r,p
)
= N e− p
2
2mKBT e
− U(r)KBT (2.1)
where N is the normalization factor, KB is the Boltzmann constant, T is the
temperature, and U is the trapping potential.
2.1.1 The Gaussian momentum distribution
The Boltzmann distribution says that the momenta are distributed according
to a Gaussian law. In the GSL numerical library it is already implemented an
algorithm to perform this task. Anyway, we shall present the scheme of this
algorithm, which is quite simple. First, we notice that the three dimensional
Gaussian distribution may be easily reduced to three separate one dimensional
Gaussian distribution, and after a change of variables we can study the following
dimensionless problem:
dP = 1√
pi
e−x
2
dx (2.2)
where P stands for the probability and x is a real number in [−∞,+∞]. Let’s
do a change of variable, passing to the cumulative distribution function:
CDF
(
y
)
=
∫ x
−∞
dx′ e−x
′2
=
1
2
(
1 + erf(x)
)
(2.3)
where erf(x) is the error function and CDF
(
x
)
ranges in the interval [0, 1]. Now
the equation (2.2) reads dP = dCDF (x). With the cumulative distribution
function we’ve passed from a Gaussian probability density to a uniform one
over the interval [0, 1]. We draw finally a random number in that interval, and
we use it as the argument of inverse function of CDF (x) (see Fig. 2.1):
x = erf−1
(
2y − 1) (2.4)
where y is a random number in the unit interval. With this method x is a
random number drawn according to a Gaussian distribution. The erf−1 function
is usually provided with many numerical libraries (such as GSL library), but may
be also calculated or directly tabulated in the code.
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Figure 2.1: A plot of the inverse cumulative distribution function CDF−1(x),
which connects uniform-distributed random numbers to Gaussian-distributed
random numbers.
2.1.2 The position distribution function
The problem about the position distribution function needs more attention be-
cause it depends on the trapping potential. We restrict this discussion to a few
potentials. We do not explain here how these potentials are produced, but we
postpone the discussion to the section 2.2.
2.1.2.1 Harmonic potential
A part from the trivial uniform potential (a gas in a box), the harmonic potential
is definitely the simplest potential that we can find:
U(r) =
1
2
mω2x x
2 +
1
2
mω2y y
2 +
1
2
mω2z z
2 (2.5)
where ωi are the distinct oscillation frequencies. In this case the position prob-
ability density function exp(−U/KBT ) is a three-dimensional Gaussian distri-
bution, and the problem is completely analogous to the one discussed above for
the momentum distribution.
2.1.2.2 Quadrupole potential
A quadrupole potential has the following form:
U(r) = U ′0
√
x2 + y2 + 4z2 (2.6)
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and the corresponding position distribution function is:
dP = 1
4pi
( U ′0
KBT
)3
e
−U
′
0
√
x2+y2+4z2
KBT d3r (2.7)
which can put in a dimensionless and spherical-symmetric form by doing a trivial
linear change of variables (that we do not report here):
dP = 1
2
e−r r2 dr
1
4pi
d2Ω (2.8)
where we introduced the new (after the above-mentioned change of variables)
radial r and solid angle Ω coordinates. We recognize that we separated the
radial part from the angular part.
The angular part is easy to be managed with, because:
1
4pi
d2Ω =
1
2
sin θ dθ
1
2pi
dϕ = d
(cos θ
2
)
d
( ϕ
2pi
)
(2.9)
where θ is the polar angle and ϕ is azimuthal angle. We draw two numbers in
the unit interval: one for the variable cos(θ)
/
2 and the other for the variable
ϕ
/
2pi. That’s all we need to select a direction according to a uniform probability
over the unit sphere.
About the radial part, we can proceed with the same technique of the cu-
mulative distribution function:
1
2
e−r r2 dr = d
[∫ r
0
dr′
1
2
e−r
′
r′2
]
= d
[
1− e−r(1 + r + r2
2
)
︸ ︷︷ ︸
CDF (r)
]
(2.10)
We need to reverse the cumulative distribution function CDF (r) to finish, but
unfortunately it doesn’t have any analytical inverse function. Therefore, it had
been necessary to add to the program a root-finding algorithm (based on New-
ton’s method) to reverse this function, with performances completely satisfac-
tory.
Another method, different from the one based on the cumulative distribu-
tion function and described above, is the acceptance-rejection algorithm, which
permit to sample almost every probability distributions, but with the following
severe drawback: the acceptance-rejection method is impressively slower than
reversing the cumulative distribution function. By the way, we don’t have to be
worried about, because we need usually to run the program initialization only
once.
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Figure 2.2: A plot of the inverse cumulative distribution function CDF−1(x),
which connects uniform-distributed random numbers to random numbers dis-
tributed according to the probability distribution (2.10).
2.1.2.3 General potential and acceptance-rejection method
There exist many potentials for which the Boltzmann distribution function is so
complex that it doesn’t exist any useful change of variable for the employment
of the cumulative distribution function method. In such a case we resort to the
acceptance-rejection algorithm, which is a versatile method that applies also
to multidimensional spaces. In our specific case, this technique is employed
in the simulation program for the complex situation of a quadrupole potential
superimposed to two crossing dipole potentials.
We shall discuss here the idea of this method with a one-dimensional ex-
ample. Let’s imagine that we have to sample the Boltzmann distribution in
Fig. 2.3, which cannot be integrated in an analytical form to use the cumulative
distribution method. We denote this distribution by f(x). Now we introduce
another distribution, called envelope distribution g(x), of which we already know
a sampling algorithm. Furthermore, we require that there exists a real number
M > 1 such that the following condition is verified:
M g(x) ≥ f(x) (2.11)
for every x in the domain under examination. To this regard, we point out that
we may always use a constant value as upper limit, even if this choice could not
be the optimal one (see later).
If such a function g(x) does exist, we can now proceed in the following way.
We draw two random numbers, the first according to the distribution function
g(x) and the second according to a uniform distribution in the unit interval; then
we decide to keep the former number if the latter is smaller than f(x)
/
Mg(x).
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Figure 2.3: A fictitious Boltzmann distribution to help explaining the
acceptance-rejection method is plotted; it is upper bounded by an envelope
function ∝ g(x), where we already know a sampling algorithm for the distri-
bution function g(x).
We can quantitatively estimate the number of successful samplings in the inter-
val [x, x+ dx] as the product of two independent probabilities:
dN =
f(x)
Mg(x)
g(x) dx =
1
M
f(x) dx (2.12)
This result confirms that this method reproduces the right distribution function
f(x), but with an efficacy – that is the number of successful drawings – that
depends on how much M is near to 1.
The more the envelope distribution g(x) is near to f(x) (that isM ∼ 1), the
faster is the algorithm. In fact in this way we reduce the number of rejections
against the number of acceptances. Unfortunately, it happens very often that we
don’t find any convenient solution and we’re forced to use a uniform distribution
for g(x), with a resulting drop in performances since M is usually big in this
case.
2.1.3 Some tests. . .
We shall present here two tests in order to check the validity of the initialization
methods.
For definiteness we work with 4 ·105 atoms of 7Li in a doubly polarized state∣∣mJ=1/2; mI=F 〉 at the temperature of 1.3mK and trapped in a quadrupole
potential with a magnetic gradient at the center of 200 gauss/cm. The Fig. 2.4
shows a density plot of the simulated atomic cloud in the above-mentioned
conditions.
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Figure 2.4: Density plot of a cloud consisting of 400 000 simulated atoms of
7Li, which are trapped in a quadrupole potential. The profile in y-direction has
been integrated. The z-direction is more confined, since the magnetic gradient
in this direction is twice that one of the other x- and y-directions. The red
region is at higher density, whereas the purple one is at lower density.
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Figure 2.5: This figure refers to the same simulation that produced the den-
sity plot in Fig. 2.4. The initialization of an atomic cloud of 400 000 atoms in a
quadrupole trap of a magnetic gradient b′ = 200 gauss/cm and at T = 1.3mK
has been simulated. The continuous curve is the result of the simulation and
represents the probability per unit of energy that an atom falls in a given
interval of potential energy. The dashed curve is the theoretical prediction ac-
cording to the Boltzmann distribution (2.13). The two curves are completely
indistinguishable, proving that there is a perfect agreement between the result
of the initialization algorithm and the expected values.
2.1.3.1 Spatial density distribution
I want to check if the spatial atomic distribution respects the Boltzmann distri-
bution function reported in (2.7). After a change of variable we can write the
distribution function in the potential-energy domain:
dP = 1
2
E2
(KBT )3
e−E/KBT dE (2.13)
where E is just the potential energy (2.6). In Fig. 2.5 it is reported the sam-
pled distribution compared to the Boltzmann one with T = 1.3mK. We may
recognize directly by eye that there’s a very good agreement between the two
distributions. To be more quantitative, we performed the standard Pearson
χ2 test, with the result that the χ2 stochastic variable is lower than the value
derived from the data with a probability of 0.28%. Such a low probability guar-
antees that the our technique of sampling verifies the Boltzmann distribution
function. Similarly, it is possible to prove that the same degree of reliability is
also attained for the other trapping potentials and for the Gaussian distribution
of the momenta.
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2.1.3.2 Statistics in a small spatial volume
This second test is intended to give a closer look at the statistics of the atoms
in one given small spatial region. By small we mean that we take a volume dV
so narrow that the probability p(r) = f(r) dV for an atom to fall in the that
volume verifies the condition p  1. In our specific case we chose a spherical
volume (in a position and of a size) such that p ∼ 1.4 · 10−3. For the rest, we
still adopt here the same specifications as before, that is a cloud of 4 ·105 atoms
of 7Li in a quadrupole trapping potential.
Our aim is to prove that the occurrence of n atoms inside a small volume
after N total drawings is described by the Poisson statistics, which characterizes
rare occurrences. In fact, it is well-known result that the binomial distribution
tends to the Poisson distribution in the limit p 1, where the mean value pN
is kept constant:
dPn =
(
N
n
)
pn (1− p)N−n p→0 & pN=cost−−−−−−−−−−−−→ e−(pN) (pN)
n
n!
(2.14)
We repeated 2 000 times the initialization of the atomic positions according
to the right Boltzmann distribution, and we noted each time the number of
atoms populating the cell in question. The histogram in Fig. 2.6 depicts the
result of this test. Furthermore, in the same graph it is also reported a Poisson
distribution corresponding to the same mean value, which fits visibly well the
collected relative populations. The result of the Pearson χ2 test is that we may
obtain a χ2 lower than that one we derived from our data with a probability of
0.24%, which is a clear sign of the good agreement between the relative sampled
frequencies and the theoretical probability distribution.
Furthermore, from this test we infer the following important result about
the fluctuations of the population in a specified cell: the fact that the variance
of the Poisson distribution is 〈∆n2〉=〈n〉=pN (as the mean value) ensures that
our simulations verify the standard classical statistical result:√〈∆n2〉
〈n〉 ≈
1√
N
(2.15)
More atoms we have, more the fluctuations around the mean value are sup-
pressed.
2.2 The external force field
This section is devoted to the problem of the integration of the free motion in
the trapping potential. Sometimes it may be important to take also into account
the gravity effects, so that we should also add the contribution of the gravity
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Figure 2.6: Relative occurrence of different atomic populations in one given
small volume. We used here a quadrupole potential. We chose a spherical
volume such that the probability of occupation per atom is 1.4 · 10−3. We
performed 2 000 drawings (initializations) with 4 · 105 atoms for each one, that
corresponds to a mean number of atoms in the volume ∼ 560. The curve placed
upon the histogram is the Poisson statistic corresponding to the same mean
value.
force field −mg zˆ. But for light atoms (small mass), such as 6Li and 7Li, we can
usually neglect the gravity because of the small mass, and for that reason we
won’t discuss anymore that issue thereafter.
First we’ll give some explanations about the physics underlying the atomic
traps. After that, we’ll give some details about the numerical algorithms to
integrate the free atomic motion in conservative traps.
2.2.1 The implemented atomic traps
We present here only the traps that are effectively implemented in the simulation
software. Furthermore, we’re concerned only with conservative traps, that is,
traps described by a potential.
A few words about non-conservative traps The situation for non-conser-
vative traps may be much more complex, because we don’t have a potential as
the energy is not conserved. For instance, in a magneto optical trap (MOT)
we should include the repulsive atomic interaction mediated by spontaneously-
emitted photons in regions of high atomic density, with the consequence that
we cannot let the atoms evolve as free (excluded the two-body collisions that
are considered apart). Another example of non-conservative trap is the case
of the Sisyphus cooling, where it is a extremely hard task to give some ana-
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lytical approximation of the equation of motion itself. Should we add these
non-conservative traps, we would have to include distinct numerical algorithms
each one adapted to the peculiar situation, oppositely to the conservative traps
that are all characterized by a potential.
2.2.1.1 The quadrupole trap
The quadrupole trap is, perhaps, the simplest magnetic trap that we could figure
out. But let’s first say some words about how the magnetic traps work.
General idea The magnetic trap apply to neutral atoms. They employ a
inhomogeneous magnetic field to displace the energy of the internal atomic states
(Zeeman effect), so that the atoms experience a spatially-varying potential. By
a proper choice of the internal atomic state and the magnetic field geometry, it is
indeed possible to trap atoms in a confined volume. The magnetic displacement
of the energy levels is:
U(r) = −m ·B(r) (2.16)
wherem is the atomic magnetic moment that depends on the internal state, and
B(r) is the inhomogeneous magnetic field. In addition, the linear proportional-
ity between the spin and the magnetic moment (known as Larmor theorem in
classical physics) allows us to express the magnetic moment itself of an atom in
the internal state
∣∣J, I, F,mF 〉 (with standard atomic notation) in the following
way1:
m = −gF µBmF B
B
with µB =
e~
2mc
(2.17)
where gF is the hyperfine Landé factor that depends on F , J and I2, µB is the
Bohr magneton, andmF is the magnetic quantum number with the quantization
axis in the direction of B. We can finally rewrite the atomic potential in the
more eloquent form:
U(r) = gF µBmF
∣∣B(r)∣∣ (2.18)
where we recognize that the atoms in low-field seeker states gF mF > 0 are
pushed towards low-field region, whereas the atoms in high-field seeker states
gF mF <0 are pushed oppositely3. As a practical rule, we should keep in mind
that µB ∼ 1.4MHz
/
gauss, so that common displacements of the energy levels
may attain a few hundreds of MHz in ordinary magnetic traps.
It can be shown that the atomic spin follows adiabatically the changes in
the direction of B(r) during the motion of the atom, and the quantum transi-
tions between different mF states are suppressed when the adiabatic condition
1We neglect the mixing of hyperfine levels in strong magnetic fields. Refer to standard
atomic physics textbooks for more details, such as [20].
2For instance, it equals 1 for doubly-polarized states where J ‖ I
3Pay attention that gF may assume also negative values.
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B˙
/
B  ωL is verified (ωL = eB
/
2mc is the Larmor frequency). This result is
essential to guarantee that the atoms keep on experiencing the same potential.
We do not enter here in the discussion about losses due to spin flip, also known
as Majorana losses [22], which are critical at zero-field points.
Thus, to build a magnetic traps is sufficient to design a magnetic field con-
figuration with either a local minimum or local maximum. The latter possibility
is ruled out by a general theorem [23], that a local maximum in the magnetic
field is impossible in regions where there are no electrical currents. On the
other hand, local minimum configurations can be easily realized and employed
to effectively trap the low-field seeker states.
Even though there’s exist a large variety of geometries with a local minimum
in the magnetic field, we deals only with quadrupole field because they will
concern us closely.
Quadrupole field A simple magnetic field that has a minimum at some point
is the quadrupole one, where the magnetic field itself varies linearly with distance
in all directions. Such a magnetic field may be realized by a simple pair of
opposed, separated, coaxial coils, where the currents flow in the opposite way.
We shall demonstrate that this fact is true in proximity of the middle point
between the two coils. It is not necessary to guarantee that the field is indeed
the quadrupole one over all the space, as the atomic cloud has always a limited
extent, which is commonly not bigger than a few mm.
For definiteness, let’s take the coils aligned in the z direction, and the center
of the coordinates placed in the middle point between the two coils. Because
of the azimuthal symmetry and the fact that B is solenoidal (no divergence)
and irrotational (in the center region there’s no current), we can write (refer to
electrodynamics textbooks for more details, e.g. [24]):
B(r) = −∇ϕ(r) where ϕ(r ≡ r, θ, φ) =
∞∑
l=1
Cl r
l Pl(cos θ) (2.19)
where Cl are geometry-dependent coefficients, and Pl(cos θ) are the Lagrange
polynomials. This completely-general expression of B is particular important,
because the terms in the sum are sorted by their importance near the origin.
Now, we want to find which is the first non-zero contribution.
Under the inversion operation with respect to the origin we get the same
system, but with the reversed current, which implies that the magnetic field
is odd under inversion, and consequently ϕ is even under the same operation.
Using that Pl(cos θ) verifies the rule (−1)l, we conclude that the first non-zero
term is l = 2:
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Figure 2.7: Equipotential surfaces in a quadrupole magnetic trap. This
picture is taken after [25], where it is reported the first observation of trapped
neutral atoms, namely Na atoms.
B(r) = −∇
[
C2r
2 P2(cos θ)
]
=C2
 xy
−2z
 where P2(cos θ) = 3 cos2 θ − 12
(2.20)
and this is, indeed, a quadrupole magnetic field. The coefficient C2 gives the
steepness of the magnetic field, and usually it is indicated in literature as b′.
Let’s plug the modulus of the magnetic field into the potential (2.18):
U(r) = gF µBmF b′
√
x2 + y2 + 4z2 (2.21)
The equipotential surfaces over all the space are reported in Fig. 2.7, where
they were derived by numerical integration of the full magnetic field. Only in
the center region the equipotential surfaces are described by the approximated
potential in (2.21).
The only drawback of the quadrupole trap is the presence of a point, namely
the origin, where the field vanishes, allowing the atoms to jump to undesired
mF states, that could be even untrapped states. This does not represent a big
problem in case of high temperatures (e.g. in the fist cooling down steps), when
the atoms spend a very short fraction of time during their fast motion.
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2.2.1.2 The dipole force trap
The dipole trap is another example of conservative trap for neutral atoms that
is implemented in the simulation software. This trapping technique exploits the
interaction of the atoms with a radiation field, especially that of lasers for its
special characteristics, as we shall see.
Experiments in laser cooling and trapping of atoms are often enhanced or
enabled by atomic densities greater than those readily achievable in a magneto-
optical trap (MOT). Examples include creating Bose-Einstein condensation or
performing photoassociative spectroscopy of atoms. Although the relatively
high densities required by such experiments are difficult to achieve with a MOT
(limited by the radiation pressure), they are easily achievable in an optical
dipole trap or a magnetic trap. But we’ve understood in the previous section
that a magnetic trap requires that the confined species have a non-zero magnetic
moment and, therefore, is not useful for many elements. However, all species are
polarizable to some extent, and a dipole force trap is, therefore, more broadly
applicable. Now that we’ve highlighted its general wide range of validity, we
concentrate mostly on alkali atoms, as they interest us closely.
The electromagnetic field acts on the alkali atoms by the dipole interaction:
U(r) = −d ·E(r) (2.22)
where d = e r is the dipole moment of the one shell electron e, and E(r) is the
the electric field (the magnetic field of the electromagnetic radiation induces
minor effects that we safely neglect).
The idea of this method is to polarize the atoms by an electromagnetic field,
and then use the energy change of the atoms themselves to push them towards
high-field (low-field) regions in case of red (blue) detuning of the light with
respect to the optical transitions. In other words, the dipole force originates
from the gradient of an ac Stark shift. This is exactly what we observe when
we’re electrostatically charged and we attract towards us small pieces of papers.
There is an important issue that we must consider if we want this kind of
trap to work properly. We have deal with the heating brought about by the
spontaneous scattering of the trapping laser photons. Each photon provides
to the atom, on average, one recoil energy ER = (~kP )2
/
2m (where kP is the
photon wavenumber and m is the atom mass) on absorption, and one other
on spontaneous emission. In order to prevent this heating mechanism, we’re
obliged to work with large detuning from the optical transitions, in order to
suppress, as much as we can, this harmful mechanism. The drawback of being
too far from the resonance is that the dipole force is weaker and weaker. Thus,
a convenient compromise should be found, which should be evaluated case by
case.
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far-of-resonance ac Stark effect We shall present here a short account
about the ac Stark shift, also known simply as light shift. Because we’re con-
cerned only with large detuning, therefore weak coupling between levels, we can
safely use the quantum perturbation theory to evaluate the energy shift of the
electronic levels. The first order contribution vanishes, because the dipole d op-
erator is odd under the inversion symmetry, and the atomic states have defined
parity, so that 〈ψi
∣∣d∣∣ψi〉 = 0 for each ∣∣ψi〉 shell-electron state. On the other
hand, in general the dipole element matrix between two different-parity states
does not cancel out, inducing a relevant coupling between the electron states.
We shall evaluate that effect on the ground state, under the assumption
that the atoms are all polarized in the ground state itself. We can proceed by
removing adiabatically the motion degrees of freedom, as the radiation interac-
tion acts on a very shorter time scale. After that, we consider the stationary
time-dependent electric field:
E(r, t) =
E0(r)
2
(
eiωLt + e−iωLt
)
(2.23)
where ωL is the laser frequency, and cE20
/
8pi is the local laser intensity. The
standard second order time-dependent perturbation theory applied to (2.22)
produces the local displacement of the ground state ∆Eg(r):
U(r) = ∆Eg(r) = <e
( 1
Ee − i~Γnat/2− Eg − ~ωL
) ∣∣deg ·E0(r)∣∣2
4
(2.24)
where <e stands for the real part4, Ee − i~Γnat/2 is the excited-state energy5,
Eg is the ground-state energy, and deg is the dipole matrix element between the
excited P level and the ground S level (we can safely neglect the fine and hyper-
fine structures, because of the large detuning that tends to hide the structures
themselves). Evaluating the real part, we get:
U(r) =
~δ
(~δ)2 + (~Γnat)2/4
∣∣deg ·E0(r)∣∣2
4
(2.25)
where we introduced the detuning δ = ωL − ∆Eeg. We can further simplify
this expression, when we realized that δ  Γnat (δ ∼ 1013 ÷ 1014Hz versus
Γnat ∼ 106 ÷ 107Hz):
U(r) =
∣∣deg ·E0(r)∣∣2
4 ~ δ
(2.26)
For red detuning δ < 0 the atoms are pushed towards higher field regions. There
4The imaginary part would give the rate with which the atoms are lost from the ground
state towards the excited state, that is, the heating rate.
5The imaginary energy takes into account the finite lifetime of the excited state Γ−1nat. Γnat
is the natural linewidth, provided that the spontaneous emission is the main mechanism of
relaxation, as is the case for ultra-cold atoms.
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exist some situations where a blue detuning δ > 0 is employed, but we will not
discuss such a case.
It is convenient to rewrite the result in a more practical form, where we
express the dipole matrix element as a function of the natural line width Γnat.
The expression of deg · E0(r) for the optical transition in alkali atoms S ↔ P
(we may neglect the other possible transitions, as they’re usually too far from
the resonance) reads:
∣∣deg ·E0(r)∣∣2 = m=1∑
m=−1
∣∣∣〈n, L=P, m∣∣∣d ·E0(r)∣∣∣n, L=S, m=0〉∣∣∣2 (2.27)
Just a little remark: we could have written the sum over the hyperfine states
of the ground and excited levels, but the result wouldn’t change, as the dipole
operator d acts only on the orbital degrees of freedom (sum rule).
Using the Wigner-Eckart theorem (refer to, e.g., [26]), it can be shown that:
∣∣deg ·E0(r)∣∣2 = ∣∣E0(r)∣∣2D2 where
D2 =
3∑
i=1
∣∣∣〈n, L=P, m= . . . ∣∣∣ di ∣∣∣n, L=S, m=0〉∣∣∣2 (2.28)
where “. . . ” means that the D2 does not depend on the quantum magnetic state
m of the excited state P . In addition, we know that the spontaneous-emission
rate (natural linewidth) (see, e.g., [27]) reads:
Γnat =
4
3 ~
(
Ee − Eg
~ c
)3
D2 (2.29)
Now, if we put together (2.26), (2.28) and (2.29), we may write the dipole-force
potential in the more practical form:
U(r) =
3λ3eg Γnat
32pi3 c2
{
1
/
λL − 1
/
λeg
} I(r) (2.30)
where we introduced also the laser wavelength λL = 2pic
/
ωL, the optical-
transition wavelength λeg = 2pi~c
/
Ee−Eg, and the local laser intensity I(r) =
cE20
/
8pi. The linewidth of Lithium atoms is Γnat ≈ 2pi × 6MHz (comparable
to the other alkali atoms).
For completeness, we report here also the heating rate, that may be derived
from the imaginary part of expression in (2.24):
Rheat(r) =
U(r)
2 ~ δ
Γnat (2.31)
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This result confirm what we’ve already said on a intuitive base: we need a large
detuning
∣∣~δ∣∣  ∣∣U0∣∣ to suppress the heating process (where U0 is the dipole
potential in the central region where the atoms are trapped).
Gaussian beams for dipole-force trap From the previous section we’ve
learned that an electromagnetic radiation can induce a force field on the atoms.
The equation (2.30) tells us that if we work with red-shifted light (positive
polarizability when λL > λeg), the atoms are pushed towards high intensity
regions. What we need now is to find a light source with the required features
and good intensity profile to effectively trap the atoms. We shall see that the
simple solution of a laser beam is the perfect choice for this task.
Frequency The light frequency should be taken far from the resonance fre-
quency. The lasers are convenient light sources to satisfy this requirement,
since all the power is emitted around some specified frequency; moreover,
nowadays a very wide gamma of frequencies in the optical region is avail-
able on the market.
Understood the importance of frequency selection, it should be also spec-
ified that it is not essential to have a single-frequency laser (mono-mode
laser): as we are quite far from the resonance, even a laser emitting on
several little-separated frequencies (multi-mode laser) would work very
fine6.
High brilliance As a consequence of the fact that we need large detuning
δ to avoid the intrinsic heating process, the dipole-force, that scales as
1
/
δ, tends necessarily to be weak. The only way to guarantee a good
trapping is to increase at the same time both the radiation intensity and
the detuning. Ordinary intensity used in experiments are of the order of
I ∼ 100W/mm2. Thus, it is highly advisable to convoy all the emitted
light towards one precise direction; in other words, we need sources of
light with very high brilliance, where by brilliance we mean the intensity
emitted per unit solid angle. The lasers are the brightest sources of light
that we can hold.
Intensity profile Last but not least, we require the radiation to be concen-
trated in some point where we want trap the atoms. In addition, we would
like to know the shape of the intensity profile with good precision, in or-
der that the theoretical predictions may be significant. The use of a laser
beam satisfies both the requirements, as we shall see very soon.
Using the scalar Kirchhoff-Fresnel diffraction theory it may be shown that in
the open resonating cavities, like those of the lasers which are commonly used,
6Usually high-power mono-mode laser are more expensive and less common than multi-
mode ones.
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the radial intensity distribution of the fundamental mode has a Gaussian profile.
The laser beam emitted through the output mirror therefore also exhibits this
Gaussian intensity profile (see, e.g., [28]).
Without giving a derivation, we report just the main results that we need
for our purposes (for more details consult always [28]). The intensity profile of
a Gaussian beam pointed in the z-direction is:
I(r, z) =
2P0
pi w(z)2
exp
(
− 2 r
2
w(z)2
)
and

w(z)2 = w20
[
1 +
(
z
/
zR
)2]
zR = pi w20
/
λL
(2.32)
where z denotes the propagation direction and r the radial direction. P0 is
the total emitted power, w(z) is the beam waist whose smallest value is w0 at
the focal point z = 0, and zR is the Rayleigh length defined by the equation
w(zR) =
√
2w0, which gives the idea of how long the beam propagates without
sensitively diverging.
If we plug the intensity profile (2.32) into the expression of the dipole po-
tential (2.26), we may verify that the atoms are trapped in the transversal
plane with good efficacy, but only weakly in the longitudinal direction. In fact,
the strong radial confinement originates from the narrow Gaussian curve whose
extent is ∼ ω0, whereas the longitudinal confinement comes from the factor
1
/
w(z)2, where ω(z) increases with z but very smoothly near the center. We
can be more quantitative if we expand the dipole potential around the origin. It
results that the potential is approximated by an anisotropic harmonic oscillator
with normal modes in the x, y and z directions at the oscillation frequencies:
ω2x = ω
2
y =
2U0
mw20
and ω2z =
1
2
(w0
ZR
)2
ω2x (2.33)
where m is the atomic mass, U0 is the minimum of the potential (in the origin).
Looking at the frequencies we see that ωz is smaller than ωx (or ωy) by the factor
w0
/
ZR ∼ λL
/
w0, where λL is the laser wavelength and ω0 is the beam waist.
The condition w0
/
ZR  1 must be always verified, in order that the expression
(2.32) intensity profile of a laser beam may be valid. We didn’t provide the
details of the derivation, because we just need to know that the its validity is
limited to the paraxial and scalar approximations of the electromagnetic field.
The work reported in [29] employs the full vectorial electromagnetic theory to
demonstrate that those approximations are good when w0
/
ZR  1. Common
values used in the experiments with cold atoms are w0 ∼ 0.1 ÷ 1mm and
λL ∼ 0.1÷ 1µm, so that their ratio λL
/
w0 ∼ 10−2 ÷ 10−4.
We understood that a single laser beam may already trap atoms, but with
low efficiency in the propagation direction. This drawback can be easily over-
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Figure 2.8: Equipotential surfaces for a single Gaussian beam pointed at the
y-direction. The potential is more negative towards the center. On the left:
the atoms are trapped in x-direction but they can escape in y-direction. On the
right: the atoms are also trapped in the z-direction, as well as in x-direction.
come when we add another laser beam orthogonal to the first one. The equipo-
tential surfaces for a single Gaussian beam and two crossing Gaussian beams
in Fig. 2.8 and 2.9 respectively clarify the advantages yielded by two crossing
beams when we want to trap atoms.
2.2.1.3 The harmonic trap
The harmonic one is, by far, the most used potential by physicists. Certainly
it is also used in cold-atom physics to describe, in some situations, the atomic
trapping potential. The harmonic trap has a special interest, because the the-
oretical predictions, e.g. the evaporative cooling, are much easier to do for this
trap than for other traps. It often happens that the real trapping potential is
not exactly the harmonic one, but nonetheless it can be approximated by the
harmonic potential in proximity of the trap center. This approximation may
be good or not depending on the extent of the atomic cloud, which is related
to some factors such as the temperature and the stiffness of the trap itself.
Nevertheless, when we dispose of some simulation software, such as that one
I have written, it is usually better to use the full potential, in order to avoid
misrepresenting the atomic behavior. Here is a short list of examples where the
harmonic potential is used:
Dipole-force trap We’ve seen in the previous section that the dipole-force
trap can be approximated by a harmonic potential. This fact is also
confirmed by the Fig. 2.8 and 2.9, where the equipotential surfaces are
biaxial ellipsoids near the center. Nevertheless, it’s always advisable to
prefer the true potential, instead of the harmonic approximation, in order
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Figure 2.9: Equipotential surfaces for two crossing Gaussian beams pointed
at the x- and y-direction respectively. The potential is more negative towards
the center. On the left: the atoms now are well confined at the center. On
the right: the atoms are effectively trapped. The potential is more squashed in
the z-direction because the two beams contribute to the confinement in that
direction.
to have more accurate results.
TOP trap The time-averaged orbiting potential trap is a quadrupole trap su-
perimposed to a rotating, spatially-uniform, magnetic field [30]. The ad-
vantage of this trap with respect to the simple quadrupole one is that in
this case the magnetic field is not zero at the center, because of the rotat-
ing uniform component; this prevent the atoms from being lost by spin-flip
(see 2.2.1.1). The harmonic potential derives from the time averaging of
the real rotating potential; in this case the harmonic approximation gives
a satisfying description of the true atomic motion. This kind of trap is
that used in the first Bose-Einstein condensation experiments [1], [2]; it is
also currently used by the research group supervised by the Prof. Ennio
Arimondo in Pisa.
Ioffe-Pritchard trap This is another example of magnetic trap, where the
magnetic field doesn’t vanish at the trap center, like the TOP trap and
differently to the quadrupole trap. Because of a different geometry of the
coils than that of the quadrupole trap, in this case the magnetic field is
an even function of the coordinates, instead of being an odd function like
the quadrupole field, and therefore the magnetic field can be non zero
in the origin. In order to have a good confinement in this kind of trap,
the coils are usually placed quite near the atoms to increase the magnetic
gradients, but this make more restrictive the requirement of being near
the center, where the approximation is rigorously true. In real life it’s
better to calculate the full field, and to use a simulation software when a
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precise result is needed.
I added the harmonic trap to the simulation software, mainly, to check the
reliability of the program itself by studying the collective oscillations of a gas
confined in a harmonic trap. Nonetheless, this trap can be used in the future to
simulate the behavior of a gas in one of the above-described traps. We postpone
the illustration of these tests about the collective oscillations to the following
section 3.
2.2.1.4 The box
The confinement in a box is the simplest trap that we could figure out. For our
purposes, it is interesting mainly to perform some tests about the good working
of the program. In ultra-cold atom physics, we hardly ever have to deal with
this kind of confinement. The box confinement may describe the situation of a
cryogenicallly-frozen gas trapped by the walls of the vacuum cell. But, as we’ve
already mentioned in the section 1.4.1, the cryogenic techniques do not allow to
attain the extremely low temperature we need, and thus, we’re driven to use an
extra potential to confine the atoms in a restricted volume. The confinement
of the atoms in a box cannot work when we employ non-cryogenic techniques,
because the wall of the vacuum cell are not at all in thermal equilibrium with
the atomic cloud: namely the vacuum cell is at room temperature which is many
orders of magnitude higher than the temperature of the atoms, and this fact
would imply an extremely harmful heating of the atoms themselves.
The only point which deserves some attention is the choice of the boundary
conditions. We’ve some different possibilities:
• We can use cyclic boundary conditions: when an atom collides over the
wall surface, we preserve its velocity components, but we make it emerge
from the inverted position r→ −r.
• We can apply a specular reflection of the atomic motion: we preserve the
position of the atom, and we take the specular-reflected velocity compo-
nents with respect to the wall surface.
• We can let the atoms thermalize with the walls: we preserve the position
of the atom, but the choose with a random uniform distribution the out-
going velocity components. In this case we may also decide to change the
modulus of the velocity
∣∣v∣∣, by drawing its value according to the thermal
distribution at the temperature of the cell. As we’ve already said, this case
is not interesting in ultra-cold atom physics, since it would imply a very
fast heating of the atomic cloud when the cell is kept at room temperature.
In the section 4.1, the box is used to perform an important test about the
thermalization of the atomic velocities to the right Boltzmann distribution.
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2.2.2 Integration algorithms
We conclude this part related to the free atomic motion in a external force
field with the illustration of the numerical algorithms employed to integrate the
motion of the atoms themselves.
The Newton equation which describes the motion of an object, for instance
an atom, subjected to the action of an external force F(r) is a ordinary second-
order differential equation:
m r¨(t) = F(r(t)) (2.34)
Problems involving ordinary differential equation can always be reduced to the
study of a set of coupled first-order differential equations. This statement applies
also to the Newton equation:
p˙(t) = F(r(t))
r˙(t) = p
/
m where p = mv
(2.35)
which corresponds exactly to adopt the Hamiltonian formalism:
p˙ = −∂H(r,p)
∂r
r˙ =
∂H(r,p)
∂p
where H(r,p) is the single-atom Hamiltonian. (2.36)
In our case, the boundary conditions of the differential equation system are
the initial values of the coordinates r and momenta p at the instant t = 0, which
are set according to the methods described in the section 2.1.
2.2.2.1 The Euler method
Let’s consider a system of coupled first-order differential equations, which has
the general form:
dzi
dt
= fi
(
{zj}
)
(2.37)
where zi is a general coordinates that may be a spatial coordinate ri or a mo-
mentum pi, and fi is a general force which depends on the general coordinates
themselves. We try to get an approximate solution from zi at t = 0 to z′i at
t = τ in the form z′i = ψi
({zj}, τ), where τ is called the step size and assumed
to be smaller than the time scale over which the general coordinates differ sig-
nificantly from their initial value, that is zi
/
z˙i. The most primitive one is called
the Euler method, which makes use of the mapping:
z′i = ψi
({zj}, τ) = zi + τ fi({zj})+O(τ2) (2.38)
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This Euler method has the first-order accuracy, since the approximated solution
(2.38) agrees with the Taylor expansion of the true solution
z′i = zi + τ fi(z) +
τ2
2
f ′i(z) fi(z) +
τ3
6
(
f ′′i (z) fi(z) + f
′
i(z)
2
)
fi(z) + . . . (2.39)
up to the first order of τ . Here above, f ′i(z) stands for the derivative with
respect to zi. A mapping z′i = ψi
({zj}, τ) is called an n-th order integration
scheme when it agrees with the Taylor expansion (2.39) up to the order of τn.
In order that the approximated solution reproduces correctly the atomic
motion, we’re driven to take the highest order integrator which is compatible
with the computational time that we can afford. A good compromise between
reliability and computational time is a 2nd or 4-th order integrator scheme. In
the simulation software I have developed, they’re always employed 4-th order
algorithms.
Among the large variety of n-th order integration schemes, the ones which
are really advantageous are those that avoid the evaluation of the derivatives of
fi
({zj}), such as, e.g., the well-known Runge-Kutta method as well as the sym-
plectic integrators, that will be described in the following and are implemented
in the simulation software.
2.2.2.2 The Runge-Kutta method
The Euler method uses a mapping (2.38) which is asymmetrical, in the sense
that it evaluates the derivative only at the beginning of the interval t = 0, but
not at the end t = τ . Let’s see how to improve the Euler method in order to
avoid considering only the derivative at one extreme of the interval.
Instead of using the derivative at the beginning of the interval, we may try to
use the derivative at the middle point of the interval t = τ
/
2. But in principle,
we cannot know the derivative at the midpoint before having the coordinates
{zi} at t = τ
/
2, since the derivative functions {fi} depends on the coordinates
themselves {zi(τ/2)}. Now, the idea is to calculate the midpoint using the
solution provided by the 1st-order Euler method. To sum up, this algorithm is
based on the following mapping:
z′i = ψi
({zj}, τ) = zi + τ fi({zj + τ2 fj({zk})}
)
+O(τ3) (2.40)
This one is commonly called midpoint method or 2-nd order Runge-Kutta.
The picture in Fig. 2.10 provides a geometrical schematization of the midpoint
method (2.40), compared to the simpler and less accurate Euler method (2.38).
This idea may be generalized to derive n-th order integration schemes, which
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Euler method
Midpoint method
Derivative at the midpoint
Derivative at the beginning
τ
/
2
Figure 2.10: Evolution along two time steps according to either the midpoint
method (or 2-nd order Runge-Kutta) or the Euler method. The latter is less
accurate than the former because the derivative is evaluated at the initial point
per each time step.
are known as nth-order Runge-Kutta methods. Here is the mapping of the
fourth-order Runge-Kutta (consult [31] for more details):
∆(1)i = τ fi
({zj})
∆(2)i = τ fi
({zj +∆(1)j /2})
∆(3)i = τ fi
({zj +∆(2)j /2})
∆(4)i = τ fi
({zj +∆(3)j })
z′i = zi +
∆(1)i
6
+
∆(2)i
3
+
∆(3)i
3
+
∆(4)i
6
+O(τ5)
(2.41)
This scheme needs to evaluate the derivatives fi, that is the force field in our
case, four times per each step. This will be superior to the midpoint method
(2.40) if at least twice as large a step is possible with (2.41) for the same accuracy.
This is true very often, but surely not always. The problem is that high order
does not always mean high accuracy. We do not go deeper in this interesting
problem, and we refer to [31] for more details.
2.2.2.3 Symplectic integrators
When we apply conventional integration methods, such as n-th order Runge-
Kutta, to Hamiltonian systems, there occur an artificial excitation or damping
which comes from the integration method itself. For example, for the one-
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dimensional harmonic oscillator with the hamiltonian:
H(r, p) = 1
2
(
p2 + r2
)
(2.42)
we know that the exact solution is a rotation in the µ phase space:(
q(τ)
p(τ)
)
=
(
cos(τ) sin(τ)
− sin(τ) cos(τ)
)
·
(
q(0)
p(0)
)
(2.43)
On the other hands, the Euler method (2.38) (i.e., first-order Runge-Kutta)
approximates the exact solution (2.43) as:(
q′
p′
)
=
(
1 τ
−τ 1
)
·
(
q
p
)
(2.44)
We finds easily that the value of the energy is multiplied by (1 + τ2) per each
step when we use the Euler method. In fact:
p′2 + q′2 = (1 + τ2) (p2 + q2) (2.45)
which leads to an indefinite increase of the energy. When we employ the 4-th
order Runge-Kutta method, it can be shown that there occur, on the contrary,
an artificial damping:
p′2 + q′2 =
(
1− 1
72
τ6 +O(τ7)
)
(p2 + q2) (2.46)
The artificial damping or excitation makes the result of long-time integration
quite unreliable, and therefore it is advisable to use some special integration
scheme for the Hamiltonian systems where the energy must be conserved.
A special characteristic of Hamiltonian differential equations is that there’re
two conserved quantities: the energy and the symplectic structure. The preser-
vation of the symplectic structure means that the evolution is canonical, that is,
preserves the Poisson brackets. In order that an integration scheme is symplectic
is required that: {
q′(q, p), p′(q, p)
}
=
{
q, p
}
(2.47)
where
{
f(q, p), g(q, p)
}
= fq gp−fp gq is the Poisson bracket. The Runge-Kutta
methods violate not only the conservation of the energy but also the conservation
of the symplectic structure.
Then is quite natural to look for a numerical integration scheme which keeps
the above two properties. Unfortunately, it has been demonstrated [32] that
there cannot exist such an integration scheme for non-integrable Hamiltonian
systems. Furthermore, the same work claims that if such a scheme exists then
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it should coincides with the exact solution.
Now, as a compromise, we may search a scheme which keeps one of the
two conservation properties. When the symplectic structure is exactly con-
served then the algorithm is called symplectic integrator. Even if the energy is
not rigorously conserved, nonetheless the symplectic integrators offer a “better”
conservation of the energy with respect to conventional methods, in the sense
that the error has usually no secular increase and it is bounded of the order of
the time step τ .
Ruth integrator
To clarify this statement let’s introduce one of the simplest symplectic integra-
tors, known as first-order Ruth integrator [33]. When the hamiltonian can be
written in the form H(r, p) = T (p)+V(q), as is the case for ordinary situations,
then there exist a simple symplectic algorithms which is quite similar to the
Euler method. The mapping reads:
q′ = q + τ
∂T (p˜)
∂p˜
∣∣∣∣
p˜=p
and p′ = p− τ ∂V(q˜)
∂q˜
∣∣∣∣
q˜=q′
(2.48)
or, equivalently, with the formalism of the general forces fi which has been used
in the previous sections 2.2.2.1 and 2.2.2.2, the same mapping reads:
q′ = q + τ fq(q, p) and p′ = p− τ fp(q′, p) (2.49)
This scheme differs from the Euler one (2.38) in the fact that the force −∂V/∂q
(i.e., fp) is evaluated at the new coordinate q′ instead of the initial one q. The
symplectic structure is conserved because the mapping is the composition of two
visibly symplectic mappings: (q, p) → (q′, p) and (q′, p) → (q′, p′). Now with
the purpose of studying the error on the energy conservation, we resume the
example of the one-dimensional harmonic oscillator (2.42). The Ruth mapping
reads in this specific case:(
q′
p′
)
=
(
1 τ
−τ 1− τ2
)
·
(
q
p
)
(2.50)
Although the energy is not conserved, we shall show that its value is constrained
to oscillate around a constant value. In fact, this phenomenon is explained by
the existence of a exactly conserved quantity (integral of motion) of the Ruth
mapping (2.48), which is for the harmonic oscillator:
1
2
(
q2 + p2
)
+
τ
2
p q = const (2.51)
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The trajectories described by the Ruth mapping are ellipses in the (q, p) plane,
which differs permanently from the exact circular trajectories only by an amount
of order of τ . Consequently the energy is bounded of the same order of magni-
tude.
The existence of an integral of motion close to the true energy for symplec-
tic integrators, as we’ve derived for the harmonic oscillator, is confirmed by a
theorem which states, broadly speaking, that the Ruth integrator (2.48) exactly
describes the time-τ evolution of an associated Hamiltonian Hτ , which is close
to the original one of the order of τ , that is Hτ = H +O(τ). Thus, the initial
value of Hτ is exactly conserved during the evolution, and the value of the true
H stays always nearby the conserved one.
Neri integrator
Let’s see how we can derive higher-order symplectic algorithms, which enhance
the accuracy of the first-order Ruth integrator. We begin rewriting the Hamilton
equations (2.36) in a Lie algebraic language, which makes use of the Poisson
brackets:
dzi
dt
=
{
zi,H(q,p)
}
(2.52)
where zi is a general coordinate that may be either a component of r or p. If
we introduce a new operator DH( · ), defined as:
DH(zi) =
{
zi,H(q,p)
}
then
dzi
dt
= DH( zi) (2.53)
and, thus, we can obtain a formal exact solution of the differential equation
system, which has the following mapping:
z′i =
[
exp( τ DH)
]
(zi) (2.54)
which is clearly symplectic.
For Hamiltonians of the formH(r,p) = T (p)+V(q), in virtue of the linearity
of the operator DH( · ) with respect to H, we have that DH = DT +DV . Thus,
the mapping (2.56) becomes:
z′ =
[
exp
(
τ (DT +DV)
)]
(zi) (2.55)
where the two terms cannot be factorized, because in general
{DT ,DV} 6= 0
(they do not “commute”). Now, suppose {tk, vk}, (k = 1, 2, . . . ,m) is a set of
real numbers which satisfies the equality7:
exp
(
τ (DT +DV)
)
=
m∏
k=1
exp
(
tk τ DT
)
exp
(
vk τ DV
)
+O(τn+1) (2.56)
7See the classical Baker-Campbell-Hausdorff formula.
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then the operator at right-hand side represents a n-th order symplectic map-
ping. In fact, this map is symplectic because is just the product of elementary
symplectic mappings, and approximates the exact solution (2.55) up to the or-
der of τn. The mapping in (2.56) may be rewritten in the more practical and
explicit form for computational purposes:
qk = qk−1 + τ tk
∂T (p˜)
∂p˜
∣∣∣∣
p˜=pk−1
, pk = pk−1 − τ vk ∂V(q˜)
∂q˜
∣∣∣∣
q˜=qk
(2.57)
For example, when n = 1 a trivial solution is t1 = v1 = 1, which corresponds
to the identity:
exp
(
τ (DT +DV)
)
= exp
(
τ DT
)
exp
(
τ DV
)
+O(τ2) (2.58)
and gives the first-order Ruth integrator (2.48). When n = 2 we find that the
solution is t1 = t2 = 1
/
2, v1 = 1, v2 = 0, which gives:
exp
(
τ (DT +DV)
)
= exp
(
τ
/
2DT
)
exp
(
τ DV
)
exp
(
τ
/
2 DT
)
+O(τ3) (2.59)
and it is know as second-order Neri symplectic integrator [34].
Yoshida integrator
In the simulation I implemented a variant of the Neri algorithm, which allows
an accuracy of fourth order. Yoshida first notice that if we compose two second-
order Neri integrators we can derive a fourth order symplectic integrator [35].
Let’s indicate by SN2 [τ ] the second-order Neri symplectic integrator of step size
τ . With this notation, the fourth-order Yoshida symplectic integrator SY4 [τ ] of
step size τ reads:
SY4 [τ ] = S
N
2 [α τ ]S
N
2 [β τ ]S
N
2 [ατ ] (2.60)
where
α =
1
2− 21/3 , β =
−21/3
2− 21/3 (2.61)
Notice that this fourth-order integrator requires the evaluation of the force func-
tion only 3-times per each step, although the classical fourth-order Runge-Kutta
method needs 4-times. Because of this better computational efficiency and the
better energy stability discussed above, in the simulation software it has been
always privileged the fourth-order Yoshida symplectic integrator over the same
order Runge-Kutta.
2.2.2.4 Time-dependent force field
In experiments with ultra-cold atoms it usually happens that the trapping po-
tential depends on the time. In fact, sometimes we want to change the stiffness
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of the trap in order to guarantee the run-away condition for evaporation pro-
cess. Other times, we need to transfer atoms from one kind of trap to another
one, switching off the former and on the latter.
The symplectic algorithms are not adequate to describe time-dependent sit-
uations, because of their foundation on the “isolated”-Hamiltonian structure of
the differential equation system. Nevertheless, for most of the time-dependent
situations we can employ, flawlessly, the symplectic algorithms, provided that
the variations in time are adiabatic with respect to the atomic-motion time
scale.
When we need to simulate fast oscillating potentials, then it’s strongly ad-
visable to opt for the conventional Runge-Kutta algorithms. We didn’t discuss
the time-dependent generalization of those algorithms, but it can be found quite
straightforwards (refer to [31]). An illustrative example may be the TOP trap,
which has been briefly discussed in section 2.2.1.3, when we want to reproduce
the atomic micromotion without time averaging the fast rotating magnetic field.
2.3 Programming language
The program was first written in C programming language, because in my opin-
ion it offer better possibilities than Fortran to manage data structures and to
address physical memory by pointers. I have decided to make an extensive use
of functions to separate different tasks. The program need to exchange big
amounts of data between functions, and the pointers are extremely useful for
this job.
When the main program was already finished and also tested, I decided to
rewrite it in C++ (for details about the programming language refer to the
brilliant textbook [36]). The conversion had not been immediate, even if the
C language allowed to save big portions of code. The structure of the pro-
gram needed to be reconceived completely when I wanted to take advantage of
the impressive possibilities offered by an object-oriented programming language
as C++. The advantages acquired in the conversion may be resumed in the
following points:
Better code It is a pretty complex and wide program around 60 code files for
a total of 5500 code lines. The use of classes in C++ permits to sort in
a logical way the different components of the program, according to their
employment.
Let’s try to show an example. There exists a virtual base class “gas”,
from which several other classes adapted for specific tasks are derived,
and this is possible in virtue of the inheritance of classes. Furthermore,
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one of the key features of derived classes is the polymorphism, according
to which a pointer to a derived class is type-compatible with a pointer to
its base class. Each class is provided with its own functions, which may be
real functions or virtual functions; the virtual functions are inherited and
coded in the derived classes, so that we don’t need to put specific code
inside the base class. In this way it is possible to use the main function
to accomplish very different simulations with minor changes, in the sense
that we don’t need to rewrite always general-purpose code; for instance
the scattering algorithm accept any classes derived from the base class
“gas”, no matter if the derived class is adapted either to a quadrupole or
to a dipole trap or something else.
Same computational time I have checked the computational time for the
same real simulation (about the Lithium experiment), and I didn’t notice
any loss in the performance.
Admixture of several species The possibility of working with an admixture
of different gases may be very precious in some cold-atom simulations.
Here is a list of possible situations: either different isotopes or even differ-
ent atomic species, or sometimes two different internal states. In all these
cases we have to take into account the intra-species and inter-species scat-
tering, as well as the fact that each species behaves differently in the
external force field. For instance, the trapping potentials are different for
a magnetic trap because of different magnetic moments; another situation
could be when we have two superimposed traps, and atoms are lost from
one trap but not from the other one (like a quadrupole trap superimposed
to a dipole trap, where spin flip induces Majorana losses in the former
but not in the latter; this will be the subject of a real simulation in next
section), so that we need to manage the half-lost atoms separately from
the completely-trapped atoms.
The most important reason for the conversion to C++ is that now it is
much more easier to deal with an admixture of several different species. In
fact, we may instantiate several “gas” classes in the main function, so that
we can run parallel simulation for each one, and after that it is enough
to add an algorithm for inter-species scattering (a modified version of the
algorithm for intra-species scattering).
The only disadvantage of C++ is that it took much more time for the conception
at the begging, but, once it was completed the main structure, the subsequent
modifications were even faster than using C code.
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2.3.1 Additional tools
I used the GNU tools and compiler, so that the program can run in different
Unix-like environments. I made also extensive use of the numerical libraries
GSL8 for what concerns the random number generation. This library provides
many random number algorithms available, and I chose the RAN3 algorithm
that provides fast performances and, at the same time, good reliability (for more
details see the book Numerical Recipes [31]).
8Distributed under the GNU General Public License.

Chapter 3
Collective oscillations of a
classical gas in a harmonic
trap
In this section I’d like to present a test about the collective oscillations of a
classical gas trapped in a isotropic harmonic trap with oscillation frequency ω0.
This subject has become very popular after the first achievements in the ultra-
cold atom experiments. In fact, the mean atomic energy is so low as to allow
experimental measurements of the low-lying1 collective modes.
The work presented in this section aims at reproducing the results presented
in [37], in order to test the good working of the simulation software and to
illustrate some of the possibilities which such a simulation program may offer.
It can be demonstrated that the low-lying collective modes in a harmonic
trap of frequency ω0, for small perturbations of the stationary regime, are char-
acterized by an oscillating variation δn(t, r) of the density profile n(r) at fre-
quency ω. The amplitude of the oscillation δn(r) has the following expression
(e.g., refer to [38] for more details):
δn0,0(r) ∼ r` Y`m(Ω) n0(r) for ` ≥ 1
δn`,m(r) ∼
(
3
2 − mω
2
0
2KBT
r2
)
Y00(Ω)︸ ︷︷ ︸
=1
/√
4pi
n0(r) for ` = 0
where n0(r) = n0(r = 0) exp
(
− mω
2
0
2KB T
r2
)
(3.1)
and Y`m(Ω) are the spherical harmonics of indexes
(
`=0, 1, . . . , m=−`, . . . , `)
1The first modes of smallest energy.
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defined over the solid angle Ω, n0(r) is the Boltzmann unperturbed density
distribution of the atoms in a harmonic trap with frequency ω0. Notice that the
δn`,m integrates to zero for each `, as to maintain the unit normalization: for
` ≥ 1 the angular integration cancels, whereas for ` = 0 the radial integration
cancels (this is the reason of the factor 3/2).
The fact that the density variation is proportional to the spherical harmon-
ics could be intuitively argued from symmetry considerations on the trapping
potential.
It is worth remarking that (3.1) oversimplifies the problem somehow, because
it doesn’t consider all the modes that correspond to a given angular symmetry(
`,m
)
: in fact, there exist a infinite spectrum of modes that differ in the radial
density profile, namely in its number of nodes, but we will be interested only in
modes with no nodes (3.1), because they’re those of lowest energy. These modes
are sometimes called surface modes, because the perturbation of the density is
mostly located near the surface of the atomic cloud, as one may easily verifies
studying the radial profiles in (3.1).
3.1 Time scales
Before proceeding with the study of the collective modes, it is worth pointing
out the time scales which characterize the evolution of the atomic cloud in a
harmonic trap. One is the collisional time τcoll = γ−1coll, where the scattering
rate γcoll (i.e. the number of collisions per atom and per unit of time) has the
following expression for a isotropic harmonic trap of frequency ω0:
γcoll =
〈
n0(r)σ0 vrel
〉
=
n(r = 0)√
8︸ ︷︷ ︸〈
n(r)
〉 σ0
√
16KBT
pim︸ ︷︷ ︸〈
vrel
〉
and n0(r = 0) =
(
mω20
2piKBT
)3/2
(3.2)
and n0(r) is the Boltzmann spatial probability distribution2,
〈
vrel
〉
is the mean
relative velocity between two atoms, σ0 is the scattering cross section with the
subscript 0 that reminds that it doesn’t depend on the relative velocity (see
also the s-wave scattering in the section (1.5)). The other time scale is the
oscillation period of the harmonic trap 2pi
/
ω0. The period of the collective
oscillations is, intuitively, of the same order of magnitude of the free-oscillation
period, as it will be shown in the following.
2The Boltzmann distribution is a good approximation to evaluate the scattering rate,
provided that the collective oscillations have a small amplitude. In this case, they affect only
slightly the scattering rate.
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3.2 Two opposite regimes
Let’s try to clarify the important interplay between these two time scales; an
interplay which affects deeply the behavior of the collective excitations of the
system. Two different regimes may occur:
Hydrodynamic regime The regime is called hydrodynamic when the mean
scattering rate γcoll is much higher than the oscillation frequency of the
harmonic trap ω0 (or equivalently the collisional time is much smaller
than the free-oscillation period). One may easily shows that the mean
free path λ = 1
/
σ0
〈
n(r)
〉
is much smaller than the size of the atomic
cloud ∆r =
〈
∆|r|2〉1/2, because λ/∆r ∼ ω/γcoll  1. Alternatively, we
can say that the Knudsen number is small in the hydrodynamic regime,
in agreement with the discussion in the section 1.3.1. Therefore in this
regime we could apply the hydrodynamic equations, which we have briefly
discussed in the section 1.3.2. But we should specify that the last state-
ment is rigorously true only for the central part of the cloud, where the
local density is sufficiently elevated to guarantee small local Knudsen num-
bers; on the contrary, in the very external region the gas is too rarefied to
allow a correct hydrodynamic description, and we would need to put some
spatial cut-off to avoid including the outer regions of the cloud. However,
we don’t have to be worried about, because in the following we won’t use
the hydrodynamic approach, but the Boltzmann approach, that is not af-
fected by the problem mentioned above. We shall also verify a standard
property of the hydrodynamic regime: the smaller the Knudsen number,
the more the damping of the collective modes is suppressed, because the
elevated scattering rate maintains a sort of local thermal equilibrium.
Collisionless regime This regime characterizes the opposite situation, when
the scattering rate is much smaller than oscillation frequency of the har-
monic trap ω0. In this case the collisions are almost negligible, and we can
imagine the atoms evolving freely in harmonic potential. The mean free
path is, thus, much bigger than the atomic cloud size. It is easy to figure
out that even in this regime, although for different reasons, the damping
of the collective modes is suppressed.
3.3 The first low-lying modes
Let’s try to depict what happens for the first three low-lying collective modes
` = 0, 1, 2. The Fig. 3.1 provides a graphical schematization of the behavior of
the atomic cloud in each one of these cases.
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Monopole mode This mode corresponds to Y00 ∼ 1, and thus it has a spher-
ical symmetry. To understand how the atomic cloud behaves under the
monopole excitation, we need to do some little manipulations over the
full expression of the perturbed spatial density n(t, r). Multiplying δn0,0,
reported in (3.1), by a small prefactor α(t) = α0 cos(ωt), where α0  1,
we obtain:
n(t, r) = n0(r) + δn0,0(t, r) = n0(r)
((
1 +
3
2
α(t)
)− α(t) mω20
2KBT
r2
)
= n0(r)
(
1 +
3
2
α(t)
)
exp
(
− α(t) mω
2
0
2KBT
r2
)
+O(α20)
= n0(r)
(
1 + α(t)
)3/2exp(− α(t) mω20
2KBT
r2
)
+O(α20) (3.3)
The last expression corresponds to that of a harmonic oscillator, but with
ω20 →
(
1+α(t)
)
ω20 . As a consequence, ∆r2 = ∆r20
(
1+α0 cos(ωt)
)
, where
∆r20 is the unperturbed size of the cloud. Thus, we achieved that the
physical quantity that characterizes this mode is the size of the atomic
cloud
〈
χ1
〉 ≡= ∆r2 = 〈x2 + y2 + z2〉.
We’ll see that its frequency of oscillation is ω = 2ω0, either in the col-
lisionless regime or in the hydrodynamic one. Furthermore this mode is
not damped for any choice of the scattering rate, as it will be motivated
very soon. Sometimes the monopole mode is also referred to as breathing
mode because of the peculiar oscillating movement of the surface of the
atomic cloud (see the upper series in Fig. 3.1).
Dipole mode The density profile of the dipole mode is characterized by an
angular dependency proportional to Y1m. For definiteness, we study the
case of m = 0. The density profile for the other two cases m = −1 and
m = +1 may be obtained after rotations and compositions of the case
m = 0. In fact, Y1±1 = ∓ 1√2
(
[z → x] ± i [z → y] ), where [z → x]
or [z → y] indicate a rotation of Y10 that sends the axis z to the axis
x or y, respectively. That being stated, we may proceed simplifying the
expression of perturbed spatial density, analogously to what we have done
for the monopole mode. The main difference is that now δn1,0, reported
in (3.1), has an angular modulation given by Y10 ∝ z/r. We obtain:
n(t, r) = n0(r) + δn1,0(t, r) = n0(r)
(
1 +
mω20
2KBT
2α(t)z
)
= n0(r) exp
( mω20
2KBT
2α(t)z
)
+O(α20)
= n0(r) exp
(
− mω
2
0
2KBT
(− 2α(t)z + α(t)2))+O(α20) (3.4)
3.3 The first low-lying modes 69
The density profile we derived is that of a harmonic oscillator, but with
the center displaced in z = α(t) = α0 cos(ωt). Thus, we achieved that the
dipole oscillations correspond to the oscillation of the center of mass. For
this reason, the dipole mode is also called “center of mass” mode. The
second series in Fig. 3.1 depicts this behavior.
The Kohn theorem states the general result that the center of mass oscilla-
tions of the density n(t, r) along the main axes of the trap are unchanged
by the interactions and appear at the bare trap frequencies ω0 as exact
eigenvalues. Therefore, both in the hydrodynamical and collisionless limit,
the oscillation frequency of the dipole mode is ω = ω0, and there is no
damping.
Quadrupole mode The quadrupole mode is characterized by the spherical
harmonics Y2m. We choose to study the Y20, because the other cases
m = −5, . . .+5may be obtained from the composition of results of suitable
rotations of the mode m = 0, as we have already seen for the dipole mode.
Let’s try to simplify the density n(t, r), following the same procedure used
for the monopole and dipole mode. Using δn2,0(r) reported in (3.1) and
knowing that Y20 ∝
(
2z2 − x2 − y2)/r2, we have:
n(t, r) = n0(r) + δn2,0(t, r) = n0(r)
(
1 + α(t)
mω20
2KBT
(
2z2 − x2 − y2))
= n0(r) exp
(
− α(t) mω
2
0
KBT
(
x2 + y2 − 2z2))+O(α20) (3.5)
Looking at the last expression, we see that density profile corresponds to
an anisotropic harmonic oscillator with frequencies ω0
(
1 + α(t)
)1/2 in the
x- and y-direction, and ω0
(
1− 2α(t))1/2 in the z-direction. It means that
the more the cloud is confined along the z-axis, the less it is confined
along the radial directions. A better description is provided by the third
series in Fig. 3.1. Therefore, we may guess that the physical quantity that
describes the quadrupole oscillations is
〈
χ4
〉 ≡ 〈2z2 − x2 − y2〉.
We shall see that the oscillation frequency ω for the quadrupole mode
varies continuously from 2ω0 in the collisionless regime to
√
2ω0 in the
hydrodynamic regime, as a consequence of the collisions which alter the
behavior of the cloud under external perturbations. Furthermore, we shall
show that the damping is maximal at the crossing region between the two
regimes, and it goes to zero when we are far from that region.
The main interest of the present work is to study the low-lying collective
modes in order to check the validity of the simulation DSMC, and to provide
an interesting example of its potentiality. We next consider the monopole and
quadrupole oscillations more closely. The theoretical deduction of the next for-
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mulas exploits the “average” method which is described in [37]. My personal
work is concerned with the DSMC simulations, in order to reproduce the theo-
retical results with a simulated gas.
3.3.1 Monopole mode
In the previous section we provided some arguments suggesting that the physical
quantity that characterizes the monopole mode is the size of the atomic cloud〈
χ1
〉 ≡ 〈x2 + y2 + z2〉. To derive the dynamics of 〈χ1〉, we evaluate its time
derivative making use of the Boltzmann equation (1.8).
Let’s see how to calculate the time derivative of the average value of a dy-
namical quantity χ(r,v), which depends on the spatial coordinate and on the
velocity components. The average value reads:
〈
χ(r,v)
〉
=
∫
d3r d3v χ f(t, r,p) (3.6)
where f(r,v) is the distribution function which solves the Boltzmann equation.
Taking the total time derivative of the last expression, plugging in the value of
∂f
/
∂t from the Boltzmann equation (1.8) and finally integrating by parts, we
get:
d
〈
χ
〉
dt
− 〈v· dχ
dr
〉− 〈Fext
m
· dχ
dv
〉
=
∂
∂t
∣∣∣∣
coll
〈
χ
〉
(3.7)
where the right hand side is the collisional derivative of
〈
χ
〉
, which has the
following expression:
∂
∂t
∣∣∣∣
coll
〈
χ
〉
=
∫
d3r d3p χ
∂
∂t
∣∣∣∣
coll
f(t, r,p) (3.8)
where ∂∂t
∣∣
coll
f(t, r,p) is the Boltzmann collisional integral (1.9). A remarkable
fact is that the collisional derivative cancels whenever the dynamical quantity
χ(r,v)
〉
belongs to the kernel of the collisional integral, i.e. when it is an additive
conserved quantity in two-body collisions (see also the discussion in the section
1.3.2.1):
χ(r,v) = a(r) + b(r)·v + c(r)v2 (3.9)
After this preamble about the “average” method, we are able now to apply
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this technique to
〈
χ1
〉
. We get the following closed set of differential equations:

d
〈
χ1
〉
dt
− 2 〈χ2〉 = 0
d
〈
χ2
〉
dt
− 〈χ3〉+ ω20 〈χ1〉 = 0
d
〈
χ3
〉
dt
+ 2ω20
〈
χ2
〉
= 0
where

χ1 = r2
χ2 = r · v
χ3 = v2
(3.10)
A very remarkable fact is that we obtained that the time derivative of
〈
χ1
〉
de-
pends on a finite number of dynamical quantities, where each one belongs to the
kernel of the collisional integral, so that we do not have any collisional deriva-
tive. This result implies that the collisions do not play any role in the evolution
of
〈
χ1
〉
. Boltzmann himself was aware of this result, that for an harmonic trap
there exist solutions which are not damped to the thermal equilibrium. We look
for an oscillating solution of (3.10) in this form:〈
χi
〉
=
〈
χi
〉
0
+ δ
〈
χi
〉
e−iωt (3.11)
where
〈
χi
〉
0
is a stationary value, and δ
〈
χi
〉
is the amplitude of the oscillating
term. In the small-amplitude approximation, one finds an eigensystem whose
solution is given by the null determinant condition. The result is that the
oscillation frequency of the monopole mode is the real value (no damping)
ω = 2ω0 , (3.12)
where ω0 is the frequency of the harmonic trap. The fact that the frequency is
the double can be intuitively argued by the following reasoning: if we consider
two atoms diametrically positioned with respect to the center, after a half a
period of free motion in the trap, the two atoms exchange their position so that
the cloud size has again the initial value.
I verified with the simulation program that the relation in (3.12) is verified
and, furthermore, that there is no damping, even after a big number of colli-
sions per atom. The plot in Fig. 3.2 reports the results. To perform this test,
the atomic cloud has been initialized with the atoms less confined than in the
equilibrium situation for a given temperature and trap frequency ω0. Then, I
let the system evolves, and I sampled the value of
〈
χ1
〉
as a function of the time.
Other information are contained in the caption of the same figure.
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Figure 3.2: Simulation of 40 000 7Li atoms confined in a harmonic trap at the
temperature T = 1.3mK. The cross section σ0 has been chosen such that the
scattering rate is γcoll ∼ 0.8ω0
‹
2pi, where ω0 is the angular frequency of the
harmonic trap. (a) Four oscillations of the monopole mode in the time of two
periods of the harmonic trap 2pi
‹
ω0, in agreement with the result in (3.12). (b)
Hundred oscillations of the monopole mode, in the time of 50 periods of the
harmonic trap, confirming that ω
‹
ω0 = 2.000±5 10−3. There’s no appreciable
damping of the oscillation amplitude, as we expected from the theory. (c)
The cumulative number of collisions per atom has been sampled during the
simulation. Even after several collisions per atom, e.g. 40 in our case, the
monopole mode are not damped.
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3.3.2 Quadrupole mode
The quadrupole collective oscillation is the second example of low-lying col-
lective mode which I studied with the simulation software DSMC. From the
discussion in the section 3.3, we learned that the physical quantity which de-
scribes the quadrupole oscillations is
〈
χ4
〉 ≡ 〈2z2 − x2 − y2〉. We apply now
with the same technique employed for the monopole mode, which is based on
the time derivative of the quantity we intend to study, i.e.
〈
χ4
〉
. We obtain the
following system of differential equations:
d
〈
χ4
〉
dt
− 2 〈χ5〉 = 0
d
〈
χ5
〉
dt
− 〈χ6〉+ ω20 〈χ4〉 = 0
d
〈
χ6
〉
dt
+ 2ω20
〈
χ5
〉
=
∂
∂t
∣∣∣∣
coll
〈
χ6
〉
where

χ4 = 2 z2 − x2 − y2
χ5 = 2 z vz − x vx − y vy
χ6 = 2 v2z − v2x − v2y
(3.13)
Differently from the monopole mode, here we must face with a dynamical quan-
tity which is not conserved during a two-body collision, namely
〈
χ6
〉
, because
it is not of the form (3.9). The system of differential equations that we have
derived is not closed, because the collisional derivative, which appears at the
right hand side of the third equation in (3.13), can be evaluated only if we
know already the distribution function f(r,v) which is solution of the Boltz-
mann equation. But unfortunately we do not know f , otherwise we would have
already finished.
To overcome this problem we can adopt the so-called relaxation time ap-
proximation, that we shall confirm through the results of the simulation DSMC
of the quadrupole oscillations. This approximation consists in the introduction
of a phenomenological relaxation time τ which describes the damping of the
non-conserved quantity
〈
χ6
〉
:
∂
∂t
∣∣∣∣
coll
〈
χ6
〉
= −
〈
χ6
〉− 〈χ6〉eq
τ
(3.14)
where
〈
χ6
〉
eq
is the average value of χ6 calculated at the proper equilibrium
situation; looking at the expression of χ6 in (3.13) we realize very soon that its
average at thermal equilibrium must cancel to zero. So, the collisional deriva-
tive reduces to −〈χ6〉/τ . By means of this approximation we obtained a closed
system of differential equations, whose solution may be found as a small pertur-
bation around the equilibrium value. Analogously to the monopole mode, we
plug into the differential equations (3.13) the ansatz reported in (3.11), and we
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require the determinant to vanish. We find an implicit relation which defines
the eigenvalues as the solution of following equation:
ω2 = ω2CL +
ω2HD − ω2CL
1− iωτ (3.15)
where ωCL = 2ω0 is the solution for the collisionless regime τ → ∞, whereas
ωHD =
√
2ω0 is the solution for the hydrodynamic regime τ → 0. The equation
(3.15) provides an interpolation between the two regimes, by means of the re-
laxation time approximation. The relaxation time τ has to be determined yet,
although we expect it is of the order of γ−1coll, since the latter is the time scale of
relaxation processes (see the previous section 3.1).
In the crossing region between collisionless and hydrodynamic regime, the
solution ω of (3.15) has a non-negligible imaginary part, which describes the
damping the collective quadrupole mode; instead, the real part gives the oscil-
lation frequency. Thereafter, we denote by ωosc the real part of ω, i.e. the true
oscillation frequency, and by Γdamp the imaginary part of ω, i.e. the damping
time of the collective mode. It is worth stressing that Γ−1damp and the phe-
nomenological relaxation time τ ∼ γcoll have, in general, two different orders
of magnitude and significance: the former refers to the time relaxation of the
collective modes of the gas, whereas the latter to the time scale necessary to
attain the local equilibrium. These two different concepts must not be confused.
In fact, ordinary liquids are typical systems where the local thermal equilibrium
is well satisfied, but not necessary completely thermalized: from the every-day
life we know that their collective excitations (e.g. waves) take a long time to
get extinguished.
I used the simulation DSMC to check the validity of the equation (3.15),
and I found a good agreement between the results of the simulation and the
theoretical formula, for the trend of Γdamp, as well as for that of ωosc. The best
fit of the simulation with the prediction was found for a value of the relaxation
time τ , which appears in (3.15), that is around τ ∼ 1.3 γ−1coll, confirming the
same result obtained in [37].
I made the simulation program run for different ratios ω0
/
γcoll, where I kept
fixed the trap frequency and I varied the scattering rate changing suitably the
cross section σ0. The initial conditions have been taken carefully, in order to
excite only the quadrupole mode Y20. For instance, we may prepare the atomic
cloud with the Boltzmann spatial distribution corresponding to an anisotropic
harmonic oscillator of radial frequencies ω0
(
1 + α
)1/2 (more confined in the ra-
dial direction), and of axial frequency ω0
(
1− α)1/2 (less confined in the axial
direction), where α  1 is a small parameter (see the discussion about the
quadrupole mode in the section 3.3).
With this choice of the starting condition we have that
〈
χ4
〉
begins oscillating
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with an amplitude that is maximal at the initial instant t = 0. If we study the
eigensystem which derives from (3.13), we may easily verify that
〈
χ5
〉
is always
in opposition of phase with respect to
〈
χ4
〉
, so that when
〈
χ4
〉
is maximum then〈
χ5
〉
starts oscillating from the zero value at t = 0. This fact is confirmed by the
sampled points of
〈
χ4
〉
,
〈
χ5
〉
, which are reported in Fig. 3.3. The opposition of
phase of these two quantities is important because in the initialization we don’t
have to calculate the correlations between the positions and the velocities, as〈
χ5
〉
= 0 at t = 0. More attention should be payed to the initial value of
〈
χ6
〉
.
The study of the eigensystem associated to (3.13) claims that
〈
χ6
〉
is always
zero in the hydrodynamic regime, when τ → 0. The physical motivation is
that
〈
χ6
〉
expresses how much the atomic cloud is far from the local thermal
equilibrium, so that in the hydrodynamic limit it must vanish. Instead, in the
opposite regime, the collisionless one τ → ∞, one can shows that 〈χ6〉 is in
phase with
〈
χ4
〉
, which has the maximal amplitude at t = 0. Thus, we need
to initialize the atomic velocities according to a non-equilibrium anisotropic
distribution function. More concretely, we use two little different temperatures,
one for the radial directions and the other for the axial one. The difference of
the two temperatures can be calculated from the initial amplitude of
〈
χ4
〉
.
After the initialization procedure, I let the gas evolve in the harmonic trap
of frequency ω0, and I sampled the value of
〈
χ4
〉
and
〈
χ5
〉
in order to study the
value of ωosc and Γdamp.
The Fig. 3.3 reports the sampling of
〈
χ4
〉
and
〈
χ5
〉
as a function of the time,
for a given ratio of ω0
/
γcoll, which falls in the crossing region between the two
regimes. The Fig. 3.5 reports the comparison between the results of simulation
and the expected values of ωosc after the equation (3.15). Finally, the Fig. 3.4
presents the comparison between the simulation and the prediction about the
value of Γdamp.
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Figure 3.3: Quadrupole collective oscillations of a classical gas confined in a
harmonic isotropic trap at the temperature T = 1.3mK. The average values˙
χ4
¸
and
˙
χ5
¸
(see the eqs. (3.13) in the text) represent the result of a simula-
tion of 80 000 7Li atoms, where the cross section σ0 has been taken such that
the collisional rate is γcoll ∼ 80ω0
‹
2pi. The two oscillating quantities are in
opposition of phase, where
˙
χ4
¸
starts from its maximal amplitude. It is visi-
ble that the oscillation frequency of the quadrupole mode ωosc is smaller than
2ω0, but higher than
√
2ω0. The oscillations are damped, and their maxima
(minima) have been fitted with a decreasing exponential function, in order to
find the damping factor Γdamp.
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Figure 3.4: The oscillation frequency ωosc of the quadrupole collective mode
of a classical gas confined in a isotropic harmonic trap. The points are the
result of a few simulations at different values of the ratio ω0
‹
γcoll. In the
hydrodynamic limit ωosc tends to
√
2ω0, and in the collisionless limit to 2ω0.
The solid line is the expected value defined by the implicit relation in (3.15).
The number of simulated atoms is 80 000.
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Figure 3.5: The damping Γdamp of the quadrupole collective mode. The
points are the result of the analysis of the data of the same simulations of
Fig. 3.4. The solid line is the theoretical value which is implicitly defined
in the equation (3.15). The maximal damping occurs at the crossing region
between the hydrodynamic and the collisionless regime. In both the extreme
limits the damping goes to zero.
Chapter 4
Thermalization test and
Krook–Wu model
In this chapter I shall present a special model of gas of which we know a non-
trivial solution of the time depending Boltzmann equation. I will show how
to use this solution to perform an important test about the good working of
the algorithm that simulate the atomic collisions. In particular, I conclude the
chapter by presenting the results of this test applied to the DSMC simulation
program that I have written.
4.1 A solution of the Boltzmann equation
In the study of the solutions of the non-linear Boltzmann equation (1.8), one
of the simplest problems of direct physical interest is the case of a spatially
homogeneous systems initially not in equilibrium. We shall study the tempo-
ral relaxation of the velocity distribution function to the Maxwell-Boltzmann
distribution, which has the well-know expression:
df(t =∞,v) = n
(
m
2piKBT
)3/2
e
−mv2
.
2KBT d3v (4.1)
where t =∞ reminds that it is the stationary distribution, and n is the uniform
spatial density.
The mathematical solution of the Boltzmann equation generally requires
the use of approximations of not-so-clear accuracy, even for physically simple
situations (for more details about the complexity of this problem, see the sec-
tion 1.1). But for an homogeneous gas in a box and characterized by a precise
atomic interaction potential, that will be specified in the section 4.3, we have
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an exact solution of the Boltzmann equation, thanks to Krook and Wu who
first analyzed this model. Thus, we can compare the results of the simulated
thermalization curves with the theoretical expected values.
4.2 The dynamics of the thermalization process
in a classical gas
In a classic paper [39], Maxwell showed that, in a time of the order of the mean
collisional time τcoll = γ−1coll and for an arbitrary initial state, the low-order
velocity moments of the distribution function relax to their values appropriate
to a local thermodynamic equilibrium. To illustrate this fact with an example,
the collisional derivative of
〈
χ6
〉 ≡ 〈2v2z−v2x−v2y〉 in (3.14) induces a relaxation
of χ6 on the microscopical time scale τ ∼ τcoll.
Maxwell’s result means that, for atoms with energies of the order of the mean
thermal energy, the distribution function essentially attains its final Maxwell-
Boltzmann values after only a few collisional times. For atoms in the high-
energy tail, on the other hand, much longer times are generally required to
reach the stationary situation. This is easily understood by observing that,
after a binary collision, the total kinetic energy of the two atoms can at least be
concentrated onto one atom. If the tail is initially absent above a certain energy,
the atoms near the cutoff energy increase their energy by a small fraction of the
mean thermal energy after a collisional time. Thus, many collisional times are
required to attain energies far above the initial cutoff. On these bases, we expect
that the approach to the equilibrium is highly inhomogeneous with respect to
the velocities. This intuition is really confirmed by the thermalization curves
which are reported in Fig. 4.1.
4.3 Krook and Wu model
As we have already anticipated, we work with a spatially-homogeneous dilute
gas which is confined in a box volume. The peculiar property of this gas is
that the interatomic potential, scales as r−4rel , where rrel is the relative distance
between to colliding atoms. Though this kind of interaction doesn’t have many
correspondences with the real world1, nonetheless it is very attractive from a
theoretical point of view because it allows a non-trivial exact solution of the
non-linear Boltzmann equation (1.8). It can be shown that such an inverse
fourth-power potential corresponds to a cross section σ(vrel) that depends on
1The long-range part of the interaction potential of neutral atoms usually scales as r−6rel ,
which corresponds to the Van der Waals dipole–dipole forces.
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the relative velocity and varies as 1
/
vrel. We study the related problem of an
isotropic cross section of the form:
dσ(vrel)
dΩ
=
λ
4pi
1
vrel
(4.2)
where λ represents the strength of the atomic interaction. We realize very soon
that the collisional integral 1.9 simplifies noticeably for this particular trend of
the cross section, where the relative velocity in the integral cancels with that of
the cross section. We rewrite here the simplified collisional integral:
∂
∂t
∣∣∣∣
coll
f(t,v) =
∫
d3v2 dΩ′
λ
4pi
(
f(t,v′)f(t,v′2)−f(t,v)f(t,v2)
)
(4.3)
where the primed velocities are the outgoing velocities corresponding to a colli-
sion of two incoming atoms with velocities v and v2 which are scattered in the
solid angle dΩ′.
Provided that the cross section is of the form (4.2), an exact mathematical
solution of the Boltzmann equation was found by Krook and Wu in the late
‘70s [40], [41]. They showed that, for that particular interaction potential, we
can solve the Boltzmann equation without doing any approximation over the
collisional integral, which is accounted in its full expression. Krook and Wu
dealt with the general case of an arbitrary initial non-equilibrium distribution,
and they employed the statistical method of the velocity moments. They found
that there exists a simple class of solutions that have a pretty similarity with
the equilibrium distribution of Maxwell-Boltzmann:
df(t,v) = n
(
2α(t)5/2
pi3/2(2α+ 3β)
)(
1 + α(t) v2
)
e−β(t) v
2
d3v (4.4)
where n is the spatial uniform density, the numerical term is the unit normal-
ization, and the right part matches the equilibrium distribution f(∞, v) in (4.1)
for α
`
t→∞´ = 0.
In the present discussion, we restrict ourselves to deal with this special case,
and we gives the outlines to verify that the distributions of the form (4.4) solve
exactly the Boltzmann equation.
We assume that the distribution (4.4) is a solution, and we derive a set of
non-linear coupled differential equations for α(t) and β(t), whose solution may
be easily found by numerical integration. The Boltzmann equation reads:
df
(
α(t), β(t), v
)
dt
=
∂
∂t
∣∣∣∣
coll
f
(
α(t), β(t), v
)
(4.5)
The separate evaluation of the left-hand side and right-hand side produces, after
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a little bit of algebra, two polynomials up to the fourth power of v. By imposing
that to two polynomial coincide term-by-term, we finally obtain:
dα(t)
dt
= −nλ
3
α(t)β(t)
2α(t) + 3β(t)
dβ(t)
dt
= −nλ
3
α(t)β(t)
2α(t) + 3β(t)
(
1 + 5
β(t)
α(t)
+
15
4
β(t)2
α(t)2
) (4.6)
This equation can be put in a more-explicative form if we introduce the adimen-
sional time t˜ = t
/
τcoll, where the collisional time is simply τcoll =
〈
nσ vrel
〉
=
nλ. The differential equations assume a universal form which doesn’t depend
anymore on the interaction strength and the spatial density, as can be easily
verified from (4.6). The numerical solution of the differential equations shows
that, for given initial condition α(0) and β(0), both α(t˜) and β(t˜) are damped
on a time scale of order of 1 (τcoll in the dimensional form), but, when t˜→∞,
the former cancels to zero and the latter attains a constant value compatible
with the energy conservation.
The curves in Fig. 4.1(a) show that thermalization process is fast for the
atoms with energy not much above the mean thermal energy which thermalize
in a very few τcoll, whereas the thermalization is much slower for the higher
energy atoms, which they need several τcoll to thermalize. Thus, it is proved
what we’ve said in the previous section 4.2.
The curves in Fig. 4.1(b) represent the distribution function f(t, v) as a
function of the velocity modulus, at different times. The Krook–Wu solutions
attain the Maxwell-Boltzmann equilibrium distribution.
4.4 Test of DSMC software
I used the exact solution provided by the Krook–Wu model to test the proper
thermalization of the DSMC simulation software.
The atoms were prepared in box volume with a uniform distribution. Their
momenta were initialized with an non-equilibrium Krook–Wu distribution, no-
ticeably far from the equilibrium one of Maxwell-Boltzmann. The initial param-
eters were α(0) = 0.001 and β(0) = 0.5 in unit of
〈
v2
〉−1. It is not necessary to
specify the spatial density and the cross section value (i.e. the value of λ), since
the system is invariant to changes of this quantities, provided that we express
the time in unit of collisional times τcoll. After the initialization, many veloc-
ity distributions were sampled during the thermalization towards the stationary
equilibrium at different times, integer multiples of τcoll. Finally, the sampled
data were compared with the exact solution of the non-linear Boltzmann equa-
tion which is given by the Krook–Wu model (4.6).
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Figure 4.1: Solutions of the Krook–Wu model at different times (see text).
(a) The ratio between the non-equilibrium Krook–Wu distribution and the
Maxwell-Boltzmann equilibrium distribution shows how much the velocity dis-
tribution is far from the equilibrium one, per each class of velocities. The atoms
at the left of the dashed vertical line thermalize in a very few τcoll, so that the
ratio attains quickly the unit value. The high energy atoms at the right of the
dashed line take a much longer time to thermalize, a time of the order of many
collisional times (see also the text in the section 4.2). (b) The curves represent
the velocity distribution functions for the thermal velocity class (at the left of
the dashed line). After a few collisional times τcoll the distribution is almost
indistinguishable from the stationary Maxwell-Boltzmann distribution.
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It is worth remarking that it is not necessary to really simulate the spatial
motion of the atoms for this kind of test. The density distribution remains
always uniform. Therefore, we can save time by avoiding the spatial motion and
concentrating only on the collisions. But this shortcut can be followed provided
that we take some cautions. In fact, in the DSMC program the collisions are
performed only between atoms that belong to the same cell of spatial grid (see
the section 1.4.3 for more details about scattering algorithm). If we do not let
the atoms move, then each cell will contain always the same atoms (the grid
algorithm gives always the same result). Thus the equilibrium will be attained
only locally within each separate cell. In principle the result should coincide with
that of Krook-Wu model, but in the reality the small number of atoms per each
cell is not enough to reproduce with high fidelity the theoretical model (each
cell cannot be considered a thermodynamical system, as the number of atoms
is around some dozens). To overcome this problem, it is enough to reinitialize
the atomic positions after some empirical time with a uniform distribution.
In addition, the algorithm that simulates the scattering has been modified in
a way to take into account the velocity dependence of the scattering cross section
in (4.2). In each cell of the grid, the atoms that collide are chosen according
the composition of two probability laws: one probability is proportional to the
relative velocity, in order to reproduce properly the flux F = n vrel, and the
other probability is proportional to the inverse of the relative velocity, in order
to reproduce the right cross section σ = λ
/
vrel. Therefore, the overall result
is that the relative velocity disappears, and the scattering rate is appropriate
one,
〈F σ〉 = nλ. Tough the described procedure may appear like a useless
complication, since it considers twice the relative velocity that finally cancel each
other, on the contrary, by dealing with these two probabilities separately, we
establish an important test about an enhancement of the scattering algorithm,
which now applies to the more-general case of a cross section that depends on
the relative velocity modulus.
The result of the test is reported in Fig. 4.2 that shows a few sampled velocity
distributions in comparison to the theoretical Krook-Wu result. The agreement
is perfectly good.
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Chapter 5
A new geometry for the
vacuum cell
In this chapter I present a first real application of the DSMC program to the
current experimental apparatus. The DSMC program, that I discussed and
explained the preceding part of this work, has been originally conceived to
provide an estimation of the fraction of atoms which are lost during a magnetic
spatial transfer of the whole atomic cloud from one quadrupole trap to another
one, whose center is sited 5 cm higher than that of the first trap. In other words,
I would say that I studied a sort of special elevator for atoms.
5.1 An atomic elevator
Why magnetic transfers Magnetic transfers of atoms, nowadays, are a well
consolidated experimental technique, which is employed to move the atoms from
one trap to another one. At a first look, a similar idea may appear odd and
strange, but there are some situations where this technique reveals very use-
ful in practice. In fact, in almost every experiment with ultra-cold atoms, it
is necessary to run through several cooling stages, usually in different kinds
of trap, to achieve the quantum degeneracy regime, and each of these stages
must be appropriate for the particular situation, which depends on the range of
temperature, density, number of atoms, the value of the cross section, and so
on. In the real life, it may occur that unfortunately there is not enough room
to concentrate all the traps in one only place, so that it arises the necessity to
arrange the traps in distinct and separate locations. Thus, the possibility to
transfer the atomic cloud by a magnetic field is a very precious tool.
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A Lithium elevator My original contribution is the study of a magnetic
transfer in particular conditions which are strictly related to the geometry of
our specific experimental setup for Lithium atoms. It happens that during the
elevation of the atoms, the outermost part of the atomic cloud touches the walls
of the vacuum cell, with a consequent diminution of the number of the atoms,
which are lost in the contact with the vacuum cell. This mechanism of losses
has some similarities with the evaporative cooling technique, because only the
most energetic atoms, namely the ones in the external regions, are removed,
resulting in a reduction of the temperature as well as of the number of atoms.
The explanation why it is strongly advisable to have the walls of the cell very
close to the atomic cloud will be given in the following of this chapter.
In this work I employ the DSMC simulation program, that I developed,
to provide a deeper understanding of the transfer process. I will present the
results of the simulations which fit pretty faithfully the measured number of
atoms that are lost in the transfer. In addition, I used the same program
to perform additional simulations for a slightly-different size of the cell. The
results suggested that the change of the cell would have brought a significant
improvement in the number of the atoms which remain trapped in the higher
quadrupole trap. As a consequence of these positive expectations, the decision
of substituting the old cell with a new one has been taken.
Expected improvements The update of the vacuum cell represents a rel-
evant enhancement of the previous apparatus, because the larger number of
atoms will allow to take more precise measurements in the future experiments.
In fact, the investigation of the many-body quantum properties, and in partic-
ular those related to the Fermi statistics, in ultra-cold Lithium gases will take
profit of the larger number of atoms: broadly speaking, the many-body effects
arise from a cooperative quantum coherence that results more robust the larger
is the number of atoms.
The substitution of the cell The substitution of the old cell with a new
one demanded a long and complex work, which took several months. Almost
the whole experimental machine needed to be unmounted, because the vacuum
cell is sited at innermost part of the apparatus. All the optics components on
the main optical table were uninstalled, as well as all the groups of coils because
they surround the cell. Then, the new cell was installed, and the ultra vacuum
around 10−12 torr was restored after a careful procedure of bake-out (out gassing
of the interior surfaces of the vacuum enclosure).
Beyond the update of the cell I’d like now to remark that, in the period
of my stage at the LKB laboratory in Paris, several other improvements were
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performed parallel to the substitution of the cell. In fact, we decided to employ
the time of inactivity, when the cell wasn’t installed yet, to enhance several
other components of the apparatus, or even to add new ones. Here is a very
short list of the main new contributions:
- The pinch coils and the Ioffe bars were rebuilt to fit the new size of the
vacuum cell.
- The Zeeman slower was completely rebuilt to correct a problem concerning
the previous fabrication.
- The Lithium oven was rebuilt to replace the old one which was spoiled by
the wear and tear that occurs with many years of use.
- An additional differential pumping step was added to improve the quality
of the vacuum, in order to have in the future a more stable atomic cloud.
- The imagining system has been improved to allow to capture images of the
atomic cloud at high magnetic field. This modification avoids the necessity
of switching-off the uniform magnetic field used for the Feshbach resonance
when we want to take an image, resulting in more precise measurements
in the unitary regime.
- The diode lasers were changed with new high-power ones (around 100mW )
to dismiss the fragile and expansive tapered amplifier MOPA which was
employed previously to amplify the laser power for the magneto-optic trap.
- Lasers for a 3D optical lattice will be added very soon.
- I have personally followed the developing of a prototype of a new-generation
master lasers, which are intended to narrow the linewidth of the laser
emission by a factor of ten. The project is based on the proposal of the
Observatory of Paris (SYRTE) [9].
5.2 An overview on the experimental layout
I shall present in this section only the components of the experimental setup
which are closely related to the magnetic transfer, or are useful to understand the
role of the magnetic transfer in the larger and complex context of the experiment.
The picture in Fig. 5.1 gives a schematic representation.
5.2.1 Preliminary steps
A Lithium gas is produced in a oven at the temperature of 500◦C (the Lithium
becomes liquid at the temperature of 180◦C). By letting the gas escape through
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Figure 2: Energy levels of 7Li and 6Li ground states in a magnetic ﬁeld. Relevant
scattering lengths, a, and magnetic moments, μ, are given. μb is the Bohr magneton
and a0 = 0.53× 10−10 m the Bohr radius. The |1,−1〉 state (resp. |1/2,−1/2〉) is only
trapped in ﬁelds weaker than 140 Gauss (resp. 27 Gauss). Light balls: states used
in ﬁrst sympathetic cooling stage, the condensate becomes unstable for too high atom
numbers; dark balls: states used in second cooling stage, enabling the production of a
condensate stable for any number of atoms. Black ball: state used for evaporation in
the optical trap, resulting in a condensate with tunable scattering length and a bright
soliton due to a Feshbach resonance.
a non-degenerate Bose gas was produced and Fermi pressure was visible by comparing
the spatial extension of the two clouds.
The next series of experiments was performed in the lower hyperﬁne states 7Li |F =
1,mF = −1〉 and 6Li |F = 1/2,mF = −1/2〉, still in a magnetic trap. The advantage
of these states is that the 7Li scattering length is positive. But it is impossible to start
evaporative cooling in these states, because the maximum trap depth is kB×2.4mK for
7Li and kB × 330μK for 6Li, which is insuﬃcient to conﬁne the gas before evaporative
cooling which has a temperature of > 3mK. Thus it is necessary to cool the gas ﬁrst in
the higher hyperﬁne states and then transfer the atoms to the lower hyperﬁne states.
The 7Li |F = 1,mF = −1〉 scattering length is positive but ﬁve times smaller in
magnitude than in the |F = 2,mF = 2〉 state. This makes evaporative cooling in the
lower state impossible. We circumvent this problem by using the inter-isotope collisions
to thermalize the gas during evaporative cooling. In this manner a condensate, stable
with 104 atoms, immersed in a Fermi sea was produced. This is new in ultracold
atomic gases. Before, mixtures of bosonic and fermionic degenerate gases existed only
in mixtures of liquid 3He with 4He.
After precooling in the higher states to ∼ 10μK we can transfer the atoms to
Figure 5.1: After [38], Zeeman energy levels of the 7Li and 6Li ground states
in a magnetic field. Relevant scattering lengths a and magnetic moments µ are
given, where µB is the Bohr magneton and a0 = 0.53Å is the Bohr radius. The˛˛
1,−1¸ and ˛˛1/2,−1/2¸ states are only trapped in fields weaker than 140G and
27G, respectively. The light circles represents the hyperfine states used in the
first sympathetic cooling stage. A condensate with a large number of atoms in a
negative-scattering-length state would collapse. The shadowed circles represent
the hyperfine states used in the second cooling stage, that produces a stable
condensate, which doesn’t collapse for any number of atoms. The black circle
represents the hyperfine state used for evaporation in the optical trap, resulting
in a condensate with tunable scattering length and a bright soliton [39] due to
a Feshbach resonance [40], [41] at ∼ 720G magnetic field (for reasons of space,
we won’t dwell on these topics, although their relevant interest).
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Figure 5.2: The experimental layout, after [42]Figure 5.1: Schematic view of the experimenta layout, after [42]. A Lithium
gas jet is emitted from the oven. The atomic jet is slowed down by a Zeeman
slower (the first one is 1m long) with a strong deceleration ∼ 6 105m/s2. The
atoms are captured in a magneto-optical trap (MOT) at the center of the
vacuum cell, and are further cooled down to a temperature ∼ 1mK. Then the
atomic cloud is transferred to the lower quadrupole trap. The atomic elevator
moves the atoms towards the higher quadrupole trap in the appendage. The
atoms are finally transferred to a strongly confining Ioffe-Pritchard trap where
the evaporative cooling begins.
a tube, a Lithium gas jet is emitted towards the vacuum cell. The atomic jet
is too hot to be captured directly in a magneto-optic trap1. To overcome this
problem, the jet is slowed down by a 1m-long Zeeman slower, which is a device
based on the same principle of the laser cooling: a counter-propagating laser
beam slows down the atoms, with the help of an inhomogeneous magnetic field
that keeps the laser frequency resonant with the atoms which are decelerating
(the Doppler shift changes, but it is compensated by the Zeeman shift). At the
end of the Zeeman slower the atoms are trapped in a MOT, and cooled down
to a temperature ∼ 1mK.
5.2.2 Magnetic traps
The final purpose is to load the atomic cloud in a optical dipole trap (described in
the section 2.2.1.2), because this trap is almost insensitive to external magnetic
fields, since it exploits only the action of the optical dipole force to confine
the atoms. Thus, in the dipole trap we are free to add an external uniform
magnetic field in order to induce the Feshbach resonance that allows us to tune
the scattering length a essentially in the interval [−∞,+∞], and to study the
quantum properties at different regimes.
After the MOT the atoms are still too hot (∼ 1mK) to load a dipole trap,
whose depth is usually only ∼ 10 ÷ 100µK. Therefore, we need first to pass
through a magnetic trap in order to perform the initial evaporative cooling stage
that allows finally the charging of the atoms into the optical dipole trap.
1The Lithium atom has the disadvantage that the mass is very small and the liquefaction
point is relatively high, so that the atoms come out of the oven very fast around ∼ 1000m/s,
to be compared with the capture velocity of a MOT which is around ∼ 50m/s.
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Choice of the proper Zeeman state In the section 2.1.2.2 we have seen
that only the low-field seeker states can be magnetically trapped. We remind
that the low-field seeker states are those in which the energy increases with the
modulus of the magnetic field. The Fig. 5.2 reports the energy dependence on
the magnetic field for the Zeeman states of the ground state 2S11/2. There are
only two states per each isotope 6Li and 7Li that are low-field seekers (at least
for weak magnetic fields), and are insensitive to the spin-relaxation process.
The spin-relaxation process is responsible for important losses in magnetic
traps, that must be avoided by choosing properly a Zeeman state which is not
affected by this mechanism2. Otherwise, a spin exchange may occur during the
collision between two atoms, resulting in the jump from the trapped low-field
seeker state to untrapped high-field seeker states.
Following the notation
˛˛
F,mF
¸
, the states which are candidates to be magnet-
ically trapped are
˘˛˛
1,−1¸, ˛˛2, 2¸¯ for the 7Li, and ˘˛˛1/2,−1/2¸, ˛˛3/2, 3/2¸¯ for the
6Li. Among these states, only the two doubly-polarized states3
˘˛˛
2, 2
¸
,
˛˛
3/2, 3/2
¸¯
have an energy that increases for any values of the magnetic field. On the con-
trary, the two maximally-stretched states4
˘˛˛
1,−1¸, ˛˛1/2,−1/2¸¯ have an energy
that begins decreasing when the Zeeman interaction becomes comparable to the
hyperfine splitting (Paschen-Back effect), that corresponds to a magnetic field
of modulus Bmax = 140G for the 7Li and Bmax = 27G for the 6Li.
Magnetic traps cannot work with maximally-stretched states when the tem-
perature is around 1mK, because in these states the trap has a finite depth
which is smaller than the temperature of the atoms. For instance, the depth of
the quadrupole trap working with these two states is only 1.7mK and 0.2mK
for 7Li and 6Li, respectively. Thus, we are forced to use the doubly-polarized
states
˛˛
2, 2
¸
for the 7Li and
˛˛
3/2, 3/2
¸
for the 6Li in order to confine the atoms in
a magnetic trap after the MOT.
5.2.3 A problem of evaporation
Now, we would like to to cool the atomic cloud down to the degeneracy regime
by means of the evaporative cooling. This technique of cooling-down is based
on the continuous removal of the most energetic atoms (evaporation) in order
to obtain a continuous rethermalization of the atoms towards a lower mean
thermal energy. The evaporation must be optimized in order to reduce as much
2The highest and lowest Zeeman levels of each hyperfine structure are immune against this
mechanism because the conservation of the total angular momentumM = mF1+mF2 forbids
these kind of losses.
3The states
˛˛
F = I + 1/2,mF = I + 1/2
¸
are called doubly-polarized because the nuclear
and electronic spin components are aligned and have the largest possible values along the
direction of the magnetic field.
4The states
˛˛
F = I − 1/2,mF = −(I − 1/2)
¸
are called maximally-stretched states because
the nuclear and electronic spin are anti-aligned, and the electron spin is essentially antiparallel
to the total spin.
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Figure 2: Energy levels of 7Li and 6Li ground states in a magnetic ﬁeld. Relevant
scattering lengths, a, and magnetic moments, μ, are given. μb is the Bohr magneton
and a0 = 0.53× 10−10 m the Bohr radius. The |1,−1〉 state (resp. |1/2,−1/2〉) is only
trapped in ﬁelds weaker than 140 Gauss (resp. 27 Gauss). Light balls: states used
in ﬁrst sympathetic cooling stage, the condensate becomes unstable for too high atom
numbers; dark balls: states used in second cooling stage, enabling the production of a
condensate stable for any number of atoms. Black ball: state used for evaporation in
the optical trap, resulting in a condensate with tunable scattering length and a bright
soliton due to a Feshbach resonance.
a non-degenerate Bose gas was produced and Fermi pressure was visible by comparing
the spatial extension of the two clouds.
The next series of experiments was performed in the lower hyperﬁne states 7Li |F =
1,mF = −1〉 and 6Li |F = 1/2,mF = −1/2〉, still in a magnetic trap. The advantage
of these states is that the 7Li scattering length is positive. But it is impossible to start
evaporative cooling in these states, because the maximum trap depth is kB×2.4mK for
7Li and kB × 330μK for 6Li, which is insuﬃcient to conﬁne the gas before evaporative
cooling which has a temperature of > 3mK. Thus it is necessary to cool the gas ﬁrst in
the higher hyperﬁne states and then transfer the atoms to the lower hyperﬁne states.
The 7Li |F = 1,mF = −1〉 scattering length is positive but ﬁve times smaller in
magnitude than in the |F = 2,mF = 2〉 state. This makes evaporative cooling in the
lower state impossible. We circumvent this problem by using the inter-isotope collisions
to thermalize the gas during evaporative cooling. In this manner a condensate, stable
with 104 atoms, immersed in a Fermi sea was produced. This is new in ultracold
atomic gases. Before, mixtures of bosonic and fermionic degenerate gases existed only
in mixtures of liquid 3He with 4He.
After precooling in the higher states to ∼ 10μK we can transfer the atoms to
I = 3/2 I = 1
Figure 5.2: Zeeman energy levels
˛˛
F,mF
¸
in the ground state 2S11/2 of the
7Li and 6Li in a external magnetic field, after [43]. Relevant scattering lengths
a and magnetic moments µ are given, where µB is the Bohr magneton and
a0 = 0.53Å is the Bohr radius. The subscript “6,7” for the 6Li refers to s-
wave collisions between the two isotopes, since the scattering length between
to identical states of 6Li is rigorously zer , because it is a Fermion (see the
section 1.5.1). The nuclear angular momentum I is al o specified for the two
isotopes.
The light circles represents the Zeeman states used in the first sympathetic
cooling stage, before achieving the Bose-Einstein condensation, because other-
wise a condensate with a large number of atoms in a negative-scattering-length
state would collapse. The shadowed circles represent the Zeeman states used
in the second cooling stage, that produces a stable condensate, which doesn’t
collapse for any number of atoms. The
˛˛
1,−1¸ and ˛˛1/2,−1/2¸ states are
only trapped in fields weaker than 140G and 27G, respectively. The magnetic
trap work efficien ly in these s ates when the temperature is lower than 50µK.
The black circles represent the Z eman states used in the optical trap at the
quantum degeneracy regime, where it is possible t tu scattering l ngth
essentially in [−∞,+∞] by means of the Feshbach r sonance at ∼ 720G nd
∼ 830G magnetic field for 7Li and 6Li respectively (for reasons of space, we
cannot dwell on the Feshbach resonance despite its relevant interest, and we
refer to [44], [45] for more details).
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as possible the number of lost atoms, and at the same time to increase the
phase-space density during the process. This task of optimization may be pretty
complex, and we refer to general review in [46] for more details.
The fundamental requirement in the evaporative cooling is that the scatter-
ing rate γcoll is sufficiently elevated to sustain the continuous rethermalization
of the atoms during the evaporation of the most energetic atoms. To clarify this
important point, let’s illustrate the example in which the atoms are evaporate
when the energy is bigger than η KBT . We cannot evaporate the atoms too fast,
that corresponds to small value of η ∼ 1, because otherwise we lose many atoms
without sensitively reducing the mean thermal energy, i.e. the temperature,
since there is not enough time to rethermalize to a lower temperature. But on
the other hand, the process cannot be too slow because otherwise the inelastic
collisions with background residual gases will stop the evaporation working when
the evaporation time τev is longer than the atomic lifetime τlife. Intuitively, the
velocity of thermalization is related to the rate of evaporation τ−1ev = N˙
/
N , and
one can shows that evaporation rate is approximately τ−1ev ≈
√
η e−η γcoll, since
only a fraction of the atoms √η e−η is evaporated per each collisional time γ−1coll.
The condition τlife
/
τev =
√
η e−η γcoll τlife  1 must be verified in practice, so
that η cannot be too big (good values are η ∼ 4÷ 6, and optimal values depend
on the particular kind of potential) and γcoll must be sufficiently elevated.
The scattering rate is almost zero for the Fermion isotope 6Li, because the
main contribution to the cross section at low energy comes from the s-wave
scattering, and we have seen in the section 1.5.1 that the s-wave scattering
between identical atoms is rigorously zero for Fermions, due to the exchange
symmetry. One strategy to overcome this problem is to use the sympathetic
rethermalization of the Fermion isotope with the Boson one, and to apply the
evaporation only to the Boson 7Li. Therefore, we exploit the natural rether-
malization of the two species to cool down also the Fermion 6Li (sympathetic
cooling). Working with the doubly-polarized states, the ratio between intra-
species and inter-species cross section is near the unity σ67
/
σ77 ∼ 1.1, resulting
in a similar efficiency for the evaporation process of both the isotope 7Li and
6Li.
In the previous section we have seen that if we want to magnetically trap
the atoms that come from the MOT, we are forced to use the doubly-polarized
states
˘˛˛
2, 2
¸
,
˛˛
3/2, 3/2
¸¯
for 7Li and 6Li, respectively (see Fig. 5.2).
Unfortunately, the 7Li has a very low scattering length a = −27 a0 (where
a0 = 0.53Å is the Bohr radius) that makes the evaporation a very difficult task
for this particular atom. This value should be compared for example with that
of 87Rb which is a = 110 a0, and we remind furthermore that the scattering rate
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3.3. REFROIDISSEMENT DE 7LI 31
Fig. 3.3 – Transfert des atomes du pie`ge quadrupolaire infe´rieur au pie`ge quadrupolaire
supe´rieur. Le nuage contient 2, 6 109 atomes, initialement a` la tempe´rature de 1, 3 mK. Les
images sont obtenues en mesurant l’absorption d’un faisceau sonde par les atomes, apre`s un
temps de vol. On observe une de´formation du nuage au cours du transfert due a` la variation
des gradients de champ magne´tiques.
a` quelques K en quelques secondes. Le nombre d’atomes pie´ge´s est alors de 1010 7Li et
5 108 6Li . Leurs densite´s sont respectivement de l’ordre de 1011 cm−3 et 1010 cm−3. Les
e´tapes suivantes n’ont pour l’instant e´te´ expe´rimente´es que sur 7Li .
Les lasers de pie´geage sont alors e´teints. Apre`s une phase de pompage optique destine´e
a` mettre les atomes dans un niveau hyperﬁn pie´geant (mF = −2), ceux-ci sont alors
transfe´re´s dans le pie`ge quadrupolaire infe´rieur.
Le transfert du gaz atomique de la cellule primaire a` l’appendice s’eﬀectue de la manie`re
suivante (voir ﬁgure 3.2). En renversant le sens du courant dans une des bobines de
compensation on cre´e un pie`ge quadrupolaire en haut. La superposition des pie`ges qua-
drupolaires infe´rieur et supe´rieur cre´e un pie`ge quadrupolaire dont le centre est de´place´
vers l’appendice. En augmentant le courant dans les bobines du pie`ge quadrupolaire
supe´rieur a` partir de 0 puis en le diminuant dans celles du pie`ge infe´rieur, on translate
le centre du pie`ge, et donc les atomes, de la cellule primaire au centre du pie`ge dans
l’appendice (voir la ﬁgure 3.3). Les pertes lors de ce transfert font l’objet d’une e´tude
pre´sente´e au 3.3.2.
Enﬁn, les atomes sont transfe´re´s dans le pie`ge de Ioﬀe, qui est centre´ sur le pie`ge quadru-
polaire supe´rieur (voir la ﬁgure 3.4) en branchant les barres de Ioﬀe. A l’heure actuelle,
on obtient, dans le pie`ge de Ioﬀe un nuage de 3 108 atomes de 7Li a` la tempe´rature de
7, 4 mK. La dure´e de vie dans le PMO est de 3 min et devrait eˆtre du meˆme ordre dans
le pie`ge de Ioﬀe. En eﬀet, le vide vient d’eˆtre ame´liore´ et nous avions auparavant des
dure´es de vie de respectivement 46 s et 50 s dans le pie`ge quadrupolaire infe´rieur et le
pie`ge de Ioﬀe, donc parfaitement comparables.
L’e´vaporation n’en est pour l’instant qu’au stade de la mesure des taux de collisions
Figure 5.3: Magnetic transfer of the atoms from the lower to the hi her
quadrupole trap. The sequence of images depict the tomic cloud d ing its
vertical displacement. The images were captured by means of the absorption
technique. A laser beam tuned on a cycling optical transition is pointed towards
the atomic cloud. A CCD camera, that is sited on the other end with respect
to the atomic cloud, measures the amount of intensity which is lost by the
resonant absorption of the atoms. A proper analysis of the absorption gives
the optical density of the atomic cloud, which is an indication of the physical
thickness of a given atomic layer, region by region. The images refer always
to the same position f th imagining syst m, namely at the level of the lower
quadrupole trap and the MOT.
depends on the square of the scattering length:
γcoll ≈ n(T, 0)
√
KBT
m
a2 (5.1)
where n(T, 0) is the spatial density t the center of the cloud and T reminds
that it depends on the tempe ature (for instance, see the exact expression (3.2)
for a harmo ic trap).
In order to perform an efficient evaporation, we need to increase as much as
possible the scattering rate γcoll, and the only way to do that is to increase the
atomic density, since the temperature is fixed to the value attained in the MOT
∼ 1mK. Therefore, we need to trap the atoms in a steep-confining potential,
which results in a high atomic density.
I anticipate that in the experiment, the evaporation starts with a scattering
rate γcoll ∼ 15Hz, and increases during the evaporation process. With the
lifetime τlife around 1 minute, the value of γcollτlife ∼ 800 is sufficient to start
the evaporative cooling (runaway-evaporation regime when γcollτlife & 200). The
evaporation process takes around 30s in total.
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2.7. THE MAGNETIC TRAP 83
Figure 2.7: The magnetic trap. Both lithium isotopes are collected from a slow atomic
beam (AB) in a magneto-optical trap (MOT) at the center of a glass cell. Atoms
are magnetically elevated using lower quadrupole (LQ) and upper quadrupole (UQ)
coils into a small appendage. At this site, a strongly conﬁning Ioﬀe-Pritchard trap
consisting of 4 Ioﬀe bars (IB), two pinch coils (PC) and two compensation coils (CC)
allows evaporative cooling of 7Li to quantum degeneracy and sympathetic cooling of
6Li-7Li mixtures.
The loading of the Ioﬀe trap is done in two steps. First, only the Ioﬀe bars are
switched on with a gradient twice the radial gradient of the quadrupole coils. This
inverts the direction of the magnetic ﬁeld in the vertical direction, taking already the
direction it will have in the Ioﬀe trap. Now the cloud is compressed adiabatically in the
radial directions while the axial conﬁnement is weakened by increasing the current in
the Ioﬀe bars and decreasing the current in the transfer coils. Finally the transfer coils
are switched oﬀ and the pinch coils are switched on, taking over the axial conﬁnement
Figure 5.4: The magnetic trap geometry, after [43]. The vacuum cell is
surrounded by several groups of coils. AB represents the incoming atomic
beam, which is trapped first in a MOT, whose qu drupole fiel is generated
by the tw lower quadrupole (LQ) coils. Than the atomic cloud is tr nsferred,
after optical pumping, in a first quadrupole magnetic trap, always generated by
the two LQ coils. The current in the lower quadrupole (LQ) coils is gradually
switched off and at the same time the current in the upper quadrupole (UP)
coils is switched on. At the end the atoms are completely loaded in the upper
quadrupole magnetic trap. Afterward, the atomic cloud is transferred in the
Ioffe-Pritchard trap where we perform the evaporative cooling, once the atomic
cloud has been compressed to increase the scattering rate. The Ioffe-Pritchard
trap is composed of a 2D quadrupole field generated by the 4 parallel bars (IB),
plus a dipole fiel g n rated by th wo Pinch coils (PC), p us a compensation
uniform field generate by the two CC≡UQ coils, that compensate f r a residual
magnetic field offset.
5.2.4 Why do we need an atomic elevator?
In order to obtain a strong magnetic confinement, we need to use a trap in which
the magnetic gradients are very steep. This can be achieved either increasing
the electric currents in the coils or approaching more the coils to the atomic
cloud. But there are some limitations: the maximal current that the coils can
bear is limited by the heat-dissipation power of the coils themselves. Therefore,
once the limit in current is attained, the only possibility is to reduce the distance
between the coils and the atoms.
The magnetic trap in which we want to perform the evaporation is a Ioffe-
Pritchard trap (see the section 2.2.1.3) because it is almost insensitive to Ma-
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jorana losses since the magnetic field does not vanish at the center of the trap
(see the brief discussion in the section 2.2.1.1). Referring to the Fig. 5.4 which
presents a schematic drawing of the geometry of the coils, the radial confine-
ment is done by a two-dimensional quadrupole field produced by the four Ioffe
bars, and the axial confinement is done by the axial curvature of a dipole field
produced by the two Pinch coils (a uniform magnetic field offset is compensated
by the uniform field generated by the two big compensation coils). In order to
work with elevated currents up to 500A, all these coils are cooled down by a
pressurized water flow that runs inside the coils which are hollow at the interior.
Usually the water pressure is 3 bar, but for the Ioffe bars the pressure is much
higher 15 bar because they have a smaller conductive section that dissipates
more heat for a given current (for the Ioffe bars we use 400A).
For this particular geometry of trap, namely the Ioffe-Pritchard, the more
difficult confinement to achieve is the one in the radial direction produced by
the four Ioffe bars. In order to achieve a good initial scattering rate γcoll to
begin the evaporation it is necessary to reduce the separation of the Ioffe bars
from the atomic cloud. But this solution would present serious difficulties. If
we decided to put the magnetic trap at the level of the MOT, we should reduce
the size of the vacuum cell in the central part, and consequently the possibility
to access with laser beams. On the other hand, it is strongly advisable to have
a good optical access to the site of the MOT, in order to use large-waist laser
beams (a few centimeters) to increase the capture power of the MOT, and to
have a larger number of captured atoms.
These two conflicting requirements, strong capture power of the MOT and
good initial scattering rate for the evaporation, can be fulfilled both if we manage
to separate the MOT from the rest of the experiment, transferring the atoms
to another site, well displaced from that of the MOT. For this purpose, the cell
was conceived with a narrow appendage on the top face, as shown in Fig. 5.5.
The transfer The magnetic transfer of the atoms into the appendage will be
the subject of the following sections. Here we report only the guidelines. After
switching off the MOT, the atoms are optical pumped in the doubly-polarized
states
˘˛˛
2, 2
¸
,
˛˛
3/2, 3/2
¸¯
for the 7Li and 6Li respectively (see Fig. 5.2), which are
the Zeeman states that can be magnetically trapped in a magnetic potential,
as we have seen in the section 5.2.2). After the optical pumping, the atoms
are loaded in a quadrupole trap (see the section 2.2.1.1) which is sited at the
same level of the MOT. The coils that generate the lower quadrupole (LQ) field
are the same used for the MOT, as shown in Fig. 5.4. Afterward, the currents
in the lower quadrupole coils are gradually decreased, and in the meanwhile
the currents in the upper quadrupole coils are gradually increased. During this
process, the trapping potential is always that of quadrupole field, but its center
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Figure 5.5: A photo image of the new vacuum cell and appendage. The
appendage is the upper extension which sites on the top face the main vacuum
chamber. In the final experimental setup the whole vacuum cell and the ap-
pendage are surrounded by several groups of coils, which are used to generate
the proper magnetic fields for the quadrupole trap, the Ioffe-Pritchard trap,
and the Feshbach resonance.
moves from the main body of the vacuum cell towards the upper appendage.
The Fig. 5.3 presents a few images of the atomic cloud that moves upwards, and
the Fig. 5.6 shows a schematic drawing of the process.
The efficiency Unfortunately the magnetic transfer of the atoms into the
appendage does not have an efficiency of 100%. The problem arises from the
fact that the external atoms touch the lateral surfaces of the appendage during
the transfer. The previous appendage was 3mm large in the narrowest direction
(see the Fig. 5.15). The new vacuum cell has an appendage which is 5mm large,
reducing sensitively the number of losses.
On the other hand, we cannot make the appendage too large, because other-
wise the Ioffe bars, which surround the appendage, would be too far to realize a
steep confinement and a good initial scattering rate γcoll to begin the evapora-
tion. Therefore we have to accept a compromise between the number of atoms
and the possibility to perform a good evaporation. First theoretical calculation
predicted that, at the maximal currents that the coils can bear, the optimal
largeness of the appendage should be around 3mm.
Now, with the new appendage 2mm larger, the number of atoms is expected
to increase by a factor ∼ 3, as the result of the simulations that I personally
followed (see the section 5.4). With new appendage, the four Ioffe bars had to
be rebuilt 2mm larger, in order to fit the new dimensions of the appendage.
Furthermore, to maintain the same power of confinement, the new Ioffe bars
have one additional wire per each bar (in fact, each bar was composed of three
wires, and now of four wires), in order to produce the same magnetic gradient
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Figure 5.6: Magnetic transfer of the atomic cloud from the main body of
the vacuum cell to the upper appendage. The quadrupole field of the lower
quadrupole coils is gradually turned off, and in the meanwhile the quadrupole
field of the upper quadrupole coils is turned on. The center of the resulting
trapping potential moves from the bottom to the top. At the end of the
transfer, the atomic cloud has a smaller size than the initial one, because many
atoms are lost when they touch the lateral surfaces of the appendage during
the transfer.
than before. Also the heat dissipation was improved, dividing the water circuit
into two separate circuits.
5.2.5 After the transfer
Here, I give just a very short overview of the next steps towards the quan-
tum degeneracy, sometimes neglecting some technical problems for reasons of
shortness.
Once the atoms are completely loaded in the upper quadrupole trap which
is centered with the appendage, the atoms are loaded into the Ioffe-Pritchard
trap. After the matching with the elongated Ioffe-Pritchard trap, the cloud is
compressed in order to increase the scattering rate. Finally, the evaporative
cooling can start. When the temperatures is around 50µK, the atoms are
optically pumped into the maximally-stretched states
˘˛˛
1,−1¸, ˛˛1/2,−1/2¸¯ (see
Fig. 5.2. The atomic cloud is cold enough to be efficiently trapped in the finite-
depth magnetic trap that originates from these Zeeman levels. The use of the
maximally-stretched states instead of the doubly-polarized states is advisable,
because of the positive scattering length a = +5 a0 of the former against the
negative one a = −27 a0 of the latter. In fact, the Bose-Einstein condensate
is unstable for large numbers of atoms when the scattering length is negative.
On the contrary, for positive scattering length the condensate is stable for any
number of atoms. Afterward, a second evaporative cooling is performed on the
two isotopes, exploiting the sympathetic rethermalization of 6Li with 7Li (the
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mutual scattering length is a6,7 = 38 a0, whereas the scattering length of the
Boson 7Li only is too small a = 5 a0 in order to make the rethermalization work
efficiently).
Once the degeneracy regime is achieved, the atoms are optically pumped into
the Zeeman levels
˛˛
1, 1
¸
for the Boson 7Li and the mixture
˘˛˛
1/2,−1/2¸, ˛˛1/2,+1/2¸¯
for the Fermion 6Li (see always Fig. 5.2). Finally, the atoms are transferred into
an optical dipole trap (see the section 2.2.1.2), because it is insensitive to ex-
ternal magnetic field and we are free to apply a uniform magnetic field to use
the Feshbach resonance, in order to tune the scattering length in the interval
[−∞,+∞]. For these states there is a large Feshbach resonance at 720G for the
7Li and 830G for the 6Li.
5.3 The magnetic field during the transfer
The purpose of the next section is to study the efficiency of the magnetic transfer
by means of the DSMC simulation program that I have developed. But before
proceeding to illustrating the results, it is important to present the calculation
of the real magnetic field which is used to transfer the atoms into the appendage.
This magnetic field was also used in the DSMC program in order to reproduce
the same experimental conditions.
As we have seen in the section 2.2.1.1, the atoms are confined in the region
near the minimum of the modulus of the magnetic field.
Referring to Fig. 5.6, the magnetic field results from the superposition of
two quadrupole fields, where the upper one is 5 cm higher than the lower one.
The modulus of the total magnetic field has a minimum (namely, it vanishes) on
the z-axis which passes midway between the coils {x0 = 0, y0 = 0}, because of
the specular symmetry. Along the z-direction the minimum occurs in a point z0
which depends on the ratio of the currents IUQ and ILQ circulating in the upper
and lower quadrupole coils, respectively. In fact, writing the total magnetic
field as the sum of the two quadrupole fields LQ and UQ, and exploiting the
linear dependence of the magnetic field on the current circulating in the coils,
we obtain the following equation that gives the point where the modulus of the
magnetic field vanishes (the minimum):
0 = BTOTz = B
UQ
z (z, IUQ) +B
LQ
z (z, ILQ) =
= IUQBUQz (z, IUQ=1) + ILQB
LQ
z (z, ILQ=1) from which it results
BLQz (z, ILQ=1)
BUQz (z, IUQ=1)
= −IUQ
ILQ
(5.2)
whose solution gives the z0 point where the magnetic field has a minimum for
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a given value of the ratio of the currents. Therefore, changing the ratio of the
currents we are able to displace the minimum point along the z-axis. The two
extremal situations are: IUQ = 0 when the atoms are confined in the lower
quadrupole trap z0 = 0, and ILQ = 0 when the atoms are confined in the upper
quadrupole trap z0 = 5 cm.
To a very good approximation, the superposition of the two quadrupole
fields LQ and UQ is still a quadrupole field which may be approximated near
the minimum point in a region of a few millimeters by the following expression:
B(r ∼ r0) =
(
b′x x, b
′
y y, b
′
z
(
z − z0
))
(5.3)
where the linear coefficients, or magnetic gradients, verify the relation b′x+ b′y+
b′z = 0 since ∇·B = 0 (see also the expression (2.20) of the quadrupole field
generated by two coils).
In order to find the total magnetic gradients, it is necessary to add the
contribution to the magnetic field of all the windings that compose the two
LQ coils and the two UQ coils. The physical dimensions of the coils are re-
ported in Tab. 5.1. For this calculation I used the exact expression of the
magnetic field for a single coil (see also [47]). Its analytical expression, in the
case of a coil of radius R perpendicular to the z-axis and centered at z = a, is:
Bz =
2 I
c
1[
(R+ ρ)2 + (z − a)2]1/2
{
R2 − ρ2 − (z − a)2
(R− ρ)2 + (z − a)2 E(k
2) +K(k2)
}
Bρ =
2 I
c
(z − a)/ρ[
(R+ ρ)2 + (z − a)2]1/2
{
R2 + ρ2 + (z − a)2
(R− ρ)2 + (z − a)2 E(k
2)−K(k2)
}
Bϕ = 0 (5.4)
where the cylindrical coordinates are used and the argument of the complete
elliptic integrals K and E is:
k2 =
4Rρ
(R+ ρ)2 + (z − a)2 (5.5)
In the experiment, in order to displace the atomic cloud from the bottom to
the top, we proceed by two steps:
1. The LQ current is kept at the maximal value of 500A, and in the mean-
while the UQ current is gradually increased to the maximal value of 500A.
2. The UQ current is kept constant at the attained value of 500A, and in
the meanwhile the LQ current is gradually decreased to zero.
The Fig. 5.7 shows the value of the currents versus the vertical position of the
center of the trap. The time-dependent ramp for the two currents is arranged
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Rint Rext Thickness Distance
LQ coils 2.4 4.2 1.9 5.6
UQ coils 6.0 9.8 4.4 9.4
Table 5.1: Technical specifications of the coils used in the magnetic transfer
(the length unit is the centimeter). The table reports the internal radius Rint,
the external radius Rext, the thickness and the distance of the two circular
windings of wires, both for the lower and upper quadrupole coils. See also the
Fig. 5.6 for a geometric schematization of the coils employed in the magnetic
transfer. With these data it is possible to calculate the real magnetic field.
in a way that the center moves upwards with a uniform acceleration a ≈ 2 g
for a half of the total time, and then for the other half of the time it is uni-
formly decelerated with the same modulus a. The total time of the transfer
is 100ms. The uniform accelerator (deceleration) acts like a constant force,
avoiding unwanted heating of the atomic cloud. At the end, the cloud attains
the top position at zero mean velocity.
Expanding the total magnetic field up to the linear terms in the displacement
from the trap center5, I calculated the magnetic gradients (5.3) which describe
that steepness of trap as a function of the vertical position z. The Fig. 5.8
reports the results of the calculation. Since each point reported in the graph
took a non-negligible time for its evaluation, I chose to fit the data by a seventh-
degree polynomial, in order to use the obtained polynomial to calculate the
magnetic gradients during the simulation in the DSMC program.
The Majorana losses I want to conclude this section with a remark about
the Majorana losses, which have been mentioned in the section 2.2.1.1. One can
show that the rate of losses in the number of atoms for a quadrupole trap is
approximately:
Rloss = N˙
/
N ≈ ~
m
〈
r2
〉 ∼ ~
m
(
µB b
′
KBT
)2
(5.6)
The remarkable fact is that for high temperature, or equivalently large radius,
Majorana losses are suppressed, since intuitively the atoms spend less time near
the center, where the magnetic field vanishes and the losses are more important.
In our situation, the temperature of the atomic cloud is around 1mK (a
radius of ∼ 1mm), and the estimation (5.6) gives a rate of losses Rloss ∼
10−1 ÷ 10−2Hz. In the time of the magnetic transfer, 100ms, the probability
that a spin-flip may occur is very low ∼ 10−2 ÷ 10−3. For this reason, I didn’t
5To be more precise, for this calculation I evaluated the derivative of 5.4, and afterward I
directly integrated the contributions to the derivative of the total magnetic field from all the
windings.
102 A new geometry for the vacuum cell
0 1 2 3 4 5
100
200
300
400
500
UQ coils LQ coils
Z position (cm)
C
ur
re
nt
s
(A
)
Figure 5.7: The currents circulating in the LQ and UQ quadrupole coils as
a function of the vertical position z of the center of the trap. The calculated
points correspond to the geometrical dimensions reported in Tab. 5.1.
take into account the Majorana losses in the simulations that I have done about
the atomic transfer into the appendage.
On the other hand, Majorana losses are responsible for the impossibility of
performing a first evaporative cooling in the lower quadrupole trap after the
MOT, in order to reduce the number of losses which occur when the atoms
touch the walls of the appendage during the magnetic transfer. In fact, the
evaporative cooling is a process relatively slow, which may take several seconds,
and furthermore when the temperature decreases the Majorana losses are more
and more important.
5.4 The efficiency of the transfer
In this section I present a series of DSMC simulations about the magnetic trans-
fer of the atomic cloud into the appendage. The results of the simulations re-
produce the number of losses which have been experimentally measured for the
old vacuum cell with an appendage of interior largeness of 3mm. This may
be considered like a sort of test of the simulation program. I present also the
estimation of the number of losses for the new 2mm-larger appendage. Unfortu-
nately, at the moment the experimental setup is not yet ready to perform these
measurements.
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Figure 5.8: The magnetic gradients {b′x, b′y, b′z} which describe the total mag-
netic field at the center of the trap as a function of the vertical position z,
according to the expression (5.3). The initial confinement is stronger than the
final one, because the lower quadrupole coils are nearer to the atomic cloud
than the higher quadrupole coils (see also Fig. 5.6.). The strongest confinement
is in the central part, because both the two group of coils are at the maximal
currents (see Fig. 5.7). The direction in which the confinement is the most im-
portant is the y-direction, because the appendage has its narrowest dimension
in this direction (see Fig. 5.4). The number of lost atoms is principally related
to the confinement in this direction, since during the transfer the external part
of atomic cloud is cut by the walls of the appendage which are perpendicular to
the y-axis. The magnetic gradients correspond to the geometrical dimensions
reported in Tab. 5.1.
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The measurement of the losses
Before installing the new vacuum cell, the losses resulting from the magnetic
transfer into the appendage were measured for the ancient cell.
The experimental procedure that was follower to perform this measurement
is the following: the atoms that come from the MOT at a temperature of
T = 1, 3mK are moved upwards up to a certain altitude z. After that, the
atoms remain at the position for a time of 100ms, and finally they are moved
down to the original position, where the imaging system can take a image of
the cloud. After a proper analysis of these images, it is possible to derive the
number of atoms which have been lost during the partial loading of the cell.
Only after that the atomic cloud approaches the entrance of the appendage,
the losses begin. Before that point the losses are completely negligible. At the
beginning of the appendage there is an important drop of the number of atoms,
because the size of the atomic cloud, of a diameter ∅ ∼ 4mm (see Fig. 5.12), is
comparable with the narrowest dimension of the appendage, 3mm the old one
and 5mm the new one.
The graphs in Fig. 5.9 shows the measured fraction of atoms which are
lost during the loading of the appendage up to a given altitude. In the same
graphs the results of the DSMC simulations are also reported, for the old 3mm
appendage and for the new 5mm appendage. The agreement between the ex-
perimental data and the simulation is very satisfactory.
Each simulated point corresponds to the full experimental procedure, in
which the atoms go up, they remain stationary at a given z position for 100ms,
and then they do down back to the origin. When an atom touches the walls of
the vacuum cell, this atom is removed from the atomic cloud. In fact, when an
atom collides with the room-temperature vacuum cell, it goes out at a temper-
ature ∼ 300K, and thus it cannot be trapped anymore, since the trap is too
shallow for such a high temperature. The experimental points and the results
of the simulation show that there is another drop of the number of atoms at
the end of the transfer, which reduces the number of trapped atoms by a factor
2 more. This fact is essentially due to the weaker confinement of the upper
quadrupole trap with respect to that of the lower quadrupole trap (see also
Fig. 5.8). Therefore, unfortunately, the evaporation is more relevant near the
top, since, there, the atomic cloud tends to have a larger size with respect to
the middle region where the confinement is stronger.
The study of the losses after the magnetic transfer was done only for the 7Li,
since we expect reasonably that the other isotope 6Li behaves in a completely-
analogous way.
The results reported in Fig. 5.9 do not provide a direct measure of the
losses for the real process followed in the experiment. Those results refer to the
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experimental procedure described above, which is suitable to characterize where
the losses are more important. In the real life, the atoms are moved up to the
top in the appendage, and afterward in a few milliseconds they are loaded into
the Ioffe-Pritchard trap. This process will be studied very soon.
More details are given in the caption of the same Fig. 5.9.
An analysis of the results of the simulations
Here, I shall consider more closely the full loading into the appendage. This is
the most interesting characterization of the transfer, since it reproduce what it
is really done in the experiment.
The graphs in Fig. 5.10 report the fraction of trapped atoms as a function of
the time for the complete loading into the appendage. They correspond to the
last two simulated points in Fig. 5.9 for the two distinct sizes of the appendage.
From the results of the simulations, I expect that with the new appendage
there will be an improvement of a factor 2, 5÷3 of the number of trapped atoms
at the end of the loading, which justifies the substitution of the old vacuum cell.
The graphs in Fig. 5.11 illustrate the trend of the temperature during the
magnetic transfer. The variations of the temperature are the combined result
of two effects. An adiabatic compression (expansion) of the radius of atomic
cloud, due to the inhomogeneous magnetic confinement (see Fig. 5.8), increases
(decreases) reversibly the temperature. The other effect is the evaporation of
the external and more energetic atoms, that results in a irreversibly reduction
of the mean thermal energy, or equivalently the temperature.
This second effect, the evaporation, is the reason why the final temperature,
when the atoms are back in the region of the MOT, is lower than the initial one
T = 1.3mK, as shown in the same Fig. 5.11. Furthermore, the final temperature
is lower for the old narrower appendage, because the evaporation is stronger in
this case.
To conclude the characterization of the magnetic transfer, I’d like to present
the graph reported in Fig. 5.12, that shows the size of the cloud along the three
coordinate axes. It is important to understand the shape and the aspect ratio
of the atomic cloud at the end of the magnetic transfer, in order to optimize the
loading of the Ioffe-Pritchard trap, reducing the heating that may result from a
bad matching.
In these simulations, I also studied which surface contributes most to the
losses. I found that the 99.9% of the losses comes from the lateral walls of the
appendage. The rest comes from the top wall of the appendage. As a precaution
measure, the new appendage has been chosen 1 cm higher than the old one, since
there isn’t any restricting constraint on the height of the appendage (differently
from the constraints on the lateral size).
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Figure 5.9: Number of 7Li atoms that remain trapped after the procedure
that will be described in the following. The atomic cloud, initially in the lower
quadrupole trap, is transferred in 100ms to a position z indicated by the ab-
scissa axis. Then the cloud maintains the position for other 100ms. Finally,
the cloud is moved back in 100 to original lower quadrupole trap. The losses
appear only after that the could attained the appendage. At this point there
is a strong drop of the number of atoms, because the dimension of the cloud
is bigger than that of the appendage (particularly in the y-direction which is
the narrowest one of the appendage). For higher altitudes the atoms continues
being lost, but with a slower trend (the plateau). Near the end of the load-
ing, when z ∼ 5 cm, there is another drop which reduces the number of atoms
by a factor 2. The explanation is that when the atoms remain motionless in
proximity of the top, the weaker confinement of the upper quadrupole trap
(see Fig. 5.8) makes the losses more important. All the points refer to the
initial temperature of T = 1.3mK, which has been measured experimentally
by a time-of-flight (The TOF technique let the cloud expand for a given time
of flight, and afterward the temperature is derived from the dispersion of the
momenta). The number of atoms is measured experimentally from the optical
density of the atomic cloud. The initial number of atoms is ∼ 2.6 × 109. At
the time of the measure the imagining system was located at the level of the
MOT and the lower quadrupole trap, so that it was necessary to bring back the
atoms to the initial point in order to measure the number of losses (in practice,
it would be extremely difficult to manage with an imagining system capable of
taking the images at different altitudes).
Each simulated point reproduces faithfully all the three steps followed in the
experimental procedure. The results of the DSMC simulation agree very well
with the measured number of losses in the old appendage whose interior large-
ness is only 3mm (the narrowest dimension, since in the other directions there
is any loss). The remarkable fact is that the measured values are fitted by the
results of the simulation without any adjustable parameter. When an atom
touches the wall of the vacuum cell or of the appendage, the atom is removed
from the cloud. The simulation makes use only of the geometrical character-
istics of the apparatus, the currents in the coils, the initial temperature and
number of atoms, and evidently the specific properties of the Lithium 7 such
as the mass and the scattering length.
50 100 150 200 250 300
20
40
60
80
100
0
Ascent Stationary Descent
47%
21%
29%
10%
Fr
ac
ti
on
of
tr
ap
pe
d
at
om
s
Time (ms)
5mm appendage
3mm appendage
z = 0 cmz = 5 cmz = 5 cmz = 0 cm
Figure 5.10: Fraction of atoms that remains trapped as a function of the
time, during the process described in the caption of Fig. 5.9. The first part
on the left represents the full loading into the appendage up to z = 5 cm.
The expected improvement with the new appendage is a factor ∼ 2, 5 in the
number of atoms at the end of the loading. Since the atoms are not at all
at the thermodynamical equilibrium and they continue evaporating, the more
we wait the more the atoms are lost, as shown in the central part, where the
atoms are kept stationary at the top. At the end of the central region, the
gain factor becomes bigger ∼ 3, because when a situation of quasi equilibrium
is attained and the evaporation is almost negligible, then the number of atoms
must be lower for the narrower appendage, provided that we started from the
same conditions.
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Figure 5.11: The temperature as a function of the time, referring to the
process described in the caption of Fig. 5.9. The graph corresponds to the
maximal loading up to z = 5 cm. In the left region the atomic cloud moves
towards the top of the appendage, in the central region the cloud remains
stationary at the top, and in the right region the cloud comes back to the initial
position. The temperature varies because of adiabatic compressions (increases)
or expansions (decreases) (in fact, the confinement depends on the z-position,
as shown in Fig. 5.8). The temperature varies also because of the evaporation
of the external and more energetic atoms which collide against the walls of cell.
The central region shows a noticeably decrease of the temperature, which is
only due to the surface evaporation process, because the confinement does not
change in that region. At the end the temperature is lower than the initial
one, and this fact is essentially attributable to the evaporation (I verified that
without introducing the evaporation there is no significant heating, and the
final temperature is the again the initial one). Although the two simulations
start at the same temperature T = 1.3mK, we see that the final temperature
corresponding to the 3mm appendage is lower than the one corresponding to
the 5mm appendage, because a larger number of atoms is evaporated in the
former case, resulting in a more important reduction of the temperature.
The “potential” temperature is derived from the position distribution in virtue
of the virial theorem
˙
U
¸
= 3KBT , where U is the trapping potential (the
quadrupole trapping potential is a first-degree homogeneous function). The
“kinetic” temperature is derived from the velocity distribution, always in virtue
of the virial theorem 2
˙
K
¸
= 3KBT . The “total” temperature is obtained
composing the two previous temperature
˙
K + U
¸
= 9/2KBT . Substantially,
the three methods give the same results.
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Figure 5.12: Size of the atomic cloud along the three coordinate axes for the
new vacuum cell of interior largeness 5mm (half largeness 2, 5mm), according
to the axes convention indicated in Fig. 5.4. The x-axis is the one of the coils,
where the confinement is the strongest one. The y-axis is the one along which
the appendage has narrowest size. The z-axis is the vertical one, i.e. the
direction of the gravity field.
The variations of the size of the atomic cloud may originate from the spatial
inhomogeneity of the trapping potential, or from the losses of the atoms that
touch the wall of the vacuum cell. We want to study the effects of this second
case. At the beginning the aspect ratio∆x :∆y :∆z is 1:2 :2, which corresponds
to the confinement of the lower quadrupole magnetic field generated by two
coils (the axial symmetry holds at the beginning and at the end, but not
during the transfer when both the lower and upper quadrupole fields are on).
When the atomic cloud attains the entrance of the appendage, ∆y is abruptly
reduced by the walls of the appendage. Once the top of the appendage is
attained, the atoms are confined only by the upper quadrupole magnetic field
(central part), and the aspect ratio should tend again to 1:2 :2, but this doesn’t
occur because we are far from the thermal equilibrium and the atoms continue
being evaporated. Although the x- and z-directions are not directly cut by the
walls of the appendage (it is much larger in those directions), there occurs a
reduction of the size also for these directions. The reason is that the motions of
the atoms along the three coordinate axes are coupled (ergodic mixing) for the
quadrupole potential (see (2.21)). The reduction in the y-direction involves also
the reduction in the other x- and z-directions. This effect is not related to the
thermodynamic thermalization, that doesn’t play an important role because
of the very low scattering rate γcoll ∼ 2÷ 4, Hz, resulting in 0.3 collisions per
atom on average. Finally, when the atoms are come back to the MOT level,
then the aspect ratio becomes 1:2 :2, since now there isn’t the appendage that
cut the atomic cloud (in the figure it is not reported the complete attainment
of the right aspect ratio, which occurs for times greater than 300ms, which is
the moment where the atoms are again back at the MOT level).
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5.5 Suggestions for future improvements
I want to conclude this chapter by presenting a few suggestions, which may
improve slightly the magnetic transfer. Unfortunately I didn’t find any solution
to increase much more the efficiency. The purpose and the importance of the
following considerations is to quantify the increase of the efficiency for a few
possible improvements.
In Fig. 5.13 I show that we would obtain some benefits by reducing the
loading time. Unfortunately, I obtained only a 10% more of atoms more for a
half of the current time. An excessive reduction of the loading time would result
in undesirable heating the atomic cloud.
In Fig. 5.14 I show the dependence of the efficiency on the starting temper-
ature after the MOT. The remarkable result is that the slope is pretty steep,
and if we managed in the future to decrease more the starting temperature,
then we would obtain significant improvements in the efficiency of the magnetic
transfer. Hopefully, the new master lasers, of which I personally followed the
construction, will permit to obtain lower temperatures at the end of the MOT,
thanks to their narrower linewidth of the laser emission, and therefore a better
efficiency of the magnetic transfer. It is difficult to do an estimation of how
much the temperature of the MOT will be decreased. Only the experimental
results will give the final answer.
In the same figure, it is also reported the study of how much the effi-
ciency would increase in the case we had 200A more circulating in the upper
quadrupole coils. The expected improvement is just a 10% more of the number
of atoms, which, in my opinion, doesn’t justify the modification of the upper
quadrupole coils in order to bear a bigger current.
40 50 60 70 80 90 100
20
25
30
35
40
45
50
55
40 50 60 70 80 90 100
620
640
660
680
700
720
740
F
in
al
te
m
pe
ra
tu
re
(µ
K
)
Fr
ac
ti
on
of
tr
an
sf
er
re
d
at
om
s
Loading time (ms)
53%
47%
New 5mm appendage
Old 3mm appendage
New 5mm appendage
Old 3mm appendage
Figure 5.13: Above, the number of trapped atoms after the magnetic transfer
as a function of the loading time. Below, the dependence of the final temper-
ature on the loading time. The reduction of the loading time yields a slight
improvement in the number of transferred atoms. In fact, in the case of a
quicker transfer, there are more atoms that do not have the time to explore
the regions where they would be removed. The disadvantage is that the heat-
ing of the atomic cloud is more important the shorter the transfer time is. I
verified that the atomic cloud follows pretty well the motion of the center of
the quadrupole trap even when the the transfer time is halved. I expect that
a shorter transfer time of 40ms, instead of the current 100ms, would result in
a increase of 10% more in the number of transferred atoms. Testing different
loading times does not require a big effort, and probably it is worth trying to
reduce the loading time.
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Figure 5.14: The fraction of transferred atoms as a function of the initial
temperature, for two different currents in the upper quadrupole coils (the cur-
rent used until now is 500A). Below 400µK the the efficiency is almost 100%.
Unfortunately it is very hard to achieve such a low temperature by evapora-
tion in the lower quadrupole trap, because of the Majorana losses and the very
small scattering rate γcoll ∼ 4Hz. In my opinion, this curve is important be-
cause it shows that the efficiency depends on the initial temperature through
a pretty steep slope. Even a little improvement in the final temperature of the
MOT would result in significant increase of the number of transferred atoms.
Furthermore, the same graph shows that if we decided to improve the heating-
dissipation system for the upper quadrupole coils in order to bear 700A, we
would obtain only a slight improvement in the number of atoms of ∼ 10%.
Since the modification of the upper quadrupole coils requires a remarkable
work, it isn’t worth trying to increase the current of the upper quadrupole
coils in order to obtain only an improvement of 10%.
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Conclusions
In this thesis I presented a part of the work that I have done in my one-year-
long stage in the prestigious “Laboratoire Kastler-Brossel” in Paris, where they
offered me the possibility of following a very advanced research on the superfluid
properties of ultra-cold Fermi gases. The research group devoted its efforts dur-
ing all the year to the improvement of the apparatus towards a new generation
of experiments with Lithium 6.
I contributed with my work to this complex restructuring of the whole ap-
paratus. In particular, I accomplished a calculation of the expected increase in
the number of atoms after the substitution of the vacuum cell with a new one.
The result is an encouraging 250 ÷ 300% of more atoms with respect to the
old situation, which justifies the update of the vacuum cell. For this purpose, I
developed a Monte Carlo simulation program especially suited for dealing with
classical gases in ultra-cold atom experiments. The original program, intended
for the calculation of the number of atoms with the new vacuum cell, has been
further extended, in order be employed again in the future for other tasks. Here
is a list of the main features:
• The possibility of dealing with different kinds of atomic traps has been
included. At the moment the magnetic quadrupole trap, the optical dipole
trap (with multiple crossing laser beams), the harmonic trap, and the box
trap are already implemented.
• The possibility of moving the center of the atomic trap (for instance, mag-
netic transfers) and changing its parameters in the time is implemented.
• The s-wave scattering is performed using a Monte Carlo algorithm which is
based on Bird’s method. It has been demonstrated that this method gives
results with the same reliability as the solution of Boltzmann equation,
but it is superior to the resolution of the Boltzmann equation from the
point of view of the computational performances.
• Multiple species scattering has been added, thanks to the facilities of-
fered by the C++ object-oriented programming language, which permits
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to manage separately several species and make them interact in a proper
way. This may be useful in ultra-cold atom experiments with admixture
of different atomic species, or different internal states of the same atom.
• The possibility of performing evaporation of the atoms or losses has been
added. The evaporation may be selective in the energies and in the spa-
tial positions. RF evaporation or geometrical surface evaporation can be
performed.
• The possibility of dealing with an energy-dependent s-wave scattering cross
section has been added, which may be very precious in some particular
situations, especially when the temperature is not enough low to verify
the approximation of the energy-independent s-wave scattering.
• The spatial grid, which is used to manage the scattering, is self-adapting,
in order to fit, for the best, the variation in the spatial atomic density.
• The time steps, both for the scattering algorithm and free-motion evo-
lution, are managed in a self-adapting way, in order to be optimal for
any situation. For instance, during the evaporative cooling of a typical
cold-atom gas, the density in the phase space increases of 6 orders of mag-
nitude, and this fact has to be taken into account by properly changing
the time steps.
Future developments
I am also planning a few further improvements of the DSMC program to be
done in the near future. The main ideas are:
Quantum statistics At the moment the DSMC simulation program is limited
only to classical gases. Often, this limitation is not a problem, because
Bose and Fermi gases behave like classical gases when the phase space
density1 is much lower than the unitary value nλth 3dB  1 (n is the spatial
density and λthdB is the thermal de Broglie wavelength). For instance,
in normal conditions a gas after the laser cooling in a MOT has usually
a phase space density nλth 3dB ∼ 10−6, and the classical statistics can be
applied without any problem for a wide range of applications in ultra-
cold atom experiments. Nonetheless, if we want to simulate faithfully a
quantum gas which is near the degeneracy regime nλth 3dB ∼ 1, for instance
during the end of the evaporative cooling, it is necessary to take into
account the quantum statistics in the collisional processes. If we denote
1The occupancy of single-particle states.
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by f(t, r,p) the semiclassical probability distribution normalized to the
number of atoms N : ∫
d3r
d3p
h3
f(t, r,p) = N (5.7)
the probability that the final momenta of a two-body collisions are {p1,p2}
must be corrected by a factor F :
F = (1± f(t, r,p)) (1± f(t, r,p)) (5.8)
where the + reflects the bunching behavior of the bosons and the − the
anti-bunching behavior of the fermions. I’m considering including this
corrective factor F in the scattering algorithm, following the indications
reported in [17].
Multiple-wave scattering Up to now I have always considered s-wave colli-
sions, which give the predominant contribution to the scattering at very
low temperatures for the bosons. This is not true for the fermions, where
the s-wave scattering is rigorously zero because of their exchange sym-
metry. The first non-zero contribution comes from the p-wave scattering.
I’d like to improve the scattering algorithm by adding also this type of
collisions, which can be done by choosing the after-collision velocities ac-
cording to a non-uniform probability distribution over the solid angle,
which is proportional to P1(cos θ) (the first Lagrange polynomial).
Next, I’d like also to take into account in the scattering algorithm the
interference between different scattering waves, for instance s, d and g
waves for the bosons, and p, f and h for the fermions. This second part
will be more difficult, and I’m planning to follow the indications which are
reported in [49].
Many species thermalization tests The possibility of dealing with different
atomic species is already implemented in the simulation program (even
though it has not been discussed in this text). Now, I’d like to perform
some tests about its reliability by using a generalization of the Krook-Wu
model, which I employed to check the one-species scattering algorithm.
At this regard, I will consider the work in [48].
Losses Finally, I’d like to take into account the losses of the atoms, that, un-
fortunately, are unavoidable in ultra-cold atom experiments, and are re-
sponsible for the finite lifetime of the trapped atoms. Among the many
loss processes which may occur, I’d like to start including the Majorana
spin-flips in magnetic field trap, three-body recombinations, and collisions
with the residual background gases.
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