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一种视频中字符的集成型切分与识别算法
杨武夷 1, 2 张树武 3
摘 要 视频文本行图像识别的技术难点主要来源于两个方面: 1) 粘连字符的切分与识别问题; 2) 复杂背景中字符的切分与
识别问题. 为了能够同时切分和识别这两种情况中的字符, 提出了一种集成型的字符切分与识别算法. 该集成型算法首先对文
本行图像二值化, 基于二值化的文本行图像的水平投影估计文本行高度. 其次根据字符笔划粘连的程度, 基于图像分析或字符
识别对二值图像中的宽连通域进行切分. 然后基于字符识别组合连通域得到候选识别结果, 最后根据候选识别结果构造词图,
基于语言模型从词图中选出字符识别结果. 实验表明该集成型算法大大降低了粘连字符及复杂背景中字符的识别错误率.
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An Integrated Segmentation and Recognition Algorithm for Text in Video
YANG Wu-Yi1, 2 ZHANG Shu-Wu3
Abstract There are two difficulties to recognize the text images which are extracted from videos: 1) how to segment
and recognize the merged characters; 2) how to segment and recognize the characters with complex backgrounds. To
overcome the difficulties, a novel integrated segmentation and recognition method is proposed. The method first binarizes
the text image and estimates the height of the text line. Second, the connected components in the binary text image,
which are wider than a threshold, are segmented based on image analysis or character recognition. Third, the connected
components are selected and combined to generate the character patterns based on character recognition. Last, the best
character sequence is selected based on a statistical language model. Experimental results demonstrate the effectiveness
of the proposed method.







退化现象, 如图 1 (a) 所示; 另一方面, 视频中的文
字可能存在于剧烈变化的复杂背景中, 如图 1 (b) 所
示. 对于剧烈变化的复杂背景, 目前的文字分割方法
还得不到理想的二值图像, 二值图像中很可能存在
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(a) 字符笔划粘连的文本行图像
(a) Text image with merged character strokes
(b) 背景复杂的文本行图像
(b) Text image with complex background
图 1 文本行图像
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集成型的字符切分与识别算法充分利用识别的
信息. 为了解决粘连字符的切分与识别问题, 文献
[7−8] 提出了基于滑动窗方法. 文献 [9] 首先将文本
行图像切分成小的切分单元, 然后构造候选字符切
分图, 最后基于候选切分单元的字符识别得分得到






















Fig. 2 Overview of the proposed method
本文的方法与文献 [11] 中的方法类似. 文献
[11] 针对手写文本行图像的识别, 提供了一个简洁
的切分 –识别框架, 但是候选切分 –识别的搜索空间
会比较大. 由于处理的数据对象不同, 本文的方法与









= [b0(x, y)], 其中位于第 y 行第 x 列的像素值为
b0(x, y), b0(x, y) = 0 代表背景像素, 1 代表字符笔
划像素.
1.2 文本行高度估计





b0(x, y), y = 0, · · · , h− 1 (1)




0, 若 Ph(y) < T
1, 其他
, y = 0, · · · , h− 1
(2)
其中, T = a · w, a 取经验值 0.08. 设 L(y) 中最长
的 1 游程的起始和结束位置分别为 tpy 和 bty, 则文
本行高度 H = bty − tpy + 1.
定义二值图像 B = [b(x, y)] 为
b(x, y) =
{
b0(x, y), 若 tpy ≤ y ≤ bty
0, 其他
(3)
经过上述处理得到的二值图像 B = [b(x, y)] 可
以去除文本行外一些误判为字符笔划像素的背景像












对二值图像 B 进行连通域分析, 得到每个连通
域的编号、像素个数和位置信息. 对图 1 (a) 进行连
通域分析的结果如图 3所示,图中每个连通域用矩形
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图 3 二值图像中的连通域
Fig. 3 Connected components in the binary image
外框框住了, 可以发现图中相邻的一些字符合并为
一个连通域.
设在二值图像中共找到 N 个连通域, 第 i 个连
通域 C(i) 的矩形外框的宽度为 w(i), l(i) 为矩形外
框左边界在图像 X 轴方向上的位置, r(i) 为矩形外
框右边界在图像 X 轴方向上的位置, 则 r(i) = l(i)
+ w(i)− 1. 如果第 i 个连通域 C(i) 和第 j 个连通
域 C(j) 满足







宽度是否大于 rm ×H 为基准, rm 为字符的最大宽







直的切分线对超宽连通域 C 进行切分. 为了在字
符粘连的位置产生更小的投影值, 首先对二值图像
b(x, y) 中相邻的两列像素进行 “与” 运算[14], 得到
二值图像H = [h(x, y)]. 二值图像H = [h(x, y)] 定
义为
h(x, y) = b(x, y) & b(x + 1, y),
x = 0, · · · , w − 2, y = 0, · · · , h− 1
(5)




h(x, y), x = 0, · · · , w − 1 (6)
设连通域 C 的矩形外框左上角在二值图像 B
中的位置为 (lx, ty). 令 begx = int(lx + 0.25H),
endx = int(lx + 1.2H), 其中函数 int(x) 定义为求
小于等于 x 的最大整数. 在 begx 至 endx 的范围内
寻找 Pv(x) 的最小值 Pm, 并计算这个范围内垂直投
影的均值 Pa:





endx− begx + 1 (8)
设最小投影值 Pm 出现的位置为 p, 即 Pm =
Pv(p). 如果在 begx 至 endx 的范围内, 有多个位置
的投影值等于最小值 Pm, 则在 begx 至 lx+H 的范
围内寻找投影值为 Pm 的位置, 把此范围内最右边
那个投影值为 Pm 的位置作为 p 的值. 如果最小投
影值 Pm ≤ Pa/b, 则表示字符粘连不严重, 将 p 作
为切分线的位置对连通域 C 进行切分, 判定基于投
影的切分处理成功; 如果 Pm > Pa/b, 垂直投影在 p
处没有明显的低谷, 则 p 不一定是准确的切分位置,
判定基于投影的切分处理失败. b 取经验值 2.
2.4 基于字符识别切分连通域
当字符之间粘连比较严重, 为了得到可靠的切
分位置, 将充分利用字符识别器. 将一个宽度为 H
的窗口滑过待切分的连通域, 滑动步长为 1, 对窗口
内的图像进行字符识别, 得到窗口内图像是字符的
置信度. 超宽连通域 C, 其矩形外框左边界在图像X
轴方向上的位置为 lx, 则滑动窗口左边界的滑动范
围为 [begx, endx], begx = int(lx − 0.6H), endx =






重复上述过程, 对图 3 中的超宽连通域进行切
分,直至图像中所有的连通域的宽度都不大于 1.2倍
的文本行高度, 得到的切分结果如图 4 所示.
图 4 切分处理后的连通域
Fig. 4 Connected components after the cutting process
3 基于字符识别组合连通域
字符可能由多个连通域组成, 同时字符之间或
内部可能还包含 “噪声” 连通域, 如图 5 所示.
图 5 包含 “噪声” 连通域的二值图像
Fig. 5 Binary image contains “noise” components
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的位置用 R((lx, ty), w, h) 表示, 其中, (lx, ty) 为矩
形外框左上角在图像中的坐标, w 和 h 分别为外框
的宽和高. C 的矩形外框右下角在图像中的坐标为
(rx, by), rx = lx+w−1, by = ty +h−1. 令Wmax
= rm × H 为字符可能的最大宽度, 其中 rm 为字符
的最大宽高比, 取经验值 rm = 1.2. Wmin = rc ×H
为中文字符的最小宽度, 其中 rc 为中文字符的最小
宽高比, 取经验值 rc = 0.7. tpy 和 bty 为第 1.2 节
中求得的文本起始行和文本终止行在 Y 轴方向上的
位置. 令 maxty = tpy + a ×H 为中文字符矩形外
框的左上角在 Y 轴方向上的最大坐标值, minby =
bty − a × H 为中文字符矩形外框的右下角在 Y 轴
方向上的最小坐标值, a 取经验值 0.2. 对 C 进行字
符识别, C 与候选字符类距离的最小值为 D(C). 如
果 D(C) 小于等于阈值 α, 则判断 C 可能是一个字
符; 否则判断 C 不是一个字符. C 为一个字符的置
信度定义为 −D(C). 当 D(C) 小于等于阈值 α, 我
们利用文献 [15] 中的方法确定 C 的候选字符类数,
该方法把所有与 C 的距离小于等于 D(C) × β 且
小于等于 α 的字符类当成 C 的候选字符类.
定义处理子过程, 判断一个连通域或连通域的
组合 C 是否可能为一个字符. 子过程返回处理成功
或失败分别代表 C 可能是一个字符或不是一个字
符, 其处理流程如下:
步骤 1. 如果 C 的矩形外框位置满足:
1) maxty < ty 且 by < minby;
2) Wmin < w < Wmax;
3) h < 2.5w;
4) D(C) ≤ α, 则返回处理成功, 否则进入步骤
2.
步骤 2. 如果 C 的矩形外框位置满足:
1) maxty > ty 且 by > minby;
2) w < Wmin;
3) D(C) ≤ α 且 C 的字符识别结果为数字或
标点符号, 则返回处理成功, 否则进入步骤 3.
步骤 3. 如果 C 的矩形外框位置满足:
1) maxty > ty 且 by > minby;
2) Wmin < w < Wmax;
3) D(C) ≤ α, 则返回处理成功, 否则返回处理
失败.
上述步骤 1 是为了判断 C 是否为字符 “一”; 步
骤 2 是为了判断 C 是否为数字或标点符号; 步骤 3
是为了判断 C 是否为中文字符.
3.2 基于字符识别组合连通域
设连通域切分处理后, 图像中共有 M 个连通
域, 第 i 个连通域为 C(i), C(i) 的矩形外框在图像
中的位置用 R((lx(i), ty(i)), w(i), h(i)) 表示, 其中
(lx(i), ty(i)) 为矩形外框的左上角在图像中的坐标,
w(i)和 h(i)分别为矩形外框的宽和高. C(i)的矩形
外框右下角在图像中的坐标为 (rx(i), by(i)), rx(i)
= lx(i) + w(i)− 1, by(i) = ty(i) + h(i)− 1. 把可
能为字符的连通域或者连通域组合的相关信息保存
在队列 RCcList 中, 基于字符识别组合连通域的处
理流程如下:





符的处理子过程, 如果返回处理成功, 则把 C 的位
置、C 的候选字符类、C 与候选字符类的距离及 C
为一个字符的置信度保存在候选结果队列 RCcList
中.
步骤 3. 参考连通域 C 的位置, 遍历
CcOrdList 中的所有连通域, 如果 CcOrdList 中
的第 k 个连通域满足 lx(k) ≥ lx 且 rx(k) − lx <
Wmax, 其中 lx 为 C 的矩形外框左上角在 X 轴上
的坐标, 则把第 k 个连通域保存在队列 CcCadList
中.
步骤 4. 如果队列 CcCadList 中连通域的个数
为 0, 则进入步骤 6 进行处理, 否则进入步骤 5 处理
CcCadList 中的连通域.
步骤 5. 遍历队列 CcCadList 中连通域所有可
能的组合, 每种连通域的组合与连通域 C 再组合成
连通域组合 CA, 然后对 CA 调用判断连通域组合
是否可能为字符的处理子过程, 如果返回处理成功,
则把 CA 的位置、CA 的候选字符类、CA 与候选字
符类的距离及 CA 为一个字符的置信度保存在候选
结果队列 RCcList 中; 然后进入步骤 6 进行处理.









为了叙述方便, 下面将队列 RCcList 中的连通
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图 6 基于字符识别组合连通域后的处理结果





设文本行图像的一种切分方法为 C = C1C2 · · ·
Cl = c11 · · · cm11 c12 · · · cm22 · · · c1l · · · cmll , C被识别成词
序列W = W1W2 · · ·Wl, 词序列W 中的第 k 个词
Wk 由 mk 个切分单元 Ck = c1k · · · cmkk 的候选识别
结果组成. 基于统计语言模型的识别结果搜索就是
寻找词序列 Ŵ 使得




Ŵ = arg max
W
P (C|W)P (W) (10)




P (Wi|W i−1i−N+1) (11)
其中, W i−1i−N+1 = Wi−N+1 · · ·Wi−1 为词Wi 的历史.
本文将利用基于词的二元语言模型和三元语言模型



























log P (Wk|W k−1k−N+1)
}
(14)



















从高斯分布, 则 d(cjk, w
j






k) ∝ − log P (cjk|wjk)
将 −γ · d(cjk, wjk) 作为字符识别得分代入式 (14), 最
终得到式 (15):













log P (Wk|W k−1k−N+1)
}
(15)















步骤 1. 去重复处理. 队列 RCcList 中的某些
切分单元在 X 轴方向上的位置重合度高, 且距离最
小的字符类相同, 去重复处理从中选出一个切分单
元的候选识别结果用于构造词图, 而把其他切分单
元从队列 RCcList 中去除. 设第 i 个切分单元 C(i)
的宽度为 w(i), lx(i) 为切分单元左边界在 X 轴方
向上的坐标, 切分单元右边界在 X 轴方向上的坐标
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遍历队列 RCcList 中的两两切分单元, 根据式 (16)
计算切分单元在 X 轴方向上的位置重合度 olp, 如
果 olp > 0.75, 且与这两个切分单元距离最小的字符
类相同, 则保留信度高的切分单元, 从队列RCcList
中去除信度低的切分单元.
步骤 2. 合并切分单元的候选识别结果. 遍历
队列 RCcList 中的两两切分单元, 根据式 (16) 计





步骤 3. 调整切分单元的位置. 设 C(i) 和 C(j)
为在 X 轴方向上连续排列的两个切分单元, 它们
都是文本行图像的正确切分单元, 候选识别结果包
含正确的字符, 且它们在 X 轴方向上位置的重合
度 olp 不为 0, 但是一个很小的值. 如果不调整切分
单元的位置, 则根据切分单元位置构造的词图中不
存在从 C(i) 的候选字符节点指向 C(j) 的候选字
符节点的有向边, 词图路径搜索将不可能得到正确
的识别结果. 因此构造词图前, 遍历队列 RCcList
中在 X 轴方向上连续排列的两两切分单元 C(i) 和
C(j), 如果它们在 X 轴方向上位置的重合度 olp <
0.15, 则调整切分单元 C(j) 左边界的位置, 令其左
边界的位置为切分单元 C(i) 右边界的位置加 1, 即
lx(j) = rx(i) + 1.
步骤 4. 添加一些虚拟切分单元. 除最左边和最
右边的切分单元, 遍历队列 RCcList 中的每个切分
单元. 设切分单元的左边界在 X 轴方向上的位置为
lx, 在切分单元的左边找离它最近的切分单元左边
界, 其位置为 preLx. 如果在 [preLx, lx) 的范围内
找不到某个切分单元的右边界, 则增加一个虚拟切
分单元. 虚拟切分单元左边界的位置为 preLx, 右边
界的位置为 lx− 1, 虚拟切分单元有一个空字符的候
选识别结果, 且假设虚拟切分单元的字符识别得分
为−γ ·α×(cx−preCx)/H. 设切分单元的右边界在
X 轴方向上的坐标为 rx, 在切分单元的右边找离它
最近的切分单元右边界, 其位置为 aftRx. 如果在
(rx, aftRx] 的范围内找不到某个切分单元的左边
界, 则增加一个虚拟切分单元. 虚拟切分单元左边界










步骤 2. 设切分单元右边界共有 Q 个不同的位
置, 则将词图分为 P = Q+2 个单元, 右边界位置相
同的切分单元及其候选识别结果节点在同一个单元;
起始节点和终止节点分别在第 0 单元和第 P − 1 单
元.
步骤 3. 遍历每个切分单元, 对于第 j 个切分单
元, 根据切分单元的位置在其左边界的左边寻找离
其最近的切分单元, 最近切分单元所在单元为切分
单元 j 的父单元. 如果在切分单元的左边没有切分
单元, 则其父单元为 0. 图中每个候选识别结果节点
的父单元为其对应切分单元的父单元, 起始节点没
有父单元, 终止节点的父单元为 P − 2.
步骤 4. 遍历图中每个节点, 对于第 k 个节点,





对图 6 中切分单元预处理后, 添加了一个虚拟
切分单元, 则右边界共有 10 个不同的位置. 将词图
分为 12 个单元, 起始节点和终止节点分别在第 0 单
元和第 11 单元, 每个切分单元的候选识别结果节点
在其对应的单元中, 根据节点之间的关系添加有向
边, 最终构造的词图如图 7 所示. 图 7 中的粗边线
矩形框为添加的虚拟切分单元节点.
图 7 词图









第二阶段的词图搜索, 找到 N-Best 路径. 把得分最
高的路径上的词序列作为最终文本行图像的识别结
果. 利用两阶段词图搜索算法寻找图 7 中的最优路
径, 最优路径如图 8 所示, 路径上的词序列就是图像
的正确识别结果.
图 8 词图搜索得到的最优路径









融合图像的大小和位置归一化, 提取 512 维的梯度
直方图特征, 并经正则化的线性判别分析 (Linear













计 1 724 幅文本行图像, 包含 13 422 个不同字体和
大小的字符. 电影文本行图像集是从电影中提取的




和文献 [5] 中的串行算法进行了比较实验. 文献 [3]





在实验中, 本文集成型算法的参数为: α = 0.45,
β = 1.25, γ = 40. 串行算法每个切分单元的候选字
符类数与本文算法的选取方法相同. 实验结果如表 1
所示. 从表 1 可以看出, 本文集成型算法的字符识别














数为: 1) 判断切分单元是否可能为字符的阈值 α; 2)




当参数β = 1.25 和 γ = 40 保持不变时, 参数α
表 1 视频文本行图像集字符识别性能
Table 1 Performance on text images extracted from videos
算法
电视文本行图像集 电影文本行图像集
字符识别率 (%) 处理时间 (s) 字符识别率 (%) 处理时间 (s)
文献 [3] 的串行算法 87.99 210.74 82.86 441.00
文献 [5] 的串行算法 95.55 440.46 98.26 918.79
本文算法 96.84 511.75 98.98 937.69
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对字符识别率的影响如图 9 (a) 所示. 当 α 在 0.35
至 0.55 之间取值时, 字符识别率变化很小, α 约为
0.45 时, 字符识别率最高. 当 α 太小时, 可能把一些
是字符的切分单元判断为非字符, 降低了字符识别
率. 当 α 太大时, 可能把很多非字符的连通域或连通
域的组合判断为字符, 则可能干扰基于语言模型的
后处理, 影响字符识别率, 同时增大了计算量.
(a) 参数 α 对字符识别率的影响
(a) The influence of the parameter α on recognition rate
(b) 参数 β 对字符识别率的影响
(b) The influence of the parameter β on recognition rate
(c) 参数 γ 对字符识别率的影响
(c) The influence of the parameter γ on recognition rate
图 9 算法参数对字符识别率的影响
Fig. 9 The influences of the parameters on
recognition rate
当参数 α = 0.45 和 γ = 40 保持不变时, 参数
β 对字符识别率的影响如图 9 (b) 所示. 从图中可以
看出, 当 β为 1时, 算法只选取与切分单元距离最小
的字符类作为候选字符识别结果, 不能充分发挥语
言模型候选识别结果选择的作用, 字符识别率最低.
随着参数 β 的增大, 切分单元的字符类以更大的概
率出现在候选识别结果中, 更能发挥语言模型候选
识别结果选择的作用, 提高了字符识别率.
当参数 α = 0.45 和 β = 1.25 保持不变时, 参
数 γ 对字符识别率的影响如图 9 (c) 所示. 从图中可
以看出, 当 γ = 0 时, 字符识别率最低, 当 γ 在 20 ∼
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