Abstract-We propose an optimization based algorithm for designing phase-shifting masks. Our approach is an extension of our previous work [1]- [3] in the sense that the intensity image is optimized at a number of optical planes rather than just the focus plane. In addition, our algorithm can be used to design masks with shifted focus plane and/or extended depth of focus. We also propose the concept of "dual mask" and show its consequences to practical phase-shifting mask design. Finally we show examples of our proposed design techniques for single line phase connectors, cross phase connectors, contact holes and bright lines. Simulation and experimental results verify the capability of our design technique to extend depth of focus and shift the focus plane.
I. INTRODUCTION HASE-SHIFTING masks have shown a great deal of P promise in extending the applicability of optical lithography to next generation of VLSI manufacturing. Many types of phase-shifting masks, such as Levenson type, self-aligned ring type, out-rigger type [4] , [5] have been proposed. While these conceptual models exploit the intuition gained from optics, they are ad hoc and nonsystematic. A systematic approach to phase-shifting mask design based on Simulated Annealing (SA) algorithm was proposed by Liu and Zakhor [ 2 ] . This approach is general in that, it can be used for arbitrary feature patterns, can be easily modified to include defocus and aberration effects, and can be adapted to any phase-shifting mask, such as out-rigger type and chromeless type. In this paper, we extend the algorithm in [ 2 ] to extend Depth of Focus (DOF) and show examples of phase-shifting mask design obtained via our proposed technique.
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The authors are with the Department of Electrical Engineering and Computer Sciences, University of California at Berkeley. Berkeley, CA 94720. IEEE Log Number 9205039. defocus planes. This, in turn, results in more uniform intensity profiles across various defocus planes. The outline of this paper is as follows. In Section 11, we formulate the phase-shifting mask design as an optimization problem. Specifically, in Section 2 . 2 we propose a new cost function for optimization across various planes. While our previous cost function in [ 2 ] is a piecewise linear function of error in image intensity, our new cost function is nonlinear. In Section 2 . 3 , we present a new cooling schedule for the simulated annealing algorithm, in which we convert annealing into simple iterative algorithm when the cost function is near the basin of a minimum. We also propose a new rule for terminating Markov chains associated with the SA by considering that the states we could actually visit in a practical annealing process is only a small fraction of the total number of states.
In Section 111, we introduce the concept of "dual mask." Specifically, we show that by straightforward modification of a given phase-shifting mask, we can flip the intensity pattern with respect to the optical focal plane. We will show consequences of the above result to practical phase-shifting mask design in Section 4.4.
In Section IV, we show simulation results for design examples such as phase connectors, contact holes, and bright lines using our proposed algorithm. The mask patterns for these examples are optimized at three optical planes in order to increase DOF. We also show that the focus plane can be shifted by appropriate choice of the location of the optical planes which are being optimized. Section V includes experimental results verifying performance improvements of our optimization based design techniques over conventional design techniques. Section VI includes conclusions.
FORMULATION WITH DEFOCUS EFFECTS
In this section, we formulate the optimization process by taking the defocus effects into consideration. Our approach is to optimize an objective function which depends upon the light intensity at various spatial points in various optical planes. Specifically, we begin by computing the local error functions and local cost functions at each spatial point on each optical plane. We then combine the local costs at each spatial point on different optical planes 0894 6507/91$03 00 c 1993 I b E t , IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING. VOL 6. NO I. FEBRUARY 1YY3 to obtain the combined local cost at that spatial point. Finally, we sum up the combined local cost functions at different spatial points to obtain the total cost function. Minimization of the total cost function results in the optimal mask.
General Formulation
For simplicity, we use similar notation to [ 2 ] . Suppose the desired binary aerial image, shown in Fig. 1 , is zero in domain C and one in domain D. Let A and B represent contours surrounding the boundaries of regions C and D respectively, where contour A is in region C and contour B is in region D. Furthermore, we assume the design specification on the light intensity I ( 2 ) for all the optical planes to be identical and of the form: 
, P denotes the pth optical plane, k is the index for sampling points, 4' is the vector of unknown pixel variables which represent the mask pattern to be optimized. Let the local cost function at spatial point k in region i on optical plane p be denoted by hy(ec). We combine the local cost functions at different optical planes in a pointwise fashion to obtain a combined local cost function Z at spatial point k , where i = A , B, C or D represents the region that the sampling point belongs to.
Finally, we define the total cost function to be the sum of combined local cost functions at each spatial point: where k E i means that the sampling point k is in region i , with i = A , B , C o r D.
Design of Cost Function
As seen in (6) and (7), the total cost function H consists of a summation over the function Z , which combines local cost functions hf(et). It can be argued that rather than designing Z and h, separately, one could directly design a total cost function Was a function of errors e [ to combine errors at different sampling points and on different optical planes simultaneously. However, we have chosen to separate the total cost function into a local cost function and a combination function for different optical planes in order to trade-off intensity patterns at various optical planes easily. For example, by giving more weight to the error in the focal plane, we can ensure a more desirable pattern at the focal plane at the expense of less desirable ones in defocus planes. In the remainder of this section, we will describe our choice of local function hf ( e t ) and the combination function Z .
I The Local Cost Function
The local cost function is used to measure the degree of violation at different spatial points on the same optical plane. Ideally a local cost function should (a) penalize violations of constraints in inequalities 1 through 4, (b) detect intensity dips at phase transition areas, (c) allow the optimization algorithm to correct the dips, (d) result in a uniform violation of the constraints. To satisfy these properties, we devise the following guidelines for the construction of local cost function:
I .
2.
The user should not have to deal with constraints on a point by point basis. Rather, the relative importance of contours A and B , and regions C and D should be controllable. There should be a large penalty for constraint violations but none or small penalty if the constraints are satisfied. 3 . Local large violations such as dips in phase connectors should be less desirable than the sum of many small violations. As a consequence, given a fixed total amount of violations, a uniform violation among different sampling points is more desirable than nonuniform violations. 4. Linewidth control is more important than contrast enhancement if enough contrast is achieved, but less important than contrast if there is not enough contrast. 5 . Since the developed resist edges are usually close to 0.3 intensity contours, there is less margin for violations in dark field region than in bright field region. For the pattern in Fig. I , this implies less margin for violations in domain C and on contour A than in domain D and on contour B.
For convenience of discussion, we consider only one optical plane, P = I , with two sampling points, and with a total cost function of two variables H = H ( e l , e,), where e , and e, are error functions at two different spatial points. We assume that functions H and h are differentiable and we note from (7) that a H / a e k = ah/&,, for k = I , 2. The desired properties of H and hence h are:
where U -zi are the Cartesian coordinates obtained by rotating the e , -el coordinates 45" counter clockwise.
We now describe the way guidelines 1-5 are related to desired properties in inequalities (8)-( 1 1). Guideline 2 requires h to be monotonically increasing, or equivalently K ( e J to be positive for all e k . The "<<" sign in inequality (9) also reflect guideline 2. Guideline 3 requires K ( e k ) to be an increasing function of ek in regions C and D. Equations (IO) and ( 1 1) enforce h to be at minimum when e l = e, and to increase with lel -e,( for a fixed e l + e,. Thus (IO) and (1 1) are in compliance with guideline 3 . Since contrast is related to error in regions C and D , and linewidth control is related to error on contours A and B , guideline 4 implies that for small e k , we must have h, > hc and for large e k , we must have hc > h,.
One way to achieve guidelines 3 and 4 would be to choose K ( e k ) to be a positive constant for A and B and to be an increasing exponential for C and D . In fact, we have chosen K ( e k ) in this way to design a set of local cost functions as follows:
h,(e) = e Ve I 0;
where Fig. 3 are in compliance with the requirements of guideline 4. The relation between hB and hD are similar to that of h, and h,.
Given the growth rate m, and the parameters tCl and rc2
in Fig. 3 The set of cost functions defined in (13)- (16) can be further modified according to different applications in order to allow trade-off between linewidth control and contrast, by multiplying different constants h, with different local cost functions h, ( x ) . The parameters we use in most of our simulations in Section IV are a = 0.25, b = 0.35, c = 0.15 and
The relative values formity is (20) where U -U are the Cartesian coordinates obtained by rotating the h' -h2 coordinates 45" counter clockwise, as shown in Fig. 4 . Equations (19) and (20) imply that a uniform image profile along different optical planes is favored and non-uniformity results in an increase in the cost function.
As shown in Fig. 4 , for a given constant U corresponding to the point A on the U axis, we draw the line AB which is perpendicular to the h 1 axis, and the line A D which is perpendicular to the U axis. Since Z is a monotonically increasing function of A', it monotonically increases from point B to A . Furthermore, since the uniformity constraint of (19) requires 2 to increase monotonically from A to D , the isocontour curve AC of combination function Z that passes through point A must lie within the triangle area ABD. In fact, the isocontour curve AC characterizes the combination function. When AC is close to A D , the combination function Z is close to h' + h2, and uniformity is not emphasized. When AC is close to curve AB, the combination function nearly corresponds to the larger of h' and h2, and uniformity of image along optical axis is emphasized. In fact, the AB curve corresponds to Z = max { A 1 , h'} and results in a min-max optimization problem, which is more difficult to solve than the resulting optimization problem due to A D curve.
For implementation purposes, we propose to use a combination function whose isocontours are straight lines between AB and A D . To be specific, we first sort h r ( e t ) into descending order:
of these t parameters reflect the requirement in guideline 5. we then combine them as follows:
Choice of Combination Function
The choice of combination function is similar to that of local cost function. Since the local cost function can possess most of the desirable properties required for the total cost function H , we only need to be concerned about the uniformity property in choosing the combination function.
For convenience of discussion, we consider a combi- for K ' = I , then the above combination function corresponds to a min-max problem. If P = 2, the combination function in (22) is characterized by the line AE with slope
The design examples shown in this paper are all obtained by using the AB curve. The min-max criterion in effect leads to more uniform intensity image distribution along the optical axis at the expense of contrast at focal plane, as shown in Fig. 5 . This should change the traditional wisdom that higher contrast at focus plane implies larger depth of focus. 
Fast Cooling Schedule
Similar to our approach in [ 2 ] , we use the simulated annealing algorithm to solve our optimization problem. In this section, we will describe the particular cooling schedule we use in our optimization algorithm.
In SA algorithm, we view possible mask pattems as states of a thermal system, and the total cost function of mask patterns as the energy function associated with the states [ 2 ] . Mask pattems are randomly generated and accepted with a probability defined by Boltzmann distribution:
where 4' is the vector of pixel variables of a particular mask pattern to be optimized, 4' represents the corresponding random variable, U ( T ) is a normalized constant, or the partition function in statistical physics and T is the temperature that controls the distribution. We start with a high temperature and gradually cool the system down. At each temperature we allow the system to reach thermal equilibrium by updating the state of the system using the above acceptanceirejection process. The sequence of states experienced by the system is called a Markov chain [ 2 ] . The probability of accepting low energy states becomes larger as temperature is reduced. The system eventually settles down to a near global minimum energy state. The choice of initial and final temperatures, the rule for termination of Markov chain, and the rule for the reduction of temperature is referred to as a cooling schedule.
Optimization at different optical planes is computation intensive. Basic SA algorithms such as the one used in [ 2 ] , [ 3 ] are primitive and have obvious drawbacks. To increase the speed, we propose two measures. Our first measure has to do with the fact that at very low temperature, the state bounces back and forth for a long time before it finally settles down to a local minimum. To avoid this problem, we compare the maximal change of total cost function in a single move at each temperature to the difference between the maximum and minimum cost of states at that temperature. When they are comparable, say less than 0.1% in difference, we set the temperature to zero and start a simple iterative algorithm. The transmittance of each of the mask pixels are then changed one by one; when all the pixels have been visited in a row without causing reduction in the cost, the optimization process is terminated.
Our second measure has to do with the fact that when using a simple cooling schedule, at high temperatures the state bounces back and forth, and therefore it is hard to detect the existence of equilibrium. Intuitively, there is no equilibrium unless the temperature reduction rate is very slow compared to the rate of visiting different states in the solution space. Since the simulation of imaging system in each iteration is time consuming, we can not afford to visit a large number of states, and any practically affordable annealing process cools "too fast." In view of this, we suggest the decision to reduce the temperature should be based on the position of the state on energy surface rather than the time spent on previous temperature. Hence we propose a new rule for termination of Markov chains at each temperature.
Let H denote the random variable for total cost function at certain temperature with expectation v and the standard deviation O . Clearly H follows Boltzmann distribution, and v and o are functions of temperature. Our proposed new rule terminates a Markov chain as follows: whenever the cost of the current state falls into within f0.50 of the expectation v of the cost H at current temperature, we conclude that a "good" position is reached and the Markov chain at that temperature is terminated. To avoid fluctuations of estimates of U , U / -, for temperature T I P is used as an estimate of U / for temperature T / . To estimate the expectation vI at temperature T i , a running average is computed with a weight function that emphasizes recent observations more than earlier ones in order to reduce transient effects due to temperature change. To be spe-cific, we define the running average as follows,
where n is the number of moves made at temperature T,, H, is the total cost after n moves under temperature T, and the weighting coefficients are chosen to be p i = 1 -p l , with p being a parameter to be determined. By simple manipulation, we obtain a convenient form where MI, and D,, are the numerator and denominator of (24) To avoid termination of Markov chains prematurely due to lack of samples for meaningful statistics, we set up a buffer time before the test for "good" positions can be started. Specifically, we wait for N I cycles for the transients to die out and for N2 cycles to obtain meaningful statistics. We estimate N 2 using Chebyshev's inequality. Let Hi be the random variable representing the total cost function of the ith accepted state at certain temperature.
Strictly speaking, H i , i = 1, 2, * * . are not independent identically distributed (iid) random variables, but as a good approximation, we assume they are iid with expectation v and standard deviation U , Let H, denote the random variable representing a simple average of H,, i = 1, 2 , . . . . n , and HI, denote a sample of H,. Then the expectation and standard deviation of HI, are v and a/&, respectively. By Chebyshev's inequality
Limiting the error in estimation of U to half the standard deviation of H i , i.e. 6 = a / 2 , then E I 4 / n . If we want E I 0.1, we can choose n 2 40 or N2 2 40. We note that the running weighted average is different from a simple average, but they are close after N , + N2 cycles.
In summary, we do not start testing whether a "good" position is reached until n 2 N , + N2. After that time, if at any step JH,, -a,,l 5 0 . 5~~-I , then the Markov chain is terminated for temperature T, and the temperature is reduced. On average, the effects of the two measures described in this section result in more than doubling the speed of the optimization process without deteriorating the quality of solutions. 
DUAL MASK SYSTEM
In this section, we derive a relationship between mask phase-symmetry and the resulting intensity symmetry with respect to the optical focus plane. As we will see in Section 4.4, this property is of importance in designing focus shifted masks.
Let g (x, y ) andf (x, y ) denote the complex transmission coefficients of two phase-shifting masks. Let the superscript "*" denote complex conjugation. We introduce the concept of dual mask as follows:
Dejnition 1: Phase-shifting masks g(x, y ) andf(x, y ) are said to be dual to each other if there exists a real number 8 such that g(x, y ) = e J H f * ( x , y ) for all x and y .
Since typical phase-shifting masks in practice have finite number of levels, the dual of an arbitrary phase-shifting mask may not have the same phase levels as the mask itself. For instance, if a phase-shifting mask has phase levels 0", 60" and 180", choosing I9 = 180" in definition 1, then its dual has phase levels 0", 120" and 180". This means that the dual mask requires one more mask step to manufacture the 120" phase than the steps needed to manufacture the original mask. However, as we will see, if the phase levels of a mask belong to a "dual mask system," then the phase levels of its dual also belong to the same system. We now define a dual mask system as follows:
Dejnition 2 Typical phase-shifting mask systems under investigation by researchers are all dual mask systems. For example, I9 = 180" for the mask systems {0", 180"), {0", 90", 180") and (0", 60", 120", 180"), I9 = 0" for the mask system { -90", 0", 90'3, and I9 = 0" or 120" or 240" for the mask system {0", 120", 240"). It is inter-esting to note that for the {0", 120", 240") mask system, a dual mask can be obtained by keeping any one phase fixed and exchanging the other two phases for all spatial points of the original mask. Having defined the concept of dual mask. we now state the following symmetry property about it:
Theorem I : If masks g(x, y ) and f(x, y ) are dual to each other. then, independent of the value of 0, the intensity image of one mask at an optical plane with A z defocus is the same as the intensity image of the other mask at -Az defocus.
The proof consists of two steps, first we derive the relationship between Transmission Cross Coefficients (TCC) function at A z defocus and -A z defocus, and the symmetry property of TCC function with respect to the origin; then we derive the sufficient condition under which the above statement is true. For details of proof, refer to the Appendix.
As an example of dual masks, the masks in Figs 
IV. SIMULATION RESULTS
Based on our proposed algorithm, we can design phase connectors with desirable contour shapes and contrast both at focal plane and defocus planes. More interestingly, we are able to design masks that shift focal plane of intensity image away from the optical focus plane. This capability allows us to design masks that adapt to the uneven topology of resist and hence results in an effective increase in depth of focus.
Phase-Connector Design
Among the proposed phase-shifting masks, Levenson type has been shown to result in significant performance improvements especially for patterns such as equal lines and spaces [4]. However it is used for alternating features and therefore when applied to more complex features, where opposite phase assignments may be required on different portions of a feature, phase-conflicts occur. Hence, a phase-connector, which can connect opposite phases, is needed in order to apply Levenson type mask to more general phase-shifting masks. An existing solution is to use segments of intermediate phases to connect the opposite phases; however, this results in light intensity dips at the junction of different phases. As minimum feature size reduces, this problem becomes more serious. In this section, we show the application of our algorithm to overcome this problem.
For all examples in this section, the resist is assumed to be positive, the wavelength is 0.365 ym, the numerical aperture is 0.32 and the degree of partial coherence is 0.50. All the masks are periodic with only one period shown in the figures. We use a phase-shifting mask system composed of opaque and transparent with O", 90" and 180" phases. In the figures, opaque is represented by dark areas, 0" phase by white area, 90" phase by light shade area and 180" phase by dark shade area.
Figs. 7 and 8 show designed single space phase connectors, using simple intuition and our proposed approach respectively. The feature size is 0.60 ym and the pixel size in Figs. 8 is 0.15 pm. Figs. 9 and 10 show the show intensity at 0.0, f 1 .O pni defocus. As seen in Fig. 7 , the simplest intuitive way of connecting a 0" phase region and a 180" phase region is to use a 90" segment in between. However, as seen in Fig. 9 , this results in a light intensity dip at the transition area which becomes more serious as the transition length becomes shorter. The resulting mark using our proposed algorithm is shown in Fig. 8 . Due to four-fold symmetry, we only optimize the mask in the first quadrant with the contributions from other quadrants taken into consideration. By taking advantage of the chrome area surrounding the bright line phase connector, our algorithm results in less intensity dip at both focus and defocus planes, without deteriorating the line width variation. The optimal design, though more diffi- cult to manufacture, leads to intuitive insight. For instance, it suggests that at a phase junction, we should make the transparent line wider and use neighboring opposite phases to cancel the light leaking into the chrome area.
INTENSITY INTENSITY
Figs. 11 and 12 show a Levenson type mask for parallel bright lines which are to be connected to a vertical bright line. Specifically, Fig. 11 shows a simple intuitive design, while Fig. 12 shows our optimized design. The feature size is 0.64 pm and the pixel size in Fig. 12 is 0.16 pm. Phase-conflict occurs because the parallel lines with opposite phases have to join the same vertical line. The intuitive design is a clever arrangement for the phase connection, where all the phase transitions occur on vertical to horizontal line junction, so as to keep the advantages of Levenson type mask. As seen in Fig. 13 , this mask results in a fair connection at the focus plane, but has problems at f 1 .O pm defocus planes. We notice that the Quantitative results on the improvement are hard to obtain because at these junctions there is no clear definition of linewidth, especially since there are distortions at defocus due to the phase transition. Nonetheless, our simulation results indicate that for medium features, the designed masks can compensate diffraction effects to result in better shaped intensity contours, and for small features, the de- signed masks can provide proper biases. Our contact hole examples in Section 4.2 show more clearly the way our proposed algorithm can increase depth of focus.
Contact Hole Design: Long DOF and Focus Shifr
In this section, we present various contact hole designs with long depth of focus, with or without a shift in focus planes. In all the examples, we use a {O", 90", 180") phase system. The dark region represents opaque, white region represents 0" transparent, light shade region represents 90" transparent, and dark shade region represents 180" transparent. The designed masks are compared to conventional binary masks, whose sizes are the same as the desired contact hole sizes. As a good approximation, the contact hole size is defined to be the diameter of normalized intensity contour at 0.3 level. Since the designed contact hole masks are frequently asymmetric with respect to x = y line, we plot the contact hole sizes in both x and y directions.
. 2 . 1 Long Depth of Focus
In Figs. 15-18, i-line X = 0.365 pm is used, the numerical aperture is 0.45, the degree of partial coherence Fig. 15 is shown with the dashed lines marked with optx.defo for diameter in .r-direction and opty.defo for diameter in ?-direction. The contact hole sizes are measured using the diameter of 0 . 3 contour of normalized intensit) images. is 0.5. and the pixel size is 0.17 x 0.17 pm'. The desired image and the conventional binary mask is a 0.68 pm contact hole. The masks designed by our algorithm are optimized at optical planes i = -2.0,0,2.0 pm. The vector K' is (1, 0. 0). that is, we choose to solve a min-max optimization problem. Fig. 15 shows a designed mask pattern using our algorithm. Its corresponding contact hole size versus defocus is compared to a conventional binary mask in Fig. 16 . Our approach clearly results in a significant increase in depth of focus. The reason for arriving at an asymmetric solution can be partially explained by considering a symContact Hole Mask X (4 Fig. 17 . Another optmized mask for 0.68 pm contact hole, with no focus plane shift. In the mask. dark area is opaque; all other areas are transparent with different phases: whlte for 0", light shade for 90" and dark shade for 180".
Contact Hole Mask
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1.00 0.00 1.00 2.00 Fig. 18 . Contact hole sizes for a conventional 0.68 p n binary mask is shown with the solid line marked with nopt.defo, and for the optimized mask in Fig. 17 is shown with the dashed lines marked with optx.defo for diameter in x-direction and opty.defo for diameter in ?-direction. The contact hole sizes are measured using the diameter of 0.3 contour of normalized intensity images.
metric extension of the designed mask in Fig. 15 . Specifically, we have found that the hole size of the symmetric mask deviates more from the desired size than the optimally designed asymmetric mask of Fig. 15 . The mask in Fig. 15 is not the only one with acceptable performance. By starting with a different random initial pattern for the simulated annealing algorithm, we can find another mask, shown in Fig. 17 , that offers comparable performance, as shown in Fig. 18 . Other comparable solutions are also possible. This phenomenon is typical of large "frustrated" systems, where conflicting requirements are to be satisfied. In such systems, with multiple near global minima, it is not worthwhile to find the exact global minimum. This multiplicity of near global minima is referred to as ultrametricity [6] .
Since the intensity specifications in the above examples are symmetric with respect to the focus plane, our algorithm chooses not to use the 90" phase. This means that 90" can not help in both directions of defocus, and the best masks for symmetric defocus behavior are composed of 0" and 180" phase shifters only. Another insight that can be gained from the designed masks in Figs. 15 and 17 is that, if we limit the mask area to a small region, then the optimal masks boost intensity by making the hole larger, and use a ring shifter to suppress the intensity at the edges.
Shifting the Focal Plane
Our algorithm can be used to design masks with shifted focal plane provided such shifts are not limited by the physics of the situation. In the following examples, the wavelength is 0.365 pm, the numerical aperture is 0.32, the degree of partial coherence is 0.5 and the pixel size is 0.17 pm X 0.17 pm. The desired contact hole size is 0.68 Pm.
The designed mask in Fig. 19 is optimized for z, = -0.5, 1.0, 2.5 pm optical planes with Z = (1, 0, 0) resulting in a desired shift of 1 .O pm in the focus plane. As seen in Fig. 20 , the designed mask clearly accomplishes this shift. Besides the focus shift, the designed mask also provides proper bias and extended depth of focus. The conventional binary mask results in a contact hole of 0.64 pm instead of 0.68 pm. Fig. 21 shows a mask with a larger area of optimization, optimized at z = -1.0, 0.5, 3.0 pm optical. As seen in Fig. 22 , the designed mask accomplishes three tasks all at once: focus shift of 0.5 pm, extended DOF and proper bias. The increase of DOF is about l o o % , which is quite unusual. This can be explained by considering that a larger mask area results in more degrees of freedom and hence superior performance.
Bright Line Design: Long DOF and Focus Shifi
In this section, we show two examples of bright line designs using our algorithm, one for extension of DOF and the other for focus shift. The numerical aperture is 0.48 and the degree of partial coherence is 0.38. Due to Bright Line Mask 0.75 7-1 400. Fig. 22 . Contact hole sizes for a conventional 0.68 p n binary mask is shown with the solid line marked with nopt.defo, and for the optimized mask in Fig. 21 IS shown with the dashed lines marked with optx.defo for diameter in x-direction and opty.defo for diameter in v-direction. The contact hole sizes are measured using the diameter of 0.3 contour of normalized intensity images.
four-fold symmetry, we only optimize the first quadrant while taking the contributions of other quadrant into account. The pixel size is 1.5 x 0.1 pm'. Fig. 23 shows a designed mask for a 0.8 pm bright line with extended DOF. The designed mask is optimized at optical planes z = -2.5, 0.0, 2.5. The vector Z is chosen to be (1.0, 0.5, 0.3). Since there is no focus shift, only two phases (O", 180°} are necessary. The linewidth variation of the designed mask at different defocus is compared to a binary conventional mask in Fig. 24 . As seen, the increase of DOF is tremendous, and the linewidth uniformity is excellent. Such performance improvement is possible. because the features size to be designed is above optical resolution, so there is more margin in contrast at focus plane to be traded-off with contrast at defocus planes. This will become more clear in the following discussion.
Figs. 25 and 26 show the intensity distributions along a line in y direction of the conventional mask and the designed mask in Fig. 23 , respectively. The intensity of the designed mask is not as bright as the conventional binary mask at focus plane, but it maintains enough brightness along much wider range of defocus than the conventional mask. Physically, a conventional mask together with high numerical aperture lens results in a significant amount of energy carried by waves of large incident angles. These waves tend to destroy the coherency when they go out of focus. The assisting features in our designed mask re-focus some waves at defocus planes, thus inevitably reducing the coherency at the focus plane. It is interesting to note in Fig. 26 that outside the defocus region of interest, the intensity of the designed mask drops off rapidly and turns into two bright spots. One disadvantage of the de- signed mask is the existence of small ripples in the dark region; however these ripples are within specification in the range { -2.5, 2.5) pm of defocus. Besides, these ripples are inherent to phase-shifting masks. The other disadvantage of the designed mask is the use of larger mask area than the conventional one. Fig. 27 shows a designed mask for a 0.4 pm bright line with focus plane shifted by about 0.76 pm. The corresponding linewidth as a function of defocus is shown in Fig. 28 . The designed mask is optimized at optical planes z = 0.0, 1.0, 2.0 pm, which suggests a 1 pm shift in focus plane. We are not able to achieve the desired 1 pm IDt-Wv- shift because of physical limitations. The vector 2 is chosen to be (1.0, 0.5, 0.3) and the available phases are 0", 60" and 180".
Application of Dual Mask fieorem
The examples shown in Section 4.2.2 all have positive focus shift. Applying the dual mask theorem, masks with negative focus shift plane can be obtained from those with positive focus shift by simply changing the 0" areas to 180", 180" areas to 0", and keeping the 90" areas unchanged. Fig. 29 shows the dual mask of the mask in 19. Fig. 30 shows the contact hole sizes versus defocus for a conventional binary mask and the designed mask of Fig. 29 . Although neither of these two masks have an extraordinary long DOF, the two of them used properly for different resist topologies can cover 6 pm depth of focus, which is three times that of the conventional masks.
V. EXPERIMENTAL RESULTS
In this section, we will show experimental results verifying the simulation results of our technique. Fig. 29 is shown with the dashed line marked with optx.defo for diameter in x-direction and opty.defo for diameter in ?-direction. The contact hole sizes are measured using the diameter of 0 . 3 contour of normalized intensity images.
Contact Hole Mask
I Mask Fabrication
The predicted behavior of binary phase-shifting features optimized with the proposed algorithm was experimentally verified. A phase-shifting mask with three phase levels of 0", 90" and 180" was fabricated in the Berkeley Microlab facility. The mask incorporated optimized features and intuitive designs for some of the cases described in Section IV of this paper, i.e., cross phase connectors, line phase connectors and contact holes with an extended range of DOF and a shifted focus plane.
The fabrication process of the test mask is based on an approach using dry RIE etching of the phase-shifter in CVD Si02 deposited on the chromium layer of the mask [7] . Quartz wafers of 4" diameter with a 95 nm thick chromium layer were used as the substrate for the phaseshifting mask fabrication. The process started with delineating the 180" phase-shifting layer using i-line lithography with positive photoresist on a 1OX reduction stepper. The use of the lithographic stepper with alignment capability and image demagnification was essential for this fabrication technique. The resist pattern was transferred into the chromium by wet etching. Deposition of a Si02 layer of &[h/2 (n -I)] thickness on the chromium was used to build up a first phase shifting layer of 90". Next, the mask pattern of the 90" layer was delineated with the optical lithography stepper. The pattern was then transferred into the Si02 layer by RIE using the chromium, which was not yet removed for this layer, as an etch stop. After careful removal of the photoresist and of polymers created by the RIE etch, the chromium was etched in the SiO, windows. In a second SiO, deposition step the thickness of the 180" phase shifter was completed and the 90" layer was formed. The 0" phase areas were made by using i-line lithography for pattern delineation and by RIE etching the SiOz and wet etching the chromium.
Although alignment problems were greatly reduced by using the l o x reduction stepper, misalignment errors of up to 0.3 pm occurred. In cases, where areas of different phases were directly adjacent to each other, misalignment either caused a small trench according to the amount of overetch or a corresponding area of remaining chromium to be formed. The depth of the unwanted trenches was comparatively small for the used overetch of approximately 10%. These structures can be treated as phasedefects of less than 10" phase mismatch. Therefore no significant effect on the imaging properties are expected. However, the remaining chromium in the case of 0.3 pm misalignment causes a severe change in the transmission of the mask feature, strong enough to affect the printed photoresist pattern. The microscope pictures of Figs. 31 and 32 show the masks features of an intuitive and an optimized design, respectively of a phase cross connectors. The 0" layer is misaligned by 0.3 pm with respect to the 90" layer causing a small chromium bridge to remain at some transitions.
Resist Printing
Phase-shifting masks have been fabricated for the application to both a 0.32 NA i-line ( A = 365 nm) stepper with a 10 x reduction factor and a 0.43 NA deep UV ( A = 248 nm) stepper with a 20X reduction lens. For the i-line system the phase mask features were printed in 1 pm thick positive photoresist (Waycoat HiPR 65 12) on bare silicon. At deep UV wavelength negative 0.95 pm thick photoresist (Shipley SNR 248) on bare silicon was used. Since no anti-reflection coating was applied the small bandwidth light source leads to a strong standing wave effect which causes the exposure to vary vertically within the resist. Uniformity was achieved by applying a post exposure bake of 1 min at 120°C and 1 min at 140°C for the i line and the deep UV resist, respectively. However, the amount of energy coupled into the resist strongly depends on the reflection of the silicon resist surface. For the case of small bandwidth deep UV exposure with the Excimer laser stepper the energy coupled into the resist changes from 40% to 95 % for a resist thickness variation of 50 nm [8]. The used resist process shows a thickness uniformity over the die size of better than 1 %, however, absolute thickness measurements could only be performed to about 2 % accuracy. Therefore, it was difficult to control the exposure dose to achieve a resist pattern matching the 0.3 intensity contours.
I Cross Phuse Connector
The cross phase connectors in Figs. 1 1 and 12 were printed on the i-line stepper in positive photoresist at various focus positions. The photoresist was assumed to remain for exposure levels above 0.3 in the optimization.
Figs. 31 and 32 show the actual masks corresponding to the designs of Figs. 11 and 12, respectively. Fig. 33 shows the corresponding SEM micrographs of the actual resist pattern for the printed cross phase connector of shown optical planes. The aerial image contours show a significant linewidth decrease at the phase transition regions. The effect can still be seen, despite the superimposed influence caused by misalignment. The asymmetric behavior of the line width variation at different optical planes affects the amount of bending at the top ends of the resist lines. Although the effect is too small to compensate the artifact of the misalignment, an increase in the bending effect for 1 .O pm defocus and a decrease for -1 .O pm can be seen. In Fig. 34 SEM micrographs for the optimized cross phase connector are shown for 0.0 pm and 5 1 .O pm defocus. The optimization algorithm leads to a design with reduced linewidth variation at the transition regions as shown by the contour line plots in Fig. 14 . Although both the intuitive and the optimized features were fabricated simultaneously on the same mask and were therefore suffering the same misalignment, the resist pattern for the optimized case shows no increased bridging tendency. Obviously, the optimized design has a reduced sensitivity to misalignment errors. While for the intuitive case misalignment leads to a comparatively large chromium defect, the pixel structure of the optimized cross connector suppresses the formation of large area defects resulting in scattered nonprinting smaller defects. The misalignment still causes a small tendency for the resist line ends to bend. Besides the clear improvement in misalignment sensitivity, the resist pattern of the optimized cross connector shows less line width variation at the phase transition areas. Keeping in mind the effects caused by misalignment, the resist shape matches the corresponding 0.3 intensity contour lines at all given focus positions. Thus, we have shown experimental evidence of the performance improvement and validity of the proposed pixel based phase-shifting mask feature optimization routine for the case of a cross phase connector. In addition, the op- timized design showed a reduced sensitivity to misalignment errors.
Line Phase Connectors
Intuitive and optimized designs for line phase connectors shown in Figs. 7 and 8, were also printed on the i-line stepper in positive resist at focus positions of 0.0 pm and f 1 .0 pm. The misalignment errors of 0.3 pm as seen for the phase cross connectors were present both for the intuitive and the optimized design features.
The optimization for the phase line connector was performed with the goal to preserve the desired resist shape at 0.0 pm and f 1 .0 pm defocus position and thus to extend the DOF range. The resist profile was assumed to follow the 0.3 aerial image intensity contour.
In Figs printed with an intuitive and an optimized design mask feature are shown for optical planes of 0.0 pm and k 1 .O pm. Again, the effect of the misalignment can be seen in both the optimized and, more pronounced, in the intuitive design pattem. The misalignment has a stronger effect at the right hand side of the resist pattern. Here, the mask has large chromium defects rather than phase defects. The optimized design shows reduced linewidth variation as compared to the intuitive design over the given defocus range. The results are in good agreement with the predicted shape obtained from the computed 0.3 intensity contours. range were printed with the deep UV stepper in negative resist. The negative photoresist reversed the topography of the photoresist pattern. Therefore, the contact hole patterns appeared as posts of remaining resist rather than as holes in the photoresist. Negative resist polarity facilitates the SEM analysis of contact holes.
Contact Holes with
The fabrication process for the deep UV phase-shifting masks was the same as for the i-line stepper, except for an adjustment in thickness of phase shifting layers. The layout geometry of the phase-shifting mask features was identical for the i-line and the deep UV application. The i-line and the deep UV stepper had a 2 : 1 correlation for the resolution factor X/NA and a compensating relation in the reduction values of 10 : 20, respectively. Therefore, designs for the intuitive and the optimized features with the same scale could be applied on both steppers. ited by the nonuniform thickness of the posts which was caused by the absorbing negative photoresist. The optimized contact holes were designed to extend the DOF range and to shift the focus plane by 0.28X/NA2. Although the design was originally performed for 0.3 resist threshold, the contact hole feature designed with our optimization algorithm shows improved performance even though the actual threshold was 0.6. The DOF range is considerably extended and a shift in focus plane was achieved. The image intensity of the optimized contacts reached the threshold over a defocus range of 1.5X/NA2 as compared to 0.75X/NA2 for the conventional contact holes design.
The experimental data verified the extended DOF range and the shift in focus plane for the optimized design contact hole feature. The quantitative agreement was limited by the measurement accuracy and the resolution in defocus steps.
VI. CONCLUSION In this paper, we have proposed an automatic optimization technique that includes defocus effects into consideration. Equipped with this powerful tool, we are able to design masks that solve problems such as phase connection. Design examples on contact holes demonstrate that considerable increase in depth of focus can be achieved using our algorithm. Furthermore, desired focus plane shift can be achieved by specifying it implicitly in the input to the algorithm. Compared to existing approaches to phase-shifting mask design, our approach offers several advantages: (a) First, it is automated and systematic in that little expertise or intuition is needed to design fairly complex masks; (b) Second, our algorithm is general in that it can be applied to any mask pattern, and any phaseshifting mask systems with arbitrary number of phase levels; (c) Finally, our algorithm can accomplish multiple tasks, such as providing bias, compensating diffraction effects, extending DOF and shifting focus plane, all within a single optimization.
Our new concept of dual mask simplifies the design of focus plane shifted masks. The theorem we proved for dual masks is general enough to cover most phase-shifting mask systems under investigation by researchers.
The CPU times for the examples in this paper range from 20 minutes to several hours on a Sparc I Sun workstation, depending on the number of pixels and the "hardness" of the problem. By a hard problem we mean one in which physical limitations prevent the algorithm from achieving the user specified specification for intensity pattern. An example of a hard problem is one in which the user requests a 100% extension of the depth of focus. A promising direction of future research lies in applying parallel processing techniques in order to speed up application of our algorithm to "hard" problems.
To ensure obtaining acceptable solutions from our proposed algorithm, we have to pay attention to the interplay between physical limitations and the parameters of the optimization problem. For instance, if we try to optimize at optical planes which extend over a large range, we might jeopardize the quality of image at the focus plane.
One drawback of our algorithm is that it results in masks which may be expensive to manufacture. To circumvent this, future research should be directed towards modifying our algorithm so that it results in more practical, robust, manufacturable and inexpensive masks. Possible ways of achieving this include reducing the number of pixels, increasing minimum feature size for the mask, allowing pixels to be of different sizes and not on a fixed grid.
In summary, our algorithm provides a general, practiwhere rJ = S N A / h and S, the partial coherence factor is: NA of condenser/NA of imaging optics. First, we show that given a real J ( f , g), the TCC function has complex conjugate symmetry property with respect to the focal plane, cal and user friendly optimization tool for phase-shifting mask designs. Next, we show that T A , ( f ' , g';"', 8") is symmetric with respect to origin if circular pupils are used, Finally, we derive the conditions on the masks such that the intensity of one mask as A z plane is the same as the intensity of the other mask at -A z plane. Denote -f " , -g ") F ( f " , . g " ) F * ( f " -f, g" -g) df" dg" Clearly the left term should not depend onfnor g because the middle term does not. Instead, they should be equal to a constant k ( f ', g') depending only onf ' and g'. From (42), we obtain G ( f ' , g') = k * ( f ' , g ' ) F * ( -f ' , -g') .
Substituting this in (40), we obtain
Moving k (f ' , 8') to the right hand side, we immediately see that k* (f' + f , g' + g) can not depend o n f a n d g.
Hence, it must be independent of to f and g. Taking f = For (44) to be valid for any f ' and g', we must have k ( f ', g') = e'' where 0 is any constant independent o f f ' and g'.
A sufficient condition for (41) to be true is then G ( f , g) = e"F* (-f, -g ) o r g k Y ) = e " f * ( X , Y) (45) QED.
