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Theoretical treatments of strong-field physics have long relied on the numerical solution of the
time-dependent Schro¨dinger equation. The most effective such treatments utilize a discrete spatial
representation — a grid. Since most strong-field observables relate to the continuum portion of the
wave function, the boundaries of the grid — which act as hard walls and thus cause reflection — can
substantially impact the observables. Special care thus needs to be taken. While there exist a num-
ber of attempts to solve this problem — e.g., complex absorbing potentials and masking functions,
exterior complex scaling, and coordinate scaling — none of them are completely satisfactory. The
first of these is arguably the most popular, but it consumes a substantial fraction of the computing
resources in any given calculation. Worse, this fraction grows with the dimensionality of the prob-
lem. And, no systematic way to design such a potential has been used in the strong-field community.
In this work, we address these issues and find a much better solution. By comparing with previous
widely used absorbing potentials, we find a factor of 3–4 reduction in the absorption range, given
the same level of absorption over a specified energy interval.
I. INTRODUCTION
To theoretically describe highly nonperturbative inter-
actions — such as strong-field physics — in a fully quanti-
tative manner, the best option is usually to numerically
solve the time-dependent Schro¨dinger equation (TDSE).
One of the most popular approaches to practically solving
the TDSE represents the wave function on a finite spa-
tial grid with boundary conditions applied at its edges.
In general, such a grid needs to be large enough so that
there are no reflections from the boundaries which behave
as infinitely hard walls. Otherwise, the reflections might
lead to unphysical changes in the observables. For exam-
ple, an ionized wavepacket reflected from the boundary
back to the origin might be driven by the laser field into
bound states, thus reducing the total ionization yield.
The most direct way to avoid such spurious reflections
is to move the boundary further away. Since the grid
density is fixed physically by the highest energy, how-
ever, this requires more grid points which, in turn, incurs
a greater computational cost. In fact, the large grids re-
quired to describe current experiments have become a
key bottleneck to improving the numerical efficiency of
solving the TDSE, especially as laser wavelengths push
beyond 800 nm.
Fortunately, if the wave function at large distances can
easily be reconstructed or is not of interest, it can be
absorbed at a sufficiently large distance that it does not
affect the dynamics at small distances. Applying such ab-
sorption techniques, one can generally reduce the box size
significantly. The absorb-and-reconstruct strategy was
probably first developed by Heather and Metiu [1] which
they demonstrated for strong-field dissociation. Their
work has been adopted in hundreds of papers since. A
new implementation following this philosophy [2, 3] has
proven similarly effective.
Among the various methods to effect absorption at
the boundary, the most widely used — and probably the
simplest — method is the complex absorbing potential
(CAP) [4–17] or the closely related masking function [18].
Another increasingly popular absorbing-boundary tech-
nique is exterior complex scaling [19–23], where one ro-
tates the coordinate into the complex plane at large dis-
tances. Other, less common, methods to treat the bound-
ary reflection include time-dependent coordinate scal-
ing [24–26], the interaction representation [27–29], and
Siegert-state expansions [30]. While these methods are
local in time and vary from exact to approximate, it is
also possible to construct a perfectly transparent bound-
ary using Feshbach projection techniques [13]. The dis-
advantage of such methods is that they require the wave
function from previous times and are thus nonlocal in
time. In this work, we will focus on the CAP due to
its popularity and the simplicity of its implementation.
Our goals are to make it both more efficient and more
effective.
Although the CAPs utilized in previous studies are pre-
dominantly polynomials [8, 9, 12–14, 16, 17], other types
of absorbing potentials such as cos2 [15], Po¨schl-Teller
(1/ cosh2) [4], and a pseudo-exponential [exp(−x−n)] [5,
6] have also been used. In most of these papers, the
CAP’s performance is examined by studying the depen-
dence of the reflection R and transmission T coefficients
on the energy. Riss and Meyer [8], for instance, carefully
investigated the properties of R and T for polynomial
CAPs, finding some difficulty in treating low energies.
They characterized their optimized potential parameters
in terms of the absorbed energy ratio Emax/Emin, where
Emin and Emax indicate the minimum and maximum en-
ergies, respectively, for which absorption exceeds a given
value. The maximum ratio they considered, 30, is too
small, however, for typical strong-field electronic dynam-
ics. We will, for instance, consider Emax/Emin=500. Vi-
bok and Balint-Kurti [5, 6] presented a more optimal
CAP — the exp(−x−n) type — for heavy particles, but
the range of absorbed energies was still insufficient for
strong-field problems.
Even though R and T provide a clear, quantitative
measure of performance, studies of CAPs in strong-field
problems utilizing them can hardly be found. Their ab-
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2TABLE I. The CAPs considered in this work, both from the
literature and proposed in this work.
CAP type V (x) (units of ~2/2m)
quadratic [8, 13] −iα2(x− x0)2
cosine masking function [18] −iα2 log{sec [(x0 − x)/β]}
M-JWKB [11] −ik2min(x)
quartic [8, 13] −iα2(x− x0)4
pseudo-exponential [5] −iα2e−β/(x0−x)
Po¨schl-Teller [4] −iα2sech2[(x+ x0)/β]
single-exponential (present) −α2e−x/β
double-exponential (present) −α21e−x/(2β) − iα22e−x/β
double-sinh (present) −α21/(2 sinh[x/(2β)])
−iα22/(2 sinh[x/(2β)])2
sence is likely due to the inherent time-dependent nature
of the strong-field problem and the authors’ consequent
focus on wavepacket behavior, losing track of the con-
nection with R and T . In contrast, we will adopt R as
the figure of merit for designing our absorbing potentials
for the strong-field problem, incorporating it as a critical
piece in our systematic CAP construction method.
The major advantage of the CAP is its simplicity. The
major disadvantage is that it has required a relatively
large spatial range to be effective, thus consuming non-
negligible computational resources. In this paper, we im-
prove the performance of the CAP and systematically de-
sign a more optimal — yet general — CAP for strong-field
processes. Specifically, we provide an optimized CAP
with a factor of 3–4 reduction in the absorption range
compared to some widely-used CAPs [13]. Our optimized
CAP absorbs at a prescribed level over a large enough
energy range to be useful for strong-field processes.
To be clear, while we optimize our CAP for the strong-
field problem, it can be readily adapted and re-optimized
for other problems following the procedures we outline
below.
II. THEORETICAL BACKGROUND
Since a time-dependent wavepacket can always be writ-
ten as a superposition of the time-independent scattering
states, we use the time-independent reflection coefficient
as a quantitative tool for characterizing and designing
an optimal CAP. We will require the CAP’s reflection
coefficient to remain below a cutoff value Rc, R 6 Rc,
over a given energy range Emin 6 E 6 Emax. Since the
spatial region devoted to the CAP near the edge of the
grid is unphysical, we wish to minimize the computing
resources it consumes as much as possible. Therefore, in
this work, our optimization efforts focus on reducing the
absorption range xR, as defined in Fig. 1, while meeting
the absorption criteria above.
We study one-dimensional CAPs since they can be eas-
ily adapted to higher dimensions, obtaining the reflection
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FIG. 1. The scheme used to characterize a CAP and deter-
mine its reflection coefficient. The edge of the grid is taken to
be x = 0, and we require ψ(x=0) = 0 as is typical in solving
the TDSE. We assume incidence from the right as indicated.
We define the absorption range xR from the distance at which
the absorbing potential decreases beyond a cutoff value Vc and
can be neglected, |V (xR)| = Vc.
coefficient R by solving the Schro¨dinger equation,[
− ~
2
2m
d2
dx2
+ V (x)
]
ψ = Eψ, (1)
as indicated schematically in Fig. 1. We consider the
potential V (x) to be one of the CAPs listed in Table I.
The shapes of all the CAPs considered are generically as
in Fig. 1 and are controlled by the following parameters:
α2 is the strength of the potential, β mainly determines
its width, and x0 is a shift. These are the parameters
that will be varied to optimize the CAPs.
The JWKB-based CAP obtained by Manolopou-
los [11] — labeled M-JWKB in Table I — is qualitatively
different from the others, however, in that it requires
no optimization. This simplicity is certainly one of its
strengths and derives from the fact that its reflection co-
efficient effectively decreases monotonically from unity
at zero energy to e−
√
2pi/δ at infinite energy. Its ex-
plicit expression is in terms of the Jacobi elliptic function
cn(u, k),
(x) =
√
cn−4[2δkmin(x0 − x)/
√
2, 1/
√
2]− 1, (2)
with x0=2.622/(2δkmin) where kmin=
√
2mEmin/~2 [11].
One simply chooses δ from the condition R(Emin) = Rc.
The first five CAPs in the table are defined to be non-
zero only for 0 6 x 6 x0 and to vanish identically for x >
x0. The remaining CAPs are defined for all x, but vanish
exponentially with x. The first four CAPs are some of the
most commonly used, with the cosine masking function
recast as a CAP using e−iV (x)∆t ∼ cos1/8[(x− x0)/β].
We include the Po¨schl-Teller potential because it is
well known to be reflectionless for specific real values of
iα2, suggesting that it might have advantageous prop-
erties as a CAP. It can be shown analytically, however,
3that this property no longer holds for complex iα2. In
the process of optimizing it for the present purposes, we
found that shifting its center off the grid minimized xR,
leaving only its exponential tail on the grid. This result
suggested using instead the simpler family of exponential
CAPs included in the table.
We calculate the reflection coefficient numerically
using the finite-element discrete-variable representa-
tion (FEDVR) [31, 32] and eigenchannel R-matrix
method [33]. The reflection coefficient can also be cal-
culated analytically for several of the potentials in Ta-
ble I. However, we give the analytic solutions (deriva-
tions in the appendices) only for the CAPs we propose —
namely, the single-exponential and double-exponential
CAPs. The double-sinh potential has no analytic so-
lution to the best of our knowledge. In these cases, we
confirmed that the R-matrix reflection coefficients agreed
with the analytical R to several significant digits.
Since our primary goal is to systematically design an
absorbing potential for the strong-field ionization prob-
lem with predetermined properties, we will use atomic
units for the remainder of our discussion. Our results
can be readily applied to other problems, though, using
the derivations in the appendices in which the masses
and SI units are explicitly retained.
III. OPTIMIZATION OF PROPOSED CAPS
We demonstrate our optimization procedure in detail
below first for the single-exponential CAP since it is the
simplest to optimize. It also establishes a few key re-
sults important for the optimization of our recommended
CAPs: the double-exponential and double-sinh poten-
tials. Whether the solution is analytical or numerical,
the procedure we describe for optimization is the same
and can be applied to other CAPs as well. In fact, this
is what we have done for the comparison in Sec. IV.
The values of Rc, Emin, and Emax that we will focus
on for this discussion are
Rc = 10
−3, Emin = 0.006 a.u., and Emax = 3 a.u. (3)
We chose this energy range to cover 0.1~ω 6 E 6 14Up
for an 800-nm laser pulse at 1014 W/cm
2
(Up is the pon-
dermotive energy: Up = I/4ω
2 with I the intensity and
ω the laser frequency). This energy range includes essen-
tially all photoelectrons one would expect to be produced
in this typical pulse. In momentum, which is more con-
venient for the analytical R, this range corresponds to
kmin = 0.110 a.u. and kmax = 2.45 a.u. (4)
Note that 14Up exceeds the highest-energy electrons one
would normally expect in a strong-field problem, but we
will show below that this choice has little effect on the
resulting xR. Finally, we use Vc=10
−4 a.u. to define xR
from |V (xR)|=Vc.
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FIG. 2. Examples of the reflection coefficient R(K) for
a single-exponential CAP with different potential strengths.
The predicted small-K behavior, e−2piK , is shown for compar-
ison. The unitless limits Kmin andKmax for which R(K) 6 Rc
holds are also indicated.
A. Single-Exponential CAP
We take the single-exponential CAP to have the form
V (x) = −~
2α2
2m
e−x/β (5)
Its reflection coefficient, as shown in App. A, is
R = e4K arg λ
2
∣∣∣∣ J2iK(2λ)J−2iK(2λ)
∣∣∣∣2 , (6)
where the unitless momentum is K = kβ with k =
√
2E
and the unitless potential strength is λ = αβ. To achieve
our goal of minimizing xR, we must find the optimal λ
and β.
1. Purely imaginary potential
For a purely imaginary potential, λ2 ∝ i, Fig. 2 shows
the behavior of R as a function of K. As the figure
suggests, one can show from Eq. (6) that
R −−−→
K→0
e−2piK . (7)
As can also be seen in the figure, increasing the strength
|λ2| of the CAP means this exponential decrease contin-
ues to larger K and the large-K tail decreases.
We can thus use Eq. (7) to write
Kmin = − 1
2pi
logRc, (8)
giving
Kmin = 1.10
for Rc = 10
−3. From Kmin = kminβ, the scale β is there-
fore determined:
β =
Kmin
kmin
= 10.0 a.u..
4We can now find the required λ2 from
R(Kmax) = R
(
kmax
kmin
Kmin
)
= Rc (9)
since Kmax=kmaxβ. Solving this equation gives
λ2 = 84.7i and xR = 83.4 a.u. (10)
This example illustrates the fact that xR can only be
substantially decreased if β is decreased. Thus, Kmin
and kmin determine xR, and Kmin is set by the form of
the CAP and its parameters. In general, the smaller
kmin is, the more difficult absorption becomes. Roughly
speaking, this behavior can be traced to the need for xR
to be large enough for the potential to contain the longest
wavelength to be absorbed.
2. Complex potential
Given kmin, decreasing β further requires decreasing
Kmin. This is not possible with a purely imaginary single-
exponential CAP, so we must allow λ2 to be complex.
The reflection coefficient in Eq. (6) still holds for com-
plex λ2 and looks generically like those displayed in
Fig. 2 — with the exception that
R −−−→
K→0
e−4piK+4K arg λ
2
. (11)
This small-K behavior suggests that the best way to re-
duceKmin — and thus β and xR — is to make arg λ
2 small
(since arg λ2 must be positive to have absorption). That
is, we should make Reλ2 much larger than Imλ2. The
fastest decay one can achieve with this approach is e−4piK
which, in turn, sets the limit on how small Kmin can be.
The physical origin of this faster low-K decrease is
clear: the real part of the potential is attractive and ac-
celerates the wave before it encounters the imaginary part
of the potential [13]. Absorption thus occurs at a shorter
wavelength where absorption can be efficient with a much
smaller xR. Since Imλ
2 must be large enough for suffi-
cient absorption, however, arg λ2 cannot be zero. The
optimum value will be a compromise between these two
factors.
To determine the magnitude of the improvement in xR,
we use λ = |λ|eiχ and the small-K behavior in Eq. (11)
to write
Kmin =
logRc
4(2χ− pi) . (12)
From this, we can find β and Kmax for a given χ. Com-
bining everything and simplifying reduces the problem
to solving Eq. (9) for |λ| with R(K) from Eq. (6). The
resulting xR as a function of χ is shown in Fig. 3.
The figure shows that the optimization problem has
been reduced to a one-dimensional minimization of xR
with respect to χ. As expected, the solution,
xR = 57.1 a.u. (13)
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FIG. 3. Absorption range and potential depth for a single-
exponential CAP, showing their dependence on the complex
phase of λ. The magnitude of λ is determined at each χ by
solving Eq. (9).
at χ=0.055pi (with |λ2| = 165), lies at small χ. Adding
a real part to the absorbing potential has thus reduced
the absorption range by 32% over the purely imaginary
single-exponential CAP.
Figure 3 also shows that at the optimal xR, the po-
tential is 2.62 a.u. deep. This is roughly equal to Emax,
leading to local kinetic energies of approximately 2Emax
and thus requiring a much denser spatial grid in the
absorption region. Guided by the figure, however, we
see that a modest few-percent increase in xR to 58.9 a.u.
(λ2 = 97eipi/5) reduces |V (0)| to 1.25 a.u., making it more
computationally attractive. Further reduction in |V (0)|
can, of course, be achieved — at the expense of xR.
Figure 4 shows the optimum R for both the purely
imaginary single-exponential CAP of the previous section
and the complex single-exponential CAP of the present
section. The coefficients satisfy R 6 Rc for different
ranges of the scaled momentum K but the same range of
the physical momentum k. The range of K covered by
the complex CAP is smaller than for the imaginary CAP
by the ratio of their respective Kmin’s.
B. Double-Exponential CAP
It has long been known, of course, that adding a real
potential improves CAP performance [13]. And, given
the improvement to the single-exponential CAP afforded
by doing so, it is natural to ask whether we can do even
better with a more flexible complex potential.
Since we want to retain the ability to calculate R an-
alytically and since the real part must have longer range
than the imaginary part, we choose the CAP to be
V (x) = −~
2α21
2m
e−x/2β − i~
2α22
2m
e−x/β . (14)
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FIG. 4. The optimum reflection coefficients for purely imag-
inary and complex single-exponential CAPs as a function of
the unitless momentum.
The reflection coefficient, as shown in App. B, can be
written in terms of the confluent hypergeometric function
as
R =
∣∣∣∣ 1F1(η + 2iK, 1 + 4iK,−4γ3λ2)
1F1(η − 2iK, 1− 4iK,−4γ3λ2)
∣∣∣∣2 (15)
where
K = kβ λ1 = α1β λ2 = α2β
γ = eipi/4 Λ =
λ21
λ2
η =
1
2
− γΛ.
1. λ1 and λ2 independent
Given the extra potential parameter, optimizing the
double-exponential CAP is clearly more challenging than
for the single-exponential CAP. And, the complicated ex-
pression for R only exacerbates the task. It would there-
fore be convenient to find a regime in which λ1 and λ2
are independent since this would greatly simplify the op-
timization.
To this end, we show in Fig. 5 the dependence of R on
λ1 and λ2. Generally speaking, λ1 — the coefficient of the
longer-ranged, real part of V — controls the low-energy
behavior, while λ2 — the coefficient of the shorter-ranged,
imaginary part of V — controls the high-energy behavior.
The underlying physical reasons for these connections are
the same as discussed for the single-exponential CAP.
Figure 5 also shows that for λ1 and λ2 large enough,
R −→ e−8piK (16)
for R ∼ Rc. This behavior immediately shows the ben-
efit of the double exponential since it falls faster than is
possible with a single exponential, Eq. (11), leading to a
smaller Kmin and thus a smaller xR.
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FIG. 5. Illustration of the dependence of R for a double-
exponential CAP on the potential strength: (a) λ1 depen-
dence for λ22 = 28, and (b) λ2 dependence for λ
2
1 = 7.
In the regime that Eq. (16) holds, Kmin is independent
of λ1 and λ2 and takes the value
Kmin = − 1
8pi
logRc. (17)
For Rc=10
−3, Kmin=0.275 which is indeed much smaller
than was possible with the single-exponential CAP.
Minimizing xR now requires fixing λ1 to a large enough
value that Eq. (16) holds (λ21 & 6 is typically sufficient)
and solving Eq. (9) for λ2. Using R from Eq. (15) and
Kmax=6.125, we find, for instance,
λ21 = 6 and λ
2
2 = 22.6, leading to xR = 42.4 a.u. (18)
and the reflection coefficient shown in Fig. 6. There are,
however, any number of combinations of λ1 and λ2 that
satisfy Eq. (9). Since xR for the double-exponential CAP
is determined to a very good approximation by λ1 alone,
though, one would typically choose the smallest possible
λ1 to obtain the smallest possible xR. At the same time,
it should be noted that xR ∝ log λ1, so it is not terribly
sensitive to small changes in λ1. Choosing the small-
est λ1, however, also ensures that |V (0)| is minimized,
thereby keeping the numerical cost down.
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FIG. 6. The optimum reflection coefficient as a function of
the unitless momentum for the double-exponential CAP with
λ1 and λ2 both independent and not independent.
2. λ1 and λ2 not independent
Although xR=42.4 a.u. is a significant improvement
over the single-exponential result, xR=57.1 a.u., we can
do better. The way to do this is to consider smaller λ21
where there are particular combinations of λ1 and λ2 for
which R falls off faster than Eq. (16). Such behavior
permits smaller Kmin and thus smaller xR. Of course,
λ1 and λ2 are no longer independent in this regime, but
it is still true that λ1 largely — but not as completely as
above — controls Kmin and λ2, Kmax.
Figure 6 illustrates the small-K behavior that we want
to take advantage of. For this combination of λ1 and λ2,
R dips below the exponential from Eq. (16) for R ∼ Rc
as seen in the figure. At this and other such parameter
combinations, a local minimum develops in R at K near
Kmin as shown in the figure. In practice, one searches for
these λi combinations to minimize Kmin while simulta-
neously ensuring that the local maximum in R remains
below Rc.
To find the minimum value of Kmin, we take advantage
of its weak dependence on λ2 by first minimizing with re-
spect to λ1 for some reasonable choice of λ2. With this
value of λ1, we then solve Eq. (9) for λ2. Since there
is a weak dependence on λ2, though, Kmin must be re-
minimized for λ1 with this new λ2. Then, Eq. (9) must
again be solved and the iteration continued until suffi-
cient convergence in λ1 and λ2 is obtained. Typically,
only a handful of iterations are necessary to find 3 dig-
its. More sophisticated methods of performing the con-
strained minimization of xR(λ1, λ2) could, of course, be
employed as well.
As above, there are many combinations of λ1 and λ2
that give the smallest Kmin, Kmin = 0.197. But, our
ultimate goal of minimizing xR leads us to choose the
smallest λ1 possible. One convenient example for the
optimal values is
λ21 = 2.69 and λ
2
2 = 16.3,
which leads to
β = 1.79 a.u. and xR = 29.9 a.u..
The corresponding R is shown in Fig. 6. Although diffi-
cult to prove, this choice appears to be the global opti-
mum for this choice of Emin, Emax, and Rc.
C. Double-sinh CAP
While straightforward, the optimization procedure
outlined above for achieving such a substantial reduc-
tion in xR is somewhat tedious. Fortunately, it needs to
be done only once for a given Rc and ratio Emax/Emin.
Should one wish to change Rc or only one of the energy
limits, however, re-optimization is required. It turns out,
though, that the latter limitation can be lifted without
compromising on xR.
In general, one expects the reflection coefficient to be
unity for E = 0 and E → ∞, and this is the behav-
ior displayed by all the reflection coefficients we have
shown. Consequently, the reflection coefficient necessar-
ily satisfies R(E) = Rc at both low and high energies. As
mentioned in Sec. II, however, the M-JWKB CAP [11]
produces an R that decreases more-or-less monotonically
to a value controllably less than unity at infinite energy.
Its parameters thus do not depend on Emax, removing
the need for re-optimizing with changes in either Emin or
Emax. Unfortunately, xR for the M-JWKB CAP turns
out to be 118 a.u. because its R falls off relatively slowly
at low energies, leading to a large Kmin.
To retain both the small xR found for the double-
exponential CAP and the advantageous high-energy be-
havior of the M-JWKB CAP, we have designed the
double-sinh CAP:
V (x) = − ~
2
2m
α21
2 sinh x2β
− i ~
2
2m
α22
4 sinh2 x2β
. (19)
At large distances, this CAP reduces exactly to the
double-exponential CAP, thus possessing its nice long-
wavelength, low-energy properties. At short distances,
this CAP is dominated by the −iα22/x2 divergence of the
second term. It is this behavior that is inspired by the
M-JWKB CAP and that leads to similarly desirable high-
energy behavior.
Unlike the single- and double-exponential CAPs, R
for the double-sinh potential is not analytic as far as
we know (unless α1=0 — in which case, it reduces to
one-half of the generalized Po¨schl-Teller potential [34]).
We must thus calculate R numerically, and the opti-
mal result is shown in Fig. 7 along with the optimal
double-exponential result for comparison. Their absorp-
tion ranges are xR=28.8 a.u. and xR=29.9 a.u., respec-
tively, confirming that there is no compromise on xR. We
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FIG. 7. Optimal R for the double-sinh CAP along with the
optimal R for the double-exponential CAP for comparison
using parameters in Table II, both as a function of the unitless
momentum.
note that the qualitative behavior of the double-sinh R
shown is typical for this CAP.
From the figure, the similarity of the two reflection
coefficients at low energies is evident. Specifically, the
value of Kmin — which has the biggest influence on xR —
is nearly identical between the two. In fact, the optimal
values of λi from the double-exponential CAP provide a
very good initial guess for the optimization of the double-
sinh CAP.
Also evident from Fig. 7 is the difference in the two
CAPs’ R at high energies. Where the double-exponential
R rises back towards unity at high energies, the double-
sinh R asymptotes to a value less than unity. This value
can be approximately calculated, by considering only the
−iα22/x2 behavior of V , to be
R −−−−→
K→∞
epiIm
√
1−4iλ22 , (20)
consistent with the limiting behavior found in Ref. [11].
Given the discussion in Sec. III A 2, one might won-
der whether allowing the λi to be complex — rather than
real as assumed so far — could improve the CAPs’ perfor-
mance even further. The simple answer is that it can. In
fact, the double-sinh CAP plotted in Fig. 7 has complex
λi. We could not, however, find a more optimal double-
exponential CAP by allowing λi to be complex for the
present Emin, Emax, and Rc (see, however, Sec. V B).
Incidentally, Eq. (20) gives the reflection coefficient at
all energies for a CAP that has the form −iα22/x2 every-
where (see App. D). In particular, the reflection coeffi-
cient is not unity at zero energy like the other CAPs we
consider and thus corresponds to Kmin=0. In many ways,
such a CAP would be ideal — no optimization would be
necessary and λ2 could simply be calculated by setting
Eq. (20) to Rc. Unfortunately, xR=110 a.u. for such a
CAP, rendering it uncompetitive with our best CAP —
although better than the quadratic CAP often used in
the literature (see Table II).
One possible solution would be to simply cut the
−iα22/x2 CAP off at some x0. Intuitively, this should
affect the low-energy behavior of R for wavelengths com-
parable to and larger than x0. The reflection coefficient
in this case is again analytic (see App. D), and it can
be seen after some exploration that while this expec-
tation is true, R falls off at small k more-or-less like
1/(kx0)
4 rather than like the exponential decrease of our
best CAPs. Since one chooses x0 for this CAP from
R(kminx0) ∼ 1/(kminx0)4 = Rc, (21)
x0 — and thus xR — winds up being large. For instance,
xR=57 a.u. for Rc = 10
−3, which is about double that
for our best CAP.
In the context of this discussion, the double-sinh CAP
can be seen as providing a smooth cutoff of the −iα22/x2
CAP and similarly leads to modifications of Eq. (20) at
small energies.
Fall-to-the-center problem
Whenever an attractive 1/x2 potential is used, one
must take care to consider the “fall-to-the-center” prob-
lem. The real-valued version of such potentials are
known [35] to have an infinite number of bound states
with energies stretching to −∞— a fact reflected in the
wave function’s oscillating an infinite number of times
as x → 0 — so long as the potential strength exceeds a
critical value. This is the quantum-mechanical analog of
the classical fall-to-the-center problem in such potentials.
Moreover, this effect is possible even for potentials that
are only 1/x2 for small x like our double-sinh CAP.
No finite numerical representation — such as the grid
methods common for TDSE solvers — can represent the
infinity of oscillations in the fall-to-the-center regime, and
any attempt to accurately represent even a finite number
of them will be very costly computationally.
To understand how to avoid this regime, we must ex-
amine the small-x behavior of the wave function. From
App. D and using its notation, we see that
ψ −−−→
z→0
z
1
2+(ar−|ai|)/
√
2 exp
[
i
ar + |ai|√
2
log z
]
.
This solution assumes ar > |ai| and shows that even for
a nearly purely imaginary CAP, ai=0, the wave func-
tion oscillates an infinity of times as z → 0. Empirically,
choosing ar  |ai| so that the first term above suppresses
the wave function for z → 0 is sufficient to prevent nu-
merical difficulties. Consequently, we have chosen ai=0,
which is equivalent to λ22 = a
2
r − i/4.
D. Complex boundary condition
We have so far assumed that the wave function van-
ishes on the boundary at x = 0 as is typical for most
8TDSE solvers. But, if the numerical method used to
solve the TDSE is flexible enough to allow complex log-
derivative boundary conditions, then additional absorp-
tion can be built in at very little additional cost.
The effect of the complex boundary condition,
1
ψ
dψ
dx
= b, (22)
can be most easily illustrated for a free particle. If one
imposes Eq. (22) at x=0 as in Fig. 1, but with no po-
tential, one obtains the reflection coefficient (see App. C
for more details, including the effect on bound-state en-
ergies)
R =
∣∣∣∣B + iKB − iK
∣∣∣∣2 (23)
with B = bβ. To have absorption, we must have
ImB 6 0; to have maximum absorption, we must have
ReB=0. Thus, setting B = −iK0, we see that R = 0
at K = K0. Such a boundary condition therefore makes
the boundary perfectly transparent to an incident plane
wave of momentum K0 and partially transparent to other
momenta. Moreover, it does so with xR=0.
Unfortunately, this boundary condition by itself can-
not compete with the CAPs since R cannot be made
small enough over a large enough energy range. Since
implementing it, in principle, requires no change in the
spatial grid, though, the possibility of combining it with
a CAP and reducing xR further is worth exploring.
At low energies, the CAP will dominate the behavior of
R, and the boundary condition will have little influence.
Therefore, one should try to use the boundary condition
to modify the high-energy R where it can dominate the
behavior. In general, choosing B ∼ −iKmax is a good
initial guess and allows the reduction of λ— and therefore
xR.
It should be noted that a complex boundary condition
cannot be used with the double-sinh CAP due to its sin-
gularity at the boundary. Like the centrifugal potential
that it resembles, the double-sinh CAP has one regular
solution that vanishes at the boundary and one irregular
solution that diverges at the boundary [11]. Therefore, it
is not possible to form the necessary linear combinations
to satisfy Eq. (22).
1. Single-exponential CAP
The reflection coefficient for a single-exponential CAP
with a complex boundary condition is again analytic and
is given in Eq. (55). The CAP parameters must be re-
optimized along with the value of b, and the procedure
is largely the same as described above. The fact that
Kmin is essentially unaffected by the addition of the com-
plex boundary condition — so long as |B| ∼ |Kmax|—
simplifies the process.
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FIG. 8. Reflection coefficient as a function of the unitless mo-
mentum for a single-exponential CAP with complex boundary
conditions: purely imaginary λ2 and complex λ2.
Examples of optimal choices are shown in Fig. 8 for a
purely imaginary CAP and a complex CAP. Comparison
with the reflection coefficients shown in Sec. III A shows
the effect of the complex boundary condition through the
appearance of the high-energy minimum close to K =
|B|. In both cases, the complex boundary condition has
produced a roughly 15% reduction in xR to 71.7 a.u. and
48.1 a.u., respectively.
2. Double-exponential CAP
Adding a complex boundary condition to the double-
exponential CAP also produces an analytic expression
for R as given in Eq. (56). Re-optimizing the parameters
yields the reflection coefficient shown in Fig. 9. As with
the single-exponential CAPs, the boundary condition has
introduced a high-energy minimum near K = |ImB|.
Unlike the single-exponential CAPs, though, the mini-
mum xR was found for ReB 6= 0.
This optimum double-exponential CAP continues the
pattern that has emerged as we have found improved
CAPs: namely, that we add more structure to R
and decrease the absorption for the mid-range of K.
The double-exponential-CAP reflection coefficients in
Fig. 6, for instance, have comparatively little structure —
mainly a minimum in R. Moreover, this minimum is rel-
atively broad and orders of magnitude lower than Rc.
The R shown in Fig. 9, in contrast, has three narrower
minima only one order of magnitude or so lower than Rc.
IV. OPTIMAL CAP
To determine which CAP — among those listed in Ta-
ble I — is the best, we numerically searched for their opti-
mal parameters, assuming they are purely imaginary po-
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FIG. 9. Optimum reflection coefficient as a function of the
unitless momentum for a double-exponential CAP with com-
plex boundary conditions.
tentials. From the discussion above, we know that each
could be improved by including a real potential and a
complex boundary condition, but we expect — and con-
firmed with spot tests — that the relative performance
of the CAPs will remain qualitatively the same. As
mentioned previously, we selected the CAPs to compare
based on their apparent popularity in the literature or on
the claims made for their performance.
In optimizing these CAPs, we follow the principles de-
scribed in previous sections that the width of the CAP de-
termines the long-wavelength absorption; and the depth,
the short-wavelength. The optimization is then reason-
ably straightforward once we identify the parameters cor-
responding to the width and depth.
In Table II, we list the optimal parameters we have
found for our Emin, Emax, and Rc. The table includes
the resulting values of xR, and we expect that they are
the optimal values to within a few percent. Note that we
used δ=0.1 for the M-JWKB CAP based on the solution
of R(Emin) = Rc taken from Fig. 3 of Ref. [11]. We show
in Fig. 10 the corresponding reflection coefficients.
The cosine masking function should be regarded as a
polynomial CAP since its behavior in 0 6 x 6 x0 for
the optimal parameters of Table II is largely indistin-
guishable from the quadratic CAP — thus its xR is iden-
tical to the quadratic CAP. Similarly, for the optimal
parameters we found, only the exponential tail of the
Po¨schl-Teller potential remained on the grid, making its
performance essentially identical to that of the purely
imaginary single-exponential CAP.
The absorption ranges xR listed in Table II display a
surprisingly large range — more than a factor of 4. Com-
paring only the purely imaginary potentials, the expo-
nential and Po¨schl-Teller forms are more than 30% more
efficient than the quadratic CAP. They are also more ef-
ficient than the quartic CAP. So, while the exponential
form generally seems better, the majority of the dispar-
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FIG. 10. Optimal reflection coefficients for all CAPs as a
function of the electron’s momentum using the parameters
from Table II. They all satisfy the criteria that R 6 Rc for
0.006 6 E 6 3 a.u., as required.
ity in Table II arises from adding a real part to the CAP
and imposing a complex boundary condition.
From Table II, the best performance is found for
the double-exponential and double-sinh CAPs, out-
performing the next-best CAP — the complex-valued,
complex-boundary-condition, single-exponential CAP —
by roughly 40%. Compared to the next-best purely imag-
inary CAP, they hold nearly a factor of 3 advantage in
xR. For reference, we tested the strategy of adding a real
part and a complex boundary condition to the quadratic
CAP and found xR shrank only to about 70 a.u. So, while
pursuing this strategy with the other CAPs in the table
would reduce their xR, we believe the double-exponential
and double-sinh CAPs would remain the best. Interest-
ingly, since the de Broglie wavelength at kmin is 57 a.u.,
our best CAP manages its efficient absorption in a range
of only about half this longest wavelength.
Our recommendation, therefore, is to use the double-
sinh CAP when its singularity at the boundary causes
no numerical difficulties. In the cases that it does, then
the double-exponential CAP is the best choice. The re-
mainder of our discussion will thus focus on these two
CAPs.
V. OTHER ABSORPTION CRITERIA
The discussion and optimization so far has centered on
the Emin, Emax, and Rc from Eq. (3). Other choices may
well be needed, however, for other choices of laser param-
eters or calculational goals. We thus present in this sec-
tion the optimal parameters for the double-exponential
and double-sinh CAPs for a selection of likely changes in
Emin, Emax, and Rc.
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TABLE II. Comparison of the optimal absorption ranges for all the CAPs considered. The optimal parameters are given for
the electron in our strong-field application — see Eqs. (3) and (4) — so that all quantities are in atomic units.
CAP type α2 or (α21, α
2
2) b β x0 xR
quadratic 1.21× 10−5 — 129 124
cosine masking function 15.9 810 128 124
M-JWKB — — 119 118
quartic 2.40× 10−9 — 112 95
pseudo-exponential 4.54× 105 3.27× 103 240 88
Po¨schl-Teller 11.0 20.3 40.0 85
single-exponential 0.849i 10.0 — 84
single-exponential+BC 0.260i −2.04i 10.0 — 72
single-exponential 5.24ei0.11pi 5.62 — 57
single-exponential+BC 1.35ei0.11pi −2.29i 5.45 — 48
double-exponential (0.839,5.09) 1.79 — 30
double-sinh (0.298e0.104i,0.71e−0.0906i) 1.97 — 29
double-exponential+BC (0.463,1.42) 2.19e−1.37i 1.80 — 28
A. Different energy range
1. Changing Emax
Computationally, the main challenges in solving the
TDSE — especially for current and future laser param-
eters of experimental interest — are that in the course
of its strongly-driven dynamics, the electron travels far
from the nucleus and gains substantial energy. In partic-
ular, we still expect Emax ∝ Up ∝ I/ω2, so that it will
grow either with increasing intensity or increasing wave-
length — both of which are certainly of interest. While
Emin does not change in this case, Emax does, and the
CAP must accommodate it.
Under these conditions, the double-sinh CAP from Ta-
ble II works without change since it has no Emax. In fact,
this is its primary advantage. The double-exponential
CAP, on the other hand, must be re-optimized for each
Emax. As discussed in Sec. II, λ2 needs the greatest
changes — but should have minimal impact on xR — and
these expectations are reflected in the optimal parame-
ters shown in Table III for two longer wavelengths. These
parameters were found following the same procedure as
above with the same kmin and Rc and with Emax=10Up
at 1014 W/cm2. They were found assuming ψ = 0 on
the boundary, but parameters could certainly be found
for a complex boundary condition as well. Note that xR
changes less than about 10% as expected.
2. Changing Emin
In our optimization scheme above, we set Emin to
0.1 ~ω for 800-nm light. This choice was motivated by the
need to ensure that the entire ionized electron wavepacket
is absorbed by the CAP. However, the CAP is often
placed at a large distance from the nucleus so that these
very slow electrons may not have time to reach the CAP
during the propagation. In this case, Emin can be in-
TABLE III. Optimal parameters for the double-exponential
CAP for an electron exposed to longer wavelengths. Per the
discussion in the text, the only impact of wavelength here is
on Emax. All quantities are in atomic units unless otherwise
specified.
λ (nm) Emin Emax α
2
1 α
2
2 β xR
800 0.006 3 0.839 5.09 1.79 29.9
1600 0.006 8.8 1.07 8.37 1.79 30.7
2400 0.006 20 1.31 12.4 1.79 31.5
creased, thereby decreasing xR.
Modifications to Emin for the double-sinh CAP are
straightforward and do not require re-optimization —
again, thanks to the lack of an Emax. Changing kmin just
means recalculating β using β = Kmin/kmin since Kmin
is fixed. Figure 11 shows the xR that results as a func-
tion of kmin. The figure shows that for modest increases
in kmin from our choice in Eq. (4), xR can be decreased
substantially. For example, for kmin above about 0.3 a.u.,
xR is smaller than 10 a.u. for Rc=10
−3. For kmin above
about 0.4 a.u., the xR for Rc=10
−10 is equal to or smaller
than the original xR=28.8 a.u. for the double-sinh CAP.
For a double-exponential CAP, it is still true that the
larger kmin, the smaller λ1 and λ2, and the smaller xR.
However, re-optimization is required to obtain the small-
est xR. For instance, if one can accept doubling kmin to
0.22 a.u., then we can have
λ21 = 2.00 and λ
2
2 = 9.11, so that xR = 17.0 a.u. (24)
with β=0.90 a.u.
On the other hand, the double-exponential CAP can
be adjusted just like the double-sinh CAP if a less-than-
optimal xR can be tolerated. Specifically, the values of
λ2i can be kept, so that Kmin does not change, and β
can be recalculated from β = Kmin/kmin. In this case,
kmax grows to kminKmax/Kmin, guaranteeing absorption
at the prescribed level beyond Emax. The resulting xR
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FIG. 11. Absorption range xR as a function of kmin for the
double-sinh CAP. The parameters for Rc 6 10−3 can be found
in Table IV.
looks very much like those in Fig. 11, except that xR for
Rc=10
−3 does not go below 10 a.u. until kmin=0.45 a.u.
For comparison, xR=17.4 a.u. at kmin=0.22 a.u. and is
thus slightly worse than the fully re-optimized result in
Eq. (24).
B. Different Rc
One of the primary design goals of a CAP is to leave the
physical wave function — the wave function outside the
absorption region — unaffected. Of course, this goal can
only be achieved to a given accuracy, and that accuracy
is controlled by Rc. To see the relation, consider the
physical wave function written in Fig. 1 from which R is
extracted,
ψ(x) = e−ikx +
√
Reiϕeikx, x > xR. (25)
The second term is precisely the unwanted contribution
from reflection, and it is limited by R 6 Rc by de-
sign. Given that this is just one component of the time-
dependent wave function, this error is always relative to
the first term. In other words, if one desires n digits to
be accurate, then one should choose Rc=10
−2n.
We thus provide in Table IV the optimal parameters
for the double-exponential and double-sinh CAPs with
ψ=0 on the boundary, assuming Emin=0.006 a.u. and
Emax=3 a.u. as before, for several smaller Rc. These
results show that the absorption range for each type of
CAP is comparable, with the double-sinh CAP tending
to be a few percent smaller. Qualitatively, the reflection
coefficients as a function of K resemble those shown pre-
viously for Rc=10
−3. As with the other CAP parameters
we have given, we expect these to produce xR within a
few percent of the global optimum.
Note that the probability density corresponding to the
wave function in Eq. (25),
|ψ(x)|2 = 1 +R+ 2
√
R cos(2kx+ ϕ), (26)
can be useful for diagnosing issues with the CAP in a
time-dependent calculation. In particular, the last term
above is the source of the telltale ripples in the proba-
bility density near the edge of a grid. The ripples’ size
is limited by
√
Rc and identifying their wavelength via
Eq. (26) in a time-dependent wave function reveals the
offending energy.
VI. TIME-DEPENDENT DEMONSTRATION
To verify that the improved performance of our rec-
ommended CAPs does indeed carry over to the time-
dependent problem and its numerical solution, we solve
the TDSE for free-electron wavepacket propagation. The
wavepacket we use possesses a broad momentum distri-
bution comparable to the target momentum range from
Eq. (4), as shown in Fig. 12(a).
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FIG. 12. (a) Momentum distribution of the free wavepacket,
covering 0.116k62.45 a.u. (b) Demonstration of the Rc=10−6
double-sinh CAP using a free wavepacket. Solid lines show the
with-CAP wavepacket, calculated for −600 a.u.6x6600 a.u.;
and dashed lines, the without-CAP wavepacket, calculated
for −600 a.u.6x61200 a.u. Inset: Expanded view of the ab-
sorption region 536 a.u..x6600 a.u. for clearer comparison.
We again use FEDVR as the spatial representation and
propagate the wave function using the short-time evolu-
tion operator
ψ(x, t+ δ) = e−iHδψ(x, t) (27)
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TABLE IV. Optimal parameters for double-exponential and double-sinh CAPs for Rc 6 10−3.
Double exponential Double sinh
λ21 λ
2
2 β (a.u.) xR (a.u.) Rc xR (a.u.) λ
2
1 λ
2
2 β (a.u.)
2.69 16.3 1.79 29.9 10−3 28.8 1.16e0.104i 2.75− 0.25i 1.97
4.83e0.187i 31e0.0968i 2.77 44.7 10−4 40.4 1.78e0.23i 4.30− 0.25i 2.90
7.21e0.0486i 57.6e−0.411i 3.38 54.5 10−5 52.6 2.66e0.346i 6.82− 0.25i 3.87
16.1e−0.219i 80.0 4.02 68.4 10−6 64.2 3.8e0.36i 9.67− 0.25i 4.77
19.4ei0.135pi 141e−0.073i 6.64 102 10−8 89.4 6.75e0.46i 17.2− 0.25i 6.77
30.8ei0.132pi 232e−0.204i 8.48 130 10−10 109 11.85e0.14i 26.9− 0.25i 8.02
48 355e−0.328i 9.04 144 10−12 132 16.1e0.21i 38.7− 0.25i 9.77
where the Hamiltonian includes the CAP V (x),
H = H0 + V, (28)
and H0 is merely the kinetic energy in the present case.
We evaluate e−iHδ using the split-operator form [36]
e−iHδ ≈ e−iV δ2 e−iH0δe−iV δ2 . (29)
Since V is diagonal in FEDVR, e−iV δ/2 can be easily
evaluated and applied. Moreover, in this form, the singu-
larity in the double-sinh CAP causes no problems what-
soever. The action of the remaining term in H0 is calcu-
lated via a Pade´ approximation [37].
Equation (29) is a simple and convenient way to add
a CAP to any propagator. In many cases, the alterna-
tive, keeping the CAP in H, would require modifications
of the propagation algorithm or parameters to handle
its non-Hermiticity or the singularity of the double-sinh
CAP — or both. These issues were discussed somewhat
in Sec. III C and more in Ref. [11]. Using Eq. (29) avoids
these concerns and is more than sufficient for the appli-
cation of the CAP.
The FEDVR element distribution is uniform in the
range −600 a.u. 6 x 6 1200 a.u., and we require ψ = 0
at the boundaries. Given that the wavepacket is ini-
tially centered near x = 0, this box is large enough for
the wavepacket to propagate for 10 fs without significant
reflection at the boundaries even without CAPs. This
will be our reference solution. We carry out a second,
identical propagation but apply the double-sinh CAP at
536 a.u. . x 6 600 a.u.. For this example, we choose the
CAP designed to have Rc = 10
−6 using the parameters
shown in Table IV. We thus compare the wavepacket with
and without applying the CAP. All the results have been
tested to be converged to at least 3 digits with respect to
all numerical parameters.
Figure 12 shows the two wavepackets at different times.
It is clear that the CAP is performing as expected since
the wavepacket decays in the absorbing region without
any of the characteristic oscillations of reflections visi-
ble — at least without enlarging the plot by a factor of
four or five. For comparison, the wavepacket without a
CAP equally clearly shows the reflection oscillations at
t=13.1 fs for reflections from the boundary at x=1200 a.u.
In addition, the with-CAP wavepacket is numerically
unaffected before entering the absorbing region, agreeing
with the without-CAP wavepacket to at least 3 digits
for x . 536 a.u. for all times, even as more than 70%
of the wavepacket has been absorbed. This agreement
shows that the absorption range xR defined in the time-
independent study is consistent with the results from the
time-dependent propagation.
Enlarging Fig. 12 by a factor of at least four or five
will reveal the tiny reflection ripples in the with-CAP
wavepacket near and in the absorption region. Their rel-
ative magnitude is about 10−3=
√
Rc as expected. Per
the discussion in Sec. V B, such oscillations are unavoid-
able with a CAP and testing with other CAPs and values
of Rc further support the conclusions there. For example,
the oscillation for Rc=10
−3 becomes fairly noticeable,
which suggests that Rc should in practice be no larger
than 10−4 — i.e., two digits in the wave function — to
provide quantitatively reliable results. Finally, we note
that the roughly 15-fs propagation time is comparable to
a typical strong-field calculation, bringing some realism
to this simple demonstration.
VII. SUMMARY
We have presented a systematic study to boost the per-
formance of complex absorbing potentials. Based on the
time-independent reflection coefficient, we were able to
quantitatively design the most optimal absorbing poten-
tial of a given form. In particular, for ultrafast, strong-
field TDSE solvers, the optimal CAP parameters should
be determined by the absorbing energy range required
for the laser parameters and by the desired accuracy of
the TDSE solutions.
We proposed two new CAPs — namely, the double-
sinh CAP and the double-exponential CAP — that signif-
icantly outperform the CAPs currently in standard use.
Their superiority was demonstrated through comparison
with optimized versions of most of the CAPs commonly
found in the literature. Both of our proposed CAPs over-
come the primary impediment to efficient performance —
absorption of long wavelengths — while also absorbing a
large range of energies that covers basically all strong-
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field processes. Because we quantified the CAP’s perfor-
mance and identified xR as the figure of merit for their
efficiency, we could show that using an exponential CAP
already improved on the common quadratic CAP’s per-
formance by one third. A further factor of almost three
was gained, however, by adding a real part to the CAP —
a strategy well known in other uses of CAPs, but not in
strong-field applications.
We highly recommend the double-sinh CAP for local
spatial representations, such as FEDVR where the po-
tential is diagonal. It is efficient, easy to use, and easy to
adapt to different absorption criteria — i.e., energy range
and level of absorption. Incorporating it into the time
propagation via split-operator methods is easy and effec-
tive.
For other spatial representations, the double-sinh and
the double-exponential CAPs are equally recommended.
However, care might need to be taken for the double-sinh
singularity close to the boundary. In case the double-sinh
singularity is a problem for the propagator, the double-
exponential CAP should be chosen. Although optimiza-
tion of the double-exponential CAP is more involved
than for the double-sinh CAP, it is still fairly straight-
forward. Its optimization procedure, along with that for
the double-sinh CAP, is detailed in this work.
Appendix A REFLECTION COEFFICIENT FOR
SINGLE-EXPONENTIAL CAP
We start from the Schro¨dinger equation for the single-
exponential CAP:[
− ~
2
2m
d2
dx2
− α
2~2
2m
e−x/β
]
ψ = Eψ =
~2k2
2m
ψ. (30)
Setting z = x/β gives[
− d
2
dz2
− λ2e−z
]
ψ = K2ψ, (31)
where λ ≡ αβ and K ≡ kβ. We define
ξ = 2λe−z/2,
so that Eq. (31) becomes[
ξ2
d2
dξ2
+ ξ
d
dξ
+ ξ2 + 4K2
]
ψ = 0. (32)
This is Bessel’s equation; the general solution is thus
ψ = CJ2iK(ξ) +DJ−2iK(ξ). (33)
To obtain the reflection coefficient, we need C and D
and we need to analyze the asymptotic behavior of these
solutions. Starting with the latter, the z →∞ (x→∞)
behavior can be found from the ξ → 0 expansions,
J2iK(ξ) −−−→
z→∞
λ2iK
Γ(1 + 2iK)
e−iKz
J−2iK(ξ) −−−→
z→∞
λ−2iK
Γ(1− 2iK)e
iKz. (34)
To find C and D, we impose the x = 0 boundary condi-
tion,
ψ(x = 0) = ψ(z = 0) = ψ(ξ = 2λ) = 0. (35)
Thus,
D = − J2iK(2λ)
J−2iK(2λ)
C. (36)
Finally, the asymptotic solution reads
ψ −−−→
z→∞ C
[
λ2iK
Γ(1 + 2iK)
e−iKz
− λ
−2iK
Γ(1− 2iK)
J2iK(2λ)
J−2iK(2λ)
eiKz
]
. (37)
From this expression, the reflection coefficient can be
found to be
R = e4K arg λ
2
∣∣∣∣ J2iK(2λ)J−2iK(2λ)
∣∣∣∣2 . (38)
Note that if λ is real, then R ≡ 1 as it should with no
absorption.
Appendix B REFLECTION COEFFICIENT FOR
DOUBLE-EXPONENTIAL CAP
As in App. A, we start from a unitless Schro¨dinger
equation,[
− d
2
dz2
− λ21e−z/2 − iλ22e−z
]
ψ = K2ψ. (39)
with
z =
x
β
λ1 = α1β λ2 = α2β K = kβ. (40)
We assume both λi are real, making the longer-range
potential real in accord with the discussion in the text.
That is, the real potential accelerates the wave before it
encounters the absorbing potential.
Defining
ξ = 2λ2e
− z2 and Λ =
λ21
λ2
, (41)
we get[
ξ2
d2
dξ2
+ ξ
d
dξ
+ 2Λξ + iξ2 + 4K2
]
ψ = 0 (42)
This form of the equation makes clear the motivation for
our choice of potential: having one potential being the
square of the other (in form) produces the polynomial in
ξ seen in the equation. Since the polynomial is quadratic,
the equation has analytic solutions.
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Setting γ = eipi/4 and η = 12 − γΛ, the solution can be
written as
ψ = eγ
3ξ+2iK ln ξ
[
C U(η + 2iK, 1 + 4iK,−2γ3ξ)
+DL4iK−η−2iK(−2γ3ξ)
]
, (43)
where U and L are the confluent hypergeometric and
Laguerre functions, respectively.
Analyzing the asymptotic behavior, we have
eγ
3ξ+2iK ln ξU −−−→
z→∞
(2λ2)
2iKΓ(−4iK)
Γ(η − 2iK) e
−iKz
+
(2λ2)
−2iK2−4iKe−piKΓ(4iK)
Γ(η + 2iK)
eiKz
eγ
3ξ+2iK ln ξL −−−→
z→∞ (2λ2)
2iKL4iK−η−2iK(0)e
−iKz. (44)
The boundary condition ψ(x = 0) = 0 gives
D = −U(η + 2iK, 1 + 4iK,−4λ2γ
3)
L4iK−η−2iK(−4λ2γ3)
C. (45)
The reflection coefficient can now be extracted, and a
little algebra applied, to give
R =
∣∣∣∣ 1F1(η + 2iK, 1 + 4iK,−4γ3λ2)
1F1(η − 2iK, 1− 4iK,−4γ3λ2)
∣∣∣∣2 . (46)
For a purely real V (i.e., λ2 → 0), we recover R = 1 as we
should. For λ1 = 0, R reduces to the single-exponential
expression Eq. (38) with λ purely imaginary.
Appendix C COMPLEX BOUNDARY
CONDITION
A Zero potential
It is easiest to understand the effect of the complex
boundary condition (b is complex)
1
ψ
dψ
dx
= b (47)
from the free-particle equation
− d
2
dz2
ψ = K2ψ (48)
in the same unitless notation as in the previous appen-
dices. In this notation, we must require
1
ψ
dψ
dz
= B, (49)
where B = bβ. The solution is, as usual,
ψ = CeiKz +De−iKz. (50)
When combined with the boundary condition, one finds
R =
∣∣∣∣B + iKB − iK
∣∣∣∣2. (51)
As discussed in the text, this R goes to zero at K = K0
when B = −iK0. Physically, this condition corresponds
to setting an outgoing-wave boundary condition (on the
left boundary) for an incident momentum K0. The
boundary is thus perfectly transparent at this momen-
tum, but imperfectly so at other momenta.
B Effect on bound states
It is natural to ask what effect such a boundary con-
dition might have on the energies of any bound states in
the system. One general way to answer this question is
to consider an arbitrary potential at z = 0 and write
ψ =
{
AF (z) z 6 z0
Ce−κ(z−z0) +Deκ(z−z0) z > z0
(52)
with κ = β
√
2m|E|/~2 and F (z) the energy-dependent
solution appropriate to the arbitrary potential satisfying
the required boundary condition at z = 0. Although this
specific description assumes a short-range potential, a
similar argument can be made for the Coulomb potential.
The wave function in Eq. (52) must satisfy the log-
derivative boundary condition from Eq. (49) at z = z1 —
this is why the exponentially-growing solution must be
retained. Imposing this boundary condition leads to the
following transcendental equation for the energy of the
bound state:
F ′(z0) + κF (z0) =
B + κ
B − κ
[
F ′(z0)− κF (z0)
]
e−2κ(z1−z0).
(53)
This equation should be compared with the physical
quantization condition
F ′(z0) + κF (z0) = 0, (54)
to which Eq. (53) reduces in the z1 → ∞ limit as it
should.
Since in any practical numerical solution of the TDSE
the boundary of the numerical grid must be large com-
pared to the size of the bound state, we will have z1  z0.
Therefore, so long as B−κ 6= 0, the exponential term on
the right-hand-side of Eq. (53) will dominate — and thus
make Eq. (53) a very good approximation to Eq. (54) —
guaranteeing that the real part of the energy found with
the complex boundary condition will be very close to the
physical energy. To be sure, it will acquire a small imag-
inary part reflecting the decay of the ground state due to
the complex boundary condition, but it should be com-
pletely negligible.
This result for the bound-state energies is completely
consistent with the intuitive notion that the effect of the
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complex boundary condition — indeed the CAPs, too —
on the bound states should be negligible so long as the
bound-state wave function is vanishingly small at the
boundary z = z1 (or in the absorbing region of the CAP).
C Single- and double-exponential CAPs
The reflection coefficient for the single-exponential
CAP with a complex boundary condition is still analyt-
ical. It is found by imposing Eq. (49) on the general
solution for the single-exponential CAP from Eq. (33).
After a little algebra, one obtains
R = e4K arg λ
2
∣∣∣∣ (B + iK)J2iK(2λ)− λJ1+2iK(2λ)(B − iK)J−2iK(2λ)− λJ1−2iK(2λ)
∣∣∣∣2.
(55)
The same procedure can be carried out for the double-
exponential CAP using the general solution from Eq. (43)
to find
R =
∣∣∣∣ (B+iK+γ3λ2) 1F1(η+2iK, 1+4iK,−4γ3λ2)− 2γ3λ2(η+2iK) 1F1(η+2iK+1, 2+4iK,−4γ3λ2)/(1+4iK)(B + iK + γ3λ2) 1F1(η − 2iK, 1− 4iK,−4γ3λ2)− 2iK 1F1(η − 2iK,−4iK,−4γ3λ2)
∣∣∣∣2 .
(56)
Note that both Eq. (55) and Eq. (56) reduce to the
reflection coefficient with ψ = 0 in the B → ∞ limit as
they should.
Appendix D REFLECTION COEFFICIENT FOR
−iα22/x2 CAP
We start from the Schro¨dinger equation[
− ~
2
2m
d2
dx2
− ~
2
2m
ia2 + 14
x2
]
ψ =
~2
2m
k2ψ. (57)
Defining z = kx, we must solve[
− d
2
dz2
− ia
2 + 14
z2
]
ψ = ψ. (58)
The general solution is
ψ =
√
z
[
CJa/γ(z) +DJ−a/γ(z)
]
(59)
with γ=eipi/4 as before. Since we require ψ(0)=0, we
need the small-z behavior of the Bessel functions
Jν(z) −−−→
z→0
1
Γ(1 + ν)
(
z
2
)ν
. (60)
For the general case of complex a, a = ar + iai, one can
show that requiring the real part of the potential to be
attractive and the imaginary part to be absorbing leads
to
ar > 0 and ai < 0 with |ar| > |ai|. (61)
These conditions, together with Eq. (60), require us to
set D=0.
Finally, using the large-z behavior of the Bessel func-
tion,
√
zJa/γ(z) −−−→
z→∞
√
2
pi
cos
(
pi
4
+
api
2γ
− z
)
, (62)
allows us to extract the reflection coefficient,
R = e−
√
2pi(ar−ai). (63)
Keeping in mind that ai < 0 under the conditions we
have assumed, this equation shows that both the real
and imaginary parts of the CAP contribute to decreasing
the final absorption. We also see that this equation is
identical to Eq. (20) once the conversion from a to λ2 is
made.
Effect of truncation
If we are willing to sacrifice the energy independence
of R at small energies by truncating the CAP at x0,
V =
{
− ~22m
ia2+ 14
x2 x 6 x0
0 x > x0
, (64)
then one can again obtain an analytic expression for the
reflection coefficient.
The wave function is
ψ =
{
AF (z) z 6 z0
Ce−i(z−z0) +Dei(z−z0) z > z0
(65)
with z0 = kx0 and F (z) =
√
zJa/γ(z). The reflection
coefficient is thus
R =
∣∣∣∣DC
∣∣∣∣2 = ∣∣∣∣F (z0)− iF ′(z0)F (z0) + iF ′(z0)
∣∣∣∣2. (66)
The notation F ′ indicates a derivative with respect to z,
F ′ = dF/dz, and the log-derivative of F at z0 is
F ′
F
∣∣∣∣
z=z0
=
1− 2a/γ
2z0
+
Ja/γ−1(z0)
Ja/γ(z0)
. (67)
A plot of the reflection coefficient from Eq. (66) looks
qualitatively like the double-sinh reflection coefficients
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in Figs. 7 and 10. However, instead of falling expo-
nentially with k at small k, it falls more slowly — like
1/z40 = 1/(kx0)
4. In addition, because of the sharp
cutoff in the potential, R oscillates in z0 with minima
separated by pi at positions corresponding roughly to
z0 = kx0 = npi.
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