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Abstract
We consider the graph dynamical systems known as k-reversible pro-
cesses. In such processes, each vertex in the graph has one of two possible
states at each discrete time step. Each vertex changes its state between
the current time and the next if and only if it currently has at least k
neighbors in a state different than its own. For such processes, we present
a monotonic function similar to the decreasing energy functions used to
study threshold networks. Using this new function, we show an alterna-
tive proof for the maximum period length in a k-reversible process and
provide better upper bounds on the transient length in both the general
case and the case of trees.
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1 Introduction
Let G be a simple, undirected, finite graph with n vertices and m edges. The
set of vertices of G is denoted by V (G) = {v1, v2, . . . , vn}, its set of edges by
E(G), and its maximum node degree by ∆(G). A k-reversible process on G is
an iterative process in which, at each discrete time t, each vertex in G has one of
two possible states. The state of a vertex is represented by an integer belonging
to the set {−1,+1} and each vertex has its state changed from one time to the
next if and only if it currently has at least k neighbors in a state different than
its own, where k is a positive integer.
We denote by x(t) the sequence in which the ith component, xi(t), is the state
of vertex vi at time t, and by op(t) the sequence in which the ith component,
opi(t), is the number of neighbors of vi in a state different than its own at
time t. Any sequence x(t) is called a configuration and the sequence x(0) is an
initial configuration. Regarding the periodic behavior of such processes, p(x(0))
denotes the length of the period reached after a finite number of steps starting
with configuration x(0). The length of the transient is denoted by τ(x(0)).
Formally, p(x(0)) and τ(x(0)) are integer numbers such that:
• x(t+ p(x(0))) = x(t) for any t ≥ τ(x(0));
• x(t+ q) 6= x(t) for any t < τ(x(0)) or q < p(x(0)).
The motivation to study k-reversible processes is related to the analysis of
opinion dissemination in social networks. As graph dynamical systems, their
study is multidisciplinary and related to several other areas, like optics [4],
neural networks [8], statistical mechanics [1], and opinion [2] and disease [9]
dissemination. In the work by Dreyer [3], some important results regarding the
periodic behavior of k-reversible processes are presented; for instance, τ(x(0))
is O(m + n2) and p(x(0)) ≤ 2. Most of these results are based on reductions
from the so-called threshold networks, which are broadly studied by Goles and
Olivos [6, 5].
It is known that, for all threshold networks, p(x(0)) ≤ 2 [7, 10]. An intuitive
approach to prove this result is based on a monotonic function called an energy
function. Its definition is very similar to that of the energy function associated
with Hopfield networks [8] and it is a Lyapunov function. This function is
used to prove several results associated with the period and transient lengths of
threshold and majority networks.
The remainder of the paper is organized as follows. In Section 2 we describe
the new energy function for k-reversible processes and some of its properties. In
Section 3 we use this function to provide an alternative proof of the maximum
length of the period and of the transient length for k-reversible processes, for
the general case and also for trees. Section 4 contains our conclusions.
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2 An energy function for k-reversible processes
Let S1(t) and S2(t) be subsets of V (G), defined as a function of time t as follows:
S1(t) = {vi | opi(t) ≥ k} and S2(t) = {vi | opi(t) < k}. (1)
We define a nonnegative energy function E(t) for k-reversible processes as fol-
lows:
E(t) =
∑
i∈S1(t)
(opi(t)− k) +
∑
i∈S2(t)
(k − opi(t)). (2)
We also define an auxiliary function E′(t) that will be helpful later in this section
to prove that E(t) is a monotonically nondecreasing function:
E′(t) =
∑
i∈S1(t)
(opi(t+ 1)− k) +
∑
i∈S2(t)
(k − opi(t+ 1)). (3)
Lemma 1. E(t) = E′(t) for all t ≥ 0.
Proof. From (2) and (3), we have
E(t) =
∑
i∈S1(t)
opi(t)−
∑
i∈S2(t)
opi(t)− |S1(t)|k + |S2(t)|k (4)
and
E′(t) =
∑
i∈S1(t)
opi(t+ 1)−
∑
i∈S2(t)
opi(t+ 1)− |S1(t)|k + |S2(t)|k. (5)
Thus, we need to show that
∑
i∈S1(t)
opi(t)−
∑
i∈S2(t)
opi(t) =
∑
i∈S1(t)
opi(t+ 1)−
∑
i∈S2(t)
opi(t+ 1). (6)
First we define the following sets:
• A(t) = {(vi, vj) ∈ E(G) | vi ∈ S1(t), vj ∈ S1(t), xi(t) 6= xj(t)};
• B(t) = {(vi, vj) ∈ E(G) | vi ∈ S2(t), vj ∈ S2(t), xi(t) 6= xj(t)};
• C(t) = {(vi, vj) ∈ E(G) \ (A(t) ∪B(t)) | xi(t) 6= xj(t)}.
Then we note that
∑
i∈S1(t)
opi(t) = 2|A(t)| + |C(t)| and that
∑
i∈S2(t)
opi(t) =
2|B(t)|+ |C(t)|. Therefore,
∑
i∈S1(t)
opi(t)−
∑
i∈S2(t)
opi(t) = 2|A(t)| − 2|B(t)|. (7)
Next we define the following sets:
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• A′(t) = {(vi, vj) ∈ E(G) | vi ∈ S1(t), vj ∈ S1(t), xi(t+ 1) 6= xj(t+ 1)};
• B′(t) = {(vi, vj) ∈ E(G) | vi ∈ S2(t), vj ∈ S2(t), xi(t+ 1) 6= xj(t+ 1)};
• C′(t) = {(vi, vj) ∈ E(G) \ (A′(t) ∪B′(t)) | xi(t+ 1) 6= xj(t+ 1)}.
In a manner similar to the above, we have
∑
i∈S1(t)
opi(t+ 1)−
∑
i∈S2(t)
opi(t+ 1) = 2|A
′(t)| − 2|B′(t)|. (8)
We finally note that A(t) = A′(t) and B(t) = B′(t), whence
∑
i∈S1(t)
opi(t+ 1)−
∑
i∈S2(t)
opi(t+ 1) = 2|A(t)| − 2|B(t)|, (9)
which completes the proof.
Let ∆E(t) be the variation in the energy function from time t to time t+1,
i.e., ∆E(t) = E(t + 1) − E(t). An important property of the energy function
E(t) is given in the following lemma.
Lemma 2. E(t) is a monotonically nondecreasing function.
Proof. By Lemma 1,
∆E(t) = E(t+ 1)− E′(t). (10)
Then
∆E(t) =
∑
i∈S1(t+1)
(opi(t+ 1)− k) +
∑
i∈S2(t+1)
(k − opi(t+ 1))
−
∑
i∈S1(t)
(opi(t+ 1)− k)−
∑
i∈S2(t)
(k − opi(t+ 1)).
(11)
Focusing on each vertex’s contribution to ∆E(t) yields:
• opi(t+ 1)− k − opi(t+ 1) + k = 0, if vi ∈ S1(t) and vi ∈ S1(t+ 1);
• k − opi(t+ 1)− k + opi(t+ 1) = 0, if vi ∈ S2(t) and vi ∈ S2(t+ 1);
• k−opi(t+1)−opi(t+1)+k = 2(k−opi(t+1)) > 0, since k > opi(t+1),
if vi ∈ S1(t) and vi ∈ S2(t+ 1);
• opi(t+1)−k−k+opi(t+1) = 2(opi(t+1)−k) ≥ 0, since opi(t+1) ≥ k,
if vi ∈ S2(t) and vi ∈ S1(t+ 1).
The lemma follows from noting that no vertex contributes negatively to ∆E(t).
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3 Application of the energy function to the study
of the periodic behavior of k-reversible pro-
cesses
As G is finite, E(t) cannot grow indefinitely and there exists a time tmax such
that E(t) = E(tmax) for all t ≥ tmax.
Theorem 3. p(x(0)) ≤ 2 for any x(0).
Proof. Let t0 be such that t0 > τ(x(0)) and t0 > tmax. Also, suppose that
p(x(0)) > 2. For all t > t0, there cannot be a vertex vi such that vi ∈ S1(t) and
vi ∈ S2(t + 1), since this would lead to ∆E(t) > 0, contradicting t > tmax by
Lemma 2. Likewise, it cannot be the case that all vertices are in both S1(t) and
S1(t + 1), or in both S2(t) and S2(t + 1), since these cases represent periodic
behaviors of length at most 2, which contradicts our supposition. Hence, in
order for inequality p(x(0)) > 2 to hold, there exists at least one vertex vi such
that vi ∈ S2(t) and vi ∈ S1(t+1), and thus it holds that xi(t) 6= xi(t+2). That
is, there exists a vertex vi such that opi(t) < k and opi(t + 1) = k, otherwise
the energy function would increase.
As vi ∈ S1(t + 1), then necessarily vi ∈ S1(t + 2), vi ∈ S1(t + 3), vi ∈
S1(t + 4), and so on. Otherwise, if vi ∈ S2(t′) for some t′ > t + 1, then again
the energy function would increase, contradicting the assumption that t > tmax.
Thus, xi(t) 6= xi(t + 2) and xi(t
′ + 2) = xi(t
′) for every t′ > t. Hence, vi
reaches a periodic behavior only at time t > t0, contradicting t0 > τ(x(0)). It
follows that only vertices with periodic behavior of length 2 can exist, thence
the theorem.
The transient length of a k-reversible process is closely related to E(tmax),
since ∆E(t) = 0 for all t ≥ τ(x(0)), otherwise it would be true that x(t + 2) 6=
x(t). If t < τ(x(0)), then ∆E(t) = 0 only if there is at least one vertex vi such
that vi ∈ S2(t), vi ∈ S1(t + 1), and opi(t + 1) = k. Thus, the energy function
may remain unchanged for at most n consecutive steps during the transient
phase. Consider a configuration x(t′) and the associated E(t′). This value of
the energy function would be the same for exactly n consecutive steps if we had
|S1(t′)| = 1, |S2(t′)| = n− 1, and the following conditions were true:
• S1(t′)  S1(t′ + 1)  · · ·  S1(t′ + n− 1);
• S2(t
′) ! S2(t
′ + 1) ! · · · ! S2(t
′ + n− 1);
• If vi ∈ S2(j) ∩ S1(j + 1), then opi(j + 1) = k.
Theorem 4. τ(x(0)) ≤ E(tmax) + n− 1 for any x(0).
Proof. In order for the energy function to remain unchanged within a time step,
by the argument in the proof of Lemma 2 it is necessary that at least one vertex
vi exists for which vi ∈ S2(t), vi ∈ S1(t + 1), and opi(t + 1) = k. We have two
cases:
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• vi belongs to the sets S2(0), S2(1), . . . , S2(t).
• There is a time t′ such that 0 < t′ < t and vi ∈ S1(t′), vi ∈ S2(t′+1), vi ∈
S2(t
′ + 2), . . . , vi ∈ S2(t).
Only in the second case does vertex vi contribute to increase the energy
function from its value at some time prior to t, since the transition from S1(t
′)
to S2(t
′ + 1) implies such an increase, again as in the proof of Lemma 2. Thus,
except for the vertices for which the first case holds, all other vertices that help
to keep the energy function constant at time t were responsible for increasing
it at a previous time step by at least 2. So, apart from the first-case vertices,
the increase in the energy function is, on average, of at least 1 per time step.
But the first case can only hold for a vertex once, at time t. After t, any
contribution from a vertex to keep the energy function constant is necessarily
preceded by an increase of at least 2. Hence, the transient length can be at
most E(tmax) + |S2(0)|. However, if |S2(0)| = n then x(0) is already a periodic
configuration. The theorem follows by using |S2(0)| < n.
Corollary 5. τ(x(0)) ≤ n(∆(G) + 1)− 1 for any x(0).
Proof. We only need to consider the case of k ≤ ∆(G). The maximum value of
E(t) is at most n∆(G), when k = ∆(G) and |S2(t)| = n. The corollary follows
directly from Theorem 4.
For the cases in which 2k > ∆(G), this bound can be improved.
Corollary 6. If 2k > ∆(G), then τ(x(0)) ≤ n(k + 1)− 1 for any x(0).
Proof. The corollary follows directly from Theorem 4 by noting that E(t) ≤ nk
when 2k > ∆(G).
We proceed by studying the case of trees.
Theorem 7. If G is a tree, then E(tmax) = nk.
Proof. Using (4) and (7) from the proof of Lemma 1, we obtain
E(t) = 2(|A(t)| − |B(t)|) + k(|S2(t)| − |S1(t)|). (12)
If |S2(t)| = n and |S1(t)| = 0, then in order to maximize E(t) we need to
assume that all vertices in S2(t) have the same state at time t, and consequently
|B(t)| = 0. As S1(t) is empty, |A(t)| = 0 and
E(t) = 2(|A(t)| − |B(t)|) + k(|S2(t)| − |S1(t)|) = nk. (13)
Now assume that |S1(t)| = w and |S2(t)| = n − w, with 0 < w < n. When
all vertices in S2(t) are in the same state at time t, yielding |B(t)| = 0, and
moreover |A(t)| = |S1(t)| − 1, we have
E(t) ≤ 2(|A(t)| − |B(t)|) + k(|S2(t)| − |S1(t)|) = kn+ w(2 − 2k)− 2. (14)
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Note that E(t) > nk if and only if w(2 − 2k) > 2. However, for any k ≥ 1,
w(2− 2k) ≤ 0. Hence, whenever w > 0, there is no configuration x(t) such that
E(t) > nk. It follows that the maximum value of the energy function in a tree
occurs when all vertices have the same state, thence the theorem.
Corollary 8. If G is a tree, then τ(x(0)) ≤ n(k + 1)− 1 for any x(0).
Proof. The corollary follows directly from Theorems 4 and 7.
Corollary 8 is a clear improvement on Corollary 5. As k is a constant, the
upper bound on the length of the transient is linear in the number of vertices.
4 Conclusions
We have presented an energy function that is useful to study the periodic behav-
ior of k-reversible processes. We have shown that this function is monotonic,
and using this fact we have presented and alternative proof that the maxi-
mum period length is 2 for such processes, and also that the transient length is
O(n∆(G)) in the general case and O(nk) in the case of trees.
For 2-reversible processes on trees, we conjecture that the sharp upper bound
on the transient length is n − 3, provided n ≥ 5. We give support to this
conjecture in Appendix A.
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A Supplementary material
Conjecture 9. For 2-reversible processes on trees with n ≥ 5, the sharp upper
bound on the transient length is n− 3.
We have confirmed this conjecture computationally by exhaustive enumer-
ation for n ≤ 20. Throughout these experiments, a pattern emerged regarding
the trees and initial configurations for which a transient length of exactly n− 3
was verified. This pattern is such that the upper bound is achieved by exactly
n
2 trees for n even and exactly
n−1
2 − 1 trees for n odd, always for exactly one
initial configuration of the tree in question. Such trees and configurations can
be generated by Algorithm 1, whose results are shown in Figure 1 for n = 8 and
in Figure 2 for n = 9.
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Algorithm 1: Generate all trees and corresponding initial configurations
leading to a transient length of n− 3 in a 2-reversible process.
Input: Number n of vertices.
Output: Trees Tj, each with the corresponding initial configuration Xj
such that τ(Xj) = n− 3.
1 begin
2 V ← {v1, v2, . . . , vn};
3 E ← ∅;
4 j ← 1;
5 for i← 1 to n− 2 do
6 E ← E ∪ (vi, vi+1);
7 if i = n− 2 then
8 E ← E ∪ (vi, vi+2);
9 for i← 1 to n do
10 if i is odd then
11 x[i] ← +1;
12 else
13 x[i] ← −1;
14 Tj ← G(V,E);
15 Xj ← x;
16 j ← j + 1;
17 for i← 3 to n− 3 do
18 if i is odd then
19 E ← E \ (vi, vi−1);
20 E ← E ∪ (vi−1, vi+1);
21 Tj ← G(V,E);
22 Xj ← x;
23 j ← j + 1;
24 if i = n− 3 and n is even then
25 E ← E \ (vi+1, vi+3);
26 E ← E ∪ (vi, vi+3);
27 Tj ← G(V,E);
28 Xj ← x;
29 j ← j + 1;
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Figure 1: Output of Algorithm 1 for n = 8 (T1 through T4, from top to bottom).
Shaded circles indicate state +1, empty circles indicate state −1.
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Figure 2: Output of Algorithm 1 for n = 9 (T1 through T3, from top to bottom).
Shaded circles indicate state +1, empty circles indicate state −1.
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