This paper explores a novel approach to interactive user-guided image segmentation, using eyegaze information as an input. The method includes three steps: 1) eyegaze tracking for providing user input, such as setting object and background seed pixel selection; 2) an optimization method for image labeling that is constrained or affected by user input; and 3) linking the two previous steps via a graphical user interface for displaying the images and other controls to the user and for providing real-time visual feedback of eyegaze and seed locations, thus enabling the interactive segmentation procedure. We developed a new graphical user interface supported by an eyegaze tracking monitor to capture the user's eyegaze movement and fixations (as opposed to traditional mouse moving and clicking). The user simply looks at different parts of the screen to select which image to segment, to perform foreground and background seed placement and to set optional segmentation parameters. There is an eyegaze-controlled "zoom" feature for difficult images containing objects with narrow parts, holes or weak boundaries. The image is then segmented using the random walker image segmentation method. We performed a pilot study with 7 subjects who segmented synthetic, natural and real medical images. Our results show that getting used the new interface takes about only 5 minutes. Compared with traditional mouse-based control, the new eyegaze approach provided a 18.6% speed improvement for more than 90% of images with high object-background contrast. However, for low contrast and more difficult images it took longer to place seeds using the eyegaze-based "zoom" to relax the required eyegaze accuracy of seed placement.
INTRODUCTION
Segmentation is an important part of image processing, which often has a large impact on quantitative image analysis results. Fully automated operator independent segmentation procedures that successfully segment a large number of images are extremely difficult to design. Therefore, usually some kind of operator intervention is required, at least in pathological cases. Therefore, manual interaction, typically using a mouse or keyboard, is inevitable. Given the ever increasing number and resolution of digital images and the need to analyze these images for different applications (e.g. medical imaging and security), manual user interaction is becoming more and more repetitive and resulting in wrist-related injuries. In particular, increasing amounts of repetitive strain injuries (RSI) 1 have emerged from keyboard and mouse overuse. While the keyboard and mouse both contribute to computer-related RSI, most people suffering from RSI find that using the mouse causes more strain and pain than using the keyboard. This impending epidemic of computer-related repetitive strain injuries creates a need to develop a new form of interaction which would help speed up user interaction, minimize risk of wrist injury when processing large amounts of data, and make the interaction more intuitive. Motivated by these observations we designed a new interactive image segmentation approach using a novel form of input -eyegaze.
Eyegaze tracking as a form of input was primarily developed for users who are unable to make normal use of a keyboard or a pointing device. However, with the increasing accuracy and the decreasing cost of eyegaze tracking systems, it is quickly becoming practical for able-bodied users to use gaze as a form of input in addition to the keyboard and mouse, provided the resulting interaction is an improvement over current techniques. 2, 3 This paper explores how gaze information can be effectively used as an augmented input, in addition to traditional input devices like a mouse and a keyboard for user guided image segmentation. We set out to explore the answers to questions such as: Can a user place seeds as labels for the object and the background parts of an image by only looking at the screen? Is it possible to provide a new user interaction environment for interactive image segmentation using the user's eyegaze information? This work is the first step to show the possibility of designing a new user-guided image segmentation method using eyegaze tracking. In particular, a novel joint method combining Random Walker (RW) 4 image segmentation and eyegaze tracking is proposed to demonstrate the potential of this approach.
Eyegaze tracking
The eyes are a rich source of information for gathering context in our everyday lives. In our daily communication, we use our eyes with minimal effort to convey who, what, or where. A user's gaze is postulated to be the best proxy for attention or intention. 5 Using eyegaze information as a form of input can enable a computer system to gain more contextual information about the user's objective, which in turn can be leveraged to design interfaces which are more intuitive and intelligent. Remote eye-tracking technology is a specialized application of computer vision. A camera is used to track the location of the center of the pupil (p) with reference to the corneal reflection (g) of one or more infrared sources. The reflection point is referred to as a "glint" (figure) 1.
6 Since the surface cornea is nearly spherical, the position of the glint remains more or less fixed as the eye moves to focus on different points-of-regard. Eye-tracking systems use the difference vector (p-g) between the pupil position and the corneal reflection to determine the gaze vector. As evident from figure 1, it is critical to have sufficient resolution on the subject's eye to be able to obtain a reasonable estimate of the gaze vector. This necessitates the need for high resolution imaging sensors in eye tracking systems. One commonly used technique for eye tracking and gaze estimation relies on the observation that when illuminated with infrared light, a person's pupil appears as a bright white dot to an infrared-sensitive camera with an infrared filter installed. The relative positions of the large pupil dot and the smaller glint are used to estimate a vector corresponding to the gaze direction. Human eyegaze tracking is a rapidly growing research area with many useful applications. As the accuracy of gaze tracking and estimation systems improve, this natural way of interacting with the computer screen could provide a substitute means for controlling a computer for those physically or neurologically (e.g. unable to control their movement) impaired persons who find it difficult to, or are completely unable to, control a mouse. Also, it is especially useful for applications in human-computer interaction (HCI), such as video conferencing, 8 where the object on which the user focuses is enhanced or transmitted in higher quality, eye-typing, 9 where a human subject selects letters to be typed by looking at a screen display, and monitoring driver alertness, 10 where a computer system observes the appearance of the driver's eyes to ensure that the driver is not drowsy or otherwise impaired. Eyegaze information has also been used for medical applications in radiology since the 1960s. 11 Eye trackers have been used for medical image perception in radiology for designing radiologists' workstations, to enhance visual search, explore when errors are made and classify the errors according to the eyegaze fixations times. Eye trackers have also been used to understand the nature of expertise in radiology. All these results may be integrated to enable the future development of aids to image perception in radiology. Yang et al. 13 proposed using eye monitoring in many applications in visual search tasks, of which radiology is an important example. In an extension to this work, Atkins et al. 2 showed that eye monitoring is a useful tool to help design and assess radiology workstation interaction techniques: different interfaces affect response time performance through disruption of the visual search process.
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In addition, eye monitoring has been used in surgery, specifically in minimally invasive surgery (MIS) procedures.
14 Robots can be used for MIS, and simulators are commonly used for training MIS procedures in the laboratory, where eye monitoring systems are used to show the differences between experts and novices. 15 Eye monitoring results may also be used to provide better visualizations for training.
11 Eyegaze tracking in the operating room provides insights into the surgeon's cognitive processes during different surgical steps.
11 A number of exciting emerging applications are being developed to integrate eye monitoring information to provide gaze contingent control in surgery. 
Supervised segmentation
Segmentation of objects of interest is a challenging yet important step towards the analysis of digital images. The speed, automation, accuracy and robustness of the segmentation methods often have a large impact on the performance of the application at hand, e.g. computer aided diagnosis. Fully automatic methods sometimes fail, producing incorrect results and requiring the intervention of a human operator. This is often true in medical applications, where image segmentation is particularly difficult due to restrictions imposed by image acquisition, pathology and biological variation. So the level of automation in these methods can be relaxed by incorporating user interaction. The interactive part of a segmentation method is then responsible for mediating information between the user and the computational core of the segmentation algorithm. In such interactive segmentation techniques, the outcome produced by the computational part is translated into visual feedback to the user and the data input by the user are used as parameters for the algorithm. The actual communication between the computer and the user is done via the output and input devices controlled by the user interface. The user analyzes the visual information displayed on the screen and reacts accordingly, providing feedback for the computation. Supervised segmentation algorithms typically operate under one of the three paradigms for guidance (for surveys on interaction and editing in segmentation, the reader is referred to 16 and 17 ):
1) Specification of parts of the boundary of the desired object or a nearby complete boundary that evolves to the desired boundary, as in active contours [18] [19] [20] [21] [22] 2) Specification of a small set of pixels belonging to the desired object and (possibly) a set of pixels belonging to the background, as in region growing, 23 graph cut, 24 and random walker 4 3) Specification of starting and ending points along the target object's boundary and a minimal path approach that connect these points with a contour. The contour snaps to the desired boundary and wraps around the object, as in "live wire" and intelligent scissors.
25-28
Other common types of user interaction include setting the parameter values (e.g. degree of regularization) or choosing from preset options in a menu.
The Random Walker 4 algorithm is a recently-developed, general-purpose interactive multi-label image segmentation method that allows the user to select background and objects' seeds. Given a small number of pixels with predefined labels, one can quickly determine the probability that a random walker starting at each unlabeled pixel will first reach one of the pre-labeled pixels. By assigning each pixel to the label for which the greatest probability is calculated, an image segmentation is obtained. Theoretical properties of this algorithm are developed in 4 along with the corresponding connections to discrete potential theory and electrical circuits. This algorithm is formulated on a graph using combinatorial analogues of standard continuous domain operators and principles. In this work, we adopted the RW method for interactive image segmentation given its optimality properties; ensuring global minima of the segmentation objective functional, and its ability to segment multiple objects as opposed to only binary segmentation. Figure 3 shows an example skin lesion image, the seeds used, the probability map and the resulting RW segmentation. The aim of this study is to compare two interactive methods for achieving user-guided image segmentation using the RW algorithm: (i) a mouse-based clicking method, and (ii) an eyegaze-based clicking method.
METHOD

System overview and the graphical user interface
A user imposes certain hard constraints on the segmentation by indicating certain pixels (seeds) that absolutely have to be part of the object and certain pixels that have to be part of the background. Intuitively, these hard constraints provide clues on what the user intends to segment. The user analyzes the visual information displayed on the screen and reacts accordingly, providing feedback to be used as input for the core RW segmentation algorithm. Figure 2 shows an overview of the developed system. The algorithm involves placing background "seeds" (colored red, as shown later on, in figure 4 and subsequent figures) on the image background, and object seeds (green) on the object to be segmented. Seed points appear as 8-pixel-wide circles and can be placed by clicking on the desired location. In eyegaze mode, the user "clicks" by staring at a spot for about a second. This fixation duration can be altered; typically as users become more experienced with using the system, this time can be decreased. To be completely hands-free in eyegaze mode, the large user interface buttons can also be "clicked" by staring at the button briefly. There are three modes: Zoom, Add Seed, and Delete Seed. In Zoom mode, clicking on the unzoomed image displays a portion of the image in 4× magnification, centered around the clicked point. Clicking on the zoomed image returns the view to the unzoomed image. In Add Seed mode, clicking on the image adds a seed to the clicked point. The type of seed (object or background) placed depends on whether the Object or Background button was clicked beforehand. In Delete Seed mode, clicking on the image removes any seed within a 25-pixel radius from the clicked point. The type of seed removed depends on whether the Object or Background button was clicked beforehand.
Using our interface, the type of seed must first be set by clicking on either the Background or the Object button. Once that is done, clicking Add Seed or Delete Seed and followed by clicking at the desired location(s) on the image will perform the corresponding action. All currently placed seeds can be removed by clicking Reset. Figure 4 shows the graphical user interface that we have used for our experiments. The user may click on the Zoom button and then click on the desired location to zoom in for more precision in placing seed points. The zoom automatically returns to the original view after one seed has been placed. When the user is satisfied with the placement of seed points, the user clicks on the Segmentation button. The segmentation result will be displayed after a few seconds in the segmented image box. If the user is not satisfied with the segmentation, he or she can either place more seeds and try again or adjust the segmentation parameter (beta) which is also accessible from the user interface.
Random walker interactive segmentation
At a high level, RW segmentation steps are :
• The user specifies seed points and the seeds are labeled as either object or background * ;
• The image is modeled as a graph where image pixels are represented by graph nodes;
• Graph edges connect neighboring pixels;
• The weight of an edge is set as a function of the intensity difference between a pixel and its neighbor. This function or mapping is controlled by a parameter beta;
• The probability that a random walker starting from a particular pixel reaching any of the labeled pixels (seeds) is computed for every pixel by solving a linear system of equations;
• The maximum probability label is assigned to each pixel, which constitutes the image segmentation.
More details can be found in. 
Details of eyegaze tracking and program logic
The eyegaze system, is a hands-free, remote human-computer interface that can be used to track a user's gaze point or allow an operator to interact with their environment using only their eyes. The eyegaze information may be recorded as a set of locations or regions of the image weighted by a fixation time, or the gaze information may be used as the basis to identify a region of the image for further analysis to determine its content. Alternatively, the gaze information may be used to define a region of interest (ROI) within the image for further analysis, such as identifying a polygonal region around the gaze region(s).
(a) (b) (c) (d) Figure 5 . Eyegaze plot of (a) background seeds and (b) objects seeds placed by subject1. Eyegaze hot spot map of (c) background seeds and (d) object seeds placed by subject2.
RESULTS
Experimental setup
For this research, we have used Tobii 1750 † eye tracker. We had two sudies; For first one, we used Tobii development kit and ClearView software ‡ and the second one is based on our implemented system. Figure  5 shows plots and hot spot maps of eyegaze information recorded for two different subjects as they label the object and background parts of a skin lesion image. These eyegaze plots and hotspots are a feature of the first study implemented with the Tobii and ClearView software analysis suite, and are not available in the custom interface of the second study (only raw eyegaze data are available). We have presented results of the second study in this paper. Seven subjects (computer science graduate students) participated in this study. Using the provided interface, they were asked to place both background and object seed points to segment several * A recent version of RW that does not require seeds is proposed in 29 † (http://www.tobii.com) ‡ (http://www.tobii.com/market_research_usability/products_services/tobii_software_development_kit. aspx) images. Before beginning, subjects watched a demonstration of how to use eyegaze to place the seed points and perform the image segmentation, then were given several practice trials to familiarize themselves with using the interface in both modes of interaction. Figure 6 shows the segmentation results of the training stage for one of the subjects. Each subject was randomly assigned to start with the mouse or with the eyegaze input and each subject segmented 5 images with each mode of interaction (see example images in left panel of GUI in Figure  4 ). The five images were divided in three categories according to the ease of segmentation. Two images were in the easy category, two images were in the medium difficulty category and one was a difficult image to segment. The level of difficulty reflects weak boundaries, narrow protrusions or indentations, holes in the object, etc. The subjects' eyegze movements and/or mouse clicks were recorded for our analysis. Figure 6 . The segmentation results of the three images in the training stage for one of the subjects (using eyegaze tracking).
Eyegaze calibration
To ensure better eyegaze tracking accuracy, participants were required to undergo a short (40 seconds) calibration procedure before using the eyegaze interface. The calibration procedure involves having the system display a number of points on the screen. This can be as low as only two calibration points, but will still yield high accuracy across the entire tracking range. The calibration also uses automatic filters to select good data points. These features enable very simple and quick calibrations, even on difficult subjects such as infants and low-vision subjects.
All eyegaze interactions are performed using simulated mouse clicks, so the entire interface is also accessible using a standard mouse. All the gaze data is recorded to a plain text file including left and right eye positions, gaze position (x g , y g ), head position (x h , y h , z h ), and pupil diameter (Φ). This data can be used to replay a recorded session. The gaze location is shown as a green crosshair on the screen, averaged over the 6 previous gaze locations.
In addition to setting seed points on an image, eyegaze can be used to click on buttons. The button changes colour when the user gazes at it, and the button is clicked when the button has accumulated 40 gaze samples. To interact with the main image, a simulated mouse click is made at each eyegaze fixation point. Our real-time fixation detection algorithm triggers if M of the previous N gaze samples lie within a D pixel radius of the average position of the previous N samples. M and D are user configurable and were set to 20 samples and 50 pixels, respectively. N is set to 1.5 times M . The action performed by the mouse click depends on the click interaction mode.
Qualitative and quantitative results
Figures 7 and 8 show sample images classified into Easy, Medium and Difficult, with overlaid sample segmentation results (red contours) obtained via eyegaze or mouse-based interaction. Note the high similarity of segmentation results. Figure 9 (a) shows that for the Easy category images, eyegaze-based segmentation is faster than using the mouse; for Medium images eyegaze and mouse were comparable; and for Difficult images using the mouse achieves faster segmentation compared to eyegaze. Since the eyegaze input requires no time for acquiring the cursor position by making manual motions (such as a hand motion to get the mouse), but involves a short dwell time, we have observed that the performance of the two input approaches is similar. If we isolate the actions the user must perform to point and click on a target with the mouse, the total time would be:
T mouse−click = T locate−target + T grab−mouse + T locate−cursor + T move−mouse + T click−mouse (1) By contrast, the total time for selection using eyeclick would be
where T locate−target is the amount of time it takes the user to conduct a visual search for the target. It can be reasonably expected that the time to locate the target is the same in both approaches. Equations (1) and (2) demonstrate why segmentation time for images of the Easy and Medium category in the eyegaze mode is less than or close to the segmentation time of images in mouse-click mode. For images of the Difficult category, since locating the targets is not easy and the user has to be very accurate to place a seed in narrow or small parts of the image by eyegaze, T eye−click is larger than T mouse−click . Further, our experiments proved that due to the low accuracy of placing seeds for images of the Difficult category, users needed a larger number of corrections for misplaced seeds and, hence, they had to repeat the segmentation until the desired result is obtained. Figure 9 (b) presents the average number of clicks to zoom, delete seeds, and place background and object seeds. For images of the Difficult category, due to the high error rate and necessity of editing misplaced seeds to locate accurate one, there is an obvious large difference between the number of different clicks in eye-click and mouse-click modes, which is the most important reason for low speed of eye-click mode rather than mouse-click mode for the Difficult category. Also, there is some inter-subject variability of the eye tracking accuracy due to calibration drift and changes in subject posture over the course of the experiments. 
CONCLUSION
The study statement and hypothesis of this work is: "Gaze information can be used as a form of input for interactive image segmentation". It is the first work in the interactive image segmentation field which explores the design space of interaction techniques that use gaze information for placing object and background seeds. We present the results of user experiments which compare a novel gaze-augmented interaction technique with a traditional mouse based interaction. To the best of our knowledge, this is the first study that examines the use of eyegaze tracking and fixation-based clicking as user input in a graph-theoretic interactive image segmentation technique. We show that the resulting interaction is either comparable to or an improvement over existing input methods and that it is indeed possible to devise novel interaction techniques that use gaze as a form of input for interactive image segmentation, even given the unfamiliarity of the subjects with the eyegaze interface compared to the mouse. Clearly, an important advantage is minimizing wrist strain for repetitive tasks. With the random walker's ability to segment multiple objects, we can now explore multi-label segmentation scenarios (a) (b) Figure 9 . (a) Average segmentation time for the images used in our study, (b) average number of clicks for background and object seeds placement, zoom and delete (eyegaze vs. mouse) using eyegaze. We are also working on improving the zoom feature as well as investigating other interactive segmentation methods, and improving the user interface further. In future work, we will explore if eyegaze may produce other forms of strain or negative side effects.
