




















We propose `software development method' based on software generation. In this method,
we get dependable software easy based on formal method. And also, we propose automatic
dependable software components generation, and help us to apply software synthesis.
In recent years, cost and reliability of software is big thema in software development.
`How to develop reliable software easy' is one of the big goal of software engineering.
An drastic approach for this goal is software synthesis, which generate software without
human conding. However, software syntehsis needs software components for each software
domain, and the reliability of software is depends on one of components.
In thsi research, we propose `Model Satisable Software Synthesis (MSSS)'. In this
method, we dene `Model Satisable Fine-grained Component (MSFC)' based on B
method, and also dene reliability of software synthesis and slicing method. Our method
is based on B method and it's use set theorem and predicate theorem to describe soft-
ware. So MSSS method can be applied for software domain written with this theorem,
it's means that we can't apply our method for UI and asynchronous system.
We proved MSFC generation method itself based on its mathematical denition, and
MSSS can synthesis reliable software because of mathematical software search and reuse.
However, the software search based on mathematics is costly to check reusable between
requirement and software components. So we provide software model normalization
method, which make same text between mathematical equal models.
In this research we apply our method for some little systems, e.g. bank system, rental-
car system. In these examples, we prove generated software and software components
with theorem prover of B method tool. However, there is not enough public practical
case study of B. and we need more practical examples to rene our method.
MSSS method will enable us to apply synthesis to more software domains, and to
develop dependable software quickly in lower cost. Also it will release us from routine

















フトウェア合成（MSSS）手法」を提案する．B Method は J.R.Abrial らにより提案され
た形式手法であり，大きな特徴として数学的仕様と命令型言語による実装間の整合性を
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1.高信頼ソフトウェア開発手法である B Method を応用したソフトウェア部品の信頼
性保証
表 1.1: 自動コード生成手法の特徴比較
MSSSフレームワーク (提案手法) 定理証明に基づく手法 経験則に基づく手法
信頼性 定理証明に劣るが高信頼 高信頼 静的保証なし
適用性 部品の整備が容易 低い 部品の整備が困難
計算量 ダイジェストや字面一致で低減 計算困難 実用的
11
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2.数学的な要求仕様と部品の仕様間のマッチングによる高信頼なソフトウェア部品再
利用
























MSSSフレームワークは信頼性保証の枠組みとして B Method を応用するため，(1)に
ついて適用可能な問題領域も B Method の枠組みで限定される事は明らかである．本稿
ではこれに加えてB Method では適用可能だが MSSSが適用できない問題領域が存在す
るか，また，そのような問題に対してどの様な対応策があるかを示す．(2)についてソフ
トウェア部品の信頼性は B Method の枠組みを応用して定義する．さらに，自動生成さ
れたソフトウェア部品の信頼性が保証される条件を信頼性の定義から明らかにする．(3)
についてはMSSSで合成したソフトウェアの信頼性を B Method の枠組みで保証する際
に，検証作業なしに何が保証されて，何が保証されないのかを明らかにする．MSSSは定






























































り小規模な開発では CIツールを用いた TDDや BDDが実践されている．この動向のな
かで，我々が注目している点は，これまで一般的なソフトウェア開発では倦厭されてき
























































る [13, 5]．MDAでは `オブジェクト指向に基づく再利用' と `ドメイン特化言語 (DSL)に
基づくコード記述' によりソフトウェアを合成する [36]．DSLは実行可能コードに翻訳可
能な文法や単語を問題領域毎に定めた言語で，ソフトウェアを自然言語に近い表現で抽象
的に記述できる．例えば，アカウント管理ならば，`regist A as B'という文法と `Manager'































研究では部品整備の問題を `部品が存在しない問題領域における部品整備の自動化' と `不
足部品の生成補助' という観点から議論する．
本稿で提案する自動コード生成手法は後述する B Method という形式手法の記法を用
いて要求仕様を記述する．この，B Method のツールには `B Automatic Renement Tool
(BART)' という自動化ツールが存在する．BARTは要求仕様を集合論と述語論理で記述
するため抽象度が高く，名前に頼らないパターンマッチが可能である．また，BART自
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た仕様から prologの様な実行可能な一階述語論理のサブセットを演繹的に推論する手法







































細粒度ソフトウェア部品 (ne-graned software component)は一般的にはモジュールよ
りも粒度が細かい部品であり，本稿ではさらに意味を限定して関数や手続きよりも粒度が
細かい部品を細粒度ソフトウェア部品と呼ぶ．阿草らは細粒度リポジトリにおけるCASE





























  THEN X



















Weiserの手法は命令型言語においてプログラム P とそのプログラム中のある行 i と変
数群V を入力として行 iにおける変数群V の状態を決定するのに必要十分なプログラム
S を出力する．Weiserの手法ではプログラムの各行をノード，プログラムの流れをエッ
ジとし，プログラム P を有効グラフとして扱う．例えば図 2.1(a)の様に IF B THEN X
ELSE Y END Z からなる条件分岐はB , X , Y , Z の 4ノードからなり，(B ;X ), (B ;Y ),
(X ;Z ), (Y ;Z ) の 4つのエッジを持つ．また，図 2.1(b)の様にWHILE B DO X END; Z
からなる繰り返しはB , X , Z の 3ノードからなり，(B ;X ), (X ;B), (B ;Z ) の 3つのエッ
ジを持つ．
Weiserの手法はノード i , 変数群 V に対してスライシングの基準 C = (i ;V )を定め，
ノード i における変数群 V の状態を決定するのに必要十分なグラフ SC を生成する．以
下にWeiserの手法の要点を抜粋する．以下のようにDEF , REF , INFL, BC を定義する．
DEF (n): ノード nにおいて定義される変数群
REF (n): ノード nにおいて参照される変数群
INFL(b): IF 文やWHILE 文などの分岐であるノード bにおいてその分岐の内部で実行
されるノードの集合
BC (b): (b;REF (b))で表される分岐 bについてのスライシングの基準
この時，以下のように再帰的に S iC を求め，収束した値がスライシングの結果である．
1.ノード n の変数群のうち，基準 C において直接影響する変数群を R0C (n)とする．
C = (i ;V )としたとき，R0C (n)は以下の (a)，(b)を満たす全ての変数 v の集合で
ある．
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(a) n = i であり，v 2 V
(b)以下のいずれかを満たすようなノードmに対してエッジ (n;m)が存在する．
i. v 2 REF (n)かつ，w 2 DEF (n) ^ w 2 R0C (m) を満たす変数 w が存在する．
ii. v =2 DEF (n)かつ，v 2 R0C (m)である．
2.基準C に対して直接影響するR0C についてのスライシング S 0C を S 0C = fn j R0C (n)\
DEF (n) 6= ;g と定義する．
3. S 0C が含むノードの実行を制御する条件分岐の集合 B0C をB0C = fb j 9 n 2 S 0C ^ n 2
INFL(b)g と定義する．




C を初期値として以下のRiC , S iC , B iC を収束するまで再帰的に計算する．





























(1)の問題点に対して部品に形式仕様を付加することが提案されている [23, 2, 20]．形式
仕様は一意な解釈を与えることができ，計算機で扱うことも容易である．また，B Method
や VDMなどの形式手法は実装が仕様を満たすことを保証する仕組みを持ち，これを応









阿草らは 2.4.1項で紹介した Sapid に対してXMLによる仕様を付加するDapid を提案









Method の記述は `モデル', `リファインメント', `実装'に分けられる. モデルはソフトウェ
アの仕様であり, 集合論と述語論理による制約と実行順序の概念が無い非決定的な代入で
記述される. 実装は命令型言語同様に実行順序を持ち結果が一意に定まる代入で記述さ







B Method のソフトウェアは図 2.2に示すような `モデル' と `実装' で構成される．B
Methodにはこれ以外にもリファインメントという記述が存在する．リファインメントは
後述の段階的詳細化を行うための記述であるが，図 2.2のように段階的詳細化を行わずに





B Method のモデルは命題と操作の組で表される. 図 2.2(a) は registUser, deposit,
withdraw という 3つの操作からなる簡単な銀行システムのモデルである．図 2.2(a)の一
行目はモデル名とモデルパラメタを表す．モデルパラメタはモデル内部においては定数
のように振る舞う．本稿ではモデルを式 (2.1)のように数式を用いて表現する．式 (2.1)の
組は命題CA, PA, IA, QA1; : : : ;QAk , 代入UA, VA1; : : : ;VAk からなる B Method のモデル
を表す．
(CA;PA; IA;UA; ((QA1;VA1); : : : ; (QAk ;VAk))) (2.1)
ここで, 命題CA, PA, IA はそれぞれパラメタ制約 (CONSTRAINTS節), プロパティ制
約 (PROPERTIES節), 不変条件 (INVARIANT節) である. パラメタ制約はモデルパラメ
タとして与えられる値の範囲を制約する．プロパティ制約はパラメタとして与えられない
定数の値の範囲を制約する．不変条件は変数の型定義やシステムが守るべき変数間関係を
制約する．代入UAは初期化を表し,命題と代入の組のリスト ((QA1;VA1); : : : ; (QAk ;VAk))
は各操作の代入とその事前条件 (PRE節)を表す. B Methodにおいて命題は集合論と述
語論理により記述される. 図 2.2(a)の C , I , Q がそれぞれパラメタ制約，不変条件，事
前条件であり，これらは集合論と述語論理の命題である．例えば，図 2.2(a)の I は数学
的に書き直すと式 (2.2)の様になる．式 (2.2)の不変条件からは `氏名 (userName)と住所
(userAddr)の両方が重複する顧客 (user)は存在しない' という条件が読み取れる．
users  f0; : : : ;maxUserg ^
userAddr 2 users ! seq(0 : : : 255) ^
8 u1; u2(u1 2 users ^ u2 2 users ^ :(u1 = u2)
) :(userName(u1) = userName(u2) ^ userAddr(u1) = userAddr(u2))) (2.2)
また，モデルの代入は図 2.2(a)のV に示すように等価代入文 (X := E )やANY文, IF
文, SELECT文などで構成され, それぞれの文は同時代入 (||)で結合される. そのため，
モデルの操作には代入順序の概念が存在しない. ANY文, SELECT文はともに非決定的
な代入を行う文である. ANY文は非決定的選択文と言い, 非決定的な値を生成し, その値
を用いた計算を記述する. 例えば，図 2.2(a)のV に含まれるANY文は f0; : : : ;maxUserg
に含まれ，users に含まれない値 newUser を生成する．SELECT文は条件選択であるが,
複数の条件が同時に真になる場合にはそれらに対応する代入のうち 1つが非決定的に選
択される.
















































































































図 2.2: B Method におけるソフトウェアの例
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実装
B Method の実装は図 2.2(b) の様に記述される. 実装はモデルと同様に命題と操作の
組で表現することができ, k 個の操作を持つ実装はプロパティ制約PI , 輸入RI , 不変条件
II , 代入UI , VI1; : : : ;VIk に対して式 (2.3) に示す組で表される.
(PI ;RI ; II ;UI ; (VI1; : : : ;VIk)) (2.3)
輸入RI は `別名.モジュール名' という書式でモジュールの機能を取り込む記述である.
B Method で実装に用いられる基本語彙は極めて小さく, 端末やファイルとの I/Oはモ
ジュールを輸入する事で行われる. 実装における代入は非決定性を含まない代入文で構
成され, それぞれの文は逐次代入 (;)で結合される. 図 2.2において実線で結ばれた記述
はそれぞれモデルと実装で対応する記述を表す．モデルの IF文の条件を計算するために，
この例では WHILE ループを利用するが，B Method ではループの停止性保証のために



































図 2.3: B Methodにおける段階的詳細化
2.5.3 信頼性の定義
B Method ではモデルから実装までの記述が整合性を満たすことを定理証明によって
保証する. この定理証明の命題を `証明責務' と呼ぶ. 証明責務にはモデルの初期化, モデ
ルの操作, 実装の操作に関する証明責務があり, それぞれ式 (2.4), 式 (2.5), 式 (2.6) の様に
表される. B Method では初期化と各操作毎に証明責務が真であることを証明することで
ソフトウェアの信頼性を保証する. これらの式において代入V , 命題 I に対して [V ]I は
V が I を満たすための最弱事前条件といい, V を実行後に I を満たす事を示す命題であ
る. 最弱事前条件は右結合であり [VIj ]:([VAj ]:II ) における ()は省略できる. また，証明
責務はH ) G1 ^    ^ Gn の様に含意の後件 (本稿ではゴールと呼ぶ)が論理積で構成さ
れる場合，H ) G1, : : : , H ) Gn という命題群を証明することで証明する．この様に証
明責務が n個の命題に分割されるとき，`本稿では n個の証明責務が生成される' と言う．
CA ^ PA ) [UA]IA (2.4)
CA ^ PA ^ QAj ^ IA ) [VAj ]IA (2.5)
(CA ^ PA ^ IA ^ QAj ) ^ (PI ^ II )) [VIj ]:[VAj ]:II (2.6)
モデルMAと実装MI の全ての操作において式 (2.6)の証明責務が真であることを `モデ
ルMAは実装MI で詳細化される' と呼び，MA v MI と表す．この時，実装MI が取りう
る状態においてモデルMAの制約条件が真になり，実装MI がモデルMAを満たすことが
保証される．
図 2.2に挙げたモデルと実装の例においてモデル Bankは実装 Bank iで詳細化される．
操作 registUser のモデルの操作から式 (2.5)にしたがってモデルの操作に関する証明責務
を生成すると 9個の証明責務が生成される．また，式 (2.6)にしたがって実装の操作に関
する証明責務を生成すると 76個の証明責務が生成される．式 (2.7) は図 2.2の実装から生
成される証明責務の簡単な例である．式 (2.7)は実装の不変条件から users = users i :val
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であるため真になる．








ク (Model Satisable Software Synthesis Framework, MSSSフレームワーク) を提案す
る．MSSSフレームワークは生成コードの信頼性を B Method の枠組みを応用して保証
し，部品の整備を既存ソフトウェアからの部品自動生成により容易にする．MSSSフレー
ムワークの全体像を図 3.1に示す．MSSSフレームワーク は大きく分けて `モデル充足ソ
フトウェア合成 (Model Satisable Software Synthesis, MSSS)' と `モデル充足細粒度部品
生成 (Model Satisable Fine-graned Component Generation, MSFC生成)' からなる．ま
た，MSSSは部品再利用に基づくコード生成手法であり図のようにモデル充足細粒度部品
(Model Satisable Fine-graned Component, MSFC) を部品リポジトリに蓄積する．
図 3.1左側のようにMSSSは要求を記述した B Method のモデルを入力として，部品
を再利用することによって要求モデルを満たすB Methodのソフトウェアを生成する．ま
た，図 3.1右側のようにMSFC生成は B Method のソフトウェアを入力として，そこか
ら部品を自動生成してリポジトリに登録する．図 3.1中央のようにMSFCは B Method
のモデルと実装にあたる実装依存モデルと細分化実装で構成され，部品の仕様として細
分化モデルが与えられる．MSFCでは B Method の枠組みを応用して部品が仕様を満た
すことを静的に保証できる．
MSSSフレームワークは既存の自動コード生成に対して以下のような特徴を持つ．
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の詳細は 6章で，MSFCの詳細は 4章でMSFC生成の詳細は 7章で説明する．













細分化モデルが与えられる．MSFCには B Method を応用しており，細分化モデルと実
装依存モデルは B Method のモデルにあたり，細分化実装は B Method の実装にあたる．

































上述のように MSFC生成 で得られた部品を MSSS で再利用するには部品の仕様であ
り，また，検索キーでもある細分化モデルを同一のアルゴリズムで生成する必要がある．











MSSSフレームワークは B Method のモデルを入力としてソフトウェアを生成するた
め，MSSSの入力となる要求は B Method のモデルで記述できるものに限定される．ま
た，信頼性保証の枠組みとして B Method を利用するためMSSSで保証される信頼性は
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ファインメントを入力モデルとすることで 1対多, あるいは 1対 1で記述できると考えら
れる.
文法制限 (2)は部品選択 (6.3節)で作業者によるモジュール選択を容易にするためであ












文法制限 (3), (4), (5) は部品を合成した際の副作用を解消するためである. (3), (4)の
制限は局所変数を活用することで解消出来ると考えられる. また, (5)の制限はモジュー
ルにおけるデータ表現を制限するが代替モジュールを用意することで解消できる. また,
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図 3.2: MSSSフレームワークの想定する運用













































Fine-graned Component, MSFC)と定義する．MSFCでは実装依存モデルMD と細





細分化モデルは式 (4.1)のようにパラメタ制約CA, プロパティ制約PA, 不変条件 IA, 事
前条件QA, 代入VA で構成され，図 4.1の様に B Method のモデルに似た記述を持つ．
(CA;PA; IA;QA;VA) (4.1)
式 (4.1)が細分化モデルであるとは代入VAが細粒度な代入であり, 制約条件CA, PA, IA,
QAがVAを表すのに不要な制約を持たない事を言う. 詳細は 5章で説明するが，`VAを
37






   user:0..maxUser&
   not(user:users)
 THEN






























   user:0..maxUser&
   not(user:users)
 THEN






   max(users)<=maxUser-1 &
   fileOpen = TRUE
INVARIANT
 users<:0..maxUser &













 users_I = users &
 ((fileOpen = TRUE) =>


















































実装依存モデルは式 (4.2)のようにパラメタ制約CD , プロパティ制約PD , 不変条件 ID ,
事前条件QD , 代入VD で構成され，図 4.1の様に細分化モデルに似た記述を持つ．
(CD ;PD ; ID ;QD ;VD) (4.2)
MSFCにおいて細分化モデルと実装依存モデルは式 (4.3) の関係を持つ. これは細分化
モデルに実装依存の制約を論理積で追加した記述が実装依存モデルであることを意味す




(CD ) CA) ^ (PD ) PA) ^ (ID ) IA) ^ (QD ) QA) ^ (VD = VA) (4.3)
4.2.3 細分化実装
細分化実装は式 (4.4)のようにプロパティ制約PI , 輸入RI , 不変条件 II , 代入W , Z の
組で構成され，図 4.1の様に B Method の実装に似た記述を持つ．
(PI ;RI ; II ;W ;Z ) (4.4)
代入W は `参照部'といい大域変数を参照し計算結果を局所変数に格納する代入である.
また, 代入 Z は `代入部'といい参照部W で計算された局所変数の値を大域変数に格納す
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る代入である. ここで, 参照部W では大域変数を変更してはならず, 代入部 Z では大域
変数を参照してはならない. この様に代入文を参照部と代入部に分割するのは実装の操
作をモデルの操作と同様に結合するためである. 例えば, 細分化モデルの操作がVA1，細
分化実装の参照部と代入部がW1, Z1 である部品 1とVA2 , W2, Z2 である部品 2に対して,
細分化モデルの操作を同時代入で結合した操作 (VA1 jj VA2) に対応する実装操作を得る
事を考える. 部品 1の代入に部品 2の代入を単純に結合すると (W1; Z1; W2; Z2) が得ら
れるが, 部品 1の代入部 Z1で変更される大域変数を部品 2の参照部W2が参照する場合,
この計算結果は (VA1 jj VA2)と異なる. 本稿ではこの問題を `副作用' と呼び, (W1; W2;
Z1; Z2) のように代入部の前に参照部を置くことで副作用を解消する. 図 4.1の細分化実
装では/*REF*/が参照部, /*DEF*/以降が代入部である.
4.3 信頼性の定義
MSFCでは B Method に習い, 証明責務を用いて信頼性を定義する. 細分化モデル, 実
装依存モデル, 細分化実装がそれぞれ式 (4.1), 式 (4.2), 式 (4.4) であるMSFCの証明責務





CA ^ PA ) [VA]IA (4.5)
CA ^ PA ^ QA ^ IA ) [VA]IA (4.6)






リの構造' と `部品の結合を容易にする情報の付加' について説明する．
部品検索はリポジトリに格納された部品と検索キーの間でマッチングを行うことで検
索キーにマッチする部品を得る．しかし，これを単純に行うと部品数だけマッチングを





























デルMK を検索キーとして得られる事をMC S MK と表す．このマッチングを用いて部
品リポジトリの階層構造を `M1 S M2 ならば M2 は M1 の子孫である' と定義する．例
えば，B1 S C , B1 S B3, B2 S B3, A S B1, A S B2 という関係をもつ細分化モデ
ルA, B1, B2, C は図 4.2のような階層をなす．
本研究におけるマッチングはM1 S M2 ^ M2 S M3 ) M1 S M3 という推移律を持
つ．また，M *S K ならばM S X である任意のX についてX *S K である．このた
め，上記のように階層構造を与えることで検索の分枝限定が可能になる．例えば，検索
キーK に対してA *S K であるならば，細分化モデルAの子孫にX S K である細分
化モデルX は存在しない．同様に図 4.2においてB2 *S K ならば，B3は検索キーK に
対してマッチしない．
上記の判定が可能なのは，`M *S K ならばM S X である任意のX についてX *S K
である' という規則による．この規則は `検索キーK にマッチする細分化モデルの事前条
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件がK の事前条件から任意の制約を取り除いたものである' という事前条件に関する部
分一致でマッチングが行われる事による．例えば，事前条件として命題 a, b2を持つ細分






リポジトリに格納する. モデル実装間変数対応付けはモデル変数 xA とその変数に対応す




















モデルは 1つの初期化U と複数の操作 (Qk ;Vk)を持つ．ここでは解説を簡単化するため
に 1つの操作にのみ注目し，モデルの制約と操作の組 (C ;P ; I ;Q ;V ) を細分化すること
を考える．初期化 U は事前条件が存在しない，すなわち，Q が TRUEであるとして一
般化する．
モデル細分化は (C ;P ; I ;Q ;V )を細分化して細分化モデル群 (Ci ;Pi ; Ii ;Qi ;Vi)を得る.
V が初期化であるならば細分化モデルは式 (4.5) の初期化の整合性を満たし, V が操作で
























































1.非決定的値生成の分離: 事前条件と代入の組 (Q , V )から非決定的値生成操作 (QAnyDec,
VAnyDec) と非決定的値参照操作 (QAnyRef , VAnyRef ) を得る. 非決定的値生成操作は
V が含む ANY文で局所変数に格納される非決定的な値を生成してそれを戻値とし
て返すだけの操作である. 非決定的値参照操作は V で ANY文により生成される値
を操作の引数として受け取り, V が含む値の生成以外の代入を行う操作である. 詳細
は 5.2節で説明する.
2.制約条件展開: 制約条件C ;P ; I ;Q に対して推論を行い, 入力モデルでは明示されな
い変数間の関係を明示した制約条件Crsn , Prsn , Irsn , Qrsnを得る. 制約条件展開は `等
価な変数の特定' と `制約条件抽出' において与えられた変数間関係を特定するのに
必要となる. 詳細は 5.3節で説明する.
3.等価な変数の特定: x = dom(r)における x ; r や Z = X [ Y における Z ;X ;Y の様
に等号 (=)で関係を定義された変数群を `等価な変数' と定義し, 等価な変数の集合
群Ei = feij j 1 6 j 6 ag を得る. ここで, eij は変数であり, 任意の x , y について eix
と eiy は等価な変数である. 制約条件展開によって任意の 2変数間の関係が展開され
ているため, `=' で関係づけられた式を見つけることは容易である.
4.操作分割: 操作の代入V と等価な変数群Ei = fei1; : : : ; eiagを入力として細分化され
た代入Vi を出力する. ここで, V は非決定的値生成の分離で得られた非決定的値生
成操作, あるいは非決定的値参照操作であり, Vi は等価な変数群 Ei に対する代入文
を条件分岐の条件毎に抽出した代入文である. 詳細は 5.4節で説明する.
5.制約条件抽出: 展開された制約条件 Crsn , Prsn , Irsn , Qrsn と操作分割で得られた代入
Vi を入力として細分化モデルの制約条件 Ci , Pi , Ii , Qi を得る. ここで, Ci , Pi , Ii ,
Qi は Crsn , Prsn , Irsn , Qrsn が含むVi で用いられる変数間の制約である. 詳細は 5.5
節で説明する.
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6.構文要素整列: 得られたCi , Pi , Ii , Qi およびVi の構文要素を整列することで，文字
列一致による同値判定を可能にする．詳細は 5.6節で説明する．










択である．SELECT文などの条件選択はP1 ) F1 jj P2 ) F2 のように条件式 (例では P1,
P2)と代入文 (例では F1, F2)で表現されるが，P1とP2が排他的でない場合には P1 ^ P2
に対して F1, F2のどちらの代入で実装しても良い．このため，P1 ) F1 jj P2 ) F2とい
うモデルの代入を単純に P1 ) F1 と P2 ) F2 に分割すると条件 P1 ^ P2 においてモデ
ルと実装間で齟齬が生じる．また, 4.2.1項で述べたようにMSFCは `1部品では 1変数の
み変化する' を粒度の基準とするが，モデルにおいて同じ内容を保持する式は実装におい
て 1変数で表現される事が考えられるため, 等価な式を構成するモデル変数に対する操作
は分割出来ない. これらの事から, 手順 (3)のように `等価な変数' を特定し, 等価な変数
毎に操作を分割する. この粒度に沿った操作分割は手順 (4)で行われる. 本手法ではさら
に細粒度化するために手順 (1)を定めた. ANY文の値を生成する部分と値を用いて計算
する部分は手順 (4) で分割することが出来ないため, 手順 (1) で分割することで細粒度化




5.1節に述べたように非決定的値生成の分離では事前条件と代入からなる操作 (Q ;V )を
入力として,非決定的値生成操作 (QAnyDec;VAnyDec)と非決定的値参照操作 (QAnyRef ;VAnyRef )
を出力することで操作を細粒度化する. 分割元の操作を図 5.2(a)に表す分割元操作は操
作戻値 res , 操作引数 args , 事前条件Q , 制約W で規定される値群 v1; : : : ; vk についての
代入Vany で構成されるANY文，およびANY文以外の代入文V からなる．この時の非
決定的値生成操作と非決定的値参照操作をそれぞれ図 5.2(b), 図 5.2(c) に示す. 非決定的




  ANY v1,..., vk
  WHERE W
  THEN
    Vany






  ANY v1, ... , vk
  WHERE W
  THEN
    v1_res := v1 || ... ||
    vk_res := vk
  END
END
res <-- op (args, v1, ... , vk)
PRE Q & W
THEN






値生成操作は元の操作と同じ事前条件Q を持ち, Vany の代りに局所変数 v1; : : : ; vk を戻
値にする代入を持ったANY文を VAnyDec とした操作である. この際, 局所変数毎に戻値
となる変数を定義する必要があるが, 本稿ではこれを局所変数名の末尾に_resを加えた
ものとする. 非決定的値参照操作は事前条件QAnyRef として元の事前条件QとANY文の
制約W の論理積 Q ^W を持ち, 代入VAnyRef としてANY文の代入Vanyと代入V の同
時代入Vany jj V を持つ. この際, 引数としてANY文で定義された変数群を追加する.
上記の出力において非決定的値生成操作はANY文の制約で規定された非決定的な値を
生成してそれを戻値とする操作であり, 元の操作が含む代入文は一切持たない. また, 非
決定的値参照操作は事前条件で規定される非決定的値を引数として受け取り, 元の操作が
含む代入を行う操作である. そのため, 非決定的値生成操作はANY文を持ち, 非決定的値
参照操作はANY文を持たない操作となる. 非決定的値参照操作の事前条件にANY文の
WHERE部を加えることによって, 非決定的値生成操作の局所変数と非決定的値参照操作
の引数を対応付けている. なお, ANY文に類似する文法として充足代入文, 要素代入文,
局所定義文があるが, これらは全てANY文で表現できるためANY文に書き換えた上で






出で変数間の関係の取りこぼしを解消する．例えば，暗黙の制約条件とは A  B ^ B  C
に対する A  C などである．制約条件抽出では細分化された操作が含む変数間の関係を
抽出することで細分化モデルの制約条件を生成する．上記の例では暗黙の制約条件A  C
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モデルを構成する演算子をプリミティブな演算子と呼ぶ．本稿では文献 [1]にある B の
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表 5.1: プリミティブ化の書き換え規則 (抜粋)
番号 書き換え元 書き換え後
1 a =2 b :(a 2 b)
2 a  b a 2 P(b)
3 a < b a 6 b ^ :(a = b)
4 a 7! b fr j r 2 a $ b ^ dom(r)  a ^ ran(r)  b ^ (r 1; r)  id(b)g
5 a ! b fr j r 2 a 7! b ^ dom(r) = ag








表 5.1において書き換え 1 は否定的な演算子を : を用いた表現に直す．表中では省略
しているが，6=, *なども同様に書き換える．書き換え 2 は部分集合を巾集合の要素とし
て書き換えている．書き換え 3 は不等号についての書き換えであり，>, > や , ,  な
ども同様に6, , :(a = b)を用いた表現に書き換える．書き換え 4, 5, 6 は写像に関す
る書き換えであり，同様の書き換えを部分単射や全域単射などに対しても行う．なお，B















にする．この簡約化は r 2 ff j P(f )g を P(r) に書き換えることで行う．また，冗長な式
の簡単化のためにA ^ A, A _ A を A に，(r 1) 1 を r に書き換える．
例えば r 2 a ! b という式はプリミティブ化により式 (5.1)の様に書き換えられる．こ
の式に簡約化ルールを適用すると式 (5.2)が得られる．
r 2 ff j f 2 fg j g 2 P(a  b) ^ dom(g) 2 P(a) ^ dom(g 1)
2 P(b) ^ (g ; g 1) 2 id(b)g ^ dom(f ) = ag (5.1)
r 2 P(a  b) ^ dom(r) 2 P(a) ^ dom(r 1) 2 P(b) ^ dom(r) = a ^ (r ; r 1) 2 id(b)
(5.2)
5.3.4 主加法標準化
プリミティブ化では P ^ (Q _ R) と (P ^ Q) _ (P ^ R) が異なる字面に変換される．
これを項書換えで等価な字面に統一することは困難であるため，本稿ではシャノン展開
を用いてこの字面を主加法標準型に統一する．シャノン展開は式 (5.3)のように p1 : : : pn
で構成された論理式に対して p1 : : : pn とその否定の論理積を論理和で列挙した命題が得
られる．
F (p1; : : : ; pn) = p1 ^    ^ pn ^ F (t ; : : : ; t) _    _ p1 ^    ^ pn ^ F (f ; : : : ; f ) (5.3)
以下に論理和と論理積の展開手順を示す．
1.制約条件において論理積と論理和を区切りとした命題のリストを p1; : : : ; pn とする．
2.制約条件に対して p1; : : : ; pn を論理変数としたシャノン展開を適用する．式 (5.3)の
F (t ; : : : ; t); : : : ;F (f ; : : : ; f ) が偽である命題は寄与しないため論理和から削除する．
3. p1; : : : ; pnのうち，全ての論理和の項において常に肯定あるいは常に否定である命題
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表 5.2: 推論規則一覧 (抜粋)
番号 規則
1 X 2 P(Y ) ^ Y 2 P(Z ) ) X 2 P(Z )
2 (X 2 P(Y )), a 2 X ) a 2 Y
3 (a = b), R(b; x ) ) R(a; x )
4 (X  Y が記述中に在る), X 2 P(Z ) ) X  Y 2 P(Z  Y )
5 (S 2 P(Y ), y 2 Y ), S = ; ) :(y 2 S )
6 r [fxg] = ; ^ r [fxg] 2 P(dom(r 1)) , :(x 2 dom(r))
7 (r 2 P(a  b), (r ; r 1) 2 P(b)), y 2 r [fxg] , y = r(x )
8 (r 2 P(a  b), (r ; r 1) 2 P(b)), y 2 r [fxg] , fyg = r [fxg]
9 (id(X )または id(Y )が記述中に在る), X 2 P(Y ) ) id(X ) 2 P(id(Y ))
10 x 2 fa1; a2; : : : g , x = a1 _ x = a2 _ : : :
命題 P を論理積で分割して得られる命題の集合を S とする．
1. S に対して推論規則を適用して得られる命題群をT とする．推論規則の一部を表 5.2
に示す．表 5.2は推論規則の抜粋である．
2. S [ T 6= S ならば S [ T を新たな S として 1に戻る．
3. S [ T = S ならば Q = V S を出力する．
表 5.2の推論規則において括弧で記述した命題はその規則を適用するための条件であ
る．推論規則 (G);P ) Q を適用するとは，推論済の制約条件群が命題G , P を含むな
らば命題Qを推論することを言う．また，(G);:Q ) :P のように各推論規則の逆も適
用する．例えば推論規則 2 の逆は (X 2 P(Y ));:(a 2 Y ) ) :(a 2 X ) である．5.3.2項








新たな命題を生成し続けるループの例として x ) x+0が挙げられる．この例では x+0
を新たな x として推論規則を適用することで，x + 0 + 0 + : : : のように推論規則がルー
プする．この様な無限ループは x + 0 の様に推論元の項より長い項を生成し，その式が
他の推論規則中の 1変数になりうる場合に生じ得る．本手法では推論規則 4がX , Z から
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推論される式X Y 2 P(Z Y ) を X 2 P(Z ) と置くことで項を増やす無限ループとな
る．しかし，推論規則 4は `X Y が記述中にある' という条件を持つため，推論によっ




操作分割では与えられた代入V と注目する等価な変数群 fe1; : : : ; eag を入力として, 細
分化された代入V 01; : : : ;V 0l を出力する. V 01; : : : ;V 0l は変数群 fe1; : : : ; eagを変化させる代
入文を条件分岐の条件毎に抽出した代入文である. このため, 1つの代入V から 1つの等
価な変数群 fe1; : : : ; eag について操作分割した結果は複数得られる. ただし, 2.5節のモデ
ルの代入文で説明したように条件選択 SELECTは非決定的な記述が可能であり, 排他的
でない条件P1, P2についてP1ならば代入文 S1, P2ならば代入文 S2が与えられていると




数への等価代入は x:=E1||y:=E2のような同時代入と等価代入に書き換える. また, 有限
非決定的選択文 (CHOICE), IF条件文, 場合分け (CASE)は条件選択 (SELECT)に書き換
える. 以下に操作分割を関数 sliceとした操作分割の再帰的定義を表す. ここで, 関数 slice
は代入V と注目する変数群 fe1; : : : ; eagを受け取り, 分割結果を代入文のリストとして返
す. 以下の sliceを用いた表現では引数として注目する変数群 fe1; : : : ; eag を省略する.
等価代入 slice(x := E ) に対して, 変数 x が注目する変数群に含まれるならば, 結果は
x := E である. 含まれないならば結果は空リストである.
同時代入 slice(V1 || : : : || Vn) に対して, slice(V1), : : : , slice(Vn) が条件選択を持たな
いならば結果は slice(V1) || : : : || slice(Vn) である. そうでないならば, slice(V1),
: : : , slice(Vn) のうち排他的でない条件を持つもの同士を同時代入で結合した代入
文のリストが結果である. ただし, 同じ SELECT文から分割された SELECT文は
同時代入で結合せずに 1つの SELECT文にまとめる. これは排他的な条件で発火す
る代入文はそれぞれ別な部品になる事を意味する.
非決定的選択 (ANY) slice(ANYv1; : : : ; vl WHERE W THEN V ) を考える. W を論理
積で分割して同じ変数を含む命題同士を論理積で結合した命題をW1; : : : ;Wk とす
る. 1 6 i 6 k について V からWi が含む局所変数群 Xi を含む代入文を抽出し同
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SELECT P1 THEN V1
WHEN P2 THEN V2
SELECT P1 THEN slice(V1) END ,
SELECT P2 THEN slice(V2) END
SELECT P1 THEN slice(V1)
WHEN P2 THEN slice(V2)
SELECT not(P1 or P2 or ...)









時代入で結合したものを Vi とする. また, V1; : : : ;Vk のうち注目する変数群に含
まれる変数を変更する代入をVj1 ; : : : ;Vjs とする. この時, 出力はANY Xj1 ; : : : ;Xjs
WHERE Wj1 ^    ^Wjs THEN (Vj1 jj : : : jj Vjs ) である.
条件選択 slice(SELECT P11 THEN V11 : : : WHERE P1a THEN V1a : : : WHERE Ps1
THEN Vs1 : : : WHERE Psb THEN Vsb)を考える. ここで, 任意の i に対して
Pi1;Pi2; : : : は互いに排他的でない条件であり, i 6= j である j に対して Pix , Pjy は互
いに排他的である. 条件Pix , Piyが排他的でないとは事前条件Qに対してQ ) Pix ^
Piy が真である事をいう. SELECTi を SELECT Pi1 THEN slice(Vi1) WHERE Pi2
THEN slice(Vi2) : : : としたとき, 条件選択の分割結果は SELECT1; : : : ; SELECTs
である. ただし, slice(Vix )が空であるならば Pix も SELECT文から取り除き, 全て
の遷移条件が取り除かれるならば SELECTi は出力に含まれない.
B Method のモデルでは条件の評価も同時に行われるため, 互いに排他的でない遷
移条件 P1, P2とその代入 V1, V2 を持つモデルは P1, P2どちらにも属する状態に
対してV1, V2のどちらの代入を行っても良いことを表す. すなわち, この様な排他
的でない遷移条件を持つ場合には遷移条件P1に対する実装がV1であるとは限らな
い. そのため, 本手法では排他的でない遷移条件は分割しない. 図 5.3に示すように,
条件P1, P2が互いに排他的で無いときは条件P1, P2を分割する事は出来ず (a)の様
に一つの SELECT文になる. 条件 P1, P2が互いに排他的であるときは (b)の様に




制約条件抽出は命題Gと 5.4節の分割で得られた代入V 0, および分割元の代入V を入
力として命題G 0を出力する. G は 5.3節の制約条件展開で展開された命題群 Crsn , Prsn ,
Irsn , Qrsn であり, 命題G 0はV 0で用いられる変数間の関係を定義する証明責務が真にな
る命題である. ここで, 関数 vars(V 0)を代入V 0に含まれる変数群, 関数 chs(G ;X )を変
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数群X と任意のモデルパラメタ，およびプリミティブな値や型のみで構成されるGに含
まれる命題とする. また, V 0 で変化する変数群 X , V で変化するが V 0 で変化しない変
数群 X 0, とする. この時, G が Prsn , Qrsn であるとき, G 0 = chs(G ; vars(V 0))である. ま
た, Gが Irsnであるとき, G 0 = chs(G ; vars(V 0) X ) ^ chs(G ; vars(V 0) X 0)である. ま
た，CrsnについてはV 0, P 0, Q 0, I 0 に含まれるモデルパラメタと変数，およびプリミティ





仮に Irsn に対する出力を G 0 = chs(G ; vars(V 0))と定義してしまうと G 0 に含まれる
命題 Gi が X と X 0間の関係を定義するとき, 最弱事前条件 [V 0]Gi が [V ]Gi と異なる命
題になるため証明責務が偽になりうる. ただし, 初期化の代入中では変数を参照できず
vars(V 0) = X と vars(V 0)   X 0 = vars(V 0) が成り立つため，V が初期化である場合
には出力を G 0 = chs(G ; vars(V 0))と定義しても証明責務は真である. 提案手法では最
弱事前条件をなす制約条件において V 0 で変化する変数 X と V で変化するが V 0 で変
化しない変数 X 0間の関係を定義する命題を抽出しないことでこの問題を解決している.
例えば, 不変条件としてW  ran(r)を持ち, 引数 w に対してW := W [ fr(w)g と
r := r [ fw 7! f (w)g という 2つの代入文を持つ操作を変数W に関して細分化する事を
考える. この時,本手法に入力されるモデルの証明責務は真であるため, W := W [fr(w)g
|| r := r [ fw 7! f (w)g という代入V に対して [V ](W  ran(r)) が真であることが保
証される. 操作分割ではW := W [ fr(w)g という代入V 0が得られるが, この代入文が
含む変数 r は細分化元の V で変化するため, W  ran(r) は制約条件抽出において抽出
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maxGroup:1..1000
maxPerson:1..1000











issued: POW(0..maxCopy * 0..maxUser)
copy: 0..maxCopy
user: 0..maxUser
issued:= issued \/ {copy |-> user}


















































































1.モデルの各式を構文木に変換する. モデルから構文木への変換は B Method におけ
る構文解析と同様に行う. 図 5.5は図 5.4(A)を構文木で表現したものである．例とし
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4.木同士の構文要素の重みを評価してパラメタ制約, プロパティ制約, 不変条件, 操作
の各構文木に順序をつける (式順序付け). なお, 細分化モデルの構文にはこの他に事
前条件があるが, 事前条件の式順序付けはここで行わずに手順 (7)で行う. 式順序付
けの詳細は 5.6.4項で説明する.











する場合には重みが未定義な変数の組 fa, bgにおいて a >w b のようにランダムに変数
間に重みをつける．このとき，a >w b としたときの整列結果と b >w a としたときの整














の様な式に対して a >w b と重みを定める．この様に整列後の並び順を考慮して重みを
定めることは必須ではないが 5.6.5項の変数の重み付け結果との差異により混乱を生じな
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いための考慮である．
初期重み付けでは=, 6, 2, で定義される変数の大小，および包含関係から変数間に
半順序関係を定める．ただし，プリミティブ化により x  y は x 2 P(y) に置換されて
いる．関係演算子 (=, 6, 2)と変数および P のみで構成された式において，以下のよう
に重みを定める．
1. a = bならば変数 aと変数 bの重みは等しい．
2. a 6 b，a 2 b，a 2 P(b) ならば変数の重みは a >w b である．







図5.4では \/([)が可換演算子である．そのため，その被演算式である{person |-> group}
と belong間に式順序付けを適用し整列する．この例では変数belongの方が集合演算子{}
より順序が早いため，belong \/ {person |-> group}と整列される．なお，図5.4は演算










構文木 TA, TB の要素の重みを幅優先で評価するとは次の手順を言う．TAの i 番目の
要素の親がTAの k 番目の要素, TB の i 番目の要素の親がTB の l 番目の要素であるとす
る. この時, k < l ならば TA > TB である. k = lであるとき, TAの i番目の要素がTB の
i 番目の要素より重いならばTA > TB である. 等しいならば i + 1番目の要素について同
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表 5.3: 構文要素の重み
W 要素 W 要素 W 要素 W 要素 W 要素 W 要素
29 モデル引数 24 プリミティブな値 19 2 14 P 9 dom 4 id
28 モデル定数 23 関数呼び出し 18 = 13 fxg 8 ; (合成) 3 8
27 モデル変数 22 + 17 6 12 : : 7  (差集合) 2 min
26 操作引数 21  16 : 11 [] 6 (直積) 1 max
25 局所変数 20 = 15 := 10 [ 5  1(逆像)
様の判定を行う. 全ての要素についてTA, TB の順序が決定しないとき, TA = TBである.
構造が等しく変数が異なる式を順序付けるため，変数毎の重みを 5.6.2項の `変数の初
期重み付け' と 5.6.5項の `変数重み付け' で与える．例えば, 構文木中の変数重みが未定
義のとき，図 5.5の構文木の式順序は同順を () で表すと式の属する節から (a, b), c, d と














現が早い方を重いと定義する．例えば図 5.5において (a, b), c, d という式順序であると
き, 式順序の早い順序に幅優先探索した時の変数の出現順序は (maxGroup, maxPerson),
belong, maxPerson, maxGroup, : : : である. ここで ( ) は同順で出現することを意味す
る. 同順である場合は, 次に現れる順序によって変数の重みを決めるため, maxPerson >w
maxGroup の変数順序が定まる. これにより, 変数の重みmaxPerson >w maxGroup >w
belong >w person >w group が定まる.
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5.7 モデル細分化手法の信頼性保証
高信頼な入力モデルを細分化したとき, 常に高信頼な細分化モデルが得られるならばそ
の細分化手法は高信頼と言える. 本節では整合性が保証されたモデル, すなわち, CA ^
PA ) [UA]IA (式 2.4), CA ^ PA ^ QAj ^ IA ) [VAj ]IA (式 2.5)が真であるモデルに対し
てモデル細分化を適用して得られる細分化モデルにおいて証明責務が真になることを証
明し, これにより提案したモデル細分化手法の信頼性を保証する. 細分化モデルの証明責
務は式 (4.5) に示した初期化に関する証明責務C 0A ^ P 0A ) [V 0A]I 0A, および, 式 (4.6) に示








2.5節の式 (2.4) にモデルにおける初期化の証明責務を示した. この式においてパラメ
タ制約C , プロパティ制約P には不変条件とは異なりモデル変数が登場せず, パラメタと
プロパティがどの様な型に属すといった制約のみが記述される. そのため, CA ^ PA が偽
であるときを考慮する事は重要ではない. この初期化の整合性保証では [UA]IA のみに注
目する. 細分化モデルの初期化と不変条件をそれぞれ U 0A, I 0Aとしたとき, 初期化に関す
るモデル細分化手法の信頼性を表す命題を式 (5.4)に定義する. 式 (5.4)が成り立つ事を
証明 1に示す.
[UA]IA ) [U 0A]I 0A (5.4)
証明 1 式 (5.4)の証明
任意の命題 P, 任意の変数群 v について P ) chs(P ; v) であることは明らかである.
[UA]IA は不変条件 IA に対して代入文 UA による変数置換を行った命題である. そのた
め, 任意の変数群 v について式 (5.5) が成り立つ. ここで注目する等価な変数群を ss と
したときU 0A = slice(UA; ss)であるため, 任意の変数群 v を vars(slice(UA; ss))とする事
で制約条件抽出の定義から式 (5.6)が得られる. 式 (5.6) の右辺の UAのうち, 実際に変
数置換を行っているのは I 0A が含む大域変数群に対して代入を行っているものだけであ
る. ここで, slice(UA; ss)が置換する変数群 ssと I 0Aが含む大域変数群 vars(slice(UA; ss))
が等しいならば式 (5.7)が成り立つ. 初期化では大域変数は代入文の左オペランドにし
か現れないため, U 0A が含む大域変数と U 0A が置換する変数群は常に等しい. すなわち,
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vars(slice(UA; ss)) = ss が成り立つ. よって, 式 (5.7) が成り立つ. 以上により, 式 (5.4)
が保証される.
[UA]IA ) [UA]chs(IA; v) (5.5)
) [UA]chs(IA; vars(slice(UA; ss))) = [UA]I 0A (5.6)
) [slice(UA; ss)]chs(IA; vars(slice(UA; ss))) = [U 0A]I 0A (5.7)
5.7.2 操作の整合性保証
2.5節の式 (2.5) にモデルの操作における証明責務を示した. この式のパラメタ制約 C
とプロパティ制約Pを 5.7.1項と同様の理由で省略し, QA ^ IA ) [VA]IA に注目する. 細
分化モデルの事前条件, 不変条件, 代入をそれぞれQ 0A, I 0A, V 0Aとしたとき, 操作に関する
モデル細分化手法の信頼性を表す命題を式 (5.8) に定義する.
(QA ^ IA ) [VA]IA)) (Q 0A ^ I 0A ) [V 0A]I 0A) (5.8)




証明 2 式 (5.8)の証明
任意の変数間の関係を命題 P から推論する推論器 rsn(P)を想定する. この推論器を
用いたとき, X ) Y が真であり, ある変数群 v 0に関して X 0 = chs(rsn(X ); v 0), Y 0 =
chs(rsn(Y ); v 0) であるならば, (X ) Y )) (X 0 ) Y 0) は真である. これは, 推論器 rsn
によって変数群 v 0間の関係が推論された事で, v 0に関する命題 Y 0を証明するのに必要
な仮定 X 0が得られるためである. ここで, X を QA ^ IA, Y を [VA]IAに置き換える事
では目的とする命題にはならないことに注意する. なぜなら, [V 0A]I 0Aが [VA]rsn(IA)に存
在しない命題を持つ場合にはY 0 = chs(rsn(YA); v 0)の前提が崩れるからである. [V 0A]I 0A
が [VA]rsn(IA)には存在しない命題を持つ場合とは, VAでは y := y 0と変化した変数 y
が V 0Aでは y := y となり変化せず, I 0Aが変数 y を含む命題を持つ場合である. 5.5節の
制約条件抽出において VAでは変化するが V 0Aでは変化しない変数を v 0から除くことで
[V 0A]chs(rsn(I ); v
0)が [VA]rsn(IA)には存在しない命題を持たないようにしている. これ




本章ではモデル充足ソフトウェア合成 (Model Satisable Software Synthesis, MSSS)を
提案する. MSSSは B Method のモデル (要求モデル)を入力として, 要求モデルに対す
る実装 (合成実装)と要求モデルに実装依存の制約を加えたモデル (合成モデル)を出力す
る. 例として要求モデルとそれに対する合成モデルと合成実装の例を図 6.1に示す. 以下
では要求モデルMK を式 (6.1), 合成モデルMAを式 (6.2) 合成実装MI を式 (6.3) のよう
に表す.
MK = (CK ;PK ; IK ;UK ; ((QK1;VK1); : : : ; (QKl ;VKl))) (6.1)
MA = (CA;PA; IA;UA; ((QA1;VA1); : : : ; (QAl ;VAl))) (6.2)
MI = (PI ;RI ; II ;UI ; (VI1; : : : ;VIl)) (6.3)
出力モデルMAは要求モデルMK に対して実装に必要な記述を追加したモデルである．
本手法では式 (4.3)の細分化モデルと実装依存モデル間の拡張の定義と同様に，要求モデ




要求モデルの事前条件QKj が `その条件において代入VKj が実行できる'という要求を表
すためである．
(CA ) CK ) ^ (PA ) PK ) ^ (IA ) IK ) ^ (UA = UK ) ^ (VAj = VKj ) (6.4)
MSFCの信頼性の定義である充足と同様に，式 (6.4) に加えて出力モデルMAと出力実
装MI 間で式 (2.4), 式 (2.5), 式 (2.6) の証明責務群を生成し, それらを証明することでソ
フトウェアの信頼性を保証する. 本研究では式 (6.4)，式 (2.4), 式 (2.5), 式 (2.6) が成り立
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INVARIANT
  persons <: 0..maxPerson &
  groups <: 0..maxGroup &





  np<-- addPerson(group)=
  PRE
    max(persons)<=maxPerson-1&
    group:groups
VARIABLES
  persons, groups, belong
MACHINE GroupManager
     (maxGroup,maxPerson)
INITIALISATION
  persons := {} || groups := {} ||
  belong := {}
要求モデル
INVARIANT
  persons <: 0..maxPerson &
  groups <: 0..maxGroup &





  np<-- addPerson(group)=
  PRE
    ...
VARIABLES
  persons, groups, belong
MACHINE GroupManager
     (maxGroup,maxPerson)
INITIALISATION
  persons := {} || groups := {} ||
  belong := {}
CONCRETE_VARIABLES
  A_fileOpen,
  C_fileOpen, ...
  A_fileOpen := TRUE ||
  C_fileOpen := TRUE
  THEN
    ANY person
    WHERE
      person:0..maxPerson&
      not(person:persons)
    THEN
      persons := persons\/{person}||
      belong := belong<+{person|->group}||
      np := person





  np<-- addPerson(group)=
IMPORTS
  persons.Set(0..maxPerson)
  belong.PFun(0..maxPerson, 0..maxGroup)
IMPLEMENTATION GroupManagerI
     (maxGroup,maxPerson)
合成実装
REFINES GroupManager
  isEmp <-- persons_i.isEmpty;
  IF isEmp = TRUE THEN
    newID := 1
  ELSE
    maxUID <-- persons_i.getMax;








Q’b    group:0..maxGroup &
    C_fileOpen = TRUE
    A_fileOpen = TRUE &
  C_fileOpen : BOOL & ...





  persons = persons_i.val &
  A_fileOpen = persons_i.FileOpen &
  belong = belong.val &
  C_fileOpen = belong_i.FileOpen
Ja
Jb
  belong_i.setVal(newID, group);




































モデルが無矛盾であり，再利用した部品間に矛盾が無いならば，式 (2.4),式 (2.5),式 (2.6)
の合成モデルの無矛盾性，及び合成モデルと実装間の整合性を保証できる．合成モデル
の不変条件について簡単に説明すると，要求モデルの不変条件 IK，その検索キーの不変




は 4.2.2項に示したように，IAi ) IKi であるため，
V
































6.2節, 6.3節, 6.4節で説明する. なお，変数名統一は部品検索時に行うため，6.2節で合
わせて説明する．合成されたソフトウェアの証明責務が偽である場合の対応については
6.5節で説明する．また，モデル細分化の信頼性については 5.7節で説明する．
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6.2 部品検索
6.2.1 概要
部品検索は図 6.2に示すように要求モデルMK から得られたある細分化モデルM 0K に
対して部品群 (Gi , 1 6 i 6 n) を出力する. ここで, Gi は細分化モデルM 0K を満たす仕様
を持った部品群である. これにより, 検索で得られた部品を組み合わせたソフトウェアが
要求モデルを満たす事が期待できる. 部品検索の出力において要求モデルから得られる
細分化モデルM 0K を (C 0K , P 0K , I 0K , Q 0K , V 0K ), 部品の細分化モデルM 0Aを (C 0A, P 0A, I 0A, Q 0A,
V 0A) としたとき, M 0AがM 0K を満たすとはM 0A の変数名を置換したときにM 0A と M 0K の
間で式 (6.5) が成り立つことを言う．本稿ではM 0AがM 0K を満たすことをM 0A S M 0K と
表現する．
((C 0K ^ P 0K ^ I 0K ), (C 0A ^ P 0A ^ I 0A)) ^ (V 0K = V 0A) ^ (Q 0K ) Q 0A) (6.5)
`変数名を置換したとき式 (6.5)が成り立つ' とは数学的に記述を評価することを意味す
る. 例えば, 数式 E において yという変数名が使われていないならば, E の変数 x を全て
yに書き換えても意味は等しい. この様に数学的な仕様を解釈する際には変数名の同異は
重要だが, 変数名は意味を持たない. そのため, M 0Aの変数名をM 0K の変数名に合わせて
置換して細分化モデルを数学的に比較する. 変数名を置換した際に式 (6.5)を満たすとは
細分化モデルM 0Aが検索キーM 0K と同じ機能を持ち, M 0K の代入文が実行可能な条件にお
いてM 0Aも実行可能であることを意味する. ただし, 式 (6.5) の判定には定理証明を要し,
この判定を部品数だけ繰り返すことは現実的でない. 本手法では計算量を低減するため
に検索キーM 0K と部品の細分化モデルM 0Aの字面を構文要素整列 (5.6節)で統一すること
で，文字列一致で判定する.
部品検索のマッチングでは検索キーM 0K に対してM 0A S M 0K を満たす細分化モデル
M 0Aを部品リポジトリから検索し, 細分化モデルM 0Aを仕様として持つ部品群Gi を出力
する. 細分化モデル間のマッチングの詳細は 6.2.2項で説明する．
命題を文字列一致で判定するには `推論による命題の統一' と `命題の並びの統一' が必
要である. `推論による命題の統一'は数学的に等しい命題群から変数名と構文要素の順序
だけが異なる命題群を推論により導出する. さらに, `命題の並びの統一'により構文要素
の並びを統一して命題を文字列一致で判定する. このうち `推論による命題の統一' はモ
デル細分化の `制約条件展開 (5.3項)'で，`命題の並びの統一' はモデル細分化の `構文要
素整列 (5.6項)'で行われる．構文要素整列では 2変数が全く同じ制約を持つ場合に構文
要素の並びが非決定的になるが, この問題は判定結果に影響しない. これは, 全く同じ制
約を持つ変数は変数名を互いに入れ替えても意味が変化しないためである．MSSSではモ
デルが数学的に等しくても制約条件展開で得られる記述が変数名と構文要素の順序以外
に差異を持つ場合に `数学的に等しくない' と誤判定する. 詳しくは 9.3節で考察するが,












を nK としたとき，nK < nAならば偽である．また，5.6.1項冒頭で示した構文要素
整列の性質 (3) により事前条件においてMAの各命題の登場順序はMK の事前条件
における登場順序と等しい．よって，MAとMK の事前条件の各命題の対応はMAの
各事前条件と字面が一致する事前条件をMK から登場順に探索することで nK 回の判
定で得られる．
図 6.3は検索キーとそれにマッチする細分化モデル，および部品を示す．ここでは図 6.3
の検索キー cと細分化モデル c間のマッチング手順を例示する．細分化モデル cの変数
は登場順に X1, X2, X3, X4, X5 である．これを検索キー cの変数に置換すると，それぞ
れ maxPerson, maxGrp, belong, person, group となる．この時，事前条件以外の制約条
件と操作の字面は完全一致する．次に，事前条件の命題数は検索キー cで 3, 細分化モデ











QK ) QAという含意関係はQK , QAを論理積で区切られた命題を要素とした集合と捉え







































































































































































pを事前条件に持つ細分化モデルMB，MB の子孫MBi としたとき，MBi も命題 pを持つ
ため，MBi は検索キーにマッチしない．
例えば，図 6.4の様な細分化モデルA, B1, B2,B3, C が格納された部品リポジトリに対
して命題 a; b2; d で構成された事前条件 a ^ b2 ^ d を持つ検索キーK で検索することを
考える．上記の判定手順 (3)では a ( a ^ b2 ^ d という含意関係は fag  fa; b2; dgとい




させる．この処理は検索キーM 0K と, それに割り当てられた部品Gを入力として, M 0K の
変数 xi に対応する部品G の変数 yi を特定し, yi の変数名を xi に合わせる．
以下の節では変数名統一を実装依存モデルの変数名統一と細分化実装の変数名統一に
分けて説明する．









キーの変数名に置換するとX1, X2, X3, X4 がそれぞれ maxPerson, persons, person, np
に置換される．同様に細分化モデル bではX1, X2, X3 がそれぞれ maxPerson, persons,
personに置換される．よって実装依存モデルの変数に対しても同様の置換を適用する．ま
た，部品 a, bの実装依存変数 leOpen は A, B をそれぞれ接頭語とし，部品に固有の変










1.具象変数の置換: モデル変数 xKiのリンク変数 viが具象変数ならば viを xKi iに置換
する．
2.輸入変数の置換: モデル変数 xKiのリンク変数 viがモジュールM で宣言される場合，
輸入 `別名.モジュールM ' を `xKi i.モジュールM' に置換する．また，モジュール
変数等の参照も同様に置換する．複数の実装変数が 1つのモジュールで宣言される




モデル実装間変数対応付けはモデル変数と実装変数の対であり，図 6.3 の 部品 a, b で
は共に (X2, X2 i.val), (leOpen, X2 i.leOpen)と定まる．実装依存モデルの変数名統一
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では X2 を persons に置換したため，モジュールの別名 X2 i を persons i に置換する.
図 6.3の部品 a, b においてリンク変数が等しい実装依存変数としては leOpen が挙げら





部品選択は図 6.2の様に複数の部品を持つ細分化モデル群を入力とし, たかだか 1つの
部品を持つ細分化モデル群を出力する. 部品選択の出力において部品を持たない細分化
モデルMK が存在すると，合成して得られる出力ソフトウェアはMK に対する実装を持
























部品A, B 間の選択可否判定は以下のように行う. 部品A, B の実装依存モデルに共通
する全てのモデル変数について，変数名統一 (6.2.3項)で得られたリンク変数の型が一致
するならば選択可否判定は真である．モデル変数 x の部品A, B のリンク変数をそれぞれ
vA, vB とする．この時，vAと vB の型が一致するならば選択可否判定は真である. これは
vAと vB は共にモデル変数 x を表す実装変数であり, 合成された実装で vA, vB は同じ 1実
装変数になるためである. 型の一致判定は以下の (1), (2), (3) の判定が全て真である時に
限り真である.
1. vA, vB の一方が輸入変数，一方が具象変数である場合, 選択可否判定は偽である.
2. vA, vB が輸入変数であり，それぞれ異なるモジュールで宣言される場合, 選択可否判
定は偽である.
3. vA, vB が具象変数であり，その型が不変条件において排他的であるならば選択可否
判定は偽である. 変数 v の型は不変条件において v 2 X や v  Y と定義されるプ
リミティブな集合X , Y である．型X1, X2が排他的とはX1 \X2 = ;と同意である．
図 6.3では検索キー aに対して部品 aが，検索キー bに対して部品 a, b 0 が得られる．こ
こでは部品 a と 部品 b, b 0間の選択可否判定を例示する．部品 a, b 間では検索キーの変
数 persons のリンク変数はともにモジュール Setで定義される X2 i.val であり，型が一
致する．同様に共通する全てのモデル変数についてリンク変数の型が一致するため，選
択可否判定は真である．一方，部品 b 0ではモデル変数 person のリンク変数がモジュール





する. しかし, 部品の読解は困難であるため, `要求モデルの変数を実装するモジュール'の
選択により実装方法を選択する．以下に選択手順を示す．
1.モデル変数に対して選択可能なモジュールの候補を抽出し，利用者に提示する．こ
れは 6.2.3項の変数名統一時に `輸入変数の置換' で特定される．
2.利用者がモデル変数 xKiに対してモジュールM を選択する．3.3.1項で述べたように，




3.モデル変数 xKi を含む検索キー群の部品候補をモジュールM で xKi のリンク変数を
宣言する部品群に限定する．
4. 6.3.2項の選択可否判定を適用し，手順 2に戻る．
B Methodの実装記述には I/Oに関する単語が存在せず, I/Oはモジュールを用いて記
述する．そのため, モデル変数を実装するモジュールを選択することで部品の記述を読解
せずに実装方法を選択できる. 例えば, 6.3.2項で例題に用いたモジュールDbSetと部品
b 0を例にすると, 部品 b, b 0はモデル変数 persons のリンク変数をそれぞれモジュール Set,
DbSet を輸入して実装している．このため，利用者による実装方法の選択では persons
に対するモジュールの候補として Set, DbSet が提示される．これらは集合を永続化する
モジュールであり，Setはファイルで集合を扱うための，DbSetはデータベースで集合を
扱うためのモジュールである．モデル変数 personsをファイルで永続化したい場合はモ
ジュール Setを選び，このとき部品 b 0が出力から外れ，結果として部品 a, b の組み合わ





k 個の細分化モデルM 0Ki , (1 6 i 6 k) に対して部品選択で選んだ部品の実装依存モデ
ルと細分化実装をそれぞれM 0Di = (C 0Di , P 0Di , I 0Di , Q 0Di), M 0Ii = (P 0Ii , R0Ii , I 0Ii , Wi , Zi) とす
る. 部品結合はこれらの部品群と要求モデル (CK , PK , IK , UK , ((QK1, VK1), : : : , (QKk ,
VKl))) を入力として合成モデル (CA, PA, IA, UA, ((QA1, VA1), : : : , (QAk , VAl))) と合成
実装 (PI , RI , II , UI , (VI1, : : : , VIl)) を出力する. 6.1節で述べたように, 合成モデルは要




1.輸入: 実装依存モデルの輸入RIi を重複を省き全て列挙してRI を得る．
2.制約条件: 合成モデルのパラメタ制約 CA, プロパティ制約 PA, 不変条件 IA を
CA = CK ^
Vk
i=1CDi のように要求モデルと実装依存モデルの制約条件の論理積で
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得る. 出力実装のプロパティ制約 PI , 不変条件 II も同様に実装依存モデルの制約条
件の論理積で得る．
図 6.5の部品 a, bの実装依存モデルの不変条件を Ia , Ib , このとき, 部品 a, bを結合し
た図 6.1の合成モデルの不変条件は IK ^ Ia ^ Ibである. また，部品 a, bの細分化実
装の不変条件を Ja , Jb とすると部品 a, bを結合して得られる合成モデルの不変条件
は図 6.1の様に Ja ^ Jbである.
3.実装操作: 出力モデルの事前条件QAj，出力実装の代入VIj を 6.4.2項の `操作の合
成' により得る. 同様の手順で実装の初期化UI も得る．
4.不完全なソフトウェアへの対応: 6.3.2項で述べたようにMSSSの出力は証明責務が
偽になりうる．この場合の対応を 6.5項に示す．
モデル充足の定義 (6.1節)を満たす合成モデルの制約条件，すなわち，CA ) CK , PA )
PK , IA ) IK , となる合成モデルの制約条件は実装依存モデルの制約条件を論理積で結合
することで得られる. これは部品の定義と検索の定義から保証される．まず，要求モデル
MK から得られる細分化モデルをMKi , それを検索キーとして得られる部品の細分化モデ




の定義から IKi , IAi であり，部品の定義より IDi ) IAi が成り立つ．よって，IDi ) IKi
であり，この論理積を考えると
V













要求モデルの操作 (QK ;VK )から得た細分化モデル群で検索された部品群の実装依存
モデルの事前条件をQDi，細分化実装の代入を (Wi ;Zi)とする．操作の合成は (QK ;VK ),
QDi，(Wi ;Zi) を入力として出力モデルの事前条件QAと出力実装の代入VI を出力する.
出力実装の代入VI は要求モデルのモデル細分化と逆の手順で部品群の代入 (Wi ;Zi)を結




うには `逐次代入による結合時の副作用解消' と `VDec からVRef への値の引き渡し' を考




































えにより VDec で定義した局所変数を VRef に引き渡す．また，事前条件は不変条件と同
様に論理積で結合できるが，非決定的値参照操作の事前条件にANY文のWHERE節を
論理積で追加しているため，これを取り除く．
出力実装の代入VI は以下のように定義される代入WDec p , W 0Refq , Z 0Refq に対して式 (6.6)
で表される．図 6.6は式 (6.6)に現れる要素の導出過程と要求モデルに対するモデル細分
化との対応を表す．図 6.6においてVDec p , (1 6 p 6 m)とVRecq , (1 6 q 6 n) はそれぞ
れ要求モデルの非決定的値生成操作 VDec と非決定的値参照操作 VRec を操作分割した代
入群である．また，VDec pで検索された実装依存モデルの事前条件をQDec p，細分化実装
の代入を (WDec p ;ZDec p)とする．同様にVRefqで検索された実装依存モデルの事前条件を
QRefq , 細分化実装の代入を (WRefq ;ZRefq)とする．さらに，非決定的値生成操作の代入部
WDec p において戻値 res x に代入される式がE であるとき，(WRefq ;ZRefq) において変数
x を式E に置換した代入を (W 0Refq ;Z 0Refq) とする．この時，出力実装の操作VI は式 (6.6)
である．また，出力モデルの事前条件QAは (
V
QDec p) ^ (
V
QRefq) から VI で宣言され
る変数を含む命題を取り除いたものである．VI で宣言される変数を含む命題とはQRefq
が含む局所変数に対する制約である．
VI = WDec 1; : : : ; WDec m ; W
0




Ref 1; : : : ; Z
0
Refn (6.6)
図6.6においてVDec は VDec 1 jj : : : jj VDec m であるため,これと同様にVDec pに対する実
装の代入同士を結合することでVDecに対する実装の代入VDecI が得られる. 4.2.3項で示し
たように実装操作をモデル操作と同様に結合するには参照部W が代入部Z の前に来るよ
う逐次代入で結合する. これにより代入VDecI はWDec 1; : : : ; WDec m ; ZDec 1; : : : ; ZDec m，
代入VRefI はWRef 1; : : : ; WRefn ; ZRef 1; : : : ; ZRefn になる. これらを結合して VI を得る
ため，(WRefq ;ZRefq) から (W 0Refq ;Z 0Refq) への書き換えにより，VDecI で定義した局所変数
をVRefI に引き渡す. (W 0Refq ;Z 0Refq)はZDec pを介さずにWDec pで定義した値を参照するた
め ZDec pはVI に不要である．以上により式 (6.6) が出力実装の代入となる．
ここでは図 6.5の部品 a, bを再利用して図 6.1の合成モデルの事前条件と合成実装の操
作を合成する例を示す. 合成モデルの事前条件は結合する部品 a, bの実装依存モデルの
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事前条件Qa , Qbを変数名置換し, 要求モデルの操作VA内で宣言される変数 personを含
む命題を取り除いた命題をそれぞれQ 0a , Q 0b とする. この時, 部品 a, bを結合した合成モ
デルの事前条件は図 6.1の様にQK ^ Q 0a ^ Q 0b となる. 次に合成実装の操作を合成する.
非決定的値生成操作に対する部品は部品 aだけであるため, 式 (6.6)のW d1 ; : : : ; W dmd に
あたる代入文は部品 aの参照部Wa である. また, 部品 bは参照部を持たず, 定義部 Zbだ
けを持つ．Zbの変数 userを式 newIDで置換した代入文を Z 0bとしたとき, Z 0bは式 (6.6)の
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例として，モデルにおいて users  Nと与えられたモデル変数usersの実装変数users i
に対する実装の制約条件を考える．部品Aの実装の不変条件は min(users_i.val) > 0
という制約条件を持ち，部品Bは users iの要素に 0を追加する代入を持つとする．この
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含む部品群を除外することで合成失敗の繰り返しを回避できる．部品選択後は再度，部

























































































例として図 6.3の部品 a がリポジトリに存在せず検索キー a に部品が割り当てられな
い場合を考える. この場合, 作業者は上述の補助を受けて実装依存モデルと細分化実装を
記述する. 補助 1では足りない部品の仕様として図 6.7のように検索キーが部品の使用と




化実装の雛形を提示する．この例では検索キー b に対して部品 bが割り当てられている




では実装依存変数 leOpenの型は部品 bの leOpenと同じであるため, 不変条件として
leOpen:BOOL が自動生成される. また，部品 a と部品 b で呼び出すモジュール操作の




















細分化モデルMAが細分化モデルMK を `満たす' ことをM 0A S M 0K と定義した．6.2節
図 7.1: モデル充足細粒度部品生成の流れ
80
第 7章 モデル充足細粒度部品生成 81




































MA = (CA;PA; IA;QA;VA) (7.2)
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この入力に対して出力される実装依存モデルを式 (7.4)，細分化実装を式 (7.5) の様に
あらわす．





















義から細分化モデルの代入V 0A そのものである．また，拡張の定義から C 0D , P 0D , I 0D , Q 0D
は細分化モデルの制約と実装依存の制約の論理積である. 実装依存モデルM 0D と細分化

















存モデルを生成する事を考えた. これは, 手順 (5)によって証明責務のゴールを真にする
ような仮定を得ることで行う. そのため, ゴールを構成する細分化実装の代入V 0ref ; V 0def
を先に定める必要がある. モデル細分化の粒度は `1操作における 1変数の状態変化' であ
るため, 細分化モデルで変化する変数に対応する実装変数を yとしたとき, 細分化実装の
代入は実装操作末尾における変数 y の状態を計算するのに必要なプログラムであること
が分かる. これを抽出するのが手順 (1)と手順 (3)である. ただし, モデル細分化では細粒
度化のために非決定的値生成の分離 と SELECT文の分割 を行ったため, 手順 (2)で実装
操作についても非決定的値生成の分離を行うとともに, 操作抽出時に細分化モデルの制御
構造に合わせて実装の制御構造を抽出する. 以下の節では実装抽出の各手順を説明する.
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7.2.2 大域変数の対応付け
大域変数の対応付けはモデルの大域変数 x と実装を入力として実装の変数群 Y =
fy1; : : : ; ykgを出力する. ここで, 実装の変数群 Y は モデル変数 x を実装する変数群
である. B Method ではモデルの変数は抽象変数と呼ばれ実装で扱えないため, 実装では
実装変数を定義して実装変数と抽象変数の関係を不変条件に記述する. この様な不変条
件をリンク不変条件と呼ぶ. 本稿では 3.3.2に示したようにリンク不変条件を `抽象変数
= (実装変数の式)' の形に制限している. そのため, 変数群Y とプリミティブな値と型の
みで構成された式をE (Y )としたとき, 抽象変数 x に関するリンク不変条件は x = E (Y )
と表され, これにより実装においてモデル変数 x の代りに用いられる変数群Y が決定す





作の代入VAnyDefAと非決定的値参照操作の代入VAnyRefA, 及び, 実装の代入VI を入力と
して実装における非決定的値生成操作VAnyDefI と非決定的値参照操作VAnyRefI を出力す
る. ここでVAnyDefI , VAnyRefI はそれぞれVAnyDefA, VAnyRefA に対応する実装の操作であ
る. この分割ではモデルのANY文で生成される値を格納する局所変数 v に対応する式E
を実装の操作から特定し, その式 E の値を生成する操作VAnyDefI と式 E を用いて代入を
行う操作 VAnyRefI に分割する. モデルと実装間の局所変数の対応づけはモデルにおける
局所変数の参照と同様の参照が行われる式を実装から抽出することで行う. モデルの局
所変数に対応する実装の式が特定出来たら, 非決定的値生成操作と非決定的値参照操作を





する式の特定では細分化モデルの非決定的値 v に対応する実装の式 E を特定する. 本手
法では大域変数および戻値への代入文を手がかりに式 E を特定する．これはANY文か
ら局所変数 v を用いた代入文を抽出し, それと同様の代入を行う代入文を実装から特定す
ることで行う.
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細分化元のモデルにおいて 1大域変数への代入文が 1操作に 1つだけならばこの代入文





文とそのリンク変数への代入文となっている. ここで, この 2つの代入文は等価な代入文
であるため, 代入文それぞれの右オペランドを等号で結んだ式が成り立つ. この式を変形
してモデルの非決定的値 v に対して v = E の形に等式を変形することで v に対応する式
E を特定する.
非決定的値生成，参照操作の構築
モデルの局所変数の値に対応する式 E を特定したら, `式 E を決定し, それを戻値とし





非決定的値生成操作VAnyDefI は先の `非決定的値に対応する式の特定' で特定された非
決定的値に対応する実装の式 E を戻値に代入する操作である．そのため，非決定的値生
成操作VAnyDefAの戻値を vresとしたとき，VAnyDefI は細分化元の実装の代入VI において
式E を含む大域変数への代入の直前に代入文 vres := E を追加したものである．これだけ
ではVAnyDefI はE を決定するのに利用しない代入を含むが，そのような不要な代入はこ
の後に行う操作抽出においてプログラムスライシングによって取り除かれる．
非決定的値参照操作VAnyRefI は式E を含む大域変数への代入文において式E を引数 v




操作抽出は細分化モデルの代入V 0Aと実装の代入VI を入力としてV 0Aと等価な実装の
代入V 0I を出力する. ここで, V 0Aが非決定的値生成操作を細分化して得られる代入ならば
VI は実装の非決定的値生成操作VAnyDefI であり, V 0Aが非決定的値参照操作を細分化して
得られる代入ならばVI は実装の非決定的値参照操作VAnyRefI である. この抽出にはプロ
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SELECT P1 THEN
  v := F1
WHEN P2 THEN v := F2
...




IF P THEN X
IF not(P) THEN Y
P1 or P2 or ... or Pk => P















シングを適用することで細分化モデルの代入V 0Aに対する実装をVI から抽出する. 以下
の節では `制御構造の抽出', `抽出しない文の特定', `プログラムスライシングの適用' につ
いて説明する.
制御構造の抽出
制御構造の抽出は細分化モデルにおける遷移先が空でない遷移条件群 P1; : : : ;Pk と実
装の代入文VI を入力として, P1; : : : ;Pk に対応する遷移をのみを実装した実装の代入文を
出力する. ここでは条件式がPである IF文についてTHEN部を条件式Pの制御ブロック,
ELSE部を条件式:Pの制御ブロックと呼ぶ. 制御構造の抽出は実装の IF文において条件
P1; : : : ;Pkで実行されない制御ブロックを空にすることで行う. すなわち，図 7.2のように






細分化モデルの代入V 0AとV 0Aに対応する細分化実装V 0I を考える. V 0Aで変化する変数
群をXA, V 0I におけるXAのリンク変数をXI とする. また, V 0Aで変化しない変数群をYA,
V 0I におけるYAのリンク変数をYI とする. この時, 細分化モデルの代入V 0Aと細分化実
装の代入 V 0I が対応するためには, V 0Aにおける XAの変化と同様に V 0I において XI が変
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化することが重要であるが, V 0AにおいてYAが変化しないのと同様にV 0I においてYI が
変化しないことも重要である. このため, YI は `変化してはいけない大域変数 (代入禁止
実装大域変数)' であり, YI を変化させないよう細分化実装の操作V 0I を生成しなければな
らない. これは代入禁止実装大域変数群YI への代入文 f にマークを付け，後に行うプロ
グラムスライシングにおいてマークが付いた代入文を抽出しない事で実現する. また, 代
入文 f が操作呼び出しである場合, 1代入文で複数の値が変化する場合がある. このよう
に 1代入文で代入禁止実装大域変数YI とその他の変数 v が同時に変化するとき, f の抽
出を抑制すると変数 v が未定義になる. そのため, この様な未定義の変数を参照する文も
プログラムスライシングにおける抽出を抑制する必要がある. 代入文 f において値が未定
義である変数U (f ), およびプログラムスライシングにおいて抽出しない文の集合 Lとし
たとき, それらは以下のように計算される.
抽出しない文の集合 L: 代入文 f の直前が条件分岐である場合には直前に行われる代入
は複数ありえるが, これらの集合を prev(f )とする. 代入文 f が代入禁止実装変数群
YI を定義する場合, または f が未定義な変数群
T
g2prev(f )U (g)を参照する場合は f
を Lに追加する. ただし, f が変数群XI に対する代入である場合は追加しない. こ
れにより, 細分化モデルで変化する変数が細分化実装においても変化する.
未定義変数群 U (f ): U (f )は
T
g2prev(f )U (g)を引き継ぐ. これにより, 条件分岐のいずれ
かによって値が定まるならば未定義変数群から取り除かれる. f が Lに含まれるな






文の集合 L に含まれる文は抽出される文 SC に加えない' という拡張をする. Weiserの手
法は入力として代入文G , プログラム中の行 i，注目する変数群V を入力とする．本稿で
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成される値の特定に用いられるためである．
7.2.5 副作用解消
副作用解消は入力された代入文V に対してV の参照部Vref とV の代入部Vdef を出力




ため, 手順 (2)のように大域変数 v に格納される値E を局所変数X に代入し, v にはX を
代入する. ここで, 局所変数X の計算が参照部であり, X を大域変数 v に代入するのが代
入部である. モジュールの操作呼び出しにより大域変数が変化する場合には大域変数に代
入される値を直接知ることが出来ないため, 手順 (3) の様に参照部で操作呼び出しのパラ
メータを局所変数群X1; : : : ;Xnに代入し, 代入部ではそれを用いてモジュールの操作を呼
び出す. 参照部は入力された代入の制御構造をそのまま維持するが, この制御構造におい
て大域変数 v への代入が生じる条件 pと生じない条件 :pがある場合, 条件 :p に対して
参照部は局所変数X に値を代入しないため, 代入部においてX の値が未定義になる. そ
のため, 手順 (1) のように代入部に参照部と同様の制御構造を作ることで，未定義な局所
変数の参照を回避する.
1. IF文 f の条件式それぞれに対して新たな局所変数群を宣言し, これに条件式の値を代
入する. この局所変数群を参照することで条件分岐を代入部に複製する. すなわち,
条件式が pで, THEN部Vt , ELSE部Veである IF文 f に対して局所変数Xp := pを
参照部で定義し, 条件式がXp , THEN部と ELSE部が空である IF文 f 0を作る. ただ
し, IF文 f のTHEN部Vt , ELSE部Veが IF文を持つ場合, それらに対して再帰的に
IF文の複製を行い, 複製された IF文を f 0のTHEN部, ELSE部に格納する.
2.大域変数 vへ代入を行う文が条件式 pの制御ブロックに格納された等価代入文 v := E
であるならば, 新たな局所変数 (ここでは X とする)を宣言し, 大域変数への代入文
をX := E に置き換える. 置き換えて得られた操作を参照部Vref とする. また, 代入
部Vdef の条件式 pの制御ブロックに代入文 v := X を格納する. 代入文 v := X は大
域変数を参照しないため, 制御ブロック内であれば他の大域変数への代入文との代入
順序は自由である.
3.条件式 pの制御ブロックでモジュールの操作 v :op(arg1; : : : ; argn) を呼び出すことで
大域変数への代入を行う場合, 新たな局所変数 (ここでは X1; : : : ;Xn とする)を宣言
し, 操作呼び出しをX1 := arg1; : : : ; Xn := argn に置き換える. 置き換えて得られた
操作を参照部とする. また, 代入部の条件式 pの制御ブロックに v :op(X1; : : : ;Xn)を
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格納する.
7.2.6 証明責務最小化
証明責務最小化はモデル, 実装, 細分化モデル, 及び, それらから 7.2.5項の副作用解消
で得られた操作V 0I = V 0ref ; V 0def を入力として実装依存モデルの制約C 0D , P 0D , I 0D , Q 0D と
細分化実装の制約P 0I , I 0I を出力する. 出力においてC 0D , P 0D , I 0D , Q 0D は細分化モデルの制
約C 0A, P 0A, I 0A, Q 0A に実装依存の制約を論理積で追加した物であり, 実装依存モデルと細













(CA ^ PA ^ IA ^ QA) ^ (PI ^ II )) [V 0I ]:[V 0A]:(I 00I ^ u = u 0) (7.6)
式 (7.6)において uはモデル操作における戻値，u 0は実装操作における戻値である．証明
責務最小化手順を以下に示す.
1.細分化実装の操作V 0I に現れる変数, 細分化モデルに現れる変数, および, プリミティ
ブな値や型のみで構成された実装の不変条件を仮の不変条件 I 00I とする.
2.式 (4.7)に対して仮定削減を行う. 仮定削減後の仮定が含む不変条件を I 0とする.
3. I 00I を I 0 ^ I 00I で置き換え, I 0が変化しなくなるまで手順 (2), 手順 (3)を繰り返す.
4.収束した仮定削減結果の仮定のCA, PA, IA, QA と細分化モデルの制約の論理積から
実装依存モデルのパラメタ制約 C 0D , プロパティ制約 P 0D , 不変条件 I 0D , 事前条件Q 0D
を得る. また, 同様に仮定削減結果の PI から細分化実装のプロパティ制約 P 0I , I 00I か
ら不変条件 I 0I を得る.
上記手順において, 仮定削減は定理証明の過程で証明に寄与しない仮定を削減すること
で行う. そのため, 仮定削減は機械証明の補助を受けて人手によって行われる. この定理












4.4.2項で述べたように部品リポジトリの階層構造は `M1 S M2 ならば M1 は M2 の
親である' と定義される．この M1 S M2 はM2を検索キーとした部品検索においてM1
がマッチすることを表す．そのため，性質 (1)と性質 (2)を満たすために 6.2節で定義し
た部品検索を応用する．
追加する部品の細分化モデルを C，階層構造の根となる細分化モデルをMRとしたと
き，この階層構造への部品登録 add(MR;C ) を以下のように定義する．
1. MR S C であり，MRの子Ma に対してC S Ma であるならば，MRとMa の親子
関係を解消し，Ma の親をC に，C の親をMRにする．
2. MRの子Ma に対してMa S C であるならば，add(Ma ;C )を再帰的に行う．
3.細分化モデルの階層構造が決定したら，その細分化モデルをインデックスとして持
つ部品群の変数を 6.2.3項の `変数名統一'で細分化モデルC の変数名に統一する．
4. 7.3.2項の部品の重複判定に従い，部品を登録する．
例えば，図 7.3のように細分化モデル A, B , X , Y が格納されたリポジトリに部品を
追加することを考える．この図において，a & b の様に細分化モデルに添えられた式は
事前条件を表す．細分化モデルC1がA S C1，C1 S X という関係を持つとき，C1を
仕様として持つ部品をこのリポジトリに登録すると図 7.3(a)のようにC1はAとX の親
子関係に割り込む．C1にB S C2 となる制約を加えた細分化モデルC2を持つ部品は図
7.3(b)のようにAの子になり，Aの代りにB , X の親になる．
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細分化モデル C3, C4がX  C3, X  C4 である場合には add(X ;C3)，add(X ;C4) を
























の変数に対応する実装変数 xI の組 (xA; xI ) を付加する．このモデル実装間変数対応は細
分化実装のリンク不変条件から導出される. 7.2.2項で定義したようにリンク不変条件は
実装の不変条件のうち, `モデル変数 = (実装変数の式)' という命題であり, モデル変数と
実装変数間の関係を表す. この実装変数の式が含む実装変数群がモデル変数に対応づけ
られる実装変数の候補となる. 候補となる実装変数が 1つの場合, モデル変数と実装変数
が 1対 1に対応づけられる. この時, 他の候補から対応づけた実装変数を取り除くことで
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候補の絞り込みを行う. 例えば, A  B  C であるモデル変数A, B , C に対して実装変
数 x , y , z のリンク不変条件がA = x , B = x [ y , C = x [ y [ z であるときの変数対応付
けを例示する. まず, 実装変数の候補が 1つであるモデル変数Aについて対応付け (A; x )
が確定し, B , C の候補から x を取り除くことで (B ; y)が, さらにC の候補から y を取り





















客 ID(user)，氏名 (userName)，住所 (userAddr)，預金残高 (balance)を持ち，操作とし
て顧客登録 (registUser)，預金預入 (deposit)，預金引出 (withdraw)を持つ．このシステ
ムはファイルを用いて情報を保持するため，ファイルが開いているか否かを表すブール
値 leOpenを持つ．各操作の事前条件には fileOpen=TRUE という制約があるが，これは
各操作の実行時にはファイルが開いている事を表す．
氏名，住所，預金残高は顧客 IDに対して一意に定まる．氏名と住所で用いる文字列は
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MACHINE  Bank(maxUser, maxBalance)
INVARIANT
  users <: 0..maxUser & /*顧客ID*/
  userName : users --> seq(0..255) & /*氏名*/
  userAddr : users --> seq(0..255) & /*住所*/
  balance : users --> 0..maxBalance & /*預金残高*/
  !(u1, u2).(u1:users & u2:users & not(u1 = u2) =>
   not(userName(u1)=userName(u2) & userAddr(u1)=userAddr(u2)))&
  [] /: ran(userName) &
  [] /: ran(userAddr) &
  fileOpen : BOOL
  uid <-- registUser(name, addr) =
  PRE
    max(users) <= maxUser - 1 &
    name : seq(0..255) & addr : seq(0..255) &
    name /= [] & addr /= [] &
    fileOpen = TRUE
  THEN
    IF
      !(user).(user : users =>
         not(userName(user)=name & userAddr(user)=addr))
    THEN
      ANY newUser
      WHERE
        newUser : 0..maxUser &
        newUser /: users
      THEN
        users := users \/ {newUser} ||
        userName := userName <+ {newUser |-> name} ||
        userAddr := userAddr <+ {newUser |-> addr} ||
        balance := balance <+ {newUser |-> 0} ||
        uid := newUser
      END
    ELSE
      uid := -1
    END
  END;
/*顧客登録*/
  deposit(user, amount) =
  PRE
    user : users &
    amount : NAT &
    balance(user) + amount <= maxBalance &
    fileOpen = TRUE
  THEN
    balance(user) := balance(user) + amount
  END;
  withdraw(user, amount) =
  PRE
    user : users &
    amount : NAT &
    balance(user) - amount >= 0 &
    fileOpen = TRUE
  THEN






  maxUser : 1..10000 & /*顧客ID上限*/
  maxBalance : 1..10000000 /*預金残高上限*/
/*パラメタ制約*/
OPERATIONS
図 8.1: 銀行口座システムのモデル (抜粋)






users = users_i.val &
userName = userName_i.value &
userAddr = userAddr_i.value &
balance = balance_i.value &
((fileOpen = TRUE) => (users_i.fileOpen = TRUE)) &
((fileOpen = TRUE) => (userName_i.fileOpen = TRUE)) &
((fileOpen = TRUE) => (userAddr_i.fileOpen = TRUE)) &
((fileOpen = TRUE) => (balance_i.fileOpen = TRUE))
VAR uset, uu, uuName, uuAddr, corFlag, ii IN
 uset <-- users_i.getElements;
 ii <-- sizeOfSet(uset);
 corFlag := FALSE;
 WHILE ii > 0
 DO
   uu, uset <-- iterSet(uset);
   uuName <-- userName_i.getVal(uu);
   uuAddr <-- userAddr_i.getVal(uu);
   IF uuName = name & uuAddr = addr
   THEN corFlag := TRUE
   END;
   ii <-- sizeOfSet(uset)
 INVARIANT
   ii : NAT &
   ii = card(uset) &
   uset <: users_i.val &
   ((corFlag = FALSE) => !(user).(user : (users_i.val-uset) =>
    not(userName_i.value(user)=name & userAddr_i.value(user)=addr)))
   ((corFlag = TRUE) => not(!(user).(user : (users_i.val-uset) =>
    not(userName_i.value(user)=name & userAddr_i.value(user)=addr))))
 VARIANT ii
 END;
 IF corFlag = FALSE
 THEN
   VAR NID,isEmp, maxId IN
     isEmp <-- users_i.isEmpty;
     IF isEmp = TRUE
     THEN
       NID := 0
     ELSE
       maxId <-- users_i.getMax;
       NID := maxId + 1
     END;
     users_i.add(NID);
     userName_i.setVal(NID, name);
     userAddr_i.setVal(NID, addr);
     balance_i.setVal(NID, 0);
     uid := NID
   END
 ELSE








図 8.2: 銀行口座システムの実装 (抜粋)
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MACHINE
  GroupManager(maxPerson, maxGroup, limit)
  newId <-- addPerson(group) =
  PRE
    group : 0..maxGroup &
    group : groups &
    max(persons) <= maxPerson-1 &
    card(belong~[{group}]) + 1 <= limit &
    fileOpen = TRUE
  THEN
    ANY
      person
    WHERE
      person : 0..maxPerson &
      person /: persons
    THEN
      persons := persons \/ {person} ||
      belong := belong <+ {person |-> group} ||
      newId := person
    END
  END;
  leaveGroup(user) =
  PRE
    user : dom(belong) &
    fileOpen = TRUE
  THEN
    belong := {user} <<| belong
  END;
INVARIANT
  persons <: 0..maxPerson & /*個人ID*/
  groups <: 0..maxGroup & /*グループID*/
  belong : persons +-> groups & /*所属*/
  !(group).(group:ran(belong) =>
    card(belong~[{group}]) <= limit) &
  fileOpen : BOOL
CONSTRAINTS
  maxPerson : 1..10000 & /*個人IDの上限*/
  maxGroup : 1..10000 /*グループIDの上限*/
















このシステムは情報として個人 ID(persons)，グループ ID(groups)，所属 (belong)を持








る不変条件は `各グループの所属人数は limit以下'という制約である．操作 addPersonは
事前条件として cardから始まる制約をもつが，この条件は `与えられたグループ (group)
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MACHINE
  RentalCar(maxCar, maxUser, maxPoint, limit)
CONSTRAINTS
  maxPoint : 1..10000000 &
  maxCar   : 1..10000 &
  maxUser  : 1..10000 &
  limit : NAT1
INVARIANT
  cars <: 0..maxCar & /*車両*/
  users <: 0..maxUser & /*顧客*/
  points : users --> 0..maxPoint & /*マイレージ*/
  userName : users --> seq(0..255) & /*氏名*/
  userAddr : users --> seq(0..255) & /*住所*/
  rent : cars +-> users & /*貸出*/
  !(user).(user : users => card(rent~[{user}]) <= limit) &
  !(u1, u2).(u1:users & u2:users & not(u1 = u2) =>
   not(userName(u1)=userName(u2) & userAddr(u1)=userAddr(u2)))&
  [] /: ran(userName) &
  [] /: ran(userAddr)
  uid <-- addUser(name, addr) =
  PRE
    max(users) <= maxUser - 1 &
    name : seq(0..255) &
    addr : seq(0..255) &
    name /= [] &
    addr /= []
  THEN
    IF
      !(user).(user : users =>
       not(userName(user)=name & userAddr(user)=addr))
    THEN
      ANY newUser
      WHERE
        newUser : 0..maxUser &
        newUser /: users
      THEN
        users := users \/ {newUser} ||
        userName := userName <+ {newUser |-> name} ||
        userAddr := userAddr <+ {newUser |-> addr} ||
        points := points <+ {newUser |-> 0} ||
        uid := newUser
      END
    ELSE
      uid := -1
    END
  END;
  rentCar(user, car) =
  PRE
    user : users &
    car : cars &
    car /: dom(rent) &
    card(rent~[{user}]) + 1 <= limit
  THEN
    rent := rent <+ {car |-> user}
  END;
  returnCar(car, user, point) =
  PRE
    car : cars &
    user : users &
    rent(car) = user &
    point : NAT &
    points(user) + point <= maxPoint
  THEN
    rent := {car} <<| rent ||















このシステムは情報として車両 (cars)，顧客 (users)，マイレージ (points)，氏名 (user-
Name)，住所 (userAddr)，貸出 (rent) を持ち，操作として顧客登録 (addUser)，車両貸出
(rentCar)，車両返却 (returnCar) を持つ．このシステムは銀行口座システムと同様に顧
客は氏名と住所を持ち，氏名と住所の両方が重複する顧客は存在しない．また，!(user)












































図 8.5 は要求モデルにモデル細分化を適用して得られる検索キー群MS1; : : : ;MS7，銀
行口座システムから得られる部品群CB1; : : : ;CB6, グループ管理システムから得られる部





MSFC生成を適用すると初期化からは 3つ，ID発行からは 4つ，グループ脱退からは 1
つの部品が生成される．これに対してレンタカーシステムにMSSSを適用すると初期化






























非決定的値を操作引数とし元の操作の事前条件 (Q)に加えてANY文のWHERE部 (W )
を事前条件に持つ．また，元の ANY文を ANY文の TEHN部 (T )で置き換えた代入文
を持つ．





!(user).(user : users =>
 not(userName(user)=name &




(P) newUser : 0..maxUser &



































users := users \/ {newUser} ||
userName := userName <+ {newUser |-> name} ||
userAddr := userAddr <+ {newUser |-> addr} ||
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users : POW(0..maxUser)















!(u1, u2).(u1:users & u2:users & not(u1 = u2) => 




プリミティブ化 ＆ 簡約化 適用済










max(dom(userName)) + 1 <= maxUser
max(dom(userAddr)) + 1 <= maxUser










userName : POW(0..maxUser * seq(0..255))
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表 8.1: 銀行口座システムで適用されるプリミティブ化書き換え規則
番号 書き換え元 書き換え後
1 a  b a 2 P(b)
2 a 7! b fr j r 2 a $ b ^ dom(r)  a ^ ran(r)  b ^ (r 1; r)  id(b)g
3 a ! b fr j r 2 a 7! b ^ dom(r) = ag
4 a $ b P(a  b)
5 ran(r) dom(r 1)
6 a =2 b :(a 2 b)
7 a 6= b :(a = b)
8 a > b b 6 a
9 a 6 b   c a + c 6 b
表 8.2: 銀行口座システムで適用される推論規則
番号 規則
1 X 2 P(Y ) ^ Y 2 P(Z ) ) X 2 P(Z )
2 (a = b), R(b; x ) ) R(a; x )
3 (X  Y が記述中に在る), X 2 P(Z ) ) X  Y 2 P(Z  Y )
4 r [fxg] = ; ^ r [fxg] 2 P(dom(r 1)) , :(x 2 dom(r))
5 (S 2 P(Y ), y 2 Y ), S = ; ) :(y 2 S )
6 (r 2 P(a  b), (r ; r 1) 2 P(b)), y 2 r [fxg] , y = r(x )
7 (r 2 P(a  b), (r ; r 1) 2 P(b)), y 2 r [fxg] , fyg = r [fxg]
制約条件展開
5.3節で述べたように，制約条件展開はプリミティブ化，簡約化，推論による式の追記，
主加法標準化の 4段階からなる．図 8.7の左側は図 8.6の非決定的値生成操作の不変条件，







プリミティブ化は図 8.1の不変条件，および，図 8.6の事前条件 (Q), WHERE節 (W)
に対して適用する．図 8.7の不変条件 a) は書き換えルール 1 (部分集合から巾集合への書
き換え) により得られる．また，b), c), d) はルール 2, 3, 4, 5 (写像から集合への書き換
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え)を再帰的に適用することで得られる．e), g) は ルール 6, 7 (否定的関係演算子の:へ





うに不変条件に対しては 2回，事前条件に対しては 1回，WHERE節に対しては 4回推
論を繰り返すことで推論結果が収束した．特に重要な推論として，ここではWHERE節
に対する推論ルール適用を説明する．WHERE節の命題 not(newUser:users) に対して




推論では ルール 5 の S を userName[{newUser}], Y を dom(userName~), y を name と
置くことで newUser に対する写像結果が name を含まないという命題が得られる．4回




において，A) の命題群から fusers, userName, userAddr, balanceg の 4変数が 1つの等
価な変数と判定される．このため，これらの変数に対する代入は分割されず，図 8.6 の
`THEN部の usersに対する代入'は fusers, userName, userAddr, balanceg に対する同時
代入 (Ta)となる．
図 8.6の非決定的値生成操作に対する操作分割結果は非決定的値生成操作そのものにな
る．非決定的値生成操作の `注目する変数' が res newUser ただ一つであり，また，ANY
文のTHEN部も res newUser への代入のみで構成されるためである．
図 8.6 の非決定的値参照操作に対する操作分割結果は図 8.6のように `THEN部の users
に対する代入'，`THEN部の uid に対する代入'，`ELSE部の uid に対する代入' となる．
まず，非決定的値操作の代入は条件式 (P)に対してTHEN部 (T )とELSE部 (E )で構成
される．ここで，THEN部とELSE部の条件はそれぞれ，(P)と:(P)であり，条件節が
排他的であることから，(T )と (E )が分割される．さらに，(T )を分割すると，fusers,
userName, userAddr, balanceg を注目する変数とした代入文 (Ta) と fuidg を注目する変
数とした代入文 (Tb) に分割される．同様に (E ) では注目する変数が fuidgのみであり，
(E )の分割結果は (E )そのものになる．以上により，`SELECT (P) THEN (Ta) END',
















!(u1, u2).(u1:users & u2:users & not(u1 = u2) => 










userName : POW(0..maxUser * seq(0..255))




maxUser : 1 .. 10000
max(users) + 1<= maxUser
name : seq(0..255)
addr : seq(0..255)
max(dom(userName)) + 1 <= maxUser
max(dom(userAddr)) + 1 <= maxUser
SELECT












図 8.8: 図 8.6の非決定的値生成操作についての制約条件抽出結果
`SELECT (P) THEN (TB) END', `SELECT :(P) THEN (E ) END' が非決定的値参照
操作への操作分割結果として得られる．
制約条件抽出
展開済の制約条件 (図 8.7) に対して操作分割で得られた 4つの操作群それぞれについて
制約条件抽出 (5.5節) を適用する．ここでは，5.5節に沿って図 8.6の非決定的値生成操
作についての制約条件抽出を適用し，図 8.8の制約条件を得る過程を例示する．
まず，5.5節の記法に則り，細分化前の代入文をV，非決定的値生成操作から操作分割
で得られた代入文をV 0，V 0で変化する変数群をX，V で変化するが，V 0で変化しない
変数群をX 0 とする．このとき，制約条件抽出に関連する変数群は以下のようになる．
vars(V 0): users, userName, userAddr, name, addr, user, newUser, res newUser
X : res newUser
X 0: users, userName, userAddr, balance, uid
5.5節の制約条件抽出により，細分化モデルの事前条件は図8.7の展開済事前条件のうち，
vars(V 0)とプリミティブのみで記述された命題のみである．制約条件抽出ではモデル引数
(maxUser, maxBalance) は定数として扱われるため，この例では leOpen と balance を
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含まない事前条件が全て抽出される．また，細分化モデルの不変条件は図 8.7の展開済不
変条件のうち，`(vars(V 0) - X ) とプリミティブのみで記述された不変条件' と `(vars(V 0)
- X 0) とプリミティブのみで記述された不変条件' の論理積である．この例では `(vars(V 0)
- X 0) とプリミティブのみで記述された不変条件' は存在しない．そのため，`(vars(V 0) -
X ) とプリミティブのみで記述された不変条件' のみを考えれば良い．この結果，leOpen
と balance を含まない不変条件が全て抽出される．








の初期重み付けを適用する．事前条件以外の制約条件において，a = b, a 6 b, a 2 b,
a 2 P(b) に該当する変数 a, bの組は (u1, users) と (u2, users) の 2つである．u1, u2 は
全称記号 ! の式中で宣言される変数であり，構文木 (g) の部分木 (g1) と (g2) において
u1 2 users, u2 2 users と定義される．これにより, u1 >w users, u2 >w users と重みが定
まる．同様に構文木 (o) の部分木 (o1) から user >w users が定まる．
次に被演算式順序統一を適用する．図 8.9において，可換演算子は点線で表現されてい
る．例えば，部分木 (g1), (g2), (g3)を被演算式として持つ論理積 (&) では (g1) ^ (g2) ^
(g3) と (g2) ^ (g1) ^ (g3) の意味は等しい．被演算式順序統一は被演算式に対して再帰的
に行う．この例では (g3)が可換演算子= を持つため，その被演算式 u1, u2 に対して被
演算式順序統一を適用してから，(g1), (g2), (g3) の順序を定める．変数 u1, u2 間の重み
は未決定なため，(g3) の可換演算子=の被演算式の順序は未決定なままである．さらに
(g1), (g2), (g3) に式順序付けを適用すると，`f(g1), (g2)g, (g3)' という順序が定まる．こ
こで fg は同順を表す．この式順序付けは構文要素の重みの判定により行われる．表 8.3
は 5.6.4項の表 5.3の抜粋である．この表中で (g1), (g2), (g3) の根である演算子 `:'(2) と
`not' (:) は: >w not と定められる．よって，式順序 `f(g1), (g2)g, (g3)' が定まる．また，
論理積の被演算式である (o2), (o3) についても同様に `(o2), (o3)' と順序が定まる．その
他の被演算式は変数 u1と u2間，userNameと userAddr間，nameと addr間の重みが未
定義であるため，決定されない．
次に，構文木 (a)から (o)に式順序付けを適用する．まず，式が属する節 (パラメタ制約，
不変条件，代入)により (a), f(b), (c), (d), (e), (f), (g), (h), (i)g, (o) が決定する．さらに，




























































































































図 8.9: 図 8.8から得られる構文木 (抜粋)
表 8.3: 構文要素の重み (抜粋)
W 要素 W 要素 W 要素 W 要素
20 変数 14 +esc + le 8 +esc + upto 2 +esc + forall
19 プリミティブな値 13 +esc + neg 7 [] 1 +esc +max
18 関数呼び出し 12 ANY 6 +esc + dom
17 + 11 SELECT 5 +esc + times(直積)
16 +esc + in 10 := 4  1(逆像)
15 = 9 +esc + power 3 seq
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不変条件の式 f(b), (c), (d), (e), (f), (g), (h), (i)g に対して重みによる式順序付けを適用




すると，表 8.3より `:' >w `not' >w `!' であるため，f(b), (c), (d), (e), (f)g, f(h), (i)g,
(g) が定まる．次に，f(b), (c), (d), (e), (f)gにおいて根の第 1子の重みを比較すると `変
数' >w `dom' より f(b), (c), (e)g, f(d), (f)g が定まる．f(b), (c), (e)gにおいて根の第 2
子はいずれも `POW'(P) であるため，さらにその子の重みを比較すると `: :' >w `*'(直積)
より，(b), f(c), (e)g が定まる．以上により式順序が `(a), (b), f(c), (e)g, f(d), (f)g, f(h),
(i)g, (g), (o)' と定まる．
次に，変数重み付けを適用する．先の式順序付けで定まった順序で構文木を幅優先探
索し，出現順に変数を並べるとmaxUser, users, fuserName, userAddrg, fu1, u2g, user,
fname, addrg となる．この変数重みで再度，被演算式順序付けと式順序付けを適用する．
しかし，この例では再度適用しても式順序が新たに定まらない．このため，5.6.1項で示
したように，userNameと userAddr間で適当な重み `userName >w userAddr'を定めて整
列を繰り返す．この結果，全ての可換演算子の被演算式順序が定まり，式順序 `(a), (b),
(c), (e), (d), (f), (h), (i), (g), (o)' が決定する．また，変数の重みもmaxUser >w users
>w userName >w userAddr >w u1 >w u2 >w user >w name >w addr と定まる．
ちなみに，ランダムに定めた重み `userName >w userAddr' を逆，すなわち `userAddr
>w userName' としても整列結果は等しい．これは双方の整列結果の変数を登場順に x1
から x9 に置換すると字面が等しいことから明らかである．
最後に上記の変数重みを用いて事前条件に被演算式順序付けと式順序付けを適用し，
(k), (l), (j), (m), (n) と式順序が決定する．
















!(u1, u2).(u1:users & u2:users & not(u1 = u2) => 






users * seq(0..255) : POW(0..maxUser * seq(0..255))
userName : POW(0..maxUser * seq(0..255))






maxUser : 1 .. 10000
max(users) + 1<= maxUser
max(dom(userName)) + 1 <= maxUser
max(dom(userAddr)) + 1 <= maxUser
SELECT












userName : POW(users * seq(0..255))











図 8.10: 図 8.6の非決定的値生成操作についての細分化モデル
fileOpen : BOOL
実装依存モデルBankC1_d
  uset <-- users_i.getElements;
  ii <-- sizeOfSet(uset);
  corFlag := FALSE;
  WHILE ii > 0
    元のWHILEと同じ
  END;
  pIF1 := corFlag;
  IF corFlag = FALSE
  THEN
   VAR NID,isEmp, maxId IN
    isEmp <-- users_i.isEmpty;
    IF isEmp = TRUE
     元のIFと同じ
    END;
    vIF1 := NID











 users = users_i.val
 userName = userName_i.value
 userAddr = userAddr_i.value
 ((fileOpen = TRUE) => (users_i.fileOpen = TRUE))
 ((fileOpen = TRUE) => (userName_i.fileOpen = TRUE))





  IF pIF1 = FALSE







図 8.11: 図 8.10を仕様とする部品例
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   END
 ELSE
   uid := -1
 END
END;
   END
 ELSE




引数：name, addr 戻り値：res_newUser 引数：name, addr, newUser 戻り値：uid
VAR ... IN
 uset <-- users_i.getElements;
 ii <-- sizeOfSet(uset);
 corFlag := FALSE;







 IF corFlag = FALSE
 THEN
   VAR NID,isEmp, maxId IN
     isEmp <-- users_i.isEmpty;
     IF isEmp = TRUE
     THEN
       NID := 0
     ELSE
       maxId <-- users_i.getMax;
       NID := maxId + 1
     END;
res_newUser:=NID;(D1)
VAR ... IN
 uset <-- users_i.getElements;
 ii <-- sizeOfSet(uset);
 corFlag := FALSE;







 IF corFlag = FALSE
 THEN
   VAR NID,isEmp, maxId IN
     isEmp <-- users_i.isEmpty;
     IF isEmp = TRUE
     THEN
       NID := 0
     ELSE
       maxId <-- users_i.getMax;
       NID := maxId + 1















7.2.2項の大域変数の対応付けではモデルの大域変数xに対応するリンク変数群y1; : : : ; yk
を出力する．図 8.2の不変条件においてリンク不変条件は x = E (Y )で表される．BankC1
のモデル変数 user, userName, userAddr についてのリンク不変条件はそれぞれ users =
users i.val, userName = users i.value, userAddr = users i.value と定義される．これら
のリンク不変条件から users，userName, userAddrに対応するリンク変数群 user i.val,





図 8.1の顧客登録において newUserが非決定的値 v である．非決定的値に対応する式
E は newUserを用いたモデルの代入文 users:=users\/{newUser} に対応する実装の代
入文を特定することで行う．先の大域変数の対応付けより usersに対応するリンク変数は
users i.valである．モジュールSetの操作 add(xx)は val:=val\/{xx}と定義されるため，
このモジュール Setの操作 addを呼び出す users_i.add(NID)が顧客登録の実装操作に
おいて users i.val に対する唯一の代入文となる．これにより，非決定的値 newUserに対
応する式は局所変数NIDであると特定される．
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((corFlag = FALSE) => !(user).(user : (users - uset) =>
    not(userName(user)=name & userAddr(user)=addr)))
((corFlag = TRUE) => not(!(user).(user : (users-uset) =>
    not(userName(user)=name & userAddr(user)=addr))))
(W1)
(W2)
図 8.13: 図 8.2のWHILE不変条件のモデル変数による表現
非決定的値生成操作は戻り値として res newUserを持ち，非決定的値 newUserに対応
する式NID を含む大域変数への代入文の直前に res_newUser:=NIDを追加した操作であ
る．これにより非決定的値生成操作は図 8.12(a)のように元の操作に (D1) の一行を追加
した操作となる．また，非決定的値参照操作は引数として newUserを持ち，大域変数へ
の代入文において非決定的値に対応する式 NIDを引数 newUserに置換した操作である．
これにより，非決定的値参照操作は図 8.12(b)の代入 (R) のようにNIDが newUserに置
換された操作である．
操作抽出









userName i.value, userAddr i.value がそれぞれ users, userName, userAddrに置換され，
図 8.13 の (W1')が得られる．さらに，WHILEループの終端条件が ii=card(uset) 6 0で
あることからWHILEループの終了時に usetは空集合である．よって，IF文の条件節に
おいて命題 (W1')の users-uset は usersとなり，図 8.10の SELECT文の条件節と等
しくなる．
以上により corFlag=FALSE ならば遷移条件P が真であり，同様に命題 (W2)から cor-
Flag=TRUEならば遷移条件Pは偽である．このため，細分化モデル (図8.10)のSELECT




第 8章 手法適用例 111
元モデルの大域変数群は users, userName, userAddr, balance, leOpenである．これらの
変数群のリンク変数群 users i.val, userName i.value, userAddr i.value, balance i.value,
users i.leOpen, userName i.leOpen, userAddr i.leOpen, balance i.leOpen, が代入
禁止実装大域変数YI となる．この代入禁止大域変数で 7.2.4項にそって抽出しない文の
集合 Lと未定義変数群U (f )を求めると，図 8.12(a)の (D2) が抽出しない文の集合 Lと







ある．このスライシングの例では図 8.11の細分化実装 BankC1 i に示した結果のように
(D2)および，uid:=NID 以外の代入文が全て抽出される．






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































件は corFlag=FALSEである．よって図 8.11の細分化実装BankC1 i の (W1) のように制
御構造の直前で新たな局所変数 pIF1に corFlagの値を代入し，代入部に pIF1=FALSEを
遷移条件とした制御構造 (Z1) を作る．大域変数への代入文は等価代入文であるため，代
入文 res_newUser:=NIDにおいて大域変数 res_newUserを (W2) のように局所変数 vIF1




手順は 7.2.6項で説明したように副作用解消で得られた代入文を細分化実装の代入文V 0I と
し，V 0I に現れる変数と細分化モデルに現れる変数，および，プリミティブな値や型のみで
構成された不変条件を仮の不変条件 I 00I として仮の証明責務のゴールを定め，仮定削減を
繰り返すことで行う．上記のように仮の不変条件を定めると I 00I はusers = users i.val,
userName = userName i.value, userAddr = userAddr i.value, の論理積となる．こ
の命題 I 00I について証明責務のゴール [V 0I ]:[V 0A]:(I 00I ^ u = u 0)を定める．IF文やWHILE
文を含む実装の証明責務は多くの場合に複雑になり，本例の証明責務では 45個の命題の
論理積になる．ここでは証明責務のゴールの算出に AtelierB を用いた．具体的には命題
I 00I を不変条件，代入文V 0I を操作，それらが含む変数定義を細分化元実装の IMPORT文
から抽出することで仮の細分化実装を定め，細分化モデルとの整合性保証の証明責務を
生成した．これにより生成される証明責務のゴールは [V 0I ]:[V 0A]:(I 00I ^ u = u 0) になる．
これは [V 0I ]:[V 0A]:(I 00I ^ u = u 0)が命題 I 00I , 代入文V 0I , および細分化モデルの代入文V 0A
のみで構成されることからも明らかである．
この様に生成されたゴールの例として userName i.fileOpen = TRUE が挙げられる．
これは実装の代入文中で呼び出される操作 uuName <-- userName i.getVal(uu) の事
前条件から生じる命題である．この命題を真にするのに必要な命題は実装の不変条件 ((
fileOpen = TRUE ) =>( userName i.fileOpen = TRUE ))とモデルの事前条件fileOpen





第 8章 手法適用例 114
しくなる．以上により図 8.11で示した細分化実装BankC1 iと実装依存モデルBankC1 d
が生成される．
8.3.3 部品登録









の不変条件から `モデル変数 = (実装変数の式)' という命題を 3つ持つ．ここで，これ
らの等式からモデル変数 users, userName, userAddr に対して実装変数 users i.val,
userName i.value, userAddr i.value がそれぞれ等価である．これによりモデル実
装間変数対応 ( users, users i.val), ( userName, userName i.value ), ( userAddr,







システムの車両返却は `銀行口座システムの預金預入操作'から生成される部品CB5 と `グ
ループ管理システムのグループ脱退操作'から生成される部品 CG5 を再利用して合成さ

































 belong_i.value = belong

















balance(user) + amount <= maxBalance
















((fileOpen = TRUE) => (balance_i.fileOpen = TRUE))
bal <-- balance_i.getVal(user);
arg1 := user;






























points(user) + point <= maxPoint



















 fileOpen_BankC5 : BOOL &
 fileOpen_GroupC5 : BOOL
（要求モデルの事前条件）＆
  fileOpen_BankC5 = TRUE &
  fileOpen_GroupC5 = TRUE
rent := {car} <<| rent ||









 points = points_i.value &
 ((fileOpen_BankC5 = TRUE) => (points_i.fileOpen = TRUE)) &
 rent = rent_i.value &
 ((fileOpen_GroupC5 = TRUE) => (rent_i.fileOpen=TRUE))
  bal <-- points_i.getVal(user);




















て説明する．車両返却は図 8.4の returnCarで示したように操作の引数として車両 (car),
顧客 (user), マイレージ (point)を受け取り，貸出 (rent)から与えられた車両を取り除き，
顧客のマイレージに与えられたマイレージを加算する．この際，加算されたマイレージ
はマイレージの上限 (maxPoint)を超えないことを事前条件で定めている．returnCarの
代入は rentと pointsに対する同時代入である．ここで rentと pointsは等価な変数では無
いため，図 8.15のように rentを注目する変数とした細分化モデルRentC6と pointsを注
目する変数とした細分化モデルRentC7が生成される．制約条件抽出で注意が必要な点と
して limitの扱いが挙げられる．不変条件には!(user)から始まる rentと limitからなる
述語論理が存在する．この limitはモデルパラメタであるため 5.5節に述べたように操作
に limitが登場しないRentC6において limitを含む制約条件が抽出される．以上により図































に対してそれぞれ図 8.14の部品 CG5がマッチした．この節では 6.2.3項で示した変数名
統一手順に沿って部品CG5 の実装依存モデルと細分化実装の変数名をRentC6の変数名




maxCar   : 1..10000
maxUser  : 1..10000




!(user).(user : dom(rent~) =>
  card(rent~[{user}]) <= limit)
car : 0..maxCar
user : 0..maxUser
card(rent~[{user}]) + 1 <= limit
not(car : dom(rent))
not(user = rent(car))





limit : NAT1 &
maxPerson : 1..10000 &
maxGroup : 1..10000





  card(belong~[{group}]) <= limit)
person : 0..maxPerson &
group : 0..maxGroup &
max(dom(belong))+1 <= maxPerson &
card(belong~[{group}]) + 1 <= limit &
not(person : dom(belong)) &
not(group = belong(person))







モデル実装間変数対応付けとして部品 CG5は (belong, belong i.value) を持つ．まず，
部品CG5の細分化モデルGroupC5の変数名を置換する．これは細分化モデルGroupC5
の変数名を登場順に細分化モデルRentC6に書き換えることで行う．これにより，limit,




る．GroupC5 d では変数 leOpen がGroupC5に存在しない変数であるため，leOpen
を GroupC5 leOpen に置換する．また，細分化実装に現れるモデル変数に対しても実
装依存モデルの変数名置換を適用する．次に細分化実装の変数名を置換する．細分化実装
の変数名は `輸入で生じる変数'，`細分化実装のCONCRETE VARIABLESで宣言される
変数'，`局所変数' に分類される．`輸入で生じる変数' には belong i.val が該当する．部
品CG5はモデル実装間変数対応付けとして (belong, belong i.value) を持ち，モデル変数
belong は rent に置換されるため，モジュールの別名 belong i を rent i に置換する．こ











 points = points_i.value &
 ((BankC5_fileOpen = TRUE) =>
   (points_i.fileOpen = TRUE))
OPERATIONS
 returnCar(user, point) =







 points : 0..maxUser +-> 0..maxPoint &
 dom(points) <: 0..maxUser &
 ran(points) <: 0..maxPoint &
 BankC5_fileOpen : BOOL
OPERATIONS
 returnCar(user, point) =
 PRE
  user : 0..maxUser &
  point : NAT &
  points(user) + point <= maxPoint &



















 rent : 0..maxCar +-> 0..maxUser &
 !(user).(user : ran(rent)) => ...) &
 dom(rent) <: 0..maxCar &
 ran(rent) <: 0..maxUser &




  car : 0..maxCar &
  car : dom(rent) &












  bal <-- points_i.getVal(user);
  arg1 := user;
  arg2 := bal + point;
  /*DEF*/





図 8.18: 部品CG5, CB5 の変数名置換結果
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MACHINE DbBankC1_d(maxUser, maxBalance)
CONSTRAINTS
 maxUser : 1..10000 &
 maxBalance : 1..10000000
...
CONCRETE_VARIABLES transaction
INVARIANT ... & transaction : BOOL
OPERATIONS
 res_newUser <-- registUser(name, addr) =








 table.DbTable(0..maxUser, 1, 0..maxBalance, 2)
INVARIANT
 users = table.keys &
 userName = table.strFields(1) &
 userAddr = table.strFields(2) &
 ((transaction = TRUE) => table.transaction = TRUE)
OPERATIONS
 res_newUser <-- registUser(name, addr) =
 VAR corFlag, pp, xxres IN
  /*REF*/
  corFlag <-- table.existsWithStr(1, name, 2, addr);
  pp := corFlag;
  IF corFlag = FALSE
  THEN
   xxres <-- table.nextKey
  END;
  /*DEF*/
  IF corFlag = FALSE
  THEN











で紹介した銀行口座システムで実装に用いたモジュール群 Set, StrPFun, PFun は情報を
ファイルに格納するが，ここで仮定する銀行口座システムは情報をデータベースに格納
するモジュール DbTable を用いて実装される．モジュールDbTableを用いた部品の例を
図 8.19に示す．図 8.19の部品C 0B1は図 8.11の部品CB1と同じく細分化モデルBankC1を
仕様として持ち，モジュールDbTableを用いて実装している．
まず，部品検索で得られた部品間で 6.3.2項の選択可否判定を行う．表 8.5はモデル変
数の部品 CB1, C 0B1, CB2, CG3 の実装における型を表す．例えば，先のマッチングにお
いて部品 CG5 は細分化モデル GroupC5の変数名 belongを rentに置換することで検索
キーRentC6にマッチした．よって，部品CG5における rentの型は belongのリンク変数
belong i.valの型，モジュールPFunとなる．表 8.5から部品CB1, CB2, CG3, CG5間で型
の不一致は無いためこれらの選択可否判定は真である．また，データベースを用いた部
品C 0B1については C 0B1, CG3, CG5間で型の不一致は無いため C 0B1, CG3, CG5の選択可否
判定は真である．しかし，部品 C 0B1, CB2間では users, userName, userAddr の型が一致
しないため部品C 0B1とCB2の選択可否判定は偽になる．
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表 8.5: 部品CB1, C 0B1, CB2, CG3 間におけるモデル変数の型
部品 users points userName userAddr rent
CB1 Set.val - StrPFun.value StrPFun.value -
C 0B1 DbTable.keys - DbTable.strFields(1) DbTable.strFields(2) -
CB2 Set.val PFun.value StrPFun.value StrPFun.value -
CG3 - - - - PFun.value
CG5 - - - - PFun.value
これにより，表 8.5から決定される選択可能な部品の組み合わせは fCB1, CB2, CG3, CG5
g と fC 0B1, CG3, CG5g になる．
次に利用者による実装方法の選択を例示する．6.3.3項で示したように実装方法の選択
は要求モデルの各変数について選択可能なモジュールを提示し，利用者がそれらを選択
することによって行う．表 8.5の例ではモデル変数 usersに対して Set と DbTable が，モ
デル変数 userName, userAddr に対して StrPFun と DbTableが提示される．ここで，利
用者が usersに対して Set を選択すると部品CB1が選択されるため，先の選択可能な部品
の組合わせのうち，fCB1, CB2, CG3, CG5 g が選択される．逆に usersに対して DbTable
を選択すると部品の組み合わせ fC 0B1, CG3, CG5g が選択される．
8.4.6 部品結合
本節では要求モデルの細分化モデル群に対して部品の組 f CB1, CB2, CB3, CB4, CB5,
CG5 g が部品選択で選択されたと仮定して部品結合を例示する．部品結合は 6.4節で示し
たように出力モデル，出力実装の制約条件の合成，操作の合成によって出力モデルと出





モデルの不変条件を I 0Di としたとき，出力モデルの不変条件 IAは IA = IK
V
I 0Di と表さ
れる．図 8.18の実装依存モデルRentC6 d と RentC7 d にこれを適用すると図 8.20の合
成モデルの不変条件が得られる．この図において Ix がRentC6の不変条件であり，Iy が
RentC7の不変条件である．パラメタ制約とプロパティ制約についても同様に得られる．
変数名の置換を適用した細分化実装の不変条件群を I 0Ii としたとき，出力実装の不変
条件 II は II =
V
I 0Ii と表される．図 8.20の合成実装の不変条件は図 8.18の細分化実装
RentC6 i と RentC7 i の不変条件を合成したものである．また，各細分化実装の輸入
(IMPORTS)節を重複を省いて書き連ねることで合成実装の輸入を生成する．
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 rent : 0..maxCar +-> 0..maxUser &
 !(user).(user : ran(rent)) => ...) &
 dom(rent) <: 0..maxCar &
 ran(rent) <: 0..maxUser &
 GroupC5_fileOpen : BOOL &
合成モデル
OPERATIONS
 returnCar(car, user, point) =
 PRE
  car : 0..maxCar &
  car : dom(rent) &
  GroupC5_fileOpen = TRUE &
  user : 0..maxUser &
  point : NAT &
  points(user) + point <= maxPoint &











 rent_i.value = rent &
 ((GroupC5_fileOpen=TRUE) =>
  (belong_i.fileOpen=TRUE)) &
 points = points_i.value &
 ((BankC5_fileOpen = TRUE) =>
   (points_i.fileOpen = TRUE))
 points : 0..maxUser +-> 0..maxPoint &
 dom(points) <: 0..maxUser &
 ran(points) <: 0..maxPoint &




 returnCar(car, user, point) =
  rent_i.delVal(car);
  /*DEF*/
  points_i.setVal(arg1, arg2)
  bal <-- points_i.getVal(user);
  arg1 := user;





図 8.20: 車両返却 (returnCar)の合成結果
操作の合成







8.18の細分化実装RentC6 d と RentC7 dの事前条件を単純に論理積で結合すれば良く，
図 8.20のように事前条件が得られる．
また，部品の細分化実装の代入文のうち非決定的値生成操作について検索されたもの
を (W dp ;Z dp )，非決定的値参照操作について検索されたものを (W rq ;Z rq ) としたとき，合
成実装の代入文は式 (8.1)のようになる．ここで，W 0rq , Z 0rq は Z dp において戻値 res x に
代入される式 E としたときに，W rq , Z rq の引数 x を式 E に置換したものである．
VI = W
d
1 ; : : : ; W
d
md




1 ; : : : ; Z
0r
mr (8.1)
図 8.18の細分化実装RentC6 iと RentC7 iの代入文はどちらも非決定的値参照操作で
あるため非決定的値生成操作の戻値にあたる引数の置換は不要である．よって，図 8.20





C 0B1 は非決定的値生成操作から得られた検索キーにマッチし，C 0B1, C 0B1, C 0B1 は非決定
的値参照操作から得られた検索キーにマッチする．
部品C 0B1の代入部 Z1において戻値 res_newUser に対して BankC1_vIF1 を代入するた
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  /*REF*/
部品C’B2 部品C’B4部品C’B3
  BankC2_uset <-- users_i.getElements;
  BankC2_ii <-- sizeOfSet(BankC2_uset);
  BankC2_corFlag := FALSE;
  WHILE BankC2_ii > 0
    元のWHILEと同じ
  END;
  BankC2_pIF1 := BankC2_corFlag;
  IF BankC2_pIF1 = FALSE
  THEN
   users_i.add(newUser);
   userName_i.setVal(newUser, name);
   userAddr_i.setVal(newUser, addr);




  IF BankC3_pIF1 = FALSE
  THEN
    uid := newUser
  END
 END
  IF not(BankC4_pIF1 = FALSE)
  THEN




  BankC3_uset <-- users_i.getElements;
  BankC3_ii <-- sizeOfSet(BankC3_uset);
  BankC3_corFlag := FALSE;
  WHILE BankC3_ii > 0
    元のWHILEと同じ
  END;
  BankC3_pIF1 := BankC3_corFlag;
  /*DEF*/
  /*REF*/
  BankC4_uset <-- users_i.getElements;
  BankC4_ii <-- sizeOfSet(BankC4_uset);
  BankC4_corFlag := FALSE;
  WHILE BankC4_ii > 0
    元のWHILEと同じ
  END;
  BankC4_pIF1 := BankC4_corFlag;
  /*DEF*/
  BankC1_uset <-- users_i.getElements;
  BankC1_ii <-- sizeOfSet(BankC1_uset);
  BankC1_corFlag := FALSE;
  WHILE BankC1_ii > 0
    元のWHILEと同じ
  END;
  BankC1_pIF1 := corFlag;
  IF BankC1_pIF1 = FALSE
  THEN res_newUser := BankC1_vIF1
 END
  IF BankC1_corFlag = FALSE
  THEN
   isEmp <-- users_i.isEmpty;
   IF isEmp = TRUE
    元のIFと同じ
   END;
   BankC1_vIF1 := NID
  END









  BankC1_uset <-- users_i.getElements;
  BankC1_ii <-- sizeOfSet(BankC1_uset);
  BankC1_corFlag := FALSE;
  WHILE BankC1_ii > 0
    元のWHILEと同じ
  END;
  BankC1_pIF1 := corFlag;
  IF BankC1_corFlag = FALSE
  THEN
   isEmp <-- users_i.isEmpty;
   IF isEmp = TRUE
    元のIFと同じ
   END;
   BankC1_vIF1 := NID
  END;
  BankC2_uset <-- users_i.getElements;
  BankC2_ii <-- sizeOfSet(BankC2_uset);
  BankC2_corFlag := FALSE;
  WHILE BankC2_ii > 0
    元のWHILEと同じ
  END;
  BankC2_pIF1 := BankC2_corFlag;
  BankC3_uset <-- users_i.getElements;
  BankC3_ii <-- sizeOfSet(BankC3_uset);
  BankC3_corFlag := FALSE;
  WHILE BankC3_ii > 0
    元のWHILEと同じ
  END;
  BankC3_pIF1 := BankC3_corFlag;
  BankC4_uset <-- users_i.getElements;
  BankC4_ii <-- sizeOfSet(BankC4_uset);
  BankC4_corFlag := FALSE;
  WHILE BankC4_ii > 0
    元のWHILEと同じ
  END;
  BankC4_pIF1 := BankC4_corFlag;
  IF BankC2_pIF1 = FALSE
  THEN
   users_i.add(BankC1_vIF1);
   userName_i.setVal(BankC1_vIF1, name);
   userAddr_i.setVal(BankC1_vIF1, addr);
   point_i.setVal(BankC1_vIF1, 0)
  END
 END;
  IF BankC3_pIF1 = FALSE
  THEN
    uid := BankC1_vIF1
  END
 END;
  IF not(BankC4_pIF1 = FALSE)
  THEN









図 8.22: 顧客登録操作 (addUser)の合成結果
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め，部品C 0B1, C 0B1, C 0B1 の参照部W2, W3, W4 と代入部 Z2, Z3, Z4 において newUser を
BankC1_vIF1 に置換した代入文をそれぞれ参照部W 02, W 03, W 04，代入部 Z 02, Z 03, Z 04 とす













本例の場合，GroupC5 fileOpen := FALSE, BankC5 fileOpen := FALSE という初期化
を追加し，MSSSを再度適用すると，実装の初期化として GroupC5 fileOpen := FALSE








ルGroupC3が検索キーに無い事前条件 max( dom( belong ) ) <= maxPerson - 1 を
持つ為に生じる．そのため，部品CG3の細分化モデルと実装依存モデルからこの事前条
件を取り除いた部品 C 0G3を生成し，B Method の枠組みで利用者が証明責務の証明を行
う．この時，証明責務は真になり，RentC5 で利用可能であることが明らかになるため，




































































1.制御構造だけを持つ部品は B Method の枠組みで信頼性を保証できない．
2.制御構造から抽出した部品の事前条件が厳しく再利用性に乏しい．
2.5.3項で示したようにB Method の証明責務は [V ]I のような最弱事前条件で表され
るが，V が制御構造だけを持つ，すなわちシステムの状態を変化させない場合には証明責
務は常に真になる．そのため，制御構造だけを持つ部品は B Methodの枠組みで信頼性を
保証できない．また，遷移条件 pで代入文 f が実行されるとき，その証明責務は p ) [f ]I
の様な形を持ち，p ) [f ]I が真であるとき [f ]I が真であるとは限らない．そのため，代




























現とその入出力を行う操作を命令型言語で記述し，その仕様として B Method のモデル




の制限は MSSS手法が基盤としている B Method に起因する制限であり，B Method の














































では変数usersなどをデータベースに保存する部品C 0B1 と変数 rentをファイルに保存する
部品CG3, CG5 の選択可否判定が真であることを示した．しかし，多くの場合には users
と rent の両方がデータベースに格納されることが妥当である．MSSSでは 6.3.3項の `利
用者による実装方法の選択'で user, rent の実装に用いるモジュールを選択することによ
り妥当な部品の組み合わせを用意に選択することができる．








































































































定の計算量をTC , モデル標準化の計算量をTG , 標準化された細分化モデル同士の字面一
致の計算量をTL, リポジトリに格納された部品数 n とする．この時，検索キー 1つあた
りの部品検索の計算量は工夫 (4)を適用しない時に nTC であるのに対して, 工夫 (4)を適
用することでTG + nTL となる. ここで, TC とTS は伴に定理証明を含むためTL  TC
となり, nが大きいほど工夫 (4)による計算量低減効果が大きい. モデル細分化は暗黙的






















利用者が記述する要求モデルは実装非依存なモデル変数のみに注目した B Method の











ある．この細分化モデルの信頼性は 4.3節で示したように，B Method のモデルの証明責













などの B Methodの証明支援環境が利用できる．これは細分化モデルの書式を B Method










変数 x , y 間の暗黙的な変数間関係 Ixy が不変条件に存在し，細分化元の操作で変数 x が
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a 6= b :(a = b)
a =2 b :(a 2 b)
a  b a 2 P(b)
a < b a 6 b ^ :(a = b)
a > b b 6 a
a 7! b fr j r 2 a $ b ^ dom(r)  a ^ ran(r)  b ^ (r 1; r)  id(b)g
a ! b fr j r 2 a 7! b ^ dom(r) = ag
a $ b P(a  b)
ran(r) dom(r 1)
u C r id(u); r
u  C r (dom(r)  u)C r
q < +r (dom(r) C q) [ r
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A.2 推論規則
規則
X 2 P(Y ) ^ Y 2 P(Z ) ) X 2 P(Z )
x 6 y ^ y 6 z ) x 6 z
(x 6 y ^ y 6 z ), x = z ) x = y ^ y = z
(X 2 P(Y )), a 2 X ) a 2 Y
(a = b), R(b; x ) ) R(a; x )
(X  Y が記述中に在る), X 2 P(Z ) ) X  Y 2 P(Z  Y )
max(X ) 6 max(Y ) ^ min(Y ) 6 min(X ) ( X 2 P(Y )
(S 2 P(Y ), y 2 Y ), S = ; ) :(y 2 S )
r [fxg] = ; ^ r [fxg] 2 P(dom(r 1)) , :(x 2 dom(r))
(r 2 P(a  b), (r ; r 1) 2 P(b)), y 2 r [fxg] , y = r(x )
(r 2 P(a  b), (r ; r 1) 2 P(b)), y 2 r [fxg] , fyg = r [fxg]
(id(X )または id(Y )が記述中に在る), X 2 P(Y ) ) id(X ) 2 P(id(Y ))
x 2 fa1; a2; : : : g , x = a1 _ x = a2 _ : : :
著者略歴 
!
中村 丈洋 (なかむら たけひろ) 
生誕: 1983年 4月28日 
出身: 新潟県 村上市 山辺里 !
2002年 3月 新潟県立 村上高等学校 卒業 
2002年 4月 電気通信大学 電気通信学部 情報通信工学科 入学 
2006年 3月 同上 卒業 
2006年 4月 電気通信大学大学院 電気通信学研究科 情報通信工学専攻 
                  博士前期課程 入学 
2008年 3月 同上 修了 
2008年 4月 電気通信大学大学院 電気通信学研究科 情報通信工学専攻 
                  博士後期課程 進学 
2013年 3月 同上 単位取得のうえ退学 
2013年 4月 株式会社シフト 入社 現在に至る !
形式手法，再利用，自動化，ソフトウェア検証の研究開発に従事． 
情報処理学会会員 
