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Abstract
To ensure reliable communication in randomly varying and error-prone channels, wireless systems
use adaptive modulation and coding (AMC) as well as hybrid ARQ (HARQ). In order to elucidate their
compatibility and interaction, we compare the throughput provided by AMC, HARQ, and their combina-
tion (AMC-HARQ) under two operational conditions: in slow- and fast block-fading channels. Consid-
ering both, incremental redundancy HARQ (HARQ-IR) and repetition redundancy HARQ (HARQ-RR)
we optimize the rate-decision regions for AMC/HARQ and compare them in terms of attainable through-
put. Under a fairly general model of the channel variation and the decoding functions, we conclude
that i) adding HARQ on top of AMC may be counterproductive in the high average signal-to-noise
ratio regime for fast fading channels, and ii) HARQ is useful for slow fading channels, but it provides
moderate throughput gains. We provide explanations for these results which allow us to propose paths
to improve AMC-HARQ systems.
Index Terms
AMC, ARQ, Fading Channels, HARQ, Throughput, Variable-Length HARQ.
I. INTRODUCTION
AMC and HARQ are two transmission strategies commonly used in modern wireless systems
to communicate over error-prone and time-varying channels. The main objective of this work
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2is to compare AMC and HARQ from the throughput point of view, which is a well-established
reference criterion particularly suited for transmission of delay-insensitive contents.
In broad terms, AMC consists in adjusting the transmission parameters (such as the modulation
type, the coding rate, and/or the transmission power) to the channel conditions [1], [2]; these
are most often defined by a predefined set of modulation/coding schemes (MCSs). The receiver
selects a suitable MCS and conveys its index to the transmitter via a feedback channel.
Transmission errors, unavoidable in any practical system, are handled by the retransmission
protocol known as automatic repeat request (ARQ) [3], where the receiver uses a feedback chan-
nel to inform the transmitter about a successful decoding—via a positive acknowledgment (ACK)
message—or about a decoding failure—via a negative acknowledgment (NACK) message. Each
NACK triggers a new transmission round (or a retransmission), and increasing their number
improves reliability. In this work, we consider the retransmission protocol known as hybrid
ARQ (HARQ) in which coding is done across the transmission rounds and thus is intimately
related to the AMC for which coding and modulation are the core elements.
In more general terms, both AMC and HARQ may be seen as variable rate transmission
strategies: the former, due to the explicit variation of the number of bits conveyed over the
channel, the latter, due to the variability of the transmission time resulting from variable number
of transmission rounds. Both are thus naturally coupled and, in this work we want to clarify to
what extent this coupling should be preserved or exploited.
Therefore, although the formalism of the communication layers tend to separate the AMC from
HARQ, the practice may call for their holistic view. In particular, the Long Term Evolution (LTE)
standard specifies the HARQ operation as part of the media access control (MAC) layer [4,
Sec. 5.4.2], whereas the channel measurements procedures are defined in the physical layer (PHY)
[5, Sec. 7.2]. However, the AMC, i.e., the way the MCS should be chosen based on the reported
channel measurement is unspecified and left for implementation. We will consider the AMC and
HARQ as mechanisms of PHY.
The main difficulty in providing a qualitative insight into the relationship between HARQ
and the AMC lies in the fact that they are affected by various elements, such as the adopted
channel model, the available coding/modulation schemes, or the power adaptation strategies. It
is thus critical to strike a realistic balance between the general model and the plethora of clumsy
technical details of the practical systems or standards. With this idea in mind, the channel model
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3must be kept simple and we will consider two extreme cases of the operating conditions with
respect to the channel correlation between HARQ rounds: i) in fast block-fading channels, all
transmission rounds are carried out over independent fading realizations, and ii) in slow block-
fading channels, all HARQ transmission rounds (of the same packet) are carried out in the
same operating conditions (are thus perfectly correlated). Under these models, the relationship
between AMC and HARQ becomes tractable while still allowing us to extrapolate the findings
to the situations where the channel correlation is only partial – a case which is difficult to tackle
analytically and a numerical approach might be necessary.
Another important point is the choice of a suitable performance criterion. The throughput
seen by the upper layers provides a simple and fair comparison baseline, but ignores most of the
considerations related to delay or packet loss. The former is acceptable by assuming a delay-
insensitive traffic and a saturated buffer operating mode; the latter requires a few assumptions
about the upper logical link control (LLC) layer taking care of all residual retransmission errors
which then become irrelevant to the analysis (more on this in Sec. II-C).
The numerical examples that will illustrate our conclusions and findings will be based on a
simple model of the decoding errors which may be fit to the experimental data obtained with
practical decoders. We will then use simplifications to characterize the behavior of HARQ-IR
when different parts of the codeword are transmitted in the different rounds [6], [7], and of
HARQ-RR when each round carried the same codeword [8], [9].
The contributions of this work can be summarized as follows:
• We provide a general model which leads to a qualitative evaluation of the relationship
between AMC and HARQ. We provide the throughput expressions valid for fast- and slow-
fading channel models, and compare to the formulations appearing in the literature.
• We discuss how the transmission rate should be chosen based on the observed channel state information (CSI),
to maximize the throughput of AMC and AMC-HARQ for fast- and slow-fading channels.
• We prove that, in the high average signal-to-noise ratio (SNR) regime, combining HARQ
with the AMC affects negatively the system throughput in fast-fading channel, and we
provide an intuitive explanation of this result. We also show that HARQ is always productive
for slow-fading channel.
• Finally, we propose en evaluate two strategies to enhance the performance of HARQ for
fast-fading channels which remove the throughput penalty introduced by the conventional
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The rest of this paper is organized as follows. The system model is described in Sec. II, where
– somewhat unconventionally – Sec. II-F positions this work with respect to the literature. We
found it the most appropriate because AMC and HARQ have been studied under many different
modeling assumptions, and it is difficult to discuss them before the model is introduced.
The throughput analysis of AMC and HARQ is presented in Sec. III, Sec. IV, and Sec. V.
The directions towards the improvement of AMC-HARQ systems are explored in Sec. VI and
we present our conclusions in Sec. VII.
II. MODEL
A. Channel Model
We consider the communication over a block flat-fading channel, so the received signal can
be written as
y[n] =
√
snr[n]s[n] + z[n], (1)
where z[n] is a zero-mean, unit-variance complex Gaussian noise, s[n] is the signal composed of
Ns symbols carrying the encoded message, and snr[n] is the value of the SNR in the block-time
n.
We assume that the user is granted access to the channel in predefined, non-consecutive, time
blocks. The time-difference between the beginning of the blocks s[n], s[n + 1], . . . is given by
(1 + q)Ns. It is convenient to think about q as an integer, which should be interpreted as the
number of blocks left between two consecutive transmission.
We assume also a transmission with a constant power and, thus, the SNR snr[n] captures the
variation of the channel. The relationship between the SNRs snr[n], snr[n + 1] . . ., depends on
the channel coherence time τcoh, and we consider two different cases
1) Fast fading, where qNs ≫ τcoh, and then the SNRs snr[n], snr[n+1], . . . may be modeled
as independent random variables. This corresponds to the case of fast-moving users where
channel conditions change quickly from one block to another.
2) Slow fading, where qNs ≪ τcoh, and then the transmissions experience the same SNR in
many subsequent blocks, i.e., snr[n] ≈ snr[n+1] ≈ snr[n+2] ≈ . . .; this model is suitable
for slowly-moving users.
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5In the numerical examples, we will use the Rayleigh fading so the SNR is modeled by a
random variable SNR following an exponential distribution
pSNR(snr) = (1/snr) exp
(
−snr/snr
)
, (2)
where snr is the average SNR.
B. Physical Layer (PHY): AMC and HARQ
The role of AMC consists in encoding the information bits, b obtained from the LLC, and
transmitting them over the channel. We assume that the transmission rates to be adopted are
taken from the set R = {Rl}Ll=1 (measured in [bits/symbols]); each transmission thus carries
an encoded version of RlNs bits. This corresponds to the reality of current systems which use
predefined sets of transmission rates, each corresponding to a particular MCS supported by both
the transmitter and the receiver [5, Sec. 7.2]. This is different from the approach used in [10],
where the optimized rates depended on snr. We note that the performance of the system is, of
course, affected by the choice of MCSs, nevertheless, the methodology of comparison and the
main conclusions we draw are valid independently of a particular choice.
The transmitter uses the rate Rlˆ, where lˆ ∈ {1, . . . , L} is the MCS index sent by the receiver
over the error-free feedback channel, see Fig. 1. Due to the block-fading model (1), it is enough
to discretize the SNR, snr which we also assume to be perfectly estimated at the receiver, i.e.,
lˆ =
L∑
l=1
l I[snr∈Dl], (3)
where Dl is the MCS decision region that can be adjusted in order to maximize the criterion of
interest (here, the throughput). It will be formally defined later.
Another role of AMC is to prepare the upcoming HARQ transmission rounds. To this end,
AMC encodes the packet into K sub-codewords x1, . . . ,xK of equal length. The role of HARQ
is to transmit successively these sub-codewords upon reception of NACK messages. For the
moment, we assume that each sub-codeword occupies the whole available block s[n], thus, the
information in each round is transmitted with the rate Rl determined by the AMC in the first
round. This is an important assumption, which allows us to focus the analysis; we will relaxe it
later.
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Fig. 1. Model of the transmission with the ARQ implemented by the LLC; AMC and HARQ belong to PHY.
In HARQ, the information packet b is sent using many channel blocks, so it is convenient to
use a packet-oriented notation and denote the respective variables using subindices, e.g., yt and
snrt will denote the channel outcome and the respective SNR of the t-th round of the packet b.
The PHY-related actions terminate when ACK is received or when the final K-th HARQ round
is reached. The receiver then discards the channel outcomes and sends a final acknowledgement
that is shared with the LLC layer which takes over the communication process.
C. Logical Link Control Layer
In our model, the final acknowledgement of HARQ is shared with the LLC layer as shown
schematically in Fig. 1. LLC ignores the details of the operations of PHY and only relies on the
final ACK/NACK, implementing thus a basic form of ARQ: upon reception of ACK, the packet
b is removed from the LLC buffer; if NACK is received, the contents (bits) of b are kept in the
buffer. Then, a new packet b′ is formed, which contains NsRlˆ bits (lˆ is the MCS index obtained
by the transmitter at the moment it has to form the packet b′). The new packet b′ may contain
some (or all) of the bits from the previously “NACKed” packet b which, in general, used a rate
Rk 6= Rlˆ.
The feedback channel carrying one-bit ACK/NACK messages at PHY and LLC is assumed to
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7be error-free as. theoretically, these bits can be protected with arbitrary strength, whose overhead
may be neglected for sufficiently large Ns.1
Since the packet is discarded from the LLC buffer only after ACK is received, there is no
loss of data independently of how unreliable PHY is. We thus implicitly assumed that we deal
with delay-tolerant but loss-sensitive applications, which is justified, for example, when files
with critical contents are being transmitted.
Because it might not be immediately obvious, we emphasize that implementing ARQ at the
LLC does not change the LLC throughput seen by the upper layers. In other words, retransmitting
the NACKed packets does not degrade the throughput because this criterion is blind to which
bits are actually being transmitted – the fact that the same bits are retransmitted is irrelevant in
the throughput evaluation. In fact, the throughput remains the same independently of the number
of allowed ARQ rounds at LLC, i.e., truncated ARQ does not change the throughput neither.2
This is formally stated in [12], and it holds in absence of other system-related considerations
such as the communication overhead in the feedback channel, or the buffer overflow probability,
which we ignore here. In our case, assuming an unlimited number of ARQ rounds leads to
the lossless communication which is particularly useful from the theoretical point of view, as it
allows us to make a fair comparison between various PHY strategies using a single criterion –
the throughput.
D. Decoding Errors: AMC
The probability of error in the first transmission round, Err1, depends on the experienced
SNR and the adopted rate Rl, i.e., Pr {Err1|Rl, snr} = PERl(snr) and it might be established
experimentally for a given encoding and decoding. However, for the numerical analysis, it is
1In practice, the acknowledgement messages for HARQ are received with a non-zero error probability; e.g., the LTE specifies
a minimum SNR requirement for reception of the ACK messages with errors no greater than 1% [11, Sec. 8.3.2.1]. On the other
hand, the acknowledgement messages at the LLC are grouped for various packets and protected against errors through coding;
then they are considered error-free. For tractability, we do not include these elements in our model.
2In practice, the addition delay induced by the retransmissions may be a source of the throughput degradation. For example,
the TCP may interpret the delay as a congestion and respond by decreasing the size of the transmitted packets, which lowers
the throughput.
September 20, 2018 DRAFT
8convenient to use the parametric description of the packet error rate (PER) function
PERl(snr) =


1 if snr < snrth,l
exp[−a˜l(snr/snrth,l − 1)] if snr ≥ snrth,l
, (4)
where the thresholds snrth,l and the decay parameters a˜l should be found from the empiri-
cal/measured data. A form similar to (4) has been also used in [13], which provided tabulated
values of exp(a˜l), snrth,l, and a˜l/snrth,l for a particular class of encoders/modulators and decoders.
We found that, a common decay value a˜l = a˜ allows for a compact description of the SNR-
PER relationship for the same family of encoders/decoders: for convolutional codes, a˜ ≈ 4 fits
well the experimental data, while a˜ ≈ 15 should be used for turbo-coded transmissions with
large codewords.3 Here, instead of matching the value of a˜ to a particular family of PER curves
as done in [13], we treat a˜ as a parameter which defines how quickly the PER curve decays as
a function of SNR. Its operational meaning may be defined from (4) in terms of SNR, ∆ · snrth,l,
necessary to achieve the desired level of the PER, PERl(∆ · snrth,l) = ǫ, as
∆ = ln(1/ǫ)/a˜+ 1. (5)
For example, setting ǫ = 10−2, we obtain ∆ = 3.3dB for a˜ = 4, and ∆ = 10dB for a˜ = 0.5.
We also use I(snrth,l) = Rl, where I(snr) = I(S; Y ) is the mutual information between the
random variables S and Y modeling the transmitted and the received signals s[n] and y[n]. This
coincides with the threshold decoding of the capacity achieving codes which can be modelled
with a˜ =∞; it is convenient because, the results are then comparable to those already presented
in the literature for AMC [10] or HARQ [7].
E. Decoding Errors: HARQ
Let NACKk = {Err1, . . . ,Errk} be the event of k consecutive decoding errors. Each error
event Errt, t = 1, . . . , k, depends on the SNRs experienced in t rounds and on the transmission
rate R = Rl adopted in the first round. As in Sec. II-D, the probability of this event is given
by the PER function Pr {Errt|Rl} = PERl(snr1, . . . , snrt) which now depends on t different
SNRs. However, a multidimensional representation of the PER is not tractable, and we adopt the
3 [13, Table I] shows the values al = exp(a˜l), i.e., a˜l = log al ∈ {5.6, 4.4, 4.2, 3.9, 4.0, 3.5}. It is not clear how these al
were obtained, but the PER curves in [13, Fig. 10] may be approximated using a common value a˜l = 4.
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9simplifying approach of [14], [15] which reduces the multidimensional function to the following
scalar representation
PERl(snr1, . . . , snrk) ≈ PERl(snr
Σ
k ), (6)
where the “aggregate” SNR obtained as
snr
Σ
k = h
−1
( k∑
t=1
h(snrt)
)
; (7)
the function h(·) and its inverse h−1(·) depend on the encoding; i.e., on the type of HARQ.
For HARQ-RR, each codeword is the same, i.e., x1 = . . . = xK , and the receiver applies
a maximum ratio combining (MRC)4 to combine the received signals y1, . . . ,yk. We thus can
use h(x) = x, and then snrΣk =
∑k
t=1 snrk is the “accumulated” SNR [7]. In this case, (6) is
exact, and the approximation sign may be removed.
In the case of HARQ-IR, codewords xk, k = 1, . . . , K, are obtained by taking non-overlapping
elements of the “mother” codeword xo = [x1, . . . ,xK ].5 As in [14], [16], [17], we will use
h(x) = I(x), which is concave so we guarantee that in the case of HARQ-IR snrΣk >
∑k
t=1 snrk.
That is, as expected, HARQ-IR yields smaller probabilities of error compared to HARQ-RR.
For simplicity, we use I(snr) = log2(1 + snr); although this corresponds to a Gaussian model
for S, it is done merely to simplify the modelling.
The final step requires finding the probability of the event NACKk, and we use here the
backward error implication assumption, Errk ⇒ Errk−1 ⇒ . . .⇒ Err1, already proposed in [18],
[19], which yields
Pr {NACKk} = Pr {Err1, . . . ,Errk} = Pr {Errk} ≈ PERk(snr
Σ
k ). (8)
We quickly note that, although formally Pr {NACKk} ≤ Pr {Errk}, the approximation (8) is very
accurate and should be preferred to the very imprecise Pr {NACKk} =
∏k
l=1 Pr {Errl}, which
also appeared in the literature, e.g., [20], [21].
4HARQ-RR is also known as “Chase combining” HARQ.
5Codewords xk are punctured versions of xo; for example, xk may consist of new parity symbols/bits in each HARQ round.
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F. Relation to Previous Works
The interaction between the AMC and HARQ has raised a considerable interest in the litera-
ture. For instance, the throughput of HARQ with the AMC was analyzed in [13], [20], [22]–[25],
and their delay in [26]–[30]. However, the available results do not allow us to draw clear-cut
conclusions, mainly because they are based on different assumptions very often connected to a
particular coding or channel models.
The difficulty is to strike a balance between the simplicity of the analysis and the generality
of the conclusions. To address this challenge, we use arguably the simplest non-trivial decoding
error model, and consider extreme assumptions with regard to the channel model (slow and fast
fading), while all the remaining cases (e.g., correlated channels) are expected to yield intermediate
results. Furthermore, we initially make no efforts to optimize the operation of HARQ, as done
for example in [24], providing thus a “canonical” model for an interaction between the AMC
and HARQ.
However, the main difference with the previous works is that we adopt the throughput at PHY
as the unique performance criterion, allowing the LLC to handle the residual errors of HARQ
or the AMC, at the cost of buffering and delay for the individual packets.
The conclusions (and the analysis) change when packet loss or delay are taken into consid-
eration. For example, the authors of [13] analyze the LLC with truncated the ARQ operating
on top of the AMC: under constraints on the probability of packet loss at LLC, increasing the
number of the ARQ rounds allows the AMC to select rather aggressively the rates providing
hence a higher throughput. In our perspective, the loss is irrelevant and the highest throughput
is attained by optimizing the AMC without any constraints, letting the LLC to deal with the
errors.
III. AMC
The throughput is a the long-term average number of correctly received bits per transmitted
symbol. Since the errors in the AMC are block-wise memoryless, the throughput is unaffected
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by the fading type (slow or fast) and we can take expectation for each block
ηamc , ESNR
[
Rlˆ
(
1− PERlˆ(SNR)
)] (9)
=
L∑
l=1
∫
snr∈Dl
pSNR(x)ηl(x) dx, (10)
where we used (3) to obtain (9), with
ηl(snr) , Rl(1− PERl(snr)) (11)
being the “instantaneous” throughput defined for an SNR, snr.
The optimal SNR decision region is hence given by
Damcl = {snr : ηl(snr) ≥ ηk(snr), ∀k 6= l}. (12)
Proposition 1. If the PER function is defined by (4), the optimal decision regions are intervals
Damcl = [γl, γl+1).
Proof: It is enough to show that there exists snro ≥ snrth,l+1 such that ηl+1(snr) < ηl(snr)
for snr ≤ snro, and η′l+1(snr) > η′l(snr) for snr ≥ snro. Then, it can be easily shown with basic
algebra that there is only one value of snr solving ηl+1(snr) = ηl(snr).
Indeed, in most of the practically interesting cases, the decision regions of AMC are intervals
[1] with boundaries γl defined by the intersection of ηl(snr) and ηl−1(snr)
Rl
(
1− PERl(γl)
)
= Rl−1
(
1− PERl−1(γl)
)
, (13)
where also, for notational convenience, we use γ0 , 0 and γL+1 =∞.
This expression may be further simplified assuming that the probability of decoding error
when transmitting with rate Rl−1 is very small at the right border of Damcl−1.6 Then, (13) becomes
PERl(γl) ≈ 1−
Rl−1
Rl
, l = 2, . . . , L. (14)
Here, we see that if Rl is much larger than Rl−1, the nominal error rate at the interval border γl
may be quite high. For example, if Rl−1 = 1 and Rl = 2, we obtain PERl(γl) = 0.5. This result
may be contrasted with the “hard” limits imposed on the PER, PERl(γl) = PERt, suggested
in [13] and specified by the LTE as PERt = 10−1 [5].
6It is, indeed, the case if γl−1 ≪ γl and the PER function decays quickly with snr as per (4).
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Finally, we express the throughput compactly as follows:
ηamc =
L∑
l=1
Rl · (1− f1,l)pl, (15)
where
f1,l ,
1
pl
∫ γl+1
γl
pSNR(x)PERl(x) dx, pl ,
∫ γl+1
γl
pSNR(x) dx. (16)
Using (14) in (5), we can calculate the border of the decision region as
γl = snrth,l
(
1 +
1
a˜
ln
Rl
Rl − Rl−1
)
. (17)
Therefore, not surprisingly, an increased strength of the coding (large a˜) moves the borders of
the decision region closer to the decoding threshold, while a weak coding will result in larger
γl; this, via (16), will also move the throughput curve to the regions of higher SNR.
A. Discussion
We note that, according to the observations in Sec. II-C, the above results hold also when
ARQ is used on top of the AMC. Since a similar setup is considered in [13], it is instructive to
contrast both results.
The main difference is that, according to our results, the throughput-optimal intervals defined
by γl do not change with M the number of ARQ rounds. This is exactly the strength of the
throughput criterion which does not change when ARQ is added on top of a particular PHY
transmission strategy. On the other hand, [13] imposed limits on the packet loss Ploss, and the
SNR thresholds γˇl were adjusted by solving the equation [PERl(γˇl)]M = Ploss, or
PERl(γˇl) = Pt, (18)
where Pt = P 1/Mloss is the target PER at each interval boundary γˇl. Hence, for a small Ploss, with a
growing M it is possible to increase Pt and then γˇl decreases approaching the throughput-optimal
value γl; this effect was also observed in [13]. However, a caution is required because γˇl should
never be smaller than γl, which may happen using (18) for large M .
Example 1. To illustrate the importance of the decision regions, we show in Fig. 2 the throughput
of AMC for the (optimal) decision intervals based on (14) (as they are practically the same as
with (13)), and based on (18), for both cases Pt = 10−1 and Pt = 10−2.
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Fig. 2. The throughput ηamc with the decision intervals based on (14) and (18), for Pt = 10−1 and Pt = 10−2.
We use L = 5 rates from the set R = {Rl}Ll=1, where Rl = l · 0.75. From (14), we find that
PER(γl) ≈ 0.5, 0.33, 0.25, 0.2. To get an insight into the importance of the coding strength, we
use a˜ ∈ {4, 0.5}, where the weaker code throughput curve is right-shifted by ∼ 6dB due to the
increased borders γl of the decision regions, cf. (17).
Quite clearly, the strict constraints on the packet loss (small Pt) move the SNR boundaries
γˇl to the right; this decreases the throughput and is particularly notable for weak codes (here,
a˜ = 0.5). Adding more ARQ rounds (increasing M) increases Pt and moves γl to the left (cf. (18)),
hence improving the throughput which approaches the optimal solution derived in (14).
IV. HARQ: SLOW FADING
In the case of slow-fading channels, we may assume that the SNR, snr, remains constant
during many blocks s[n], which we treat together as a “super channel-block”. We may then
apply the same approach we already used to analyze AMC, and calculate the throughput as
ηharqK =
L∑
l=1
∫
x∈Dl
pSNR(x)η
harq
K,l (x) dx, (19)
where again Dl is the SNR decision region in which we use the transmission rate Rl, and ηharqK,l (x)
is the throughput of HARQ carried out with the rate Rl over SNR x. The main questions are:
how to calculate ηharqK,l (x), and how to find the optimal decision regions Dl?
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As to the throughput, ηharqK,l (x), the number of channel blocks used to transmit the information
packet is now variable due to the decoding errors whose probability is captured by the PER
function in (4). Modeling HARQ rounds by the states of a Markov process, the beginning of the
HARQ cycle corresponds to the renewal of the process. Thus, we can use the renewal-reward
theorem to obtain [7], [20], [31], [32, Ch. 2.3]
ηharqK,l (snr) =
E[Rl]
E[Tl]
, (20)
where Rl ∈ {Rl, 0} is a random “reward” (here, the number of successfully delivered bits
normalized by the number of symbols, Ns) at the end of the HARQ cycle, and Tl ∈ {1, . . . , K}
is a random inter-renewal time, i.e., the number of HARQ rounds.
The expectations in (20) are taken with respect to the decoding errors Err1, . . . ,ErrK which,
conditioned on SNR = snr, are independent from one HARQ cycle to another. Thus, the reward
Rl and the time Tl are also independent between cycles. This is, in fact, the necessary condition
to use the renewal-reward theorem (20) [32, Ch. 2.3].
On the other hand, Rl and the time Tl are not unconditionally independent, because they
depend on the same realization of the SNR. For this reason, the expectation cannot be taken
with respect to SNR as it would imply that the SNR is independent between the HARQ cycles;
while this approach may be suitable in bursty communication scenarios [33, Sec. IV.B] [34,
Sec. IV], it is inappropriate in our case.7
The throughput can be hence calculated as [7], [20]
ηharqK,l (snr) =
Rl(1− fK,l(snr))
1 +
∑K−1
k=1 fk,l(snr)
, (21)
where
fk,l(snr) = Pr {Err1, . . . ,Errk|Rl} (22)
is the probability of k consecutive decoding errors conditioned on having the first HARQ round
carried out with the rate Rl. These are calculated using the approach explained in (8)
fk,l(snr) ≈ PERl(snr
Σ
k ), (23)
7A direct consequence of bursty communications assumption is that the transmissions over “better” channels require shorter
times than those made over “worse” channels. This creates a coupling between the channel model and the transmission protocol
[34] which is undesirable in our communication model.
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where snrΣk is obtained from (7), and thus depends on the type of HARQ. In particular, for
HARQ-RR we have snrΣk = ksnr, while for HARQ-IR it is obtained through I(snrΣk ) = kI(snr),
where I(x) = log2(1+x) (see also Sec. II-E). For notational convenience, we use f0,l(snr) , 1.
Before progressing any further, we first address the following simple question: does the
throughput of HARQ increase with then number of allowed transmissions, K?
Proposition 2. If
fk+1,l(snr)
fk,l(snr)
≤
fk,l(snr)
fk−1,l(snr)
, ∀k ≥ 1 (24)
then, for ηharqK,l (snr) given by (21), the following holds: ηharqK,l (snr) ≤ ηharqK+1,l(snr). Moreover, if there
exists k for which the inequality in (24) is strict, then we obtain a strict inequality ηharqK,l (snr) <
ηharqK+1,l(snr).
Proof:
Our objective is to derive a sufficient condition, under which the expression
ηK =
R(1− fK)
1 +
∑K−1
k=1 fk
(25)
is increasing with K, where the dependence on l and snr is removed from (21) for notational
brevity. That is we require
ηK ≤ ηK+1 =⇒
R
(
1− fK
)
1 +
∑K−1
k=1 fk
≤
R
(
1− fK+1
)
1 +
∑K
k=1 fk
(26)
=⇒ fK+1
(
1 +
K−1∑
k=1
fk
)
≤ fK
K∑
k=1
fk =⇒
K∑
k=1
fK+1fk−1 ≤
K∑
k=1
fKfk. (27)
Obviously, (27) is a necessary and sufficient condition for the throughput to be increasing with
K. To remove the dependence on the sum, we strengthen (27) by imposing the inequality on
each term yielding the sufficient (not necessary) condition fK+1fk−1 ≤ fKfk ∀k ≤ K, which
must hold ∀K ≥ 1; this is (24). Any strict inequality will make the inequality in (26) strict as
well. This terminates the proof.
The above proposition rectifies the conditions exposed in [7, Sec. IV], where the “subgeo-
metric” property fk,l < fk1,l was conjectured as a sufficient condition for the throughput to be
increasing with K. In fact, it is not, as we may show by constructing a subgeometric relationship
and yet obtaining a non-increasing throughput with K. For example: the subgeometric terms
f2 = 0.5f
2
1 , f3 = 0.75f
3
1 yield η
harq
2 > η
harq
3 , which invalidates the conjecture of [7].
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Fig. 3. In slow-fading channels, decision regions Dharql are unions of intervals. Here, R4 = 3, R5 = 3.75, and we assume
HARQ-IR with K = 4. a˜ = 4.
The value of Proposition 2 is that, if the error probabilities in HARQ satisfy the conditions
(24), we can guarantee that HARQ will improve the throughput of AMC provided the same
SNR decision regions are used, i.e., Dl = Damcl .
It is easy to show that the conditions in Proposition 2 are satisfied using HARQ-RR and
HARQ-IR under the decoding model of Sec. II-E. Thus, HARQ will outperform the AMC in
the slow-fading channels, and the gains may be larger if the decision regions (12) take into
account the reality of HARQ and are redefined as follows
Dharql = {snr : η
harq
K,l (snr) ≥ η
harq
K,k(snr), ∀k 6= l}. (28)
Here, however, we may run into a difficulty because the throughput ηharqK,l (snr) is not a concave
function of snr. Since then, the unique intersection condition we obtained in Proposition 1
cannot be guaranteed, the decision regions Dharql , in general, are non-convex sets and should be
represented by the union of intervals as shown in the following example.
Example 2. With two rates R5 = 3.75 and R4 = 3 – as in Example 1, and HARQ-IR with
K = 4, we can see from Fig. 3 that each decision region Dharq4 (shaded) and Dharq5 (white) is
the union of intervals. The boundary of the right-most piece of Dharq5 is shown with a black
marker, where we can observe it being close to the boundary of Damc5 (shown with a white
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marker). Moreover, in most of the practical cases the rates are relatively close to each other,
then if Rl > Rl−1/2 is ensured, it means that the boundary of Dharql will be very close to the
boundary of Damcl . Furthermore, if sufficiently “dense” set of rates R is available, the region of
the achievable throughput is well covered.
While, in theory, the system may operate with arbitrary Dharql , it is much more convenient to
use intervals as in the case of AMC. In fact, using Damcl is not a bad idea since Proposition 2
confirms that the throughput will increase when using HARQ on top of the AMC.
Example 3. In Fig. 4, we compare the throughput obtained using the AMC and HARQ with
rates from the set R as in Example 1. Both HARQ-IR and HARQ-RR are considered with K = 4
rounds, where we also consider two cases for the decision regions for HARQ, namely, Damcl and
Dharql . Two coding strengths are considered: a˜ ∈ {0.5, 4}. As expected, the throughput of HARQ
is improved with respect to the AMC even if Damcl is used. The gains of using the optimal decision
regions Dharql are important only for HARQ-IR; they are notable in low SNR and are pronounced
for weak codes. On the other hand, in the case of HARQ-RR, we obtain Dharql ≈ Damcl and that
is why we do not show two distinct curves in this case.
V. HARQ: FAST FADING
In the case of fast-fading channels, the throughput can again be expressed using the renewal-
reward theorem (20)
ηharq =
E[R]
E[T]
, (29)
where R is the random reward. Since the SNRs vary independently from one transmission round
to another (and from one HARQ cycle to another), the expectations in (29) are taken also with
respect to all the SNRs affecting the transmission (unlike in (19), where the expectation over
SNR1 was taken outside of the fraction). Consequently, unlike (20), Since the rate is random
from one HARQ cykle to another, the expected reward is given by
E[R] =
L∑
l=1
Rl(1− fK,l)pl, (30)
where pl is the probability of choosing the rate Rl in the first HARQ round, given by
pl , Pr {SNR ∈ Dl} , (31)
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Fig. 4. Throughput of AMC and AMC-HARQ for slow-fading channels using a) HARQ-RR, and b) HARQ-IR.
with Dharql being the decision regions we have to define.
Again, fk,l that denotes the probability of k consecutive errors (conditioned on starting the
HARQ cycle with the rate Rl) is given by
fk,l , Pr {NACKk|Rl} =
1
pl
∫
Dl
pSNR1(x)fk,l(x) dx, (32)
fk,l(x) = E{SNRl}kl=2
[
PERl(x, SNR2, . . . , SNRk)
]
. (33)
Both (32) and (33) require a one-dimensional integration respectively over SNR1 ∈ Dl and an
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aggregate SNR (merging snr1 = x with SNR2, . . . , SNRk via (7)).
Similarly, the expected number of HARQ rounds is given by
E[T] =
L∑
l=1
∫
Dl
pSNR(x)TK,l(x) dx =
L∑
l=1
TK,lpl, (34)
where TK,l(snr) = 1 +
∑K−1
k=1 fk,l(snr) is the expected number of rounds with the first being
carried out over snr ∈ Dharql , and TK,l = 1 +
∑K−1
k=1 fk,l.
The throughput of HARQ is then given by
ηharqK =
∑L
l=1Rl(1− fK,l)pl∑L
l=1 TK,lpl
, (35)
where both the numerator and the denominator depend on Dharql , l = 1, . . . , L.
For the moment, we do not make any assumption about the coding, i.e., we make no distinction
between HARQ-IR and HARQ-RR.
A. Decision Regions
The regions Dharql that maximize (35) are in general non-convex and must by represented as
a union of intervals. Since this would lead to a tedious optimization problem, we restrict our
considerations to the AMC-like decision regions
D˜harql = [γl, γl+1), (36)
which, as we will see, become an insightful proxy to the optimal solution despite their subop-
timality.
Denoting (35) as ηharqK (γ), where γ , [γ1, . . . , γL], we solve the following optimization
problem
ηˆharqK ,max
γ
ηharqK (γ) s.t. γ1 ≤ γ2 ≤ . . . ≤ γL ≤ γL+1, (37)
where γ1 = 0, γL+1 =∞ are adopted for notational convenience.
Since the numerator and the denominator of (35) depend on γ, we will use the fractional
programming approach [35, Proposition 2.1]. We define the following function
F (γ, λ) ,
L∑
l=1
Rlpl
(
1− fK,l
)
− λ
( L∑
l=1
TK,lpl
)
, (38)
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and solve the new optimization problem
γλ , argmax
γ
F (γ, λ) s.t. 0 = γ1 ≤ γ2 ≤ . . . ≤ γL ≤ ∞. (39)
Then, the optimal solution of (37) is found examining the sign of F (γ, λ) due to the simple
relationships [35]
F (γλ, λ) > 0 ⇐⇒ λ < ηˆ
harq
K , (40)
F (γλ, λ) < 0 ⇐⇒ λ > ηˆ
harq
K , (41)
F (γλ, λ) = 0 ⇐⇒ λ = ηˆ
harq
K . (42)
Consequently, to solve (37), it is enough to solve (39) for each λ, and find λ such that
F (xλ, λ) = 0. The latter can be done efficiently using simple numerical methods (a bisection
search, for instance). To solve (39), we differentiate (38) with respect to γl, and obtain the
following Karush–Kuhn–Tucker (KKT) equations
Rl−1
(
1− E{SNRl}Kl=2
[
PERl−1(snr
Σ
K(γl))
])
− Rl
(
1− E{SNRl}Kl=2
[
PERl(snr
Σ
K(γl))
])
= λ
(
TK,l−1(γl)− TK,l(γl)
)
, (43)
that may be solved for each γl under the constraints γl ≤ γl+1, l = 1, . . . , L. We note that it is
possible to obtain γl = γl+1; in which case the decision region is degenerate D˜harql = ∅.
Example 4. Considering the same set of rates R as in previous examples, we show in Fig. 5
the thresholds {γ2, γ3, γ4, γ5} obtained after solving (37). The optimal thresholds for the AMC,
which do not depend on snr, are shown as a reference.
The relationship between γl and snr is quite complex, and it provides an immediate indication
on how tedious it will be to find the optimal regions Dharql (as a union of intervals). Some
intuition about the potential gains of using HARQ on top of AMC may be obtained from Fig. 5a.
For high (average) SNRs, the thresholds of HARQ are higher compared to the AMC, this more
“conservative” choice of rates is meant to avoid errors and, hence, not to use HARQ. On the
other hand, for low SNRs, the thresholds of HARQ are lower compared to the AMC: the rates are
adopted in a more “aggressive” way indicating that the retransmissions would be beneficial.
This becomes particularly clear with medium SNRs, where the regions degenerate and only
D˜5 = [0,∞); this occurs with HARQ-IR for snr ∈ (1 dB, 9 dB), and this interval is indicated
with the markers on the snr axis.
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Fig. 5. Optimal thresholds γl defining the decision regions D˜harql for fast-fading channels with a) a˜ = 4, and b) a˜ = 0.5. The
filled circles on the snr axis indicate the value snrlow,l such that if snr < snrlow,l; D˜harql is not degenerate, i.e., γl > γl−1. We
note that in a) we have snrlow,4 = snrlow,5. The hollow circle indicates the value snrhigh (common to all decision regions) such
that if snr > snrhigh; D˜harql is not degenerate.
Similar conclusions may be drawn from Fig. 5b, where the relationship is slightly more complex
due to a much less steeper PER curve of the decoder.
We also observe that, for high SNRs, all decision regions are not degenerate, and we conjecture
that it would be always true. We adopt the following reasoning: we know that the region DharqL
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is not degenerate because, if it was, it would not be possible to attain a throughput that is
close to RL. Now, for all snr < snrth,L, transmitting with the rate RL provokes an error, so we
ask a question: is it more beneficial to avoid errors or to count on retransmissions? This can
be answered comparing the rewards, R, associated with the selections of rates (actions). The
assignment snr ∈ DharqL−1 yields an expected immediate reward of R = RL−1(1 − fL−1,1); on the
other hand, if snr ∈ DharqL , the reward is at most R = RL/2 because it takes at least two HARQ
rounds. Thus, for RL−1 ≫ RL/2 and a sufficiently small fl,1, we will assign snr to Dl. A similar
reasoning holds when RL−1 ≫ RL/k. We thus conclude that the region DharqL−1 is not degenerate.
Furthermore, with the same arguments for snr < snrth,L−1, we can find that the regions DharqL−2 is
not degenerate.
B. Throughput
Proposition 2 answered the important question about the value of using HARQ on top of
the AMC in slow-fading channels. In fast-fading channels, however, the derivations are more
complicated due to the sums appearing in the numerator and the denominator in (35). To obtain
answers in this case, we will consider separately the regimes of high- and low- average SNRs.
From the results in Example 4, we have already obtained an indication about the added-
value of HARQ: retransmissions were more valuable in the low- than in the high-SNR regime.
However, the final conclusions will be drawn by looking at the throughput.
Example 5. The throughput obtained by adopting the decision regions shown in Example 4 is
represented in Fig. 6. The results may seem surprising at the first glance, but they are completely
in line with the behavior of the decision regions: the advantage of HARQ is well pronounced in
low snr. On the other hand, for high snr, adding HARQ on top of the AMC is counterproductive.
The throughput penalty is small but clearly observable, e.g., considering a˜ = 4 and HARQ-RR,
this effect occurs above 3 dB, and above 9 dB for HARQ-IR; these break-points are indicated
with markers on the figure.
We also note that using the optimized decision regions D˜harql is beneficial for AMC-HARQ-IR
when the break-points move to the high-SNRs. However, this gain is moderate for strong codes
(a˜ = 4), and the general conclusion holds: there are regions of SNR for which it is counterpro-
ductive to use HARQ.
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Finally, Fig. 6b shows the throughput with HARQ-IR in the range snr ∈ (1dB, 9dB) for a˜ = 4,
where D˜harq5 = [0,∞) (cf. Example 4) implies that we effectively ignore the CSI; meaning that
the adaptation to the channel is counterproductive. This observation is explained by the fact that
AMC-HARQ cannot be considered as a fully adaptive transmission since it ignores the CSI after
the first round. In fact, this is the source of a surprising and disappointing behavior of HARQ
in high-SNRs.
We will explain now more formally the results we have observed in the examples. We will
show that, in the low-SNR regime, HARQ is more productive, but at high snr, AMC outperforms
AMC-HARQ under mild conditions on the PER curves of the decoder.
Proposition 3 (Low SNR). Denote by ηˆharqK the optimal throughput of HARQ based on Dharql .
There exists snro such that, for all snr < snro,
ηˆharqK ≥ η
amc. (44)
Proof: We denote by ηˇharqK the throughput of HARQ based on Damcl where, due to the non-
optimized choice of the decision regions, we have ηˇharqK ≤ ηˆharqK . Since limsnr→0 plfK,l = 0, l > 1,
and limsnr→0 fK,1p1 = fK,1, we compare the throughputs using the terms appearing in the limits
lim
snr→0
ηˇharqK =
R1(1− fK,1)
TK,1
, (45)
lim
snr→0
ηamc = R1(1− f1,1). (46)
Thus, in the low-SNR regime, both HARQ and the AMC may be considered as single-rate
transmission schemes (i.e., without rate adaptation). So, from Proposition 2 we have ηˇharqK ≥ ηamc.
For high snr, the situation is slightly more involved, and we cannot use (45) because all terms
fK,lpl have the same limit, limsnr→∞ fK,lpl = 0. To compare the throughputs of HARQ and AMC,
we will thus define a two-rounds HARQ (2R-HARQ) as a hypothetical HARQ transmission
which, in the first round, behaves just like a conventional HARQ (and is described by the same
probability of decoding error), while in the second transmission round, it guarantees that the
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Fig. 6. The throughput of AMC and AMC-HARQ over fast-fading channels for a) HARQ-RR and b) HARQ-IR. The markers
on the snr axis indicate the points where the HARQ throughput curves cross the throughput curve of AMC. Filled and hollow
markers correspond to HARQ based on D˜harql and Damcl , respectively.
message is decoded, i.e., f2,l = 0. The throughput of 2R-HARQ is given by
η2r ,
∑L
l=1Rlpl
1 +
∑L
l=1 f1,lpl
=
∑L
l=1Rlpl
1 + f 1
, (47)
where f 1 ,
∑L
l=1 f1,lpl is the average probability of error in the first round, i.e., the probability
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that re-transmissions are required, f 1 = Pr {NACK1}.8 Comparing (47) and (35), we see that
the throughput of 2R-HARQ upper bounds the throughput of HARQ, ηharqK < η2r.
To focus the discussion, we start with the assumption that the decision regions Dharql are not
degenerate.
Proposition 4. Let xl , limsnr→∞ f1,lplf1,LpL .
If xl > 0, l = 1, . . . , L− 1, then there is a snro such that, for all snr > snro,
ηharqK < η
amc. (48)
Proof: Since ηharqK ≤ η2r, it is enough to prove that η2r < ηamc to obtain a sufficient condition
for (48). We have
η2r < ηamc (49)
∑L
l=1Rlpl
1 + f 1
<
L∑
l=1
Rl(1− f1,l)pl (50)
L∑
l=1
Rlpl < (1 + f 1)
L∑
l=1
Rl(1− f1,l)pl (51)
L∑
l=1
Rlf1,lpl < f1η
amc, (52)
and by taking the limit snr →∞ of both sides of (52), we get
L∑
l=1
Rlxl,L <
L∑
l=1
RLxl,L, (53)
which is obviously true if xl > 0. Thus, for sufficiently large snr, ηamc > η2r > ηharqK .
The value of Proposition 4 is that it is obtained using solely the model of the decoding errors
in the first transmission. Hence, we do not need to consider approximations with regard to the
way the redundancy is introduced by HARQ. We also quickly note that, using the model of the
decoding errors from (4) and [13, Eq. (8)], we obtain xl,L > 0, ∀l, provided that the decision
regions Dharql are not degenerate (i.e., when pl > 0).
This brings us to the following question: will we be able to obtain gains by using HARQ on top
of AMC if the decision regions Dharql are optimized? The answer is “no”, because Proposition 4
8This should not be confused with the average PER.
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does not assume anything about the decision regions Dharql , except that there are at least two
(in which case there are at least two non-zero terms xl). This condition materializes for the
high-SNR regime under the conjecture we made in Example 4.
Another interesting question is whether we can decrease the gap between ηamc and η2r by
increasing the number of rated in the setR? The question may be difficult to answer. Nevertheless
we consider here a particular and practical case where we cannot use coding rates below R1 which
is determined by the minimum implementable encoding rate (e.g., the coding rate of 1/3 in the
popular turbo-codes) and the minimum modulation rate (e.g., binary phase shift keying (BPSK)).
Also, a finite size of the constellation, e.g., 16-quadrature amplitude modulation (QAM), implies
that there is a maximum rate RL which cannot be exceeded. We can manipulate, however, the
granularity of the set R, i.e., we can increase the number of rates, L, while keeping R1 and RL
constant.
Corollary 1. For a˜ =∞, keeping R1 and RL constant, the difference ηamc − η2r increases with
L.
Proof: We first rewrite (49) as follows
ηamc − η2r =
f 1(η
amc −R1)
1 + f 1
. (54)
Then, for a˜ =∞, f 1 is independent from L because the only source of error is the event {SNR ∈
(0, snrth,1)}. Since R1 is fixed by assumption, and ηamc is increasing with L, the difference
ηamc − η2r can only increase with L.
Although Corollary 1 does not talk about the gap ηamc − ηharq, according to our observations,
for high-SNR regime, we obtain a ηharq indistinguishable from η2r. Moreover, setting a practical
(finite) value for a˜ does not change the results, and we indeed observe that the difference
ηamc − ηharq increases with L even if a˜ <∞.
C. Discussion
The presented results indicate that adding HARQ on top of the AMC may be counterproductive
in terms of throughput. This finding is not only counterintuitive; but goes against the general
belief that both the AMC and HARQ complement each other in their operations. We try to
provide more intuition about this unusual—at first glance—behavior. We do it in two ways: first,
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by exploring the temporal relationships of CSI, and second, by reinterpreting the equation in the
proof of Proposition 4.
1) Temporal evolution of the channel states: Let us start with the relationship between the
channel state in two different time instants assuming operation in high snr. Then, the AMC is
very likely to choose a high transmission rate, e.g., RL. A small rate, e.g., R1, may be chosen
as well, which happens when the measured SNR, snr[n], falls into the interval (0, γ2); this event
has a probability p1 > 0. Let us assume that the error occurs when transmitting with the rate
R1, so the reward in time n is zero, R[n] = 0. We can now compare the expected reward in the
block n + 1 due to the adoption of AMC or AMC-HARQ.
With the AMC-HARQ, the error is handled by the second HARQ round where the chances for
a successful decoding (both for HARQ-IR and HARQ-RR), f1,2 are high; the expected reward
in this second round is thus given by
E
[
R[n+ 1]
]
= R1(1− f1,2) ≈ R1. (55)
On the other hand, with the AMC, the error is handled by the LLC, so the new packet is
transmitted in time n + 1 with the rate Rl. The expected reward in this case with the AMC in
time n+ 1 is thus
E
[
R[n+ 1]
]
= Rl(1− fl,1) > Rl−1, (56)
where the loose lower bound is obtained by using (14) and the fact that fl,1 < PERl(γl).
We can see that the reward (55) due to a small probability of error, f1,2 ≈ 0 (obtained thanks
to HARQ), is negligible corresponding to the worst-case gain of the AMC given by (56). In
other words, even if the selection of the rate R1 occurs with a very small probability p1, its
effect propagates to the following time instants.
D. Probabilistic interpretation
Let us transform (52) and evaluate its limits
∑L
l=1Rlf1,lpl
f 1
=
∑L
l=1Rl Pr {NACK, Rl}
Pr {NACK}
=
L∑
l=1
Rl Pr {Rl|NACK} < η
amc, (57)
L∑
l=1
Rl Pr {Rl|NACK} < RL, (58)
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where (58) is obtained by taking the limits of both sides of (57) for snr →∞.
If, for all l < L, Pr {Rl|NACK} > 0, then (58) is satisfied. This is another version of
the conditions required in Proposition 4. It can be verbalized as follows: knowing that an
error occurred (i.e., NACK is observed), the a posteriori probability of choosing a rate Rl,
l = 1, . . . , L− 1 does not go to zero. This means that, for the high-SNR regime, the error event
NACK provides information about the realization of the SNR which led to the error.
The most obvious interpretation of this relationship is obtained for a˜ =∞ with the decision
regions Dharql = Damcl , where γ1 = 0 and γl = snrth,l for l > 1. Then, the only source of error is
the event SNR ∈ (0, snrth,1). Since this event occurs only when the rate R1 is selected, we can
write Pr {R1|NACK} = 1. That is, even if the a priori probability p1 = Pr {R = R1} can be
arbitrarily small, the a posteriori probability can be very large.
VI. IMPROVING THE THROUGHPUT VIA AMC-HARQ INTERACTION
With the lessons from Sec. V, we explore in this section two simple solutions to limit the
throughput penalty incurred by the adoption of HARQ on top of the AMC in fast-fading channels.
We do it in two steps. First, we will try to remove the source of the throughput penalty by making
HARQ aware of the CSI; next, we will explore the possibility of increasing the throughput with
a more advanced coding.
A. AMC-Aware HARQ: Packet dropping
The main point from the previous analysis is that, while the receiver observes the CSI, the
adaptation has a very limited scope: the parameters of HARQ are fixed in the first round, and
the subsequent ones (k = 2, . . . , K) are not affected by the varying CSI.
In Sec. V-C, we have also identified situations where HARQ used on top of the AMC is
counterproductive: suppose we observe in the k-th round the MCS index, lˆk. Using the AMC
the reward can be close to Rlˆk , see (11). On the other hand, the reward related to HARQ depends
on the first round MCS index, lˆ1, and may be close to Rlˆ1 . Therefore, if Rlˆk is greater than Rlˆ1 ,
the AMC should be used; this modifies the protocol for rounds k > 1 in the following manner
if lˆk ≤ lˆ1 =⇒ continue HARQ (59)
if lˆk > lˆ1 =⇒ restart HARQ (drop the packet). (60)
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In this way, we adapt the number of HARQ transmission rounds to the observed MCS indices.
Quite clearly, only the performance of HARQ in fast-fading channels will be affected because,
under slow-fading model, we observe lˆ1 = lˆ2 = . . . = lˆK , and subsequently (59) applies in all
rounds.
Using (60), the HARQ the number of rounds of one cycle may depend on the rate used in the
cycle which follows. Thus, to calculate the throughput of the packet-dropping HARQ (HARQ-PD)
we have just introduced, we cannot directly use the previous formulas based on the expected
reward and the expected duration in one HARQ cycle.
However, this is not an issue since we are merely interested in the throughput with fixed
transmission strategy parameters, and we will also use the predefined decision regions of AMC,
Damcl . Therefore, to obtain the results we show in Fig. 7, we used a Monte Carlo integration. We
can appreciate that the packet dropping proposed in (60) practically eliminates the throughput
loss introduced by HARQ. This is an indirect confirmation that the main source of the throughput
gap was correctly identified in Sec. V-C.
B. Adaptive HARQ: Variable-Length Coding
Here, we would like to improve the throughput beyond what AMC alone can offer, especially
in the high-SNR regime. We follow [36]–[40], which proposed to use variable-length coding
for HARQ; the main idea of HARQ-VL is to reduce the number of symbols involved in the
transmission of a packet. This can be done by decreasing the length of the codewords in rounds
k = 2, . . . , K.
In order to comply with the constant-length channel block assumptions we used previously,
modifications are needed regarding the way the packets are encoded and transmitted in a channel
block.
First, we redefine the operation of the AMC. Previously, the rate Rl was interpreted as a
transmitting of one packet containing RlNs bits per block. We assume henceforth that the packet
contents is fixed to Nb = R1Ns bits so selecting the rate Rl means that the transmission requires
Ns,l = Nb/Rl = ℓlNs symbols, where ℓl = R1/Rl is the normalized length of the codeword.9
If we also use Rl = lR1, l = 1, . . . , L (as we already did in the numerical examples), then the
9Equivalently, ℓl is the fraction of Ns required to transmit the packet with the rate Rl.
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Fig. 7. The throughput obtained using packet-dropping HARQ-PD for a) HARQ-RR, and b) HARQ-IR, and using variable-
length HARQ-VL, which can be implemented only for HARQ-IR.
AMC transmission with the rate Rl means that l packets are transmitted in one channel block,
as done also in [13], [26], [40].
Since the relationship between the rate Rl and the length ℓl is bijective, it is convenient to
reformulate the discussion in terms of packet length. The first transmission round of HARQ is
done using codewords x1 with the predefined length taken from the set L = {1, 1/2, . . . , 1/L};
we are thus compatible with the AMC. On the other hand, in the subsequent HARQ rounds we are
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allowed to use the subcodewords xk with arbitrary length taken from L. Since the idea is to use
shorter subcodewords in order to decrease the channel use, we may also expand the decision space
and use auxiliary set of codewords lengths L′ = ℓL+1, . . . , ℓL′ , where ℓk−1 < ℓk, k = L+1, . . . , L′.
Since it is allowed to transmit in the same channel block the “fresh” (not transmitted) packets
as well as the redundancy codewords for the NACKed packets, the operation of HARQ needs
to be modified.
To do so, we assume that all packets, which are candidates for the transmission are gathered
in the HARQ buffer and we index them with h ∈ {1, . . . , H}, where H ≤ K ·L is the maximum
number of packets we need to consider. Let {ℓh}Hh=1 denote the length we will assign to each
packets in the HARQ buffer, where setting ℓh = 0 means, de facto, that the packet is not
“scheduled” for transmission.
We will maximize the instantaneous reward for a given SNR, snr. As all the packets carry Nb
bits, we solve the following problem:
{ℓˆh} = argmax
{ℓh}
H∑
h=1
(1− f(h)), s.t.
H∑
h=1
ℓh ≤ 1 (61)
where f(h) is the conditional probability of error for the h-th packet, calculated as
f(h) = Pr
{
Errk(h)+1|Errk(h)
} (62)
and k(h) is the HARQ counter of the h-th packet (i.e., the number of time the packet was
scheduled for transmission).
To calculate (62) we first express the probability of decoding error after k(h) transmissions
with the codewords’ lengths ℓ1(h), . . . , ℓk(h)(h) ∈ {L,L′} using (6)–(7)
Pr
{
Errk|ℓ1(h), . . . , ℓk(h)(h)
}
= PERl(h)(snr
Σ(h)), (63)
where, l(h) is the index of the first transmission (i.e., ℓl(h) = ℓ1(h)), and for HARQ-IR the
snrΣ(h) is given by
snr
Σ(h) = I−1
( 1
ℓ1(h)
k(h)∑
t=1
ℓt(h)I(snrt(h))
)
, (64)
where snrt(h) is the SNR experienced by the h-th packet during the t-th round and (64) expresses
the fact that the mutual information (MI) accumulation depends on the subcodeword lengths.
Note that, as expected, (63) is equivalent to (6) if ℓ1(h) = . . . = ℓk(h)(h).
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Thus, using (8) we calculate (62) as
f(h) =
PERl(h)(snr
′(h))
PERl(h)(snrΣ(h))
, (65)
where
snr
′(h) = I−1
(
I(snrΣ(h)) +
ℓh
ℓ1(h)
snr
)
(66)
is the aggregate SNR that will be experienced by the h-th packet provided it is scheduled for
transmission.
After erroneous decoding of the h-th packet, signaled by a NACK message, k(h) is incre-
mented if k(h) < K−1 (otherwise the packet is discarded from the HARQ buffer), and snrΣ(h)
is updated using (64)
snr
Σ(h)← snr′(h). (67)
We thus see that it is not necessary to keep track of all lengths used to transmit the packet
h: observing the current SNR, snr, and knowing the triplet
(
k(h), ℓ1(h), snr
Σ(h)
)
, for all the
packets h = 1, . . . , H , we have enough information to calculate the probability of error for each
scheduled packet.
We note that, if all the packets in the buffer are fresh, the optimization problem (61) is
equivalent to finding the throughput-maximizing rates as done for AMC when the decision
regions are defined by (12). On the other hand, in presence of packets with HARQ counters
k(h) > 0, the notion of decision regions is less clear; since they become dependent on the
parameters of all the packets in the HARQ buffer via (61), the simple one-to-one relationship
between the packet and the transmission rate does not exist anymore.
To make a comparison with the AMC fair, we assume that in order to have a decodable first
transmission (i.e., f(h) < 1) we must use the length ℓ ∈ L. Again, this is motivated by the
practical considerations: for example, using a finite-size constellation, such as 16-QAM, any
transmission with rate R > 4 (or ℓ < R1/4) fails. Therefore, using the instantaneous throughput
criterion, the first transmission length must be taken from L so we cannot exploit L′ to improve
the throughput of the AMC.
We terminate noting that the memoryless scheduling decisions obtained solving (61) are
suboptimal in terms of long-term throughput. In general, finding the optimal set {ℓˆh}Hh=1 is
difficult mainly due to the dependence of the throughput on the future decisions and would have
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to be solved using a framework of Markov decision process (MDP); a problem is compounded
by the dimensionality of the observation space.
The numerical results we show in Fig. 7 are obtained by Monte Carlo simulations, where
the set of lengths L = {1, 1/2, 1/3, 1/4, 1/5} is the same as in all previous examples, and the
auxiliary set is given by L′ = {1/8, 1/12, 1/16}. The discrete optimization problem defined in
(61) was solved by exhaustive search over the entire solution space; this is possible here due to
a relatively small dimensionality of the sets L and L′.
The improvement of the throughput of HARQ-VL comparing to AMC-HARQ is clear for high
values of snr despite of the sub-optimality of the objective function (61). We conducted more
experiments including smaller length ℓ in L′, but changes in the throughput we observed were
not significant. On the other hand, it is was indeed necessary to use L′ in order to improve the
throughput in high SNR. This is because, under such operating conditions, the first transmission
is very likely to use the shortest codewords from L and thus, to decrease the average transmission
time, we need to use shorter codewords from L′.
VII. CONCLUSIONS
In this work, we provided a general communication-theoretic point of view on the benefits
of combining AMC and HARQ in point-to-point transmissions. Using the throughput as a
comparison criterion, the main conclusions are the following: i) in slow-fading channels, the
throughput increases thanks to HARQ but the improvements are very moderate, especially when
AMC ignores the presences of HARQ, ii) in fast-fading channels, HARQ is beneficial only in
low SNRs and is counterproductive in high SNRs, irrespectively of the adaptation efforts of
AMC. Then, since HARQ provides very small (if any) throughput gains, the error-free operation
may be taken in charge by the upper layer (LLC).
Following the identified sources of deficiencies of HARQ used on top of AMC, we also
proposed a simple modification to the HARQ protocol, which terminates the HARQ cycle on
the basis of the observed MCS. This modification can be implemented without any additional
signaling or change at PHY, and removes the observed throughput penalty in fast fading chan-
nels. We pursued the idea of a closer interaction between PHY and HARQ, and evaluated
the possibility of using packet dropping (HARQ-PD) which provide a simply remedy to the
throughput penalty. At the cost of more complicated implementation, the variable-length coding
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(HARQ-VL) leads to a moderate—yet notable—improvement of the throughput in the region of
high SNR.
The conclusions and observations we make hold for delay-insensitive applications, and do
not take into account the overhead necessary to retransmit the packet at the LLC. Thus, a
more realistic evaluation should differentiate between the cost of PHY and LLC transmissions.
Other important challenges would be to evaluate the performance of HARQ and AMC in the
interference-limited scenario or for a delay-sensitive traffic.
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