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Topological Analysis of Asymmetric Tensor Fields
for Flow Visualization
Eugene Zhang, Harry Yeh, Zhongzang Lin, and Robert S. Laramee
Abstract—Most existing ﬂow visualization techniques focus on
the analysis and visualization of the vector ﬁeld that describes
the ﬂow. In this paper, we employ a rather different approach
by performing tensor ﬁeld analysis and visualization on the
gradient of the vector ﬁeld, which can provide additional and
complementary information to the direct analysis of the vector
ﬁeld.
Our techniques focus on the topological analysis of the eigen-
vector and eigenvalues of 2£2 tensors. At the core of our analysis
is a reparameterization of the tensor space, which allows us to
understand the topology of tensor ﬁelds by studying the manifolds
of eigenvalues and eigenvectors.
We present a partition of the eigenvalue manifold using a
Voronoi diagram, which allows the segmentation of a tensor
ﬁeld based on relative strengths with respect to isotropic scaling,
rotation, and anisotropic stretching. Our analysis of eigenvectors
is based on two observations. First, the dual-eigenvectors of
a tensor depend solely on the symmetric constituent of the
tensor. The anti-symmetric component acts on the eigenvectors
by rotating them either clockwise or counterclockwise towards
the nearest dual-eigenvector. The orientation and the amount of
the rotation are derived from the ratio between the symmetric
and anti-symmetric components. Second, The boundary between
regions of clockwise rotation and counterclockwise rotation is
located where the tensor ﬁeld is purely symmetric. Crossing
such a boundary results in discontinuities in the dual eigenvec-
tors. Thus we deﬁne symmetric tensors as part of tensor ﬁeld
topology in addition to degenerate tensors. These observations
inspire our visualization techniques in which the topology of the
symmetric component and anti-symmetric component are shown
simultaneously.
We also provide physical interpretations of our analysis, and
demonstrate the utility of our visualization techniques on two
applications from computational ﬂuid dynamics, namely, engine
simulation and cooling jacket design.
Index Terms—Tensor ﬁeld visualization, ﬂow analysis, asym-
metric tensors, topology, surfaces.
I. INTRODUCTION
F
LOW analysis and visualization are an integral part of a
wide range of engineering applications that range from
automotive and airplane design, weather prediction, tsunami
and hurricane modeling, and water quality study. Most existing
ﬂow analysis techniques focus on the velocity of the ﬂow that
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is a vector ﬁeld. While vector ﬁeld analysis has led to many
high-quality and intuitive visualization methods, the gradient
of the velocity has the potential of providing additional in-
sights that are difﬁcult to extract from vector ﬁeld visualization
alone.
For example, consider two non-zero vector ﬁelds V1(x;y)
and V2(x;y)= (1+e(x;y))V1(x;y) in which e(x;y) 2 (0;10¡2)
is a continuously differentiable scalar ﬁeld. Note that V1 and
V2 have the same set of trajectories and similar vector values
everywhere in the domain. In contrast, the vector gradient can
be signiﬁcantly different when the values of ¶e
¶x and ¶e
¶y are rel-
atively large. Consequently, popular vector ﬁeld visualization
techniques, such as arrow plots, color coding based on vector
magnitude, and streamline- and texture-based methods cannot
be used to explicitly demonstrate the difference between the
ﬂows while the visualization of the vector gradient can be used
to demonstrate the difference in their ﬂow characteristics.
Moreover, certain important ﬂow characteristics such as
the amount of stretching, dilation, and compression and the
direction of stretching are difﬁcult to infer from a vector arrow
plot, an illustration based on trajectories, or color coding of
the vector ﬁeld magnitude. This is because these quantities are
measurements based on the vector gradient. Flow visualization
based on trajectories and vector quantities make this a very
challenging and time-consuming process for even a seasoned
engineer. Figure 1 demonstrates this with an example.
In vector ﬁeld visualization, the analysis of vector gradient
has been used to classify ﬁxed points and compute separa-
trices [1], extract attachment and separation lines [2], detect
vortices and identify vortex cores [3], [4], [5], [6], and locate
periodic orbits [7]. However, such analysis typically focuses
on point-wise computation rather than the intrinsic local and
global structures in the velocity gradient. Furthermore, there
is relatively little investigation on how such structures reﬂect
properties of the original vector ﬁelds. This is mainly due to
the following two reasons. First, the velocity gradient is an
asymmetric tensor ﬁeld, to which most previous tensor ﬁeld
analysis does not apply. Second, there has been a lack of
physical interpretation of the eigenvalues and eigenvectors of
the velocity gradient in ﬂow understanding.
In this paper, we address these issues with the following
contributions.
1) We describe a physically-based parameterization for the
space of 2£2 asymmetric tensors, and deﬁne the con-
cepts of eigenvalue manifolds and eigenvector manifolds.
2) We provide topological analysis of 2£2 asymmetric ten-
sor ﬁelds by studying their eigenvalue and eigenvector
manifolds. In particular, we show that dual eigenvectorsIEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 2
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Fig. 1. This ﬁgure illustrates that additional information can be gained from a vector ﬁeld by analyzing its gradient (an asymmetric tensor ﬁeld). The vector
ﬁeld is illustrated using four different visualization techniques: (a) trajectories and arrow plot, (b) trajectories combined with colors representing the magnitude
of the vector ﬁeld, (c) trajectories combined with colors encoding the dominant component in the eigenvalues of the vector gradient: green for positive
scaling, red for negative scaling, yellow for counterclockwise rotation, blue for clockwise rotation, and orange for anisotropic stretching (Section V-A), and
(d) eigenvectors and dual-eigenvectors of the vector gradient. Notice that it is a challenging task to use vector ﬁeld visualization techniques (a-b) to answer
questions such as locating stretching-dominated regions in the ﬂow and identifying places where the orientations of the stretching change signiﬁcantly. On
the other hand, visualizations based on the vector gradient (c-d) facilitate the understanding of these important questions.
are determined by the symmetric part of the a tensor, and
observe that the boundaries between counterclockwise
and clockwise rotations are symmetric tensors, which
we include as part of tensor ﬁeld topology.
3) We present a number of novel vector and tensor ﬁeld
visualization techniques based on our analysis, and we
compare them to one another.
4) Our analysis and visualization techniques apply to asym-
metric tensor ﬁelds on 3D surfaces. To our knowledge,
this is the ﬁrst time asymmetric tensor ﬁelds on surfaces
can be analyzed and visualized.
5) We demonstrate our analysis and visualization tech-
niques to computational ﬂuid dynamics (CFD) simula-
tion datasets and provide physical interpretations of our
analysis with respect to these applications.
The remainder of the paper is organized as follows. We will
ﬁrst review related existing techniques in vector and tensor
ﬁeld visualization and analysis in Section II, and provide some
physical intuition about our approach in Section III. Then in
Section IV, we describe a physically-based parameterization
of 2£2 tensors and provide topological analysis of tensors
based on this parameterization. In Section V, we present
various visualization techniques based on our topology-driven
analysis. We demonstrate the effectiveness of our analysis
and visualization techniques by applying them to engine and
cooling jacket simulation applications in Section VI. Finally,
we summarize our work and discuss some possible future work
in Section VII.
II. PREVIOUS WORK
There has been extensive work in vector ﬁeld analysis and
ﬂuid visualization [8], [9]. However, relatively little work has
been done in the area of ﬂow analysis using the gradient of
the velocity, which is an asymmetric tensor ﬁeld. In general,
previous work is limited to the study of symmetric, second-
order tensor ﬁelds. Asymmetric tensor ﬁelds are usually de-
composed into a symmetric tensor ﬁeld and a rotational vector
ﬁeld and then visualized simultaneously (but as two separate
ﬁelds). In this section, we review related work in symmetric
and asymmetric tensor ﬁelds.
A. Asymmetric Tensor Field Analysis and Visualization
The work presented here inspired by that of Zheng et
al. [10], i.e., the topological analysis of asymmetric tensor
ﬁelds, a relatively new focus in visualization. Zheng et al. [10]
extend the topological analysis of tensor ﬁelds to general (2D)
asymmetric second-order ﬁelds (where there are no rotational
components). Previous work was limited to the study of
symmetric, second order tensor ﬁelds. Zheng et al. [10] deﬁne
degeneracies based on both eigenvalues and eigenvectors and
visualize the tensor ﬁeld directly without decomposition ﬁrst.
Their ﬁndings yield that degenerate tensors in these ﬁelds
form boundary lines between the real and complex eigenvalue
domains. The work we describe extends and improves these
result in a number of ways of which we will describe in detail.
We also note that the results presented in this paper exhibit
some resemblance to those using Clifford Algebra [11], [12],
[13]. In their work, vector ﬁelds are decomposed into different
local patterns, e.g., sources, sinks, and shear ﬂow, and then
color-coded.
B. Symmetric Tensor Field Analysis and Visualization
Symmetric tensor ﬁeld analysis and visualization have been
well researched for both two- and three-dimensions. To refer
to all past work is beyond the scope of this paper. Here we
will only refer to most relevant work.
Delmarcelle and Hesselink [14] identify two kinds of el-
ementary degenerate points, the basic constituents of tensor
topology, wedges and trisectors in 2D, symmetric, second-
order tensor ﬁelds and track their evolution over time. These
features can then be combined to form more familiar ﬁeld
singularities such as saddles, nodes, centers, or foci. They
also deﬁne hyperstreamlines (also referred to as tensor lines),
which they use to visualize tensor ﬁelds. This research is later
extended to analysis in three-dimensions [15], [16], [17].IEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 3
Zheng and Pang provide a high-quality texture-based tensor
ﬁeld visualization technique, which they refer to as Hyper-
LIC [18]. This work adapts the idea of Line Integral Con-
volution (LIC) of Cabral and Leedom [19] to tensor ﬁelds.
Zhang et al. develop a fast and high-quality texture-based
tensor ﬁeld visualization technique [20], which is a non-trivial
adaptation of the Image-Based Flow Visualization (IBFV)
of van Wijk [21]. Hotz et al. [22] present a texture-based
method for visualizing 2D symmetric tensor ﬁelds. Different
constituents of the tensor ﬁeld corresponding to stress and
strain are mapped to visual properties of a texture emphasizing
regions of expansion and compression.
Tensor ﬁeld simpliﬁcation is an important task in tensor
ﬁeld visualization. There have been a number of methods that
perform simpliﬁcation on two-dimensional symmetric tensor
ﬁelds. One class of methods use Laplacian smoothing on
tensor values either locally or globally [23], [20]. Tensor
ﬁeld smoothing tends to reduce the geometric and topological
complexity of the tensor ﬁelds. Another class of methods
focus on reducing the topological complexity, which focus on
degenerate points such as wedges and trisectors. Popular topo-
logical simpliﬁcation methods include degenerate point pair
cancellation [24], [20] and degenerate point clustering [25].
There has also been work in topological tracking in time-
varying symmetric tensor ﬁelds. Tricoche et al. [26] track
degenerate points in time-varying tensor ﬁelds by identifying
bifurcations in tensor ﬁelds. One type of bifurcation they study
results from pairwise annihilation of degeneracies. This occurs
when two degenerate points of opposite tensor index (also
known as the Poincar´ e index), coexist in close proximity and
then merge. The second type of bifurcation they study is the
transition of one type of wedge point to another.
Hlawitschka and Scheuermann [27] present an algorithm
for extraction and visualization of tensor lines in fourth-order
tensor ﬁelds. Their approach exploits the similarities between
spherical harmonics and tensors of an even order.
III. BACKGROUND
In ﬂuid mechanics, one of the fundamental concepts is the
Newtonian-ﬂuid hypothesis,
tij µ Ñu (1)
where u is the velocity of the ﬂow, Ñu is the velocity gradient,
and tij is the stress tensor. Note that tij is symmetric, and
the negative value of its average of the trace is deﬁned as
the pressure (scalar). The remainder tij after subtracting the
pressure term has been removed is termed the deviatoric stress
tensor, which is denoted by Sij.
In contrast to the stress tensor, the gradient of velocity is not
symmetric. It represents all the possible ﬂuid motions except
translation and can be decomposed into three terms:
Ñu =
trace[Ñu]
N
dij +Wij +Eij (2)
where dij is the Kronecher tensor, N is the dimension of the
domain (either 2 or 3),
trace[Ñu]
N dij represents the volume distor-
tion or dilation (equivalent to isotropic scaling in mathematical
terms), and the anti-symmetric tensor Wij = 1
2(Ñu¡(Ñu)T)
represents the averaged ﬂuid rotation. Since Wij has only three
entities when N = 3, it can be considered as a pseudo-vector;
twice the magnitude of the vector is called vorticity. The
symmetric tensor
Eij =
1
2
(Ñu+(Ñu)T)¡
trace[Ñu]
N
dij (3)
is termed the rate-of-strain tensor (or deformation tensor) that
represents the angular deformation, i.e. the stretching of a ﬂuid
element along a principle axis. Among the possible motions
of a ﬂuid element, translations and rotations cannot result in
stress owing to the conservation of linear and angular mo-
mentums, respectively. Hence, the Newtonian-ﬂuid hypothesis
relates the deviatoric stress tensor Sij linearly to the rate-of-
strain tensor Eij.
Understanding Ñu that is an asymmetric tensor ﬁeld, is
important in ﬂuid mechanics in many aspects including the
following. First, dissipation of the mechanical energy is solely
a function of Eij. More speciﬁcally, the dissipation function is
expressed as 2mjEijj2 where m is viscosity. This implies that
Wij plays no role in energy dissipation. Second, molecular-
scale ﬂuid mixing is proportional to the surface area of a ﬂuid
element, which can be increased by stretching and folding.
This suggests that the deformation tensor Eij plays a primary
role in the process. For the analysis of three-dimensional
incompressible-ﬂuid ﬂows conﬁned to a plane, the trace of Ñu
represents ﬂuid inﬂow from and outﬂow to neighboring planes.
The combination of this term with Wij represents vorticity,
stretching, and more. In short, tensor visualization for the
gradient of velocity ﬁeld enriches physical interpretation of
ﬂuid mechanics.
In general, understanding the gradient of a vector ﬁeld can
bring about new insights that are otherwise difﬁcult to gain
from traditional vector ﬁeld visualization techniques, such
as regions in which stretching is the dominant behavior or
places where the directions of stretching change signiﬁcantly.
Figure 1 compares and contrasts the visualization of a vector
ﬁelds and it gradient tensor ﬁeld. This is because most existing
vector ﬁeld visualization techniques focus on the illustrating
the directions of the vector ﬁeld. In contrast, the characteristics
of the vector gradient encodes information about the relative
magnitude of the ﬂow ﬁeld.
IV. A NEW PARAMETERIZATION SPACE FOR 2£2
TENSORS
In this section, we will describe a new parameterization
space for 2£2 tensors, and apply this parameterization to the
topological analysis of eigenvalues and eigenvectors of tensor
ﬁelds in planar domains and on curved surfaces.
The space of 2£2 tensors is a four-dimensional space that
has the following seemingly natural basis:
f
µ
1 0
0 0
¶
;
µ
0 1
0 0
¶
;
µ
0 0
1 0
¶
;
µ
0 0
0 1
¶
g (4)
However, such a basis is not convenient when it comes
to eigen-analysis, which is physically motivated. It is well-
known from classical linear algebra that any N £N matrixIEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 4
can be uniquely decomposed into the sum of its symmetric
and anti-symmetric components, which measure the impacts of
scaling and rotation caused by the tensor, respectively. Another
popular decomposition removes the trace component from
a symmetric tensor which corresponds to isotropic scaling.
The remaining constituent has a zero trace and measures the
anisotropy in the original tensor. Therefore, it is often referred
to as the deviator. We combine both decompositions to obtain
the following parameterization of the space of 2£2 tensors:
µ
a b
c d
¶
= gd
µ
1 0
0 1
¶
+gr
µ
0 ¡1
1 0
¶
+gs
µ
cosq sinq
sinq ¡cosq
¶
(5)
where
gd =
a+d
2
; gr =
c¡b
2
gs =
p
(a¡d)2+(b+c)2
2
(6)
are the strengths of isotropic scaling, rotation, and anisotropic
stretching, respectively. Note that gs ¸0 while gr and gd can be
any real number. q 2 [0;2p) is the angular component of the
vector
µ
a¡d
b+c
¶
, which encodes the eigenvector information. It
is emphasized that the decomposition presented in Equation 5
corresponds directly with that in Equation 2: the decompo-
sition used in ﬂuid mechanics. In this paper, we focus on
how the relative strengths of the three components effect the
eigenvalues and eigenvectors in the tensor. Given our goals, it
sufﬁces to study unit tensors, i.e., g2
d +g2
r +g2
s = 1.
The space of unit tensors is a three-dimensional manifold,
for which direct analysis is challenging. Fortunately, the eigen-
values of a tensor only depend on gd, gr, and gs, while the
eigenvectors depend on gr, gs, and q. Therefore, we deﬁne the
eigenvalue manifold as
f(gd;gr;gs)jg2
d +g2
r +g2
s = 1 and gs ¸ 0g (7)
and the eigenvector manifold as
f(gr;gs;q)jg2
r +g2
s = 1 and gs ¸ 0 and 0 · q < 2pg: (8)
Both Eigenvalue and eigenvector manifolds are two-
dimensional, and their structures can be understood in a rather
intuitive fashion. In the next two sections, we describe the
topological analysis of both subspaces.
A. Eigenvalue Manifold
The eigenvalues of a 2£2 unit tensor have the following
forms:
l1;2 =
½
gd §
p
g2
s ¡g2
r if g2
s ¸ g2
r
gd§i
p
g2
r ¡g2
s if g2
s < g2
r
(9)
.
which do not depend on q. To understand the nature of a
tensor, it is often necessary to study the strength of each
component, i.e., gd, gr, gs, or some of their combinations.
Since no upper bound on these quantities necessarily exists, the
effectiveness of the visualization techniques is often limited
by the ratio between the maximum and minimum values.
However, when only focusing relative ratios among gd, gr,
and gs, it becomes more tractable as the eigenvalue manifold
is a hemisphere, which is compact. There are ﬁve special
points in the Eigenvalue hemisphere that represent the extremal
situations: (1) positive scaling (gd = 1, gr = gs = 0), (2)
negative scaling (gd = ¡1, gr = gs = 0), (3) counterclockwise
rotation (gr = 1, gd = gs = 0), (4) clockwise rotation (gr = ¡1,
gd =gs =0), and (5) anisotropic stretching (gs =1, gd =gr =0).
Figure 2 (upper-left) illustrates the eigenvalue manifold along
with the aforementioned special conﬁgurations.
Given a unit tensor T, it is often natural to ask the following
question: What is the primary characteristic of T? Since it is
very unlikely that T will be one of the ﬁve special cases,
we need to divide the hemisphere into regions inside each of
which the primary characteristic is the same. We construct
the Voronoi diagram of the hemisphere with respect to the
ﬁve special cases according to the spherical geodesic distance.
Given two unit vectors v1 and v2, the spherical geodesic
distance between them is the dot product v1¢v2.
Given a tensor ﬁeld T(x;y), we deﬁne the following regions:
² Counterclockwise rotation dominated region:
CCWR = f(x;y)jgr > max(gs;jgdj)g (10)
² Clockwise rotation dominated region:
CWR = f(x;y)j¡gr > max(gs;jgdj)g (11)
² Positive isotropic scaling dominated region:
PISR = f(x;y)jgd > max(gs;jgrj)g (12)
² Negative isotropic scaling dominated region:
NISR = f(x;y)j¡gd > max(gs;jgrj)g (13)
² Anisotropic stretching dominated region:
ASR = f(x;y)jgs > max(jgdj;jgrj)g (14)
The resulting diagram is illustrated in Figure 2 (upper-
middle), where the boundaries of these regions being high-
lighted in magenta. The topology of a tensor ﬁeld with respect
to eigenvalues consists of points in the domain whose tensor
values map to the boundaries between the Voronoi cells in the
eigenvalue manifold.
For the 2-D tensor ﬁeld that is the gradient of a two-
dimensional ﬂow ﬁeld, the counterclockwise and clockwise
rotations indicate positive and negative vorticities, respec-
tively. The positive and negative isotropic scalings represent
expansion and contraction of ﬂuid elements. However, for
the analysis of incompressible ﬂuids in three-dimensions, the
scalings can be interpreted as stretching in the third dimension,
i.e., the net inﬂow from and outﬂow to the adjacent ﬂuid layers.
Finally, the anisotropic stretching is equivalent to the rate of
angular deformation.IEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 5
rotation
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counterclockwise
rotation
Eigenvalue Manifold
(a hemisphere)
Top-down view of the 
eigenvalue manifold
isotropic 
scaling
clockwise
rotation
positive scaling
negative scaling
anisotropic 
stretching (a)
(b)
(c) (d) (e)
(f)
(g)
Fig. 2. This ﬁgure illustrates the manifold of the eigenvalues for unit tensors, which is the unit upper-hemisphere in the space spanned by rotation,
isotropic scaling, and anisotropic stretching. There are ﬁve special conﬁgurations (top-left: colored dots). The top-middle portion shows a top-down view of
the hemisphere along the axis of anisotropic stretching. The hemisphere is decomposed into the Voronoi cells for the ﬁve special cases, where the boundary
curves (highlighted in magenta) are part of tensor ﬁeld topology. To show the relationship between a vector ﬁeld and the eigenvalues of the gradient, seven
vector ﬁelds with constant gradient are shown in the bottom row: (a) (gd;gr;gs) = (1;0;0) , (b) (
p
2
2 ;0;
p
2
2 ), (c) (0;0;1), (d) (0;
p
2
2 ;
p
2
2 ), (e) (0;1;0), (f)
(
p
2
2 ;
p
2
2 ;0), and (g) (
p
3
3 ;
p
3
3 ;
p
3
3 ). Finally, we assign a unique color to every point in the eigenvalue manifold (upper-right). The boundary circle of the
eigenvalue manifold is mapped to the loop of the hues. Notice the azimuthal distortion in this map, which is needed in order to assign positive and negative
scaling with hues that are perceptually opposite. Similarly we assign opposite hues to distinguish between counterclockwise and clockwise rotations.
B. Eigenvector Manifold
We now consider the eigenvectors, which only depend on
gr, gs, and q. Consider unit traceless tensors, which have the
following form:
T = sinf
µ
0 ¡1
1 0
¶
+cosf
µ
cosq sinq
sinq ¡cosq
¶
(15)
in which f = arctan(
gr
gs) 2 [¡p
2; p
2]. Figure 3 (left) illustrates
the eigenvector manifold, which is a unit sphere. We will
ﬁrst consider the behaviors of eigenvectors along the longitude
where q = 0, for which Equation 15 reduces to
T =
µ
cosf ¡sinf
sinf ¡cosf
¶
(16)
The tensors have zero, one, or two real eigenvalues when
cos2f <0, =0, or >0, respectively. Consequently, the tensor
is referred to being in the complex domain, degenerate, or in
the real domain [10]. Notice the tensor is degenerate if and
only if f = §p
4.
In the real domain, the eigenvalues are §
p
cos2f. A major
eigenvector is
µp
cosf +sinf +
p
cosf ¡sinf p
cosf +sinf ¡
p
cosf ¡sinf
¶
(17)
.
Similarly, a minor eigenvector is
µp
cosf +sinf ¡
p
cosf ¡sinf p
cosf +sinf +
p
cosf ¡sinf
¶
(18)
.
Both eigenvectors have the same length. Consequently, the
bisectors between them are lines X =Y and X = ¡Y where X
and Y are the coordinate systems in the tangent plane at each
point. Notice that the bisectors do not depend on f, i.e., they
are completely determined by q, which is part of the symmetric
component of the tensor. Also note that this simplicity inspires
us to perform normalization on a tensor ﬁeld.
Zheng and Pang deﬁne the major dual eigenvector of a
tensor as the bisector for the section with a smaller angle.
When 0 < f · p
4, X = Y is the major dual eigenvector.
It is straightforward to verify that the smaller angle be-
tween a major eigenvector and the major dual eigenvector
is ¡tan¡1(
p
cot(f + p
4)). When f = 0, the angle is ¡p
4. As
f increases from zero to p
4, the major eigenvector rotates
counterclockwise monotonically until it coincides with the
bisector when f = p
4. Given that the bisector does not depend
on f, the minor eigenvector rotates clockwise as f increases.
In addition, the pace at which it rotates is the same as the
major eigenvector.
When ¡p
4 · f < 0, X = ¡Y is the major dual eigenvector.
When f = ¡p
4, the major and minor eigenvectors coincide
with X = ¡Y. When f increases towards zero, the major and
minor eigenvectors rotate at the same speed but in opposite
directions (major counterclockwise and minor clockwise).
When f = 0, they are perpendicular, i.e, the tensor is purely
symmetric. Notice that in this case, both X =Y and X = ¡Y
are major dual eigenvectors and it is not possible to distinguish
between them. As one crosses f = 0, there is a suddenIEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 6
φ=0 φ=π/8 φ=−π/8
φ=π/4 φ=−π/4
φ=3π/8 φ=−3π/8
φ=π/2 φ=−π/2 θ=0
θ=π/2
θ=π
θ=3π/2
Northern hemisphere: 
counterclockwise rotation
Southern hemisphere: 
clockwise rotation
major eigenvector
minor eigenvector
major dual eigenvector
Northern Pole: φ=π/2 
pure counterclockwise rotation
Southern Pole: φ=−π/2
pure clockwise rotation
Equator:  φ=0
pure anisotropic stretching θ=0
Fig. 3. On the sphere of unit traceless tensors, the equator represents pure stretching and the North and South poles represent pure counterclockwise and
clockwise rotations, respectively. Following a longitude (e.g., q = 0), starting from the intersection with the equator and going north, the angle between the
major and minor eigenvectors gradually decreases to 0 from p
2. The angle is exactly zero when the magnitude of the stretching constituent equals that of the
rotational part. Once inside the complex domain, major and minor eigenvectors are not real. However, their bisector is still valid (blue). In fact, the bisector
never changes along the longitude. Travel south, the pattern is similar except the major and minor eigenvectors are rotating in the opposite direction. Notice
in this case the bisector is different. At the equator, there are two bisectors. We consider this a bifurcation point and therefore part of tensor ﬁeld topology.
Notice on a different longitude, the same pattern repeats except all the major and minor eigenvectors are rotated by a constant angle. Different longitudes
correspond to different constant angles.
Fig. 4. The vector ﬁelds whose gradient correspond to q = 0, i.e., Figure 3 (right).
p
2 rotation in the major dual eigenvector. This is exactly
where orientation of the ﬂow changes from clockwise to
counterclockwise rotation. For this reason, we consider f = 0
as part of the tensor ﬁeld topology in addition to degenerate
points (f =§p
2) and degenerate curves (f =§p
4) as originally
deﬁned by Zheng and Pang [10].
When p
4 <f < p
2, the tensor has no real eigenvectors. Zheng
and Pang deﬁne the dual eigenvectors in these cases based on
singular value decomposition. We further point out that their
deﬁnition leads to
Ãp
2
2 p
2
2
!
, which again is only dependent on
the symmetric component of the tensor; when ¡p
2 < f < ¡p
4,
it is
Ã
¡
p
2
2 p
2
2
!
.
Now that we have discussed the behaviors of eigenvectors
at the longitude q = 0, let us consider an arbitrary longitude.
Deﬁne M =
µ
cos q
2 sin q
2
¡sin q
2 cos q
2
¶
, then we have
(a) (b)
Fig. 5. First-order degenerate points: wedge (a), and trisector (b).
sinf
µ
0 ¡1
1 0
¶
+cosf
µ
cosq sinq
sinq ¡cosq
¶
= MTfsinf
µ
0 ¡1
1 0
¶
+cosf
µ
1 0
0 ¡1
¶
gM (19)IEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 7
In other words, the behaviors of the eigenvectors along
any longitude are essentially the same as the longitude q = 0
except that the eigenvectors and dual eigenvectors are rotated
by q
2 in the counterclockwise direction. At the poles (f =§p
2),
the major dual eigenvectors cannot be deﬁned. As Zheng and
Pang point out, this is where degenerate points occur.
The eigenvector topology is deﬁned to be set of points in the
domain whose relative ratio between the symmetric and anti-
symmetric components satisfy f = §p
2 (degenerate points),
f = §p
4 (boundaries between real and complex domains), or
f =0 (boundaries between rotations of different orientations).
Figure 3 illustrates the eigenvector manifold (left). The
equator consists of pure anisotropic stretching tensors, while
the North and South Poles represent counterclockwise and
clockwise rotations, respectively. In the right portion of Fig-
ure 3, we illustrate the changes of eigenvectors along the
longitude q = 0. The blue lines indicate the major dual
eigenvectors, which are X = Y in the Northern hemisphere
and X = ¡Y in the Southern hemisphere, i.e, they do not
vary when f changes except at f = 0 where two major dual
eigenvectors exist and crossing it results in a change in the
major dual eigenvector. The major and minor eigenvectors
are highlighted in green and red, respectively. They are well-
deﬁned in ¡p
4 · f · p
4. When f = 0, the angle between
the major and minor eigenvectors is p
2. When f increases
(going left in the ﬁgure), the major eigenvector rotates coun-
terclockwise toward the bisector X =Y and minor eigenvector
rotates clockwise at the same speed. The f = p
4, the major and
minor eigenvectors coincide with the major dual eigenvector.
When f > p
4, the major and minor eigenvectors are not
deﬁned. When f decreases (going right), the dual eigenvector
is X =¡Y. The major eigenvector now rotates clockwise while
the minor eigenvector rotates counterclockwise. The behaviors
along other longitudes are essentially the same except the
eigenvectors and dual eigenvectors are rotated by an angle
of q
2 from their counterparts when q = 0. At the poles, dual
eigenvectors are not deﬁned. Figure 4 shows example vector
ﬁelds whose gradient correspond to points on the longitude
q =0. Notice that the direction of stretching is constant except
when f =§p
2. Figure ?? shows the possible degenerate points
that can appear at the poles.
Our analysis allows for a geometric interpretation of eigen-
vectors and a stable and easy computation of major and
minor eigenvectors. In addition, we point out that the dual
eigenvectors depend only on f (part of symmetric component
of the tensor) and include f =0 as part of tensor ﬁeld topology.
C. Computation of Field Parameters
Our system can accept either a tensor ﬁeld or vector ﬁeld.
In the latter case, the vector gradient (a tensor) is used as the
input. The computational domain is a triangular mesh in either
a planar domain or a curved surface. The vector or tensor ﬁeld
is deﬁned at the vertices only. To obtain values at a point on
the edge or inside a triangle, we use a piecewise interpolation
scheme. For planar domains, this is the well known piecewise
linear interpolation scheme [26]. On surfaces, we use the
scheme of Zhang et al. [28], [20] that ensures vector and tensor
ﬁeld continuity in spite of the discontinuity in the surface
normal.
Given a tensor ﬁeld T, we ﬁrst perform the following
computation for every vertex.
² Repamaterization, in which we compute gd, gr, gs, and q.
² Normalization, in which we scale gd, gr, and gs to ensure
g2
d +g2
r +gs
d = 1.
² Eigen-analysis, in which we extract the eigenvalues,
eigenvectors, and dual eigenvectors.
Next, we extract the topology of the tensor ﬁeld with respect
to the eigenvalues. This is done by visiting every edge in the
mesh to locate possible intersection points with the boundary
curves of the Voronoi cells shown in Figure 2. We then connect
the intersection points whenever appropriate.
Finally, we extract tensor topology based on eigenvectors.
This includes ﬁnding degenerate points, the boundaries be-
tween the real and complex domains, and the boundaries
between clockwise and counterclockwise rotations. We are
now ready to construct novel visualizations of these attributes.
V. VISUALIZATION
In this section, we describe our topology-guided visual-
ization techniques for 2£2 asymmetric tensor ﬁelds. Given
that the topology a tensor ﬁeld consists of topology of the
eigenvalue ﬁelds (scalars) and eigenvector ﬁelds (directions),
we consider using colors to illustrate the eigenvalue ﬁeld, and
streamline-based visualization technique for eigenvector ﬁelds.
We will ﬁrst discuss these topics separately before combining
them into hybrid visualizations.
A. Eigenvalue-guided Visualizations
Given a tensor ﬁeld T(x;y), the eigenvalue ﬁeld can be
described mathematically by (gd(x;y);gr(x;y);gs(x;y)) where
g2
d +g2
r +g2
s =1 and gs ¸0. Recall that gd, gr, and gs represent
the (relative) strengths of the isotropic scaling, rotation, and
anisotropic stretching components in the tensor ﬁeld. Our
visualizations wish to answer the following questions for a
given point p0 in the domain:
² What are the relatively strengths of the three components
(isotropic scaling, rotation, and anisotropic stretching) in
the tensor ﬁeld at p0?
² What is the dominant component at p0.
To answer these questions effectively, we propose two
visualization techniques. With the ﬁrst technique, we assign
a unique color to every eigenvalue conﬁguration, i.e., a point
in the manifold of eigenvalues. Efﬁcient color assignment can
allow the user to identify the type of primary characteristic at
a given point as well as the spatial distribution of the three
components. We use the scheme shown in Figure 2 (upper-
right).
² Green: positive isotropic scaling
² Red: negative isotropic scaling
² Yellow: counterclockwise rotation
² Blue: clockwise rotation
² White: anisotropic stretching
For any other point (gd(x;y);gr(x;y);gs(x;y)), we compute
a as the angular component of the vector (gd(x;y);gr(x;y))IEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 8
(a) (b) (c)
Fig. 6. Three visualization techniques on a slice through a diesel engine simulation dataset (Section VI-A): (a) vector ﬁeld topology [7], (b) eigenvalue
visualization based on all components, and (c) eigenvalue visualization based on the dominant component. The color scheme for (b) is described in Figure 2
(upper-right). The color scheme for (c) is based on the most dominant component in the tensor: positive scaling (green), negative scaling (red), counterclockwise
rotation (yellow), clockwise rotation (blue), and anisotropic stretching (orange).
with respect to (¡1;0) (negative isotropic scaling). The hue
of the color is then
½ 3
2a if 0 · a < 2p
3
3
4a + p
2 if 2p
3 · a < 2p
(20)
.
Notice that angular distortion ensures that the two isotropic
scalings and rotations will be assigned opposite colors, re-
spectively. Our color legend is adopted from Ware [29]. The
saturation of the color reﬂects g2
d(x;y)+g2
r (x;y), and the value
of the color is always one. This ensures that as the amount of
anisotropic stretching increases, the color gradually changes
to white, which is consistent with our choice of color for
representing anisotropic stretching. Figure 5 (b) illustrates this
visualization with a vector ﬁeld obtained from a planar slice
of a three-dimensional CFD simulation data (Section VI-A).
Our second eigenvalue visualization method assigns a
unique color to each of the ﬁve Voronoi cells in the eigenvalue
manifold (Section V-A). Figure 5 (c) shows this visualization
technique for the aforementioned vector ﬁeld.
The two techniques differ in how they address the transitions
between regions of different dominant characteristics. Method
one uses smooth transitions, which preserves relative strengths
of gd, gr, and gs. The second method explicitly illustrates the
boundaries between regions with different dominant behaviors.
We use both methods in our interpretations of CFD data sets
under appropriate circumstances (Section VI).
B. Eigenvector-guided Visualizations
To visualize the topology of the eigenvectors, we need
to ﬁrst decide the goals of the visualization. Recall that
eigenvector ﬁeld depends upon relative strengths of gr and
gs, and the major dual eigenvectors are of great importance.
There are a number of ﬁelds that can be used for the
visualization: (1) the major eigenvector ﬁeld, (2) the minor
eigenvector ﬁeld, and (3) the major dual eigenvector ﬁeld.
Notice that the major eigenvector ﬁeld in the real domain
and the major dual eigenvector ﬁeld are continuous across the
boundary curves between the real and complex domains. This
is due to the continuity of the dual eigenvector ﬁeld and the
fact that the major eigenvector ﬁeld coincides with the major
dual eigenvector ﬁeld on the same boundary curves. A similar
relationship exists between minor and major dual eigenvector
ﬁelds.
When visualizing symmetric tensor ﬁelds, it is usually
sufﬁcient to visualize either the major or minor eigenvector
ﬁeld [30]. This is because the major and minor eigenvector
ﬁelds have a constant p
2 angle, which allows the ﬁeld not
shown to be derived from the visualized ﬁeld. This relationship
between the major and minor eigenvectors does not extend
to asymmetric tensors, which makes it necessary to visual-
ize more than one ﬁeld. Figure 6 compares three different
streamline-based visualization techniques on the example ten-
sor ﬁeld from Figure 5. In (a), the major and major dual eigen-
vector ﬁelds are displayed using blue and red, respectively.
In (b), the major dual eigenvectors in the complex domains
are assigned different colors depending on the orientations of
rotational components in the tensor ﬁeld. We also add minor
eigenvectors in the real domains (dashed black lines). Finally,
we extend the major dual eigenvectors into the real domain
(c). Note that (c) provides ways to identify the topology of
tensor ﬁelds, i.e., the degenerate points (f = §p
2), boundaries
between the real and complex domains (f = §p
4), and the
boundary between ﬂows of opposite rotational components
(f = 0). The possible degenerate points are wedges and
trisectors (Figure ??).
C. Hybrid Visualizations
The aforementioned visualization techniques for eigenvalues
can be used with either the vector ﬁeld or the tensor ﬁeld.
In the latter case, they are combined with our visualization
technique for eigenvectors. Figure 7 shows this with the exam-
ple tensor ﬁeld from Figure 6. Notice that both counterclock-
wise rotation regions (CCWR) and clockwise rotation regionsIEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 9
(a) (b) (c)
Fig. 7. Three streamline-based techniques in visualizing the topology of eigenvector ﬁelds for a given tensor ﬁeld: (a) major eigenvector ﬁeld (blue, real
domains), and major dual eigenvector ﬁeld (red, complex domains), (b) adding minor eigenvector ﬁeld (black, real domain) to (a) as well as using different
colors on major dual eigenvectors (red for counterclockwise and green for clockwise), and (c) same as (b) except the dual eigenvector ﬁeld is extended into
the real domains. Notice that the technique in (c) provides a more complete picture about tensor ﬁeld topology than (a) and (b).
(a) (b) (c)
Fig. 8. Novel hybrid visualization techniques on a slice through a diesel engine simulation dataset by combining an eigenvecgtor-based visualization (Figure 6
(c)) with the original vector ﬁeld (a) and the two eigenvalue-based color coding schemes (b) and (c), corresponding to Figure 5 (b) and (c), respectively.
(CWR) belong to the complex domains while anisotropic
stretching regions (ASR) are inside the real domains. On the
other hand, Positive and negative isotropic scaling regions
(PISR and NISR) can both have strong rotations and stretch-
ing. Furthermore, the degenerate points in the tensor ﬁeld
(wedges and trisectors inside the complex domains) do not
coincide with the singularities in the vector ﬁeld (Figure 7
(a)).
VI. APPLICATIONS
In order to demonstrate the utility of our research, we apply
our analysis and visualization techniques to two simulation
data sets: the in-cylinder simulation of ﬂow inside a diesel
engine [31], [32] and the simulation of heat transfer away
from an engine block [33].
A. In-Cylinder Flow Inside a Diesel Engine
Swirl motion, an ideal pattern of ﬂow strived for in a
diesel engine, resembles a helix spiralling about an imaginary
axis aligned with the combustion chamber of the geometry
as illustrated in Figure 8. Achieving these ideal motions
results in an optimal mixing of oxygen and ﬂuid and thus
a more efﬁcient combustion process. In general, engineers are
concerned with identifying the regions of the ﬂow that adhere
and deviate from the ideal.
Figure 5 (a) shows a planar vector ﬁeld obtained from a
cross section of the cylinder of the diesel engine. Note that this
data is taken from the valve cycle during the intake phase. The
streamlines are illustrated using textures in order to help iden-
tify the ﬂow pattern in cross section, such as the formations of
several spirals and a node. However, ﬂow directions (forward
or backward) cannot be expressed without using arrows or
other treatments such as moving tracers, which often make
visualization cluttered. Such cumbersome visualization can be
circumvented by the compact presentation of eigenvalues of
the velocity gradient (Figure 5 (b) and (c)). Here, eigenvalues
are color-coded to reﬂect all three components (b) or the most
dominant component (c), and are overlaid with the vector ﬁeld.IEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 10
(a) (b) (c)
Fig. 11. Comparison between vector ﬁeld visualization (left) and our tensor ﬁeld visualization techniques (middle) for the surface of the diesel engine
simulation data set. The color legend is shown in the right.
Intake Ports
Motion
Swirl
Rotation
Axis of
Fig. 9. The swirling motion of ﬂow in the combustion chamber of a diesel
engine. Swirl is used to describe circulation about the cylinder axis. The intake
ports at the top provide the tangential component of the ﬂow necessary for
swirl. The data set consists of 776,000 unstructured, adaptive resolution grid
cells.
Clockwise and counterclockwise rotations can be identiﬁed
without using arrow indicators. More importantly, eigenvalues
of the velocity gradient can provide additional information
on the ﬂow (Figure 5 (b) and (c)) than direct vector ﬁeld
visualization ((Figure 5 (a)), such as explicit presentation of
the stretching and scaling components of a ﬂuid material.
Notice that the quantitative information about stretching and
scaling cannot be expressed directly using vector plots or
vector ﬁeld topology.
Fig. 10. Magnitude (dyadic product) of velocity gradient of a planar slice
through the diesel engine simulation data (Figure 1).
Interpretation of scaling that appears in a planar slice cut
within a three-dimensional ﬂow ﬁeld requires some care.
Positive scaling represents not only volumetric dilatation of
compressible ﬂuid, but also contains the effect of inﬂow of
the ﬂuid from the neighborhood of the subject plane. This can
be interpreted as negative stretching of ﬂuid material in the
direction normal to the plane. A similar interpretation can be
made for negative scaling that appears on the two-dimensional
plane; this would be stretching in the direction normal to the
plane.
Stretching of ﬂuid material determines energy dissipation
and mixing. As discussed earlier, the energy dissipation func-IEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 11
tion can be expressed as 2mjEijj2: where Eij is the deformation
tensor (symmetric part of Ñu with a zero trace) and represents
exact stretching along its principal axis. Mechanical mixing
occurs by stretching and folding of a lump of ﬂuid material,
resulting rapid increase in surface area of the material; conse-
quently, the molecular diffusion (or heat conduction) process
takes place with a much larger contact surface [34], [35], [36].
Figure 7 (b) and (c) show another way of presentation of the
ﬂow visualization: presenting eigenvectors with eigenvalues
by color coding. The areas of which both major and minor
eigenvectors are present show stretching-dominant regions
over rotation. The direction of stretching is readily understood
by the major eigenvectors in the real domains and the dual
eigenvectors in the complex domains, i.e. rotation-dominant
regions. These images also demonstrate the fact that ﬂuid ro-
tation cannot directly come in contact with the ﬂow of opposite
rotational orientation: there must be a region of stretching in-
between with the only exception being a point contact at pure
source or sink. Furthermore, the regions between rotations in
the same direction (e.g., clockwise) induce stretching. The
regions between rotations in the opposite directions tend to
generate negative scaling, which represents compression.
Recall that the directions of dual eigenvectors represent
elongation of rotation. This is demonstrated in Figure 7 (a),
in which eigenvectors are overlaid with the vector ﬁeld. There
are several degenerate points such as wedges and trisectors in
the ﬁgure. A degenerate point represents the location of zero
angular strain, i.e. pure rotation. Hence for two-dimensional
non-divergent ﬂows, no mixing or energy dissipation can
take place. Nonetheless, it is not exactly the case for three-
dimensional and compressible ﬂows in this example, because
stretching can still take place in the direction normal to the
visualized plane. We also point out that the degenerate points
do not coincide in general with the singularities in the vector
ﬁeld.
Due to the normalization of tensors, our visualization ex-
hibits relative strengths of tensor components (gd, gr, and gs)
at a given point. To examine the absolute strength of velocity
gradients in a inhomogeneous ﬂow ﬁeld, spatial variations
of the magnitude (dyadic product) of velocity gradients are
provided in Figure 13. The highest magnitude (red regions)
can be found along the right side of the disk boundary. This
attributes to strong shear caused by the non-slip boundary
condition and the primarily clockwise spiral ﬂow in the
cylinder. On the other hand, the magnitudes are low at the
smaller individual rotational ﬂow regions.
Visualizations of both eigenvalue and eigenvector ﬁelds
on the curved surface of the diesel engine are presented in
Figure 9 (b). Comparing with the corresponding vector ﬁeld
visualization (Figure 9 (b)), it is evident that the eigenvalue
and eigenvector presentations of the tensor ﬁeld yield much
more explicit and richer information of the ﬂow ﬁeld. The
majority of the engine cylinder wall is ﬁlled with the regions
of real eigenvalues (stretching dominant ﬂows over rotation).
We can also identify explicitly the regions of scaling (both
positive and negative), and the region of counterclockwise
rotation (the ﬂow is veering to the left). At the interface
of the intake ports near the top of the cylinder, we observe
Fig. 12. The major components of the ﬂow through a cooling jacket include
a longitudinal component, lengthwise along the geometry and a transversal
component in the upward-and-over direction. The inlet and outlet of the
cooling jacket are also indicated.
positive scaling (green) conﬁrming the ﬂow is at the intake
process. What is interesting is a small isolated region of the
complex domain that appears in the middle of Figure 9 (b).
This complex domain represents the combination of negative
scaling and clockwise rotation (ﬂow veering to the right),
which could indicate the spot where ﬂow separates. Moreover,
the eigenvectors correctly express the direction of stretching
and elongation of rotation, which may be misinterpreted from
the vector ﬁled visualization (Figure 9 (a)).
B. Heat Transfer With a Cooling Jacket
A cooling jacket is used to keep an engine from overheating.
Primary considerations for its design are to achieve 1) an
even distribution of ﬂow to each cylinder, 2) minimizing
pressure loss between the inlet and outlet, 3) elimination of
ﬂow stagnation, and 4) avoidance of high-velocity and regions
that may cause bubbles or even cavitation.
Figure 10 shows the detailed geometry of cooling jacket,
which consists of three components: 1) the lower half of the
jacket or cylinder block, 2) the upper half of the jacket or
cylinder head, and 3) the gaskets to connect the cylinder block
to the head. The intake pipe is not at the center of the front
face, but placed toward the right sidewall. The outﬂow pipe is
at the upper rear. The small gasket holes connecting the ﬂow
from the lower to upper jacket are not uniform, but carefully
measured and distributed so that the lower jacket is adequately
pressurized, thereby yielding uniform distribution of the ﬂow.
It is evident that the ﬂow geometry is undoubtedly complex.
Laramee et al. [33] examine ﬂow characteristics of the cool-
ing jacket primarily by applying the techniques of streamlines
and streamsurfaces based on the velocity (vector) ﬁeld. Our
tensor analysis enables us to extract additional information for
the ﬂow in such a very complex geometry.
In order to achieve efﬁcient heat transfer from the engine
block to the ﬂuid ﬂowing in the jacket, the ﬂuid must be
continuously convected while being mixed. Consequently, de-
sirable ﬂow patterns to enhance cooling include stretching and
scaling that appear on the contact surface. As discussed earlier,IEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 12
(a) (b)
(c) (d)
Fig. 13. Flow on the outside surface (a-b) and inside surface (c-d) of a side wall in the cooling jacket.
stretching is a measure of ﬂuid mixing. It increases the interfa-
cial area of a lump of ﬂuid material, and the interfacial area is
where heat exchange takes place by conduction. Scalings that
appear on the contact surface, whether positive or negative,
indicate the ﬂow components normal to the interface, i.e.,
convection at the interface. The ﬂow in the cooling jacket is
treated as incompressible [33]. Therefore, scalings that appear
on the boundary surface do not represent volumetric dilatation
of ﬂuid. Note that ﬂuid rotations (either positive or negative)
would yield inefﬁcient heat transfer at the contact interface
since rotating motions do not contribute to the increase of the
surface of a lump of ﬂuid material.
In order to distinguish the regions of rotation-dominant
ﬂows from scalings and anisotropic stretching, we choose
to use the Voronoi-cell presentation of eigenvalues as shown
in Figures 11 and 12. The Voronoi-cell presentation was
previously discussed in Section V-A.
Figure 11 (a) and (c) exhibit streamlines of the vector ﬁelds
on the outer and inner surface of the right half of the jacket,
respectively. The eigenvalues of the tensor ﬁelds on the outer
and inner surface of the right half of the jacket are shown in
(b) and (d), respectively. In the ﬁgures, stretching-dominant
regions are shown in orange. The main ﬂow direction is from
the inlet (left) to the outlet (right).
While it is difﬁcult to evaluate the ﬂow patterns by stream-
lines of the vector ﬁeld (Figure 11 (a) and (c)), a quick glance
at images (b) and (d) provides us with a qualitative evaluation
of ﬂow patterns as a whole. The visualization result indicates
that the ﬂows are indicative of heat transfer, especially at the
inner side of the wall (d). This is because a majority of the
surface area exhibits positive scaling (green), negative scaling
(red), and anisotropic and stretching (orange), whereas the area
of surface regions of predominantly rotations (yellow and blue)
are relatively small. Note that an important part of the surface
is the inner surface where coolant is directly in contact with
engine’s cylinders. Comparing the inner and outer surfaces of
the cooling jacket provides interesting insights into the ﬂow
patterns. In the cylinder blocks between the adjacent cylinders,
the ﬂow pattern in the inner surface is divergent (green)
preceded by convergent ﬂows (red). According to Figure 10,
the ﬂow path from one cylinder to another has signiﬁcant
curvature, and a portion of the ﬂow is brought to the upper
jacket through the gasket. We conclude that curvature-induced
advective deceleration and acceleration and the outﬂow to the
upper jacket are responsible for the ﬂow pattern on the inner
surface. On the other hand, the resulting ﬂow contraction must
cause the ﬂow convergence on the outer surface. It appears
that there is a repeating pattern in the lower jacket in the
longitudinal (or main ﬂow) direction along the inner boundary:
positive scaling, anisotropic stretching, negative scaling. On
the other hand, no clear repetitious pattern is present on the
outer surface except ﬂow convergence between the cylinders.
In general, there is no signiﬁcant region where ﬂow rotation
is the most dominant on the inner surface, which indicates
that the design of the cooling jacket is adequate. There are
more areas of ﬂow rotation on the outer surface, but this may
not be as critical as the inner surface. We note that rotation-
dominated spots are present at the gaskets and the cylinder
head, which indicates regions where the ﬂuid is trapped or
cornered in small, narrow portions of the geometry.
Figure 12 shows the ﬂow on the front face of the inlet: the
outer and inner surfaces, respectively. When the ﬂow enters
the cooling jacket, it ﬁrst decelerates and then accelerates after
impingement on the inner wall. Consequently, the ﬂow on the
outer surface in the intake region is characterized primarily
by negative scaling (red color, Figure 12 (b)), while positive
scaling (green) takes place on the inner wall (Figure 12 (d)).
Because the ﬂow expands in the transition from the intake pipe
to the lower jacket chamber, separation eddies are formed as
indicated by blue and yellow patches. But such eddies areIEEE TVCG, VOL. ?,NO. ?, AUGUST 200? 13
(a) (b)
(c) (d)
Fig. 14. Streamlines and Voronoi-cell representation of eigenvalues at the
intake region on the outer wall surface (a-b) the inner wall surface (c-d).
only dominating on the outer surface (Figure 12 (b)). On the
inner surface, stretching is so strong that ﬂow rotation becomes
negligible. The ﬂow on the outer surface in the upper jacket is
predominantly rotational and appears stagnant, although such
a ﬂow pattern is absent on the inner surface. These ﬂow
patterns could be interpreted with vector ﬁeld visualization,
but it would require a more careful inspection. On the other
hand, our eigenvalue presentation of the tensor ﬁeld can reveal
such characteristics explicitly, automatically, and objectively.
VII. CONCLUSION AND FUTURE WORK
In this paper, we provide topological analysis of 2 £ 2
asymmetric tensor ﬁelds and develop efﬁcient visualization
techniques based on such analysis. At the core of our technique
is a novel parameterization of the space of 2£2 tensors, which
is based on the physical interpretation of the tensors when they
represent the gradient of a vector ﬁeld.
Based on the parameterization, we deﬁne the concepts of
eigenvalue manifold and eigenvector manifold and describe the
topology of these objects. For the eigenvalue manifold, we
have identiﬁed ﬁve special modes that lead to a partition of
the manifold. Such partition provides a novel and physically-
motivated way of segmenting a tensor ﬁeld, or a vector ﬁeld
whose gradient is the tensor ﬁeld of interest.
For the eigenvector ﬁeld, we augmenting previous re-
sults [10] by providing an interpretation of the eigenvectors
and dual eigenvectors based on the eigenvector manifold. In
our analysis, complex domains are distinguished based on the
orientation of the ﬂow inside them. Furthermore, we point
out that dual-eigenvectors are only dependent on symmetric
component of the tensor ﬁeld and that major and minor
eigenvectors converge toward the major dual-eigenvectors at
the same pace and in opposite directions. From this analysis, it
is straightforward to show that complex domains with rotations
of opposite orientations cannot touch. They must be separated
by real domains.
Based on the analysis, we present several visualization
techniques based on the eigenvalue ﬁeld, eigenvector ﬁeld,
or their combination. Our analysis is also adapted to curved
mesh surfaces. To the best of our knowledge, this is the ﬁrst
time asymmetric tensor ﬁelds on 3D surfaces are analyzed and
visualized.
We demonstrate the efﬁciency of these visualization meth-
ods by applying them to two CFD simulation applications for
an engine and a cooling jacket. It is demonstrated that our
visualization techniques can provide a compact and concise
presentation of ﬂuid ﬂow kinematics. Principal motions of
ﬂuid material consist of angular deformation (i.e. stretching),
dilatation (i.e. scaling), rotation, and translation. In our ten-
sor ﬁeld visualization, the ﬁrst three components (stretching,
scaling, and rotation) are expressed explicitly, while the last
component, i.e. translation, was lost. One of the advantages
in our tensor visualization is that the kinematics expressed in
eigenvalues and eigenvectors can be interpreted physically, for
example, to identify the regions of efﬁcient and inefﬁcient mix-
ing. Furthermore, the components of scaling (divergence and
convergence) in a two-dimensional surface for incompressible
ﬂows can provide information for the three-dimensional ﬂow;
negative scaling represents stretching of ﬂuid in the direction
normal to the surface, and vice versa.
There are a number of possible future research directions
that are promising. First, in this work we have focused
on a two-dimensional subset of the full three-dimensional
eigenvalue manifold (unit tensors). While this has allows an
efﬁcient segmentation of the ﬂow based on the most dominant
component, the tensor magnitude can be used to distinguish
between regions of the same dominant component but with
signiﬁcantly different total strength (Figure 13). We plan to
incorporate the magnitude of the tensor ﬁeld into our analysis
and study the full three-dimensional eigenvalue manifold.
Second, tensor ﬁeld simpliﬁcation is an important task, and we
will explore proper simpliﬁcation operations and metrics that
apply to asymmetric tensor ﬁelds. Third, we plan to expand
our research into 3D domains as well as time-varying ﬁelds.
Finally, an interesting topic is the effectiveness of multi-ﬁeld
visualization techniques.
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