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Abstract
Opportunistic scheduling and routing can in principle greatly increase the throughput of decentralized
wireless networks, but to be practical such algorithms must do so with small amounts of timely side information.
In this paper, we propose three related techniques for low-overhead distributed opportunistic scheduling (DOS)
and precisely determine their affect on the overall network outage probability and transmission capacity (TC).
The first is distributed channel-aware scheduling (DCAS), the second is distributed interferer-aware scheduling
(DIAS), and the third generalizes and combines those two and is called distributed interferer-channel-aware
scheduling (DICAS). One contribution is determining the optimum channel and interference thresholds that a
given isolated transmitter should estimate and apply when scheduling their own transmissions. Using this
threshold, the precise network-wide gain of each technique is quantified and compared. We conclude by
considering interference cancellation at the receivers, and finding how much it improves the outage probability.
I. INTRODUCTION
Opportunistic scheduling exploits channel variations to improve network throughput and reliability.
In a point-to-point link, small-scale fading can be exploited by changing the modulation rate/power
depending on the channel quality [1]. Opportunism is considerably more attractive in a multiuser
setting, since the overall throughput can be further improved by scheduling a subset of users with good
channels [2] [3]. This can be done optimally in a centralized network system. For example, in modern
cellular systems the base station collects channel state information (possibly including interference
levels) from candidate users and schedules them according to a pre-determined criterion, such as
proportional fairness [4]–[8]. However, in a decentralized network, it is difficult for each transmitter
to find optimal opportunistic scheduling strategies because global channel information is unavailable.
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2In this paper, we study how to approach the optimality of opportunistic scheduling in a large-scale ad
hoc (or other decentralized) network1, where there is no central scheduler and transmission decisions
must be made in a distributed fashion by the transmitters themselves, based only on local information.
Interference is a main performance limiting factor in a wireless ad hoc network. So a good oppor-
tunistic scheduling technique should consider interference when scheduling transmitters. In this paper,
we propose and analytically evaluate three distributed opportunistic scheduling (DOS) strategies of
increasing complexity. The performance metric used in this paper is transmission capacity (TC) which
was introduced in [9] (see [10] for a tutorial treatment) and measures the overall area spectral efficiency
with outage constraints. This metric has the merit of penalizing selfish strategies that optimize a single-
link at the expense of increasing interference in the network. We model the nodes as a homogeneous
Poisson point process (PPP) on the plane and obtain and compare the transmission capacity of the
proposed DOS techniques. A schematic example of the pair-wise network model considered in this
paper is shown in Fig. 1.
A. Related Work on Distributed Opportunistic Scheduling
Considerable work has been done on opportunistic scheduling, and the field is fairly mature for
centralized networks [11]–[15]). Distributed approaches have been considered for ad hoc networks,
but results for large decentralized wireless networks are relatively sparse. The main reason is that
distributed scheduling depends strongly on local network state information which is not very tractable in
an optimization framework, especially when the network is large. Simpler, suboptimal approaches that
still exploit opportunism have been proposed, for example “threshold scheduling” and “opportunistic
Aloha” [16], [17]. These techniques schedule transmitters whose channel gains are higher than some
(fixed, but optimized) threshold. They do not base scheduling decisions on the interference environment,
because in that case scheduling decisions would become coupled. For example, transmitter A affects
the perceived Signal-to-Interference Ratio (SIR) of a transmitter B, and vice versa.
To account for interference in distributed scheduling, CSMA-based and SIR-based approaches can
be introduced. Carrier-Sense Multiple Access (CSMA) is a popular random access protocol where
transmitting nodes defer transmission if they detect interference above a threshold amount [18]–[22].
From a scheduling point of view, these works tend to favor transmitter-receiver pairs with good channel
conditions through multiple runs of channel probing and scheduling. Some works (e.g. [21], [22])
1A large-scale network in this paper means that a network has an infinitely large size and number of nodes, while a small-scale
network in this paper means a network with a fixed size and number of nodes.
3use game theory to design a distributed scheduling scheme, but the resulting complexity appears
extremely high for a large or dense network. A more recent work [23] proposed two channel-aware
CSMA scheduling protocols in a large-scale network, using a model and approach similar to that of
the present paper. Our results can be viewed as complementary to theirs (they consider CSMA and
we do not); notably they do not find the optimum transmission thresholds and the overall network
throughput, whereas that is the main contribution of the present paper. A final related recent approach
corresponds to Qualcomm’s FlashLinQ network architecture proposed in [24]. FlashLinQ scheduling
is devised for a small-scale network and can include CSMA, and [25] proposed an inverse-square-root
power control for optimizing SIR-based CSMA scheduling in a large-scale network, resulting in a
similar conclusion to [26].
B. Overview of the Proposed Scheduling Techniques and Contributions
To summarize the previous subsection, we observe three limitations in the prior work on distributed
opportunistic scheduling. First, the majority are devised for a small-scale or centralized network.
Second, CSMA-based are considered, which may be excessively conservative in terms of spatial reuse.
Third, most do not consider only the channel strength, and not the interference level. This motivates the
three DOS techniques of this paper, which are described next. For all three proposed DOS techniques,
we succeeded in deriving lower and upper bounds on the outage probability, corresponding upper and
lower bounds on the transmission capacity, and using an asymptotic analysis on those bounds, design
guidelines for the corresponding threshold functions.
The first and simplest technique, which is shown in Fig. 2 and entitled distributed channel-aware
scheduling (DCAS), is essentially the aforementioned threshold scheduling, but with the channel
threshold dynamically adjusted based on an estimate of the actual transmitter density (after scheduling)
rather than statically. This dynamic threshold allows DCAS to significantly increase spatial reuse and
TC compared to threshold scheduling [16] or opportunistic Aloha [17].
We next move to considering interference as well. To avoid the coupling mentioned in the previous
subsection, we propose a suboptimal approach called distributed interferer-aware scheduling (DIAS).
This technique – an example is shown in Fig. 2 – suppresses transmission if the interference channel
gain at the single closest unintended receiver H˜∗D˜∗ is above a (different) threshold. This single
interference value can be learned through reciprocity or minimal feedback. Despite its simplicity, we
see that DIAS can significantly enhance the average SIR over the network by avoiding transmissions
that are likely to cause large interference to others, which can be determined with high probability
just by considering the closest unintended receiver.
4Finally, we combine DCAS and DIAS to create a third more general technique termed distributed
interferer-channel aware scheduling (DICAS), which uses both channel and strong-interference thresh-
olds. As the example in Fig. 2 shows, DICAS schedules a transmission only when H0D−α0 and H˜∗D˜−α∗
both satisfy their threshold constraints. Naturally, this technique outperforms DCAS and DIAS. In
contrast to nearly all prior work on DOS, we are able to obtain fairly tight upper and lower bounds
on the overall network-wide impact of each of these techniques in terms of all the salient network
parameters, rather than only providing scaling laws or numerical results.
Finally, we consider the reduction in outage probability from receiver interference cancellation.
Revised bounds on the outage probability for DCAS, DIAS, and DICAS with interference cancellation
are obtained which show the respective gains. They indicate that interference cancellation benefits DIAS
much more than DCAS, and it can assist DICAS especially when the two thresholds are not jointly
designed.
II. NETWORK MODEL AND PRELIMINARIES
A. The Network Model
In this paper, we consider an infinitely large wireless ad hoc network in which there are many
transmitter-receiver pairs and they are independently and randomly distributed. Specifically, all trans-
mitting nodes are assumed to form a marked homogeneous Poisson point process (PPP) on the plane
R
2 denoted by
Πt , {(Xj, Tj , Dj, Hj) : Xj ∈ R2, Tj ∈ {0, 1}, Dj ≥ 1, Hj ∈ R+}, (1)
where Xj denotes the transmitter of pair j and its location, Tj represents the transmission status of
a transmitter (If Tj = 1, the transmitter is allowed to transmit; otherwise Tj = 0.), Dj represents the
distance between the transmitter and the intended receiver of pair j, and Hj denotes the fading channel
gain between the transmitter and the receiver of pair j. The spatial density of this PPP is denoted by
λt, which gives the average number of transmitting nodes per unit area. A random access protocol in
the style of slotted Aloha without power control is operated in the network. All transmission distances
{Dj} are assumed to be i.i.d. random variables, and all fading channel gains are i.i.d. exponential
random variables with unit mean and variance. The notation of main network parameters, processes
and functions are listed in Table I.
All transmitted signals undergo path loss and fading before they reach their intended receivers and
all transmitters have the same unit transmit power. Let pair 0 be the reference pair whose receiver
5TABLE I
NOTATION OF MAIN VARIABLES, PROCESSES AND FUNCTIONS
Symbol Definition
Πt Homogeneous PPP of transmitters
Πc(Πi,Πic) PPP of transmitters using DCAS (DIAS, DICAS)
λc (λi, λic) Density of Πc (Πi, Πic)
λ (λ) Lower (upper) bound on λ
λ¯ǫ Maximum contention density
β SIR threshold
α Path loss exponent (α > 2)
ǫ Upper bound of outage probability
Xj(Yj) Transmitter (Receiver) of pair j
Dj |Xj − Yj |, Random transmission distance of pair j
∆c,∆i,∆ic Transmission threshold for DCAS, DIAS, DICAS
pc(·), pi(·), pic(·) Transmission probability for DCAS, DIAS, DICAS
q(λc), q(λi), q(λic) Outage probabilities for DCAS, DIAS, DICAS
q(·)(q(·)) Lower (upper) bound on outage probability q(·)
C∆ ∆-level dominant interferer coverage
Ccc (Cci , Ccic) Interference cancellation coverage for DCAS (DIAS, DICAS)
µ(A) (Mean) Lebesgue measure of a bounded set A
fZ(·), FZ(·), F
c
Z(·) PDF, CDF, CCDF of random variable Z
(called reference receiver) is located at the origin. So the desired signal power is H0D−α0 and its
received interference can be written as a Poisson shot noise process [27]–[31],
I0 =
∑
Xj∈Πt\X0
H˜j |Xj|−α, (2)
where α > 2 is the path loss exponent2, |Xj| denotes the Euclidean distance between transmitter Xj
and the origin and H˜j is the fading channel gain from the transmitter of pair j to the reference receiver.
Since the PPP Πt is homogeneous, according to Slivnyak’s theorem the statistics of signal reception
seen by the reference receiver is the same as that seen by any other receivers of all other pairs [33]
[34]. Our following analysis is based on the reference pair. The performance measured at the origin
is often referred to the Palm measure and according to [33] conditioning on the event of a node lying
at the origin does not affect the statistics of the rest of the process. Hence, without loss of ambiguity,
2For a planar wireless network, α has to be greater than 2 in order to obtain a bounded interference almost surely (a.s.), i.e. I0 <∞
a.s. if α > 2 [32].
6the the probability and expectation of functionals conditioned at the origin are just denoted by P and
E, respectively.
Since the network in this paper is assumed to be interference-limited, noise power is not considered
in (2). The received signal-to-interference ratio (SIR) can be expressed as
SIR(λt) =
H0D
−α
0
I0
. (3)
The typical receiver can successfully decode the information when SIR is greater than some threshold
β and is in outage otherwise. The outage probability is given by
q(λt) , P[SIR(λt) < β] = P
[
H0D
−α
0
I0
< β
]
. (4)
The above outage probability for the case of Rayleigh fading can be found exactly [35]. For most
other cases, it is difficult to find because of the complex distribution of random variable I0. However,
bounds on the CCDF of I0 are able to be found as shown in the following lemma, and they are useful
while finding the bounds on the outage probability for the three DOS techniques.
Theorem 1 (Bounds on the CCDF of the shot-noise process of a nonhomogeneous PPP). Suppose
Πn = {(Xj, H˜j) : Xj ∈ R2, H˜j ∈ R+, ∀j ∈ N+} is a marked nonhomogeneous PPP and {H˜j}
are i.i.d. exponential random variables with unit mean and variance. The density of Πn at location
X is denoted by λn(|X|). Let In be the shot-noise process generated by Πn and it is defined as
In =
∑
Xj∈Πn H˜j|Xj|−α where α > 2. Then the CCDF of In can be bounded as
1− e−A(x) ≤ F cIn(x) ≤ 1−
(
1− (α− 1)A(x)
[(α− 1)−A(x)]2
)+
e−A(x), (5)
where A(x) = 2π
α
x−
2
α
∫∞
0
λn
(
α
√
u/x
)
u
2
α
−1e−udu and (y)+ , max(y, 0). In addition, if Πn is
homogeneous, then A(x) reduces to πx− 2αΓ(1 + 2
α
)λn where Γ(x) ,
∫∞
0
tx−1e−tdt is the Gamma
funnction.
Proof: The proof is given in Appendix II-A and it is similar to the technique used in [16].
Remark 1. If λn approaches zero (infinity), then A(x) approaches zero (infinity) so that the gap be-
tween the upper and lower bounds in (5) becomes tight since it scales with A(x)e−A(x) (e−A(x)/A(x)).
That means, using the upper or lower bound in (5) to evaluate F cIn(x) in a sparse (dense) network is
sufficient3.
3See Definition 2 in Section II-B for the spatial sparseness and denseness of a Poisson-distributed network.
7B. Definitions
Our main objective in this paper is to study when is a good transmission opportunity for each
transmitter so that the outage probability can be suppressed. Suppressing outage probability is not only
to maintain reliable transmission but also to increase the throughout of the network. The throughput
metric used in this paper is called transmission capacity, as defined in the following.
Definition 1 (Transmission Capacity). Transmission capacity (TC) cǫ originally proposed in [9] gives
units of area spectral efficiency and has an outage probability constraint ǫ ∈ (0, 1). It is defined as
cǫ , b λ¯ǫ(1− ǫ), (6)
where b denotes the supportable transmission rate for every link (e.g. log2(1+β)) and λ¯ǫ , supλ{λ >
0 : P[SIR(λ) < β] ≤ ǫ} is called maximum contention density.
In other words, TC characterizes how many successful transmissions of rate b per unit area can
coexist. The following definition of network sparseness and denseness is helpful for characterizing the
asymptotic behaviors of transmission capacity for the three DOS techniques.
Definition 2 (Spatial Sparseness and Denseness of a Network). Let Πs be the PPP for transmission
scheme s and the transmission coverage of a transmitter in Πs be the circular area with radius as its
transmission distance D0. Suppose λs is the density of Πs and πλsE[D20] is the average number of
nodes in the transmission coverage of the transmitter. The network is called “dense” if λsπE[D20] is
sufficiently large (i.e. λsπE[D20] ≫ 1). On the contrary, the network is call “sparse”, then it means
λsπE[D
2
0] is sufficiently small (i.e. λsπE[D20]≪ 1).
III. DISTRIBUTED CHANNEL-AWARE SCHEDULING (DCAS)
DCAS uses the channel state information between a transmitter and its intended receiver to schedule
transmissions. In this section, we obtain bounds on the outage probability and the transmission capacity
of this technique, and some observations and numerical results are provided as well.
A. Transmission Capacity Achieved by DCAS
If a transmitter knows the channel state information to its receiver, it can avoid transmitting when
the channel is in a deep fade. Prohibiting the transmissions with a bad channel reduces interference
and hence the outage probability. A fixed threshold-based scheduling is proposed in [16] and was
shown to improve the transmission capacity. Using a fixed threshold to decide when to transmit has a
8drawback – it only captures the fading condition of a channel and fails to capture transmitting activities
of interfering transmitters in the network. So a better approach is to change the threshold adaptively
with the density of transmitters so as to capture the interference level in the network.
Since a transmitter Xj ∈ Πt can schedule a transmission if HjD−αj ≥ ∆c(λc) and the transmission
decision of every transmitter is independent of other transmitters, it follows that the final transmission
set
Πc = {Xj ∈ Πt : Tj = 1(HjD−αj ≥ ∆c(λc)), ∀j ∈ N+}, (7)
is again a homogeneous PPP with density λc that is given by
λc = λtP[H0D
−α
0 ≥ ∆c(λc)] = λt pc(λc), (8)
where pc(λc) is the transmission probability for a transmitter using the DCAS scheme. Hence, given
the distribution of D0 and the function ∆c(λc), the final density λc can numerically be obtained.
For example, when all link distances are a constant d, i.e. Dj = d, it follows from the exponential
distribution of H0 that
λc = λt exp(−dα∆c(λc)).
The following theorem characterizes the outage probability of DCAS.
Theorem 2. Let ∆c(x) be a nondecreasing function of x ∈ R+. The upper bound q(λc) and lower
bound q(λc) on the outage probability qk(λc) in the DCAS technique are
q(λc) =
(
1− e−Ac) (1− Bc) , (9a)
q(λc) =
[
1−
(
1− (α− 1)Ac
[(α− 1)−Ac]2
)+
e−Ac
]
(1− Bc) , (9b)
where Ac = πΓ
(
1 + 2
α
)
λcβ
2
α [∆c(λc)]
− 2
α , Bc = E[exp(−λcβ 2αψD20)], and ψ = πΓ
(
1 + 2
α
)
Γ
(
1− 2
α
)
.
Proof: See Appendix II-B.
Remark 2. Note that the threshold ∆c(λc) should depend on the final density of transmitters λc and
not λt. This is because the final interference scales with λc rather than λt. Denote the upper and
lower bounds on the maximum contention density achieved by DCAS by λc and λc respectively. More
precisely, λc = sup{λc : q(λc) ≤ ǫ} and λc = sup{λc : q(λc) ≤ ǫ} and these two bounds can be
obtained numerically using the bounds on the outage probability.
Remark 3. Bounds on the outage probability both reduce to 1−Bc if no DCAS is used (i.e. ∆c = 0).
In this case, we can have the exact result of TC once the distribution of transmission distance D0 is
9specified. For example, if D0 = d is a constant and ∆c = 0, then q(λc) = q(λc) = 1−exp(−d2β 2αψλc)
and thus λ¯ǫ = −b ln(1−ǫ)
d2β
2
α ψ
= bǫ
d2β
2
α ψ
+O(ǫ2) same as [9].
The upper bound q(λc) in (9a) and lower bound q(λc) in (9b) consist of two probabilities. The first
term in the lower bound (9a) is obtained as a lower bound to the probability P[I0 ≥ ∆c(λc)/β], i.e.,
P
[
I0 ≥ ∆c(λc)
β
]
≥ 1− e−Ac = 1− exp

−λcπ
(√
Ac
λcπ
)2 . (10)
Since Πc is a homogeneous PPP, 1−exp
(
−λcπ
(√
Ac
λcπ
)2)
equals the probability that a disc of radius√
Ac
λcπ
is nonempty. So Ac/λc can be viewed as the area in which any single interferer can generate
the interference greater than or equal to ∆c(λc)/β. Setting ∆c = 0, we observe that the term 1 − Bc
equals the outage probability in a homogeneous PPP network without DCAS. When the transmission
distance D0 is a constant, − ln(Bc)/λc can also be viewed as the area in which any single interferer
is able to cause outage at the (reference) receiver.
We now provide heuristics for choosing an appropriate threshold function for ∆c(λc):
1) It is clear that the interference increases with λc. When the interference is high, it is preferable
to only schedule transmitters that have a “good” channel quality compared to the interference.
Hence the threshold ∆c(λc) should increase with λc.
2) Using the conservation property of a homogeneous PPP (see Proposition 1 in Appendix I-A), it
follows that
I0 =
∑
Xj∈Πc\X0
H˜j|Xj|−α = λ
2
α
c
∑
Xk∈Π′c\X0
H˜k|Xk|−α, (11)
where Π′c is a homogeneous PPP with unit density. Note that I0 depends on λc here because Πc
is the PPP of active transmitters. So we have
P
[
I0 ≥ ∆c(λc)
β
]
= P

λ 2αc ∑
Xk∈Π′c\X0
H˜k|Xk|−α ≥ ∆c(λc)
β

 .
Hence, in order to capture a reasonable level of interference I0, it follows that ∆c(λc) should
be designed to scale as λ
2
α
c .
The above arguments both suggest that ∆c(λc) ∈ Θ(λγc ) with γ ∈ R+, i.e. ∆c(λc) is a nondecreasing
function of λc.
B. Observations and Numerical Results
There are several interesting observations that can be perceived from the results in Theorem 2. We
specify them in the following, respectively.
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Bounds on outage probability: As mentioned earlier, 1 − Bc represents the outage probability
without DCAS. From Theorem 2 and since
[
1−
(
1− (α−1)Ac
[(α−1)−Ac]2
)+
e−Ac
]
< 1, it follows that the
outage probability is lower with DCAS than without it. If the threshold ∆c(λc) is chosen to be a
constant (instead of a function of λc), i.e. ∆c(λc) ≡ ρ, then there does not exist a non-trivial optimal
value of ρ that maximizes the TC. This is because q(λc) and q(λc) both approach 0 when ρ goes to
infinity and to 1−Bc as ρ goes to zero. However, there does exist an optimal transmission threshold for
maximizing TC if some power control methods are applied, such as channel inversion power control
[16].
Spatial reuse with adaptive threshold ∆c(λc): As we have mentioned, opportunistic Aloha and
threshold scheduling do not take into account the transmitting activities of transmitters. They fail to
capture an interference effect such that transmitters whose receivers have a satisfactory SIR may not be
allowed to transmit. We can use a spatial reuse point of view to explain why using an adaptive threshold
is better. Using the similar definition of the spatial reuse factor in [35], the spatial reuse factor under
the DCAS technique is defined as the average transmission distance divided by the average distance
from a receiver to its nearest unintended transmitter when the maximum contention density is achieved,
i.e. 2E[D0]
√
λ¯ǫ. A better transmission scheduling scheme can have a larger spatial reuse factor. Now
consider ∆c(λc) = ρλγc where ρ > 0 and the network is sparse. In this case, the spatial reuse factor can
be approximated by 2
√
ǫE[D0]√
[1−e−Ac(λ¯ǫ)]β 2α ψE[D20 ]
. If ∆c is a constant, 1−e−Ac(λ¯ǫ) increases as λ¯ǫ increases. That
means the spatial reuse factor decreases with density λc for opportunistic Aloha/threshold scheduling.
So if γ is chosen properly so that 1−e−Ac does not depend on λc or decreases with λc, then DCAS has
better spatial reuse than opportunistic Aloha/threshold scheduling. A better spatial reuse means a larger
TC achieved. A simulation example of TC for the DCAS scheme with different thresholds is shown
in Fig. 3. As you can see, the DCAS technique with a properly designed ∆c(λc) can significantly
outperform the threshold scheduling techniques and no DCAS. So using a well-designed adaptive
threshold really can achieve a (much) higher TC.
Asymptotic tightness of bounds on TC: We can conclude the following asymptotic results for the
bounds on TC in a sparse and dense network.
Lemma 1. Suppose ∆c(λc) ∈ Θ(λγc ) where γ ∈ R+. If the network is sparse, then
lim
λt→0
λc
λc
=


(
α
α−1
) 1
2−2γ/α , for γ ∈ (0, α
2
)
1, otherwise
. (12)
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If the network is dense, a different limit occurs, which is
lim
λt→∞
λc
λc
=


1, otherwise(
α
α−1
) α
2γ−α , for γ ∈ [α
2
,∞)
. (13)
Proof: Here we only prove the case of a sparse network since the proofs for other cases are similar.
First, we have to notice that “λt → 0” and “λt →∞” respectively correspond to “λc → 0” (a sparse
network) and “λc → ∞” (a dense network) because λc = λtP[H0D−α0 ≥ ∆c(λc)] and ∆c(λc) is a
nondecreasing function. When λc → 0, observe that the network is sparse since πE[D20]λc ≪ 1. So for
γ ≤ α
2
and λc → 0, we have ∆c(λc)→ 0 and thus q(λc) = πβ 4αΓ(1 + 2α)ψE[D20]λ
2− 2γ
α
c + O
(
λ
3− 2γ
α
c
)
, and thus λc = Θ
(
ǫ
1
2−2γ/α
)
. Similarly, we can show that q(λc) = απβ
4
α
α−1 Γ(1 +
2
α
)ψE[D20]λ
2− 2γ
α
c +
O
(
λ
3− 2γ
α
c
)
and λc = Θ
(
(α−1
α
ǫ)
1
2−2γ/α
)
. Therefore, it follows that limλt→0 λcλc = (
α
α−1)
1
2−2γ/α
. When
γ > α
2
and λc → 0, q(λc) and q(λc) both can be simplified as πβ 2αψE[D20]λc +O(λ2c) so that λcλc → 1
as λc → 0, which completes the proof.
Lemma 1 indicates that the ratio of λc to λc depends on path loss exponent α in a sparse (dense)
network if γ < α
2
(γ ≥ α
2
). For large α, α
α−1 ≈ 1 and hence the bounds on the TC are asymptotically
tight in all regimes. However, if γ ≥ α
2
(γ < α
2
), bounds on TC are very tight for all α in the sparse
(dense) network. That is better than the case of using fixed threshold because we have the following
results if threshold ∆c is a constant (i.e. γ = 0):
lim
λt→0
λc
λc
=
√
α
α− 1 and limλt→∞
λc
λc
= 1. (14)
In summary, setting ∆c(λc) in Lemma 1 allows the TC to be accurately approximated by its upper or
lower bound no matter if α is large or not.
IV. DISTRIBUTED INTERFERER-AWARE SCHEDULING (DIAS)
The previous distributed strategy (DCAS) depended only on the channel between the transmitter
and the receiver and the average density of the network. DCAS is essentially a selfish opportunistic
scheduling technique since a node’s decision to transmit does not consider its effect on unintended
receivers. Naturally, if a transmitter has knowledge about other receivers, it can use this information
to make a better scheduling decision. In the distributed interferer-aware scheduling (DIAS) technique,
a transmitter schedules a transmission only when it is below an acceptable interference level at its
unintended receivers. Its own channel is not considered, so DIAS does not directly increase its own
SIR, but the network as a whole benefits from reduced interference.
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A. Is reducing the interference at the nearest unintended receiver sufficient?
What information is needed to determine the transmission threshold in DIAS? Ideally, a transmitter
should design its transmission threshold in view of the interference it causes at all the receivers in the
network. However, this requires prohibitively large amounts of side information. So in the proposed
DIAS technique, a potential transmitter only considers its impact on the nearest unintended receiver
and schedules a transmission only when the interference generated at its nearest unintended receiver is
lower than a threshold. Let H˜∗ be the fading channel gain from a transmitter to its nearest unintended
receiver and thus transmission probability for DIAS is pi(λi) = P[H˜∗D˜−α∗ ≤ ∆i(λi)] where ∆i(λi) > 0
is the transmission threshold. Since pi only depends on intensity λi, the transmitter set resulting from
DIAS comprises of a thinning of of Πt. More precisely,
Πi = {Xj ∈ Πt : Tj = 1(H˜j∗|Xj − Yj∗|−α ≤ ∆i(λi)), ∀j ∈ N+}, (15)
where Yj∗ is the nearest unintended receiver of transmitter Xj and H˜j∗ is the fading channel gain from
Xj to Yj∗. Thus, the density of Πi is λi = λtpi(λi). Since all active receivers also form a homogeneous
PPP of density λi, let D˜∗ be the (random) distance from an active transmitter to its nearest unintended
active receiver and the CDF of D˜∗ is
FD˜∗(x) = 1− exp(−πλtx2) = 1− exp(−πλix2/pi). (16)
Using (16), pi(λi) can be explicitly expressed as
pi(λi) = 1− 2πλt
∫ ∞
0
xe−(∆i(λi)x
α+πλtx2)dx
= 1−
∫ ∞
0
exp
(
−
[
pi(λi)u
πλi
] 2
α
∆i(λi)− u
)
du. (using λt = λi/pi(λi)) (17)
Due to fading, for each transmitter, its nearest unintended receiver may not be the unintended
receiver that receives the largest interference. However, the interference generated by a transmitter at
its nearest unintended receiver dominates those at its other unintended receivers in probability because
D˜∗ ≤ |Xj −Yk| almost surely for any Xj ∈ Πt and its unintended receiver Yk. Since H˜j∗ and H˜jk are
i.i.d., it follows that
P[H˜j∗D˜−α∗ ≥ ∆i(λi)] ≥ P[H˜jk|Xj − Yk|−α ≥ ∆i(λi)],
which means 1− pi(λi) ≥ P[H˜jk|Xj −Yk|−α ≥ ∆i(λi)]. Hence, carefully choosing pi(λi) would limit
interference in the network. In addition, the following lemma provides an analytical explanation why
limiting the interference generated at the nearest unintended receiver of a transmitter is somewhat
sufficient.
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Lemma 2. Let H˜∗ and D˜∗ denote the fading channel gain and distance from reference transmitter
X0 to its nearest unintended receiver. Suppose Yj is one of the non-nearest unintended receivers of
X0 and ρ∗ is a positive constant. Then, we have
lim
ρ∗→0
P[H˜jD˜
−α
j ≤ ρ∗|H˜∗D˜−α∗ ≤ ρ∗] = 1, (18)
where D˜j = |X0 − Yj|.
Proof: See Appendix II-C.
Lemma 2 reveals that if the channel from a transmitter to its nearest unintended receiver is very
weak, then the channels from the transmitter to other unintended receivers are also very likely in a
very weak status. This is because all unintended receivers are location-dependent once the nearest
unintended receiver is given. Hence, the nearest interference channel gain is correlated with all other
interference channel gains even though fading gains are independent. This confirms that using the
channel condition of the nearest unintended receiver is an effective means to judge if the interference
generated by a transmitter is under a reasonable level. The threshold ∆i(λi) has a significant impact on
the performance of DIAS, and should be appropriately designed to adaptively capture the transmission
activities in the network.
B. Transmission Capacity achieved by DIAS
Bounds on the outage probability and the maximum contention density for DIAS with transmission
threshold ∆i(λi) are given in the following theorem.
Theorem 3. Suppose each transmitter uses DIAS to determine when to transmit. That is, a transmitter
transmits whenever the interference channel gain at its nearest unintended receiver is less than
threshold ∆i(λi) > 0 where ∆i(λi) is a function of λi. Bounds on the outage probability with DIAS
can be shown as
q(λi) = 1− exp
(
−λiβ 2αψE
[
D20
]
pi(λi)
)
, (19)
q(λi) = 1− exp
(
−2λiβ 2αψE
[
D20
]
pi(λi)
)
. (20)
Let λi ≤ λ¯ǫ ≤ λi where λi = supλi{λi : q(λi) ≤ ǫ} and λi = supλi{λi : q(λi) ≤ ǫ}. λi and λi can be
found by solving the following
λipi(λi) =
− ln(1− ǫ)
β
2
αψE [D20]
and λipi(λi) =
− ln(1− ǫ)
2β
2
αψE [D20]
. (21)
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Specifically, suppose ∆i(λi) = ρλ
2
α
i , ρ > 0. Then there exists a sufficiently small ρ such that pi(λi) > 12
and thus
λ¯ǫ >
− ln(1− ǫ)
β
2
αψE [D20]
. (22)
Proof: See Appendix II-D.
Remark 4. The right hand side in (22) is the maximum contention density without DIAS. The result
in (22) indicates that if a proper ρ is chosen then DIAS can achieve a TC which is (much) larger than
the TC without DIAS no matter if the network is dense or not.
The results in Theorem 3 indicate that DIAS can increase TC since pi(λi) < 1. From (17), it follows
that pi(λi) ≈ 0 when ∆i(λi)/λ
2
α
i is close to zero. Hence, in this case each transmitting node generates
very limited interference at its nearest unintended receiver. Thus from (21), λ¯ǫ ≫ − ln(1−ǫ)
β
2
α E[D20]ψ
due to
small pi(λi). On the other hand, when transmitters hardly use DIAS, i.e. the case of ∆i(λi)/λ
2
α
i ≫ 1,
we know pi(λi) ≈ 1 and thus λ¯ǫ = Θ
(
− ln(1−ǫ)
E[D20]ψβ
2
α
)
. Intuitively, it is good to design ∆i(λi) as a
non-increasing function of λi in order to avoid transmitting in a heavy traffic context. For example,
in a dense network, ∆i(λi) should be designed as a monotonically decreasing function of λi such
that λipi(λi) decreases as λi increases since this improves the TC with increasing λi. In Fig. 4, we
present the TC of the DIAS technique for different ∆i(λi). As mentioned earlier, we observe that
DIAS (∆i(λi) 6= 0) outperforms the case of no DIAS. Also, ∆i(λi) = 0.015λ−0.01i (a monotonically
decreasing function of λi) results in a better TC as compared to a monotonically increasing ∆i(λi).
This is because ∆i(λi) = 0.015λ−0.01i restricts the number of transmissions with increasing λi.
The above discussions indicate that the threshold ∆i(λi) can be designed as a function scaling like
Θ(λδi ) where δ ∈ R. Nevertheless, the following lemma shows that the upper and lower bounds on
the maximum contention density are asymptotically tight for certain positive δ in sparse and dense
networks.
Lemma 3. If ∆i(λi) = Θ(λδi ) and δ ∈ R, then the asymptotic tightness of the bounds on TC in a
sparse network can be summarized as follows
lim
λt→0
λi
λi
=


2
α−2
α(δ+1)−4 , for δ ∈ ( 2
α
,∞)
2, otherwise
. (23)
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Nevertheless, if the network is dense, then the asymptotic tightness of the bounds on TC becomes
lim
λt→∞
λi
λi
=


2
α−2
α(δ+1)−4 , for δ ∈ (−∞, 2
α
)
2, otherwise
. (24)
Proof: We provide the proof for a sparse network. The other case follows in a similar way. Let
δ ∈ ( 2
α
,∞) which implies ∆i(λi)/λ
2
α
i → 0 as follow as λi → 0. Note that λt → 0 means λi → 0. So
transmission probability pi(λi) in (17) can be simplified as
pi(λi) = κ [pi(λi)]
2
α λ
δ− 2
α
i +O
(
p
4
α
i λ
2δ− 4
α
i
)
as λt, λi → 0,
where κ is a positive constant. It can be further simplified as
[pi(λi)]
1− 2
α = κλ
δ− 2
α
i +O
(
p
2
α
i λ
2δ− 4
α
i
)
⇒ pi(λi) = Θ
(
λ
δ−2/α
1−2/α
i
)
.
So it follows that pi(λi) → 0 as λi → 0 since δ ∈ ( 2α ,∞). Substituting the above result into q(λi),
then we have q(λi) = β
2
αψE[D20]λipi(λi) +O(λ
2
ip
2
i ) and the upper bound on λ¯ǫ can be shown to be
λipi(λi) = Θ
(
ǫ
β
2
αψE[D20]
)
⇒ λi = Θ
(
ǫ
α−2
α(δ+1)−4
)
.
Similarly, we can find λi as λi → 0 and show that (λi/λi) → 2
α−2
α(δ+1)−4 as λi → 0. When δ ≤ 2α and
λi → 0, pi(λi) approaches to a constant. Therefore, (λi/λi)→ 2 as λi → 0.
Finally, there is one point that needs to be clarified. That is, although the DIAS technique only
eliminates some interference and does not avoid transmitting in deep fading, it does not follow that
the TC achieved by DIAS is less than that achieved by DCAS. DIAS is particularly advantageous
in dense networks since the interference to the unintended receivers can be better managed and thus
efficiently increasing the TC.
V. DISTRIBUTED INTERFERER-CHANNEL-AWARE SCHEDULING (DICAS)
Distributed Interferer-Channel-Aware Scheduling (DICAS) schedules links that have good received
signal power, while DIAS schedules links that cause minimal interference. We now consider the DICAS
technique that combines both the DIAS and the DCAS techniques. We first study the TC achieved
by DICAS and a geometry-based perspective for DICAS without and with interference cancellation
is provided.
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A. Transmission Capacity achieved by DICAS
Transmitters in Πt using the DICAS technique form a thinning PPP Πic given by
Πic = {Xj ∈ Πt : Tj = 1(HjD−αj ≥ ∆c(λic), H˜j∗D˜−αj∗ ≤ ∆i(λic)), ∀j ∈ N+}. (25)
So the density of Πic is λic = λt pic(λic) where pic(λic) = pc(λic) pi(λic). Bounds on the outage
probability and TC are shown in the following theorem.
Theorem 4. Let q(λic) and q(λic) denote the upper and lower bounds on the outage probability when
DICAS technique is used. Also let ∆c(λic) ∈ R+ be a nondecreasing function of λic, and ∆i(λic) ∈ R+
a function of λic. Then
q(λic) =
(
1− e−Aic) (1− Bic) , (26a)
q(λic) =
[
1−
(
1− (α− 1)Aic
[(α− 1)−Aic]2
)+
e−Aic
]
(1− Bic) , (26b)
where Aic = πλicΓ
(
1 + 2
α
)
β
2
α [∆c(λic)]
− 2
α pi(λic) and Bic = E[exp(−λicψβ 2αD20pi(λic))]. Bounds on
the maximum contention intensity for DICAS are given by
λic ≤ λ¯ǫ ≤ λic, (27)
where λic = sup{λic : q(λic) ≤ ǫ}, λic = sup{λic : q(λic) ≤ ǫ}.
Proof: See Appendix II-E.
The results in (26a) and (26b) should not surprise us since they look like the superimposed results
of Theorems 2 and 3. The TC achieved by DICAS is larger than that merely achieved by DCAS or
DIAS. Since the two transmission thresholds, ∆c(λic) and ∆i(λic), both depend on λic, they should
be jointly designed to make DICAS increase TC in a more efficient way since arbitrarily choosing γ
and δ could make Aic and Bic not decrease at the same time. For instance, suppose ∆c(λic) = Θ(λγic)
and ∆i(λic) = Θ(λδic) where γ > 0 and δ ∈ R. If the network is sparse and δ ∈ ( 2α ,∞), then
Aic = Θ
(
λ
α(1+δ)−2γ+4(γ/α−1)
α−2
ic
)
and Bic = Θ
(
λ
α(1+δ)−4
α−2
ic
)
. When λic decreases, the outage probability
can be efficiently reduced if δ > 2
α
+
(
2γ
α
− 1) (1− 2
α
) (which is equivalent to γ ∈ (0, α
2
)) because Aic
and Bic both decrease in this case. So ∆c(λic) and ∆i(λic) can benefit each other to achieve a much
lower outage probability. As a result, TC is increased efficiently under this circumstance. A simulation
example of TC for the DICAS technique is illustrated in Fig. 5 and we can see that TC achieved by
DICAS is much larger than those achieved by DCAS and DIAS. The slope of the DICAS curve does
not decrease along with ǫ, which means DCAS and DIAS indeed can benefit each other.
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In addition, the following asymptotic tightness of bounds on TC can provide us some insight on
how to design ∆c(λic) and ∆i(λic) for attaining tight bounds.
Lemma 4. Assume ∆c(λic) = Θ(λγic) and ∆i(λic) = Θ(λδic) where γ > 0, δ ∈ R. The asymptotic
tightness of the bounds on TC in a sparse network is characterized as
lim
λt→0
λic
λic
=


(
α
α−1
) α−2
2α[(δ− 2α )−( γα−1)(1− 2α )] , for δ ∈ ( 2
α
,∞) and γ ∈ (0, α
2
)
1, otherwise
. (28)
When the network is dense,
lim
λt→∞
λic
λic
=


(
α
α−1
) α−2
2α[( 2α−δ)−(1− γα )(1− 2α )] , for δ ∈ (−∞, 2
α
)
and γ ∈ (α
2
,∞)
1, otherwise
. (29)
Proof: The proof is omitted since it is similar to the proofs of Lemmas 1 and 3.
B. A Geometric Interpretation for the DICAS technique
We now provide more insight into the three DOS techniques by considering a geometric interpre-
tation of the lower bounds on the outage probabilities. The ∆-level dominant interferer coverage C∆
of a receiver is defined as the region in which any single interferer can cause outage at the receiver
with a channel gain bounded below by ∆. More precisely,
C∆ ,
{
X ∈ R2 : H0D
−α
0
H˜|X|−α < β
∣∣∣∣H0D−α0 ≥ ∆ > 0
}
. (30)
If ∆ = 0, then C∆ reduces to C0 which is called dominant interferer coverage and has mean Lebesgue
measure µ(C0) = β 2αψE[D20] as indicated in Proposition 2 in Appendix I-B. Without any opportunistic
technique, i.e. when all the nodes transmit,
q(λt) = 1− E[exp(−λtβ 2αψD20)] ≥ 1− exp(−λtβ
2
αψE[D20]) = 1− exp(−λtµ(C0)).
Hence, in this simple case, the lower bound on the outage probability is completely characterized by
the dominant interferer coverage of a receiver.
Similarly, the low bound on the outage probability of the DICAS technique can be characterized
by µ(C∆c) as well. By using the Taylor’s expansion of an exponential function, the lower bound in
(26a) can be written as
q(λic) =
(
1− e−Aic)λicpi(λic)µ(C0) +O(λ2icp2i ). (31)
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According to Proposition 2 in Appendix I-B, there exists a constant η˜(∆) ∈ (0, 1) such that µ(C∆) =
η˜(∆)µ(C0) so that q(λic) can be rewritten as
q(λic) = η(λic)λicpi(λic)µ(C∆c) +O(λ2icp2i ), η(·) ∈ (0, 1).
So in a sparse network, q(λic) scales with λicpi(λic)µ(C∆c) which is the average number of interferers
in C∆c . By inspecting the above equation, the lower bounds on the outage probabilities in Theorems
2-3 also have a smaller dominant interferer coverage compared with C0. For example, the lower bound
on the outage probability of the DIAS technique is
q(λi) = 1− exp (−λipi(λi)µ(C0)) = λipi(λi)µ(C0) +O(λ2i p2i ).
Thus we observe that the dominate interferer coverage with DIAS is reduced by pi(λi)-fold compared to
that without DIAS. In other words, the proposed three DOS techniques are able to reduce the dominant
interferer coverage of a receiver such that the average number of dominant interferers decreases.
An alternative interpretation is that the the dominant interferer coverage remains unchanged but the
density reduces. According to the conservation property in Proposition 1, the decrease in the density
can be alternatively interpreted as interferers moving away from a receiver, thus effectively reducing
the number of dominant interferers. We now study interference cancellation in conjunction with the
DICAS technique using the concept of ∆-level dominant interferer coverage.
C. DICAS with Geometry-based Interference Cancellation
The DICAS technique can be further improved by interference cancellation at the receiver side.
If a receiver is able to first decode its nearby strong interferers, then interference generated by the
interferers can be subtracted out of the received signal and thus a larger SIR can be obtained. From
a geometric point of view, the interference cancellation coverage of a receiver for DICAS can be
defined as follows
Ccic ,
{
X ∈ R2 : H˜|X|
−α
I0 − H˜|X|−α +H0D−α0
≥ β
∣∣∣∣H0D−α0 > ∆c(λic)
}
. (32)
Observe that any interferer in the set Ccic can be decoded by the typical receiver at the origin and hence
any interferer in the coverage Ccic can be canceled. Note that I0 in (32) consists of the transmitters
whose interference channel gain at their nearest unintended receiver is lower than threshold ∆i(λic).
Hence, Πcic , Πic ∩ Ccic can be viewed as the (nonhomogeneous) PPP consisting of the transmitters
that are cancelable, and Πncic , Πic \Πcic is the noncancelable part of Πic and its intensity at location
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X can be shown to be
λncic (|X|) = λic P
[
H˜|X|−α
I0 +H0D
−α
0
<
β
1 + β
∣∣∣∣H0D−α0 ≥ ∆c(λic)
]
. (33)
Hence the residual interference at the receiver Y0 (after partial interference is canceled) is
Inc0 =
∑
Xj∈Πncic \X0
H˜j|Xj|−α. (34)
The outage probability is given by q(λic) = P
[
H0D
−α
0
Inc0
< β|H0D−α0 ≥ ∆c(λic)
]
. The following theorem
provides bounds on the outage probability for DICAS with interference cancellation.
Theorem 5. Consider a network where the transmissions are scheduled using the DICAS technique.
Also, if the receivers are able to completely cancel all interferers in their respective interference
cancellation coverage Ccic sets, then the lower and the upper bound on the outage probability are
given by
q(λic) =
(
1− e−Aˆic
)(
1− Bˆic
)
, (35a)
q(λic) =
(
1− (α− 1)Aˆic
[(α− 1)− Aˆic]2
e−Aˆic
)+ (
1− Bˆic
)
, (35b)
where Aˆic and Bˆic equal:
Aˆic = πΓ
(
1 +
2
α
)
β
2
α [∆c(λic)]
− 2
αpi(λic)
[
λic − G
(
λcic;
2
α
)]
= Aic
[
1− 1
λic
G
(
λcic;
2
α
)]
,
Bˆic = E
[
exp
(
−pi(λic)β 2αψD20
(
λic − B
(
λcic;
α
2
, 1− 2
α
)))]
.
pi(·) is defined in (17) and
λcic(r) = λic exp
(
−πψβ˜ 2α r2λicpi(λic)− β∆c(λic)rα
)
E
[
Dα0
Dα0 + β˜r
α
]
, (36)
where β˜ = β
1+β
. Also, G(λcic; x) and B(λcic; x, y) are called Gamma and Beta mean functional and
defined in the following:
G(λcic; x) ,
1
Γ(x)
∫ ∞
0
λcic
(
α
√
βu/∆c(λic)
)
ux−1e−udu, (37)
B(λcic; x, y) ,
Γ(x+ y)
Γ(x)Γ(y)
∫ ∞
0
λcic
(
D0
α
√
βt
) tx−1
(1 + t)x+y
dt. (38)
Obviously, if λcic(·) is equal to a constant κ, then we have G(κ; x) = B(κ; x, y) = κ.
Proof: See Appendix II-F.
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Remark 5. Observe that G(λcic; x) in (37) is deterministic and B(λcic; x, y) in (38) is random because
it depends on the link distance D0 which is random. Moreover,
λcic
(
α
√
βu/∆c(λic)
)
= λic exp
(
−πψ(ββu/∆c(λic)) 2αλicpi(λic)− β2u
)
,
λcic
(
D0
α
√
βt
)
=
λic
1 + β˜βt
exp
(
−πψ(β˜βt) 2αD20λicpi(λic)− β2∆c(λic)Dα0 t
)
.
Theorem 5 indicates that geometry-based interference cancellation can increase TC since bounds
on the outage probability are reduced when compared with the results in Theorem 4. For example,
Aic is reduced to Aˆic because we have
Aˆic = Aic
[
1− G(λ
c
ic;
2
α
)
λic
]
and G(λcic; 2α)/λic < 1. Thus Aicλic G(λcic; 2α) can be interpreted as the average number of the cancellable
interferers in coverage Ccic that generate interference at the typical receiver which is no less than
∆c(λic)/β. Similarly, for a given D0,
µ(C∆ic )
λic
B(λcic; 2α , 1 − 2α) can be viewed as the average number
of the cancelable interferers in the ∆c-level dominant interferer coverage C∆c . However, the effect of
interference cancellation could become marginal if threshold ∆c(λic) is large. Since we know λcic → 0
as ∆c(λic) → ∞, this leads to Aˆic ↑ Aic and Bˆic ↑ Bic. This observation indicates that the bounds
on the outage probability in Theorem 5 may just reduce a little if compared to those in Theorem 4.
The intuition behind this phenomenon is that increasing ∆c(λic) reduces interference but increases the
desired signal power so that decoding strong interference might become difficult while there is not
much interference cancellation. Furthermore, we observe that small pi(λic) and large ∆c(λic) weaken
the effect of interference cancellation. This is because pi(λic) is the transmission probability for DIAS
and small pi(λic) can make receivers get rid of strong interferers and large ∆c(λic) makes decoding
interference difficult. Thus, interference cancellation does not help reduce too much interference in
this case. However, interference cancellation can be an auxiliary role for DICAS if two thresholds
∆c(λic) and ∆i(λic) are not designed properly to optimally benefit each other.
The results in Theorem 5 can reduce to the cases of the DCAS and DIAS techniques. Note that
G(λcic; x) depends on pi(λic) and ∆c(λic), and B(λcic; x) only depends on pi(λic). Thus, DCAS only
affects G(λcic; x), but DIAS affects both G(λcic; x) and B(λcic; x). So if we let pi(λic) = 1 then the
results in Theorem 5 reduce to the results of DCAS with geometry-based interference cancellation as
shown in the following.
Corollary 1. In a DCAS network, the interference cancellation coverage Ccc can be defined as (32)
with density λc. If receivers are able to completely cancel all interferers in their respective coverage
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Ccc sets, then
q(λc) =
(
1− e−Aˆc
)(
1− Bˆc
)
, (39a)
q(λc) =
[
1−
(
1− (α− 1)Aˆc
[(α− 1)− Aˆc]2
)+
e−Aˆc
](
1− Bˆc
)
, (39b)
where Aˆc = Acλc
(
λc − G
(
λcc ;
2
α
))
and Bˆc = E[exp(−β 2αψD20
(
λc − B
(
λcc ;
2
α
, 1− 2
α
))
)]. λcc is the
intensity of the cancelable PPP Πcc , which is given by
λcc (r) = λc exp
(
−πψλcβ˜ 2α r2 − β˜rα∆c(λc)
)
E
[
Dα0
Dα0 + β˜r
α
]
, r ∈ R+, (40)
Proof: The proof is similar to the first part in the proof of Theorem 5 and thus omitted.
It can be easily observed that Aˆc and Bˆc are respectively smaller than Ac and Bc due to interference
cancellation. Similarly, if ∆c = 0 and pi 6= 0, then the results in Theorem 5 can be shown to transform
to the following corollary.
Corollary 2. In a DIAS network, the interference cancellation coverage Cci can be defined as (32)
with density λi and ∆c = 0. If receivers are able to completely cancel all interferers in their respective
interference cancellation coverage Cci sets, then
q(λi) = 1− exp
(
−λipi(λi)β 2αψE
[
D20
(
1− B
(
h(t);
2
α
, 1− 2
α
))])
, (41a)
q(λi) = 1− exp
(
−2λipi(λi)β 2αψE
[
D20
(
1− B
(
h(t);
2
α
, 1− 2
α
))])
, (41b)
where h(t) is given by
h(t) =
(
1
1 + tβ˜β
)
exp
(
−πψ(β˜βt) 2αD20λi
)
. (42)
Proof: The proof is similar to the second part in the proof of Theorem 4.
Corollary 2 reveals that interference cancellation for DIAS can be viewed as reducing the dominant
interferer coverage of a receiver or removing the cancelable part of λipi(λi). For a given D0, 1 −
B(h(t); 2
α
, 1− 2
α
) can be interpreted as the noncancelable fraction of density λipi(λi) or the area of the
dominant interferer coverage (i.e. µ(C0)) is reduced by (1− B(h(t); 2α , 1− 2α))-fold. That means, the
larger B, the more interference cancelled. So h(t) should be larger in order to cancel more interference.
Reducing the density can increase h(t) so that the efficacy of interference cancellation in a sparse
network is much better than in a dense network. This makes sense because the mean area of the
interference cancellation coverage is very large due to small I0 and more (cancelable) interferers are
enclosed in the coverage area.
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APPENDIX I
USEFUL PROPOSITIONS
A. The Conservation Property of a Homogeneous PPP
Proposition 1. Let T : Rd1 → Rd2 be a linear map from dimension d1 to dimension d2, and it is
represented by a non-singular transformation matrix. If Π is a homogeneous PPP of density λ, then
T(Π) , {TXi : Xi ∈ Π} is also a homogeneous PPP and its density is λ/
√
det(TTT). Specifically,
if d1 = d2 = 2 and T = √κI2 where I2 is a 2×2 identity matrix and κ > 0, then the density of T(Π)
changes to λ/κ.
Proof: The conservation property of a homogeneous PPP for the case of d1 = d2 can be found in
[33]. However, its formal proof is missing. For the convenience of reading this paper, we here provide
a complete proof of a more general case of d1 6= d2. The void probability of a point process in a
bounded Borel set A ⊂ Rd1 is the probability that A does not contain any points of the process. Since
Π is a homogeneous PPP, its void probability is given by
P[Π(A) = 0] = exp(−λµd1(A)), (43)
where µd1(·) is a d1-dimensional Lebesgue measure. Since the void probability completely characterizes
the statistics of a PPP, we only need to show the void probability of T[Π(A)] is given by
P[T(Π(A)) = 0] = exp
(
−λ/
√
det(TTT)µd2(T(A))
)
. (44)
Recall the result from vector calculus that the absolute value of the determinant of real vectors is
equal to the volume of the parallelepiped spanned by those vectors. Therefore, the d2-dimensional
volume of T(A), µd2(T(A)), is given by
√
det(TTT)µd1(A). Suppose T(Π) has density λ† and its
void probability within the volume of T(A) is
P[T(Π(A)) = 0] = P[Π(A) = 0] = exp
(
−λ†
√
det(TTT)µd1(A)
)
.
Then comparing the above equation with (43), it follows that λ† = λ/
√
det(TTT). So if d1 = d2 and
T =
√
κI2, then λ† = λ/
√
det(κI2) =
λ
κ
.
B. The Mean Lebesgue Measure of the ∆-level Dominant Interferer Coverage of a Receiver
Proposition 2. Suppose the received signal at the reference receiver is greater than or equal to
∆ ∈ R+. The ∆-level interferer coverage of the reference receiver is defined as
C∆ ,
{
X ∈ R2 : H0D
−α
0
H˜|X|−α < β
∣∣∣∣H0D−α0 ≥ ∆
}
, (45)
23
where {H0, H˜} are i.i.d. exponential random variables with unit mean and variance and D > 1 is
also a random variable independent of {H0, H˜}. For given H˜ , H0 and D0, C∆ is the region in which
any single interferer is able to cause outage at the reference receiver whose received signal is greater
than or equal to ∆. The mean Lebesgue measure of C∆ denoted by µ(C∆) can be shown as
µ(C∆) = β 2α ψE
[
D20B
(
e−∆D
α
0 t;
2
α
, 1− 2
α
)]
, (46)
where B(·; x, y) is the Beta mean functional as defined in (38) and ψ = πΓ (1 + 2
α
)
Γ
(
1− 2
α
)
. If
∆ = 0, then B (1; 2
α
, 1− 2
α
)
= 1 and µ(C∆) = µ(C0) = β 2α ψE[D20]. Also, if ∆ 6= 0, there exists a
η(∆) ∈ (0, 1) which is a monotonically decreasing function of ∆ such that
µ(C∆) = η(∆)µ(C0). (47)
Proof: Since C∆ is a bounded set for given H˜, H0 and D0, its mean Lebesgue measure is finite
and found as follows:
µ(C∆) = E
[∫
R2
1
(
H0D
−α
0
H˜|X|−α < β
∣∣∣∣H0D−α0 ≥ ∆
)
µ(dX)
]
=
∫
R2
P
[
H0D
−α
0 < H˜|X|−αβ|H0D−α0 ≥ ∆
]
µ(dX)
=
∫
R2
P[H˜|X|−αβ > ∆]
P[H0D
−α
0 > ∆]
(P[H0D
−α
0 ≤ max{H˜|X|−αβ,∆}]− P[H0D−α0 ≤ ∆])µ(dX)
=
∫
R2
P[H˜|X|−αβ > ∆]P[H0D−α0 < H˜|X|−αβ]µ(dX)
=
2π
α
β
2
αE
[
D20
∫ ∞
0
t
2
α
−1
(1 + t)e∆D
α
0 t
dt
]
= β
2
α ψE
[
D20B
(
e−∆D
α
0 t;
2
α
, 1− 2
α
)]
.
So if ∆ = 0, then it follows that µ(C∆) = µ(C0) = 2πα β
2
αE[D20]
∫∞
0
t
2
α−1
1+t
dt. Since the integral
∫∞
0
t
2
α−1
1+t
dt
is equal to Γ
(
2
α
)
Γ
(
1− 2
α
)
. Thus, µ(C0) = β 2α ψE[D20].
Using the assumption D0 ≥ 1, the upper bound on µ(C∆) is given by
µ(C∆) ≤ β 2α ψE[D20]B
(
e−∆t;
2
α
, 1− 2
α
)
= B
(
e−∆t;
2
α
, 1− 2
α
)
µ(C0),
and the lower bound on µ(C∆) can be shown as follows as
µ(C∆) = 2π
α
β
2
αE
[
D20
∫ ∞
0
u
2
α
−1
(1 + u)e∆D
α
0 u
du
]
=
2π
α
β
2
αE
[∫ ∞
0
t
2
α
−1Dα0
(Dα0 + t)e
∆t
dt
]
≥ 2π
α
β
2
α
∫ ∞
0
t
2
α
−1
(1 + t)e∆t
dt = B
(
e−∆t;
2
α
, 1− 2
α
)
µ(C0)
E[D20]
.
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Since B(e−∆t; x, y) ≤ 1 for all x, y > 0 and E[D20] ≥ 1, there exists a constant η(∆) ∈ (0, 1) depending
on ∆ 6= 0 such that µ(C∆) = η(∆)µ(C0).
APPENDIX II
PROOFS OF THEOREMS AND LEMMAS
A. Proof of Theorem 1
Let Πˆn(x) , {Xj ∈ Πn : H˜j |Xj|−α ≥ x, ∀j ∈ N+}. So each point node in Πˆn can generate a shot
noise at the origin which is greater than or equal to x ∈ R+. Let CΠˆn(x) , {X ∈ R2 : H˜|X|−α ≥ x}
and it is the coverage of Πˆn(x). The probability that there is at least one point node in Πn(x)∩CΠˆn(x)
is equal to the probability of Πn(x) ∩ CΠˆn(x) 6= ∅, and thus it is calculated as follows
P
[
Πn(x) ∩ CΠˆn(x) 6= ∅
]
= 1− exp
(
−
∫
R2
λn(|X|)P[H˜|X|−α ≥ x]µ(dX)
)
= 1− exp
(
−2π
∫ ∞
0
λn(r)re
−rαxdr
)
= 1− exp
(
− 2π
αx
2
α
∫ ∞
0
λn
(
α
√
u
x
)
u
2
α
−1e−udu
)
= 1− exp(−A(x)).
Since F cIn(x) is greater than or equal to the CCDF of the shot-noise Iˆn generated by Πˆn(x), the
probability of (Πn(x) ∩ CΠˆn(x) 6= ∅) is equal to P[Iˆn ≥ x] and thus it is bounded above by F cIn(x).
Therefore, P [Πn(x) ∩ CΠˆ(x) 6= ∅] is a lower bound of F cIn(x).
Suppose the complement of CΠˆn(x) is CcΠˆn(x) = R
2 \ CΠˆn(x) and I˜n is the shot-noise process
generated by Πn ∩ CcΠˆn(x). F
c
In
(x) is upper bounded by P[Iˆn ≥ x, I˜n ≥ x] which is found in the
following:
P[Iˆn ≥ x, I˜n ≥ x] = P[Iˆn ≥ x] + P[I˜n ≥ x]− P[Iˆn ≥ x]P[I˜n ≥ x]
= 1−
(
1− F c
I˜n
(x)
)
e−A(x). (48)
The variance of I˜n can be found and upper bounded as follows
Var(I˜n) = 2π
∫ ∞
0
r1−2αλn(r)P[H˜ < rαx]dr
= 2π
∫ ∞
0
r1−2αλn(r)e−xr
α (
exr
α − 1) dr
≤ 2π
α− 1x
2
∫ ∞
0
rλn(r)e
−xrαdr = x
2
α− 1A(x).
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Similarly the mean of I˜n can be upper bounded as E[I˜n] ≤ xA(x)α−1 . Then using Chebyshev’s inequality,
the upper bound on the CCDF of I˜n is found as follows
F c
I˜n
(x) ≤ Var(I˜n)(
x− E[I˜n]
)2 ≤ (α− 1)A(x)[(α− 1)− A(x)]2 .
Substituting the above result into (48), the upper bound in (5) can be attained.
B. Proof of Theorem 2
The maximum contention density for DCAS is given by
λ¯ǫ = sup{λc : q(λc) ≤ ǫ},
where q(λc) = P[SIR(λc) < β|H0D−α0 ≥ ∆c(λc)] is the outage probability with DCAS. For Rayleigh
fading, the lower bound on q(λc) can be found as
q(λc) = P[∆c(λc) ≤ H0D−α0 < I0β]
P[I0β > ∆c(λc)]
P[H0D
−α
0 > ∆c(λc)]
=
P[I0β > ∆c(λc)]
P[H0D
−α
0 > ∆c(λc)]
(P[H0D
−α
0 ≤ max{I0β,∆c(λc)}]− P[H0D−α0 ≤ ∆c(λc)])
= P[I0β > ∆c(λc)]P[H0D
−α
0 < βI0]
(a)
= P[I0 > ∆c(λc)/β]
{
1− E
[
exp
(
−β 2αψλcD20
)]}
(b)
≥ (1− e−Ac) (1− Bc) = q(λc),
where (a) follows from the result in [35] and (b) follows from the lower bound in Theorem 1. Similarly,
using the upper bound in Lemma 1, the upper bound on q(λc) is given by
q(λc) ≤
[
1−
(
1− (α− 1)Ac
[(α− 1)−Ac]2
)+
e−Ac
]
(1− Bc) = q(λc).
C. Proof of Lemma 2
The conditional probability in (18) can be explicitly written as follows:
P[H˜jD˜
−α
j ≤ ρ∗|H˜∗D˜−α∗ ≤ ρ∗] =
P[max{H˜∗D˜−α∗ , H˜jD˜−αj } ≤ ρ∗]
P[H˜∗D˜−α∗ ≤ ρ∗]
.
Also, we know
P[max{H˜∗D˜−α∗ , H˜jD˜−αj } ≤ ρ∗] = P[H˜jD˜−αj ≤ ρ∗]P[H˜∗D˜−α∗ ≤ H˜jD˜−αj ]
+P[H˜∗D˜−α∗ ≤ ρ∗]P[H˜∗D˜−α∗ ≥ H˜jD˜−αj ],
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where
P[H˜∗D˜−α∗ ≤ H˜jD˜−αj ] = 1− E[e−H˜jD˜
α
∗
/D˜αj ] = E
[
D˜α∗
D˜α∗ + D˜
α
j
]
P[H˜∗D˜−α∗ ≥ H˜jD˜−αj ] = E[e−H˜jD˜
α
∗
/D˜αj ] = E
[
D˜αj
D˜α∗ + D˜
α
j
]
.
Therefore, we can have the following result:
P[max{H˜∗D˜−α∗ , H˜jD˜−αj } ≤ ρ∗] = 1− E[e−D˜
α
∗
ρ∗ ]
(
E
[
D˜αj
D˜α∗ + D˜
α
j
]
+ E
[
D˜α∗
D˜α∗ + D˜
α
j
]
E[e−D˜
α
j ρ∗ ]
E[e−D˜α∗ ρ∗ ]
)
.
It follows that
P[H˜j|X0 − Yj|−α ≤ ρ∗|H˜∗D˜−α∗ ≤ ρ∗] =
1− E[e−Dα∗ ρ∗ ]
(
E
[
D˜αj
D˜α
∗
+D˜αj
]
+ E
[
D˜α
∗
D˜α
∗
+D˜αj
]
E[e
−D˜αj ρ∗ ]
E[e−D˜
α
∗
ρ∗ ]
)
1− E[e−Dα∗ ρ∗ ] .
As ρ∗ → 0, it is easy to observe that P[H˜j|X0 − Yj|−α ≤ ρ∗|H˜∗D˜−α∗ ≤ ρ∗] approaches to 1, which
completes the proof.
D. Proof of Theorem 3
For the DIAS technique, its outage probability can be written as
q(λi) = P
[
H0D
−α
0∑
Xj∈Πi H˜j|Xj|−α
< β
∣∣∣∣H˜j∗|Xj −Xj∗|−α < ∆i(λi)
]
.
Since the closed-form solution for the above outage probability is unable to be obtained, we resort to
finding its upper and lower bounds. Let Πˆi be the following Poisson point process:
Πˆi ,
{
Xk ∈ Πi : Tk = 1
(
H0D
−α
0
H˜k|Xk|−α
< β
)
, ∀k ∈ N+
}
,
which means any single transmitter in Πˆi is able to cause outage at the reference receiver. Since the
Laplace functional of a PPP completely characterizes the distribution of the PPP, we can find the
Laplace functional of Πˆi and it can render us the density λˆi of Πˆi. The Laplace functional of Πˆi for
a nonnegative function φ : R2 → R+ is defined and shown as follows [34]:
LΠˆi(φ) , E
[
e−
∫
R2 φ(X)Πˆi(dX)
]
= exp
(
−
∫
R2
λˆi
[
1− e−φ(X)]µ(dX)) ,
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where µ(A) denotes the Lebesgue measure of a bounded set A. The Laplace functional of Πˆi for
φ(X) = φˆ(X)1(X ∈ Πˆi) is
LΠˆi(φ) = e−λiµ(A)
∞∑
k=0
λki
k!
∫
A
· · ·
∫
A
k∏
j=1
(e−φ(Xj)P[Xj ∈ Πˆi] + P[Xj /∈ Πˆi])µ(dX1) · · ·µ(dXk)
= e−λiµ(A)
∞∑
k=0
−1
k!
(∫
A
{(1− e−φˆ(X))P[X ∈ Πˆi]− 1}λiµ(dX)
)k
= exp
(
−
∫
A
(1− e−φ(X))P
[
H0D
−α
0
H˜|X|−α < β, H˜∗D˜
−α
∗ < ∆i(λi)
]
λiµ(dX)
)
.
Therefore, we have λˆi(r) = λiP[H0D−α0 < βH˜r−α, H˜∗D˜−α∗ < ∆i(λi)]. Since H0, H˜∗ and H˜ are
independent, it follows that
λˆi(r) = λi pi(λi)P[H0D
−α
0 < βH˜r
−α] = λi pi(λi)E
[
βDα0
βDα0 + r
α
]
.
Let E(Πˆi) be the outage event caused by Πˆi and its probability is the lower bound on the outage
probability because E(Πˆi) ⊆ E(Πi). So P[E(Πˆi)] can be characterized by the probability that there is
at least one transmitter in Π˜i, i.e. Πˆi(R2) 6= ∅. That is,
P[E(Πˆi)] = 1− exp
(
−2π
∫ ∞
0
λˆi(r)rdr
)
= 1− exp
(
−2πλi pi(λi)
∫ ∞
0
E
[
βDα0
βDα0 + r
α
]
rdr
)
= 1− exp
(
−λiβ 2αψE[D20]pi(λi)
)
= q(λi).
Note that β 2αψE[D20] is the mean area of the dominant interferer coverage, as defined in Proposition
2. Since q(λi) ≤ ǫ and λi , sup{λi : q(λi) ≤ ǫ}, we have λipi(λi) = − ln(1−ǫ)
β
2
α ψE[D20 ]
.
Suppose the outage event caused by Πi \ Πˆi is denoted by Ec(Πˆi). The upper bound on q(λi) can
be found as follows
q(λi) ≤ P[E(Πˆi) ∪ Ec(Πˆi)] = P[E(Πˆi)] + P[Ec(Πˆi)]− P[E(Πˆi)]P[Ec(Π˜i)]
= 1− (1− q(λi,∆i(λi)))(1− P[Ec(Πˆi)]),
where P[Ec(Πˆi)] = P[HD−α < βIc0 ] and Ic0 is the interference generated by Πi \ Πˆi. The density of
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Πi \ Πˆi is λi − λˆi, and for λˆi > 0, P[Ec(Πˆi)] can be calculated by
P[Ec(Πˆi)] = 1− E
[
e−βD
α
0 I
c
0
] (a)
≤ 1− exp(−βE[Dα0 Ic0 ])
(b)
= 1− exp
(
−2πλiβE [Dα0 ] pi(λi)
∫ ∞
0
P[H0D
−α
0 ≥ βH˜r−α]r1−αdr
)
= 1− exp
(
−2πλipi(λi)E
[∫ ∞
0
(
βr
rα + βDα0
)
dr
])
= 1− exp
{
−λiβ 2αψ pi(λi)E
[
D20
]}
,
where (a) follows from Jensen’s inequality because e−x is convex for x > 0 and (b) follows from the
Campbell theorem [33] by conditioning on D. Thus, it follows that
q(λi) ≤ 1− exp
(
−2λi pi(λi) β 2αψE
[
D20
])
= q(λi),
which renders us the lower bound on λ¯ǫ. That is, λi = sup{λ : q(λi) ≤ ǫ} and thus we have.
λi pi(λi) =
− ln(1− ǫ)
2β
2
α ψE [D20]
.
If ∆i(λi) = ρλ
2
α
i , then pi does not depend on λi and is a monotonically decreasing function of ρ.
Hence, there must exist a sufficiently small ρ such that pi is less than 12 . In this case, λi >
− ln(1−ǫ)
β
2
α ψE[D20]
,
which indicates the scaling result in (22). This completes the proof.
E. Proof of Theorem 4
The transmitters using DICAS are a homogeneous PPP which is given by
Πic = {Xj ∈ Πt : Tj = 1(HjD−αj ≥ ∆c(λic), H˜j∗D˜−αj∗ ≤ ∆i(λic)), ∀j ∈ N+},
where D˜j∗ , |Xj − Yj∗|. Using the result in the proof of Theorem 2, the outage probability of each
pair in Πic can be written as follows:
q(λic) = P[SIR(λic) < β|H0D−α0 ≥ ∆c(λic), H˜j∗D˜−αj∗ ≤ ∆i(λic)]
=
P[βI0 ≥ ∆c(λic)|H˜j∗D˜−αj∗ ≤ ∆i(λic)]
P[H0D
−α
0 ≥ ∆c(λic)]
P[∆c(λic) ≤ H0D−α0 < βI0|H˜j∗D˜−αj∗ ≤ ∆i(λic)].
Now, consider the transmitters in Πic are able to independently generate the interference at the reference
receiver that is greater or equal to ∆c(λic)/β, i.e. the point process formed by them can be written as
Πˆic = {Xj ∈ Πic : H˜j|Xj|−α ≥ ∆c(λic)/β}. (49)
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According to the result in the proof of Theorem 3, we can infer that Πˆic is a nonhomogeneous PPP
with the following density:
λˆic(r) = λicP[∆c(λic)/β ≤ H˜r−α]P[H˜∗D˜−α∗ ≤ ∆i(λic)]
= λice
−rα∆c(λic)/β
(
1− E[e−D˜α∗∆i(λic)]
)
. (50)
Thus, the lower bound on the probability P[I0 ≥ ∆c(λic)/β] can be calculated by 1−exp(−2π
∫∞
0
λˆic(r)rdr),
which can be carried out as follows
P[I0 ≥ ∆c(λic)/β] ≥ 1− exp
[
−λicβ 2αA(∆c(λic))(1− E[e−D˜α∗∆i(λic)])
]
.
Moreover, the probability P[∆c(λic) ≤ H0D−α0 < βI0|H˜j∗D˜−αj∗ ≤ ∆i(λic)] can be further written as
P[∆c(λic) ≤ H0D−α0 < βI0|H˜j∗D˜−αj∗ ≤ ∆i(λic)] = E
[
e−D
α
0∆c(λic)
]
−E
[
e−βD
α
0 max{βI0,∆c(λic)}
∣∣H˜j∗D˜−αj∗ ≤ ∆i(λic)]
= E
[
e−D
α
0∆c(λic)
]− E [e−λicpic(λic)β 2α ψD20−Dα0∆c(λic)]
= E
[
e−D
α
0∆c(λic)
] (
1− E
[
e−λicpic(λic)β
2
α ψD20
])
.
The lower bound on the outage probability is
q(λic) = [1− exp (−Aic)] (1−Bic).
Comparing the above result with the lower bound in (9a) in Theorem 2, we found that they are
exactly the same except the density term. The density term has been changed from λc to λicpic. Hence,
the upper bound on the outage probability here can be obtained by following the same steps in the
proof of Theorem 2 and it is exactly the same as the result in (9b) by replacing λc with λicpic(λic).
That is,
q(λic) =
[
1−
(
1− (α− 1)Aic
[(α− 1)− Aic]2
)+
e−Aic
]
(1− Bic).
Bounds on TC can be found by solving q(λic) = ǫ and q(λic) = ǫ for λic and λic, respectively.
F. Proof of Theorem 5
Here we only prove the lower bound since the proof for the upper bound is similar. The proof
consists of three parts. (i) First, we only consider the DCAS technique is adopted (i.e. DICAS with
∆i(λic) = 0) and find the lower bound on the outage probability as follows. According to the proof of
Theorem 2, the outage probability for DCAS with interference cancellation has the following identity:
q(λic) = P[βI
nc
0 ≥ ∆c(λic)]
(
1− E[e−βDα0 Inc0 ]) .
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Using the lower bound result in Theorem 1 and the Laplace transform of a shot-noise process [32],
[34], we can obtain
q(λic) ≥
(
1− exp
(
−2π
α
(
β
∆c(λic)
) 2
α
∫ ∞
0
λncic
(
α
√
βu
∆c(λic)
)
u
2
α
−1e−udu
))
·
(
1− E
[
exp
(
−2π
α
β
2
αD20
∫ ∞
0
λncic
(
D0
α
√
βt
) t 2α−1
(1 + t)
dt
)])
.
Let β˜ = β
1+β
and the density λncic in (33) can be simplified as
λncic (r) = λic
(
1− E
[
e−β˜r
αI0
]
E
[
e−β˜r
αH0D
−α
0
∣∣∣H0D−α0 ≥ ∆c(λic)])
= λic
(
1− exp
(
−πψλicβ˜ 2α r2 − β˜rα∆c(λic)
)
E
[
Dα0
Dα0 + β˜r
α
])
= λic − λcic(r).
Substituting the above result into the lower bound, it follows that
q(λic) ≥
(
1− exp
(
−Aic
λic
[
λic − 1
Γ( 2
α
)
∫ ∞
0
λcic
(
α
√
βu/∆c(λic)
)
u
2
α
−1e−udu
]))
·
(
1− E
[
exp
(
−β 2αψD20
[
λic − 1
Γ( 2
α
)Γ(1− 2
α
)
∫ ∞
0
λcic
(
D0
α
√
βt
) t 2α−1
(1 + t)
dt
])])
=
{
1− exp
(
−Aic
[
1− 1
λic
G
(
λcic;
α
2
)])}
·{
1− E
[
exp
(
−β 2αλicψD20
[
1− 1
λic
B
(
λcic;
α
2
, 1− α
2
)])]}
=
(
1− e−Aˆic
)
(1− Bˆic).
(ii) Secondly, we find the lower bound on the outage probability for the DIAS technique (i.e. DICAS
with ∆c(λic) = 0). According to the proof of Theorem 3, we know the PPP Πˆic in which any single
transmitter can cause outage at the reference receiver has the density λˆic(r) = λicpi(λic)E
[
βDα0
βDα0+r
α
]
.
Since the probability of a transmitter in Πncic is P
[
H˜k|Xk|−α
I0+H0D
−α
0
< β˜
]
, the cancelable part of λˆic(r) is
λˆcic(r) = λicpi(λic)E
[
βDα0
βDα0 + r
α
]
P
[
H˜kr
−α
I0 +H0D
−α
0
< β˜
]
= λicpi(λic)E
[
βDα0
βDα0 + r
α
]
E
[
Dα0
Dα0 + β˜r
α
]
e−πψβ˜
2
α r2λic .
Using λˆncic (r) = λˆic(r)− λˆcic(r) to find the average number of transmitters which are in the dominant
interference coverage and noncancelable, we can obtain the lower bound on q(λic) because λncic (r) >
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λˆncic (r). So it follows that
q(λci) = 1− exp
(
−2π
∫ ∞
0
λˆic(r)
[
1− λˆcic(r)/λˆic(r)
]
rdr
)
= 1− exp
(
−2π
∫ ∞
0
λicpi(λic)E
[
βDα0 r
βDα0 + r
α
](
1− E
[
Dα0
Dα0 + β˜r
α
]
e−πψβ˜
2
α r2λic
)
dr
)
(a)
= 1− exp
(
−2π
α
λicpi(λic)β
2
αE
[∫ ∞
0
D20 [1− h(t)]
t
2
α
−1
1 + t
dt
])
= 1− exp
(
−λicpi(λic)β 2αψE
[
D20
(
1− B
(
h(t);
α
2
, 1− α
2
))])
,
where (a) is obtained by doing variable change with t = rα
βDα0
and h(t) is given by
h(t) =
(
1
1 + tβ˜β
)
exp(D20(β˜βt)
2
αλic).
(iii) Since DIAS only reduces interference, the lower bound found in part (ii) indicates that the effect
of DIAS is to change the density of the interferers by multiplying it with pi(λic). Therefore, the lower
bound for the DICAS technique can be obtained by replacing λic in the lower bound found in part (i)
with λicpi(λic). This completes the proof.
ACKNOWLEDGEMENT
The authors would like to thank Dr. R. K. Ganti and Prof. S. Shakkottai for their suggestions and
comments on this work.
REFERENCES
[1] A. J. Goldmith and P. P. Varaiya, “Capacity of fading channels with channel side information,” IEEE Trans. Inf. Theory, vol. 43,
no. 11, pp. 1986–1992, Nov. 1997.
[2] R. Knopp and P. Humblet, “Information capacity and power control in single-cell multiuser communication,” in IEEE International
Conference on Communications, Jun. 1995, pp. 331–335.
[3] L. Li and A. J. Goldsmith, “Capacity and optimal resource allocation for fading broadcast channels-Part I: Ergodic capacity,” IEEE
Trans. Inf. Theory, vol. 47, no. 3, pp. 1083–1102, Mar. 2001.
[4] S. Ramakrishna and J. M. Holtzman, “A scheme for throughput maximization in a dual-class CDMA system,” IEEE J. Sel. Areas
Commun., vol. 16, no. 6, pp. 830–844, Aug. 1998.
[5] F. P. Kelly, A. K. Maulloo, and D. K. H. Tan, “Rate control in communication networks: shadow price, propotinal fairness and
stability,” Journal of Operational Research Society, vol. 49, pp. 237–252, 1998.
[6] S. Lu, V. Bharghavan, and R. Srikant, “Fair scheduling in wireless paket networks,” IEEE/ACM Trans. Netw., vol. 7, no. 4, pp.
473–489, Aug. 1999.
[7] X. Li, E. K. P. Chong, and N. B. Shroff, “Opportunistic transmission scheduling with resource-sharing constraints in wireless
networks,” IEEE J. Sel. Areas Commun., vol. 19, no. 10, pp. 2053–2064, Oct. 2001.
[8] J.-W. Cho, J. Mo, and S. Chong, “Joint network-wide opportunistic scheduling and power control in multi-cell networks,” IEEE
Trans. Wireless Commun., vol. 8, no. 3, pp. 1520–1531, Mar. 2009.
32
[9] S. Weber, X. Yang, J. G. Andrews, and G. de Veciana, “Transmission capacity of wireless ad hoc networks with outage constraints,”
IEEE Trans. Inf. Theory, vol. 51, no. 12, pp. 4091–4102, Dec. 2005.
[10] S. Weber, J. G. Andrews, and N. Jindal, “An overview of the transmission capacity of wireless networks,” IEEE Trans. Commun.,
vol. 56, no. 12, pp. 3593–3604, Dec. 2010.
[11] M. Andrews, K. Kumaran, K. Ramanan, A. Stolyar, P. Whiting, and R. Vijayakumar, “Providing quality of service over a shared
wireless link,” IEEE Commun. Mag., vol. 39, no. 2, pp. 150–154, Feb. 2001.
[12] P. Viswanath, D. N. Tse, and R. Laroia, “Opportunistic beamforming using dumb antennas,” IEEE Trans. Inf. Theory, vol. 48,
no. 6, pp. 1277–1294, Jun. 2002.
[13] X. Li, E. K. P. Chong, and N. B. Shroff, “A framework for opportunistic scheduling in wireless networks,” Computer Networks,
Elsevier, vol. 41, no. 3, pp. 451–474, Mar. 2003.
[14] S. Borst, “User-level performance of channel-aware scheduling algorithms in wireless data networks,” IEEE/ACM Trans. Netw.,
vol. 13, no. 3, pp. 636–647, Jun. 2005.
[15] M. J. Neely, “Super-fast delay tradeoffs for utility optimal fair scheduling in wireless networks,” IEEE J. Sel. Areas Commun.,
vol. 24, no. 8, pp. 1489–1501, Aug. 2006.
[16] S. Weber, J. G. Andrews, and N. Jindal, “The effect of fading, channel inversion, and threshold scheduling in ad hoc networks,”
IEEE Trans. Inf. Theory, vol. 53, no. 11, pp. 4127–4149, Nov. 2007.
[17] F. Baccelli, B. Blaszczyszyn, and P. Mu¨hlethaler, “Stochastic analysis of spatial and opportunistic Aloha,” IEEE J. Sel. Areas
Commun., vol. 27, no. 7, pp. 1105–1119, Sep. 2009.
[18] Q. Zhang, Q. Chen, F. Yang, X. Shen, and Z. Niu, “Cooperative and opportunistic transmission for wireless ad hoc networks,”
IEEE Network, pp. 14–20, Feb. 2007.
[19] D. Zheng, M.-O. Pun, W. Ge, J. Zhang, and H. V. Poor, “Distributed opportunistic scheduling for ad hoc communications with
imperfect channel information,” IEEE Trans. Wireless Commun., vol. 7, no. 12, pp. 5450–5460, Dec. 2008.
[20] C. T. P. S., J. Zhang, M.-O. Pun, H. V. Poor, and D. Zheng, “Distributed opportunistic scheduling with two-level probing,”
IEEE/ACM Trans. Netw., vol. 18, no. 5, pp. 1464–1477, Oct. 2010.
[21] D. Zheng, W. Ge, and J. Zhang, “Distributed opportunistic scheduling for ad-hoc network with random access: an optimal stopping
approach,” IEEE Trans. Inf. Theory, vol. 55, no. 1, pp. 205–222, Jan. 2009.
[22] S.-S. Tan, D. Zheng, J. Zhang, and J. Zeidler, “Distributed opportunistic scheduling for ad-hoc communications under delay
constraints,” in IEEE INFOCOM, Apr. 2010.
[23] Y. Kim, F. Baccelli, and G. de Veciana, “Spatial reuse and fairness of mobile ad-hoc networks with channel-aware CSMA protocols,”
in IEEE workshop on Spatial Stochastic Models for Wireless Networks, May 2011.
[24] X. Wu, S. Tavildar, S. Shakkottai, T. Richardson, J. Li, R. Laroia, and A. Jovicic, “Spatial reuse and fairness of mobile ad-hoc
networks with channel-aware csma protocols,” in Allerton conference on communication, control and computing, Sep. 2010.
[25] F. Baccelli, J. Li, T. Richardson, S. Shakkottai, S. Subramanian, and X. Wu, “On optimizing CSMA for wide area ad-hoc networks,”
in IEEE workshop on Spatial Stochastic Models for Wireless Networks, May 2011.
[26] N. Jindal, S. Weber, and J. G. Andrews, “Fractional power control for decentralized wireless networks,” IEEE Trans. Wireless
Commun., vol. 7, no. 12, pp. 5482–5492, Dec. 2008.
[27] E. S. Sousa, “Interference modeling in a direct-sequence spread-spectrum packet radio network,” IEEE Trans. Commun., vol. 38,
no. 9, pp. 1475–1482, Sep. 1990.
[28] E. S. Sousa and J. A. Silvester, “Optimum transmission ranges in a direct-sequence spread-spectrum multihop packet radio network,”
IEEE J. Sel. Areas Commun., vol. 8, no. 5, pp. 762–771, Jun. 1990.
[29] S. B. Lowen and M. C. Teich, “Power-law shot noise,” IEEE Trans. Inf. Theory, vol. 36, no. 6, pp. 1302–1318, Sep. 1990.
[30] E. S. Sousa, “Performance of a spread spectrum packet radio network link on a poisson field of interferers,” IEEE Trans. Inf.
Theory, vol. 38, no. 6, pp. 1743–1754, Nov. 1992.
33
[31] J. Ilow and D. Hatzinakos, “Analytic alpha-stable noise modeling in a poisson field of interferers or scatterers,” IEEE Trans. Signal
Process., vol. 46, no. 6, pp. 1601–1611, Jun. 1998.
[32] M. Haenggi, J. G. Andrews, F. Baccelli, O. Dousse, and M. Franceschetti, “Stochastic geometry and random graphs for the analysis
and design of wireless networks,” IEEE J. Sel. Areas Commun., vol. 27, pp. 1029–1046, Sep. 2009.
[33] D. Stoyan, W. Kendall, and J. Mecke, Stochastic Geometry and Its Applications, 2nd ed. John Wiley and Sons, Inc., 1996.
[34] F. Baccelli and B. Błaszczyszyn, Stochastic Geometry and Wireless Networks (Vol. I : Theory). Now Publishers: Foundations
and Trends in Networking, 2010.
[35] F. Baccelli, B. Blaszczyszyn, and P. Mu¨hlethaler, “An Aloha protocol for multihop mobile wireless networks,” IEEE Trans. Inf.
Theory, vol. 52, no. 2, pp. 421–436, Feb. 2006.
X0
Y0
D0
Xj
Yj
Dj
Idle TX
Active TX
RX
Interference
Channel
Communication
Channel 
Fig. 1. The network model: All transmitters form a homogeneous PPP with certain density. Red and black triangles represent
active transmitters and idle transmitters, respectively. Receiver Y0 located at the origin is called reference receiver and its
transmitter X0 is called reference transmitter.
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Fig. 2. A schematic explanation for the three proposed DOS techniques: The communication channel of the X0 − Y0 pair is the
solid arrow and its fading channel gain is denoted by H0D−α0 . All other dashed arrows stand for interference channels, and H˜∗D˜−α∗
represents the channel gain of the interference channel from transmitter X0 to its nearest unintended receiver.
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Fig. 3. The simulation results of TC for the DCAS technique with different ∆c(λc). The network parameters for simulation are:
α = 4, β = 2, ∆c = λ
γ
c and D = 8m.
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Fig. 4. The simulation results of TC for the DIAS technique with different ∆i(λi). The network parameters for simulation are: α = 4,
β = 2 and D0 = 8m.
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Fig. 5. The simulation results of TC for the DCAS, DIAS and DICAS techniques. The network parameters for simulation are: α = 4,
β = 2, D0 = 8m, ∆c(λic) = λic and ∆i(λic) = λ0.6ic .
