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The average number of distinct block sizes in a partition of a set of n elements is 
asymptotic to e logn as n + co. In addition, almost all partitions have 
approximately e log n distinct block sizes. This is in striking contrast to the fact that 
the average total number of blocks in a partition is -n(log n) -’ as n + co. 0 1985 
Academic Press, Inc. 
1. INTRODUCTION 
A recent paper of H. Wilf [6] compares the number of distinct part sizes 
to the total number of parts in various combinatorial partition problems. It 
is well known and easy to prove that the average number of cycles of a per- 
mutation on n symbols is 
logn+y+o(l) as n-+co: 
where y = 0.577... denotes Euler’s constant. Wilf showed that the average 
number of distinct cycle sizes in a permutation on n letters is 
where 
logn+y-Q+o(l) as n+oO, 
Q = f v c(n) = 0.65981... . 
n=2 n. 
Thus in this case the numbers of parts and part sizes are almost the same. 
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The average number of parts in a partition of an integer n is known to be 
c31 
~-‘(3/2)-~n”~logn as n-tco. 
Wilf showed that the average number of distinct part sizes in a partition of 
n is 
wn-‘6i/2nli2 as n-,co. 
Thus in this case the numbers of parts and of part sizes grow at slightly dif- 
ferent rates. 
The number of partitions of a set of n elements into k subsets is given by 
S(n, k), the Stirling numbers of the second kind. The asymptotics of the 
S(n, k) were known already to Laplace (see [l, 51 for extensive 
bibliographies), and it follows from these asymptotic estimates that the 
average number of blocks in a partition of an n-element set is 
n 
-log 
as n-+co. 
(Wilf has pointed out that this result can also be derived from the 
asymptotics of the Bell numbers and the recurrence for the Stirling num- 
bers.) Wilf [6] derived a generating function for B(n, k), the number of 
partitions of an n-element set with exactly k distinct block sizes, but he left 
open the problem of estimating b(n), the average number of distinct block 
sizes. In this paper we present two proofs that 
b(n)-e logn as n-+co. 
Thus in this case there is a great difference between number of parts and 
part sizes. We also indicate how both our proofs can be easily adapted to 
show that most of the time the number of distinct part sizes is very close to 
e log n (i.e., the normal order is e log n). The first proof is entirely self-con- 
tained apart from using the well-known formula for the asymptotics of the 
Bell numbers. The second proof relies on the general result of Hayman [4] 
about Taylor series coefficients of analytic functions. 
In Section 2 we rederive Wilfs formula for the generating function of the 
B(n, k). Our proofs are then presented in Sections 3 and 4. With additional 
work it might be possible to obtain the complete distribution function of 
the B(n, k). 
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2. GENERATING FUNCTIONS AND PRELIMINARIES 
We let B(n, k) denote the number of partitions of an n-element set that 
have exactly k distinct sizes of blocks, and we let 
B(n) = i B(n, k) 
k=l 
be the nth Bell number, the total number of partitions. (We remark in 
passing that B(n, k) = 0 for k larger than approximately (2n)“*, which 
immediately indicates that the average numbers of blocks and block sizes 
have to be very different.) 
Wilt’s generating function for the B(n, k), which he derives from his more 
general results [6], is 
F(x,y)= 1 Jy 
n,k>O ’ 
x’Y*=~, {l+.+v($J-I)}. (2.1) 
To prove it, we expand each of the exponentials on the right side of (2.1), 
and expand the product. We find that the coefficient of n!x”yk in the 
resulting expansion is 
(2.2) 
where the sum is over choices of 1, ,..., I, > 0, m 1 ,..., mk > 0, C l,m, = n. But 
each of the summands in (2.2) is the number of ways of choosing Ii blocks 
of size mi from a set of n elements when the order of the blocks is 
irrelevant, which proves (2.1). 
Setting y = 1 in (2.1) gives 
F(x, 1) = .Fo T x” = exp(e” - 1 ), (2.3) 
the well-known generating function for the Bell numbers. 
Define 
B,(n) = 1 kB(n, k), 
B,(n) = 1 k*B(n, k). 
Then 
(2.4) 
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and similarly 
- $, (I-exp(-$))y (2.5) 
To prove our result about the average number of block sizes, we will 
show that 
b(n) = B,(n) --e log n 
B(n) 
as n+co. 
To prove the result about normal order, it is sufficient to show that 
B,(n) 
B(n)- (2.7) 
since then the claimed result follows from Chebyshev’s inequality. We do 
not present the details of the proof of (2.7), since they are analogous to the 
proofs of (2.6), although more involved. 
Before proceeding to the proofs, we recall the symptotic expansion of the 
Bell numbers (more precise results are known; see [2]): 
n+l 
--(n+ 1) logu,-i 24,+0(l) 
un 
as n -+ co, (2.8) 
where u, is the unique positive root of 
u,e”“=n+ 1, (2.9) 
so that 
u,=logn-loglogn+O 
log log n ( ) logn ’ 
This result is obtained by using Cauchy’s formula 
(2.10) 
B(n) 1 -=- 
n! 27Cn! s 
F(z, 1) z-“- l dz 
I=,= U 
with u=u,. 
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3. FIRST PRWJF 
This proof shows, in essence, that the coefficient of zn in the Taylor series 
of 
fk(z)=ee’-l(l -e-zw) (3.1) 
is approximately B(n)/n! for k Q e log n and is negligible for k > e log n. 
First we make some preliminary observations. Since for k z 1 
e’- 1 = f zn/n!, (3.2) 
n=l 
e’ - 1 - zk/k! = c z”/n!, 
n=l 
nfk 
(3.3) 
both have Taylor series coefficients that are > 0, we have for any z E C, 
le’-- 1 -zk/k!I <el’l- 1 - Izlk/k!. (3.4) 
Similarly, since the Taylor coefhcients of (3.3) are >O and less than or 
equal to those of (3.2), if 
cm 
then 
exp(e’- 1 -zk/k!) = c b(k, m) zm, 
m=l 
(3.5) 
and 
0 < b(k, m) < B(m)/m!, 
1 .hkb)i <fk( IzI 1. 
(3.6) 
We now proceed to the main part of the proof. Fix any EE (0, 10 P3). 
Consider k < (e-e) log n, where n is taken sufhciently large (depending 
only on E). The coefficient of z n in fk(z) is B(n) - b(k, n). By Cauchy’s 
theorem, 
exp(e’- 1 - zk/k!) z -‘- ’ dz, 
48 
and so by (3.4) 
b(k, n) G un” ,yzx lexp(e’- 1 - zk/k!)l 
% 
= exp(e”’ - l-z&k!-n logu,) 
y/5&!)-’ ( ) p(l B n ex ogu,+u,/2-ui/k!+o(l)) 
<(n!)-’ B(n) exp(-u,/4+o(l)) as n+oo, 
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since for 1 < k < (e - E) log n, uz/k! > U, (for n large enough). Therefore the 
coefficient of z” in the expansion of 
1 fk(Z)=ee~-l c (lMe-=klk!) 
k < (e ~ &)logn k < (P - c)logn 
is 
-(e-c)(n!)-’ B(n) logn as n-co. (3.7) 
Also, the corresponding coefficient for the range 
I; --)s) log n d k < (e + E) log n is in the range [O, 2s(n!)-’ B(n) log n] by 
. . 
It remains to deal with k > (e + E) log n. If k > 100~-~ log n, then by 
Stirling’s formula, on Iz( = U, we have 
and therefore 
If&)l 6 exp(e”n-- 1 - 2k). 
If (e+s) logn<k< 100~~’ logn, then on (zl =u,, 
km 
1 -e-.k/k!= 
c 
50logn 
1 <m$ lOOc’k-‘logn 
(-l)“-‘&p+O(e- 1. 
Hence the coefficient of z” in the Taylor expansion of 
1 fkb) 
k>(e+e)logn 
is 
1 
2% ,z,=u, 
1 { c .hk~z)}z+dz 
k > (e + &)logn 
= c 
k>(e+E)iogn 
‘“my”“‘” ‘,;y &. \,,=_ eP-IZkm-n-l dz 
WI=1 
k< lC+W1logn 
+ O(e exp(u,) - Slogn- nlogu, ), (3.8) 
and the last term above is 
582a/38/2-5 
(3.9) 
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Again by Cauchy’s theorem 
e e’-lZkm-n-1 ,=_B@-km) 
(n-km)! ’ 
We now conclude the proof by showing that 
B(n - km) 
(k!)” (n-km)! 
(3.10) 
is small when compared to B(n)/n! (and (e + E) log n <k < 100~~ 1 log n, 
1 <rn< lOOs-‘, say). 
Suppose that (e + E) log n d u < 104s - * log n. Then by (2.8), 
log 
B(n-u)n! n+l n-v+1 
B(n)(n-o)!= -u,+ u,_, 
+(n+l)logu,-(n-u+l)logu,-, 
+ u,/2-U,-,/2+0(l). 
Now by (2.10), 
V 
u,-,=u,--v/n+0 - , ( ) n logn 
so 
B(n - 0) n! 
log B(n)(n - u)! 
=(n+l)(;;1;-;t;);;uIT+(n+l)log~ 
+v logu,-“+0(l) 
=o logu,+O(l). 
Since for n sufficiently large, and k > (e + E) log n, 
log(k!)” 3 m[k log k - (1 + c/lOO)k], 
we finally obtain 
1% B(n-km)n! k!“B(n)(n - km)! <km logu,-mk logk+(l+~/lOO)km+0(l) 
<km[loglogn+o(l)-log(e+a)-loglogn 
+(l+E/lOO)]+o(l) 
< -ckm/lOO0< -&lop3 logn. 
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Therefore 
(lOo-‘logn)/k (_ I)“- 1 
c c 
k>(e+&)logn m=l 
k < 100~ - ’ logn 
=o -n 
( 
B(n) -E/2000 
n! I 
It follows from (3.7)-(3.11) that 
4(n) --e log n 
B(n) 
as n-+03, 
which completes our first proof. 
4. SECOND PROOF 
We now prove our estimate using Hayman’s results [4] concerning 
admissible functions. A function f(z) is said to be admissible if (we need 
only consider the case f entire) with 
a(v)=u f’(v)=dlogf(4 
f(u) d log v ’ 
b(v) = us’(u) = d* logf(v)=v f’(u) f v * 
d* log u 
v 
f(u) 
the following three conditions hold; 
(I) for some function 6(v) with 0 <S(u) < rc, 
f(ue’O)‘Vf(v) eiOdu)-@b(t~)/*, as v+oo, 
uniformly for 18) < 6(v), while 
(II) uniformly for 6(v) < 101 <n 
fb3 = o(f(u)/J% as u+cc 
and finally 
(III) b(u) -+ cc as u--f 00. 
LEMMA 1. The function 
f(z)=es-1 f (1 -,-.W!) 
is admissible. 
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ProojI The proof that (III) holds is immediate, since it is easily seen 
that b(v) N u*e” as u + co for this function. 
We now establish that (II) holds for 6(v) = 2 exp( -2u/5). Let m, = m,,(u) 
be the largest integer such that 
m 
K>V 
m!’ 
for m<mO. 
We note that mo-eu as u + co. The argument of Section 3 shows that for 
m<m,, u= 121, 
(exp(e’ - 1 - z”/m!l < exp(e” - 1 - urn/m!) < exp(e” - 1 - u). 
Furthermore, if z = ueie, 6(u) = 101 < rc, then for large enough u, 
Re e- = euCose cos(u sin 0) < exp(u cos 6(u)) 
Q exp(u( 1 - fS(u)*)) 
< exp(v( 1 - e-4”‘5)) < e” - ue”/5, 
so 
lexp(e’- 1)j dexp(e”- 1 - ve”I’). 
Therefore for m d m,, z = veiO, 6(u) < 181 <n, 
Jexp(e’- l)-exp(e’- 1 -.F/m!)l <exp(e”- l)(exp(-ue”/5)+exp(-u)) 
6 2 exp(e” - 1 -u). (4.1) 
Moreover for m 2 m,, Izl”/m! <u, so 
lexp(e’- 1 -z”/m!)( 6 (exp(e’- 1)1 exp(u), 
and thus 
lexp(e’- I)(1 -exp(-z”/m!)l<2exp(e”- 1 +u-ueU”). (4.2) 
Finally, if m 2 u*, then 
Zrn I I m !  =O(e-Y, (4.3) 
and so 
lexp(e’ - l)( 1 - exp( -z”/m!))l = O(exp(e” - m)). (4.4) 
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Applying (4.1) for m <mot (4.2) for m, < m < v2, and (4.3) for m 2 v2, we 
obtain 
exp(e’- 1) 1 (1 - exp( -Y/m!)) = O(exp(e” - v)), 
m 
which establishes (II). 
To complete the proof of the lemma, we need to show that (I) holds. 
Since 
exp(e’“‘8 - l)-exp(e”- 1 + i&(v)-8%(v)/2) 
as v + co, uniformly for 18) 6 6(v), it will suffice to show that if 
g(z)=1 (1 -exp(-z”/m!)), 
m 
then in that same range for 8, 
&)-g(v) as v+co. (4.5) 
This part of the proof uses arguments similar to those of Section 3. 
Fix E > 0. For m < (e - E)V, 101 <6(v), z = veiB, 
Re(z”‘/m!)=(m!)-‘v”cosmtl>~(m!)-lvm~e~~’lo 
for large 0, so 
1 -exp( -P/m!) = 1 + O(eCE”), (4.6) 
where the constant implied by the O-notation depends only on E. Also, for 
m>(e+E)v, 
zm urn 
I I 
- =-<e - m/l0 
m! m! 
for large v, so 
1 - expf -z”/m!) = O(e-““O). 
Finally, for (e - E)V <m ,< (e + E)V, 
Rez”=v” cosm0>0, 
so 
lexp( -z”/m!)l < 1 
(4.7) 
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and 
I1 -exp(-z”/m!)j <2. (4.8) 
Combining (4.5)-(4.7), we find that for 181 <6(v), 
g(ve”) = ev + O(log v). 
Since this holds for all E> 0, we obtain (4.5), and in fact even the more 
precise statement that 
g( ue”) - ev (4.9) 
as u + co, uniformly for 101 < 6(v). fi 
We can now prove our result by applying Theorem I of [S], which gives 
(using (4.9)) 
where u, is defined by a(~,) = n. Theorem I of [4] also implies that 
B(n) exp( eU” - 1) 
n!- u: J2n(u, + z(j) exp(u,)’ 
where U, is defined by (2.9). Stirling’s formula implies that 
a(v,)=v,e”“+ f ((m-l)!)-’ v;exp(--u;/m!) g(r,)-’ 
m=l (4.10) 
= u,e’:” + O(vnp ‘I2 + “). 
Next, (2.9) and (4.10) show that 
(v, - 24,) e”” + u,(e”n - eU”) = O(un- ‘/* +&), 
hence 
v, - 24, = O(e-“V;‘/2+E). 
This implies that 
exp( e”n) = exp( eU” + O( v; ‘I2 + “)) = exp(e”n)( 1 + O(u; l12+&)), 
vz = ui( 1 + O(e ~ “n)), 
BLOCK SIZES IN PARTITIONS OF A SET 
and that 
b(u,) = (24, + 24:) e”“( 1 + O(e-“n)). 
Finally, we find that 
181 
B,(n) B(n) --eu --eu, y-(e logn) y, 
n! n n! . 
which is our result. 
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