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ON A QUESTION OF KU¨LSHAMMER FOR HOMOMORPHISMS OF
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Abstract. Let G be a linear algebraic group over an algebraically closed field of charac-
teristic p ≥ 0. We show that if H1 and H2 are connected subgroups of G such that H1
and H2 have a common maximal unipotent subgroup and H1/Ru(H1) and H2/Ru(H2) are
semisimple, then H1 and H2 are G-conjugate. Moreover, we show that if H is a semisimple
linear algebraic group with maximal unipotent subgroup U then for any algebraic group ho-
momorphism σ : U → G, there are only finitely many G-conjugacy classes of algebraic group
homomorphisms ρ : H → G such that ρ|U is G-conjugate to σ. This answers an analogue
for connected algebraic groups of a question of B. Ku¨lshammer.
In Ku¨lshammer’s original question, H is replaced by a finite group and U by a Sylow
p-subgroup of H; the answer is then known to be no in general. We obtain some results in
the general case when H is non-connected and has positive dimension. Along the way, we
prove existence and conjugacy results for maximal unipotent subgroups of non-connected
linear algebraic groups. When G is reductive, we formulate Ku¨lshammer’s question and
related conjugacy problems in terms of the nonabelian 1-cohomology of unipotent radicals
of parabolic subgroups of G, and we give some applications of this cohomological approach.
In particular, we analyse the case when G is a semisimple group of rank 2.
1. Introduction
Let G be a linear algebraic group over an algebraically closed field k. A fundamental
problem is to describe the subgroup structure of G. Much effort has been put into doing
this when G is simple (see [12], [14], [27], [28], for example). We prove the following result
concerning subgroups of an arbitrary G.
Theorem 1.1. Let H1 and H2 be connected subgroups of G such that Ru(H1) = Ru(H2) and
H1/Ru(H1) and H2/Ru(H2) are semisimple. Suppose H1 and H2 have a common maximal
unipotent subgroup U . Then H1 and H2 are NG(U)-conjugate.
Here NG(U) denotes the normaliser of U in G and Ru(M) denotes the unipotent radical of
M .
Given another linear algebraic group H, we define a representation of H in G to be
a homomorphism of algebraic groups from H to G; we denote by Hom(H,G) the set of
representations of H in G. We say that ρ ∈ Hom(H,G) is faithful if ρ is injective. If
M ≤ G then M acts on Hom(H,G) by (m · ρ)(h) = mρ(h)m−1 for h ∈ H, ρ ∈ Hom(H,G)
and m ∈ M ; we call the orbits M-conjugacy classes. The image of a representation is
a subgroup, so understanding subgroups helps us to understand representations (and vice
versa). Here is a counterpart to Theorem 1.1 in terms of representations.
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Theorem 1.2. Suppose H is connected and H/Ru(H) is semisimple, and let U be a maximal
unipotent subgroup of H. If ρ1, ρ2 : H → G are representations such that ρ1|U = ρ2|U then
ρ1 and ρ2 are CG(ρ1(U))-conjugate.
(Here CG(ρ1(U)) denotes the centraliser of ρ1(U) in G.)
These results were inspired by work of Burkhard Ku¨lshammer [11], which we briefly discuss
now. It is well known that if G is reductive, F is a finite group and either char(k) = 0 or
char(k) > 0 and |F | is coprime to char(k), then Hom(F,G) is a finite union of G-conjugacy
classes (see [25, I.4, Thm. 2] and Lemma 4.8). Now suppose char(k) = p > 0. If p divides |F |
then simple examples show that Hom(F,G) can contain infinitely many G-conjugacy classes
(see [2, Sec. 1], for example). To obtain a useful finiteness result, one needs to impose extra
restrictions. Let Fp be a Sylow p-subgroup of F . Ku¨lshammer asked whether there are only
finitely many G-conjugacy classes of representations ρ ∈ Hom(F,G) such that ρ|Fp lies in a
fixed G-conjugacy class [11, Sec. 2]. We give a version of this question that applies to an
arbitrary linear algebraic group H.
Question 1.3. Let U be a maximal unipotent subgroup of H. Is it true that for all σ ∈
Hom(U,G), there are only finitely many G-conjugacy classes of representations ρ ∈ Hom(H,G)
such that ρ|U is G-conjugate to σ?
Theorem 1.2 shows that the answer is yes if H is semisimple—in fact, in this case ρ is unique
up to G-conjugacy if it exists. Note that maximal unipotent subgroups of H exist and are
unique up to conjugacy; this is well known when H is connected, and we give a proof below
in the non-connected case (Proposition 3.2). Because of this, it is easily seen that the answer
to Question 1.3 for a given pair (G,H) does not depend on the choice of U . If H is finite
and char(k) = p > 0 then maximal unipotent subgroups of H are the same as Sylow p-
subgroups of H (see Proposition 3.2(a)), so we recover Ku¨lshammer’s original question. Our
formulation of the question makes sense in characteristic 0 as well.
Assume for the rest of the paragraph that H is finite and p > 0. Ku¨lshammer proved
using a straightforward representation-theoretic argument that the answer to Question 1.3
is yes when G = GLn(k) [11, Sec. 2]. Slodowy showed that the answer is yes for connected
reductive G when p is a good prime for G [25, I.5, Thm. 3]: one embeds G in some GLn(k)
and studies the behavior of the induced map Hom(H,G) → Hom(H,GLn(k)), applying a
celebrated geometric argument of Richardson [21, Sec. 3]. In particular, the answer is yes
for any p > 0 if every simple component of G is of type A. On the other hand, an example
of Cram shows that the answer is no for H = S3, p = 2 and G a certain 3-dimensional non-
connected group with G0 unipotent [5]. Bate, Ro¨hrle and the second author recently gave an
example for G simple of type G2 in characteristic 2 for which the answer is no [2]. Uchiyama
has constructed further such examples for G of type E6, E7 and E8 in characteristic 2 [30,
Sec. 3], [31, Sec. 6.1].
Now suppose H is connected and positive-dimensional. If H has a nontrivial torus as a
quotient and G contains a nontrivial torus S then the answer to Question 1.3 is no. For
just take a nontrivial representation ρ : H → S; it is easily seen that the representations
ρn : H → G defined by ρn(h) = ρ(h)n for n ∈ N are pairwise non-G-conjugate. Note that
ρn|U is the trivial representation for each n, so the conclusion of Theorem 1.2 fails. This
is the reason for the semisimplicity hypothesis in Theorems 1.1 and 1.2 (and elsewhere in
the paper). By a similar argument, if G contains a torus of dimension at least 2 then
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Theorem 1.1 can fail without the semisimplicity assumption on H0. But under suitable
hypotheses, Theorem 1.2 is a stepping stone which lets us extend results from the case
when H is finite to the case when H has positive dimension (cf. the paragraph following
Theorem 1.4 below).
The proofs of Theorems 1.1 and 1.2 are quite short; they are based on geometric invariant
theory and standard structure theory of linear algebraic groups. In some of the subsequent
results, the theory of G-complete reducibility is important. Recall [1] that if G is connected
and reductive then a subgroup H of G is said to be G-completely reducible (G-cr) if whenever
H is contained in a parabolic subgroup P of G, H is contained in a Levi subgroup of P (see
Section 2 for the definition when G is non-connected). We say a representation of H in G is
G-cr if its image is G-cr. We obtain a result for non-connected groups as well if we restrict
ourselves to G-cr representations:
Theorem 1.4. Let G be reductive, and suppose H0/Ru(H) is semisimple. Let U be a
maximal unipotent subgroup of H and let σ ∈ Hom(U,G). Then there are only finitely many
G-conjugacy classes of G-cr representations ρ ∈ Hom(H,G) such that ρ|U is G-conjugate to
σ.
In the special case when H is finite and G is reductive, Theorem 2.7 shows that there are
only finitely many G-conjugacy classes of G-cr representations of H in G. The proof of
Theorem 1.4 rests on an argument that combines this special case with Theorem 1.2. A
similar argument also allows us to settle the characteristic 0 case:
Theorem 1.5. Suppose char(k) = 0 and H0/Ru(H) is semisimple. Then the answer to
Question 1.3 is yes for H.
An important tool for studying subgroups of, and representations into, a reductive group
G is nonabelian 1-cohomology. Let ρ ∈ Hom(H,G) and let P be a parabolic subgroup
of G such that ρ(H) ⊆ P . Then representations near ρ in an appropriate sense can be
understood in terms of a certain nonabelian 1-cohomology H1(H,V ), where V = Ru(P ) (see
Section 5). In particular, if H1(H,V ) vanishes then ρ(H) is V -conjugate to a subgroup of a
Levi subgroup L of P . Liebeck and Seitz used this idea to prove results about G-complete
reducibility for G simple and of exceptional type when p is not too small [12]. Stewart
investigated (non-)G-completely reducible subgroups for small p [27], [28] and proved some
general results about the behaviour of the first- and higher nonabelian cohomologies of V
[29].
In our setting we have an extra ingredient: restricting ρ to a maximal unipotent subgroup
U of H gives rise to a map of 1-cohomologies H1(H,V ) → H1(U, V ), and the fibres of this
map give us information relevant to Question 1.3. In Section 5 we study this construction
and give a cohomological criterion (Theorem 5.7) which in some cases helps to show that
Question 1.3 has positive answer—see Section 6 and Theorem 7.1.
The paper is set out as follows. In Section 2 we give some preliminary results on algebraic
groups and their actions, and in Section 3 we study maximal unipotent subgroups of non-
connected groups. We prove Theorems 1.1, 1.2, 1.4 and 1.5 in Section 4 (for the latter
two, see Theorems 4.14 and 4.6, respectively). In Section 5 we describe our cohomological
approach and in Section 6 we give some applications of it. In Section 7 we study groups of
semisimple rank 2.
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2. Preliminaries
We fix an algebraically closed field k of characteristic p ≥ 0. All varieties and algebraic
groups are defined over k and are affine unless otherwise stated; in particular, all algebraic
groups are linear. By a subgroup of an algebraic group we mean a closed subgroup, and
homomorphisms of algebraic groups are understood to be morphisms of varieties. We assume
G and H are possibly non-connected algebraic groups over k. We allow reductive algebraic
groups to be non-connected, but we take simple and semisimple algebraic groups to be
connected by definition. If h ∈ H then we denote by hs and hu the semisimple and unipotent
part of h, respectively. Given A1, A2 ⊆ H, we write A1A2 for the product {a1a2 | a1 ∈
A1, a2 ∈ A2}. If m ∈ N then we denote by Cm the cyclic group of order m and by D2m the
dihedral group of order 2m.
By an action of H on a variety X, we mean a morphism of varieties H ×X → X that is a
left action of H on X. Given such an action and given x ∈ X, we denote by H · x the orbit
of x and by Hx the stabiliser of x.
Recall that H is said to be linearly reductive if every rational representation of H is
completely reducible. If p = 0 then H is linearly reductive if and only if H is reductive,
while if p > 0 then H is linearly reductive if and only if every element of H is semisimple if
and only if H0 is a torus and |H : H0| is coprime to p (see [18]).
If G is reductive, T is a maximal torus of G and M is a T -stable subgroup of G then we
denote by ΦT (M) the set of roots of M with respect to T . If α ∈ Φ then we denote by Uα
the corresponding root group and by Gα the rank 1 semisimple group 〈Uα ∪ U−α〉.
To simplify the statement of our results, we adopt the following convention: if p = 0
then by a finite p-group we mean the trivial group, and by a Sylow p-subgroup of a finite
group we mean the trivial subgroup. Note that unipotent groups are always connected in
characteristic 0 (cf. [7, Ex. 15.11]).
By a maximal unipotent subgroup of H, we mean a unipotent subgroup U—not necessarily
proper—that is maximal with respect to inclusion (so U = H if H is unipotent). If H is
connected then the structure of maximal unipotent subgroups is well known: it follows from
[7, 30.4] that every unipotent subgroup of H is contained in a Borel subgroup of H (this
is proved for reductive H in loc. cit., but the general case follows easily). It now follows
from [7, 19.3 Thm.(a) and 21.3, Cor. A] that the maximal unipotent subgroups of connected
H are precisely the unipotent radicals of the Borel subgroups of H, they are unique up to
conjugacy and they are connected; moreover, we see that every unipotent subgroup of H is
contained in a maximal unipotent subgroup. In Section 3, we establish analogous results for
non-connected H.
Definition 2.1. We say that (G,H) is a Ku¨lshammer pair if Question 1.3 has positive answer
for G and H. We say that G has the Ku¨lshammer property if (G,H) is a Ku¨lshammer pair
for every H such that H0/Ru(H) is semisimple.
Remark 2.2. If H is finite then any function f : H → G is automatically a morphism of
varieties. It follows in this case that if two algebraic groups G1 and G2 are isomorphic as
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abstract groups then (G1, H) is a Ku¨lshammer pair if and only if (G2, H) is a Ku¨lshammer
pair.
The following result is immediate.
Lemma 2.3. Let G1, G2 be algebraic groups. Then (G1 × G2, H) is a Ku¨lshammer pair if
and only if (G1, H) and (G2, H) are Ku¨lshammer pairs.
Suppose H is connected, let B be a Borel subgroup of H, let X be an affine variety and
let f : H → X be a morphism such that f(hb) = f(h) for all h ∈ H and all b ∈ B. Then
H/B is projective [7, 21.3 Thm.] and f gives rise to a morphism f from H/B to X. Since
H/B is connected and X is affine, f must be constant, so f is constant. In particular, if V
is an affine H-variety, v ∈ V and the stabiliser Hv contains B then Hv = H: to see this, just
apply the argument immediately above to the orbit map f : H → V , h 7→ h · v.
Lemma 2.4. Let H1, H2 be connected reductive subgroups of G. Suppose B is a common
Borel subgroup of both H1 and H2. Then H1 = H2.
Proof. The quotient variety G/H1 is affine since G is an affine variety and H1 is reductive,
and H2 acts on G/H1 by left multiplication. The stabiliser in H2 of the coset H1 is H1 ∩H2,
which contains B, so it must equal the whole of H2. Hence H2 ⊆ H1. The reverse inequality
follows similarly, so H1 = H2. 
Here is the corresponding result for representations.
Lemma 2.5. Suppose H is connected and let B be a Borel subgroup of H. Let ρ1, ρ2 ∈
Hom(H,G) such that ρ1|B = ρ2|B. Then ρ1 = ρ2.
Proof. Define f : H → G by f(h) = ρ1(h)ρ2(h)−1. For any h ∈ H and any b ∈ B, f(hb) =
ρ1(hb)ρ2(hb)
−1 = ρ1(h)ρ1(b)ρ2(b)−1ρ2(h)−1 = ρ1(h)ρ2(h)−1 = f(h). So f is constant with
value f(1) = 1, and the result follows. 
Lemma 2.6. Suppose H is semisimple and U is a maximal unipotent subgroup of H. Then
the only reductive subgroup of H that contains U is H.
Proof. Let M be a reductive subgroup of H containing U . As U is connected, it is enough
to prove the result under the extra hypothesis that M is connected, so we shall assume this.
Now U is a maximal unipotent subgroup of M , so there is a maximal torus S of M such
that SU is a Borel subgroup of M ; in particular, S normalises U . Choose a maximal torus
T of NH(U) such that S ≤ T ; then T is a maximal torus of H, TU is a Borel subgroup
of H and U contains all of the positive root groups of H with respect to the pair (B, T ).
Now T normalises the Borel subgroup SU of M , so T normalises M by Lemma 2.4. As
T normalises both SU and S, T must normalise the unique unipotent subgroup U− of M
that is opposite to U with respect to S. As U− is M -conjugate to U , U− is also a maximal
unipotent subgroup of H. We see that U− is the unique unipotent subgroup U− of H that
is opposite to U with respect to T ; in particular, U− contains all of the negative root groups
of H with respect to the pair (B, T ). It follows from [7, 27.5 Thm.(e)] that M = H, as
required. 
We now briefly recall the theory of G-completely reducible subgroups of a reductive group
[23], [24]. Assume G is reductive until the end of this section. We need the notion of R-
parabolic and R-Levi subgroups of G (see [1, Sec. 6] for definitions and further details). Let
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f be a morphism from k∗ to a (not necessarily affine) variety X. We say that lima→0 f(a)
exists if f extends to a (necessarily unique) morphism f̂ : k → X; in this case, we write
lima→0 f(a) = f̂(0). We write Y (G) for the set of cocharacters of G. Given λ ∈ Y (G), we
define Pλ = {g ∈ G | lima→0 λ(a)gλ(a)−1 exists}; then Pλ ≤ G and we call a subgroup of this
form an R-parabolic subgroup of G. We define Lλ = CG(λ(k
∗)), and we call Lλ an R-Levi
subgroup of Pλ; then Pλ = Lλ n Ru(Pλ). We denote by cλ the canonical projection from Pλ
onto Lλ; we have cλ(g) = lima→0 λ(a)gλ(a)−1 for all g ∈ Pλ. In particular, Ru(Pλ) = {g ∈
Pλ | lima→0 λ(a)gλ(a)−1 = 1}. If P is an R-parabolic subgroup of G then any two R-Levi
subgroups of P are P -conjugate.
If G is connected then R-parabolic subgroups and R-Levi subgroups correspond to par-
abolic subgroups and Levi subgroups in the usual sense; for non-connected G, if P is an
R-parabolic subgroup then P ∩ G0 is a parabolic subgroup of G. Any R-parabolic sub-
group is contained in a maximal R-parabolic subgroup, and there are only finitely many
G-conjugacy classes of R-parabolic subgroups.
A subgroup M of G is G-completely reducible (G-cr) if whenever M is contained in an
R-parabolic subgroup P of G, there is an R-Levi subgroup L of P such that M ≤ L; M is
G-irreducible (G-ir) if M is not contained in any proper parabolic subgroup of G. Clearly
a G-ir subgroup is G-cr. If G = SLn(k) or GLn(k) then M is G-cr (resp. G-ir) if and only
if the inclusion M → G is a completely reducible (resp. irreducible) representation of M in
the usual sense. A G-cr subgroup is reductive, and any linearly reductive subgroup of G is
G-cr; in particular, if p = 0 then a subgroup of G is G-cr if and only if it is reductive. If
p > 0, however, then there can exist reductive subgroups of G that are not G-cr. If G0 is a
torus then Ru(Pλ) = 1 and so Pλ = Lλ for any λ ∈ Y (G); it follows in this case that every
subgroup of G is G-cr.
If ρ ∈ Hom(H,G) then we say that ρ is G-cr if ρ(H) is G-cr. We define
Hom(H,G)cr = {ρ ∈ Hom(H,G) | ρ is G-cr}
and
Hom(H,G)ir = {ρ ∈ Hom(H,G) | ρ is G-ir}.
We recall a useful result.
Theorem 2.7 ([1, Cor. 3.8 and Sec. 6]). Let F be a finite group. Then Hom(F,G)cr is a
finite union of G-conjugacy classes.
3. Maximal unipotent subgroups in non-connected groups
In this section we establish some results on maximal unipotent subgroups of non-connected
groups.
Lemma 3.1. (a) An extension of unipotent groups is unipotent.
(b) Let N be a unipotent normal subgroup of H and let piN : H → H/N be the canonical
projection. Then for all U ≤ H, U is a maximal unipotent subgroup of H if and only
if N ≤ U and piN(U) is a maximal unipotent subgroup of H/N .
Proof. (a) Let 1 → N i→ M q→ Q → 1 be a short exact sequence of algebraic groups such
that N and Q are unipotent. Let m ∈M . Since Q is unipotent, q(ms) = 1, so ms ∈ N . But
N is unipotent, so ms must be trivial. Hence m is unipotent.
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(b) Suppose U is a maximal unipotent subgroup of H. If M is a unipotent subgroup of
H/N with piN(U) ≤ M then (piN)−1(M) is unipotent by part (a), so (piN)−1(M) = U . If M
properly contains piN(U) then (piN)
−1(M) properly contains U , a contradiction. It follows
that piN(U) is a maximal unipotent subgroup of H/N . Moreover, we see (taking M = piN(U))
that N ≤ U .
Conversely, suppose N ≤ U and piN(U) is a maximal unipotent subgroup of G/N . If M is
a unipotent subgroup of H that properly contains U then piN(M) properly contains piN(U),
contradicting the maximality of piN(U). We deduce that U is a maximal unipotent subgroup
of H, as required. 
We can now state the main result of this section.
Proposition 3.2. (a) Let U ≤ H. Then U is a maximal unipotent subgroup of H if
and only if U0 is a maximal unipotent subgroup of H0 and U/(U ∩ H0) is a Sylow
p-subgroup of H/H0.
(b) Every unipotent subgroup of H is contained in a maximal unipotent subgroup of H.
In particular, maximal unipotent subgroups of H exist.
(c) Maximal unipotent subgroups of H are unique up to conjugacy.
Lemma 3.3. The implication ⇐= holds in part (a) of Proposition 3.2.
Proof. Suppose U0 is a maximal unipotent subgroup of H0 and U/(U ∩ H0) is a Sylow p-
subgroup of H/H0. Then the subgroups U ∩H0 = U0 and U/(U ∩H0) are unipotent, so U is
unipotent by Lemma 3.1. Now suppose V ≤ H is unipotent and U ≤ V . Then V ∩H0 = U0
by the maximality of U0 in H0, so we may identify U/(U∩H0) with a subgroup of V/(V ∩H0)
inside H/H0. Now V/(V ∩H0), being finite and unipotent, is a finite p-group; but U/(U∩H0)
is a Sylow p-subgroup of H/H0, so we must have V/(V ∩H0) = U/(U ∩H0). It follows that
V = U . Hence U is a maximal unipotent subgroup of H. 
Next we prove a special case of Proposition 3.2.
Lemma 3.4. Proposition 3.2 holds if H0 is a torus.
Proof. If char(k) = 0 then any unipotent group is connected, so the lemma is true by the
results on maximal unipotent subgroups of connected groups. So suppose char(k) = p > 0.
Set t = |H/H0|. If U is a unipotent subgroup of H then U ∩ H0 = 1, so the canonical
projection ψ : H → H/H0 maps U injectively to H/H0. Hence |U | ≤ t. Part (b) now follows
immediately.
We now prove that any two maximal unipotent subgroups of H are conjugate. Let k0
be the algebraic closure of Fp; we wish to reduce to the case when k = k0. We do this as
follows. By [16, Prop. 3.2], H admits a k0-structure. Let F1, . . . , Fr be representatives of
the isomorphism classes of finite p-groups of order at most t. For each i, we can choose
γ
(i)
1 , . . . , γ
(i)
t ∈ Fi such that the γ(i)j generate Fi. Let Ci = Hom(Fi, H); we can identify Ci
with a closed k0-defined subvariety of H
t via the map Ci → H t, ρ 7→ (ρ(γ(i)1 ), . . . , ρ(γ(i)t )).
We let H act on H t by simultaneous conjugation [1, Sec. 1]. Each subset Ci is H-stable. Let
C =
⋃r
i=1Ci. Then C is k0-defined.
Every subgroup of H is H-cr as H0 is a torus. It follows from [1, Cor. 3.7 and Sec. 6] that
H ·(h1, . . . , ht) is closed for every (h1, . . . , ht) ∈ H t. By Theorem 2.7, each Ci is a finite union
of H-conjugacy classes. Hence C is a union of finitely many H0-conjugacy classes, each of
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which is closed. This means that these H0-conjugacy classes are precisely the irreducible
components of C, so each such class is k0-defined. In particular, each H
0-conjugacy class in
C contains a k0-point.
So let U1 and U2 be maximal unipotent subgroups of H. Then U1 = Im(ρ) for some
i and some ρ ∈ Ci. Hence we can assume by the previous paragraph—after conjugating
U1 by some element of H
0 if necessary—that U1 ≤ H(k0). Likewise, we can assume that
U2 ≤ H(k0). There is an ascending sequence H1 ≤ H2 ≤ · · · of finite subgroups of H(k0)
such that H(k0) =
∞⋃
m=1
Hm (see Remark 4.5 below). Since U1 and U2 are finite, there exists
m ∈ N such that U1, U2 ≤ Hm. Then U1 and U2 are maximal unipotent subgroups of the
finite group Hm, so U1 and U2 are Sylow p-subgroups of Hm and hence are Hm-conjugate to
each other. This proves part (c).
To finish, we prove part (a). By the proof of [16, Prop. 3.2], there is a finite subgroup F
of H such that H = FH0. Let Fp be a Sylow p-subgroup of F . It is easily seen that ψ(Fp) is
a Sylow p-subgroup of H/H0, so Fp is a maximal unipotent subgroup of H by Lemma 3.3.
Part (a) now follows from part (c) and Lemma 3.3. 
Lemma 3.5. Suppose H0 is not a torus, and let M be any unipotent subgroup of H. Then
there is a unipotent subgroup U of H such that M ≤ U and U ∩H0 is nontrivial.
Proof. If char(k) = 0 then any unipotent group is connected, and the result is immediate.
So suppose char(k) = p > 0. If M is trivial then we can take U to be any nontrivial
unipotent subgroup of H0, so assume M is nontrivial. If dim(M) > 0 then M ∩ H0 is
nonempty, so we can take U = M ; hence we can assume without loss that M is finite. We
use induction on dim(H). Clearly if dim(H) = 0 then there is nothing to prove, since this
case cannot occur under our assumption on H0. So let dim(H) = n > 0 and suppose the
result holds for any group of dimension less than n. If H is non-reductive then we can take
U to be MRu(H) by Lemma 3.1(a), so without loss we assume H is reductive; in particular,
H1 := [H
0, H0] is nontrivial and semisimple. If M centralises H1 then we can take U to be
MM1 by Lemma 3.1(a), where M1 is any nontrivial unipotent subgroup of H1, and we are
done. We assume, therefore, that Z := CM(H1) is a proper subgroup of M . Clearly Z is
normal in M .
As M/Z is nontrivial, we can choose m ∈ M such that the image of m in M/Z belongs
to the centre Z(M/Z) and has order p. Let φ ∈ Aut(H1) be conjugation by m; note that
φ has order p. Consider the centraliser N1 := CH1(m)
0 = CH1(φ)
0. By construction, N1 is
an M -stable proper subgroup of H1, so MN1 has dimension less than n (recall that M is
finite). It is enough to prove that N1 contains a nontrivial unipotent element—for then we
are done by our induction hypothesis applied to MN1.
First suppose φ stabilises every simple component of H1. Fix a simple component A
of H1. Then CA(φ)
0 contains nontrivial unipotent elements; this is clear if φ is an inner
automorphism of A since φ is unipotent, while if φ is an outer automorphism of A then it
follows from [13, Rem. 2.9]. Now suppose φ does not stabilise every simple component of
H1. Then there are simple components A1, . . . , Ap of H1 that are cyclically permuted by φ.
Let V be a nontrivial connected unipotent subgroup of A1: then φ centralises the nontrivial
connected unipotent subgroup {uφ(u)φ2(u) · · ·φp−1(u) | u ∈ V } of H1. In both cases, N1
contains nontrivial unipotent elements, so we are done. 
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Proof of Proposition 3.2. Suppose H has a nontrivial connected unipotent normal subgroup
N ; let piN : H → H/N be the canonical projection. By Lemma 3.1(b), a unipotent subgroup
M of H (resp. H0) is maximal in H (resp. H0) if and only if M ≥ N and piN(M) is maximal
in H/N (resp. H0/N), and if V is a maximal unipotent subgroup of H then V = M if and
only if piN(V ) = piN(M). The map from H/H
0 to (H/N)/(H/N)0 induced by piN is an
isomorphism of finite groups. It now follows that parts (a)–(c) hold for H if they hold for
H/N .
To complete the proof, we use induction on dim(H). By the preceding paragraph, we can
assume H is reductive. We have shown the result holds if H0 is a torus (Lemma 3.4)—in
particular, it holds if dim(H) = 0. So suppose H0 is not a torus. Let U be a unipotent
subgroup of H. By Lemma 3.5, there is a unipotent subgroup U1 of H such that U ≤ U1
and U1 ∩ H0 is nontrivial. The well-known Borel-Tits construction [7, Sec. 30.3] yields a
parabolic subgroup P of H0 such that U1 ≤ NH(P ) and U1 ∩ H0 ≤ Ru(P ). The latter
condition implies that P is proper in H0, so dim(NH(P )) < dim(H). By our induction
hypotheses, parts (a)–(c) hold for NH(P ). So there is a maximal unipotent subgroup U2 of
NH(P ) such that U1 ≤ U2. Set U0 = U02 . By part (a), U0 is a maximal unipotent subgroup of
the connected group NH(P )
0 = NH0(P ). It follows that U0 is a maximal unipotent subgroup
of H0.
Consider the group NH(U0). Clearly U ≤ NH(U0) and U0 is a maximal unipotent subgroup
of NH(U0)
0 = NH0(U0). As all maximal unipotent subgroups of H
0 are H0-conjugate,
NH(U0) meets every connected component of H, so the induced map from NH(U0)/NH(U0)
0
to H/H0 is a bijection. The construction of the previous paragraph shows that if U˜ is
another unipotent subgroup of H then U˜ ≤ NH(U˜0), where U˜0 is some maximal unipotent
subgroup of H0. Since U˜0 is H
0-conjugate to U0, U˜ is H
0-conjugate to a subgroup of NH(U0).
Parts (a)–(c) hold for NH(U0) by our induction hypothesis as dim(NH(U0)) < dim(H). To
complete the proof, it is now enough to show that if U3 is any unipotent subgroup of NH(U0)
then U3 is a maximal unipotent subgroup of H if and only if it is a maximal unipotent
subgroup of NH(U0). The forward implication is immediate. Conversely, suppose U3 is a
maximal unipotent subgroup of NH(U0). Let U4 be a unipotent subgroup of H such that
U3 ≤ U4. The argument of the preceding paragraph shows that U3 ≤ U4 ≤ NH(U˜0) for some
H0-conjugate U˜0 of U0. The characterisation of maximal unipotent subgroups of NH(U0)
(resp. NH(U˜0)) provided by (a) implies that U3 is a maximal unipotent subgroup of NH(U˜0),
so we must have U3 = U4. Hence U3 is a maximal unipotent subgroup of H. This completes
the proof. 
Corollary 3.6. Let N be a normal unipotent subgroup of H. Then every maximal unipotent
subgroup of H contains N .
Proof. Let U be a maximal unipotent subgroup of H. Then some H-conjugate of U contains
N , by Proposition 3.2(b) and (c). As N H, U contains N . 
Proposition 3.7. Let φ : H → M be an epimorphism of algebraic groups and let U be a
maximal unipotent subgroup of H. Then φ(U) is a maximal unipotent subgroup of M .
Proof. Since φ(U) is unipotent, there is a maximal unipotent subgroup V of M such that
φ(U) ≤ V (Proposition 3.2(b)). Replacing M with V and H with φ−1(V ) if necessary, we
can assume without loss that M is unipotent. We use induction on the nilpotency class of
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M to prove that φ(U) = M . First suppose M is abelian. Let m ∈ M . There exists h ∈ H
such that φ(h) = m. Then φ(hs) = 1, so m = φ(hu). By Proposition 3.2(c), there exist
u ∈ U and h1 ∈ H such that u = h1huh−11 . Then φ(u) = φ(hu) = m as M is abelian, so we
are done.
Now assume M is an arbitrary unipotent group. Let H1 = φ
−1([M,M ]). By our induction
hypothesis, there is a maximal unipotent subgroup U1 of H1 such that φ(U1) = [M,M ]. We
can choose a maximal unipotent subgroup U2 of H such that U1 ≤ U2 (Proposition 3.2(b)).
Then φ(U2) surjects onto M/[M,M ] by the abelian case above, and we deduce that φ(U2) =
M . But U is H-conjugate to U2 (Proposition 3.2(c)), so φ(U) = M . The result now follows
by induction. 
We give an application of Proposition 3.7 to Ku¨lshammer’s question.
Corollary 3.8. Let G be unipotent. Let U be a maximal unipotent subgroup of H and
let ρ1, ρ2 ∈ Hom(H,G) such that ρ1|U = ρ2|U . Then ρ1 = ρ2. In particular, (G,H) is a
Ku¨lshammer pair.
Proof. Let N be the subgroup of H generated by the semisimple elements and let H1 = H/N .
Then ρ1 and ρ2 factor through H1. As ρ1|U = ρ2|U and U surjects onto H1 (Proposition 3.7),
ρ1 = ρ2. The second assertion follows immediately. 
4. Proof of main results
Lemma 4.1. Let M be a reductive group acting on an affine variety X and let x ∈ X.
(a) Let λ ∈ Y (M) such that x′ := lima→0 λ(a) · x exists. Then dim(Mx′ ∩ Ru(Pλ)) ≥
dim(Mx ∩Ru(Pλ)).
(b) There exists λ ∈ Y (M) such that x′ := lima→0 λ(a) · x exists, M · x′ is closed and
Mx ≤ Pλ. Moreover, if U is a maximal unipotent subgroup of Mx and U ′ is a maximal
unipotent subgroup of Mx′ then dim(U
′) ≥ dim(U).
Proof. (a) Set r = dim(Mx ∩ Ru(Pλ)). Let Sλ = λ(k∗)Ru(Pλ), let C = Sλ · x and let D be
the closure of C; then D is Ru(Pλ)-stable and x
′ ∈ D. Now dim(Ru(Pλ))y = r for all y ∈ C,
so dim(Ru(Pλ))y ≥ r for all y ∈ D by [19, Lem. 3.7(c)]. Hence dim(Mx′ ∩Ru(Pλ)) ≥ r.
(b) If M ·x is closed then we can take λ = 0 and there is nothing to prove, so suppose M ·x is
not closed. By [9, Cor. 3.5], there exists λ ∈ Y (M) such that x′ := lima→0 λ(a)·x exists, M ·x′
is closed and Mx ≤ Pλ. Let U be a maximal unipotent subgroup of Mx. By Lemma 3.1(b),
U contains Mx ∩Ru(Pλ); in particular, Mx ∩Ru(Pλ) = U ∩Ru(Pλ). Let s = dim(U) and let
r = dim(Mx ∩ Ru(Pλ)). For any u ∈ U and any a ∈ k∗, λ(a)uλ(a)−1 belongs to Mλ(a)·x. It
follows easily that cλ(u) belongs to Mx′ . Hence cλ gives a homomorphism from U to Mx′ with
kernel Mx ∩Ru(Pλ), which implies that cλ(U) is an (s− r)-dimensional unipotent subgroup
of Mx′ ∩Lλ. By part (a), Mx′ ∩Ru(Pλ) has dimension at least r, so the unipotent subgroup
cλ(U)(Mx′ ∩Ru(Pλ)) of Mx′ has dimension at least s. This completes the proof. 
Proof of Theorem 1.1. Since any two maximal unipotent subgroups of H1 are H1-conjugate,
it is enough to show that H1 and H2 are G-conjugate. First we consider the special case when
H1 and H2 are semisimple. Then G/H2 is affine and H1 acts on G/H2 by left multiplication
(cf. the proof of Lemma 2.4). Let pi2 : G → G/H2 be the canonical projection and set
x = pi2(1). By Lemma 4.1, there exists λ ∈ Y (H1) such that x′ := lima→0 λ(a) · x exists,
H1 · x′ is closed and (H1)x′ has a unipotent subgroup U ′ of dimension at least as large as
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dim(U). Since U is a maximal unipotent subgroup of H1, U
′ is also. But (H1)x′ is reductive
by [20, Thm. A], so we deduce from Lemma 2.6 that (H1)x′ = H1. We can write x
′ = pi2(g)
for some g ∈ G; then H1 = (H1)x′ = H1 ∩ gH2g−1, so H1 is G-conjugate to a subgroup of
H2. By symmetry, H2 is G-conjugate to a subgroup of H1, so H2 is G-conjugate to H1.
For the general case, let N = Ru(H1) = Ru(H2). Replacing G with NG(N), we can assume
without loss that N  G. Let piN : G → G/N be the canonical projection. Then piN(H1)
and piN(H2) are semisimple, and piN(U) is a maximal unipotent subgroup of piN(H1) and
piN(H2) (Proposition 3.7). By the semisimple case, piN(H2) is G/N -conjugate to piN(H1).
Since N ≤ H1 and N ≤ H2, we deduce that H2 is G-conjugate to H1, as required. 
Remark 4.2. Theorem 1.1 is false without the assumption that Ru(H1) = Ru(H2): for
instance, just take H1 to be a nontrivial semisimple group and H2 to be a maximal unipotent
subgroup of H1.
Example 4.3. We cannot replace NG(U)-conjugacy with CG(U)-conjugacy in Theorem 1.1.
For instance, let G = SL3(k), let T be the maximal torus of diagonal matrices in G, let
U =

 1 0 a0 1 b
0 0 1
 ∣∣∣∣∣∣ a, b ∈ k
 and let H = TU . Set gc =
 1 c 00 1 0
0 0 1
 for c ∈ k.
Then the subgroups Hc := gcHg
−1
c all have U as a maximal unipotent subgroup as each gc
normalises U , but a short calculation shows that Hc and Hd are not CG(U)-conjugate unless
c = d.
Proof of Theorem 1.2. It is enough to prove the theorem when G is connected, so we assume
this. We use induction on dim(G). The result is trivial if G = 1. Let ρ1, ρ2 : H → G be
representations such that ρ1|U = ρ2|U . Let N = [G,G]Ru(G) and let piN : G → G/N be
the canonical projection. Note that ρ1(H) is contained in N : for otherwise the composition
piN ◦ ρ1 is a nontrivial homomorphism from H to a torus, which is impossible as H/Ru(H)
is semisimple. Likewise, ρ2(H) is contained in N .
Let B be a Borel subgroup of H containing U and let T be a maximal torus of B. Set
U ′ = ρ1(U) = ρ2(U). Then S1 := ρ1(T ) and S2 := ρ2(T ) are tori of NG(U ′). Let u ∈ U and
set u′ = ρ1(u) = ρ2(u). Then for all t ∈ T ,
ρ2(t)u
′ρ2(t)−1 = ρ2(tut−1) = ρ1(tut−1) = ρ1(t)u′ρ1(t)−1.
Hence there is a morphism µ : T → CN(U ′) such that for all t ∈ T , ρ2(t) = ρ1(t)µ(t).
Let A = CN(U
′)S1 (note that S1 normalises CN(U ′) as S1 normalises N and U ′). Then
S1, S2 ≤ A. Choose a maximal torus T ′ of A such that S2 ≤ T ′. By conjugacy of maximal
tori of A, there exists a ∈ A such that aS1a−1 ≤ T ′. Write a = zs for some z ∈ CN(U ′) and
some s ∈ S1. Set ρ′1 = z · ρ1 and ρ′2 = ρ2. Then ρ′1|U = ρ′2|U and both ρ′1(T ) = zS1z−1 =
zsS1s
−1z−1 = aS1a−1 and ρ′2(T ) = S2 are subtori of T
′. Define µ′(t) = ρ′1(t)
−1ρ′2(t) =
zρ1(t)
−1z−1ρ1(t)µ(t) for t ∈ T . Then µ′(t) ∈ CN(U ′) for all t ∈ T as NN(U ′) normalises
CN(U
′). Moreover, µ′(t) ∈ T ′ for all t ∈ T . It follows that µ′ is a morphism from T to
T ′ ∩ CN(U ′).
Suppose T ′ contains a nontrivial torus S of CN(U ′). LetH act onG by h·g = ρ′1(h)gρ′1(h)−1.
If g ∈ S then B ≤ Hg since ρ′1(B) ≤ CN(S), so Hg = H by the paragraph following
Lemma 2.3. Hence ρ′1(H) ≤ CN(S)0. Likewise, ρ′2(H) ≤ CG(S)0. Let ν : N → N/Ru(G)
be the canonical projection. As S is nontrivial, ν(S) is nontrivial, so S is not central in
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the semisimple group N/Ru(G). But this implies that CN(S)
0 is a proper subgroup of N ,
and hence of G, so ρ′1 and ρ
′
2 are CCN (S)0(U
′)-conjugate by induction. Thus ρ1 and ρ2 are
CG(U
′)-conjugate, and we’re done.
So suppose T ′ does not contain a nontrivial torus S of CN(U ′). Then µ′(t) = 1 for all
t ∈ T , so ρ′1|T = ρ′2|T , so ρ′1|B = ρ′2|B. It follows that ρ′1 = ρ′2 by Lemma 2.5, so ρ1 and ρ2
are CG(U
′)-conjugate. This completes the proof. 
We deduce a useful result, which allows us to reduce to the case of finite groups (see
Remark 4.5).
Proposition 4.4. Let H0/Ru(H) be semisimple. Suppose there are subgroups H1 ≤ H2 ≤
· · · of H such that
∞⋃
m=1
Hm is dense in H and (G,Hm) is a Ku¨lshammer pair for every m.
Then (G,H) is a Ku¨lshammer pair.
Proof. By Proposition 3.2(b), we can choose a maximal unipotent subgroup Um of Hm for
each m in such a way that U1 ≤ U2 ≤ · · · . Set V =
∞⋃
m=1
Um. Then V is a subgroup of H,
and V is unipotent as the set of unipotent elements of H is closed, so V is contained in a
maximal unipotent subgroup U of H (Proposition 3.2(b)).
Let σ ∈ Hom(U,G). Fix ρ ∈ Hom(H,G) such that ρ|U = σ. Clearly
∞⋃
m=1
(Hm ∩ H0)
is dense in H0, so we can pick m ∈ N such that CG(ρ(Hm ∩ H0)) = CG(ρ(H0)) and Hm
meets every connected component of H. Let τ ∈ Hom(H,G) such that τ |U = σ. Since
(G,Hm) is a Ku¨lshammer pair, it is enough to show that if τ |Hm = ρ|Hm then τ = ρ. So
suppose τ |Hm = ρ|Hm . By Theorem 1.2, there exists g ∈ G such that (g · τ)|H0 = ρ|H0 . So
(g · τ)|Hm∩H0 = ρ|Hm∩H0 = τ |Hm∩H0 , which implies that g ∈ CG(ρ(Hm ∩ H0)). But then
g ∈ CG(ρ(H0)), so τ |H0 = ρ|H0 . As Hm meets every connected component of H, we have
τ = ρ, as required. 
Remark 4.5. If p > 0 then by [3, Lem. 2.3], there exist finite subgroups H1 ≤ H2 ≤ · · · of
H such that
∞⋃
m=1
Hm is dense in H.
Next we prove Theorem 1.5. In fact, we prove a more general version which makes sense
in any characteristic.
Theorem 4.6. Suppose H0/Ru(H) is semisimple, and suppose moreover that H has a nor-
mal unipotent subgroup N such that H/N is linearly reductive. Then (G,H) is a Ku¨lshammer
pair.
Remark 4.7. Let N be a unipotent normal subgroup of H. If H/N is linearly reductive
then H/N is reductive, so N must contain Ru(H). If p = 0 then the converse also holds:
if N contains Ru(H) then H/N is reductive and hence linearly reductive. In particular, if
p = 0 and we set N = Ru(H) then the hypotheses of Theorem 4.6 hold, and we obtain
Theorem 1.5. On the other hand, if p > 0 then an algebraic group is linearly reductive if and
only if all its elements are semisimple; hence the second hypothesis of Theorem 4.6 holds if
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and only if the set N ′ of unipotent elements of H forms a normal subgroup of H, and in
this case, N must equal N ′. In particular, if p > 0 and H is finite then H has a unipotent
normal subgroup N such that H/N is linearly reductive if and only if H has a unique Sylow
p-subgroup.
First we return to the result [25, I.4, Thm. 2] discussed in Section 1. A complete proof is
not given in [25], so we provide one for the convenience of the reader (see also Remark 5.4).
Lemma 4.8. Let F be a finite linearly reductive group. Then Hom(F,G) is a finite union
of G-conjugacy classes.
Proof. Choose an embedding ofG in some GLn(k). Let ρ ∈ Hom(F,G). Then ρ(F ) is linearly
reductive, so the ρ(F )-submodule g = Lie(G) of gln(k) has a ρ(F )-module complement. It
follows from a slight modification of the proof of [25, I.2, Thm. 1] that GLn(k)·ρ∩Hom(F,G)
is a finite union of G-orbits. By Maschke’s Theorem, Hom(F,GLn(k)) is a finite union of
GLn(k)-conjugacy classes. The result now follows. 
Lemma 4.8 yields an immediate corollary.
Corollary 4.9. If p = 0 and H is finite then (G,H) is a Ku¨lshammer pair.
Proof of Theorem 4.6. First suppose p = 0. Let U be a maximal unipotent subgroup of H.
Then U is connected, so U ≤ H0. If ρ1, ρ2 ∈ Hom(H,G) and ρ1|U = ρ2|U then ρ1|H0 and
ρ2|H0 are CG(U)-conjugate by Theorem 1.2. So fix σ ∈ Hom(H0, G) and set M = σ(H0).
Let C = {ρ ∈ Hom(H,G) | ρ|H0 = σ}. By the above discussion, it is enough to show that C
is a finite union of CG(M)-conjugacy classes. We can assume C is nonempty, for otherwise
there is nothing to prove.
We claim that H has a finite subgroup F such that H = FH0. To see this, note that H
has a Levi factorisation H = H1 n Ru(H) [17, Thm. 7.1]. By the proof of [16, Prop. 3.2],
we can choose a finite subgroup F of H1 such that H1 = FH
0
1 ; then H = FH
0, as required.
Let C ′ = {ρ|F | ρ ∈ C}. It is enough to show that C ′ is a finite union of CG(M)-conjugacy
classes. Fix ρ ∈ C. Let ρ1 ∈ C. For any h ∈ H and any n ∈ H0,
ρ1(h)ρ1(n)ρ1(h)
−1 = ρ1(hnh−1) = ρ(hnh−1) = ρ(h)ρ(n)ρ(h)−1,
so ρ(h)−1ρ1(h) centralises M . Hence ρ1(F ) ≤ ρ(F )CG(M). As ρ(F ) is finite, it is enough to
show that C ′ is a finite union of ρ(F )CG(M)-conjugacy classes. But F is linearly reductive
because it is finite, so this follows from Lemma 4.8.
Now suppose p > 0. By Remark 4.7, N is the unique maximal unipotent subgroup of H.
By Proposition 4.4 and Remark 4.5, it is enough to prove the result when H is finite. Let
σ ∈ Hom(N,G), and set M = σ(N). Let C = {ρ ∈ Hom(H,G) | ρ|N = σ}. It is enough to
show that C is a finite union of CG(M)-conjugacy classes. For all ρ1 ∈ C, ρ1(H) ≤ NG(M),
so without loss we can assume that M G. As M is finite, G is a finite extension of CG(M)
[16, Lem. 6.8], so it is enough to show that C is a finite union of G-conjugacy classes. Let
piM : G→ G/M be the canonical projection; set G = G/M and C = {piM ◦ ρ1 | ρ1 ∈ C}. As
M is finite, it is enough to show that C is a finite union of G-conjugacy classes. This follows
from Lemma 4.8 as representations in C factor through the finite linearly reductive group
H/N , so we are done. 
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Corollary 4.10. Suppose H0/Ru(H) is semisimple, and let U be a maximal unipotent
subgroup of H. Let N be a normal unipotent subgroup of G. Let σ ∈ Hom(U,N). Let
C = {ρ ∈ Hom(H,G) | ρ|U ∈ G · σ}. Then C is a finite union of G-conjugacy classes.
Proof. Let M be the subgroup of H generated by all the unipotent elements. If ρ ∈ C
and h ∈ H is unipotent then h is H-conjugate to an element of U by Proposition 3.2, so
ρ(h) ∈ N . It follows that M ≤ ρ−1(N). Set M1 =
⋂
ρ∈C
ρ−1(N)  H and set H1 = H/M1.
Now H/M is linearly reductive as it consists of semisimple elements; since M ≤ M1, H1 is
a quotient of H, so H1 is also linearly reductive.
Now let K =
⋂
ρ∈C
ker(ρ)  H, let H2 = H/K and let pi2 : H → H2 be the canonical
projection. Then every ρ ∈ C factors through H2. If m ∈ M1 and pi2(m) is nontrivial and
semisimple then there exists ρ ∈ C such that 1 6= ρ(m) ∈ N ; then ρ(m) is both semisimple
and unipotent, a contradiction. This shows that pi2(M1) is unipotent. Moreover, H2/pi2(M1)
is linearly reductive since it is a quotient of H1, and it is clear that H
0
2/Ru(H2) is semisimple.
The result now follows from Theorem 4.6 applied to (G,H2). 
Corollary 4.11. Suppose H/Ru(H) is finite and abelian. Then (G,H) is a Ku¨lshammer
pair.
Proof. By Corollary 3.6, any maximal unipotent subgroup of H contains Ru(H). It follows
from Proposition 3.2(a) and our hypotheses on H that H has a unique maximal unipotent
subgroup N and that every unipotent element of H belongs to N . This implies that H/N
is linearly reductive, so the result follows from Theorem 4.6. 
Corollary 4.12. Suppose G is connected and solvable. Then G has the Ku¨lshammer prop-
erty.
Proof. Suppose H0/Ru(H) is semisimple, and let U be a maximal unipotent subgroup of
H. If u ∈ U and ρ ∈ Hom(H,G) then ρ(u) is unipotent, so ρ(u) belongs to Ru(G) as G is
connected and solvable. The result now follows from Corollary 4.10. 
Corollary 4.13. Suppose H0/Ru(H) is semisimple, and let C be as in Corollary 4.10.
Suppose there exists ρ ∈ C such that ρ is faithful and ρ(H) is contained in a connected
solvable subgroup M of G. Then (G,H) is a Ku¨lshammer pair.
Proof. The set V of unipotent elements of M is a normal subgroup of M . Since ρ is faithful,
ρ−1(V ) is a normal unipotent subgroup of H and H/ρ−1(V ) is isomorphic to a subgroup of
M/V , which is a torus, so H/ρ−1(V ) is linearly reductive. The result follows from Theo-
rem 4.6. 
Next we prove Theorem 1.4. The proof is similar to that of Theorem 4.6, but there are
some extra complications: for instance, when p > 0 we cannot apply Proposition 4.4 directly
to reduce to the finite case. In fact, we prove a slight strengthening of Theorem 1.4: the latter
follows immediately from Theorem 4.14 below because any maximal unipotent subgroup of
H0 is contained in a maximal unipotent subgroup of H (Proposition 3.2(b)).
Theorem 4.14. Let G be reductive, and suppose H0/Ru(H) is semisimple. Let U be a
maximal unipotent subgroup of H0 and let σ ∈ Hom(U,G). Then there are only finitely many
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G-conjugacy classes of G-cr representations ρ ∈ Hom(H,G) such that ρ|U is G-conjugate to
σ.
Proof of Theorem 1.4. By Theorem 1.5, we can assume that p > 0. Let U be a maximal
unipotent subgroup of H0. If ρ1, ρ2 ∈ Hom(H0, G) and ρ1|U = ρ2|U then ρ1 and ρ2 are
CG(ρ1(U))-conjugate by Theorem 1.2. So fix τ ∈ Hom(H0, G) and set M = ρ(H0). Let
C = {ρ ∈ Hom(H,G)cr | ρ|H0 = τ}. By the above discussion, it is enough to show that C
is a finite union of CG(M)-conjugacy classes. We can assume C is nonempty, for otherwise
there is nothing to prove.
So fix ρ ∈ C. As ρ(H) is G-cr and M  ρ(H), M is also G-cr [1, Thm. 3.10]. By [1, Cor.
3.17], CG(M) is G-cr, so CG(M) is reductive. By Remark 4.5, there is a finite subgroup F
of H such that F meets every connected component of H. Let A = ρ(F )CG(M), a reductive
subgroup of NG(M), and let C
′ = {ρ1|F | ρ1 ∈ C}. By the same argument as in the proof
of Theorem 1.5, we can regard C ′ as a subset of Hom(F,A). Note that if ρ1, ρ2 ∈ C then ρ1
and ρ2 are CG(M)-conjugate if and only if ρ1|F and ρ2|F are CG(M)-conjugate.
Let ρ1 ∈ C. We claim that K := ρ1(F ) ≤ A is A-cr. Now ρ1(H) = KM ≤ NG(M) is G-cr
by hypothesis, so KM/M is NG(M)/M -cr by [3, Prop. 6.1(b)]. Let ψ : A→ A/CG(M)0 be
the canonical projection. Then ψ(K) is A/CG(M)
0-cr as A/CG(M)
0 is finite. It follows from
[3, Prop. 6.1(c)] that K is A-cr, as claimed.
The claim implies that C ′ ⊆ Hom(F,A)cr. But F is finite, so Hom(F,A)cr is a finite union
of A-conjugacy classes by Theorem 2.7. Since A is a finite extension of CG(M), Hom(F,A)cr
is a finite union of CG(M)-conjugacy classes. Hence C
′ is a finite union of CG(M)-conjugacy
classes. It now follows that C is a finite union of CG(M)-conjugacy classes, as required. 
With the aid of the above results, we can now settle Question 1.3 when G is a simple
group of rank 1. (In the special case when H is finite and p > 0, this follows already from
results described in Section 1, since a simple group of rank 1 is of type A1.)
Corollary 4.15. Suppose G is simple and of rank 1. Then G has the Ku¨lshammer property.
Proof. Suppose H0/Ru(H) is semisimple. Let U be a maximal unipotent subgroup of H and
let σ ∈ Hom(U,G). Let C = {ρ ∈ Hom(H,G) | ρ|U = σ} and let Ccr = {ρ ∈ C | ρ is G-cr}.
Then Ccr is a finite union of G-conjugacy classes by Theorem 1.4; in particular, if σ(U) = 1
then C = Ccr and we are done. So assume σ(U) 6= 1 and let B be the unique Borel subgroup
of G such that σ(U) ≤ B. Let ρ ∈ C such that ρ(H) is not G-cr. The image ρ(H) must
lie in a Borel subgroup P of G, and it is clear that P = B. But C ∩ Hom(H,B) is a finite
union of B-conjugacy classes by Corollary 4.12, so the desired result follows. 
We now prove a kind of complementary result to Theorem 4.6 for reductive G: rather than
having a normal unipotent subgroup and a linearly reductive quotient, we have a normal
linearly reductive subgroup and a unipotent quotient.
Proposition 4.16. Let G be reductive and let H be finite. Suppose p > 0 and H has a
normal linearly reductive subgroup N such that H/N is cyclic and of p-power order. Then
Hom(H,G) is a finite union of G-conjugacy classes. In particular, (G,H) is a Ku¨lshammer
pair.
Proof. Let U be a Sylow p-subgroup of H. Clearly U is a cyclic p-group and H = UN .
By Lemma 4.8, Hom(N,G) is a finite union of G-conjugacy classes. Fix σ ∈ Hom(N,G)
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and set C = {ρ ∈ Hom(H,G) | ρ|N = σ}; it is enough to show that C is a finite union
of CG(σ(N))-conjugacy classes (cf. the proof of Theorem 4.14). Now σ(N) is G-cr as N is
linearly reductive, so NG(σ(N)) is reductive [1, Cor. 3.16] and NG(σ(N)) is a finite extension
of CG(σ(N)) [16, Lem. 6.8]. By [6, Thm. 3.3], NG(σ(N)) has only finitely many conjugacy
classes of unipotent elements. This implies that Hom(U,NG(σ(N))) is a finite union of
NG(σ(N))-conjugacy classes, and is therefore a finite union of CG(σ(N))-conjugacy classes.
This shows that C is a finite union of CG(σ(N))-conjugacy classes, so we are done. 
Remark 4.17. (a) The result fails if we allow H/N to be a non-cyclic abelian p-group [2,
Thm. 1.2], or if we allow G to be non-reductive [5].
(b) Conversely, suppose G is reductive, (G,H) is a Ku¨lshammer pair and H has a finite
cyclic maximal unipotent subgroup U . Then Hom(H,G) must be finite, since Hom(U,G) is
finite by [6, Thm. 3.3].
Corollary 4.18. Let H be the dihedral group D2l. Then (G,H) is a Ku¨lshammer pair if
one of the following holds:
(a) p 6= 2;
(b) p = 2, l is odd and G is reductive.
Proof. If p 6= 2 then let q be the largest power of p that divides l (taking q = 1 if p = 0).
The subgroup Cq of Cl is unipotent and normal in H, and H/Cq is linearly reductive (having
order coprime to p), so the result follows from Theorem 4.6. If p = 2 and l is odd then Cl is
a linearly reductive normal subgroup of H and H/Cl is a cyclic 2-group, so the result follows
from Proposition 4.16 if G is reductive. 
We finish with some results we will need in Section 7.
Lemma 4.19. Let G be connected and reductive and of semisimple rank at most 2. Let M
be a subgroup of G such that M is not G-cr and M is not contained in any Borel subgroup
of G. Then there is exactly one proper parabolic subgroup of G that contains M .
Proof. By the argument of [1, Lem. 2.12], we can assume that G is semisimple. As M is not
G-cr, M is contained in at least one proper parabolic subgroup of G. Let P1, P2 be proper
parabolic subgroups of G containing M . Then P1 ∩ P2 contains a maximal torus T of G,
and we can write P1 = Pλ1 and P2 = Pλ2 for some λ1, λ2 ∈ Y (T ). By the argument of [16,
Prop. 6.7], M is contained in Pn1λ1+n2λ2 for any non-negative integers n1 and n2. Now Y (T )
has rank 2 as a Z-module, so if λ1 and λ2 are linearly independent over Z then there exist
n1, n2 ∈ N such that Q := Pn1λ1+n2λ2 is a Borel subgroup of G (again by the argument of
loc. cit.: we just have to choose n1 and n2 in such a way that 〈n1λ1 + n2λ2, γ〉 6= 0 for every
root γ of G). But this contradicts our assumption on M , so we must have a1λ1 = a2λ2 for
some nonzero integers a1 and a2.
If a1 and a2 have opposite signs then P1 and P2 are opposite to each other, so M is
contained in a Levi subgroup L1 of P1. Since M is not G-cr, M is not L1-cr by [24, Prop.
3.2], so M is contained in a proper parabolic subgroup P3 of L1. Now L1 has semisimple
rank 1, so P3 is connected and solvable. But this implies that M is contained in a Borel
subgroup of G, a contradiction. We conclude that a1 and a2 have the same sign, so P1 = P2,
as required. 
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Proposition 4.20. Let G be connected and reductive and of semisimple rank at most 2.
Suppose G has the Ku¨lshammer property. Then P has the Ku¨lshammer property for every
parabolic subgroup P of G.
Proof. Let P be a parabolic subgroup of G; we show that P has the Ku¨lshammer property.
Clearly we can assume P is proper. By Theorem 1.5 we can assume p > 0, and by Propo-
sition 4.4 and Remark 4.5 we can assume H is finite. If P is a Borel subgroup of G then
the result follows from Lemma 4.12, so we can assume that G has semisimple rank 2 and
P is a maximal parabolic subgroup of G. Let U be a maximal unipotent subgroup of H.
Choose σ ∈ Hom(U, P ) and let R ⊆ {ρ ∈ Hom(H,P ) | ρ|U = σ}. By induction on |H|, we
can assume R consists of faithful representations. Set
R1 = {ρ ∈ R | ρ is G-cr},
R2 = {ρ ∈ R | ρ(H) is contained in a Borel subgroup of G},
R3 = R\(R1 ∪R2).
If R2 is non-empty then we are done by Corollary 4.13, so we can assume that R2 = ∅. Fix a
Levi subgroup L of P . Every representation in R1 is G-cr and is therefore Ru(P )-conjugate
to a subgroup of L. So without loss, we can assume that R1 ⊆ Hom(H,L) (note that if
σ1, σ2 ∈ Hom(U,L) are Ru(P )-conjugate then they are equal). If M is any subgroup of L
then M is G-cr if and only if M is L-cr by [24, Prop. 3.2], so R1 ⊆ Hom(H,L)cr. It follows
from Theorem 2.7 that R1 is contained in a finite union of L-conjugacy classes.
So without loss we can assume R = R3. By hypothesis, R3 is contained in a finite union
of G-conjugacy classes. To finish the proof, it is enough to show that if ρ1, ρ2 ∈ R3 are
G-conjugate then they are P -conjugate. So suppose ρ2 = g · ρ1. Lemma 4.19 implies that P
is the only proper parabolic subgroup of G that contains ρ1(H) and ρ2(H), so gPg
−1 = P .
It follows that g ∈ P , so we are done. 
Remark 4.21. In Section 7 we prove a kind of converse to Proposition 4.20 for G a simple
group of type B2 when p = 2 (see Proposition 7.14). In general, the relationship between
Question 1.3 for R-parabolic subgroups of G and Question 1.3 for G itself is very complicated.
In the latter case, we can deal with G-ir representations by Theorem 1.4, so it is enough to
consider representations ρ ∈ Hom(H,G) with image lying in a proper R-parabolic subgroup
P of G. The basic problem with passing between G and P is the following: we can have a
subset R of Hom(H,P ) such that the representations in R are all G-conjugate to each other
but fall into infinitely many P -conjugacy classes.
Example 4.22. Suppose char(k) = p > 0, let H = Cp × Cp = 〈h1, h2 | hp1 = hp2 = [h1, h2] =
1〉 and let G = SL3(k). Let B ≤ G be the parabolic subgroup of upper triangular matrices.
Define ρa : H → G for each a ∈ k by ρa(h1) =
 1 0 10 1 a
0 0 1
, ρa(h2) =
 1 0 10 1 1 + a
0 0 1
.
Then ρa = ga · ρ0, where ga :=
 1 0 0a 1 0
0 0 1
, so the ρa are pairwise G-conjugate; but it is
easily checked that if a 6= b then ρa is not B-conjugate to ρb.
Above we showed that this phenomenon cannot occur for representations whose images
satisfy the hypotheses of Lemma 4.19. For further discussion, see [26, Sec. 3.5].
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5. 1-cohomology
Throughout this section we assume that G is reductive (but not necessarily connected).
Let P be an R-parabolic subgroup of G and let L be an R-Levi subgroup of P . We present an
approach to Question 1.3 and related problems for P and L using nonabelian 1-cohomology;
cf. [2].
We recall some basic material (see [22, Sec. 6] for more details). Let K be an algebraic
group, let V be a unipotent group and suppose K acts on V by group automorphisms: that
is, suppose K acts on V in the sense of Section 2 and for every x ∈ K, the map v 7→ x · v
is a group automorphism of V . We call a morphism of varieties µ : K → V a 1-cocycle if
µ(xy) = µ(x)(x · µ(y)) for all x, y ∈ K (we refer to this condition as the cocycle equation).
We call the 1-cocycle given by µ(x) = 1 for all x ∈ K the trivial 1-cocycle. We denote by
Z1(K,V ) the set of all 1-cocycles. For any µ ∈ Z1(K,V ) and any x ∈ K, we have µ(1) = 1
and
(5.1) µ(x−1) = (x−1 · µ(x))−1.
If µ1, µ2 ∈ Z1(K,V ) then we define µ1 ∼ µ2 if there exists v ∈ V such that µ2(x) =
vµ1(x)(x · v−1) for all x ∈ K. This gives an equivalence relation on Z1(K,V ); we call
the equivalence classes 1-cohomology classes and denote the set of equivalence classes by
H1(K,V ). Given µ ∈ Z1(K,V ), we denote by µ the image of µ in H1(K,V ). We define the
trivial 1-cohomology class to be µ, where µ is the trivial 1-cocycle, and we say that H1(K,V )
is trivial if the only element of H1(K,V ) is the trivial class.
Consider the special case when V is abelian. It is easily checked that Z1(K,V ) is an
abelian group with respect to pointwise addition of 1-cocycles, and the set B1(K,V ) of 1-
coboundaries—that is, the morphisms χv : K → V given by χv(h) = v − h · v for some fixed
v ∈ V—is a subgroup of Z1(K,V ); moreover, we can identify H1(K,V ) with the quotient
Z1(K,V )/B1(K,V ), so H1(K,V ) also has the structure of an abelian group. (Here we are
using additive notation for V , Z1(K,V ) and H1(K,V ).) In this case we refer to “abelian
cohomology”. In general we use the terminology “non-abelian cohomology” to signify that
V need not be abelian.
Our main source of examples comes from the set-up in the following lemma (cf. [29, Lem.
3.2.2]), the proof of which is obtained by straightforward calculation.
Lemma 5.2. Let M be an algebraic group and let V M be unipotent. Let ρ ∈ Hom(K,M)
and let µ : K → V be a morphism of varieties. We let K act on V by x · v = ρ(x)vρ(x)−1.
Define ρµ : K → M by ρµ(x) = µ(x)ρ(x). Then ρµ belongs to Hom(K,M) if and only if µ
belongs to Z1(K,V ). Moreover, if µ, µ′ ∈ Z1(K,V ) then ρµ is V -conjugate to ρµ′ if and only
if µ, µ′ ∈ H1(K,V ) are equal.
The next result is [22, Lemma 6.2.6].
Lemma 5.3. Suppose K acts on a unipotent group by group automorphisms and K is linearly
reductive. Then H1(K,V ) is trivial.
Remark 5.4. As an application of this formalism, we give an alternative proof of Lemma 4.8.
Let F be finite and linearly reductive. Suppose first that G is reductive. Then every
ρ ∈ Hom(F,G) is G-cr, so Hom(F,G) is a finite union of G-conjugacy classes (Theorem 2.7).
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Now let G be arbitrary, let V = Ru(G) and let ν : G → G/V be the canonical projection.
Fix τ ∈ Hom(F,G/V ) and let C = {ρ ∈ Hom(F,G) | ν ◦ ρ = τ}. Now Hom(F,G/V )
is a finite union of G/V -conjugacy classes by the reductive case, so it is enough to prove
that C is a finite union of G-conjugacy classes. Fix ρ ∈ C; we let F act on V by the
rule x · v = ρ(x)vρ(x)−1. By Lemma 5.3, H1(F, V ) is trivial. The result now follows from
Lemma 5.2.
We are interested in the following special case of this construction (cf. [25], [2]). We omit
some of the proofs below, as they follow from straightforward diagram-chasing; see [15, Ch.
4] for further details. For the rest of the section, we fix an R-parabolic subgroup P of G and
an R-Levi subgroup L of P . Set V = Ru(P ). Let piL : P → L be the canonical projection.
Given ρ ∈ Hom(K,P ), set ρL = piL ◦ ρ ∈ Hom(K,L). If R ⊆ Hom(K,P ) then we set
RL = {ρL | ρ ∈ R} ⊆ Hom(K,L).
Fix ω ∈ Hom(K,L). Given R ⊆ Hom(K,P ), set Rω = {ρ ∈ R | ρL = ω}. We allow K to
act on V by the formula
x · v = ω(x)vω(x)−1.
We write Z1(K,V )ω and H
1(K,V )ω to denote the associated sets of 1-cocycles and 1-
cohomology classes.
Now let µ : K → V be a morphism of varieties, and define ρµ : K → P by ρµ(x) =
µ(x)ω(x). By Lemma 5.2, ρµ belongs to Hom(K,P ) if and only if µ belongs to Z
1(K,V )ω,
and we get a bijection zω : Hom(K,P )ω → Z1(K,V )ω given by ρµ 7→ µ. Since ω is fixed
below, we suppress the ω subscript and write z instead of zω; likewise for the maps h, h˜, etc.,
below. Below we apply this construction to a second group K ′ and we write z′, h′ and h˜′
for the corresponding maps. By Lemma 5.2, z descends to a bijection h : Hom(K,P )ω/V →
H1(K,V )ω. The group CL(ω(K)) acts on Hom(K,P )ω by conjugation and acts on Z
1(K,V )ω
by the formula (c ·µ)(x) = cµ(x)c−1. This action descends to give an action of CL(ω(K)) on
H1(K,V )ω, and it is straightforward to show that h descends to a bijection h˜ : Hom(K,P )ω/CL(ω(K))V
→ H1(K,V )ω/CL(ω(K)).
Let ζ : K ′ → K be a homomorphism of algebraic groups. We allow K ′ to act on V as
above via the representation ω′ := ω◦ζ ∈ Hom(K ′, V ). We have a map Z1(ζ) : Z1(K,V )ω →
Z1(K ′, V )ω′ given by µ 7→ µ ◦ ζ, and this descends to give maps H1(ζ) : H1(K,V )ω →
H1(K ′, V )ω′ and H˜1(ζ) : H˜1(K,V )ω/CL(ω(K))→ H1(K ′, V )ω′/CL(ω′(K ′)). We have a map
Z(ζ) : Hom(K,P )ω → Hom(K ′, P )ω′ given by Z(ζ)(ρ) = ρ ◦ ζ. This descends to give
maps H(ζ) : Hom(K,P )ω/V → Hom(K ′, P )ω′/V and H˜(ζ) : Hom(K,P )ω/CL(ω(K))V →
Hom(K ′, P )ω′/CL(ω′(K ′))V .
The next result, which follows easily from the definitions, summarises the constructions
above and says that the various maps involved are all compatible with each other.
Proposition 5.5. We have a commutative diagram as in Figure 1, where the vertical maps
are the obvious canonical projections. Moreover, z, h, h˜, z′, h′ and h˜′ are all bijections.
The proof of the next result is immediate.
Lemma 5.6. Let ω ∈ Hom(K,L) and let ρ1, ρ2 ∈ Hom(K,P )ω. Then ρ1 and ρ2 are P -
conjugate if and only if they are CL(ω(K))V -conjugate.
We can now state our main result of the section. We have in mind the special case when
K = H, K ′ = U is a maximal unipotent subgroup of H and ζ is the inclusion of U in H.
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Hom(K,P )ω
z //

Z(ζ)

Z1(K,V )ω

Z1(ζ)

Hom(K,P )ω/V
h //

H(ζ)

H1(K,V )ω

H1(ζ)

Hom(K,P )ω/CL(ω(K))V
h˜ //
H˜(ζ)

H1(K,V )ω/CL(ω(K))
H˜1(ζ)

Hom(K ′, P )ω′
z′ //

Z1(K ′, V )ω′

Hom(K ′, P )ω′/V
h′ //

H1(K ′, V )ω′

Hom(K ′, P )ω′/CL(ω′(K ′))V
h˜′ // H1(K ′, V )ω′/CL(ω′(K ′))
Figure 1
Theorem 5.7. Let ζ : K ′ → K be a homomorphism. Let R ⊆ Hom(K,P ) and let S =
{ρ ◦ ζ | ρ ∈ R} ⊆ Hom(K ′, P ). Suppose:
(i) RL is contained in a finite union of L-conjugacy classes;
(ii) for all ω ∈ Hom(K,L) such that Rω 6= ∅, the map
H˜1(ζ) : H1(K,V )ω/CL(ω(K))→ H1(K ′, V )ω′/CL(ω′(K ′)),
has finite fibres (where ω′ := ω ◦ ζ);
(iii) S is contained in a finite union of P -conjugacy classes.
Then R is contained in a finite union of P -conjugacy classes.
Proof. Without loss we can assume that (a) all representations in S are P -conjugate to
each other, and (b) there exists ω ∈ Hom(K,L) such that R ⊆ Hom(K,P )ω. Then S ⊆
Hom(K ′, P )ω′ , so h˜′(S/CL(ω′(K ′))V ) is a single point by Proposition 5.5 and Lemma 5.6
(applied to K ′). Let R˜ be the image of R in Hom(K,P )ω/CL(ω(K))V . Hypothesis (ii) and
Proposition 5.5 imply that h˜(R˜) is finite. It follows from Proposition 5.5 and Lemma 5.6
that R is contained in a finite union of P -conjugacy classes, as required. 
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6. Some applications
We keep our assumption from Section 5 that G is reductive. We would like to use Theo-
rem 5.7 as a tool to answer Question 1.3 for an R-parabolic subgroup of G; we take P and V
to be as above, K to be H, K ′ to be a maximal unipotent subgroup U of H and ζ to be the
inclusion of U in H. The trouble is that in general, hypothesis (ii) of Theorem 5.7 is difficult
to check. There are situations when the map H1(ζ) : H1(H, V )ω → H1(U, V )ω′ is injective.
For instance, Stewart showed that when H is connected and reductive, H1(ζ) is injective [29,
Cor. 3.4.3 and Thm. 3.5.2], and H1(ζ) is also injective if V is abelian (Lemma 6.3). In general,
however, the subgroup CL(ω(K)) from Theorem 5.7 is properly contained in CL(ω
′(K ′)), so
we cannot deduce that the fibres of H˜1(ζ) are finite without further information. In partic-
ular, we do not know of a cohomological proof of Theorem 1.2, notwithstanding the result
of Stewart cited above. Below we give some situations where the cohomological approach
yields fruit.
The first is based on the following observation: if a reductive group H acts by group
automorphisms on a unipotent group V and p = 0 then H is linearly reductive, so H1(H,V )
is trivial (Lemma 5.3). The following result—a variation on Theorem 4.6—extends this idea.
Proposition 6.1. Let P , L, V and piL be as in Section 5, and let U be a maximal unipotent
subgroup of H. Let ω ∈ Hom(H,L), let ρ1, ρ2 ∈ Hom(H,P )ω such that ρ1|U = ρ2|U , and set
N = ker(ω). Suppose H/N is linearly reductive. Then ρ2 is CV (ρ1(U))-conjugate to ρ1.
Proof. We allow H to act on V by the rule h·v = ρ1(h)vρ1(h)−1. Define µ(h) = ρ2(h)ρ1(h)−1.
Then µ ∈ Z1(H,V ) by Lemma 5.2. For i = 1, 2, let ψi : H → H/ker(ρi) be the canonical
projection. Then ψi(N) is isomorphic to a subgroup of V , so ψi(N) is unipotent, and
ψi(N)H/ker(ρi). By Corollary 3.6 and Proposition 3.7, ψi(N) ≤ ψi(U), so N ≤ U ker(ρi).
It follows that ρ1(n) = ρ2(n) for any n ∈ N , and this implies that µ(n) = 1 for all n ∈ N .
For any h ∈ H and any n ∈ N ,
1 = µ(hnh−1) = µ(h)(hn · µ(h−1)) = µ(h)(hnh−1 · µ(h)−1)
by the cocycle equation and (5.1). It follows that µ(H) ⊆ V˜ := Cρ1(N)(V ). We may,
therefore, regard µ as a 1-cocycle for the H-module V˜ . In fact, since N acts trivially on V˜ and
µ|N is trivial, we may regard µ as an element of Z1(H/N, V˜ ). As H/N is linearly reductive,
H1(H/N, V˜ ) is trivial. It follows that µ is the trivial element of H1(H,V ). Lemma 5.2 now
implies that ρ2 = g · ρ1 for some g ∈ V . As ρ1 and ρ2 agree on U , g belongs to CV (ρ1(U)),
so we are done. 
Remark 6.2. If H is a nontrivial torus then H is linearly reductive. In fact, H1(H,V ) is
trivial for any action of H by group automorphisms on a unipotent group V (Lemma 5.3),
so the fibres of H˜1(ζ) in Theorem 5.7 are automatically trivial for K = H. But (G,H) is
usually not a Ku¨lshammer pair for the reasons described in Section 1; this is not detected
by the 1-cohomology.
Our next application concerns the case when V is abelian. We need a preliminary lemma.
Lemma 6.3. Let H act by group automorphisms on an abelian unipotent group V and let
U be a maximal unipotent subgroup of H. Then the map H1(ζ) : H1(H, V ) → H1(U, V ) is
injective.
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Proof. One checks easily that H1(ζ) is a homomorphism of abelian groups. It is therefore
enough to prove that if µ ∈ Z1(H,V ) and µ|U is a 1-coboundary then µ is a 1-coboundary.
Suppose first that p = 0. We have a Levi factorisation H = MnRu(H) [17, Thm. 7.1]. Let
µ ∈ Z1(H, V ) such that µ|U is a 1-coboundary. By adding a 1-coboundary to µ if necessary,
we can assume that µ|U = 0. For any u ∈ Ru(H) and any m ∈M ,
0 = µ(mum−1) = µ(m)−mum−1 · µ(m)
by (5.1). Hence Ru(H) centralises µ(m). It follows that we may regard µ|M as an element
of Z1(M,V1), where V1 is the fixed point subgroup V
Ru(H). Now M is linearly reductive, so
H1(M,V1) = 0 by Lemma 5.3. We deduce that there exists v ∈ V1 such that µ(m) = v−m ·v
for all m ∈M . As v centralises Ru(H) and µ|Ru(H) = 0, it follows that µ is the 1-coboundary
χv, so we are done.
Now suppose p > 0. Suppose first that H is finite, and let U be a Sylow p-subgroup of
H. The proof in this case proceeds by a standard averaging argument (cf. [4, III.10]). Let
µ ∈ Z1(H, V ) such that µ|U is a 1-coboundary; as in the previous paragraph, we can assume
that µ|U = 0. Let r = |H : U |. Now V is unipotent, so V has exponent q for some power q
of p. As r is coprime to p, there exists s ∈ N such that srv = v for all v ∈ V . Let t1, . . . , tr
be a set of representatives for the coset space H/U . Set v = s
r∑
i=1
µ(ti). If h ∈ H then there
is a permutation σ of {1, . . . , r} such that for any i, hti = tσ(i)ui for some ui ∈ U . As µ
is constant on each coset in H/U and U is abelian, we deduce that v = s
r∑
i=1
µ(hti). But
s
r∑
i=1
µ(hti) = s
r∑
i=1
(µ(h) + h · µ(ti)) = srµ(h) + h · v, so µ(h) = v − h · v. Hence µ is a
1-coboundary.
Now let H be arbitrary. By Remark 4.5, there exist finite subgroups H1 ≤ H2 ≤ · · · of
H such that
∞⋃
m=1
Hm is dense in H. By Proposition 3.2, we can choose a maximal unipotent
subgroup Um of Hm in such a way that U1 ≤ U2 ≤ · · · . Then the closure of
⋃
m∈N
Um is
contained in some maximal unipotent subgroup U of H (cf. the proof of Proposition 4.4).
Let µ ∈ Z1(H,V ) such that µ|U is a 1-coboundary. Then for each m, µ|Um is a 1-
coboundary, so µ|Hm is a 1-coboundary by the finite case. Set
Cm = {v ∈ V | µ(h) = v − h · v for all h ∈ Hm}.
Then C1, C2, . . . is a descending sequence of nonempty closed subsets of V . By the descending
chain condition, this sequence must eventually become constant, so there exists v ∈ V such
that µ(h) = v − h · v for all m ∈ N and all h ∈ Hm. But
∞⋃
m=1
Hm is dense in H and µ is a
morphism, so µ(h) = v − h · v for all h ∈ H. This completes the proof. 
Remark 6.4. The conclusion of Lemma 6.3 can fail if we don’t assume that V is abelian: see
[2, Sec. 3].
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Proposition 6.5. Let P be an R-parabolic subgroup of G and suppose V := Ru(P ) is abelian.
Let H ≤ P and let U be a maximal unipotent subgroup of H. If U is contained in an R-Levi
subgroup L of P then H is contained in a CV (U)-conjugate of L. In particular, H is also
contained in an R-Levi subgroup of P .
Proof. Let ρ : H → P be the inclusion of H in P . Suppose U ≤ L, where L is an R-Levi
subgroup of P . Set ω = ρL ∈ Hom(H,L). By Lemma 5.2, there exists µ ∈ Z1(H, V )ω such
that ρ(h) = µ(h)ω(h) for all h ∈ H. Now µ(u) = 1 for all u ∈ U , and by Lemma 6.3,
H1(ζ) is injective. It follows that µ is trivial in H1(H,V ), so ρ = g · σ for some g ∈ V by
Lemma 5.2. As ρ and σ agree on U , g must belong to CV (U), so we are done. 
Remark 6.6. If H is connected and reductive then Proposition 6.5 holds without the assump-
tion that V is abelian: see [29, Cor. 3.6.2].
We finish with a result very similar to Proposition 6.5, but formulated for representations
instead of subgroups.
Lemma 6.7. Let G be reductive and let P be an R-parabolic subgroup of G such that V :=
Ru(P ) is abelian. Fix an R-Levi subgroup L of P and let ω ∈ Hom(H,L). Let ρ1, ρ2 ∈
Hom(H,P )ω. If ρ1|U and ρ2|U are CL(ω(H))V -conjugate then ρ1 and ρ2 are CL(ω(H))V -
conjugate.
Proof. Suppose ρ1|U = g · ρ2|U for some g ∈ CL(ω(H))V . Replacing ρ2 with g · ρ2, we
can assume that ρ1|U = ρ2|U (note that g · ρ2 belongs to Hom(H,P )ω by our assumption
on g). By Lemma 5.2, we can write ρ1(h) = µ1(h)ω(h) and ρ2(h) = µ2(h)ω(h) for some
µ1, µ2 ∈ Z1(H, V )ω. Since µ1|U = µ2|U and V is abelian, Lemma 6.3 implies that the
elements µ1 and µ2 of H
1(H, V )ω are equal. Hence ρ1 and ρ2 are V -conjugate by Lemma 5.2,
so we are done. 
7. Groups of semisimple rank 2
In [2], Bate, Martin, and Ro¨hrle produce a finite subgroup H of a simple group G of type
G2 with p = 2 such that (G,H) is not a Ku¨lshammer pair. We show that this is the smallest
example possible, in the sense that there are no other such examples for any semisimple
G 6= G2 of rank 1 or 2. Our proof uses the cohomological formalism from Section 5, as well
as various results from Sections 4 and 6.
Theorem 7.1. Suppose H0/Ru(H) is semisimple. Let G be a semisimple group of rank
at most 2, and assume that if p = 2 or 3 then G is not of type G2. Then (G,H) is a
Ku¨lshammer pair.
We need some preliminary work. The key case to deal with is that of type B2 in char-
acteristic 2. Until the end of the proof of Proposition 7.13, we assume that p = 2, G is a
simply connected simple group of type B2 (so G = Spin5) and H is finite. Fix a maximal
unipotent subgroup U of H. We fix a maximal torus T of G and a Borel subgroup B of G
such that T ≤ B. We label the roots of B with respect to T as α, β, α+β and 2α+β, where
α is short and β is long. The hypothesis of simple connectedness ensures that the canonical
epimorphism from SL2(k) to Gβ is an isomorphism. The commutation relations of the root
groups are given in [7, 33.4]. If p = 2 then the root groups Uγ and Uδ commute with each
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other for any roots γ, δ of B except for when {γ, δ} = {α, β}, whereas for any 1 6= uα ∈ Uα
and 1 6= uβ ∈ Uβ, we have
(7.2) [uα, uβ] = uα+βu2α+β
for some 1 6= uα+β ∈ Uα+β and some 1 6= u2α+β ∈ U2α+β. Moreover, [Gα, Gα+β] =
[Gβ, G2α+β] = 1.
There are two G-conjugacy classes of maximal parabolic subgroups of G, represented by
Pα := 〈B ∪ U−α〉 and Pβ := 〈B ∪ U−β〉. Below we need only consider Pβ (cf. the proof of
Proposition 7.14). Set P = Pβ. Define L = 〈T ∪Gβ〉, a Levi subgroup of P .
We have Ru(P ) = UαUα+βU2α+β and Ru(B) = UβUαUα+βU2α+β = UβRu(P ). Note that
Ru(P ) is abelian. The subgroup U2α+β is normal in P ; we set Q = P/U2α+β and denote by
ξ the canonical projection from P to Q. Set V = ξ(Ru(P )).
Lemma 7.3. (Q,H) is a Ku¨lshammer pair.
Proof. The centre Z(L) of L is the image of the coroot (2α + β)∨. Define f : (k∗)2 → T
by f(x, y) = β∨(x)(2α + β)∨(y) and h : T → (k∗)2 by h(t) = (χ1(t), χ2(t)), where χ1 and
χ2 are the fundamental dominant weights given by χ1 = α +
1
2
β and χ2 = α + β. A short
calculation shows that h ◦ f is an isomorphism, so f is an isomorphism onto T . It follows
that L ∼= Z(L)× [L,L] ∼= k∗ × SL2(k).
The multiplication map k∗ × SL2(k)→ GL(2, k) gives an isomorphism of abstract groups
from L to GL(2, k). It is easily checked that this extends to an isomorphism of abstract groups
from LnV to GL2(k)nV , where GL2(k) acts on V = k2 by the natural representation (note
that 〈α,−(2α + β)∨〉 = 〈α + β,−(2α + β)∨〉 = 1, so Z(L) acts on V with weight 1). Now
GL2(k) n V is isomorphic to a maximal parabolic subgroup of SL3(k); as SL3(k) has the
Ku¨lshammer property (see Section 1), it follows from Lemma 4.20 that GL2(k)n V has the
Ku¨lshammer property. We conclude from Remark 2.2 that (Q,H) is a Ku¨lshammer pair, as
required. 
.
We adopt the following notation: given a set S and a function f : S → P , we write
f(s) = fL(s)fα(s)fα+β(s)f2α+β(s)
for s ∈ S, where fL : S → L is a function and fγ : S → Uγ is a function for all γ ∈
{α, α + β, 2α + β}. If fL(S) ⊆ Uβ then we write fβ(s) for fL(s).
Define
Hom(U, P )′ = {σ ∈ Hom(U, P ) | σ is faithful, σ(U) ≤ UβRu(P ) and σβ(U) 6= 1},
Hom(H,P )′ = {ρ ∈ Hom(H,P ) | ρ is faithful, ρ|U ∈ Hom(U, P )′ and ρL is L-ir}
and
Hom(H,L)′ = {ω ∈ Hom(H,L) | ω is faithful, 1 6= ω(U) ≤ Uβ and ω is L-ir}.
Note that if ρ ∈ Hom(H,P ) and ρL belongs to Hom(H,L)′ then ρ belongs to Hom(H,P )′,
but the converse need not hold because ρL need not be faithful. Given σ ∈ Hom(U, P )′, we
call σ regular if σα(u) 6= 1 for some u ∈ U . Otherwise we call σ singular. If ρ ∈ Hom(H,P )′
then we call ρ regular if ρ|U is regular, and singular otherwise.
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Lemma 7.4. (a) Let v = vβvαvα+βv2α+β ∈ Ru(B) with vγ ∈ Uγ for each γ ∈ {β, α, α +
β, 2α + β}. Then v is a regular unipotent element of G if and only vβ 6= 1 and vα 6= 1.
(b) Let σ ∈ Hom(U, P )′. Then σ is regular if and only if σ(u1) is regular for some u1 ∈ U .
(c) Let ρ ∈ Hom(H,P )′. Then ρ is regular if and only if ρ(u1) is regular for some u1 ∈ U .
(d) Let ρ ∈ Hom(H,P )′. Suppose there exists u2 ∈ U such that ρβ(u2) = ρα(u2) = 1 and
ρα+β(u2) 6= 1. Then there exists u3 ∈ U such that ρβ(u3) = 1 and ρα(u3) 6= 1. In particular,
ρ is regular.
(e) Let ρ ∈ Hom(H,P )′. Then ρ is regular if and only if there exists u3 ∈ U such that
ρβ(u3) = 1 and ρα(u3) 6= 1.
Proof. Part (a) is standard (see, e.g., [8, Ch. 4]), and parts (b) and (c) are straightforward.
(d) Since ρL is L-irreducible by hypothesis, H acts irreducibly on V via ξ ◦ρL, so there exists
h ∈ H such that ρα(hu2h−1) 6= 1. Set u3 = hu2h−1. Then u3 belongs to ρ−1(Ru(Pα)), which
is a normal unipotent subgroup of H as ρ is faithful, so u3 ∈ U by Corollary 3.6. Clearly u3
has the desired properties.
(e) If ρα(u3) 6= 1 for some u3 ∈ U then ρ is regular by definition. Conversely, suppose ρ is
regular. By parts (a) and (c), there exists u1 ∈ U such that ρβ(u1) 6= 1 and ρα(u1) 6= 1.
Eqn. (7.2) implies that u2 := u
2
1 satisfies the hypotheses of (d). Part (d) applied to u2 yields
u3 with the desired properties. 
Lemma 7.5. Let ω ∈ Hom(H,L)′. Then Hom(H,P )ω is a union of at most two Z(L)Ru(P )-
conjugacy classes.
Proof. Let F = ω(H) ≤ L ∼= GL2(k). Since F is GL2(k)-ir, the inclusion of F in GL2(k) is
an irreducible representation of F ; in particular, F is not cyclic. Standard representation-
theoretic results imply that F ≤ GL2(q) for some power q of 2. Let ψ : GL2(q)→ PGL2(q) ∼=
SL2(q) be the canonical projection: then ψ(F ) ≤ SL2(q). Let q1 be the smallest power of
2 such that ψ(F ) is isomorphic to a subgroup of SL2(q1). By [10, Cor. 2.2], any absolutely
irreducible maximal proper subgroup of SL2(q1) is isomorphic to SL2(q0) for some power q0
of 2 with q0 ≤ q1 or to a dihedral group D2r of order 2r for some odd r. Minimality of q1
implies that ψ(F ) ∼= SL2(q1) or ψ(F ) is a dihedral group D2s for some odd s.
Suppose ψ(F ) ∼= SL2(q1). Let A be a Sylow 2-subgroup of H; we can choose A so that
ω(ψ(A)) is the group of upper unitriangular matrices in SL2(q1). Choose D ≤ H such that
ω(ψ(D)) is the group of diagonal matrices in SL2(q1). Then D is abelian and consists of
semisimple elements, D normalises A and D acts transitively on the set of nontrivial elements
of A. There is no harm in replacing ω with an L-conjugate of ω, so we may assume that
ψ(D) ≤ T and ψ(A) ≤ Uβ.
Recall from Section 5 that Ru(P )-conjugacy classes of elements of Hom(H,P )ω correspond
bijectively to elements of H1(H,Ru(P ))ω. Set Z
1(H,Ru(P ))
0
ω = {µ ∈ Z1(H,Ru(P ))ω |
µ|D is trivial}. We claim that Z1(H,Ru(P ))0ω surjects onto H1(H,Ru(P ))ω. To see this,
let µ ∈ Z1(H,Ru(P ))ω. Since H1(D,Ru(P ))ω vanishes (Lemma 5.3), the restriction µ|D
is a 1-coboundary, so there exists v ∈ Ru(P ) such that the 1-cocycle µ′ given by µ′(h) =
µ(h)− v + h · v belongs to Z1(H,Ru(P ))0ω. We have µ′ = µ, so the claim is proved.
So let µ ∈ Z1(H,Ru(P ))0ω. It follows from the cocycle equation that for any x ∈ D,
(7.6) µ(xa0x
−1) = x · µ(a0).
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Fix 1 6= a0 ∈ A. The cocycle equation together with (7.2) applied to a20 = 1 implies that
µ(a0) belongs to Uα+βU2α+β. It follows that A acts trivially on µ(A), so µ is a homomorphism
from A to Uα+βU2α+β. Eqn. (7.6) implies that µ2α+β(a) = 1 for all a ∈ A as D centralises
U2α+β; in particular, µ(a0) ∈ Uα+β. Since any two nontrivial elements of A are D-conjugate,
Eqn. (7.6) implies that µ|A is completely determined by µ(a0). If µ(a0) = 1 then µ|A is
trivial, so µ ∈ H1(H,Ru(P ))ω is trivial by Lemma 6.3. Finally, the conjugation action of
Z(L)0 is transitive on the set of nontrivial elements of Uα+β. Putting these facts together, we
deduce that if H1(H,Ru(P ))ω is nontrivial then the conjugation action of Z(L)
0 is transitive
on the set of nontrivial elements of H1(H,Ru(P ))ω. The result follows.
Now suppose ψ(F ) = D2s where s > 1 is odd. Choose D ≤ H such that ω(ψ(D)) is
the cyclic subgroup Cs of D2s and let a ∈ H be an involution; then a normalises D. Set
Z1(H,Ru(P ))
0
ω = {µ ∈ Z1(H,Ru(P ))ω | µ|D is trivial}. For any µ ∈ Z1(H,Ru(P ))0ω and
any x ∈ D,
µ(a) = µ(ax) = µ(x−1a) = x−1 · µ(a).
It follows that µ(a) ∈ U2α+β. But the conjugation action of Z(L)0 is transitive on the set of
nontrivial elements of U2α+β, so the desired result follows as in the previous case. 
Proposition 7.7. (P,H) is a Ku¨lshammer pair.
Proof. Fix σ ∈ Hom(U, P ). Let C ⊆ {ρ ∈ Hom(H,P ) | ρ|U = σ}. We show that C
is contained in a finite union of P -conjugacy classes. We are free to replace σ with a P -
conjugate of σ, so we can assume that σ(U) ≤ Uβ. By induction on |H|, we can assume
that C consists of faithful representations; in particular, we can assume that σ is faithful. If
σ(U) ≤ Ru(P ) then U = σ−1(Ru(P )) is a normal unipotent subgroup of H, and the result
follows from Theorem 4.6 and Remark 4.7. Hence we can assume that σβ(U) 6= 1. If ρ ∈ C
and ρL is not L-ir then ρL(H) is contained in a Borel subgroup of L, so ρ(H) is contained
in a Borel subgroup of P and the result follows from Corollary 4.13. Hence we can assume
that C ⊆ Hom(H,P )′.
As (Q,H) is a Ku¨lshammer pair (Lemma 7.3), we can assume that the representations
ξ◦ρ are pairwise Q-conjugate as ρ ranges over the elements of C. Fix ρ0 ∈ C and set gρ0 = 1.
Set ω = ρL0 ; then ω|U = σL. For each ρ ∈ C with ρ 6= ρ0, choose gρ ∈ P such that
(7.8) ξ ◦ (gρ · ρ) = ξ ◦ ρ0,
and set C1 = {gρ · ρ | ρ ∈ C} ⊆ Hom(H,P )′ω. Then
(7.9) τL|U = σL for all τ ∈ C1.
So the representations τ |U for τ ∈ C1 need not a priori all be equal to σ, but τ(u) has the form
τβ(u)τα(u)τα+β(u)τ2α+β(u), where τβ(u) = σβ(u), τα(u) = σα(u) and τα+β(u) = σα+β(u).
Fix ρ ∈ C. We claim that
(7.10) (gρ · ρ)|U = m · σ for some m ∈ Z(L)Ru(P ).
To establish this, we argue as follows. We can write gρ = lvαvα+βv2α+β for some l ∈ L and
some vγ ∈ Uγ (γ = α, α+ β, α+ 2β). Since σ(U) ≤ Uβ, it follows from (7.9) that l = zvβ for
some z ∈ Z(L) and some vβ ∈ Uβ, so we have
gρ = zvβvαvα+βv2α+β.
If vβ commutes with σ(U) then a short calculation using the commutation relations for the
root groups shows that (gρ · ρ)|U = m · σ, where m := zvα, and the claim is proved. In
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particular, this is the case if σ is singular or vβ = 1. So let us suppose that σ is regular and
vβ 6= 1. We show this leads to a contradiction.
By Lemma 7.4(a) and (b), there exists u1 ∈ U such that σβ(u1) 6= 1 and σα(u1) 6= 1. Now
ξ(gρρ(u1)g
−1
ρ ) = ξ(σ(u1)) by (7.8), which implies that
(7.11) gρσβ(u1)σα(u1)σα+β(u1)σ2α+β(u1)g
−1
ρ = σβ(u1)σα(u1)σα+β(u1)u2α+β
for some u2α+β ∈ U2α+β. Another calculation using the commutation relations now shows
that zσα(u1)z
−1 = σα(u1). This implies that z centralises both Uβ and Uα, so z ∈ Z(G).
By Lemma 7.4(e), there exists u3 ∈ U such that σβ(u3) = 1 and σα(u3) 6= 1. Now
ξ(gρρ(u3)g
−1
ρ ) = ξ(σ(u3)) by (7.8), so the commutation relations imply that ξ(vβσ(u3)v
−1
β ) =
ξ(σ(u3)), which is impossible by (7.2) as vβ and σα(u3) are nontrivial but σβ(u3) is trivial.
This proves the claim.
It follows from (7.10) that the representations τ |U are pairwise Z(L)Ru(P )-conjugate to
each other as τ ranges over the elements of C1. Lemma 6.7 implies that the representations
in C1 are pairwise Z(L)Ru(P )-conjugate to each other. This completes the proof. 
Remark 7.12. We did not directly invoke Theorem 5.7 in the above proof, but our argument
amounts to checking that the fibres of H˜1(ζ) are finite. Indeed, we prove that the repre-
sentations τ |U for τ ∈ C1, which a priori are only P -conjugate to each other, are in fact
Z(L)Ru(P )-conjugate to each other.
Proposition 7.13. Let σ ∈ Hom(U, P ) and let C ⊆ {ρ ∈ Hom(H,P ) | ρ|U is G-conjugate to σ}.
Then C is contained in a finite union of G-conjugacy classes.
Proof. By an argument like the one at the start of the proof of Proposition 7.7, we can
assume that σ ∈ Hom(U, P )′ and C ⊆ Hom(H,P )′. Since Hom(H,L)ir is a finite union of
L-conjugacy classes (Theorem 2.7), we can assume that C ⊆ Hom(H,P )′ω for some ω ∈
Hom(H,L)ir. We separate the proof into cases.
(a) σ is regular: By Lemma 7.4(b), there exists u1 ∈ U such that σ(u1) is regular. Let
ρ ∈ C. Then ρ|U = g · σ for some g ∈ G, so ρ(u1) = gσ(u1)g−1 is regular. Now σ(u1)
and ρ(u1) both belong to B, by construction. But a unipotent regular element of G belongs
to exactly one Borel subgroup of G [8, Ch. 4], so gBg−1 = B, so g ∈ P . It follows from
Proposition 7.7 that C is contained in a finite union of P -conjugacy classes, as required.
(b) σ is singular: Given N ≤ H, set
CN = {ρ ∈ C | ρ−1(Ru(P )) = N}.
Note that if CN is nonempty—say, ρ ∈ CN—then N H and N is unipotent, as ρ is faithful
and ρ(N) is unipotent, so N ≤ U (Corollary 3.6) and N = (ρ|U)−1(Ru(P )). Since there are
only finitely many possibilities for σ−1(Ru(P )), it is enough to prove that CN is contained
in a finite union of G-conjugacy classes, where N := σ−1(Ru(P )). If N = 1 then ρL = ω
belongs to Hom(H,L)′. But then Hom(H,P )ω is contained in a finite union of P -conjugacy
classes by Lemma 7.5, so in this case we are done. We can assume, therefore, that N 6= 1.
Clearly we can assume that σ = ρ0|U for some ρ0 ∈ C.
Let ρ ∈ C. Choose 1 6= u1 ∈ N . Since ρ is singular, ρα+β(u1) = 1 by Lemma 7.4(d),
so 1 6= ρ(u1) ∈ U2α+β. Likewise, ρ0 is singular, so 1 6= σ(u1) = ρ0(u1) ∈ U2α+β. After
conjugating by an element of Z(L) if necessary, we can assume that σ(u1) = ρ(u1). Let
A = 〈σ(u1)〉. Choose g ∈ G such that (g · ρ)|U = σ. Then g centralises σ(u1), so g ∈ CG(A).
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Now CG(A) is non-reductive (see, e.g., [7, Sec. 30.3]) and CG(A) is not contained in a Borel
subgroup of G because CG(A) contains [L,L]. It follows from Lemma 4.19 that CG(A) is
contained in a unique proper parabolic subgroup P ′ of G. By a similar argument, P ′ is the
unique proper parabolic subgroup of G that contains CG(U2α+β), and it is not hard to see
that P ′ = P . Hence g ∈ P . It follows from Proposition 7.7 that C is contained in a finite
union of P -conjugacy classes.
This completes the proof. 
Proposition 7.14. Let p = 2, let G be a simple group of type B2 and let H be finite. Then
(G,H) is a Ku¨lshammer pair.
Proof. As p = 2, the simply connected and adjoint forms of B2 are isomorphic as abstract
groups, so we can assume by Remark 2.2 that G is simply connected since H is finite. Fix
σ ∈ Hom(U,G) and let C ⊆ {ρ ∈ Hom(H,G) | ρ|U is G-conjugate to σ}; we prove that
C is contained in a finite union of G-conjugacy classes. By Theorem 2.7, we can assume
that every ρ ∈ C has image contained in some maximal parabolic subgroup of G, so we
can assume that C is contained in Hom(H,Pα) ∪ Hom(H,Pβ). There is a bijective isogeny
f : G → G such that f swaps long roots with short roots, and we can pick f in such a way
that f(Pβ) = Pα. Hence we can assume that C is contained in Hom(H,Pβ). The result now
follows from Proposition 7.13. 
Proof of Theorem 7.1. If p = 0 then the result follows from Theorem 1.5, so we assume that
p > 0. By Proposition 4.4 and Remark 4.5, we can assume that H is finite. If G is of type
B2 and p = 2 then the result follows from Proposition 7.14, while if G is of type A1, A1×A1
or A2 then the result also follows (see Section 1). The only other possibilities are that G is
of type B2 and p 6= 2, or G is of type G2 and p 6= 2, 3. But then p is good for G, so the
result follows from [25, I.5, Thm. 3]. 
Remark 7.15. We do not know of any H such that H0/Ru(H) is semisimple and (G,H) is
not a Ku¨lshammer pair, where G is of type G2 and p = 3.
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