Abstract. We show that the theory of a non-degenerate representation of a C * -algebra A over a Hilbert space H is superstable. Also, we characterize forking, orthogonality and domination of types and show that the theory has weak elimination of imaginaries.
introduction
Let A be a unital C * -algebra and let π : A → B(H) be a C * -algebra nondegenerate isometric homomorphism, where B(H) is the algebra of bounded operators over a Hilbert space H. We continue our study of H as a metric structure expanded by A from the point of view of continuous logic. The basic model theoretic facts of the structure were proved in [3] and in this paper we deal with stability theoretic
properties. Recall that we include a symbolȧ in the language of the Hilbert space structure whose interpretation in H will be π(a) for every a in the unit ball of A getting the following metric structure of only one sort:
(Ball 1 (H), 0, −, i, 
is the norm
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. Briefly, the structure will be refered to as (H, π).
As we said before, this is a continuation of a previous work (see [3] ). The main results obtained there are the following:
(1) The theory of (H, π) has quantifier elimination. Furthermore, for v, w ∈ H, tp(v/∅) = tp(w/∅) if and only if φ v = φ w . Here, φ v : A → C is the positive linear functional defined by the formula φ v (a) = av | v .
(2) An explicit description of the model companion of T h(H, π).
In this paper we get the following results
(1) Characterize non-forking in T h(H, π).
Letv ∈ H n and E ⊆ H. Then the type tp(v/E) has a canonical base formed by a tuple of elements in H and therefore, the theory of (H, π) has weak elimination of imaginaries.
(4) Let E ⊆ H, p, q ∈ S 1 (E) be stationary and v, w ∈ H be such that v |= p and w |= q. Then, p ⊥ E q if and only if
(we) , where the orthogonality of functionals is defined in Definition 4.4.
Let us recall previous work around this topic. In [20] , Henson and Iovino, ob- served that the theory of a Hilbert space expanded with a family of bounded operators is stable. A geometric characterization of forking in Hilbert spaces expanded with normal commuting operators, was first done by Berenstein and Buechler [10] .
In [9] Ben Yaacov, Usvyatsov and Zadka characterized the unitary operators corresponding to generic automorphisms of a Hilbert space as those unitary transformations whose spectrum is S 1 and gave the key ideas used in this paper to characterize domination and orthogonality of types. The author and Ben Yaacov ([5] ) studied the more general case of a Hilbert space expanded by a normal operator N . The author and Berenstein ([4] ) studied the theory of the structure (H, +, 0, | , U ) where U is a unitary operator in the case where the spectrum is countable and characterized prime models and orthogonality of types. Most results in this paper are
generalizations of results present in [4, 5] .
This paper is divided as follows: In section 2, we characterize definable and algebraic closures. In Section 3, we give a geometric interpretation of forking and show weak elimination of imaginaries. Finally, in Section 4, we characterize orthogonality and domination of types.
definable and algebraic closures
In this section we give a characterization of definable and algebraic closures.
Gelfand-Naimark-Segal construction is a tool for understanding definable closures (see Theorem 3.11 in [3] ).
Recall the following conventions:
Notation 2.1. Given E ⊆ H and v ∈ H, we denote by:
• H E , the Hilbert subspace of H generated by the elements π(a)v, where
v ∈ E and a ∈ A.
• π E := {π(a) ↾ H E | a ∈ A}.
• (H E , π E ), the subrepresentation of (H, π) generated by E.
• H v , the space H E when E = {v} for some vector v ∈ H.
• π v := π E when E = {v}.
• (H v , π v ), the subrepresentation of (H, π) generated by v.
• (H, π, v), means that {π(a)v | a ∈ A} is dense in (H, π).
• H ⊥ E , the orthogonal complement of H E .
• P E , the projection over H E .
• P E ⊥ , the projection over H ⊥ E . Definition 2.2. Given a representation π : A → B(H), we define:
• The essential part of π is the C * -algebra homomorphism,
, where ρ is the canonical proyection of B(H) onto the Calkin Algebra B(H)/K(H).
• The discrete part of π is the restriction,
• The discrete part of π(A) is defined in the following way:
• The essential part of π(A) is the image π(A) e of π(A) in the Calkin Algebra.
• The essential part of H is defined in the following way:
• The discrete part of H is defined in the following way:
• The essential part of a vector v ∈ H is the projection v e of v over H e .
• The discrete part of a vector v ∈ H is the projection v d of v over H d .
• The essential part of a set E ⊆ H is the set
• The discrete part of a set G ⊆ H is the set
if and only if:
• For all w ∈ H E , U w = w.
let λ ∈ C such that λ = 1 and |λ| = 1. Then, the operator
Proof. Let κ > 2 ℵ0 and consider (H, π) ⊕ i∈I (H e , π e ). By Corollary 2.5. Then there are κ vectors v i for i < κ such that every v i has the same type over ∅ as v.
This means that the orbit of v under the automorphisms of (H, π) is unbounded and therefore v is not algebraic over the emptyset.
Recall Fact 3.19 in [3] :
Proof. Clear from previous Lemma 2.6. Now, we describe the algebraic closure of ∅:
Theorem 2.10. Let E ⊆ H. Then acl(E) is the Hilbert subspace of H generated by dcl(E) and acl(∅).
Proof. Let G be the Hilbert subspace of H generated by dcl(E) and acl(∅). It is
, and by Theorem 2.4 and Lemma 2.6, v e ∈ dcl(E) \ acl(∅). Then v e ∈ dcl(E) and acl(E) ⊆ G.
forking and stability
In this section we give an explicit characterization of non-forking and prove that T h(H, π) is stable. Henson and Iovino in [20] , observed that a Hilbert space expanded with a family of bounded operators is stable. Here, we give an explicit description of non-forking and show that the theory is superstable.
•v is independent fromw over E if and only if for every j, k = 1, . . . , n,
F if and only if for every j = 1, . . . , n
, this is, the map sending v to w extends to a unique isometric isomorphism between (H v , π v ) and (H w , π w ).
F if and only if the following conditions hold:
Proof. Clear from Theorem 3.3 and Remark 3.2 Remark 3.5. Recall that for every E ⊆ H and v ∈ H, P
Proof. By Remark 3.2, to prove local character, finite character and transitivity it is enough to show them for the case of a 1-tuple.
Local character: Let v ∈ H and E ⊆ H. Let w = (P acl(E) (v)) e . Then there exist a sequence of (l k ) k∈N ⊆ N, a sequence of finite tuples (a
A and a sequence of finite tuples (e
Finite character:
Then w ∈ acl(E ∪ F )\acl(E).
As in the proof of local character, there exist a sequence of pairs (
Transitivity of independence:
Symmetry: It is clear from Remark 3.2.
Invariance: Let U be an automorphism of (H, π).
. By Remark 3.2, this means that for every j, k = 1, . . . , n H P ⊥
Existence: Let (H,π) be the monster model and let E ⊆ F ⊆H be small sets. We show, by induction on n, that for every p ∈ S n (E), there exists q ∈ S n (F ) such that q is a non-forking extension of p.
Case n = 1: Let v ∈H be such that p = tp(v/E) and let (
is a | ⌣ * -independent extension of tp(v/E).
phism of the monster model fixing E pointwise such that for every j = 1, . . . , n, U (
Stationarity: Let (H,π) be the monster model and let E ⊆ F ⊆H be small sets. We show, by induction on n, that for every p ∈ S n (E), if q ∈ S n (F )
is a | ⌣ * -independent extension of p to F then q = p ′ , where p ′ is the | ⌣ * -independent extension of p to F built in the proof of existence.
Case n = 1: Let v ∈ H be such that p = tp(v/E), and let q ∈ S(F ) and w ∈ H be such that w |= q. Let v ′ be as in previous item. Then, by Theorem 3.4 we have that:
) and w = (w 1 , . . . , w n+1 ) ∈H be such thatv |= p,v ′ |= p ′ andw |= q.
By transitivity, we have that tp(v 
Fact 3.7 (Theorem 14.14 in [7] 
As in the proof of local character,
and (w k j ) k∈N be such that w
Recall that a canonical base for a type p is a minimal set over which p does not fork. In general, this smallest tuple is an imaginary, but in Hilbert spaces it corresponds to a tuple of real elements. Next theorem gives an explicit description of canonical bases for types in the structure, again we get a tuple of real elements.
is a canonical base for the type tp(v/E).
Proof. First of all, we consider the case of a 1-tuple. By Theorem 3.4 tp(v/E) does not fork over Cb(tp(v/E)). Let (v k ) k<ω a Morley sequence for tp(v/E). We have to
show that P E v ∈ dcl((v k ) k<ω ). By Theorem 3.4, for every k < ω there is a vector
. This means that for every k < ω, w k ∈ H e and for all j, k < ω,
For the case of a general n-tuple, by Remark 3.2, it is enough to repeat the previous argument in every component ofv. (1) They are called orthogonal
(2) Also, φ is called dominated by ψ (φ ≤ ψ) if there exist γ > 0 such that the functional γψ − φ is positive.
is isometrically isomorphic to a subrepresentation of (H w , π w , w). Then there exists a vector
By Radon Nikodim Theorem for rings of operators (see [18] ), there exists a bounded
such that P w = v ′ and P commutes with every element of π v (A). Let γ = P 2 . Then, for every positive element
The converse is Corollary 3.3.8 in [21] . 
isomorphic to any subrepresentation of (H w , π w , w).
Proof. Suppose φ v ⊥ φ w , and (H v , π v , v) is isometrically isomorphic to subrepresentation of (H w , π w , w). By Theorem 4.5 φ v ≤ φ w ; let γ > 0 be a real number such that γφ w − φ v is a bounded positive functional and let u ∈ H be such that φ u = γφ w − φ v , which is possible by GNS Theorem. Then φ v = γφ w − φ u , and
Here, a few facts that will be needed to prove Theorem 4.14:
Remark 4.8. Recall that two representations are said to be disjoint if they do not have any common subrepresentation up to isometric isomorphism. ′′ such that if P 1 and P 2 are the projections on H 1 and H 2 respectively, we have that P P 1 = P 1 and (I − P )P 2 = P 2 . 
Proof. Let γ 1 > 0 and γ 2 > 0 be such that γ 1 φ 2 − φ 1 and γ 2 ψ 2 − ψ 1 are positive.
By Fact 4.12, for ǫ > 0 there exists a positive a ∈ A with norm less than or equal to
Theorem 4.14. Let v, w ∈ H. φ v ⊥ φ w if and only if no subrepresentation of
is isometrically isomorphic to a subrepresentation of (H w , π w , w).
is not isometrically isomorphic to (H w ′ , π w ′ , w ′ ), and the conclusion follows.
Conversely, suppose no subrepresentation of (H v , π v , v) is isometrically isomorphic to a subrepresentation of (H w , π w , w). Then the representations (H v , π v ) and (H w , π w ) are disjoint. By Fact 4.9, there is a projection P ∈ π(A)
On the other hand, φ w (P ) = P w | w = w −(w −P w) | w = w −(I −P )w | w = w −(I −P )P w w | w = w −P w w | w = w − w | w = 0. By Fact 4.10 and Theorem 4.11, the projection P is strongly approximable by positive elements in π(A) and therefore, for ǫ > 0 there exists a positive element a ∈ A with norm less than or equal to 1, such that φ v (e − a) < ǫ and φ w (a) < ǫ. By Fact 4.12, φ v ⊥ φ w . is isometrically isomorphic to any subrepresentation of (H we , π we , w e ). By Lemma 4.14, this implies that φ ve ⊥ φ we .
Conversely, if p ⊥ a q there are v, w ∈ H such that v |= p, w |= q and H ve ⊥ H we .
This implies that there exist elements a 1 , a 2 ∈ A such that π(a 1 )v e ⊥ π(a 2 )w e .
This means that 0 = π(a 1 )v e | π(a 2 )w e = v e | π(a * 1 a 2 )w e . So, we can assume that there exists an element a ∈ A such that v e ⊥ π(a)w e . Since v e = P we v e +P ⊥ we v e and P we v e = 0, we can prove that φ Pw e ve ≤ φ ve by using a procedure similar to the one used in the proof of Theorem 4.5 and, since P we v e ∈ H we , we get φ Pw e ve ≤ φ we .
By Lemma 4.13, this implies that φ ve ⊥ φ we . Proof. Assume p ⊥ a q, E ⊆ F ⊆ H are small subsets of the monster model and p ′ , q ′ ∈ S 1 (F ) are non-forking extensions of p and q respectively. Let v, w ∈ H be such that v |= p ′ and w |= q ′ , then φ P ⊥ F (ve) = φ P ⊥ E ve ⊥ φ P ⊥ E we = φ P ⊥ F (we) . By Lemma 4.15, this implies that p ′ ⊥ a q ′ . Therefore p ⊥ q.
The converse is trivial.
Lemma 4.18. Let p, q ∈ S 1 (∅) and let v, w ∈ H be such that v |= p and w |= q. 
