Abstract. In this paper we prove an existence result of multiple positive solutions for the following quasilinear problem
Introduction
It is well-known that the general quasilinear Schrödinger equation
where ψ : R × R N → C is the unknown, κ is a real constant, serves as models for several physical phenomena depending on the form of the given potential V = V (x) and the given nonlinearities ρ(s) and h. In the case ρ(s) = (1 + s) 1/2 , the equation models the self-channeling of a high-power ultra short laser in matter, see [9, 28] . It also appears in fluid mechanics [19] , in the theory of Heisenberg ferromagnets and magnons [34] , in dissipative quantum mechanics and in condensed matter theory [25] . When ρ(s) = s, which is the case we are interested here, the above equation reduces to (1.1)
It was shown that a system describing the self-trapped electron on a lattice can be reduced in the continuum limit to (1.1) and numerics results on this equation are obtained in [10] . In [18] , motivated by the nanotubes and fullerene related structures, it was proposed and shown that a discrete system describing the interaction of a 2-dimensional hexagonal lattice with an excitation caused by an excess electron can be reduced to (1.1); moreover numerics results have been done on domains of disc, cylinder or sphere type. The superfluid film equation in plasma physics has also the structure (1.1), see [20] .
The search of standing wave solutions ψ(t, x) = exp(−iF t)u(x), F ∈ R of (1.1) under a power type nonlinearity h reduces the equation to (1.2) − ∆u − ∆(u 2 )u + W (x)u = h(u)
where W (x) = V (x) − F as V (x), h(u) = h(u 2 )u and we have assumed, without loss of generality, that κ = 1. The quasilinear equation (1.2) in the whole R N has received special attention in the past several years and various devices have been used: the method of Lagrange multipliers, which gives a solution with an unknown multiplier λ in front of the nonlinear term (see [27] ) and the remarkable change of variable to get a semilinear equation in appropriate Orlicz space framework (see [13, 17, 23] ). We refer the reader also to the papers [16, 22, 24, 29] and references therein.
Here we are interested in a special case of (1.2) , that is, we study the equation in a smooth and bounded domain Ω ⊂ R N , N ≥ 3, with constant potential V (x) = F (hence W (x) = 0) and with homogeneous Dirichlet boundary conditions; in other words, we are interested in the search of positive solutions for the problem (1.3)
−∆u − ∆(u 2 )u = |u| p−2 u in Ω u = 0 on ∂Ω, with p ∈ (4, 22 * ). As usual 2 * = 2N/(N − 2) is the Sobolev critical exponent of the embedding of H 1 0 (Ω) into Lebesgue spaces, and 22 * turns out to be the critical exponent for the problem, as it is shown in [13] .
The main goal of this paper is to show that for p near the critical exponent 22 * , the topology of the domain influences the number of positive solutions in the sense of Theorem 1 and Theorem 2 below.
Before to state our main results we recall that if Y is a closed set of a topological space X, we denote the Ljusternik-Schnirelmann category of Y in X by cat X (Y ), which is the least number of closed and contractible sets in X that cover Y . Moreover, cat X denotes cat X (X). Then we have the first multiplicity result. Theorem 1. There exists p ∈ (4, 22 * ) such that for any p ∈ [p, 22 * ), problem (1. 3) has at least cat Ω positive weak solutions. Moreover if Ω is not contractible in itself then (1. 3) has at least cat Ω + 1 positive weak solutions.
By implementing the Morse theory we are able to prove also the following multiplicity result. Here P t (Ω) is the Poincaré polynomial of Ω, whose definition we recall later. We point out that, among the solutions we find there is the ground state, called g p , that is the solution with minimal energy m p in the sense specified in Section 3.
It is worth to mention that problem (1.3) has been studied recently in [21] in a bounded domain and the authors prove, by using Morse theory, existence results of multiple solutions. However the number of solutions found in [21] is not in relation with the topology of the domain Ω, and nothing is said on the sign of the solutions. So our paper is the first one to relate the number of positive solutions to the topology of the domain when the exponent is near the critical one 22 * .
1.1. The approach and the main ideas. Our approach in proving Theorem 1 and Theorem 2 is variational; indeed we first use the change of variable u = f (v) introduced by [13] to transform problem (1.3) into
on ∂Ω.
Then we find its solutions as critical points of a C 1 functional on the so called Nehari manifold, which is a natural constraint. In particular we show that the functional on the Nehari manifold is bounded below, achieves the ground state level m p , for p ∈ (4, 22 * ), and by means of the Ljusternik-Schnirelmann and Morse theories we prove the multiplicity results. We say that most of all the results we prove in the next two sections are fundamental in order to achieve the Proposition 5 in Section 3, which is a key step in order to employ the Ljusternick-Schnirelmann theory.
As it is usual by using a variational approach, at some point it will be important to have a compactness condition, that we recall here once for all for the reader's convenience. If H is an Hilbert space, N ⊂ H a submanifold and I : H → R a C 1 functional, we say that I satisfies the Palais-Smale condition on N at level a ∈ R, (P S) a condition for short, if any sequence {u n } ⊂ N such that
possesses a subsequence converging to u ∈ N . We will also say that I |N satisfies the (P S) condition.
In general a sequence satisfying the conditions in (1.4) is named Palais-Smale sequence at level a, or (P S) a sequence for short. If the value a is not really important, we will simply speak of (P S) condition and/or (P S) sequences.
Let us say that, as it will be evident by the method we use, we will need a representation of the (P S) sequences for the functional related to the critical problem, that is
This representation for the quasilinear problem has never appeared in the literature, to the best of our knowledge. Hence as a byproduct of our proofs we obtain the representation of the (P S) sequences (known also as Splitting Lemma, see Lemma 9) for the critical problem (1.5), which may be useful also in other different context.
Furthermore, concerning the critical case, we show in Lemma 5 a nonexistence result for problem (1.5) in a star-shaped domain when p = 22 * ; this means that the exponent 22 * is critical also with respect to the existence of solutions and implies that the ground state level m * is not achieved in this case. Nevertheless we show that for every domain lim p→22 * m p = m * , see Theorem 3. We think this last result is interesting of its right.
The ideas we use to prove Theorems 1 and 2 are mainly inspired from that of [5] [6] [7] where the authors consider the model problem
in Ω, u = 0 on ∂Ω and ask how the topology of the domain Ω affects the number of positive solutions depending on suitable "limit" values of the parameters λ, p. They introduced new techniques in order to have a "picture" of Ω in a suitable sublevel of the energy functional associated to the problem, and then they use the Ljusternick-Schnirelmann and Morse theory in order to deduce a multiplicity result. Actually the authors treat two cases:
(i) when p is fixed and the parameter λ is made sufficiently large, (ii) when λ is fixed and the parameter p in the nonlinearity tends to the critical value 2 * and find solutions for λ large in the first case, and for p near 2 * in the second case. After the mentioned papers [5] [6] [7] , these techniques have been successfully used to prove multiplicity of positive solutions for equations involving also different operators then the Laplacian, and even in presence of a potential. However the existing literature mainly concerns with case (i): many papers appeared where the parameter λ can be moved, after a rescaling, into the potential or even as a factor which expands the domain Ω. For more details and results in this direction, we refer the reader to the papers [1, 12] for the p−Laplacian, [3] for the magnetic Laplacian in expanding domains, [26] for a system of fractional Schrödinger-Poisson type, [14] for the fractional Laplacian in expanding domains, [2, 4, 11] for quasilinear operators: in all these papers multiplicity result, depending on the topology of the domain, have been proved for λ large.
However case (ii) in which the role of the parameter is taken by the exponent of the nonlinearity, that we believe to be very interesting too, has been much less explored. Indeed this has motivated the present paper. To the best of our knowledge there are just two other papers (besides [5] ) which consider the case when the parameter p approaches the critical exponent obtaining multiplicity of solutions depending on the topology of the domain: they are [32] where the Schrödinger-Poisson system is studied and [15] where the fractional Laplacian is considered.
We point out that the ideas of Benci, Cerami and Passaseo in [5] [6] [7] are not immediately applicable to our problem due to the fact that there is the change of variable f which has to be treated very carefully. In fact we need some new properties of the change of variable, which never appeared before, see Lemma 2. Moreover, in contrast to the paper [5] [6] [7] we can not work on the L p −constraint due to the lack of homogeneity in the equation which does not permit to eliminate the Lagrange multiplier once it appears.
1.2. Structure of the paper. The paper is organized as follows.
In Section 2 we give the variational setting of the problem. In particular the change of variable given in [13] is introduced in order to have a well defined and C 1 functional whose critical points are exactly the solutions we are looking for.
In Section 3 we introduce the Nehari manifold associated to the problems settled in the domain Ω, in both cases of p subcritical and critical. This section is quite technical since we need to perform projections of nontrivial functions on different Nehari manifolds, and compare in some sense the Nehari manifolds of the subcritical problem with the Nehari manifold of the critical one. A "local" (P S) condition is proved for the critical case. Finally, we give also a Splitting Lemma involving the critical problem on the whole R N .
In Section 4, the barycenter mapà la Benci-Cerami is introduced and some properties are proved.
In Section 5 the proof of Theorem 1 is given by using the Ljusternick-Schnirelmann theory. In Section 6, after recalling some basic notions in Morse theory and show that the second derivative of the functional is "of type" isomorphism minus a compact operator, we prove Theorem 2.
1.3. Final comments. As a matter of notations, we will use the letters C, C ′ , . . . , C 1 , C 2 , . . . to denote suitable positive constants which do not depend on the functions neither on p. Moreover their values, irrelevant for our purpose, are allowed to change on every estimate.
The letter S will be deserved for the embedding constant of
The symbol o n (1) stands for a vanishing sequence. We will use sometimes the notation |u| p for the usual L p −norm of the function u: no confusion should arise for what concerns the underlying domain.
Other notations will be introduced whenever we need. Finally, without no loss of generality, we assume throughout the paper that 0 ∈ Ω.
Variational framework
As observed in [30, 31] , there are some technical difficulties to apply directly variational methods to the formal functional associated to (1.3), which formally should be given by
The main difficulty related to J p is that it is not well defined in the whole H 1 0 (Ω). For example, if u diverges near 0 as |x| (2−N )/4 and then is glued to a smooth, radial, and vanishing function, we have u ∈ H 1 0 (B), while the function |u| 2 |∇u| 2 does not belong to L 1 (B). Here B ⊂ Ω is a ball containing the origin in R N .
To overcome this difficulty, we use the arguments developed in Colin-Jeanjean [13] . More precisely, we make the change of variables v = f −1 (u), where f is defined by
Therefore, after the change of variables, the functional J p can be rewritten in the following way
which is well defined on the space H 1 0 (Ω) endowed with the usual norm
A straightforward computation shows that the functional (2.2) is of class C 1 with
Thus, the critical points of I p correspond exactly to the weak solutions of the semilinear problem
This problem has a close relation with problem (1.3). In fact, if v ∈ H 1 0 (Ω)∩L ∞ loc (Ω) is a critical point of the functional I p , hence a weak solution of (2.3), then u = f (v) is a weak solution of (1.3). By the same arguments used to prove Proposition 3.6 of [2] , we have that each critical point v of I p belongs to
. Summing up we are reduced to find nontrivial critical points of I p . Actually, as we will see in Section 6 where the Morse theory is used, the functional is even C 2 . Now we show some results about the change of variable f : R → R that are essential in the next sections.
Lemma 1 (see [30, 31] ). The function f and its derivative enjoy the following properties:
for all t > 0, and the reverse inequalities hold for t < 0;
Particularly useful will be the inequalities
simply obtained by (vi) of Lemma 1. We deduce the following:
The following properties involving the function f hold:
Proof. By using (vi) of Lemma 1, it is easy to see that f (t)/t is nonincreasing for t > 0. Thus,
for all t > 0, which shows (i).
To prove (ii), we observe that since
and therefore, by (vi) and (ix) of Lemma 1, we have for all t > 0,
which proves (ii).
Finally by using (ii) and the equality
we obtain (iii).
The next properties will be fundamental in the proof of the key Proposition 5.
Lemma 2. The following hold true:
Proof. By using that f ′′ (t) = −2f (t)(f ′ (t)) 4 (see the proof of (ii) in Corollary 1) and (ix) of Lemma 1, we find that
Of course if λ = 0 or t = 0, (ii) and (iv) are satisfied. Now for t > 0 fixed we have, in virtue of (vi) of Lemma 1,
and hence f (λt) α /λ α is a non-increasing function. This gives (ii) and (iv).
The proof of (iii) and (v) follow in a similar way, by computing the derivative with respect to λ of f (λt) α /λ α/2 .
The Nehari manifolds and compactness results
In this section we study the Nehari manifolds which appear in relation to our problem. In particular we need to consider, beside problem (1.3) also some limit cases with the associated Nehari manifolds.
Associated to the functional (2.2), that is,
we have the set, usually called the Nehari manifold associated to (1.3),
In particular all the critical points of I p lie in N p . In the next Lemma we show the basic properties of N p . We present also the proof of some of its properties since we were not able to find them in the literature.
Lemma 3. For all p ∈ (4, 22 * ], we have:
where
Using that f ′′ (t) = −2f (t)(f ′ (t)) 4 and inequalities in (ix) and (vi) of Lemma 1, we get
Finally by using (2.4) we arrive at
Let v ∈ N p . Then, by using successively (2.4) and (v) of Lemma 1, we get
and hence we infer
On N p the functional is positive since, by using (2.4) we have
Moreover, for every v ∈ N p by (2.4) and (v) of Lemma 1, we have
and then
Then, if it were inf v∈Np I p (v) = 0 there would exist {v n } ⊂ N p such that, by using again (2.4),
which contradicts (3.1) and concludes the proof of (iii).
Let v = 0 and, for t ≥ 0 define the map
It is easy to see that g(0) = 0 and g(t) = I p (tv) < 0 for suitably large t, by (viii) of Lemma 1.
and the right hand side is an increasing function in t. Since by (v) of Lemma 1,
we easily see that g(t) > 0 for suitably small t > 0. Then there is a unique t p = t p (v) > 0 such that g ′ (t p ) = 0 and g(t p ) = max t>0 g(t), i.e. t p v ∈ N p , proving (iv).
The proof of (v) and (vi) follows by standard arguments. 
In the remaining part of the paper, the symbol η will be deserved for the small positive constant given above.
The Nehari manifold well-behaves with respect to the (P S) sequences. Again, since at this stage no compactness condition is involved, we can even state the result for p ∈ (4, 22 * ].
Lemma 4. Let p ∈ (4, 22 * ] be fixed and {v n } ⊂ N p be a (P S) sequence for I p | Np . Then {v n } is a (P S) sequence for the free functional I p on H 1 0 (Ω). Now for p ∈ (4, 22 * ) it is known that the free functional I p satisfies the (P S) condition on H 1 0 (Ω) and also when restricted to N p , see e.g. [4, Lemma 3.2 and Proposition 3.3]. In addition to the properties listed in Corollary 3, the manifold N p is a natural constraint for I p in the sense that any u ∈ N p critical point of I p | Np is also a critical point for the free functional I p (see, for instance, [4, Corollary 3.4] ). Hence the (constraint) critical points we find are solutions of our problem since no Lagrange multipliers appear.
In particular, as a consequence of the (P S) condition we have
i.e. m p is achieved on a function, hereafter denoted with g p . Since g p minimizes the energy I p , it will be called a ground state. Observe that g p ≥ 0 and are indeed positive by the maximum principle.
Remark 2. We note that if {w
where C can be choosen independent on p.
We deduce that the sequences We address now two limit cases related to our equation. They involve the critical problems both in the domain Ω and in the whole space R N .
3.1.
Behavior of the family of ground state levels {m p } p∈(4,22 * ) . We introduce the critical problem in the domain Ω. This is done in order to evaluate the limit of the ground state levels {m p } p∈(4,22 * ) when p → 22 * . The main theorem in this subsection is Theorem 3, which requires first some preliminary work.
Let us introduce the C 1 functional associated to p = 22 * ,
whose critical points are the solutions of
It is known that the lack of compactness of the embedding of
implies that I * does not satisfies the (P S) condition at every level. This is due to the invariance with respect to the conformal scaling
which leaves invariant the L 2 −norm of the gradient as well as the
and |v R | 2 * 2 * = |v| 2 * 2 * . Related to the critical problem we have the following:
If Ω is a star-shaped domain then there exists only the trivial solution to (3.3) .
Moreover, according to Brézis-Kato theorem and by elliptic regularity theory, it is easily seen that u ∈ C 2 (Ω)∩ C 1 (Ω). Thus, by using the Pohozaev identity (see e.g. [35 
where ν denotes the unit outward normal to ∂Ω. Since v is a solution, one also has
Now, combining the last two equalities we reach In contrast to the case p ∈ (4, 22 * ), now m * is not achieved.
The value m * turns out to be an upper bound for the sequence of ground states levels {m p } p∈(4,22 * ) , as we will prove below. First we need a lemma. Lemma 3, i .e. such that t p w ∈ N p . Then lim p→22 * t p (w) = t > 0 and tw ∈ N * .
Moreover if w ∈ N * then lim p→22 * t p (w) = 1.
Proof. By definition
and then, by (2.4) and (v) of Lemma 1 we have
from which it follows lim inf
Assume now that t p → +∞ as p → 22 * . Using again (2.4), by (3.5) we infer t 2 p w 2 ≥ 2 Ω |f (t p w)| p and then
where in the last inequality we have used item (v) of Lemma 2. This contradiction implies that {t p } p∈(4,22 * ) has to be bounded. Then we can assume lim p→22 * t p = t > 0 and passing to the limit in (3.5), by the Dominated Convergence Theorem we get
i.e. tw ∈ N * , proving the first part of the Lemma.
In the case w ∈ N * , by definition
which, joint with (3.6) gives
The conclusion now follows since, if w(x) = 0, by item (iii) of Corollary 1 the map f (t) 22 * −1 f (t)f ′ (t)t −1 is increasing for t > 0 .
Proof. Fix ε > 0. By definition of m * there exists v ∈ N * such that
For every p ∈ (4, 22 * ) there exists a unique t p = t p (v) > 0 such that t p v ∈ N p and by Lemma 6 we know that lim p→22 * t p = 1. Then
and so lim sup p→22 * m p ≤ I * (v) < m * + ε concluding the proof.
In particular we deduce the following:
the conclusion follows from Proposition 1.
It will be useful the next: In other words, let p n → 22 * as n → +∞. If {w n } ⊂ H 1 0 (Ω) is such that w n ∈ N pn for every n, and I pn (w n ) → l ∈ (0, +∞) as n → ∞, then {w n } is bounded in H 1 0 (Ω). Indeed, similarly to the proof of Corollary 2, this easily follows from
We need now a technical lemma about the "projections" of the minimizers g p on the Nehari manifold of the critical problem N * . Let us first observe the following which generalizes Lemma 6. 
and this give that {t * (w p )} p∈(4,22 * ) has also to be bounded above when p → 22 * , proving (3.7).
Proposition 2. Assume that {w
(c) w p ≥ 0 for every p ∈ (4, 22 * ). Let t * (w p ) > 0 the unique value such that t * (w p )w p ∈ N * . Then
In particular lim p→22 * t * (g p ) = 1.
Proof. We assume that p n → 22 * as n → +∞ and w n := w pn ∈ N pn . In virtue of (c) it is f (w n ), f ′ (w n ) ≥ 0. Moreover by Remark 4 we can assume that lim n→+∞ t * (w n ) = t 0 > 0.
Let us begin by proving the following:
Claim:
Indeed let us fix γ ∈ (0, 1) and let n 0 ∈ N such that 22 * − p n 0 < γ. We have
Let us estimate a n , b n , c n . Using (2.4), and being p n and 22 * greater then 4, we have
By the Mean Value Theorem, for some ξ n ∈ (p n − 2, 22 * − 2) it is (again by (2.4))
Finally,
where we used that f (w n ) pn > f (w n ) pn 0 for n > n 0 . Using again the Mean Value Theorem, for some ξ 0 ∈ (p n 0 , 22 * ), and the fact that for s > 1 it is ln(s) ≤ Cs 22 * −ξ 0 , we have for every n > n 0
where we used that {f (wn)>1} f (w n ) 22 * ≤ C. Observe now that, by (2.4),
then up to subsequences we have
and then the above Claim gives
Since w n → 0 in H 1 0 (Ω) (being the Nehari manifolds uniformly bounded away from zero, see Remark 1), it has to be L > 0.
Suppose that t 0 > 1; hence, for large n, we have t * (w n ) > 1. Since w n ∈ N pn and t * (w n )w n ∈ N * , it is, by (3.9) and (i) and (v) of Lemma 2,
Passing to the limit above and using (3.8), we deduce
0 L and then t 0 ≤ 1 which is a contradiction.
On the other hand, if t 0 < 1, we can assume that t * (w n ) < 1. Then as before,
and passing to the limit, by (3.8), we deduce Thanks to the previous result we get the next:
Proof. For p n → 22 * , by Corollary 2 we have g n := g pn ⇀ v in H 1 0 (Ω) and consequently
Furthermore, by Proposition 2 we have t * (g n ) → 1. Since by definition
we get
and passing to the limit we deduce m * ≤ lim inf n→+∞ m pn .
By Proposition 1 and Proposition 3 we deduce the desired result.
Theorem 3. For any bounded domain Ω, it holds
lim p→22 * m p = m * .
3.2.
A local Palais-Smale condition for I * . Let us recall the following Brezis-Lieb type splitting involving the function f available when w n := v n − v ⇀ 0 in H 1 0 (Ω). They will be useful in the next two lemmas.
The first one concerns the power nonlinearity, that is (3.10)
See [2, equation (3.11) ] and observe that the splitting also holds in the critical case p = 22 * . The second one is
which holds for some α ∈ (2, 2 * ), see [2, equation (3.14) ]. However in a bounded domain we can even allow α = 1 and consequently we obtain
To show the local Palais-Smale condition for I * it will be useful the next auxiliary result. Recall that S is the best Sobolev constant of the embedding H 1 0 (Ω) into L 2 * (Ω). Lemma 7. Let {v n } be a (P S) sequence for the functional I * at level d ∈ R. Then, up to subsequences
In particular {w n } is a (P S) sequence for I * at level d − I * (v).
On the other hand, by the computation above
and the boundedness of {v n } follows. Then we can assume that v n ⇀ v in H 1 0 (Ω) with strong convergence L s (Ω), s ∈ [1, 2 * ) and v n → v a.e. in Ω. Note now, using (ix) of Lemma 1, that
Then there exists some w ∈ L 2N/(N +2) (Ω) such that, up to subsequence,
But it is easy to see, due to the unicity of the weak limit, that
(note that 2N/(N +2) = (2 * ) ′ ). This allows to conclude that, for every ϕ ∈ H 1 0 (Ω),
and then, since I ′ * (v n ) → 0, we conclude that v is a critical point of I * . Now, by the Brezis-Lieb splitting (3.10), we have
Moreover since w n ⇀ 0 in H 1 0 (Ω) and
we deduce that
concluding the proof.
Then we have the local (P S) condition for the functional I * .
Proposition 4.
The functional I * satisfies the (P S) condition at level d ∈ R, for
Proof. Let {v n } be a (P S) d sequence for I * . We know that v n ⇀ v in H 1 0 (Ω), I ′ * (v) = 0 and
By defining w n := v n − v, and using that Ω |f (w n )| 22 * ≤ C Ω |∇w n | 2 we have (3.12)
All that we need to show is that A = 0. By using the Brezis-Lieb splitting (3.11) we have
So, in virtue of (3.13), we deduce (3.14)
Then 3. of Lemma 7 and (3.12) imply
so that, by (3.12) and (3.14),
Then, coming back to (3.15) we infer
Now, by the Sobolev inequality applied to f (w n ) 2 and (ix) of Lemma 1 we get
and then, passing to the limit and making use of (3.16), we arrive at
If it were A > 0, then we deduce
But then using (3.17) we get
and this contradiction implies that A = 0, concluding the proof.
3.3.
A global compactness result. In order to prove our multiplicity results we need to deal with another "limit" functional, now related to the critical problem in the whole R N . Let us introduce the space
which can also be characterized as the closure of C ∞ 0 (R N ) with respect to the (squared) norm
A function in H 1 0 (Ω) can be thought as an element of D 1,2 (R N ). Let us define the functional
whose critical points are the weak solutions of
Setting as usual
all the solutions of (3.18) are in N ; it is a differentiable manifold, is bounded away from zero, and m := inf
The proof of these facts is exactly as in (i)-(iii) of Lemma 3.
As a matter of notation, in the rest of the paper given a function z ∈ D 1,2 (R N ), ξ ∈ R N and R > 0, we define the conformal rescaling z R,ξ as
We need the following important Lemma whose prove is omitted since it is like in [33, Lemma 3.2] . Note that the conclusion of item (e) simply follows by Proposition 4. Lemma 8. Let {w n } be a (P S) β sequence for I * such that w n ⇀ 0 in H 1 0 (Ω). Then there exist sequences {x n } ⊂ Ω, {R n } ⊂ (0, +∞) with R n → +∞, and a nontrivial solution v of (3.18) such that, up to subsequences, (a)
then {w n } is relatively compact; in particular w n → 0 in H 1 0 (Ω) and I * (w n ) → β = 0. Now we can prove the following "splitting lemma", which is useful to study the behaviour of the (P S) sequences for the limit functional I * related to the critical problem in the domain Ω.
In particular it says that, if the (P S) sequences does not converges strongly to their weak limit, then this is due to the solutions of the problem in the whole R N . (3.18) such that, up to subsequences,
Lemma 9 (Splitting
Proof. We already know (see Lemma 7) that {v n } is bounded and then we can assume that v n ⇀ v 0 in H 1 0 (Ω), v 0 is a weak solution of (3.3) and |I * (v n )|≤ C. Assume that {v n } does not converges strongly to v 0 .
Let w 1 n := v n − v 0 ⇀ 0. Then by Lemma 7, {w 1 n } is a (P S) sequence for I * and (3.22)
. By Lemma 8 applied to {w 1 n }, we get the existence of sequences
Note that, by definitions,
. Hence, if {w 2 n } is strongly convergent to zero, the Theorem is proved with k = 1. Otherwise, in virtue of (1a) and (1b), we can apply Lemma 8 to the sequence {w 2 n }: then we get the existence of sequences
, and {w 3 m } is a (P S) sequence for I * ,
Then by (3.23) and (2c):
n } is strongly convergent to zero, the Theorem is proved with k = 2, otherwise we go on.
By arguing in this way, at the j−th stage (j > 1) we have: w 
and by (jc) we have
Recalling that I * (v 0 ) ≥ 0 the previous identity gives
. On the other hand, since {w j n } is a bounded (P S) sequence for I * ,
so that, by (3.26) , being m > 0, we deduce that the process has to finish after a finite number of steps, let us say at some index k. This means, see (3.24) , that
giving (3.20) . Moreover as in (3.25) it is
and we deduce (3.21) , concluding the proof. Now, it is known that there exists U solution of
such that I(U R,ξ ) = m * (recall the definitions in (3.4) adapted to the case Ω = R N and (3.19)) and that on any other solution W which is not of this type, it is I(W ) ≥ 2m * . Then, setting V R,ξ = f −1 (U R,ξ ), it is also I(V R,ξ ) = m * and, on any other solution Z of (3.18) which do not belong to the family {V R,ξ } R,ξ , it holds I(Z) ≥ 2m * . By this observation, we deduce that if {v n } is a (P S) sequence for I * at level m * and v n ⇀ v 0 , Lemma 9 gives, v n → v in H 1 0 (Ω), and in this case we have compactness, or equivalently, the Lemma holds with k = 1. In this case
and since I * (v 0 ) ≥ 0, it has to be necessarily v 0 = 0, v 1 = V ; therefore
This final observation will be used below.
The barycenter map
The aim of this section is to localize the barycenters of functions on N p which are almost at the ground state level. Indeed, thanks to the results proved in the previous sections, we are able to show that, roughly speaking, the functions in the Nehari manifold N p (at least for p near the critical exponent 22 * ) which are almost at the ground state level m p , have barycenter "near" Ω. This is the main result of this Section (see Proposition 5) and will be fundamental in the next Section in order to prove the multiplicity results for our problem.
We begin by introducing the barycenter map that will allow us to compare the topology of Ω with the topology of suitable sublevels of I p ; precisely sublevels with energy near the minimum level m p .
For u ∈ H 1 (R N ) with compact support, let us denote with the same symbol u its trivial extension out of supp u. In particular a function in H 1 0 (Ω) can be thought also as an element of D 1,2 (R N ).
The barycenter of u (see [8] ) is defined as
From now on, we fix r > 0 a radius sufficiently small such that B r ⊂ Ω and the sets is the identity. Now we have the following:
Proof. We argue by contradiction. Assume that there exist sequences ε n → 0, p n → 22 * and w n ∈ N pn such that (4.2) m pn ≤ I pn (w n ) ≤ m pn + ε n and β(w n ) / ∈ Ω + r . Then by Theorem 3 we deduce (4.3)
I pn (w n ) → m * and then by Remark 3, {w n } is bounded in H 1 0 (Ω). We can suppose that w n ⇀ w in H 1 0 (Ω). Since all the Nehari manifolds N p are bounded away from zero (see Lemma 3 and Remark 1) we know that w n → 0 in H 1 0 (Ω) and then, by Remark 2, we deduce |w n | 2 * → 0. Since the functions
; hence we can assume, without loss of generality, that w n ≥ 0.
Let t * (w n ) > 0 such that t * (w n )w n ∈ N * . By Proposition 2 we have lim n→+∞ t * (w n ) = 1.
The proof now consists in • STEP 1: prove that {t * (w n )w n } ⊂ N * is a minimizing sequence for I * on N * ;
• STEP 2: use the Ekeland Variational Principle and write t * (w n )w n = V Rn,xn + z n where V Rn,xn is introduced at the end of Section 3 and z n → 0 in D 1,2 (R N ); • STEP 3: compute the barycentre of t * (w n )w n by using the representation obtained in STEP 2 and contradict (4.2), finishing the proof of the proposition.
Observe that by the Hölder inequality, (ii) and (v) of Lemma 2 one has:
where τ n := max{t * (w n ) 2 * , t * (w n ) 22 * }. Then passing to the limit in n, by using that lim n→+∞ t * (w n ) = 1, that {w n } is bounded and that Ω f (w n ) 22 * → M > 0, we infer
and by (4.3) we conclude I * (t * (w n )w n ) → m * for n → +∞.
STEP 2:
Representation of the minimizing sequence {t * (w n )w n }.
Since {t * (w n )w n } is a minimizing sequence for I * , the Ekeland's Variational Principle implies that there exist {v n } ⊂ N * and {µ n } ⊂ R, a sequence of Lagrange multipliers, such that
and Lemma 4 ensures that {v n } is a (P S) sequence for the free functional I * on the whole space H 1 0 (Ω) at level m * . By the arguments at the end of Section 3 we have
where {x n } ⊂ Ω, R n → +∞. Then we can write v n = V Rn,xn + z n with a remainder z n such that z n D 1,2 (R N ) → 0 . It is clear that
so, renaming the remainder again z n , we have t * (w n )w n = V Rn,xn + z n .
STEP 3:
Computing the barycenter and finishing the proof.
By using the representation obtained in STEP 2, the i−th coordinate of the barycenter of t * (w n )w n satisfies
R N x i ∇V Rn,xn ∇z n where x i is the i−th coordinate of x ∈ R N . In order to localise the barycenters we need to pass to the limit in each term in the above expression; however, at this stage, the computation of each term is completely analogous to the estimates made in [32, pag. 296-7] : it just involves changes of variables in the integrals. We just recall here the final results: it is
Then by (4.4) we find for the i − th coordinate of the barycenter,
Since {x n } ⊂ Ω the above equation implies that for large n is β(w n ) ∈ Ω: this is in contrast with (4.2) and proves the proposition.
Proof of Theorem 1
Here we complete the proof of our theorem but first we need a slight modification to the previous notations. Let r > 0 be the one fixed at the beginning of Section 4, that is in such a way that Ω + r = {x ∈ R 3 : d(x, Ω) ≤ r} and Ω − r = {x ∈ Ω : d(x, ∂Ω) ≥ r} are homotopically equivalent to Ω. We add a subscript r, to denote the same quantities defined in the previous sections when the domain Ω is replaced by B r ; namely integrals are taken on B r and norms are taken for functional spaces defined on B r . Hence for example, for all p ∈ (4, 22 * ) we set: It remains to prove that these solutions are positive. Note that we can apply all the previous machinery replacing the functional I p with
where v + = max{v, 0}. Then we obtain again at least cat Ω (Ω) (or catΩ(Ω) + 1) nontrivial solutions that now are positive by the maximum principle.
Proof of Theorem 2
Before prove the theorem we first recall some basic facts of Morse theory and fix some notations.
For a pair of topological spaces (X, Y ), Y ⊂ X, let H * (X, Y ) be its singular homology with coefficients in some field F (from now on omitted) and Proof. Indeed for every u ∈ H 1 0 (Ω), by (ii) and (v) of Lemma 1, To deal with critical points above the level b * p , we need also the following result whose proof is purely algebraic and is omitted. The interested reader may consult [8, Lemma 5.6 ].
Lemma 12. It holds
As a consequence of these facts we have so that, by using Corollary 3 and Lemma 12, we easily conclude.
Finally, by Corollary 4 we get u∈Kp I t (u) = tP t (Ω) + t 2 P t (Ω) − 1 + t(1 + t)Q(t)
for some Q ∈ P. We easily deduce that, if the critical points of I p are non-degenerate, then they are at least 2P 1 (Ω) − 1, if counted with their multiplicity. The proof of Theorem 2 is thereby complete.
