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Abstract
We consider a variant of the classical two median facility location problem on a tree in which vertices are allowed to have
positive or negative weights. This problem was proposed by Burkard et al. in 2000 (R.E. Burkard, E. Çela, H. Dollani, 2-medians
in trees with pos/neg-weights, Discrete Appl. Math. 105 (2000) 51–71). who looked at two objectives, ﬁnding the total minimum
weighted distance (MWD) and the total weighted minimum distance (WMD). Their approach ﬁnds an optimal solution in O(n2)
time and O(n3) time, respectively, with better performance for special trees such as paths and stars. We propose here an O(n log n)
algorithm for the MWD problem on trees of arbitrary shape. We also brieﬂy discuss the WMD case and argue that it can be solved
in O(nh log2 n) time. However, a systematic exposition of the later case cannot be contained in this paper.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Traditional facility location problems seek the optimal placement of facilities in a network of clients such that each
client is not too far from a facility. In this setting, the weights associated with the nodes of the network are positive, and
the objective function to be minimized is the total weighted distance from every client to the closest facility. When the
cardinality of the set of facilities is ﬁxed to a positive integer k, the problem is referred as the k-median problem. Since
1979 when Kariv and Hakimi [7] proved its NP-completeness when the network is a general graph, a vast amount of
literature was dedicated to the k-median problem. In particular, when the network of clients forms a tree, the k-median
is solvable in polynomial time. The best algorithms known so far for such instances are by Tamir [9] with O(kn2) time
and Benkoczi et al. [10] with O(n log(k+2)n) time for ﬁxed k.
Generally, the set of clients is not homogeneous, some clients being more important than others. This can be modeled
by assigning different weights to the clients. In most of the problems solved so far in the literature, the weights are
positive. It seems natural to study instances where this restriction is no longer imposed. In this paper we consider
computing 2-medians in a tree network with positive or negative weights assigned to the vertices, and positive length
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associated with the edges of the tree. Burkard et al. [3] were the ﬁrst to look at such a model. Two different objective
functions were proposed. One objective searches two medians that would minimize the sum, over all vertices v, of the
minimum weighted distance from v to the medians (MWD). The other minimizes the sum, over all v, of the weighted
minimum distance from v to the medians (WMD).
There are applications to both versions of objective functions. The NIMBY (Not In My Back-Yard) problem, where
proximity of a client to a facility has an obnoxious effect, is an example of the WMD objective. Lozano and Mesa [8]
give a survey of recent results regarding obnoxious facility location. An application of the MWD problem is the bank
account location problem as described in [6].
We have designed an O(n log n) algorithm to solve the 2-median problem when the objective function is MWD,
improving upon the O(n2) algorithm of Burkard et al. [3]. The proposed algorithm uses a data structure called spine
tree decomposition (STD) which allows us to easily treat an unbalanced tree network as if it were balanced. The paper
continues with an exposition of the MWD algorithm for binary trees of logarithmic height (balanced trees). Then, a
brief description of the STD is given which facilitates understanding how our performance guarantee for balanced trees
can be carried over to trees of arbitrary shape. Finally, we argue that the algorithm for the WMD problem can also be
improved. We limit ourselves to a general discussion since the space in this paper hinders us from giving a complete
description of our idea.
2. The MWD 2-median problem on balanced trees
This section concerns the solution to the MWD problem for a special class of trees, the balanced trees. We describe
an intuitive algorithm whose performance depends on the height of the tree and therefore is efﬁcient only when applied
on such trees. In the remaining sections, we show how to modify this algorithm to use a tree decomposition structure
that will make it efﬁcient even when used on arbitrary trees.
Let T = (V ,E,w, l) be the class of tree networks with vertex set V and edge set E, rooted at node r, and such that
the height of the tree is O(log n). Let w(v) denote the weight of v and l(e) the length of e with the assumption that
l(e)0 for all e ∈ E. Consider every edge e ∈ E as an inﬁnite collection of locations and the union of all locations on
the edges of T, including the endpoints, by E. The two median MWD problem is to ﬁnd the set{
m1,m2 ∈ E : costV (m1,m2) = min
x,y∈E
costV (x, y)
}
,
where for x, y ∈ E we deﬁne
costV (x, y) =
∑
v∈V
min{w(v) d(v, x), w(v) d(v, y)}
and d(x, y) to be the distance along the network T between locations x and y. The vertices of the tree represent the
clients, nodes x and y are facilities, and costV (x, y) is the cost of servicing all the clients of V by the facilities. The
optimal facility vertices m1 and m2 are called medians. In general, if k facilities are to be located, the optimal location
of a facility is called a k-median.
It is important to observe that, if m1 and m2 are the 2-medians of T, then the midpoint of the path joining m1 and
m2 splits T into two regions. The nodes with positive weight in the region containing m1 will be serviced by m1 but
the nodes with negative weight in this region will be serviced by m2. A similar statement can be made for the region
containing m2. The edge of the tree whose removal deﬁnes the two regions just mentioned is called split edge. These
observations are gathered in the following lemma, whose proof appears in [3].
Lemma 1. Let m1 and m2 be the two medians of T. Let e be the corresponding split edge. Let T1 be the subtree
of T containing m1, and T2 be the other induced subtree. For i ∈ {1, 2}, let V +i be the set of vertices in Ti with
positive weight and V −i be the set of vertices in Ti with negative weight. Then m1 is the 1-median of the sub-
tree of T induced by the vertex set V +1 ∪ V −2 and m2 is the 1-median of the subtree of T induced by the vertex set
V +2 ∪ V −1 .
Burkard et al. [3] also showed that for MWD, there always exist an optimal pair of facilities situated at the vertices
of the network and therefore, searching for the medians can be done in the set V and not E. This is a consequence of
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Lemma 1 and of the fact that positive/negative 1-medians of graphs can always be found among the vertices of the
network [4].
The main strategy used in our algorithm can now be outlined. For each edge e in the tree, we look at the two
components obtained by removing e, and compute the two medians according to Lemma 1 in amortized O(log n) time,
if we assume that T has logarithmic height. It follows immediately that the total running time spent is O(n log n) in
this special case. Using the spine tree decomposition (STD), we show later how to remove this restriction without any
penalty in running time.
2.1. Computing the median located in the subtree below the root
Our performance for ﬁnding the medians m1 and m2 at each deleted link is possible because several useful pieces
of information are computed in a preprocessing phase. Due to the nature of this preprocessing step, m1 and m2 are
calculated differently. In this section we show how to compute the best median in the induced subtree not containing
the root of T.
Given a split edge e = (u, v), we assume without loss of generality that T1 = (V1, E1, w, l) is the component not
containing the root of T, T2 = (V2, E2, w, l) is the other component, and v is the root of T1. For any vertex t in T1, let
costV+1 ∪V−2 (t) be the cost of the 1-median for V
+
1 and V
−
2 as clients. As we have seen, only the vertices in V
+
1 ∪ V −2
will be serviced by m1.
Assuming that m1 is located at vertex t ∈ T1, the strategy to compute costV+1 ∪V−2 (t) is to split costV+1 ∪V−2 (t) into
terms that are independent of t and terms that are independent of e. We can break up costV+1 ∪V−2 (t) by observing
that
• Client x ∈ V −2 contributes w(x) · (d(x, v) + d(v, t)) towards costV+1 ∪V−2 (t), and
• Client x ∈ V +1 contributes w(x) · d(x, t) towards costV+1 ∪V−2 (t).
Summing over all vertices in V −2 ∪ V +1 we obtain
costV+1 ∪V−2 (t) =
∑
x∈V−2
w(x) · d(x, v) + w(V −2 ) · d(v, t) +
∑
x∈V+1
w(x) · d(x, t). (1)
Viewing costV+1 ∪V−2 (t) as a function of t, we can write (1) as
costV+1 ∪V−2 (t) = A + B · dt + ct , (2)
where A and B are negative constants independent of t, dt = d(v, t), and ct =∑x∈V+1 w(x) · d(x, t). To ﬁnd m1, we
have to minimize this function over all vertices t ∈ V +1 , and because A is constant, we have to solve
min
t∈V+1
(B · dt + ct ). (3)
Since B is negative, we would like to make dt as large as possible. However, pushing m1 too far from v can have an
undesirable impact on the way m1 is servicing the positive weight clients.
We want to answer (3) in O(log n) time instead of using the obvious approach of evaluating (3) at every t ∈ V +1
and choosing the minimum. The reason becomes clear when we describe how to ﬁnd the median of tree T2. For now,
we point out the following. Values dt and ct for t ∈ Tv,w(t)> 0 can be pre-computed for every subtree Tv . When
Tv =T1, exactly one split edge is involved and therefore value B from (3) is unique, but when Tv ⊆ T2, a linear number
of split edges are typically involved and thus there are a linear number of different values for B that must be checked.
Computing (3) for all t and B takes quadratic time for the later case.
To avoid quadratic running time, we describe the following procedure to ﬁnd the median in T1, procedure that will be
used also on T2. Assume that vertices t ∈ T1 are sorted in increasing distance to v, the root of T1, i.e. they are ordered
by dt with ties broken arbitrarily. The sorted list of pairs (dt , ct ) is kept at vertex v, and can be created bottom up by
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Fig. 1. A possible list of weights WL(v) stored at some vertex v of T. The real value of B is found to be between B6,5 and B5,4 so the candidate
median in Tv is located at v5.
merging the lists stored at the children of v. During merging, the values ct and dt must be updated. For example, if x
and y are two siblings having z as parent, and if ct and dt at node x are known for some t ∈ Tx , then
ct (z) = ct (x) + costV+y (y) + w(V +y )(d(y, x) + dt (x)) + w(z)(d(z, x) + dt (x)),
where Ty = (Vy, Ey,w, l) is the subtree rooted at y and V +y is the set of positive weighted vertices of Ty . Using this
technique, the sorted list for any vertex v in T, can be computed in O(|Tv|) time. Since T has logarithmic height, the
total time spent in computing all lists in T is O(n log n).
Having the values dt and ct for all vertices t ∈ Tv in sorted order, we compute a partition of the range of values for
the weight B in Eq. (3). Every interval Ix in this partition has a certain node x ∈ Tv associated, such that if the actual
value B that depends on the edge being split falls in Ix , then x is the vertex minimizing (3). It is clear that binary search
over such a partition can be used to ﬁnd the location of m1. Even though for tree T1 we know that B0, the same
partition of weights is used in ﬁnding m2 in which case B can be positive. Therefore, to compute the partition of the
weight, two cases are considered.
Case 1: B0. Traversing the list of pairs (dt , ct ) in increasing order of dt , we compute the value of B that will
make (dt+1, ct+1) a better solution than (dt , ct ). It is easy to check that if Bct − ct+1/dt+1 − dt then (dt+1, ct+1)
is a better solution. We call this boundary value Bt,t+1. Ideally we would get a decreasing sequence of the form
B2,1 >B3,2 > · · ·>Bk+1,k > 0. But this is not the case in general. It is possible for instance that B3,2 <B4,3 <B2,1. In
this case vertex 3 can never be the median we are looking for and so we can eliminate (d3, c3) as a candidate point and
compute the boundary value of B4,2. Each time we compute a new Bt,s either it is smaller than all the ones we have
computed so far or we are removing a candidate from the list of possible location for m2. So computing Bt,s for the
entire tree is bounded in time by O(n log n).
Case 2: B < 0. Similar to case (1) we traverse the list of pairs (dt , ct ) in decreasing order of dt and compute the value
of B that will make (dt−1, ct−1) a better solution then (dt , ct ). We see that if Bct − ct−1/dt−1 − dt , (dt−1, ct−1) is a
better solution than (dt , ct ). We call this boundary point Bt,t−1. Using the same procedure as in case 1, we make sure
that all Bt,s are decreasing.
In thisway,Bt,s , computed at v, deﬁne a partition of the range of values forB as required.Tominimize costV+1 ∪V−2 (t)=
B · dt + ct we need to compute the real value of B and ﬁnd out by searching Bt,s the interval that contains B. If B lies
between Bs,q and Bt,s then our objective function is minimized when m1 is located at node vs ∈ Tv . We denote this
list of weights Bi,j ’s stored at vertex v by WL(v) (see Fig. 1).
The following algorithms show how to compute the candidate median m1 given a cut edge e.
Locate-median(WL(v),A,B) {
– Find the partition t of WL(v) containing B
– Lookup the pair (dt , ct ) stored at vertex v
– return (A + Bdt + ct , t)
}
We can ﬁnd the partition t using the binary search on the list WL(v). Because the list contains at most |Tv| elements,
the running time of the algorithm is O(log |Tv|).
Find-m1 (T) {
– for all edges e = (u, v) with v ∈ T1
◦ A = costV−2 (v)◦ B = w(V −2 )◦ (c(e),m1(e)) = Locate-median(WL(v),A,B)
– Determine the node m1 ∈ {m1(e)∀e} with the minimum cost
}
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Fig. 2. A cut edge e = (u, v) with all candidate subtrees for the location of the medians.
Since A and B can be looked up in constant time, the total amount of work spent in locating the candidate median
m1(e) is O(log |Tv|). This process is repeated for every edge of E and therefore, the total amount of time spent becomes
N =
∑
(u,v)∈E
log |Tv|.
Because T is balanced, N is O(n) which averages to O(1) time spent in computing median m1(e) for a given edge e.
However, O(n log n) time is needed to compute WL(v) for all v.
2.2. Computing the median located in the subtree containing the root
Finding the median located in T2 is slightly harder since we do not know a priori in which subtree to look for. We
ﬁrst describe a O(log2 n) time straightforward method for ﬁnding m2 and then show how to improve the algorithm to
amortized O(log n) time.
Suppose that e= (u, v) is the deleted link with v ∈ T1 and u ∈ T2. Let (v, root(T ))= (v= v0, u= v1, v2, . . . , vk =
root(T )) be the path from v to the root of T and let ui be the child of vi not on (v, root(T )) for 1 ik (see Fig. 2).
The median m2 could be located in any of the Tui or even on (u, root(T )) itself. Now, consider m2 located in subtree
Tui ∪ {vi} which is ﬁxed. The candidate split edges that use Tui ∪ {vi} as placeholder for m2 must lie below vi and they
are linear in number. Therefore, the positive vertices located above vi will always contribute to the cost of the second
median, and this contribution depends only on the choice of the median and not on the choice of the split edge. Coming
back to the situation where e = (u, v) is the split edge, we have
• Client x ∈ V −1 contributes w(x) · (d(x, ui) + d(ui, t));• Client x ∈ V +2 ∩ Tvi−1 contributes w(x) · (d(x, ui) + d(ui, t));
and
• Client x ∈ V +2 ∩ T Cvi−1 contributes w(x) · d(x, t);
The formulas above consider m2 ∈ Tui . It is not at all difﬁcult to verify the case m2 = vi , which is omitted to keep the
presentation as simple as possible. Summing over all contributing clients we get
costV−1 ∪V+2 (t)
=
∑
x∈V−1
w(x) · d(x, ui) + w(V −1 ) · d(ui, t) +
∑
x∈V+2 ∩Tvi−1
w(x) · d(x, ui)
+ w(V +2 ∩ Tvi−1) · d(ui, t) +
∑
x∈V+2 ∩T Cvi−1
w(x) · d(x, t). (4)
The ﬁrst two terms in the equation for costV−1 ∪V+2 (t) represent the contribution of the negative weight clients in T1.
The next two terms represent the contribution of the positive weight clients in T2 located below vi−1. The last term
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Fig. 3. Algorithm to ﬁnd median m2 in balanced trees.
represents the contribution of the positive weight clients located above vi−1. Eq. (4) can be written as
costV−1 ∪V+2 (t) = A + B · dt + ct , (5)
where
A =
∑
x∈V−1 ∪(V+2 ∩Tvi−1 )
w(x) · d(x, ui)
is independent of t, B is the sum of the weights of the negative weight clients in T1 and the positive weight clients in
Tvi−1 − T1, dt = d(ui, t), and ct is the cost of vertex t contributing to the positive vertices in T Cvi−1 . This equation is
similar to (3) except that this time we do not know whether the additive constant A and the multiplicative constant B
are positive or negative. Nevertheless we can still use the method described in the previous section. For a split edge
e = (u, v) with v ∈ T1, u ∈ T2, Fig. 3 depicts an algorithm to ﬁnd the location of m2.
Since T is balanced, k(e) ∈ O(log n) for any edge e. For a given edge e, the most expensive operation of the
algorithm is the Locate-median(WL(ui), A,B) subroutine which runs in O(log n) time. Therefore Find-m2 terminates
in |E| · O(log2n) = O(nlog2n) time. Because there is a weight list WL(v) of size |Tv| associated with every vertex v
of the balanced tree T the storage space required by the algorithm is O(n log n).
However, if we answer the queries for B over the partitions Bt,s in increasing order of the actual values B, we can
use sequential search instead of binary search and improve the running time of our algorithm by a logarithmic factor.
The next section shows how this can be performed.
2.2.1. An improved 1-median algorithm of T2
In the preprocessing stage, for every node xofT, we have computed theweight listWL(x) and each partition inWL(x)
is labeled by a node t of Tx to indicate that, for a given B (a parameter dependent on the edge being deleted), if Tx is
searched for the best 1-median node and ifB lies in a partition labeled by t, t is theminimumcost node among all the nodes
ofTx . Consider now the casewhen e=(u, v) is the deleted edge. Let(v, root(T ))=(v=v0, u=v1, v2, . . . , vk=root(T )]
for 1 ik be the path from v to the root of T (see Fig. 2). Let ui be the child of vi not on (v, root(T )) for 1 ik.
Let Bv=v0(e) =
∑
x∈V−1 w(x). Let Bui (e) = Bu0(e) +
∑
x∈V+2 ∩(Tvi \Tui ) w(x) for 1 ik. Value Bv0(e) represents the
weight of the negative vertices in T1, and values Bui (e) represent the total weight of vertices in V
−
1 ∪ V +2 \V +ui which
is in fact the weight B in Eq. (5) and is used when querying partition WL(ui) for the best median in Tui .
However, instead of searching the list WL(ui) right away for Bui (e), we postpone this search until all B’s corre-
sponding to all split edges are ﬁrst computed, then we proceed to answer all the queries at once. Thus, if for some
vertex x the values Bx(∗) are available in sorted order, we can answer the queries over WL(x) in O(|Tx |) total time
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by sequential search. Note that to sort each of these lists separately, O(n log2 n) time is still needed. In the following,
we show that it is possible to determine an edge deletion sequence such that the query values B are ordered in all lists
WL(v).
Consider a deleted edge e = (u, v). Consider uj and uj ′ , j < j ′ where u′i s are deﬁned by the path (v, root(T ))
(Fig. 2). When e is deleted, we store Buj (e) and Buj ′ (e) at uj and uj ′ , respectively. Suppose that for another deleted
edge e′ we also store Buj (e′) and Buj ′ (e
′) at uj and uj ′ , respectively. We can easily show that
Lemma 2. (1) Buj ′ (e) − Buj (e) = Buj ′ (e′) − Buj (e′).
(2) If Buj (e)Buj (e′), Buj ′ (e)Buj ′ (e′), and if Buj (e)Buj (e′), Buj ′ (e)Buj ′ (e′).
Let l and r be the left and the right child of root(T ). For any deleted edge e in Tr , WL(l) is searched for Bl(e).
Similarly for any deleted edge e′ in Tl , WL(r) is searched for Br(e).
We now determine the sequence of the edges for deletion as follows:
(1) Compute Bl(e) for all e ∈ Tr and Br(e) for all e ∈ Tl .
(2) Sort the values computed in (1) in increasing order. {This will result in an edge sequence}.
(3) Consider this edge sequence in Find-m2 algorithm.
In Locate-median algorithm we search the list sequentially from the left. The search for any B in WL(v) starts from
the position visited last for another B corresponding to a split edge considered earlier than e. The correctness of the
process follows from the properties described in Lemma 2.2. Therefore we have the following result.
Theorem 3. The 2-median problem in balanced trees with the MWD objective function can be solved in O(n log n)
time and space.
3. The spine tree decomposition
The algorithms described in Section 2 are performed only when run on balanced binary trees. Clearly, if one runs the
preprocessing step of MWD blindly on a tree with linear height, the running time of the algorithm becomes quadratic.
The STD has the role to group parts of any tree in a special way, such that the algorithms described earlier would still
run efﬁciently. The STD is similar to another data structure called the centroid decomposition which appears in [5],
but it has its advantages over the later because it maintains the original structure of the tree too. Details regarding STD
are found in [1].
Let T = (V ,E) be a rooted tree with vertex set V of cardinality n, edge set E of cardinality n − 1 and root r ∈ V .
We deﬁne set S ⊆ V to be the set of leaves of T. If T is not binary, the ﬁrst step is to convert T into a binary tree.
One possibility is to replace each vertex of degree k > 2 by a binary tree. In doing so, a set of pseudo-nodes must be
introduced. The pseudo-nodes have always zero weight and their parent edge is of length zero (see Fig. 4).
Using a left to right pre-order traversal, we number the leaves of T from 1 to |S|. Let s ∈ S be the median leaf. The
unique path from r to s, (r, s), is called a guiding path or a spine. Let (r, s)= {r = v1, v2, . . . , vk = s}. It is possible
that for some vi ∈ (r, s), vi has a neighbor not on the guiding path. These neighbors and their descendants together
with vi are called a component rooted at vi . If all the neighbors of vi are on (r, s), its associated component is said to
be empty. If (r, s) contains a sequence of vertices with empty components, we group that sequence together and treat
it as a single node called super-node (see Fig. 5).
Fig. 4. A node of degree k > 2 transformed into a binary tree, the pseudo nodes are represented by squares.
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Fig. 5. A guiding path (drawn thicker) with 4 non-empty components (represented by triangles) and 2 super-nodes (represented by dashed circles).
The root r points to the root of the associated weighted binary tree.
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Fig. 6. Illustration of the spine tree decomposition. The tree in (a) is shown after being transformed into a binary tree (b) and ﬁnally into its STD(c).
The weighted binary trees associated with the guiding paths and super-nodes are not shown.
In the ﬁnal step we build a weighted binary tree on top of (r, s)={r=v1, v2, . . . , vk=s}, where the weight of vertex
vi is equal to the number of leaves in the component rooted at vi . The vertex r is pointing to the root of this weighted
binary tree. We also build balanced binary trees on top of the sequence of nodes represented by each super-node.
This construction is recursively computed for every non-empty component of the guiding path (see Fig. 6).
To access a node on (r, s) we traverse the weighted binary tree instead of the path itself. If we reach a super-node
we must further traverse its associated balanced binary tree until we reach a node on the guiding path.
It is shown in [1] that if |V | = n and |S| = s, the STD has the following properties.
Property 1. The STD can be computed in O(n) time.
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Property 2. Accessing a node takes O(log n+ log s) time. In fact if a node does not lie inside a super node, the access
time is reduced to O(log s) time.
Property 3. There are at most O(s) super-nodes.
For the remainder of this paper, STD(T ) denotes the spine tree decomposition obtained from T = (V ,E), where
V is the set of vertices of T with the pseudo-nodes added to make T binary if necessary; U is the set of nodes in the
weighted binary trees associated with the guiding paths; E′ is the set of all edges between vertices in U ∪ V .
4. 2-median MWD for arbitrary trees
Once the STD of T is built, preprocessing and computation can be executed almost as in the case of balanced binary
trees. One difference is the meaning of the distance-cost pairs (dt , ct ) associated with every internal node u ∈ U of
a search tree. Indeed, since internal nodes of the search trees are not part of T, it makes little sense to consider the
distance d(u, t) for t ∈ V . In this section we explain what a distance-cost pair represent for search tree nodes and adapt
the MWD algorithm to deal with the structure of the STD.
Let  be a guiding path of STD(T). Let e= (u, v) be an edge on , where d(u, r)< d(v, r). Removing e splits T into
two subtrees T1 and T2. We use the convention that the root node r ∈ T2. T2 is also called the root-side subtree of u and
is denoted by TROOT(u). Similarly, T1 is called the leaf-side subtree of v and is denoted by TLEAF(v). Note that u ∈
TROOT(v). In a preliminary phase we compute, for all v, costV+∩TROOT(v)(v), costV+∩TLEAF(v)(v), w(V + ∩ TROOT(v)),
andw(V + ∩TLEAF(v)) and store these values at vertex v. Note that in computing the above information only the clients
with positive weights are involved.
For any internal node u ∈ U on a guiding path  we deﬁne ROOT(u) to be the descendent of u on  closest to the
root r. LEAF(u) is the descendent of u on  farthest from the root r.
As mentioned earlier deleting e = (u, v) ∈ E induces the subtrees T1 and T2. We ﬁrst show how to compute the
median m2 ∈ T2. The computation of m1 is simpler and is done symmetrically.
Let (v, ∗r) = (v0 = v, v1, . . . , vk(e)) be the path from v to the root ∗r taken along the weighted search trees of the
STD(T). Let (l1, . . . , lk(e)) and (r1, . . . , rk(e)) be such that for vi ∈ (v, ∗r)
(1) li is the leaf side children of vi , and l′i s guiding path is in T2.
(2) ri is the root side children of vi and r ′i s guiding path is in T2.
For each vi , either li , ri or both may not exist. Two lists of internal nodes are depicted in Fig. 7.
Suppose that t ∈ V is a descendant of ri . To evaluate the cost of placing a median at t for T2, we split the clients into
three categories:
• Clients of V −1 in T1.• Clients of V +2 in the leaf-side subtree of node LEAF(ri), denoted by TLEAF(LEAF(ri)).• Clients of V +2 in the root-side subtree of node LEAF(ri), denoted by TROOT(LEAF(ri)).
Client x in V −1 or in V
+
2 ∩ TLEAF(LEAF(ri)) must go through LEAF(ri) to reach t. Its contribution is therefore:
w(x) · [d(x,LEAF(ri)) + d(LEAF(ri, t))].
Client x ∈ V +2 ∩ TROOT(LEAF(ri)) contributes
w(x) · d(x, t).
Summing over all contributing vertices we get:
costV−1 ∪V+2 (t) =
∑
∀x∈V−1 ∪(V+2 ∩TLEAF(LEAF(ri )))
w(x)d(x,LEAF(ri))
+ w(V −1 ∪ (V +2 ∩ TLEAF(LEAF(ri)))) · d(LEAF(ri), t)
+
∑
∀x∈V+2 ∩TROOT(LEAF(ri ))
w(x) d(x, t). (6)
1514 R. Benkoczi et al. / Discrete Mathematics 306 (2006) 1505–1516
Fig. 7. A node z of STD(T) with its corresponding split edge e = (u, v).
Viewing this cost as a function of t we can write: costV−1 ∪V+2 (t) = A + Bdt + ct , which looks familiar. It should now
be clear what is meant by a distance-cost pair (dt , ct ) stored at node ri . A pair is stored for all descendents t ∈ Tri . The
variable ct represents the cost of a median at vertex t servicing all the positive weight clients in TROOT(LEAF(ri)). The
distance variable dt is the distance d(t,LEAF(ri)). The computation of ct for all t ∈ Tri becomes straightforward once
it is written as follows.
ct =
∑
∀x∈V+2 ∩(TROOT(LEAF(ri ))−Tri )
w(x) d(x,ROOT(ri)) +
∑
∀x∈V+2 ∩Tri
w(x) d(x, t)
+ w(V +2 ∩ (TROOT(LEAF(ri)) − Tri )) ∗ d(t,ROOT(ri)). (7)
The weight list WL(ri) is formed with those distance-cost pairs just as in the case of balanced trees. The cost-distance
pair for node li is similarly computed. This time, the cost variable ct represents the cost of a median at vertex t servicing
all the positive weight clients in TLEAF(ROOT(li)).
Preprocessing the STD to have constant time access to A and B is not any more difﬁcult than it was for balanced
trees. To obtain mint∈Tui Bdt + ct we use the same technique as that of Section 2.2.
Consider rj and rj ′ , j < j ′. When e is deleted, we store Brj (e) and Brj ′ (e) at rj and rj ′ , respectively. Suppose that
for another deleted edge e′ we also store Brj (e′) and Brj ′ (e
′) at rj and rj ′ , respectively. This means that e, e′ ∈ Tvj .
Lemma 2 is still valid when Buj (e) and Bu′j (e) are replaced by Brj (e
′) and Brj ′ (e
′), respectively.
Because it is identical to Lemma 2, we can use this lemma to create an edge sequence (e1, . . . , en−1) that will allow
us to use sequential search in the Locate-median algorithm. This search will locate the best candidate median lying in
the subtree Tx whenever x is the root-side children of its parent. However, it is possible that m2 lies in a subtree Tx for
which x is the leaf-side children of its parent. Fortunately, Lemma 2 also holds when we replace all the ri’s with li’s.
We can therefore create a second sequence (e′1, . . . , e′n−1) that will allow us to locate m2 if it lies in such a subtree. The
algorithm is formally described in Fig. 8.
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Fig. 8. Algorithm to ﬁnd median m2 in arbitrary trees.
Because every parameter can be accessed in constant time, the running time of the algorithm in Fig. 8 depends of
the total time spent in Locate-median. Because of Lemma 2, we can use sequential search on WL(·) to locate median
m2. Therefore, the running time of Find-m2 is O(n log n), the sum of the length of all the weight lists WL.
Finding m1 is done similarly except that if the split edge e is on (a, b) with split_edge(e) = (u, v) where v ∈ T1,
we only search the path (u, ∗a) instead of the whole path (u, ∗r).
Once m1(e) and m2(e) are computed for the split edge e for all e ∈ T , we can compute the optimal 2-median
solutions for the MWD problem very easily.
Theorem 4. Given a tree network T = (V ,E,w, l) where w : V → R and l : E → R+, we can solve the 2-median
MWD problem in O(n log n) time and space.
5. Discussion on the two median WMD problem
The 2-median WMD problem can formally be stated as follows:
Given a tree network T, determine two locations m1 and m2 in the tree such that{
m1,m2 ∈ E : costV (m1,m2) = min
x,y∈E
costV (x, y)
}
,
where for x, y ∈ E we deﬁne
costV (x, y) =
∑
v∈V
w(v)min{d(v, x), d(v, y)}.
As mentioned in [3], the WMD problem is much harder than the MWD problem. The following properties are
established in [3].
Lemma 5. (1) Both the medians need not be located at the vertices.
(2) There exists an optimal solution with at least one median located at a vertex.
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(3) If no optimal solution toWMD problem contains two vertices of T, there exists an optimal solution {m1,m2} such
that the mid-point of d(m1,m2) is on a vertex of T.
Exploiting the above properties, it is not difﬁcult to design anO(n3) exhaustive algorithm to solve theWMDproblem,
but with the techniques developed for the MWD problem, we can show that
Theorem 6. The WMD problem can be solved in O(nh log2 n) time, where h represents the height of the tree.
The idea is to deﬁne recursive functions that explicitly capture the proximity between the two medians in the tree and
that express the cost of 1-median of a subtree when the median moves continuously on an edge. This is important now
because the midpoint between medians can lie on a vertex and one of the medians on an edge. In the MWD problem,
the information about the proximity of the two medians is not maintained explicitly, but rather the proximity constraints
are satisﬁed by the split edge giving the smallest cost. For the WMD again, the STD is a data structure that must be
used. As a ﬁnal observation, the term h in the running time of the algorithm appears when checking the case where
one median is on a vertex but the other on an edge. Our algorithm discretizes by the position of the vertex median and
the distance to the vertex midpoint, and therefore for each median vertex there are at most h distances to be checked.
Details regarding our approach are too numerous and will constitute the subject of another paper.
6. Conclusion and future research
We consider the 2-median problem in a tree with positive and negative vertex weights. Two different objective
functions are considered. One objective searches two medians that would minimize the sum, over all vertices v, of the
minimum weighted distance from v to the medians (MWD). The other minimizes the sum, over all v, of the weighted
minimum distance from v to the medians (WMD). For the MWD problem we have achieved a signiﬁcantly improved
algorithm. The STD structure is found to be very useful for this problem. We are able to order the split edges such
that the operations to be performed on the nodes of the tree decomposition become simpler and their execution more
efﬁcient. Similar improvements are also obtained for the WMD problem. We believe that the idea of the ordering of
the operations to be performed on a data structure should be explored for other problems.
It is an open question whether the time complexity of O(nh log2 n) can be improved. Linear time solution for the
MWD objective function is also an open problem. This seems difﬁcult as the linear-time solution for the 2-median
problem in a tree network with positive vertex-weights is not known [2].We do not know of any solution to the pos/neg
k-median problem for k > 2. Also, it would be interesting to know if there are other types of networks for which an
efﬁcient solution is computable.
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