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The well-known Robertson-Schro¨dinger uncertainty relations miss an irreducible lower bound.
This is widely attributed to the lower bound’s state-dependence. Therefore, Abbott et al. introduced
a general approach to derive tight state-independent uncertainty relations for qubit measurements
[Mathematics 4, 8 (2016)]. The relations are expressed in two measures of uncertainty, which are
standard deviation and entropy, both functions of the expectation value. Here, we present a neutron
optical test of the tight state-independent preparation uncertainty relations for non-commuting Pauli
spin observables with mixed spin states. The final results, obtained in a polarimetric experiment,
reproduce the theoretical predictions evidently for arbitrary initial states of variable degree of
polarization.
I. INTRODUCTION
The impossibility of assigning definite values to incom-
patible observables is a fundamental feature of quantum
mechanics. It manifests in the impossibility to prepare
quantum states that simultaneously have precise values
of position Q and momentum P . This is expressed in
the well-known position-momentum uncertainty relation
∆Q∆P ≥ ~/2, which sets a lower bound on the product
of standard deviations of the position and momentum
observables. The position-momentum uncertainty rela-
tion has been generally proven from basic principles of
quantum mechanics by Kennard in 1927 [1], following
Heisenberg’s introduction of the uncertainty principle
illustrated by the famous γ-ray microscope Gedanken-
experiment [2]. However, the γ-ray microscope sets a
lower bound for the product of the measurement error
and the disturbance in a joint measurement of position
Q and momentum P on a single particle. Hence,
the position-momentum uncertainty relation in terms of
standard deviations quantifies how precise with respect
to the observables of interest, a state can be prepared,
rather than the ability to jointly measure them.
In 1929 Robertson generalized the uncertainty relation
to arbitrary pairs of incompatible (i.e., non-commuting)
observables A and B as
∆A∆B ≥ | 1
2i
〈ψ|[A,B]|ψ〉|, (1)
for any state |ψ〉, where [A,B] represents the commutator
[A,B] = AB − BA and the standard deviation of an
observable X is defined as (∆X)2 = 〈ψ|X2|ψ〉−〈ψ|X|ψ〉2
[3]. However, Robertson’s uncertainty relation turned
out to follow from a slightly stronger inequality namely
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the Schro¨dinger uncertainty relation [4], given by
(∆A)2(∆B)2 ≥ |〈ψ|{A,B}|ψ〉 − 〈ψ|A|ψ〉〈ψ|B|ψ〉|2
+| 1
2i
〈ψ|[A,B]|ψ〉|2, (2)
where the anticommutator {A,B} = AB + BA is used.
Here, the right-hand side (RHS) of Eq. (2) yields a tighter
bound than Eq. (1), but not necessarily saturated.
Note that Kennard’s, Robertson’s and Schro¨dinger’s
uncertainty relations all express a quantitative statement
about the measurement statistics for A and B of different
ensembles that are obtained separately (many times) on
identically-prepared quantum systems; this is the reason
why such relations are usually referred to as preparation
uncertainty relations. They propose fundamental limits
on the measurement statistics for any state preparation.
The fact that in the case of preparation uncertainty
relations the measurements are performed on different
ensembles is in total contrast to Heisenberg’s original dis-
cussion of his uncertainty principle, which addresses the
inability to jointly (simultaneously or sequentially) mea-
sure incompatible observables with arbitrary accuracy,
which is described by measurement uncertainty relations.
Consequently, uncertainty relations have a long history of
being misinterpreted as exclusive statements about joint
measurements.
In recent years measurement uncertainty relations, as
originally proposed by Heisenberg [2], have received
renewed attention. New measures and uncertainty rela-
tions for error and disturbance have been proposed [5, 6],
refined [7, 8], and experimentally tested in neutronic
[9–14] and photonic [15–20] systems. However, there
continues to be some debate as to the appropriate
measure of measurement (in)accuracy and of disturbance
[5–7, 9, 10, 12, 15, 17–27].
This recent interest in measurement uncertainty relations
revealed that the well-known Robertson-Schro¨dinger
uncertainty relation lacks an irreducible or state-
independent lower bound of the RHS of Eq.(1). Owing
to this fact the lower bound on the right-hand side of
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2Eqs. (1) and (2) may become zero for certain states, even
for non-commuting A and B, as is the case for instance
for neutron spins. Hence, Deutsch began to seek a theo-
rem of linear algebra in the form U(A,B,ψ) ≥ B(A,B)
- that is a state-independent relation - and furthermore
suggested to use (Shannon) entropy as measure [28, 29].
Note that Heisenberg’s (Kennard) inequality ∆Q∆P ≥
~/2 has that form but its generalizations Eqs. (1) and (2)
do not. Common to all entropic uncertainty relations
is the peculiarity of setting bounds on the sum of the
entropies of A and B rather than on the product. The
most well known formulation of entropic uncertainty
relations was given by Maassen and Uffink [30] in 1988
as
H(A) +H(B) ≥ −2 log c, (3)
where c = maxi,j |〈ai|bj〉| is the maximum overlap be-
tween the eigenvectors |ai〉 and |bj〉 of observables A and
B, respectively. Then the Shannon entropy H(A) =∑
i Tr[ρPi]log(Tr[ρPi]), with Pi being a projector from
the spectral decomposition of the observable A, given by
A =
∑
i aiPi, provides a measure of uncertainty for the
observable A in the state ρ. In more recent time, entropic
uncertainty relations have been extended to include the
case of quantum memories [31, 32].
The growth in the numbers of studies, both theoretically
and experimentally, in measurement uncertainty rela-
tions has prompted renewed interest in the possibility
of state-independent preparation uncertainty relations
for the standard deviations of observables, rather than
entropic relations.
II. THEORETICAL FRAMEWORK
In [33] Abbott and Branciard proposed an approach
for deriving tight state-independent and partially state-
dependent (that is depending on the mixing parameter r
of non-pure states) uncertainty relations for qubit mea-
surements that completely characterize the obtainable
uncertainty values. Their equivalent relations in terms
of expectation values, standard deviations and entropies
can more generally be transformed into other relations, in
terms of any measure of uncertainty that can be written
as a function of the expectation value. Any pair of Pauli
observables A = ~a·~σ and B = ~b·~σ, with ~σ = (σx, σy, σz)T
and an arbitrary quantum state ρ = 12 (11 +~r · ~σ) satisfies
the condition
|〈A〉~a− 〈B〉~b|2 ≤ (1− (~a ·~b)2)|~r|2
≤ 1− (~a ·~b)2 = |~a×~b|2. (4)
The standard deviation ∆A and expectation value 〈A〉
are connected via
(∆A)2 = 1− 〈A〉2 and 〈A〉 = ±
√
1− (∆A)2, (5)
since every Pauli operator A satisfies 〈A2〉 = 1 . Hence,
the tight state-independent uncertainty relation, given in
Eq.(4), can be rewritten in terms of standard deviations
as
(∆A)2 + (∆B)2 + 2|~a ·~b|
√
1− (∆A)2
√
1− (∆B)2
≥ 2− (1− (~a ·~b)2)|~r|2 ≥ 1 + (~a ·~b)2. (6)
In the case of qubits, the Shannon entropy of a Pauli
observable H(A) can be directly expressed in terms of
the expectation value 〈A〉, namely:
H(A) = h2
(
1 + 〈A〉
2
)
= h2
(
1− 〈A〉
2
)
, (7)
where h2 is the binary entropy function defined as
h2(p) = −p log p− (1− p) log (1− p), (8)
or 〈A〉 = ±f(H(A)) with f(x) := 1−2h−12 (x), where h−12
denotes the inverse function of h2. Then one obtains the
following tight relation for two Pauli observables
f
(
H(A)
)2
+ f
(
H(B)
)2 − 2|~a ·~b| f(H(A)) f(H(B))
≤ (1− (~a ·~b)2)|~r|2 ≤ 1− (~a ·~b)2. (9)
Note that the uncertainty relations in terms of the
standard deviations and the entropy, which are given by
Eqs. (6) and (9), are tight (state-independent) relations.
III. EXPERIMENTAL SETUP AND
PROCEDURE
In this letter, we present a neutron optical test of
the tight state-independent preparations uncertainties
described by Eqs. (4), (6) and (9). The experiment
was carried out at the polarimeter instrument NepTUn
(NEutron Polarimeter TU wieN), located at the tangen-
tial beam port of the 250 kW TRIGA research reactor
at the Atominstitut - TU Wien, in Vienna, Austria.
A schematic illustration of the experimental setup is
depicted in Fig. 1. An incoming monochromatic neutron
beam with mean wavelength λ ' 2.02 A˚ (∆λ/λ ' 0.02) is
polarized along the vertical (+z) direction by refraction
from a tunable CoTi multilayer array, hence on referred
to as supermirror. The incident (mixed) state is given
by ρinz =
1
2 (11 + rσz), where r = 1 corresponds to the
pure state |+ z〉. The mixing parameter r is is adjusted
by the incident angle βrz between the supermirror and
the neutron beam, in the required parameter region.
Experimentally, initial degrees of polarizations between
rmin = 0.83(1) and rmax = 0.99(1) were achieved. To
avoid depolarization, the setup is covered by a 13 G
guide field in vertical direction (not depicted in Fig. 1).
The initial states are chosen by a classical randomness
generator (RG) and prepared by direct current (DC) coil
1, which generates a static magnetic field Bθx pointing
to the x-direction. The magnetic field induces a unitary
3FIG. 1: (a) Experimental setup
for determining the tight prepa-
ration uncertainty relation for
neutron spins. Blue: preparation
of incident state ρinz . Ruby: the
initial state ρθ,ϕin is chosen by the
randomness generator (RG) and
generated by DC-coil 1, where
polar angle θ is dependent on the
static magnetic field BRGx and
azimuthal angle ϕ on the posi-
tion y0. Green: the projectors
P+z , P
−
z , P
+
y (P
+
δ ) and P
−
y (P
−
δ ).
are realized by the action of the
supermirror (analyzer), while ap-
plying the respective magnetic
fields in DC-coil 2. (b) Bloch
sphere description of projectors
P+z , P
+
y , P
+
δ and P
−
z , P
−
y , P
−
δ .
Larmor precession UDC = e
iθσx by an angle θ inside the
coil expressed as
ρθin = U
†
DCρ
in
z UDC. (10)
The angle of rotation θ = γBxt is proportional to the
magnetic field strength and the time t of passage of the
neutron through the coil, γ being the gyromagnetic ratio
γ = − 2|µ|~ , where µ denotes the magnetic moment of the
neutron. Since the transition time t is constant, the polar
angle θ of the initial spin state ρθin is entirely controlled
by the electric current in the coil that generates the
magnetic field Bx. The azimuthal angle ϕ of the prepared
initial state ρθ,ϕin , given by
ρθ,ϕin = U
†
GFU
†
DCρ
in
z UDCUGF (11)
and UGF = e
iϕσz , is induced by Larmor precession within
the static magnetic guide field (GF). The respective angle
is adjusted by the appropriate position yϕ0 of DC-coil
1. Note that all randomly selected initial states lie on
the boundary region of the respective tight uncertainty
relation and belong to a subset of all possible states.
Our experimental test of the tight uncertainty relations
Eqs. (4-9) is conducted for two fixed Pauli operators A =
~a · ~σ and B = ~b · ~σ, with (i) ~a ·~b = 0 and (ii) ~a ·~b = 12 .
For (i) we chose ~a = (0, 0, 1)T and ~b = (0, 1, 0)T , thus
the four projectors P+z , P
−
z , P
+
y and P
−
y were measured
for every randomly chosen initial state ρθ,ϕin , resulting in
an observed intensity denoted as I = Tr(ρθ,ϕin P
j
i ), with
i = z, y and j = +,−. The projectors are realized by
the action of the supermirror (analyzer) while applying
the respective magnetic fields in DC-coil 2. Inside DC-
coil 2, the magnetic field Bθx induces spinor rotations of
ϑ = 0, pi,+pi2 and ϑ = −pi2 about the x-axis, required for
projective measurements along the +z,−z,+y and −y-
direction, respectively. Since all four projectors lie in the
y-z-plane the position of DC-coil 2 remains unchanged.
For (ii) ~a ·~b = 12 , which corresponds to an angle of ϑ =
60 deg between ~a and ~b, we have again ~a = (0, 0, 1)T
but ~b = (0,
√
3
2 ,
1
2 )
T now. The respective projectors are
denoted as P+z , P
−
z , P
+
δ and P
−
δ , respectively.
IV. EXPERIMENTAL RESULTS
A. State-independent relations
The lowest or state-independent bound, expressed by
the very RHS of Eqs. (4), (6) and (9), for expectation
values, standard deviations and entropies, respectively,
is saturated for pure initial states (r = 1), which will be
studied first.
1. Configuration ~a ·~b = 0
Two Pauli observables A = ~a · ~σ and B = ~b · ~σ, with
~a = +zˆ and ~b = +yˆ, yielding ~a ·~b = 0, are selected (see
Fig. 2). Pure initial states, located on the great circle in
the plane spanned by the observables’ unit vectors ~a and
~b, depicted in blue on the Bloch sphere in Fig. 2, form
the lower bound of allowed values. However, the lower
FIG. 2: Bloch sphere of initial states saturating boundaries
of Eqs. (4), (6) and (9), for expectations values, standard
deviations and entropies, respectively, in case ~a ·~b = 0.
4(a) (b)
(2)
(3)
(1)
(2)
(3)(1)=(3’)
(2)
(c)
(3’)
(3)
(1)=(3’)
(2)
FIG. 3: Plots of the experimentally obtained values for Pauli observables ~a ·~b = 0, in terms of expectation values 〈A〉, 〈B〉 in
(a), standard deviations ∆A, ∆B in (b), and entropies H(A), H(B) in (c). Blue curves indicate the theoretic predictions of
lower bounds from Eqs.(4), (6) and (9), for expectation values, standard deviations and entropies, respectively. Dark and light
green lines represent the theoretic predictions for values of the corresponding initial states indicated by the respective color on
the Bloch sphere in Fig. 2.
bound is not given by a closed curve in case of standard
deviations and entropies. Therefore, additional initial
states, indicated by the green and light green arcs on the
Bloch sphere, are required to close the boundary of all
allowed values.
i) Expectation values (EV): equation (4) sets tight
constrains on the allowed values for the expectation
values 〈A〉 and 〈B〉 which is experimentally tested with
a set of randomly chosen initial states ρθin. The state-
independent bound of Eq. (4), given by bEV = |~a × ~b|2,
is saturated only by pure states, distributed on the
great circle connecting north and south pole of the
Bloch sphere via +y. This great circle, depicted in
blue in Fig. 2, is embedded in the plane spanned by
the observables’ unit vectors ~a and ~b and parameterized
by the polar angle θ ∈ [0, 2pi] and ϕ = pi2 . There is
a one-to-one correspondence between the initial states’
polar angle θ and the angle on the circle forming the
boundary of allowed values for expectation values of 〈A〉
and 〈B〉, plotted in Fig. 3 (a). Therefore, in the actual
experiment the position of DC-coil 1 remains fixed for
this measurement. Starting at the north pole (θ = 0),
indicated as point (1) in Fig. 2, we have 〈A〉 = 1 and
〈B〉 = 0. At θ = pi2 (+y-direction), indicated by point
(2), the situation reverses with 〈A〉 = 0 and 〈B〉 = 1.
Closing the great circle on the Bloch sphere from θ = pi2
to θ = 2pi yields a closed curve for the boundary of
all possible values of expectation values 〈A〉 and 〈B〉.
Initial states outside the blue great circle, for instance
states connecting points (2) and (3) - light green states
in Fig. 2 - are unbounded pure states, as seen from
Fig. 3 (a). At point (3) (−x-direction) expectation values
yield 〈A〉 = 〈B〉 = 0, and are therefore found at the
origin, which is the center of the region of allowed values
for expectation values 〈A〉 and 〈B〉.
ii) Standard deviations (SD): since expectation value and
standard deviation of Pauli observables are one-to-one
related via ∆X =
√〈X〉2 − 1, the data obtained from
above is accordingly transformed to evaluate the tight
state-independent preparation uncertainty relations as
expressed in Eq. (6), with lower state-independent bound
bSD = 1 + (~a · ~b)2. Unlike in the case of expecta-
tion values, pure states on the great circle in the y-z
plane saturate only the (state-independent) lower bound
(curved boundary) but do not cover the entire region
of allowed values for standard deviations ∆A and ∆B,
which can be seen in Fig. 3 (b). At θ = 0 (point (1),
+z-direction), standard deviation ∆B starts at maximal
value (for r = 1 this is ∆B = 1) and ∆A is minimal
(for r = 1 this is ∆A = 0). For increasing values of
θ (while keeping ϕ = pi2 constant) ∆B decreases while
∆A increases. At θ = pi2 (point (2), +y-direction) ∆B is
minimal (for r = 1, ∆B = 0) and ∆A is maximal (for
r = 1, ∆A = 1). In the interval θ ∈ [pi2 , pi] the reverse
behavior is observed and at (θ, ϕ) = (pi2 , pi) (point (3),−x-direction), we have again ∆A = 0 and ∆B = 1 (as
for θ = 0). For θ ∈ [pi, 2pi], the results of θ ∈ [0, pi]
are reproduced. The vertical boundary, corresponding
to a constant (maximal) value of ∆A = 1, is obtained for
initial states ρθ,ϕin with constant polar angle θ =
pi
2 and
randomly generated azimuthal angle ϕ ∈ [pi2 , pi], these
states are found on the dark green region of the equatorial
plane of the Bloch sphere in Fig. 2. For (θ, ϕ) = (pi2 , pi),
point (3) the upper right corner with ∆A = ∆B = 1 is
reached. For the horizontal boundary (∆B = 1), ϕ is
kept constant at ϕ = pi, while θ is randomly chosen from
the interval [0, pi2 ] (light green curve on the Bloch sphere),
where for θ = 0 (+z-direction) the boundary becomes a
closed curve.
iii) Entropies: the approach presented in [33] for a
tight state-independent uncertainty relations for qubits,
is based on the fact that in the case of Pauli observables
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FIG. 4: lots of the experimentally obtained values for Pauli observables ~a ·~b = 1
2
, in terms of expectation values 〈A〉, 〈B〉 in
(a), standard deviations ∆A, ∆B in (b), and entropies H(A), H(B) in (c). Blue curves indicate the theoretic predictions of
lower bounds from Eqs.(4), (6) and (9), for expectation values, standard deviations and entropies, respectively. Light green and
magenta lines represent the theoretic predictions for values of the corresponding initial states indicated by the respective color
on the Bloch sphere in Fig. 5.
the expectation value contains all information necessary
to derive the uncertainty. Consequently, the uncertainty
can also be expressed in terms of entropy H, which is
also a function of the expectation value. The lower
(state-independent) bound is calculated as bH = 1 −
(~a · ~b)2. All arguments on the initial states saturating
the boundary for standard deviations ∆A and ∆B also
apply to entropies H(A) and H(B), plotted in Fig. 3 (c).
2. Configuration ~a ·~b = 1
2
Next, expectation values, standard deviations and en-
tropies (depicted in Fig. 4) for Pauli observables A = ~a ·~σ
and B = ~b · ~σ, with ~a · ~b = 12 , which corresponds to a
relative angle ϑ = 60 deg (see Fig. 5), are investigated.
i) Expectation value: the obtained values for 〈A〉 and
〈B〉 now have an elliptical boundary, which is depicted
in Fig. 4 (a). For pure states with θ = 0 (point (1),
(1)
(2)
(3)
(5)
(4’)
(5’)
(4)
FIG. 5: Bloch sphere of initial states saturating boundaries
of Eqs. (4), (6) and (9), for expectations values, standard
deviations and entropies, respectively, in case ~a ·~b = 1
2
.
+z-direction), neither of the two expectation vales 〈A〉
and 〈B〉 is zero, more precisely 〈A〉 = 1 and 〈B〉 = 12 .
For increasing values of θ (while keeping ϕ = pi2 constant)〈A〉 = 1 decreases, while 〈B〉 = 1 increases, reaching
a maximum of 〈B〉 = 1 (with 〈A〉 = 12 ) at θ = pi3 =
ϑ, that is the polar angle of unit vector ~b, indicated by
point (2) on the Bloch sphere in Fig. 5. In the interval
θ ∈ [pi3 , pi2 ] both 〈A〉 and 〈B〉 are decreasing. At θ = pi2
(point (3), +y-direction) 〈A〉 = 0 and 〈B〉 = 0.87. Polar
angle θ = 5pi6 yields 〈B〉 = 0 and 〈A〉 = −0.87, at point
(4’). A minimum for 〈A〉 is reached at θ = pi (point
(5’), −z-direction) with 〈A〉 = −1 (and 〈B〉 = − 12 ). In
the interval θ ∈ [pi, 2pi] the reverse behavior is observed.
Initial states outside the blue great circle, for instance
states connecting points (3) and (4), are unbounded pure
states.
ii) Standard deviations: initial states that saturate the
state-independent lower bound of Eq. (6) (curved bound-
aries from point (5) to point (3) in Fig. 4 (b)) are located
on the blue great circle in the z-y-plane of Fig. 4 (a)
with polar angle θ ∈ [−pi6 , pi2 ]. For pure states with
θ = 0 (point (1), +z-direction) ∆A = 0 (∆B = 0.87)
is obtained. At θ = pi3 = ϑ point (2) we have ∆B = 0
(∆A = 0.87) and at θ = pi2 , point (3), ∆A = 1 and
∆B = 12 . The vertical boundary, represented by points
(3) to (4) is covered by initial states on the equatorial
plane of the Bloch sphere with azimuthal angle ϕ ∈ [pi2 , pi]
(light green line in Fig. 4 (b)). Initial states saturating
the horizontal lower bound (magenta in Fig. 4 (b)) are
located on a great circle (magenta in Fig. 5) embedded
in a plane perpendicular to ~b. Here both polar angle θ
and azimuthal angle ϕ are varied, namely θ between pi2
and −pi6 and ϕ between pi and pi2 , before reaching point
(4), thereby closing the boundary of allowed values for
standard deviations ∆A and ∆B. Initial states on the
blue great circle in the z-y plane of Fig. 5 (ϕ = pi2 ) with
6θ > pi2 are located inside the boundary (unbounded pure
states), more precisely on the blue curve in Fig. 4 (b)
between point (3) and point (4’). At θ = 5pi6 , point (4’)
is reached, yielding the same values as θ = −pi6 of point
(5).
iii) Entropies: initial states saturating the boundary
for entropies H(A) and H(B) are again the same
as for standard deviations ∆A and ∆B, which is
plotted in Fig. 4 (c). Values for entropies H(A) and
H(B) in point (i) denoted as {p(i);H(A), H(B)} are
given by {p(1); 0, 0.81}, {p(2); 0.81, 0}, {p(3); 1, 0.35},
{p(4); 1, 1}, and {p(5); 0.35, 1}.
B. Partially state-dependent relations
1. Expectation Values
As already discussed in Sec. IV A 1, the state-independent
bound of Eq. (4), given by bEV = |~a × ~b|2, is saturated
only by pure states, found on the surface of the y-z-plane
on the Bloch sphere. The partially state-dependent lower
bound, expressed as b′EV(r) = (1− (~a ·~b)2)|~r|2, is covered
by mixed states located in the y-z-plane of the Bloch
sphere, with respective degree of polarization r. For
expectation values the lower bound of Eq. (4) is a closed
curve representing the entire boundary of allowed values
for 〈A〉 and 〈B〉, which can be seen in Fig. 6 (a) and 6 (b),
for ~a·~b = 0 and ~a·~b = 12 , respectively. The measurement is
carried out for three initial degrees of polarization, which
are tuned by the angle βrz between the supermirror and
the neutron beam, namely rmin = 0.83(1), rmid = 0.94(1)
and rmax = 0.99(1). For all initial degrees of polarization
the theoretical predictions for expectations vales 〈A〉 and
〈B〉 (solid lines in Fig. 6) are reproduced evidently.
2. Standard Deviations
All states that saturate the state-independent bound of
Eq. (6), denoted as bSD = 1 + (~a · ~b)2, are pure states,
found on the surface of the y-z-plane on the Bloch sphere.
For ~a ·~b = 0 the partially state-dependent lower bound
of Eq. (6), that is b′SD(r) = 2 −
(
1 − (~a · ~b)2)|~r|2, is
saturated by the corresponding mixed states in the y-z
plane of the Bloch sphere with polar angle θ ∈ [0, pi/2].
Unlike the case of expectation values, the lower bound
of Eq. (6) is not a closed curve, which can be seen Fig. 7.
While initial states ρθin, that lie in the y-z-plane, cover the
entire the lower bound of Eq. (4), they are insufficient to
enclose the remaining boundaries (vertical and horizontal
lines in Fig. 7) of allowed values for standard deviations
∆A and ∆B. For standard deviations, the situation is
different compared to expectation values; the vertical and
horizontal boundaries can not only be saturated by pure
states (which cover again the entire bound), but (par-
tially) also by certain mixed states (r < 1). The vertical
(a)
(b)
FIG. 6: Plots of the experimentally obtained values for
expectation values 〈A〉 and 〈B〉 for (a) ~a · ~b = 0 and (b)
~a · ~b = 1
2
. The colored ellipses indicate the lower bounds of
Eq.(4), of allowed values for 〈A〉 and 〈B〉 for three different
initial degrees of polarization.
and horizontal boundary of allowed values is occupied
by initial states of all mixing angles. For ~a · ~b = 12 ,
depicted in Fig. 7 (b), the partially state-dependent lower
bounds of Eq. (6) (curved boundaries), are obtained for
pure and mixed initial states ρθin with θ ∈ [−pi6 , pi2 ], which
are randomly generated. For all three initial degrees of
polarization (rmin = 0.83, rmid = 0.94 and rmax = 0.99)
the theoretical predictions of the tight state-independent
and tight partially state-dependent uncertainty relations
in terms of standard deviations ∆A and ∆B (solid lines
in Fig. 7) are experimentally confirmed.
7(a)
(b)
FIG. 7: Plots of the experimentally obtained values for
standard deviations ∆A and ∆B for (a) ~a · ~b = 0 and (b)
~a · ~b = 1
2
. The colored curves indicate the lower bounds of
Eq.(6) of allowed values for ∆A and ∆B for three different
initial degrees of polarization.
3. Entropy
The obtained results for three initial degrees of polar-
izations (rmin = 0.83, rmid = 0.94 and rmax = 0.99)
are depicted in Fig. 8. Again, as in the case of standard
deviations for ~a ·~b = 0, depicted in Fig. 7 (a), all states
that saturate the state-independent bound of Eq. (9),
denoted as bH = 1−(~a·~b)2, are pure states, located on the
surface of the y-z plane on the Bloch sphere with polar
angle θ ∈ [0, pi2 ]. The partially state-dependent lower
bound of Eq. (9), expressed as b′H(r) =
(
1− (~a ·~b)2)|~r|2,
is saturated by the corresponding mixed states in the y-z
plane of the Bloch sphere with polar angle θ ∈ [0, pi2 ].
For ~a · ~b = 12 , depicted in Fig. 8 (b), the bounds of
(a)
(b)
FIG. 8: Plots of the experimentally obtained values for
entropies H(A) and H(B) for (a) ~a ·~b = 0 and (b) ~a ·~b = 1
2
.
The colored curves indicate the lower bounds of Eq.(9) of
allowed values for H(A) and H(B) for three different initial
degrees of polarization.
Eq. (9), are obtained for pure and mixed initial states
ρθin with θ ∈ [−pi6 , pi3 ]. The theoretical predictions,
indicated by solid lines in Fig. 8 are reproduced evidently,
demonstrating tight state-independent and tight par-
tially state-dependent uncertainty relations for entropies
H(A) and H(B).
V. DISCUSSION AND CONCLUSION
The presented experiment investigates the relationship
between the expectation values of Pauli spin observ-
ables and two standard measures of uncertainty, namely
standard deviations and Shannon entropies. The tight-
ness of state-independent uncertainty relations for Pauli
measurements on qubits is experimentally demonstrated.
8In addition, we observed bounds on these relations,
expressed in terms of the norm |r| of the Bloch vec-
tor, resulting in (partially) state-dependent uncertainty
relations with lower bounds. We have experimentally
confirmed the tightness of state-independent, as well
as partially state-dependent, uncertainty relations for
pairs of Pauli measurements on qubits. The observed
uncertainty relations, expressed in terms of standard
deviations and Shannon entropy (both functions of the
expectation value), completely characterize the allowed
values of uncertainties for Pauli spin observables. The
theoretical framework allows for uncertainty relations for
three (or more) observables, which will be a topic of forth-
coming publications. Finally, we want to emphasize, that
it is also possible to go beyond projective measurements
and give similar relations for positive-operator valued
measures (POVMs) for qubits with binary outcomes,
which will be investigated in upcoming experiments.
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