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Abstract—Driver assistance systems as well as autonomous
cars have to rely on sensors to perceive their environment. A
heterogeneous set of sensors is used to perform this task robustly.
Among them, radar sensors are indispensable because of their
range resolution and the possibility to directly measure velocity.
Since more and more radar sensors are deployed on the streets,
mutual interference must be dealt with. In the so far unregulated
automotive radar frequency band, a sensor must be capable of
detecting, or even mitigating the harmful effects of interference,
which include a decreased detection sensitivity. In this paper, we
address this issue with Convolutional Neural Networks (CNNs),
which are state-of-the-art machine learning tools. We show that
the ability of CNNs to find structured information in data
while preserving local information enables superior denoising
performance. To achieve this, CNN parameters are found using
training with simulated data and integrated into the automotive
radar signal processing chain. The presented method is compared
with the state of the art, highlighting its promising performance.
Hence, CNNs can be employed for interference mitigation as an
alternative to conventional signal processing methods. Code and
pre-trained models are available at https://github.com/johanna-
rock/imRICnn.
Index Terms—automotive radar, interference mitigation,
range-Doppler processing, denoising, complex spectrogram en-
hancement, Convolutional Neural Networks, deep learning
I. INTRODUCTION
Automotive radar sensors are key elements of current driv-
ing assistance systems as well as of autonomous driving ap-
plications. Nowadays, frequency modulated continuous wave
(FMCW)/chirp sequence (CS) radars are prevalent. They share
a non-regulated spectrum, transmitting sequences of linear
chirp signals. Requirements for fine range resolution demand
ever larger radio frequency (RF) transmit bandwidths, while
the number of sensors deployed is also rising. Hence, mutual
interference between radar sensors is becoming increasingly
likely. The most common form of mutual interference is non-
coherent interference [1], in which radar sensors with non-
identical transmit signal parameters interfere. This leads to
time-limited broadband disturbances in the baseband signal,
whose primary effect is a reduced object detection sensitiv-
ity [2]. Therefore, interference mitigation is a crucial part of
current and future radar sensors used in a safety context.
This work was supported by the Austrian Research Promotion Agency
(FFG) under the project SAHaRA (17774193) and NVIDIA by providing
GPUs.
Several conventional signal processing algorithms have been
proposed in order to mitigate mutual interference. The most
basic method is to zero out detected interference samples. In
[3], nonlinear filtering in slow-time is performed to remove
interference. A different method is proposed in [4], where
the useful signal is iteratively reconstructed using Fourier
transforms and thresholding [5]. The interference component
of the signal may be estimated and subtracted, such as in [6].
Furthermore, beamforming can be used to reduce the impact
of interference from particular directions [7]. Some machine
learning techniques were discussed in the context of interfer-
ence detection and classification in [8]. However, no explicit
machine learning approach has been proposed in the context
of interference mitigation.
In this paper, we use neural networks (NNs) as a pow-
erful machine learning method to mitigate interference. In
particular, convolutional NNs (CNNs) are employed. They
are capable of learning local patterns, by considering inputs
that are located close-by, and recognize them throughout the
whole data signal. This structure can also be advantageous
for spectrogram representations. Additionally, CNNs require
a relatively small amount of learnable parameters compared
to fully connected NNs, which makes them more appropri-
ate for deployment on resource-constrained systems such as
integration on chip level. We will show how a two-channel
representation of complex spectrogram data [9] can be used as
network input at two different points in the processing chain.
Since automotive radar is a safety-critical application, cer-
tain requirements must be fulfilled for interference mitigation
and signal denoising algorithms. Besides an adequate noise
suppression, no artifacts may be generated by the processing
that can lead to spurious detections (ghost objects). We address
these issues by using a detailed performance comparison that
evaluates different application-relevant measures in a Monte-
Carlo simulation [10].
Main contributions of this paper are:
• We show specific CNN structures capable of denoising
radar signals.
• We present numerical results using application-related
performance metrics in a comparison with the state of
the art.
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Fig. 1: Block diagram of a basic FMCW/CS radar processing
chain. Dashed boxes indicate the locations of optional inter-
ference mitigation steps, including our proposed methods. The
signal at every point in the chain is labeled according to the
variable names used in this paper.
• We show that an excellent level of noise reduction and
hence an improvement of detection sensitivity can be
achieved.
II. SIGNAL MODEL
Fig. 1 illustrates the range-Doppler (RD) processing chain
in a conventional FMCW/CS radar. First, the radar sensor
performs a measurement by transmitting a sequence of linearly
RF modulated chirp signals, also called ramps. For each ramp,
the received object reflections are then mixed, i.e. multiplied,
with the transmit signal. This way the according time delays,
and hence range information, are translated into corresponding
constant frequency sinusoidals. The signal after mixing is
limited by the intermediate frequency (IF) bandwidth of the
receiver and therefore termed the IF signal. The velocity
(Doppler) information is estimated by evaluating the rate of
ramp-wise linear phase change of the received IF signal. More
detailed descriptions as well as mathematical derivations of
these principles can be found in [11], [12].
From a data processing point of view, the received IF
signal consists of N time domain samples for each of the
M transmitted ramps. Hence, it can be interpreted as a two-
dimensional data matrix sIF[n,m] with the corresponding
indices n and m, also called fast- and slow-time, respec-
tively. Essential processing steps include discrete Fourier
transforms (DFTs) over the fast and slow-time, to reveal
distance and velocity information accordingly. The resulting
two-dimensional spectrum SRD[n,m] ideally contains peaks
at the objects’ corresponding distances and velocities, which
are then to be detected. In a system with multiple receive
channels (antennas), additional information about the angle
of arrival of object reflections can be extracted. This is done
by evaluating the phase change of each object peak value
over the receive channels by another DFT, yielding the so-
called angular spectrum (AS). Further processing steps are
then performed in higher layers of the application and may
include sensor fusion, tracking, or classification.
However, in addition to the object reflections, IF signals in
real radar systems also contain disturbances in the form of
receiver noise and (mutual) interference. Other radar sensors
in the radio range act as interferers when transmitting inside
the receiver IF bandwidth of the victim radar. Accounting for
this, the model of the IF signal sIF[n,m] can be written as
sIF[n,m] =
NO∑
o=1
sO,o[n,m] +
NI∑
i=1
sI,i[n,m] + υ[n,m] , (1)
where sO,o[n,m] is the signal component of the oth object
reflection, NO denotes the number of objects, sI,i[n,m] is the
signal component of the ith interferer assuming NI interferers,
and υ[n,m] is a receiver noise term. Receiver noise is modeled
as AWGN, while mutual interference generally causes burst-
like disturbances in time domain corresponding to broadband
disturbances in frequency domain [1], [13].
State-of-the-art (“classical”) interference mitigation meth-
ods are mostly signal processing algorithms that are applied
either on the time domain signal sIF[n,m] or on the frequency
domain signal SR[n,m] after the first DFT. The two NN-based
methods presented in this paper are applied at two different
steps in the radar signal processing, i.e.,
1) Range-Profile Denoising (RPD): Denoising of range-
profiles after the first DFT.
2) Range-Doppler Denoising (RDD): Denoising of range-
Doppler maps after the second DFT.
III. METHODOLOGY
The proposed denoising and interference mitigation network
architecture is based on CNNs. We investigate two different
denoising approaches, RPD and RDD, as shown in Fig. 1.
Furthermore, we use either one input channel for the log-
magnitude spectrogram (LMS) or two channels, i.e. the real
and imaginary parts of the complex-valued spectrogram (RIS).
The underlying goal is the same, namely, to reduce the impact
of both noise and interference in order to enable a reliable
detection of object parameters at a large sensitivity.
A. Model architecture
The proposed CNN architecture (see Figs. 2 and 3)
consists entirely of convolutional layers. The first layer uses
the convolution operation and a ReLu [14] activation function,
while subsequent layers include Batch Normalization [15], the
convolution operation and the ReLu non-linearity, except the
last layer which uses a linear activation function instead.
The model architecture differs slightly for the two ap-
proaches RPD and RDD. RPD is applied to one-dimensional
data (1×N ) and therefore uses one-dimensional kernels. RDD
has two-dimensional input samples, i.e. N ×M patches, and
uses square kernels. In both approaches, zero-padding is used
for the values at the outer boundaries, such that the inputs and
outputs for each layer have the same dimensionality.
Fig. 2: Proposed CNN architecture for radar signal denoising. It uses ReLu, Batch Normalization (BN) and the convolution
operation conv(i,o,s1×s2); see Fig. 3 for details on the convolution operation.
Fig. 3: Schematic representation of the convolution operation
conv(i, o, s1× s2), where i is the number of input channels, o
is the number of kernels, and thus output channels, and s1×s2
is the kernel size. The convolution with a kernel is indicated
by ∗.
B. LMS versus RIS Denoising
We compare denoising with LMS and RIS inputs with
focus on performance, memory requirements and application
relevance. Denoising LMS can be used for object detection
tasks but not for further processing based on the complex
spectral values, because the phase information is lost. In RD
LMS denoising, the original data, which was not processed
by the NN, can be used for further AS calculations. With
RIS inputs on the other hand, the denoised spectra can also
be directly used for further processing, thus for the RD
calculation in RP denoising or the AS calculations in RD
denoising.
RDD with e.g. six layers and sixteen kernels with size 3×3
requires 10002 parameters for RIS and 9713 parameters for
LMS inputs, this corresponds to a reduction of only 2.8 %. A
comparable architecture for RPD, i.e. eight layers and eight
kernels with size 1 × 41, requires 17210 parameters for RIS
denoising. See Section V for a more detailed performance
comparison.
C. Data Preprocessing
Prior to model training and evaluation the data samples
are standardized, to increase learning capability and model
robustness. Two methods are investigated: Zero-Mean Unit-
Variance Scaling (ZMUVS) and Complex Standard Scaling
(CSS) [16]. In both approaches the complex data points are
translated to zero-mean, while for ZMUVS the data points
are then scaled to unit-variance and for CSS the data points
are scaled to the standard normal complex distribution using
the inverse square root of the covariance matrix of real and
imaginary values.
D. Loss functions
The loss function defines the similarity of NN-outputs to
the NN-targets, thus represents the learning goal. We evaluate
the following measures:
• The Mean Squared Error (MSE) is calculated from the
real and imaginary parts of the values of the complex
spectrogram.
• The Signal-to-interference-plus-noise-ratio (SINR) is the
proportion of signal power compared to the noise floor,
where the latter is given by both, noise and interference.
• The Weighted MSE is determined as convex combination
of the MSE of the complex spectrum, and the magnitude
and phase of object peaks.
E. Training Setup
The Adam [17] algorithm is used for training with a learning
rate of 0.00005 and two input samples per batch.
IV. EXPERIMENTAL SETUP
In our experiments, we use simulated FMCW/CS radar
signals, which gives us access to interfered data and their
corresponding clean equivalent. The basic receive IF signal
is generated according to (1) and processed as described in
Section II. The resulting signals depend on the parameters
of the random scenarios, which are generated according to
uniform distributions U(min,max) in the respective domains.
Among these parameters are the number of objects U(1, 20)
and for each object the distance U(0m, 153m) and velocity
U(−20m/s, 20m/s) relative to the radar, such that all object
parameters lie within the radar’s limits.
The interferer parameters are uniformly sampled within the
ranges depicted in Table I. The SIR and SNR are used to scale
the interference and noise powers relative to the object signal
power respectively, when generating the interfered and noisy
time domain signal sIF [n,m]. The victim radar parameters are
kept constant and chosen as shown in Table II. Fig. 4 shows a
RD map processed from simulated data from a scenario with
TABLE I: Ranges of interference and noise parameters.
Parameter Lower limit Upper limit
NI Number of interferers 1 3
f0,I Sweep start frequency 75.8GHz 76.2GHz
BI Sweep bandwidth 0.6GHz 1.4GHz
TI Sweep duration 40µs 46µs
SIR Signal-to-interference-ratio −20dB −60dB
SNR Signal-to-noise-ratio −10dB +10dB
TABLE II: Victim radar and signal processing parameters.
Parameter Value
f0,V Sweep start frequency 76GHz
BV Sweep bandwidth 1GHz
TV Sweep duration 48µs
BIF,V IF bandwidth 20MHz
N Number of fast-time samples 1024
M Number of slow-time samples/ ramps 128
A Number of antennas 8
w Window type Hann
eight objects, where Fig. 4(a) shows an interfered signal and
Fig. 4(b) shows the corresponding clean data.
A. Data Sets
Three separate data sets are used for training, validation
and testing the models. The data sets contain samples of 2000
scenarios, i.e. RPs or RD maps, for training, and 250 scenarios
for validation and testing each. Data from a single scenario are
exclusively contained either in the training, validation or test
set.
B. Performance Measures
For performance evaluation, we examine different quantita-
tive and qualitative measures, which cover two fundamental
aspects of object detection in chirp sequence radar processing
[10]:
• The detection probability gives the chance that an object
is detected on the RD map.
• The determination of detected object properties is defined
through the correctness of object location on the RD map
as well as object resolution and peak distortion, which
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Fig. 4: Exemplary range-Doppler magnitude spectra in dB of
a scenario with eight objects.
provide information about the object’s radar cross section
and thus its physical characteristics.
The goal of interference mitigation is to maximize the
detection probability while avoiding modifications in object
properties, i.e. the object peak’s magnitude and phase.
1) Quantitative measures: The signal-to-interference-plus-
noise ratio (SINR) directly relates to the detection probability.
It is defined through the ratio of signal power at the object
peaks compared to the noise floor. In the two-dimensional
case, i.e. in the range-Doppler domain, for multi-object sce-
narios the SINR is defined as:
SINR = 10 log
( 1
NO
∑
{n,m}∈O | S˜RD[n,m] |
2
1
NN
∑
{n,m}∈N | S˜RD[n,m] |
2
)
, (2)
where n and m are row and column indices of the RD matrix,
O is the set of object peaks and N is the set of NN noise
cells. Noise cells are defined to have a minimum distance to
each object peak depending on the bin width in distance and
velocity domain as well as the physical resolution of the radar.
In the one-dimensional case, thus for AS evaluation, the SINR
is defined analogously.
The error vector magnitude (EVM) gives information about
the detected object properties. It is defined as the magnitude
of the error vector between the clean RD map SRD,clean and
the denoised signal S˜RD, i.e. in a multi-object scenario:
EVM =
1
NO
∑
{n,m}∈O
| SRD,clean[n,m]− S˜RD[n,m] |
| SRD,clean[n,m] | . (3)
2) Qualitative measures: During visual inspection of the
RD map and the AS, we consider criteria such as object peak
and noise floor intensity, object peak location, resolution and
distortion as well as artifact appearances.
C. Mitigation Methods Selected for Comparison
A small number of the most well-known and promising
state-of-the-art signal processing algorithms have been chosen
for a comparative analysis. This also allows for a discussion
of the properties of the NN-based approaches in a broader
context of interference mitigation. A short summary of these
methods is presented below.
1) Zeroing: Zeroing is selected as a baseline, since it is a
simple and well-known method. Time domain samples of the
IF signal, that are determined to be dominated by interference,
are simply set to a value of zero. Its properties have been
discussed in e.g. [18].
2) Iterative method with adaptive thresholding (IMAT):
IMAT [4] is based on an initial zeroing step, eliminating
interference. The resulting “gaps” in the signal are then
interpolated in an attempt to fully reconstruct the object signal.
This reconstruction is done by an iterative thresholding method
making use of the theory of sparse sampling.
3) Ramp filtering (RFmin): Ramp filtering [3], as opposed
to previously mentioned techniques, processes the signal after
the first DFT. It exploits the sparsity and diversity of interfer-
ence over the slow-time domain, using a non-linear filtering
operation to achieve considerable interference as well as noise
suppression. Several choices of filtering can be considered. In
this work, a simple minimum operator is implemented.
Note that both zeroing and IMAT require the detection of
interfered IF signal samples. In this paper, it will be assumed
that this operation works perfectly. However, in general, errors
in interference detection may have a strong impact on the
performance of mitigation algorithms [10]. Ramp filtering, as
well as the proposed novel approaches, are not directly based
on an interference detection step.
V. EXPERIMENTAL RESULTS
The proposed NN-based architecture is evaluated in several
steps: First, the optimal network architectures for RIS denois-
ing are analyzed using the MSE loss function and ZMUVS as
“basic” setup. The best performing architectures in terms of
overall-performance and performance-complexity are further
evaluated with respect to scaling methods, loss functions
and according to their generalization capabilities. Second, the
different proposed CNN-based approaches, i.e. RPD and RDD
with LMS and RIS inputs, are evaluated and analyzed. Third,
the best-performing CNN-based model is compared to state-
of-the-art mitigation algorithms.
A. Analysis of Optimal CNN-Architecture
We used grid search to systematically find the best CNN
architecture for RD RIS denoising, i.e. the number of layers
(4, 6, 8), kernel sizes (1 × 1, 3 × 3, 5 × 5, 7 × 7) and
number of kernels per layer (2, 8, 16, 32). The choice of
the kernel size is a trade-off between object resolution in the
denoised spectrogram and noise suppression. Larger kernels
enable better denoising performance, but result in distortion
of the peak shapes and thus a possible loss of resolution. We
use ZMUVS and the MSE loss function for training the CNNs.
Fig. 5 shows the SINR and EVM based performance com-
parison of all evaluated RD architectures for RIS inputs using
MSE loss and ZMUVS. The SINR and EVM are illustrated
in blue and red respectively, while the x-axis indicates the
number of parameters of the NN-model. The best performing
models are marked with A to F and listed in detail in Table
III. The best performance for RD RIS denoising (Model D) is
obtained using a model with 6 layers, a kernel size of 3 × 3
and 16 kernels per layer. Model A offers the best performance-
complexity trade-off with only four layers and two kernels
with a size of 3 × 3. With an average SINR loss of only 3.8
dB, there is a parameter reduction of 98.4 % compared to
Model D. However, the small model size comes with the cost
of a high average EVM. This indicates a large distortion of
the complex values of object peaks, which causes a notable
decrease of SINR in the AS. For the other architectures listed
in Table III the EVM values appear to be small enough such
102 103 104 105
0
20
40
60
80
Number parameters
SI
N
R
[d
B
]
A
B C
D E
F
0.0
0.2
0.4
0.6
0.8
1.0
E
V
M
A
B
C
D
E
F
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model parameters given in Table III.
that other effects, e.g. the main- to side-lobe ratio of the AS
peak, dominate the AS SINR.
Using similar parameter ranges except for one-dimensional
kernels (5, 13, 21, 25, 31, 41, 43, 47, 51, 55, 61), the most
suitable architecture for RP denoising has 6 layers, a kernel
size of 1× 41 and 16 kernels per layer.
Data scaling has a strong impact on the training progress in
terms of duration and stability. While CSS statistically results
in stronger denoising performance when using MSE loss (on
average additional 11.41 dB SINR), it does not seem to have
any positive effects when using SINR loss. CSS has a slightly
negative effect on the object peak values which results in an
increased average EVM. ZMUVS on the other hand produces
results with a lower average SINR, but it also has a lower
average EVM. Additionally, CSS leads to a smoother and more
stable learning improvement.
When analyzing the loss functions introduced in Section
III-D, we can see that the SINR loss produces the highest
denoising performance for most models, but it fails to preserve
phase information for further processing. For example when
evaluating Model D with ZMUVS, it increases the SINR
performance metric by an average of 17.58 dB compared to
the MSE loss function. On the contrary the MSE loss takes
the relation of imaginary and real values of the inputs into
account, and thus better preserves object peak values. The
Weighted MSE performs worse than the other loss functions,
both in terms of SINR and EVM.
We use a second pair of training and validation data sets,
that contain only up to two interferer, in order to investigate
generalization capabilities. Thus we want to show how the
trained network performs on a test set coming from a slightly
different distribution, i.e. with three interferers, than the data
seen during the training process. With an average SINR loss of
5.6 dB (Model A) and 23.89 dB (Model D) RD RIS denoising
seems to generalize to similar data as seen during training.
Even with a decreased SINR by 23.89 dB RD RIS denoising
TABLE III: Best performing architectures for RD RIS denoising.
Model Layers Kernels Kernel Size Parameters SINR (RD) EVM (RD) SINR (AS)
A 4 2 (3× 3) 160 73.67 0.90 7.50
B 8 8 (3× 3) 3898 73.60 0.40 9.47
C 4 16 (3× 3) 5298 74.57 0.30 9.39
D 6 16 (3× 3) 10002 77.47 0.58 9.56
E 8 16 (3× 3) 14706 77.78 0.47 9.54
F 6 32 (3× 3) 38434 72.20 0.51 9.43
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outperforms the state of the art. However, the performance loss
between the two models suggests that stronger regularization
is required for bigger architectures.
B. Performance Analysis of CNN-based Approaches
The different CNN-based approaches as described in Sec-
tion III are analyzed using performance metrics as introduced
in Section IV-B. For RD LMS denoising and RD RIS de-
noising, we use Models A and D from Section V-A, thus
the best architectures in performance-complexity and overall-
performance respectively. RPD is performed using the model
described in Section V-A. We use CCS and the MSE loss
function for training the CNNs.
The performance is illustrated using the cumulative distri-
bution function (CDF) of the respective metric. The values
are computed from the test set in a Monte Carlo simulation
as introduced in Section IV. The interfered signal without
mitigation (interfered) and the signal with only AWGN (noisy)
are included as references.
Fig. 6 shows the range-Doppler SINR performance of the
different models. RD LMS denoising generally requires larger
models in order to perform well. Model A with LMS fails to
learn the denoising task, while Model D with LMS seems to
perform quite well on average. However, the SINR CDF and
visual inspections suggest that RD LMS denoising performs
well on data with weak interference while the denoising
performance drastically decreases on data with stronger in-
terference. In severe cases, it completely fails to detect object
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peaks contained in the RD map. Thus, this approach is rather
unreliable and performs worse compared to the other CNN-
based approaches.
RPD has a lower average SINR than the other approaches,
but it shows remarkably low variance. This suggests, that RPD
is a more stable approach, with a solid performance also on
strongly interfered data.
RD RIS denoising results in a superior average SINR
compared to the other approaches. Model A performs well on
around 75 percent of the data samples despite its small model
size. The SINR drops notably for the other 25 percent tough,
which suggests that Model A is not capable of denoising a
broad variety of interference. Model D on the other hand has
an even stronger and also more reliable denoising performance
than Model A, which becomes apparent especially for scenar-
ios with stronger interference.
C. Comparative Analysis with Other Techniques
The algorithms described in Section IV-C were implemented
in the simulation framework and evaluated using performance
metrics from Section IV-B. The results were statistically
compared with the best-performing CNN-based method (RD
RIS Model D) from Section V-B.
Fig. 7 shows the range-Doppler SINR performance of the
selected techniques. Zeroing already considerably increases
the SINR, since it removes interference completely (due to
the perfect detection assumption), although it also removes
parts of the object signal. IMAT is a natural improvement of
zeroing, while ramp filtering can achieve an even larger noise
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TABLE IV: Performance comparison with state-of-the-art in-
terference mitigation methods.
Signal SINR (RD) EVM (RD)
Noisy 46.16 0.01
Interfered 26.67 0.10
Zeroing 40.42 0.08
Ramp filtering 46.50 0.15
IMAT 43.20 0.03
RD RIS Model D 98.84 0.78
suppression due to the principle of its non-linear operation. RD
RIS denoising results in a superior average SINR compared
to all other approaches. In fact, it appears to implicitly detect
object peaks, enabling it to maximally attenuate the surround-
ing noise. It is only in severely interfered scenarios that object
peaks are not recognized, and thus suppressed. This is shown
by the long tail of the SINR CDF.
Fig. 8 shows the corresponding EVM performance. Due to
its non-linear nature, ramp filtering performs the worst among
conventional methods. IMAT performs the best, reducing the
bias in object peak values introduced by zeroing. RD RIS
denoising on the other hand yields much higher EVMs. This
indicates that object value preservation cannot be reliably
guaranteed by such a denoising method.
Table IV shows the mean values of performance metrics
over the simulated test scenarios. For the conventional meth-
ods, ramp filtering achieves the highest SINR at the cost of an
elevated EVM, while IMAT can improve on the performance
of zeroing and lower the EVM. RD RIS denoising outperforms
all the conventional methods in terms of SINR, while the
average EVM is considerably higher.
In order to illustrate the effects of the different mitigation
methods, Figs. 9 and 10 show range- and velocity cuts of
a RD map. The magnitude-normalized RD map of the first
receive channel is plotted as a log-magnitude spectrum at a
distance d = 7.9m and velocity v = 5.5m/s respectively. It
can be noted that ramp filtering strongly suppresses noise,
though mainly on the range axis. Zeroing and IMAT have
almost the same effect for the visualized scenario. However,
the previous statistical analysis shows that IMAT is superior,
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especially regarding object peak value preservation. The RD
RIS model enhances object peaks, while it strongly reduces the
noise floor to a constant level. This reassures our presumption
that the CNN-based denoising has an implicit thresholding
effect.
In summary, CNN-based methods have superior noise and
interference suppression capabilities compared to conventional
algorithms. However, some exhibit a considerably high EVM
which may lead to distortions in object peak values. Such dis-
tortions may have negative effects on further radar processing,
such as on angular estimation or object classification. Due to
these properties, the CNN-denoised signal is very well suited
for object detection on the RD map while further processing
can alternatively be performed using the non-mitigated object
peak values.
VI. CONCLUSION
In this paper, novel NN-based methods for effective mutual
interference mitigation and denoising in the context of auto-
motive radar sensors have been presented. Noteworthy is the
usage of (complex-valued) spectrograms from different steps
in the range-Doppler signal processing as network inputs and
their suitability to be processed by CNNs.
An extensive simulation framework was used for data
generation, training and evaluation. The most promising model
architecture was then compared to a small selection of well-
known conventional interference mitigation techniques. It was
shown that the CNN-based model is capable of preserving the
object peaks, while suppressing noise and interference by sev-
eral orders of magnitude compared to conventional methods.
However, its performance may be less robust, especially when
considering the distortion of object peak values. Furthermore,
the achieved amount of suppression indicates an implicit peak
detection capability, which is of course attributed to the use
of clean training data.
The most important issue in the future is to analyze the
generalization capability of the architectures to real-world
data. In addition, we would like to investigate the potential of
temporal information in range-Doppler processing using NNs.
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