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The primary objective of the study is to develop an effective tool to investigate the 
resuspension, deposition and transport of mixed cohesive and non-cohesive sediments in an 
estuary. The research has integrated 1) statistical analyses of the primary forcing, 2) numerical 
models for hydrodynamics, surface waves and sediment transport, and 3) the MODIS (Moderate 
Imaging Spectroradiometer) remotely sensed imagery, to investigate hydrodynamics and 
sediment dynamics in Mobile Bay, Alabama. First, based on long-term meteorological and tidal 
observations, statistical analyses have been conducted to predict extreme values of winds and 
water levels at different return periods in the estuary. Application of predicted extreme winds 
and surges is illustrated though the development of a storm wave atlas and through the 
estimation of erosion potential in the estuary. Secondly, three open-source community models 
for estuarine circulation, wind wave prediction, and sediment transport have been coupled and 
carefully tested against available field measurements. In particular, the sediment transport model 
has been improved by implementing the continuous deposition scheme, the general solution to 
the wave-current bottom boundary layer model (Grand and Madsen, 1979), and a formula of 
flocculation-influenced settling velocity (Whitehouse et al., 2000). Idealized test cases were 
designed to evaluate the performances of the integrated model system, in addition to model 
calibration and verification using field observations. Thirdly, a new algorithm has been 
developed based on the suspended sediment concentration measured from field water sampling 
and the corrected MODIS red-channel reflectance for Mobile Bay. The algorithm has been 
applied not only to winter-front and post-hurricane conditions to reveal the impact of different 
forcing agents on sediment dynamics in Mobile Bay, but also to the normal weather condition for 
providing guidance to calibrate the sediment transport model. Integration of these three different 
approaches has enabled us to understand how land-based particulates are transported, deposited 
and re-suspended in the estuary, and to disclose the dynamic changes of the suspended sediment 
concentration under normal and extreme forcing. The methodology and tools developed in this 




CHAPTER 1 INTRODUCTION 
Estuarine and coastal areas are important sites for many industries and recreation, owing to 
their particularity as transition zones between land and sea. It has been recognized that the 
suspended particulate matter, including organic and inorganic matter, has a remarkable influence 
on an estuary ecosystem (Havens et al. 2001; Arfi and Bouvy 1993). As a measure of turbidity, 
suspended sediment concentration (SSC) is also an important water quality parameter. Higher 
SSC limits the light penetration which is required by photosynthesis (Sundbäck and Jönsson 
1988). In addition, suspended sediments also act as carriers of contaminants (Kennicutt et al. 
1988). From a morphodynamic point of view, the sediment budget determines the evolution of 
shorelines and bed forms. In all, sediment dynamics are involved in many coastal processes, both 
naturally and artificially. In order to properly restore and protect estuarine and coastal 
ecosystems, it is essential to predict suspended sediment transport and quantify the effect of each 
forcing agent and combined impacts on sediment dynamics in estuaries.  
Astronomical tides, river discharges, winds and surface waves are the principal driving 
forces of sediment transport in many estuaries. Tidal forcing is regular and deterministic, 
whereas the others are not. In a micro-tidal range estuary, such as Mobile Bay on the Alabama 
coast, freshwater inflows and winds tend to be the dominant forcing agents inducing and 
enhancing local resuspension (Booth et al. 2000; Moeller et al. 1993; Arfi and Bouvy 1993; 
Cooper 2002; Lee et al. 2007; Lick et al. 1995). Bottom sediment properties, including median 
diameters, sediment compositions (sand, mud, and clay), critical shear stresses, and erosion rates, 
control the sediment exchange at the interface of the seabed and the water column in response to 
the forcing. Unfortunately, the knowledge of those properties is insufficient in most estuaries. 




tool to improve understanding of sediment dynamics in an estuary and to develop guidance for 
engineering practices and field surveys. In the present study, numerical models in conjunction 
with statistical tools and remote sensing imagery will be employed to investigate the sediment 
dynamics as well as to understand the spatial and temporal variability of SSC in Mobile Bay, 
Alabama. 
1.1 Study Area 
Mobile Bay, Alabama, located on the north coast of the Gulf of Mexico (Figure 1.1), is a 
shallow estuary with an average depth of 3m. It is approximately 50km long from north to south 
and the maximum width is 39km at the southern portion. A 13m deep ship channel connects the 
Mobile-Tensaw Delta to the north and the marine environment of the Gulf of Mexico to the 
south. Mobile Bay plays an important role in the economy of the local and northeastern Gulf 
Coast areas. The main contributions include tourism, recreation, shipping, fishery and pulp and 
paper industries. Sediment dynamics in the bay area have direct impacts on the ship channel 
maintained by the U.S. Army Corps of Engineers and the Mobile Bay ecosystems. 
Mobile Bay is a dynamic and complex estuary. There is no single forcing that permanently 
governs the estuarine environment. Instead, each forcing agent may dominate the estuarine 
dynamics for a certain time period and at a certain location, or all of forcing agents may co-exist 
and interact with one another. In late winter or spring, the upper bay area is dominated by a large 
river discharge when rain fall is heavy. Freshwater discharged into Mobile Bay is mainly from 
Mobile River (Schroeder et al. 1990), which has a long-term average river discharge of 1850m3/s 
(http://www.jstor.org/pss/1351583) for the period of 1929-1983, and reached 9018m3/s in April 
of 1980 (http://imars.usf.edu/atlas/RPProd.html). However, according to the U.S. Geological 




streamflow reduced to 656m3/s and 1955m3/s, respectively. Nevertheless, the river discharge 
decreases in summer and fall and tidal forcing becomes important, although the diurnal tidal 
range is only 0.37m as recorded at Dauphin Island, Alabama. 
 
Figure 1.1 Locations of Mobile Bay 
Another important forcing agent is winds. Gulf coastal areas are subject to frequent cold 
fronts from the north in non-hurricane seasons and tropical storms from Atlantic Ocean and 
Caribbean Sea in hurricane seasons. Strong winds enhance turbulent mixing and reduce vertical 
stratification and horizontal variations. Wind-induced waves have significant impacts on 
resuspension and redistribution of sediments and shoreline changes (Sapp et al. 1976; Isphording 
and Imsand 1991), even if the wind speed is less than 10m/s. On an average, the non-storm days 
with wind speeds greater than 3 m/s and less than 10 m/s are 70.81% per year. Detailed analyses 
of winds and water levels in Mobile Bay will be described in Chapter 2.  







































Due to seasonal variations in the freshwater discharge and the wind strength, stratification-
destratification phenomena are profound in Mobile Bay, although it is a very shallow estuary 
(Noble et al. 1996; Ryan et al. 1997; Schroeder et al. 1990; Park et al. 2007a). It is hypothesized 
that these variations may also induce dynamic changes in the concentration of suspended 
sediment because river-borne sediments and locally suspended sediments are two major sources 
of suspended sediments in the bay area.  
1.2 Bottom Sediments 
Sediments inside Mobile Bay are of a very fine median diameter and classified as cohesive 
sediments, because of the high percentage of clay in the composition. Fine sediments with a 
median diameter (D50) less than 0.075mm (clay-silt range) tend to adhere to each other, while 
sediments with D50 ranging 0.075~0.5mm behave individually (Lick et al. 2003). Sediments that 
consist of sand, silt and clay, known as a sediment mixture, have more complex behaviors (van 
Leddena et al. 2004). According to the measurements in the USGS Seabed database 
(Buczkowski et al. 2006), the majority of the bottom sediments in the study area are referred to 
mixed sediments. The mixtures behave as cohesive sediments, especially when the fraction of 
clay reaches a certain level that varies from 5% to 10% (van Leddena et al. 2004). Figure 1.2 
shows the fraction of clay, interpolated from the USGS Seabed database. The survey stations are 
also marked as dots. It indicates that the bottom of Mobile Bay is covered mainly by cohesive 
sediments. However, some areas are not well covered by the survey, which introduces 
uncertainties in the numerical simulation of the sediment suspension. 
In addition to the composition of bottom sediments, the critical shear stress for erosion of 
cohesive sediments and erosion rates for both cohesive and noncohesive sediments in Mobile 




sediment dynamics. However, field experiments are costly. An attempt will be made to infer 
some of those properties through numerical experiments and satellite imagery in Chapter 7.  
 
Figure 1.2 Fraction of clay in Mobile Bay interpolated from USGS SEABED survey data (dots) 
1.3 Overview of Methodologies 
1.3.1 Probability Analysis 
Probability analysis is commonly used in coastal engineering to estimate the extreme values 
of wind, surge, or wave at certain return periods. The results can be used for engineering design 
of coastal projects and provide statistical information about the forcing agents that drive coastal 
and estuarine processes. Commonly used probability distribution models are either two-
parameter or three-parameter functions, but there is no theoretical ground for favoring a 
particular probability distribution function for the prediction of extreme winds or water levels, 







































using historical data. The performances of the distribution functions for extreme water level 
prediction have been discussed by Walton Jr. (2000), Sobey (2005), and FEMA (2005), among 
others. A number of probability distribution functions are also proposed for wind analysis 
(Brabson and Palutikof 2000; Milford 1987). However, the difference among different 
probability distribution models (PDMs) applied to tail datasets (rare events) is small, especially 
among three-parameter PDMs (Brabson and Palutikof 2000). Worthy of more attention is the 
parameter estimation method. The least-square method (LSM) and maximum likelihood 
estimation (MLE) are two of the methods for estimating parameters in probability distribution 
functions.   
The LSM is a regression analysis that fits a candidate probability function to the measured 
data. The regression could be linear for two-parameter distribution functions and nonlinear for 
three-parameter functions. By picking up the smallest root mean square error (RMSE) or the 
highest correlation coefficient, the parameters of the distribution function can be determined 
correspondingly. The MLE method has been preferred for extreme water level analyses by 
FEMA (2005) and Sobey (2005), among others. The MLE method yet is not proved better than 
the LSM method (e.g., Oztekin 2005). The basic idea of the MLE method is to determine the 
distribution parameters that maximize the likelihood of the given sample data. Estimations from 
MLE may be biased if the size of data samples is relatively small and sensitive to the starting 
values (Ross 1999; NIST 2008).Therefore, both LSM and MLE are employed to in this study. 
The distribution functions that produce most consistent predictions are then selected. 
1.3.2 Numerical Modeling 
A number of three-dimensional (3D) circulation models have been developed and adapted 




distinguished loosely by several approaches to spatial discretization and vertical coordinate 
treatments. From the horizontal point of view, numerical models differ from one another by 
adopting different discretization methods of finite difference (FD), finite element (FE) and finite 
volume (FV). The FD method uses a structure grid, while FE and FV utilize an unstructured grid. 
Models developed over an unstructured grid (Lynch et al. 1996; Choi et al. 2004; Chen et al. 
2003) have different strengths from the models over structural grids. The FD method has been 
utilized in the commonly used 3D models, such as POM (Princeton Ocean Model), ECOM 
(Estuarine and Coastal Ocean Model) families, and ROMS (Regional Ocean Model System), etc. 
Both the FE method and the FV method offer high geometry flexibility, but lack computational 
efficiency in comparison with the FD method. The traditional FD method, using a rectangular 
mesh, has higher computational efficiency, yet lacks the boundary-fitting flexibility. However, 
use of a curvilinear grid can improve such flexibility remarkably (e.g., Shi et al. 1998). 
A terrine-following vertical coordinate system, sigma-coordinate, is used in ECOM, which 
allows a high vertical resolution near the bottom and avoids intersection between the vertical 
coordinate and the seabed. Therefore, it is embraced by estuarine coastal and continental shelf 
models.  
The 3D model resolves the vertical turbulence structure by implementing the level-2.5 
Mellor-Yamada turbulence closure scheme (Mellor and Yamada 1982). The turbulence closure 
scheme introduces a turbulence kinetic energy (TKE) balance equation and a mixing length scale 
balance equation that are solved in conjunction with equations of momentum, salinity and 
temperature. This TKE model has been applied successfully in ocean circulation models (e.g., 
Mellor 2001, 2002; Stacey and Pond 1997). In addition, boundary conditions are critical for 




implemented in ECOM to replace the fixed boundary and allow wet cells to dry out when strong 
winds push water away from shorelines.  
ECOMSED is an extension of ECOM by including a sediment transport module, which 
simulates resuspension, deposition and transport of both cohesive and non-cohesive sediments. 
Applications of the sediment module in many locations have suggested ECOMSED would be a 
promising tool in studying sediment transport (Shrestha et al. 2000; Ziegler and Nisbet 1994, 
1995). Thus, this open source code is adopted in this study. The governing equation for the 
transport of suspended sediment concentration is a mass balance equation, in which the 
advection terms are solved using the Multidimensional Positive Definite Advection Transport 
Algorithm (Smolarkiewicz and Grabowski 1990) and the diffusion terms utilize the mixing 
coefficient from the TKE model. However, the challenge is the determination of sediment flux 
from the bottom. For cohesive and non-cohesive sediments, the pickup functions, erosion rates, 
critical shear stresses, and settling processes are all different. 
In general, the erosion flux is a function of erosion rate and excess shear stress (difference 
between the bottom shear stress and the critical shear stress). The erosion rate usually depends on 
sediment bulk properties, such as critical shear stress, degree of sorting, sediment age and 
consolidation. Erosion mechanisms were identified as depth-limited erosion (type-I) and depth-
unlimited erosion (type-II) according to field experiments (Aberle et al. 2003; Houwing 1999; 
Maa et al. 1998). The so-called Type I erosion is the resuspension of loose sediments on the 
seabed. The erosion ceases at a certain depth when the bottom shear stress is equal to or less than 
the seabed shear strength. Above this depth, all available sediment per unit area is defined as 
resuspension potential. The thickness of such a loose sediment bed varies horizontally and 




with increasing depth in the sediment bed. When the bottom shear stress is much larger than the 
critical shear stress, sediments are eroded continuously at a constant erosion rate. It is known as 
type II depth-unlimited erosion. 
In reality, the two types of erosion mechanisms are interchangeable. During hurricane 
landfall, the bottom shear stress increases rapidly within a short period of time and may exceed 
the bed shear strength within the landfall duration. The erosion can be classified as Type II 
erosion. Afterwards, the erosion may return to Type I as currents and waves become weak and 
insignificant.  
Consolidation is one of the important causes for increasing sediment shear strength at depth. 
A bed model is used to discretize the sediment bed into seven layers with increasing age of one 
to seven days (HydroQual 2002). The age of sediment in each layer inversely affects the 
resuspension potential (Gailani et al. 1991). 
After sediments are suspended into the water column, the settling velocity of the suspended 
particles becomes one of the controlling parameters in the transport scheme. Different from the 
settling of a single particle in still water, the average falling speed of flocs may be increased or 
hindered due to aggregation and flocculation; the process is affected by water density, content of 
organic matter, and three-dimensional structure of circulation (Burban et al. 1990; Whitehouse et 
al. 2000). 
The scheme of sediment deposition at the sediment-water interface has gained more 
attention recently. The traditional exclusive deposition scheme, i.e., no erosion while deposition 
occurs when bottom shear stress falls below a limit, was proposed by Krone (1962) and has been 
questioned by recent research (Sanford and Halka 1993; Sanford and Chang 1997). Though the 




scheme is more realistic under field conditions. In the continuous deposition scheme, there is no 
threshold value for the occurrence of deposition. In other words, deposition exists as long as the 
concentration in water column is not nil. The exclusive deposition scheme was originally used in 
ECOMSED for both types of sediments. Both deposition schemes will be examined in this study. 
In addition to the circulation model and sediment transport model, simulation of wave field 
is of importance for sediment entrainment as the bottom shear stress can be enhanced 
considerably due to the wave-current interaction (e.g. Nielsen 1992). The original ECOMSED 
integrated with a simple wave model, i.e., a parametric type model applied to deep water waves, 
which is not applicable for Mobile Bay. A state-of-the-art spectral wave model, SWAN 
(Simulating WAves Nearshore) has been used to predict coastal waves (Hargreaves et al. 2002; 
Moghimi et al. 2005; Ris et al. 1999); its curvilinear version has been tested against 
measurements in the study area (Chen et al. 2005; Hargreaves et al. 2002; Moghimi et al. 2005; 
Ris et al. 1999). Thus, SWAN is chosen to couple with ECOMSED for more accurate 
estimations of wave parameters in this study. Significant wave height, wave period and wave 
direction from SWAN are used to compute the bottom orbital velocity using the linear wave 
theory. The wave-induced shear stress is exerted on the current-induced shear stress and thereby 
amplifies the total bottom shear stress nonlinearly (Mathisen and Madsen 1996a, 1996b; Sleath 
1990; Davies and Lawrence 1994). 
Under pure currents, the bottom shear stress is computed by matching the bottom velocity 
with the logarithmic “law of the wall.” If wave motions are considered, a thin sub-boundary 
layer near the bed is then established as being affected mostly by the wave orbital velocity. 
Above this thin layer, there is the current-boundary layer and free stream layer. The “law of the 




boundary layer (BBL) model is needed, as the vertical resolution of the circulation model is not 
fine enough to resolve the BBL. Grant and Madsen (1979) proposed a two-layer BBL model and 
describe those two sub layers in the logarithmic form with different coefficients. Glenn and 
Grant (1987) extended the theory of Grant and Madsen (1979) to a three-layer model to account 
for the effect of near-bed sediment stratification on the wave-current interaction. The enhanced 
bottom shear stress is felt by the current boundary layer as an apparent roughness height. The 
Grant and Madsen (1979) model is adopted in the study. Figure 1.3 sketches the shape of the 
boundary layer and demonstrates the roughness heights. 
 
Figure 1.3 Schematic of bottom boundary layers: Current boundary layer without (thick black) 
and with (thin red) waves, and wave boundary layer (thin black) with a thickness of δw. The 
intercept of the red line indicates the apparent roughness height (Z0c) which is larger than the 
physical roughness height (Z0) because of the exertion of the wave motion.  
A simplified BBL model was employed in ECOMSED, which assumes the wave and 
current in coastal areas are collinear, and the wave friction factor is independent of ambient 
flows (e.g. tidal currents). However, the study area is a broad estuary where the flow condition 
and the wave field are diverse. Neglecting the effect of sediment stratification for simplicity, a 
subroutine based on Grant and Madsen’s (1979) two-layer model, is developed for ECOMSED 
in this study to improve the parameterization of the wave-current interaction. The effect of waves 

















on the relatively steady flow in the outer wave boundary layer is felt through an increase in the 
momentum mixing, owing to an enhanced apparent shear production. Inside the wave bottom 
boundary layer, the gradient of the averaged current velocity is suppressed by the enhanced 
turbulent mixing (van Doom 1982). The maximum bottom shear stress and the apparent 
roughness are solved by matching the inner solution of velocity with the velocity at the bottom 
grid in the circulation model. 
1.3.3 Satellite Remote Sensing 
SWAN and ECOMSED with modifications are employed to simulate the sediment transport 
in Mobile Bay. To obtain reliable simulations, sufficient data, which usually are insufficient, are 
required for boundary conditions, model calibrations (especially for sediment parameters) and 
verification. Even if numerical models were supported by ample measurements, long-term 
simulations are computationally demanding. Visible band ocean color satellite imagery provides 
“measurements” on a synoptic scale, and proves useful for long-term monitoring. A satellite 
remote sensing technique provides a new dimension to the quantitative view of sediment 
concentration in the sea surface layer. Using satellite imagery has proven effective to map total 
suspended solid (TSS) or suspended sediment concentration (SSC) in estuarine and coastal areas 
(e.g., Stumpf and Pennock 1989; Walker 2001; Woodruff et al. 1999; Stumpf et al. 1993; Booth 
et al. 2000; Myint and Walker 2002).  
A common method to map TSS or SSC is to establish the relationship between them and the 
remotely sensed reflectance as measured in the red band of the visible spectrum. For coastal 
water with high concentrations of both inorganic (e.g., suspended sediments) and organic 
material, precaution is needed when developing and applying the relationship, because of the 




Both Advanced Very High Resolution Radiometer (AVHRR) and Sea-viewing Wide Field-
of-view Sensor (SeaWiFS) are designated with a red channel and a near-infrared channel (NIR), 
which are used to detect suspended sediments in the upper water column (Walker and Hammack 
2000; Bignami et al. 2007; Hu et al. 2000; Rucker et al. 1990; Walker et al. 1996; Myint and 
Walker 2002). However, the spatial resolution of both AVHRR and SeaWiFS is 1km, which is 
not ideal for studies in coastal and estuarine areas, such as Mobile Bay. The Moderate Resolution 
Imaging Spectrometer (MODIS) aboard the Terra and Aqua satellites has red and NIR channels 
with 250m spatial resolution. Terra and Aqua are in sun-synchronous orbits, potentially yielding 
repeat coverage (not exact) of Mobile Bay twice daily. Therefore, MODIS imagery can resolve 
the spatial sediment variation and reveal information on sediment dynamics temporally, weather 
permitting. Several studies have been dedicated to map near surface SSC using MODIS imagery 
(e.g., Hu et al. 2004; Miller and Mckee 2004). 
In Mobile Bay, the AVHRR channel 1 (red) and channel 2 (NIR) data were applied to map 
the distribution of SSC and identify buoyant plumes (Rucker et al. 1990; Stumpf et al. 1993). 
The SeaWiFS imagery was also employed to retrieve SSC (Lopez 2004). NOAA Coastal Watch 
adopted the relationship established in Miller and Mckee (2004) for estimating the total 
suspended matter in Mobile Bay from MODIS imagery. However, the relationship may not be 
applicable to Mobile Bay as it was not established based on the TSS measurements in Mobile 
Bay. In this study a new regression model will be established based on the Mobile Bay sea-truth 
data collected by Dauphin Island Sea Lab. The map of estimated sediment concentration from 
satellite imagery can be used to guide model calibration or to initialize the sediment transport 
model. In return, the calibrated numerical model provides continuous snapshots, especially for 




1.4 Objectives and Outline 
Mobile Bay is a micro-tidal estuary. However, storm surges generated by hurricane winds 
have significant impacts on the estuarine system (Park et al. 2007b). In addition to river 
discharges and hurricanes, wind forcing due to winter cold fronts is also critical to the 
environment. The prediction of extreme events is desirable for the design and construction of 
infrastructures in Mobile Bay, such as ship channels, port facilities, bridges and causeways, and 
shore and wetland protection devices. Conservation of ecological resources also requires an in-
depth understanding of the physical forcing in Mobile Bay. To restore and protect the coastal 
landscape and ecosystem, it is necessary to predict erosion, deposition and transport of sediments 
in response to natural and man-made forcing.  
The following scientific questions are addressed in this study. 1) What are the extreme 
values of winds, water levels and surface waves at 10, 25, 50, and 100 years of return period in 
Mobile Bay?  2) How do turbulence closure models influence the hydrodynamics and salinity 
distributions predicted by a three-dimensional estuarine circulation model? 3) What is the effect 
of nonlinearity on the combined wave-current boundary layer and the bottom shear stress? 4) 
What are the effects of erosion schemes on the simulated SSC? 5)  How can the SSC be 
estimated in Mobile Bay from the MODIS satellite imagery on the basis of in-situ measurements 
and what are the differences between the new algorithm and other existing formulas? 6) How do 
the suspended sediment concentrations in Mobile Bay respond to winter cold fronts and 
hurricanes? 7) How can the estimated SSC from the satellite imagery be combined with 
numerical models to simulate sediment transport and infer some properties of bottom sediments 
in Mobile Bay? In order to answer those questions, five research objectives are formulated for 




1) Characterize the primary forcing in Mobile Bay using statistical analyses. 
2) Develop an algorithm to quantify suspended sediment concentrations from the MODIS 
red-channel reflectance based on in-situ measurements in Mobile Bay. 
3) Couple and test a circulation model and a wave model against field measurements. 
4) Establish and improve a sediment transport model for Mobile Bay. 
5) Integrate the three different approaches to investigate sediment suspension, deposition 
and transport in Mobile Bay.  
In Chapter 2, statistical analyses are carried out to obtain the most probable distribution 
functions for extreme winds and water levels. It is hypothesized that the winds in different 
seasons belong to different distributions. Water levels are grouped into low-level events and 
high-level events. Although the tidal range is small in Mobile Bay, it is questioned if the effect of 
astronomical tides is negligible. A joint distribution of astronomical tides and storm surges is 
employed to take into account the contribution of tides to extreme water levels. 
Chapter 3 is focused on the testing of the three-dimensional circulation model (ECOM) that 
is integrated in ECOMSED. The model is not only examined through idealized cases, but also 
tested against field measurements. The wetting-and-drying scheme is implemented for resolving 
varying water levels at the shoreline under storm conditions. In Chapter 4, the curvilinear version 
of the third-generation spectral wave model, SWAN, is tested. The procedure of coupling it with 
the circulation model is described. A regional-scale model with a unique offshore boundary and 
a local-scale model nested in the regional-scale domain are established to compute wave fields in 
Mobile Bay. Chapter 5 is devoted to the sediment transport model. The significance of 
implementing the continuous deposition scheme, the flocculation-influenced settling velocity and 




In Chapter 6, a relationship between the MODIS red-channel reflectance and the field 
measurements is established for Mobile Bay. The new algorithm is compared with existing ones 
and applied to two representative events, a winter cold front passage and post-hurricane 
conditions.  
In Chapter 7, the tested circulation model, wave model and sediment transport model are 
integrated and applied to normal weather conditions in order to calibrate the sediment transport 
model. The surface suspended sediment concentration estimated from the MODIS red-channel 
reflectance using the new algorithm developed in Chapter 6 serve as guidance for numerical 
simulations. The modeling system is then used to simulate sediment re-suspension and transport 
during the passage of a cold front. The model results are compared with two MODIS-estimated 





CHAPTER 2 CHARACTERISTICS OF WINDS AND 
WATER LEVELS IN MOBILE BAY* 
Winds and water level variations are the sources of substantial momentum and energy 
fluxes to an estuary. It is of importance to identify their characteristics in a given area before 
other multi-dimensional investigations, such as numerical simulations and estimations of 
suspended sediment concentration from satellite imagery, are launched. In this chapter, the major 
results of statistical analyses of winds and water levels in Mobile Bay are presented, and more 
details can be found in Appendix A and in Zhao and Chen (2008). A wave atlas is developed 
based on the 10, 25, 50, and 100-year return values of winds and high water levels. Using the 
wave information at the100-year return period, the bottom shear stresses at several representative 
areas are computed in conjunction with different strengths of currents to demonstrate the erosion 
potential in Mobile Bay. 
2.1 Probability Distribution Models 
Probability analyses are conducted, using the datasets at three locations: Dauphin Island, 
State Docks, and Mobile Regional Airport, Alabama. Four commonly used probability 
distribution models (PDMs) in the field of coastal engineering (Kamphuis 2000), including Log-
normal, Gumbel, Weibull and Fisher and Tippett Type II (FT-II), are selected to fit the 
measurements of wind and water level (Table A1 in Appendix-A). In a cumulative distribution 
function (CDF), water level or wind speed is the independent variable. Using the Weibull 



















PQ b           (2-1) 
                                                 




where, X represents the water level or wind speed, Q is the exceedance probability, Pb is the 
cumulative probability, A1 is the scale parameter, and A2 is the location parameter. The third 
parameter, α, is the shape parameter in three-parameter distribution functions, such as Weibull 
and FT-II distributions. FT-II is also known as the type II of Generalized Extreme Value (GEV) 
distribution with a positive shape parameter, while the three-parameter Weibull model is the type 
III of GEV with a negative shape parameter. When α goes to infinity, FT-II reaches 
asymptotically to a two-parameter distribution function, i.e., the Gumbel function. 
The least-square method (LSM) and maximum likelihood estimation (MLE) are two 
commonly used methods for estimating parameters in probability distribution functions. The 
LSM is a regression analysis that fits a candidate probability function to the measurement data. 
The regression could be linear for two-parameter distribution functions and nonlinear for three-
parameter functions. In this study, the linear regression is adopted for both two-parameter and 
three-parameter distribution models by rewriting each CDF in a linear form. Continuing to use 
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Y , Equation 2-3 becomes: 
21 AYAX +=            (2-4) 
where, Y is defined as the reduced variate; A1 and A2 can be determined by the LSM. 
For a three-parameter PDM, the shape parameter (α) is prescribed when estimating A1 and 
A2. By varying the shape parameter within a reasonable range of value, an array of A1 and A2 are 
generated. The best-fit model defined by the estimated parameters, 1Â , 2Â  and α̂ , is then 
determined by picking up the smallest root mean squared error (RMSE) or the highest correlation 
coefficient (r2). In addition to the LSM, the MLE estimators in the MATLAB Statistics Toolbox 
are also utilized in the analysis for obtaining the parameters.  
For both LSM and MLE, probability levels (Pb) for the recorded extreme events are 
required. The probability level can be obtained by computing the frequency of events falling in 
each bin (or the grouping interval), and the frequency distribution is then represented by a 
histogram. This method requires relatively large samples; otherwise, the sufficiency of 
estimations would be unacceptable. When a dataset consists of only a few events, such as the 
record of annual extreme events, the plotting position formula (Equation 2-5) for the ranked 
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where i is the rank of the descending-ordered event (i=1 denotes the rarest event), NT is the total 
number of the events, and c1 and c2, are constants. If c1=0 and c2=1, Equation (2.5) becomes the 
well-known, traditional Weibull plotting position formula. The unbiased formula for each 




1988; Goda 1992). Table 2.1 lists the constants for each formula, including the traditional 
Weibull plotting position for comparison (Weibull 1939).  
Table 2.1 Constants for unbiased plotting positions 
Distribution c1 c2 Reference 
Log-Normal (Ln) 0.375 0. 25 Blom (1958) 
Gumbel (G) 0.44 0.12 Gringorten (1963) 
FT-II (F) 0.44+0.52/ α 0.12-0.11/α Goda (1992) 
Weibull (W) 0.20+0.27/ α  0.20+0.23/ α  Goda (1988) 
Weibull Formula 
(Biased) 0 1 Weibull (1939) 
The candidate distribution function that fits the dataset best is selected as the most probable 
parent distribution. The criteria described in the following are used to choose the most probable 
distribution function.  
To avoid underestimation, a distribution may be rejected if the estimation of the rarest event 
( 1X̂ ) is smaller than the measurement ( 1X ). 
Assuming that the residual-square ( ( )2ˆ ii XX − ) follows a log-normal distribution based on 
the results of the chi-square hypothesis test, a distribution may be rejected if the most frequent 
event falls out of the 90% confidence interval. 
Among the acceptable candidate distributions, a distribution is selected if it has the smallest 
RMSE, as recommended by Goda (2000) when the LSM is used, or if it has the largest Log-
Likelihood (LL) when the MLE is applied. This will serve as the primary criterion for the 
selection of the proper distribution function and parameters. As a secondary criterion, a 




rarest event and the measurement. This criterion is introduced to minimize the degree of 
overestimation of extreme events.  
Once the distribution model is determined, the value of an extreme event (
RT
Ĥ ) at a certain 
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where, λ is the average occurrence frequency, which is the number of events divided by the total 
years of the record. 
2.2 Meteorological Forcing 
2.2.1 Data 
Measurements of winds at the Dauphin Island Station (DIS) and the Mobile Regional 
Airport Station (RAS) are available. Their locations are shown in Figure 1.1. The DIS is located 
at the entrance of Mobile Bay and situated over the water facing the Gulf of Mexico, and the 
reported winds are averaged over 8 minutes. The dataset covers 1987-2006, which may be 
inadequate for the prediction of wind speeds at long return periods. The RAS is one of the closest 
stations to the DIS, where the wind observations started from 1948. The RAS is approximately 
50 km inland from the DIS and winds are averaged over 2 minutes as it is a land station. Hourly 
wind data from 1948 to 2001 were received from the National Climatic Data Center (NCDC). 
After 2002, hourly winds were downloaded from the NCDC website till 2005. All 58 years of 




Although the DIS dataset is much shorter than the RAS dataset, the two datasets overlap a 
period of 19 years from 1987-2005. The monthly arithmetical average shows that winds at the 
DIS are typically stronger than their counterparts at the RAS because of the differences in the 
surface roughness and boundary layers between water and land. The average ratio of wind 
speeds over water and over land is found to be about 1.4. However, there are considerable 
variations between the maximum winds measured at Dauphin Island and the Mobile Regional 
Airport, especially for some tropical cyclones. Figure 2.1 shows the wind-roses based on wind 
records in that period at both DIS and RAS, respectively. It is shown that north winds are strong 
and dominant at both stations. Besides, south winds are also prevailing at the RAS while south-
east winds occur more frequently at the DIS. On average, 27.83% per year at the DIS and 
41.79% per year at the RAS are recorded as calm weather with variable wind direction (VRB) 
and small wind speeds (<3m/s). 
The peak-over-threshold (POT) method was used to generate independent sample sets from 
the hourly time series of wind measurements. Using the POT, two sample sets of strong winds 
were extracted from the time series. The threshold value was set to be 12m/s for the DIS and 
9m/s for the RAS. Figure 2.2 depicts the occurrence frequency of strong winds at the two 
stations. It is noticed that most of the strong winds occur in the non-hurricane season from 
December to May, when there are few tropical cyclones. However, the strongest winds primarily 
occur during the hurricane season from June to November, when the tropics are active.  
Winds in the hurricane and the non-hurricane season are assumed belong to different 
probability distribution functions. Therefore winds are grouped into two groups according to the 
dates and the following wind analyses are conducted for each season. A synoptic comparison is 




including wind speeds and directions. Taking the DIS as a reference, the events at the DIS with a 
threshold value of 12m/s were paired up with the corresponding events at the RAS, being 
selected within a 6-hour window (+3hr and -3hr). For each season, relationships of wind speeds 
and wind directions between the two stations are obtained. The scatter plots of wind directions 
show that the wind directions at the DIS and RAS are highly correlated with the correlation 
coefficients (r²) of 0.898 in hurricane seasons and 0.957 in non-hurricane seasons, respectively 
(Figure B1). The relationships are expressed as: 
5733.09553.0 += LW θθ  in hurricane seasons       (2-8) 
2468.49879.0 −= LW θθ  in non-hurricane seasons       (2-9) 
where Wθ  and Lθ  are the wind directions in degrees measured at the DIS and RAS, respectively. 
The subscript W means water as DIS is located over the water, while RAS is positioned over land 
and denoted by the subscript of L. 
Figure 2.3 shows the statistical relationship of wind speeds between the two stations in 
hurricane seasons (a) and non-hurricane seasons (b). In the diagram, the x-coordinate represents 
the wind speed at the RAS and the y-coordinate represents the ratio of wind speed at the DIS to 













W /5.14,3474.02633.0 >+=     (2-10b) 
in which WU  is the wind speed measured over the water at the DIS in m/s, while LU  is the wind 
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Because there are no sufficient data to support the power law that falls below 1.0 beyond 
14.5 m/s, the ratio is set as one. This is a reasonable assumption, because winds over the water 
are typically not weaker than winds over land. Therefore, the estimations of wind speeds at DIS 
for non-hurricane seasons are considered as strong as those at the RAS. 
  
  
Figure 2.3 Statistical relationships (solid curves) between the ratio of UW/UL and over land winds 
(UL). (a) Hurricane season. Circles: measurements from Hsu (1988); squares: hurricane winds; 
long dashed line: UW/UL =1.7. (b) Non-hurricane season. 
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2.2.2 Prediction of Extreme Wind Speeds at the Regional Airport Station 
Following the methodology for extreme value analysis described in the preceding section, 
the return values of extreme winds in Mobile Bay are predicted on the basis of the historical 
dataset at the RAS. The dataset is grouped into bins with an interval of 1.0m/s, which is larger 
than the resolution of the recorded winds (0.51 m/s or 1 knot).  
Six threshold values were chosen, ranging from 3m/s to 13m/s. The results from the LSM 
are not sensitive to the choice of threshold. Taking the 100-year return value as an example, the 
mean predicted wind speed ( yrU 100 ) from the six thresholds is 28.62m/s in hurricane seasons and 
25.18m/s in non-hurricane seasons, respectively. The standard deviation (σ) is 0.48m/s for 
tropical winds and 0.31m/s for non-hurricane winds. Therefore, the relative errors ( yrU 100σ ) 
associated with the use of six thresholds are only 1.7% and 1.2%, respectively. Among Log-
normal, Gumbel, Weibull and FT-II distributions, the three-parameter Weibull distribution is 
selected as the best-fit (smallest RMSE) for both hurricane and non-hurricane seasons. 
The MLE was also used to estimate the parameters of the four candidate distribution 
models. However, the estimations are very sensitive to the choice of threshold values. The top 
panel of Figure 2.4 shows the comparison of results from LSM (solid lines) and MLE (dashed 
lines) for the datasets with threshold values of 3m/s (dots) and 13m/s (stars) in the two seasons. 
The results of LSM and MLE are fairly consistent if a higher threshold value is used. However, 
if the threshold value is small, the MLE fails to capture the tail feature of the dataset as well as 
does the LSM. The RMSE computed from the MLE tends to be larger than that obtained from 
the LSM. But once the proper threshold value is fixed, the Weibull distribution model stands out 






Figure 2.4 Weibull distributions for winds in hurricane season (left) and non-hurricane season 
(right) at RAS. The upper panel shows the comparison of LSM and MLE applied to two datasets 
with threshold values of 3m/s (dots) and 13m/s (stars), respectively. 
By comparing two estimation methods, the least-square method is therefore adopted as the 
primary method for extreme wind analysis. Based on the criteria described in the previous 
section, the results from the dataset with the threshold value of 9m/s appear to be the best fit to 
the data. The lower panel in Figure 2.4 is the graphical representation of fitting Weibull 
distributions to the corresponding wind datasets for both hurricane and non-hurricane seasons. It 
is seen that the Weibull distributions agree well with the data, which allows for extrapolation of 
the curve to predict the extreme wind event beyond the coverage of the historical data. For 
instance, the model predicts that the extreme wind speed at the 100-year return period is 28.8 m/s 

































































































in hurricane seasons and 25.3 m/s in non-hurricane seasons at the Mobile Regional Airport. 
Return values at return periods of 10, 25, 50, 100 and 200 years are listed in Table 2.2. 
Table 2.2 Prediction of extreme wind speeds (m/s) at the RAS 
Seasons 
Distribution Function Return Period (Years) 
r² RMSE
PDM α̂  1Â  2Â  10 25 50 100 200 
Hurricane Weibull 0.6 0.6541 9.4185 20.05 23.28 25.93 28.77 31.79 0.989 0.5223
Non-
hurricane Weibull 0.8 1.0983 8.7234 20.02 22.06 23.65 25.27 26.92 0.976 0.6306
2.2.3 Prediction of Extreme Wind Speeds at the Dauphin Island Station 
With the relationships of the wind speeds at the DIS and RAS given by Equations (2-10) 
and (2-11), extreme wind speeds at Dauphin Island can be estimated based on the predictions of 
extreme wind events in the preceding section. For hurricane seasons, because the predicted wind 
speeds at the RAS are larger than 14.5 m/s, Equation (2.10b) was used first to estimate the 
corresponding wind speeds at the DIS. It is then converted to 1-minute averaged sustained winds 
using the CEM (2002) method in order to compare with the historical hurricane record in Mobile 
Bay. It turns out that the estimated wind speed at the 100-year return period at the DIS only 
corresponds to a Category 2 hurricane and the wind speed at the 10-year return period is only a 
Tropical Strom (TS), which are substantially lower than the local hurricane record. This suggests 
that Equation (2.10b) using data from other locations in the literature is not applicable to Mobile 
Bay. Consequently, three average ratios of  WU  to LU , resulting from the wind events that 
influenced Mobile Bay, are used to estimate the extreme wind speeds at DIS. The chosen ratios 
of 1.4, 1.7 and 1.89 are respectively the averaged ratio for the monthly averaged wind speeds, 




multiple estimates of return values at the DIS in both hurricane and non-hurricane seasons are 
listed in Table A2. 
Ratio 1.7 gives the most consistent prediction of the extreme wind speeds in comparison 
with the local hurricane record of the past 100 years. Therefore, the average ratio of 1.7 is 
recommended as the relationship of the wind speeds at the DIS and the RAS for winds stronger 
than 14.5 m/s at the RAS in hurricane seasons. The wind speeds at DIS for non-hurricane 
seasons are estimated using Equation (2.11). Ratio 1.0 is suggested for winds larger than 
14.5m/s. Notice that winds generated by winter cold fronts can be as strong as tropical storms.  
As a double check for consistency, a similar extreme value analysis was performed using 
the methodology discussed above for the 19-year wind measurements at the DIS. The LSM and 
the threshold value of 9m/s were utilized. It is found that the Weibull distribution model has the 
best goodness-of-fit among the four models. In Table 2.3, it is seen that the wind speeds at five 
return periods are consistent with the results based on the prediction at the RAS using the ratio of 
1.7. This suggests that the use of such a ratio is reasonable to relate the strong winds at the DIS 
(over water) and the RAS (over land).   
Table 2.3 Predictions of extreme wind speeds (m/s) at Dauphin Island using Weibull PDM 
Seasons Tr (years) 10 25 50 100 200 
Hurricane 
Ratio 1.70 (Table A2) 34.09 39.57 44.08 48.91 54.04 
Probability analysis 31.53 37.92 43.29 49.13 55.44 
Non-hurricane 
Ratio 1.00 (Table A2) 20.02 22.06 23.65 25.27 26.92 
Probability analysis  22.07 23.70 24.93 26.16 27.39 
Although the methodologies for both indirect and direct estimates of the extreme wind 




the DIS only covers 19 years, we recommend the predictions on the basis of the combined 
empirical relationships and extreme value analysis at the RAS for applications. 
2.3 Astronomic Tides and Storm Surges 
2.3.1 Annual High/Low Water Levels 
There are two long-term tide gages in Mobile Bay operated by the U.S. Army Corps of 
Engineers Mobile District. These are the Dauphin Island station (DIS) and the Alabama State 
Docks station (SDS), as shown in Figure 1.1. The tide gage at the DIS was established as a 
continuous recording station on June 14, 1963. The water level record used in the present study 
covers the period between 1963 and 2005. The annual high and low water levels are selected. So 
are their corresponding astronomical tide levels with respect to the mean lower low water 
(MLLW) level. The annual maximum and minimum water levels from 1940 to 2005 for the 
SDS were provided by the USACE Mobile District and the corresponding astronomical tides 
are obtained from NOAA Co-ops data center. 
It is a common practice in extreme sea level analyses to separate the contributions caused 
by the extreme weather and astronomical tides, under the assumption that surge and tide are 
independent and can be added linearly (e.g., D' Onofrio et al. 1999; CEM 2002). Although a 
wind-induced surge can interact with astronomical tides in a non-linear fashion, such nonlinear 
interactions may be negligible if the tidal range is small, such as Mobile Bay. Thus, tides can be 
separated from measured water levels by using the astronomical tide prediction, if the date and 
time when the extreme water level was recorded are known. The annual maximum and minimum 
water levels, excluding astronomical tides, namely the annual maxima (or minima) dataset, shall 
be used to predict extreme water levels at different return periods using probability distribution 




means of a joint probability of both surge and tide (Harris 1981), which is considered to be 
conservative (CEM 2002). 
The monthly and seasonal distributions of the extreme water level occurrence frequency at 
the two tide gauging stations (Figure A2) show that low water levels occur dominantly in winters 
at both stations with 79% at the DIS and 61% at the SDS. Low water levels were caused mainly 
by strong north winds associated with winter cold fronts. By contrast, high water levels occur in 
four seasons with a slightly higher frequency in the fall season due to tropical storms. 
2.3.2 Prediction of Extreme Water Levels Excluding Astronomic Tides 
Following the methodology described in Section 2.1, four probability distribution models 
listed in Table A1 were used to fit the dataset of annual high and low water levels with 
astronomical tides excluded.  
Both the unbiased plotting position formulas and the conventional Weibull plotting formula 
are applied to compute the probability levels for a comparison when the LSM is employed to 
determine the distribution parameters. The detailed information, including the parameters for the 
measure of model/data agreement (RMSE, r2, 11ˆ XX −  and LL), as well as the predictions of the 
maximum and minimum water levels at the 100-year return period ( yrX 100ˆ ) using both LSM and 
MLE, are listed in Tables A3~A6 in Appendix A. It is shown that the predicted high water levels 
at the 100-year return period are greater than the predictions using unbiased plotting position 
formulas or the MLE method. Likewise, the 100-year return value of the extreme low water level 
is also lower than the other two predictions (see Tables A3~A6). Obviously, the Weibull plotting 
formula tends to over-predict extreme water levels in comparison to the use of the unbiased 
plotting position formulas or the maximum likelihood estimation method. Therefore, unbiased 




Four candidate distribution models show different abilities to fit the datasets. Generally, FT-
II and Weibull perform better than Log-normal and Gumbel PDMs in terms of RMSE for LSM 
and Log-likelihood (LL) for MLE. At the DIS, the FT-II and Weibull distribution models 
produce close results in terms of RMSE and LL for both high and low water-level datasets. 
Nevertheless, the FT-II model stands out for the high water level events at the SDS and the 
Weibull model exhibits the best fit to the low water level dataset at the same station, as shown by 
the result from both LSM and MLE. Because of the close proximity of DIS and SDS, it would be 
reasonable to assume that extreme event samples follow the same parent distribution functions at 
the two locations. Hence, we chose the FT-II distributions for high-level events and Weibull 
distributions for low-level events for both gauging stations in this study. In addition, to be 
consistent in the methodology, the results from the LSM will be selected for the joint probability 
distribution analysis of surge and tide, as the LSM was chosen for extreme wind analysis in 
proceeding sections. 
Figures 2.5 and 2.6 show the water levels against return periods which are transformed from 
exceedance probabilities for the DIS and SDS, respectively. Compared with the return water 
levels at the DIS, the SDS located at the head of Mobile Bay has higher high water level 
predictions and lower low water level predictions than those at the DIS located at the bay 
entrance. For instance, the predicted 100-year high water level is 2.85m at the DIS, while it is 
2.94m at the SDS. The 100-year low water level at the entrance would be 1.03m below a given 
tide level, while it would be 1.24m at the head of the bay. The parameters of selected distribution 
functions for both extreme high and low water levels observed at the Dauphin Island station and 
State Docks station, as well as predictions of the extreme water levels at different return periods, 




are referred to a given tide level. A joint distribution analysis to include the contribution of 
astronomical tides is discussed in the following section. 
2.3.3 Joint Distribution of Extreme Water Levels and Tides 
It has been reported that the average tidal range at Dauphin Island is 0.367m and 0.480m at 
State Docks (NOAA Tides & Currents). Although the tidal range on the north Gulf Coast is 
relatively small, the effects of astronomical tides on extreme water levels should be properly 
included. In order to do so, the joint distribution of weather-related water levels and astronomical 
tides will be developed in this section. 
The detailed procedure of the joint distribution analysis is given by Harris (1981). Briefly, 
there are two major steps: finding the probability distribution function (PDF) of tidal elevations 
and computing the joint probability distribution of tidal elevations and weather-related extreme 
water levels. A 19-year (at least 18.6 years) record of tidal predictions is necessary for obtaining 
the PDFs. The time series of tide predictions from 1987 to 2005 at the DIS and SDS were 
downloaded from the website of “NOAA Tides & Currents.” The MLLW was selected as the 
datum. Thus, the predicted extreme water levels with tide included are above MLLW. A non-
parametric model is suggested to fit the tidal elevations, due to the bounded behavior and 
asymmetry of tides (Castanedo et al. 2007). The continuous PDFs of high tides and low tides 
(CEM 2002; Harris 1981) are obtained by using the maximum likelihood estimation of a non-
parametric model in MATLAB (see Figure B3 in Appendix-B).  
Once the probability distributions of astronomical tides and weather-induced water levels 
are known, the joint distributions of extreme water levels and tides at Dauphin Island and State 
Docks can be determined. A detailed procedure may be found in Harris (1981). Figure 2.7 shows 




shown in Appendix B (Figure B4-B6). The predictions of extreme water levels, based on the 
joint distributions, are summarized in Table 2.4. 
 
Figure 2.5 Left: FT-II distribution of high water levels (m) above astronomical tides at DIS; 
Right: Weibull distribution of low water levels below astronomical tides at DIS. 
 
Figure 2.6 Left: FT-II distribution of high water levels (m) above astronomical tides at SDS; 
Right: Weibull distribution of low water levels below astronomical tides at SDS. 
On an average, astronomical tides add 0.386 m (1.27 ft) to the weather-related extreme high 
water level and -0.207 m (-0.68 ft) to the extreme low water level at Dauphin Island above the 












































































(1.55 ft) and lower the extreme low water level by 0.28 m (0.9 ft) at State Docks. The return 
values of extreme water levels include the effect of tides and are referred to the datum of the 
tides, MLLW used in this study. There must be a proper conversion should a different datum be 
used. For example, the 100-year high water level at the DIS would be 3.18m if the datum of 
NAVD is used. The difference of 0.062m between MLLW and NAVD at the DIS was subtracted 
from the value of 3.24m listed in the table. 
 
Figure 2.7 Joint probability distribution (thick solid line) of high tides above the MLLW (dashed 
line) and high water levels (thin solid line) at DIS. Circles and triangles: return values at return 
periods of 10, 25, 50, 100, 200 years with and without tides. 
2.4 Wave Atlas and Extreme Bottom Shear Stresses 
The validated wind wave and storm surge models of Chen et al. (2005, 2007) provided a 
useful tool to develop a wave atlas. Results from the statistical analyses of the wind and water 




























model to develop an atlas of the wave climate in Mobile Bay. The wind field is assumed to be 
steady and homogeneous over Mobile Bay. Only storm winds in the tropical season and the 
associated extreme high water levels at return periods of 10, 25, 50 and 100 years are considered. 
The map of maximum wave heights at 100-year return period is used to evaluate bottom shear 
stresses at some locations. 
2.4.1 Wave Atlas 
Taking the extreme wind event at a return period of 100 years as an example, the validated 
wave model simulates the waves in Mobile Bay, applying the same extreme water level and the 
corresponding wind speed in eight different directional bins of 45 degrees each. The model runs 
yield spatial distributions of significant wave heights, average wave periods, and mean wave 
directions. By selecting the maximum wave height at each grid from the eight maps of modeled 
wave fields, a map of significant wave height, as the possible largest wave height at each 
location, is generated. The selections of the wave periods associated with the possible maximum 
wave height at each location formulated another map. Similarly, wave maps under winds and 
storm surges at other return periods may be developed by using the same procedure. 
Table 2.4 Predictions of extreme high and low water levels (m, MLLW) including tidal effects in 
Mobile Bay 
Station Level PDM α̂  1Â  2Â  r2 10 25 50 100 200 
Dauphi
n Island 
High FT-II 5.5 0.2948 0.7348 0.972 1.55 2.01 2.41 2.86 3.36 
Joint distribution w/ tidal effects (Figure 2.7) 1.93 2.40 2.81 3.24 3.74 
Low WB 1.0 0.1952 0.1235 0.912 -0.57 -0.75 -0.89 -1.02 -1.16 
Joint distribution w/ tidal effects (Figure B4) -0.76 -0.94 -1.08 -1.21 -1.35 
State 
Docks 
High FT-II 4.1 0.2669 0.6746 0.991 1.48 1.97 2.42 2.94 3.56 
Joint distribution w/ tidal effects (Figure B5) 1.95 2.44 2.89 3.41 4.03 
Low WB 1.5 0.3697 0.2154 0.992 -0.86 -1.02 -1.13 -1.24 -1.34 




Figure 2.8 presents the maximum significant wave heights and the corresponding mean 
wave periods at a 100-year return period. The wave heights in the ship channel are typically 
higher than those in the adjacent area, while the wave heights are consistently smaller near the 
shoreline where depth-limited wave breaking dissipates the wave energy. The wave heights in 
most of the bay are larger than 2.5 meters, but smaller than 3 meters. The wave heights near the 
shoreline are approximately 1.5 meters. The mean wave periods vary from 3.5sec to 4.5sec. At 
the bay entrance the maximum wave height exceeds 3.5 meters and is of the longest wave period. 
It should be pointed out that waves at the bay entrance are likely to be larger and longer due to 
the swell energy from the Gulf of Mexico, which is not included in the development of the wave 
atlas. 
The maximum significant wave heights and associated mean wave periods at 50, 25, and 10 
years of return periods are shown in Appendix-B (Figure B7~B9), respectively. It is seen that the 
spatial distributions of significant wave heights and mean wave periods follow similar patterns to 
the 100-year maps. The wave height and wave period decrease as the return period of the wind 
event deceases.  
2.4.2 Bottom Shear Stress 
Figure 2.9 shows the locations of 44 numerical wave stations along the 2-meter contour and 
the ship channel, as well as 19 land-based survey stations used in the previous studies of 
shoreline erosion in Mobile Bay. The predicted significant wave heights and average wave 
periods under 100-year return winds and surges are output from the atlas. Given assumptions, 1) 
the physical roughness height of 100μm, 2) the reference level at 25cm above the bed where 




shear stresses are plotted against the current velocity in Figure 2.10. Details on the determination 
of combined wave and current boundary layer and bottom shear stresses are given in Chapter 5. 
 The locations along the ship channel (dotted line in the upper panel) have smaller bottom 
shear stress than those at the 2m contour (solid lines in the upper panel). It is seen in the bottom 
panel of Figure 2.10 that slightly higher bottom shear stresses are found in the shallower depths. 
Bottom stresses corresponding to different return periods can be found using the predicted wave 
atlases and the same procedure.  
2.5 Summary 
This chapter presented statistical analyses of winds and water levels in Mobile Bay, 
Alabama, based on long term meteorological and tidal observations at several locations. On the 
basis of 19 years of hourly wind data collected at Dauphin Island and 58 years of hourly wind 
data at the Mobile Regional Airport, it is found that north and south to southeast winds dominate 
other directions at both Regional Airport and Dauphin Island stations. Because of the differences 
in the surface roughness and boundary layers between sea and land, winds recorded at the RAS 
are smaller than that at the DIS by a factor of 1.4 for monthly averaged winds and 1.7 for 
hurricanes. 
A procedure has been developed to select the most probable parent distribution function 
from a list of candidate distributions. Both the least-square method and the maximum likelihood 
method have been employed for parameter estimations. Four probability distribution functions 
were tried out for both winds and water levels; the one fitting the data best was selected and used 
to predict the extreme values at return periods of 10, 25, 50 and 100 years. In the analysis of 




analysis of water levels, separating astronomical tides from weather-driven water levels is also of 
importance. The effect of astronomical tides on the prediction of extreme water levels is then 
taken into account by developing joint distributions. Although the tidal range on the north Gulf 
Coast is relatively small, the effects of astronomical tides on extreme water levels are not 
negligible and should be included properly.  
The predicted return values were used as input to a validated spectral wave model in Mobile 
Bay for the development of a wave atlas. The wave atlas displays a series of maps of possible 
maximum wave heights and corresponding average periods. The distribution of maximum wave 
heights follows the pattern of bathymetry and the magnitude decreases as the return periods of 
extreme events decrease. A set of numerical stations following the 2m contour and along the ship 
channel were selected, together with the survey stations. Using the simulated wave heights and 
wave periods at 100-year return period at those locations, bottom shear stresses under different 
current strengths were estimated. The bottom shear stress along the channel is smaller than that 
at those stations close to the shoreline.  
In conclusion, this comprehensive study has provided reliable predictions of extreme winds, 
water levels and wind waves at various return periods in this shallow estuary. These results will 
assist marine scientists and coastal engineers in the restoration of salt marshes and shore 






Figure 2.8 Distributions of significant wave heights (top) and associated average wave periods 





Figure 2.9 Locations of 44 numerical wave stations following the 2-meter contour and along the 
ship channel as well as 19 land-based survey stations used in previous studies of shoreline 
erosion in Mobile Bay 




































































































Figure 2.10 Estimated bottom shear stresses due to currents and predicted 100-year waves. Solid 
lines in the upper panel: stations at 2m contour; dotted lines: stations along ship channel; and 
bottom panel: locations at shoreline.  
  









































CHAPTER 3 VALIDATION OF A HYDRODYNAMIC 
MODEL FOR MOBILE BAY 
This chapter is devoted to the calibration and verification of the three-dimensional (3D) 
hydrodynamic model for Mobile Bay. First, the hydrodynamic model is briefly reviewed. A 
wetting and drying scheme (Oey 2005) is then implemented into the model to account for the 
water set-down and setup in Mobile Bay, due to strong northerly winds of a cold front and storm 
surge generated by a hurricane. Two idealized cases are used to demonstrate the functionalities 
of the numerical model and the performance of the Mellor-Yamada level-2.5 turbulence closure 
model. The hydrodynamic model is then applied to Mobile Bay and tested against long-term 
measurements of water levels, current speeds (surface and bottom), and salinity (surface and 
bottom) in the estuary. The validated 3D hydrodynamic model shall be utilized for the study of 
sediment dynamics in the following chapters. 
3.1 Estuarine Circulation Model 
The hydrodynamic module in ECOMSED is a finite-difference model on a staggered 
Arakwa-C (Arakawa and Lamb 1977) grid horizontally and a terrain-following sigma-grid 
vertically. To allow greater computational efficiency, it solves the two-dimensional depth-
integrated mass and momentum equations in the barotropic (external) mode and the three-
dimensional momentum and thermodynamics equations in the baroclinic (internal) mode 
separately using the mode splitting technique (Blumberg and Mellor 1987). The shallow-water 
equations in the external mode are solved by a leap-frog explicit scheme. The 3D equations in 
the internal mode are solved less frequently using an implicit scheme. The curvilinear coordinate 
system is introduced to resolve the complex geometry and bathymetry. The full set of 
transformed equations in a horizontal orthogonal curvilinear coordinate system is given in 
Appendix C1 and more details are referred to Blumberg and Herring (1987) and the user manual 




The parameterized Reynolds stress and flux terms, which account for the turbulence 
diffusivity of momentum, heat, and salt, are obtained from the level-2.5 Turbulence Kinetic 
Energy (TKE) model (Mellor and Yamada 1982). Parameterization of the horizontal sub-grid 
scale mixing adopts the Smagorinsky Laplacian-type formulation that computes the local 
coefficients of momentum mixing and diffusivity based on the grid size and the velocity shear. 
3.1.1 Turbulence Kinetic Energy (TKE) Model 
The Mellor-Yamada level-2.5 TKE model (MY25) is a two-equation model involving 
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        (3-1c) 
where t is time; k is the TKE and l is the mixing length; V
r
is the velocity vector; g is the gravity 
and ρ is the water density; P, B and ε represent the production by shear, buoyancy and 
dissipation, respectively (Equation 3-1c). Fq and Fl account for the unresolved sub-grid scale 
mixing and are parameterized by using the Smagorinsky Laplacian formulation; Kq is the vertical 
diffusion coefficient of k and kl; KM and KH represent the turbulence diffusivity of momentum 
and mass (i.e. heat and salt); c1, c2 and c3 in Equation 3-1b are empirical constants and 




KM, KH and Kq are computed using the stability functions, SM, SH and Sq (Appendix C2) and 













          (3-2) 
The original MY25 suggested Sq=0.2. Recent research has suggested that Sq=SM/2.44 that is 
used in ECOMSED. For unstratified flows (B=0), SM is equal to 0.39 and Sq becomes 0.16, 
which is close to the original suggestion.  



















with E2=1.33      (3-3) 
where, κ is the von Karman constant, η is the free surface, and H is the still water depth. This 
term is used to limit the turbulence length scale near the wall boundary. Besides the parabolic 
wall proximate function, there are other forms of wall functions, such as the surface corrected 
wall proximity function proposed by Blumberg et al (1992) for open channel flow, which is 
defined as: 


























with E4=0.25     (3-4) 
By solving this set of equations, k and l are available for the expressions of stability 
functions, and the turbulence mixing coefficients are obtained. Warner et al. (2005) used three 
test cases to demonstrate the performances of four TKE models implemented in ROMS as the 
general mixing length scale model. Two of idealized test cases, i.e. the uniform channel flow and 
the estuary stratified circulation, are adopted here to examine the performances of ECOMSED 




known as MY25 but with an expression of Kq=KM/2.44. Results of two k-kl models in Warner et 
al. (2005) are used to compare with results from ECOMSED. Table 3.1 lists the differences 
between the two k-kl models (MY25 and k-kl_oc) examined in Warner et al (2005) and the TKE 
models implemented in ECOMSED originally (MY25_ECOM) and incorporated with the open-
channel wall proximate function (MY25_oc). 
Table 3.1 Differences between the TKE models  
Models MY25 k-kl_oc MY25_ECOM MY25_oc 
Kq kl22.0  qMK σ  qMK σ  qMK σ  





























The buoyancy parameter has two values: c3-for stable stratification and c3+for 
unstable stratification 
 
Table 3.2 Boundary conditions for the hydrodynamic module in ECOMSED 
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3.1.2 Boundary Conditions 
Boundary conditions (B. C.) are critical to solve the governing equations. Table 3.2 lists all 
the boundary conditions implemented originally in ECOMSED. For the open ocean boundary, 
the elevation is used as the primary boundary condition. On the other hand, at the river boundary, 
the primary condition is the velocity which is computed from a time series of discharges. Long 
waves in the two-dimensional mode can be radiated out through open ocean boundaries if the 
radiation subroutine is switched on. A wetting and drying scheme described in Oey (2005) is 
adopted to resolve the dramatic drop of water at the potentially drying area. The control 
minimum depth is 5cm and this scheme is activated only for strong northerly wind events.  
3.2 Channel Flow 
A uniform open channel flow is developed over a 10000m×1000m basin with the water 
depth of 10m at the downstream and a slope of 4×10-5. The upstream boundary is forced by a 
constant flow with a discharge per unit width of 10m3/m/s, which leads to a depth-average 
velocity of 1m/s. The temperature and salinity of the water remain 20oC and 0 psu throughout the 
simulation. 
The flow field reaches stationary after about 2 hours. Figure 3.1 shows the vertical profiles 
at 1km from the downstream boundary and the comparisons of modeling results from 
ECOMSED (MY25_ECOM and MY25_oc) with those of MY25 and k-kl-oc.  
Since the flow in this test case is unstratified, the difference in solving Kq and setting 
buoyancy parameters (the first and third rows of Table 3.1) do not result in any differences. 
Therefore, the vertical profile from MY25_ECOM is consistent with that of MY25, while results 
of the modified ECOM with the open channel wall proximity function (OCWF) agree well with 




Warner et al. (2005) shows that use of OCWF produces fairly good agreement with laboratory 
experiments measurements (Warner et al. 2005, e.g. Fig.3); Nezu and Rodi 1983). 
The last panel of Figure 3.1 is the vertical profile of suspended sediment concentration 
(SSC). The sediment bottom consists uniformly of fine sediments with critical shear stress of 
0.05 N/m2, erosion rate of 5×10-5 Kg/m2/s and porosity of 0.9. More details about the sediment 
transport module will be discussed in Chapter 5. It is worth mentioning that the continuous 
deposition scheme has replaced the original exclusive deposition scheme in ECOMSED.  
3.3 Stratified Estuarine Circulation 
Stratification due to the freshwater discharge into an estuary is a common phenomenon. 
This test case with spatial variations of salinity is close to reality. The stratified flow introduces 
the buoyancy force that plays an important role in the k and kl transport equations. The 
performance of TKE model in ECOMSED is therefore more critically tested in this case.  
The model domain is 100km long and 500m wide with the water depth of 10m at the 
downstream boundary and 5m at the upstream boundary. The upstream boundary is the 
freshwater discharge of 0.4m3/m/s and the downstream boundary is the combination of the 
constant river flow and the sinusoidal tidal oscillation (T=12hr), which is expressed as: 






















       (3-5) 
The temperature remains constant spatially and temporally while spatial variation of salinity 
exists initially (Figure 3.2). At both open boundaries, the clamped depth averaged velocities are 





Figure 3.1 Vertical profiles of velocity, turbulence mixing coefficients, TKE, dissipation and 
suspended sediment concentration. Stars and circles are results presented in Warner et al. (2005). 
Dotted lines represent results of original ECOM and solid lines represent results of modified 
ECOM with open channel wall proximate function. 
 
Figure 3.2 Initial condition of salinity (psu) 


























































































Figure 3.3 shows the distribution of salinity in the x-z plane at the middle of the domain. It 
was taken at the end of the flood after 32 tidal cycles. The upper panel shows the result of the 
original ECOM (MY25_ECOM) and the bottom one presents the result after introducing the open 
channel wall function (MY25_oc). The latter is in close agreement with what was presented in 
Warner et al (2005). Introducing the open channel wall proximate function causes remarkable 
differences in the distribution of salinity in comparison with the output of the original model. It 
has been demonstrated by Warner et al (2005) that the difference in the sediment concentration 
near the bottom is also remarkable, as the open channel wall proximate function induces higher 
turbulence mixing. Therefore, the open channel wall proximity function will be used in the 
following chapters. 
 
Figure 3.3 Salinity at end of flood after 32 tidal cycles 
3.4 Circulation in Mobile Bay 
The hydrodynamic model tested in the preceding section is applied to Mobile Bay. In May 
1991, a benthic acoustic stress sensor tripod and an instrumented pole were deployed in the 
lower Mobile Bay (station MBB) and recorded currents, temperature, conductivity and pressures 

















































November 1991, another instrumented pole deployed in the mid bay (station MBC) recorded the 
time series of temperature and conductivity without currents. The time series of salinity was 
converted from the measurements. The datasets were collected and analyzed by Noble et al. 
(1996). In the following sections, this dataset is used to calibrate and verify the 3D circulation 
model. 
3.4.1 Model Setup 
Figure 3.4 shows the model domain and its bathymetry. The orthogonal grid is adopted 
from Dr. Kyeong Park, Dauphin Island Sea Lab in Alabama (Figure 3.5). The mesh contains 
17965 wet points and 98.29% of the grid has error of less than five degrees deviated from the 
required 90 degrees.  
 





Figure 3.5 Orthogonal mesh of the model domain. 
The minimum grid size is 60m across the ship channel and the largest cell is 1,500m in the 
offshore region. The computational domain has one river inflow boundary at the confluence of 
Tombigbee River and Alabama River to the north. River discharges were obtained at the 
southernmost gage of Alabama River at Claiborne (USGS02428400) and the Tombigbee River 
gage at Coffeeville (top panel of Figure 3.6), Alabama from the National Water Information 
System, U.S. Geological Survey (USGS). The open ocean boundary of the domain is controlled 
by three tidal stations, Pascagoula Point (PG), Mississippi, Horn Island (HI), Mississippi and 
Dauphin Island (DIS), Alabama, which are marked in Figure 3.5. The data are available from the 
website of National Oceanic and Atmospheric Administration (NOAA). Winds data at Dauphin 
Island were downloaded from the National Data Buoy Center (NDBC) and applied to the model 







Figure 3.6 Time series of river discharges, wind speeds and salinity in the lower bay (Nobel et al. 
1996) 
Figure 3.6 shows the time series of the measured river discharge, wind forcing and salinity 
(surface and bottom) at station MBB from August to October, 1991. The considerable 
differences in salinity near the surface and bottom suggest the highly stratified flow in the lower 
bay despite the shallow water depth and small river discharge; and the stratification persisted for 
a long period of time. The shear can be erased quickly when winds are strong, especially when 
winds are from north, such as September19 and.25, and October 8. And the stratification 
recovers quickly within a few days or hours as documented by previous research (Park et al. 
























































and the current shear was observed (Noble et al., 1996), who documented that a high river 
discharge tends to decrease the current shear, while a low river discharge increases the current 
shear because the bottom current tends to follow the strong surface current when the river 
discharges are large (Noble et al. 1996).  
Using a time step of 15sec for the internal mode and 8 times splits (1.875sec) for the 
external mode, the 3D model simulates the hydrodynamics in Mobile Bay for five months from 
May to October, 1991 with inputs of winds, river discharges, and offshore water levels.  
3.4.2 Model Results 
The simulation started on May10 and the comparison of salinity started on August. 5. The 
initial field of salinity is a constant of 15ppt and the effect of temperature is neglected. Figure 3.7 
shows very good agreement (R2=0.941) between modeled and observed surface elevations at 
Dauphin Island. The correlation between modeled and measured velocities at the MBB station 
varies from 0.316 to 0.803, as shown in Figures 3.8-9. Figure 3.8 is the result of applying the 
modified ECOM with the OCWF implemented into the model, while Figure 3.9 shows the result 
of using the original ECOM. By comparing the scatter plots in Figure 3.8 and Figure 3.9, a 
slightly improvement is found in the modified ECOM (Figure 3.8), especially for the bottom 
currents. The time series of elevations and currents is presented in Figure B10 in the Appendix 
 
Figure 3.7 Correlation between modeled and observed elevations. 



















Figure 3.8 Correlations between the modeled and measured velocities at MBB station using the 
modified ECOM. Top: surface velocity; bottom: bottom velocity. 
 
Figure 3.9 Correlations between the modeled and measured velocities at MBB station using the 
original ECOM. Top: surface velocity; bottom: bottom velocity. 




































































































































Figure 3.10 Time series of surface (top panel) and bottom (middle panel) salinity and the 
correlation between modeled and measured salinity (bottom panels), in August-September, 1991. 
At the same location (MBB), the salinity from August to October is available to be 
compared with the modeled results. Figure 3.10 presents the time series of salinity at both 
surface (2.82m above the bed) and bottom (0.8m above the bed), and the scatter plot shows the 
goodness of the agreement. The use of OCWF does not result in notable improvement in the 
salinity despite the remarkable differences shown in the idealized test case. Field cases are much 
more complex than the idealized case. There are other factors, such as complex bathymetry, 
varying river discharge, wind forcing, etc., influencing the distribution of salinity. Using the 
same model parameters, a simulation through November is carried out and the measured salinity 
at station MBC is compared with the model results. Figure 3.11 shows the comparison of salinity 
at station MBC located in the middle of the bay. Overall, the model agrees reasonably well with 
the measurement. This demonstrates the capability of ECOM as a hydrodynamic model for the 
study of sediment dynamics in Mobile Bay.   






























































Figure 3.11 Modeled (black line) and measured time series of salinity at surface (top panel) and 
bottom (middle panel) in November, 1991; Correlation (bottom panels) between modeled and 
measured salinity. 
3.5 Summary 
The turbulence mixing closure model is of importance to the simulation of mass transport, 
such as sediment transport. The Mellor-Yamada level-2.5 turbulence closure scheme integrated 
in ECOM has been examined in two idealized test cases and the model results are in  agreement 
with the literature (Warner et al. 2005). The open channel proximate wall function is 
implemented for a better performance.  
The 3D hydrodynamic model has been tested against available field measurements of water 
level, velocity and salinity in Mobile Bay. The measurements at station MBB are employed to 
calibrate the model and the salinity at station MBC is used to verify the model. In general, the 
modeled water levels, velocities and salinities at two locations in Mobile Bay are in fairly good 








































agreement with the field measurements. The stratification-destratification is well reproduced. 
The good agreement between the modeled and measured bottom currents and salinity gives us 
confidence in applying this model to Mobile Bay for the study of sediment transport. The 





CHAPTER 4 COUPLING OF WIND WAVES AND 
ESTUARINE CIRCULATION 
 Wind waves as an important mechanism of sediment entrainment are indispensible in the 
simulation of sediment dynamics. The state-of-the-art spectral wave model, SWAN (Simulating 
WAves Nearshore), has been applied to the Gulf-scale (Zhao et al. 2006), regional-scale (Chen et 
al. 2008) and local-scale (Chen et al. 2005) domains, and proved to be an effective tool to 
simulate hurricane-generated surface waves. In this chapter, wind waves during Hurricane Ivan 
(2004) are simulated in conjunction with the nonstationary water levels output from the regional-
scale storm surge model and from the circulation model, ECOM, for the local-scale domain of 
Mobile Bay, respectively. The developed procedure is used to predict the wave parameters inside 
Mobile Bay for considering the effects of wave motion on the bottom boundary layer of co-
existing waves and currents.  
4.1 SWAN and Model Setup 
SWAN is a phase-averaged wave prediction model for simulating surface waves in deep, 
intermediate and shallow waters. The wave action balance equation is expressed as: 






















∂      (4-1) 
where t represents time; (x, y) are the horizontal coordinates; ω denotes the intrinsic angular 
frequency; θ represents the propagation direction of the wave component; N is the wave action 
and defined as σθσθσ /),,,(),,,( yxEyxN = ; ),,,( θσyxE  stands for the wave energy density. 
gxC , gyC , σgC and θgC are the speed of energy propagation in x-, y-, ω-, and θ-space, respectively.  
The right hand side of Equation (4.1) symbolizes a sum of energy input and dissipation terms, 
such as the energy input from winds, the energy dissipation due to wave breaking, bottom 




spherical coordinates and their solutions are given in details by Booij et al. (1999) and Rogers et 
al. (2002). The propagation scheme in the curvilinear version of SWAN has been formulated on 
a general curvilinear grid, which is advantageous for a geographic domain with a complex lateral 
boundary. The curvilinear SWAN model has been tested over a circular shoal against laboratory 
experiments and in Mobile Bay against field measurements by Chen et al. (2005). 
In this chapter, SWAN is used to simulate the wave field in Mobile Bay during Hurricane 
Ivan (2004). The curvilinear grid used in the circulation model is adopted as the local-scale wave 
model domain, which is nested in a regional-scale domain. Figure 4.1 illustrates the 
computational mesh of the regional-scale model that covers the area from Lake Pontchartrain, 
Louisiana to St. Joseph Bay, Florida. The south boundary of the domain is curved in order to 
utilize two buoy stations 42040 and 42039 as the offshore boundary conditions. The curvilinear 
grid has high resolution along the barrier island chain with a minimum grid size of 100m.  
Wind forcing for the wave model is interpolated from the hurricane winds (H*wind) 
downloaded from the NOAA Hurricane Research Division. The linear wave growth term 
(Cavaleri and Malanotte-Rizzoli 1981) in the wave growth by wind is activated and the 
JONSWAP (Hasselmann et al. 1973) formulation of bottom friction with the coefficient of 0.019 
for the regional-scale model and 0.067 for the local-scale model is used. The computational 
range of frequency is from 0.03Hz to 1.0Hz and the direction spreading covers the full circle 
(360 o) with the resolution of 10o. 
Previous research has focused on the effect of estuarine circulation on the wave fields (e.g., 
Chen et al., 2005) and the effect of wave setup on storm surges (e.g., Chen et al, 2007). The time 
series of water levels (storm surges and astronomical tides) from a circulation model is utilized 
as input to the wave model, accounting for the spatial and temporal variations of the total water 




average periods, dominant wave directions and the wave directional spreading parameters, are 
linearly interpolated for the offshore boundary between the two buoys. For the boundary beyond 
those two stations, the closest station data is used and assumed to remain the same along that 
stretch of offshore boundary.  
 
Figure 4.1 Computational mesh of the regional-scale model domain. Red solid line: coastal line; 
red dashed line: closed boundary; circle and triangles: buoy stations. 
4.2 Regional-Scale Model Results 
Figure 4.2 illustrates a snapshot of significant wave heights at 6:00GMT on September 16, 
2004 when Ivan made landfall on Gulf Shores, Alabama. The significant wave height ranged 
from 6m to 8m along the Alabama coast. To verify the model results, a comparison of wave 
parameters is plotted in Figure 4.3 for buoy station 42007 located about 10 miles to the east from 
the northern end of the Chandeleur Sound (open triangle in Figure 4.2). The model 
underestimates the peak wave height recorded at the buoy station by more than 20%, which may 
be caused by the inadequate energy input from the open boundary defined by the buoy data. 






















Wang et al. (2005) have shown that the wave measurement at Buoy 42040 located on the track of 
Hurricane Ivan was smaller than the measurements by the nearby instruments deployed by the 
U.S. Navy. The underestimation of wave period also confirms the lack of swell energy which 
propagated into the near shore from the deep ocean. By contrast, Chen et al. (2008) have shown 
such an offshore boundary condition using the two buoy measurements works fairly well for 
Hurricane Katrina (2005).   
 
Figure 4.2 Distribution of modeled significant wave heights at 6am GMT on September 16, 2004, 
when Ivan made landfall; open triangle: buoy station 42007. 
Since the offshore waves are underestimated, the outputs from the regional-scale wave 
model as the open boundary for the local-scale domain may cause an underestimate of wave 
height in the local-scale domain. However, because the study area is a semi-enclosed water body 
protected by Dauphin Island and Fort Morgan Peninsula, the long period waves were quickly 
damped at the entrance. In this study, the bay area behind the barrier islands is insignificantly 
affected by the underestimate of the offshore wave conditions, as waves in Mobile Bay are 
mainly generated by the local winds. Figure 4.5 in the next section illustrates the considerable 
difference in wave heights on both sides of the barrier island.   








































Figure 4.3 Comparison of modeled (black line) and measured (black dots) wave parameters at 
Buoy 42007.  
4.3 Local-Scale Model Results 
The regional-scale surge and wave models of the northeastern Gulf of Mexico provide the 
boundary conditions for the local-scale wave and circulation models of Mobile Bay. As 
mentioned in the preceding chapter, a wetting and drying scheme has been implemented into 
ECOM in the present study in order to simulate storm surges coupled with wind waves. Figure 
4.4 shows the modeled maximum surface elevations and maximum depth-averaged currents in 
Mobile Bay using the extended ECOM model. The verified nonstationary water levels are 
employed in SWAN (Figure B11-12 in Appendix-B). Figure 4.5 depicts the modeled maximum 
significant wave heights and corresponding peak wave periods during Hurricane Ivan. Based on 
the modeled results in Figure 4.4 and 4.5, the bottom shear stress is estimated to be 10~100 
dynes/cm2 approximately on the basis of Figures 2.7 and 2.9 in Chapter 2. Such high bottom 
shear stresses indicate that there was considerable erosion of bottom sediments during Hurricane 
Ivan. Details about the bottom shear stresses owing to wave and current interaction and resulted 
sediment suspension will be discussed in Chapters 5 and 7. The procedure of simulating wind 
waves presented in this chapter will be used in Chapter 7. 
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This chapter has focused on the coupling of wind wave and estuarine circulation models for 
wave prediction in Mobile Bay. First, a regional-scale model based on the curvilinear SWAN 
model has been developed and tested against available field measurements of nearshore waves. 
A curved offshore boundary has been introduced for the first time in order to utilize the wave 
measurements at two offshore buoy stations as the boundary conditions. Another important 
feature of the curvilinear grid is the high special resolution along the barrier islands to resolve the 
large bathymetric and wave gradients. The regional-scale wave model coupled with the regional-
scale storm surge model provides the local-scale wave model with boundary conditions. 
Second, the local-scale wave and circulation models have employed the same computational 
mesh in order to avoid errors caused by the mapping of wave parameters, water levels, and 
currents from one mesh to another for wave and circulation coupling. The modified ECOM 
model incorporating wetting and drying allows for the simulation of storm surge that is coupled 
with the local-scale wave model on the same curvilinear mesh. The integrated wave and 
circulation models will serve as a tool to simulate wind wave parameters that are required in the 







Figure 4.4 Top: modeled maximum surface elevations (m, MSL); bottom: modeled depth-




























































Figure 4.5 Top: modeled maximum significant wave heights (m); bottom: corresponding 






































































CHAPTER 5 SEDIMENT RESUSPENSION, 
DEPOSITION AND TRANSPORT 
A three-dimensional sediment transport model is integrated with the circulation model, 
ECOM and the spectral wave prediction model, SWAN, to investigate the dynamics of cohesive 
and noncohesive sediments in Mobile Bay. In this chapter, the sediment transport model (SED) 
is thoroughly tested using several idealized cases. Determining the exchange rate of sediments at 
the seabed is critical for simulating the suspended sediment concentration (SSC) in the water 
column. Using numerical experiments under controlled, idealized conditions, the fundamental 
properties and performances of the sediment transport model are critically examined, which 
includes mass conservation of the simulated system, deposition schemes, and the effect of wave-
current interaction. The subroutine used to update the fraction of sediments of each class on a 
non-cohesive bed is modified so that sediments in the water column are always balanced by all 
sources and sinks. The continuous deposition scheme is adopted and implemented into the model 
to replace the existing exclusive deposition scheme because the former is more physics-based 
(Sanford and Chang 1997; Winterwerp 2003). A new subroutine is developed to implement the 
general solution of the combined wave-current bottom boundary layer model proposed by Grant 
and Madsen (1979). Remarkable difference in the bottom shear stress due to wave and current 
interaction is disclosed between the existing simplified procedure and the new subroutine.  
5.1 Sediment Transport Module 
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        (5-2) 
where Ck is the sediment concentration of size class k (k=1,2); u, v, and w are the velocity 
components in x-, y-, and z- directions, respectively; ws,k is the settling velocity of class k 
sediments; AH and KH are horizontal and vertical diffusion coefficients, respectively; η is the free 
surface elevation, H is the still water depth, and Ek and Dk are the erosion and deposition flux of 
class k sediments, respectively.  
Equation 5-1 has the same advection and diffusion terms as those in the salt and 
temperature balance equations. Major differences however exist, 1) in the bottom boundary 
condition that accounts for the entrainments of sediments from the bottom (Ek) and the 
deposition of sediments to the bottom (Dk), and 2) in the vertical advection term which reflects 
the process of sediment settling due to gravity.  
5.1.1 Sediment Resuspension 
Although the transport equation is the same as others, the challenging part is at the bottom 
boundary where the exchange of sediments occurs dynamically. Substantial attention has been 
paid to the erosion of cohesive sediments in the literature (e.g., Ariathurai et al. 1983; Lick et al. 
1993; Keen and Furukawa 2003).  Laboratory and field experiments have indicated that only a 
limited amount of sediment can be resuspended from a cohesive bed (Tsai and Lick, 1987; Amos 
et al. 1992). The finite amount of suspended sediments is defined as a sediment resuspension 
potential (M) and expressed as a function of the bottom shear stress (τb), critical shear stress (τcr), 
deposition age of sediments (Td), and other empirical constants, as shown in Equation 5-3, where 


















ττ0          (5-3) 
The erosion rate is the sediment flux over a time period. Experimental results have 
suggested that the suspended sediment concentration reaches an equilibrium state in 
approximately 1 hour (Lick, 1982; Tsai and Lick, 1987; MacIntyre et al., 1990). Therefore, the 
suspension rate of cohesive sediments can be expressed by:  
sec3600
ME =           (5-4) 
The erosion rate will be set to zero after the amount of M is all fluxed into the water 
column. Until additional sediments are deposited and available for resuspension, or until the 
bottom shear stress increases, E will be kept zero constantly. For each class at a given location, 
the erosion rate is the product of the total erosion rate and the fraction of class k sediment. 
 The formula of the erosion rate for noncohesive sediments implemented into ECOMSED is 
based on the methodology of suspended sediment transport proposed by van Rijn (1984). 
Briefly, the erosion rate is determined by the suspension from the bedload (reflected as a 
reference concentration). There are uncertainties in the determination of the reference 
concentration (Sanford and Chang, 1997), a simpler linear relationship (with n=1) is preferred 
(e.g. Uncles 2002; Sanford and Halka 1993; Sanford and Maa 2001; Lang et al. 1989) for Type II 
erosion (critical shear stress is not varying with the depth of sediment bed).   
( )ncrnbAE ττ −=           (5-5a) 
where τcrn is the critical shear stress of noncohesive sediments, A is the erosion rate changing 
with the total eroded mass (e.g., Gowland et al. 2003). In other words, A varies with respect to 
the critical shear stress within the sediment depth. Therefore, a similar expression (5-5b) is also 

















0          (5-5b) 
5.1.2 Settling and Deposition  
In addition to the resuspension, another equally important process is the settlement of 
sediments. The settling velocity of sediments is affected by the particle size, concentration, 
salinity and turbulence, especially for fine-grained sediments. The settling velocity formula 
employed in ECOMSED is written as (Burban et al. 1998): 



































where a and n are empirical constants; C is the suspended sediment concentration; and G denotes 
the internal shear stress. Equation 5-6 shows that the settling velocity increases monotonically 
with either SSC or the internal shear stress. However, the settling of sediments generally 
performs from free settling (independent of inter-particle collision), flocculation settling, to 
hindered settling, as the concentration increases (Dyer et al. 2002; Whitehouse et al. 2000; Li and 
Mehta 1998). It is suggested that the threshold between free falling and flocculation-affected 
falling ranges from 100mg/l to 300mg/l (Gowland et al. 2003; Neumeier et al. 2008). Under the 
condition of small concentration, ws is not affected by the inter-particle collision (Winterwerp 
2002). However, if salinity is involved, the chance of particle collision and flocculation may 
increase (Zheng et al. 2008). The formula proposed by Whitehouse (2000) computes the floc 
settling speed by taking the water density, volume concentration of flocs in water (Cf) into 
account as follows: 
( )( )[ ]36.101049.136.10 5.03*7.42 −−+= DCdw fes

















































L          (5-7e) 
( )ρρρρ −+= clayinfloc C          (5-7f) 
where Cin is the internal volume concentration of flocs (default value 0.03); Fk and Fm are two 
flocculation coefficients (default 0.001 and 1 in Whitehouse et al., 2000) and can be modified 
based on the sediment characteristics. The formula is adopted to replace the pre-existing 
empirical Equation 5-6. While the settling speed of fine-grained sediment is significantly 
influenced by the above parameters, the settling velocity of coarse sediments (noncohesive 
sediments) is more related to the particle size (Cheng 1997). 
Sediments in the water column will deposit to the bottom eventually if the turbulence is not 
adequate to hold them up. Krone (1962) suggested that deposition only occurs when the bed 
shear stress is less than a critical value defined as the critical shear stress of deposition, τd. The 
sediment deposition rate (Dk) is expressed as: 
Dk=Pdws,kCk          (5-8)  
where Pd is the deposition probability. Pd is proposed to be zero when the bottom shear stress is 
larger than the critical shear stress for deposition (τ>τd). However, recent research re-analyzed 
Krone’s observation and suggested that the critical shear stress for deposition may not exist at all 




doesn’t cease with respect to an increase in shear stress, and the scheme of continuous deposition 
of sediments is more physically based. Therefore, the continuous deposition scheme is 
incorporated into ECOMSED in the present study and its performance is illustrated by the 
idealized test cases in the following section. The deposition rate of sediments can be written as: 
Dk=ws,kCk           (5-9) 
Thus, the exchange rate of sediments at the interface is the net sediment flux (E-D) due to both 
resuspension and deposition.  
5.2 Wave-Current Interaction 
Bottom shear stresses are crucial to compute sediment resuspension and deposition. The 
bottom shear stress due to wave-current interaction is usually stronger than that induced by 
currents only (Glenn and Grant 1987; Grant and Madsen 1979). The subroutine implemented in 
ECOMSED, denoted as the simplified Grand and Madsen model (hereafter: sGM79), assumes 
that currents and waves are interfered collinearly and the nonlinearity of the interaction is 
neglected. The general solution to the combined wave-current bottom boundary layer is 
described in details in Grant and Madsen (1979, hereafter GM79) and can be solved iteratively.  




bcwcwb ufu αρρτ ==         (5-10) 






* wccw uuu +=  
where u*c and u*w are the shear velocities due to the current and the wave motion, respectively; 















in which, Cd is the drag coefficient, Ur is the velocity at the reference level (usually the velocity 
at the bottom grid of the circulation model), fw is the friction factor due to the pure wave motion, 
and ub is the maximum near bottom orbital velocity. 
On the contrary, GM79 emphasizes the nonlinearity of the wave-current interaction and the 
shear velocity due to the interaction of wave and current is expressed as: 
max,
12
* wccwu ττρ +=













max,*max, ξρκρτ ==        (5-11b) 
In Equation 5-11, ua is the near bed current velocity, ρ is water density, V2 and α are 
functions of ub, ua and the angle between the current and the wave propagation (φc),  fcw is the 
friction factor due to the nonlinear interaction of wave and current, and K is the function of 
relative roughness (ξ0), written as: 







=        (5-11c) 








= , Ker and Kei are the real and imaginary parts of the modified Bessel 




Given the information on the near-bed current velocity, wave orbital velocity and angular 













































































b  (5-12) 
where kb is the bottom physical roughness, Ab = ub/ω is the near-bottom excursion amplitude of 
the wave motion. 
The solved friction velocities are applied in the current profile which is assumed in two 




















=   wz δ>         (5-13b) 
where ( )ωκδ /2 *cww u= , is the height of the wave boundary layer, z0=kb/30, z0c=kbc/30, and kbc 
is defined as the apparent roughness reflecting the turbulence level induced by the wave motion.  
Briefly, the procedure to find the bottom shear stress under wave and current using the 
GM79 model is summarized as: 
1) Input the velocity (Ur) at the bottom grid (zb) and wave parameters (significant wave 
height, average period, and wave direction), and compute the near bed orbital 
velocity (ub); 
2) Guess the near bed current velocity (ua), and compute V2 and α; 
3) Solve Equation 5-12 iteratively to obtain the friction factor fcw; 
4) Apply fcw to Equation 5-11 and the computed shear velocities are applied to 




5) Repeat steps 2 to 4 until the computed velocity u(zb) matches the velocity Ur output 
from the hydrodynamic model. 
In this procedure, initial guesses for near-bed current and the friction factor are required. In 
order to reduce the iteration times, the initial guesses suggested by Keen and Glenn (1994) are 
adopted. In addition, the original function of V2 is an integral (GM79) function, who provided an 
approximate formula for V2 as ua<< ub. Keen and Glenn (1994) demonstrated two approximate 
formulas of V2 for both ua<< ub and ua >> ub, and their calculation proves that the linear 
interpolation for the immediate currents agrees well with the integral solution. Therefore these 
approximations of V2 are also adopted for a wider range of the ratio (ua/ub). To check the 
accuracy of the subroutine, several plots in Grant and Madsen (1979) and Keen and Glenn 
(1994) are redrawn and shown in Appendix-B (Figures B13-B14). 
Figure 5.1 shows the comparisons of bottom shear stresses and bottom roughness heights 
between the original ECOMSED and the new subroutine. A wave with a constant wave height of 
0.3m and a wave period of 3s is acting on a semi-diurnal (T=12hr) tidal current at different 
angles, ranging from collinear to perpendicular (0, 30, 60 and 90 degrees). The water depth is 3m 
and the maximum current speed is 0.2m/s at 0.3m above the bottom. The roughness height 
without the effect of wave motion is 0.05cm.  
The maximum bottom shear stress is calculated using both sGM79 and the newly 
implemented general solution of GM79 (hereafter gGM79). With varying angles from zero to 
ninety degrees, the bottom shear stresses computed by gGM79 decrease, while the solution of 
sGM79 shows no variation. Moreover, the bottom shear stress of sGM79 is only compatible to 
the gGM79 solution when the confluence angle is 70 degrees although the collinear interaction 
of wave and current was assumed. It is evident that the nonlinear effect of wave and current 
interaction is profound in the bottom boundary layer. The apparent roughness height given by 





Figure 5.1 Maximum bottoms shear stresses (τbm) and roughness heights (kbc/30) calculated using 
the original ECOMSED subroutine (line with markers) and the general GM79. The angle 
between wave propagation and current direction is 0o (thick line), 30o (dashed line), 60o (thin 
line), 90o (dotted line), respectively. 
5.3 Idealized Test Cases 
The open channel flow case used in Chapter 3 is adopted here for numerical experiments on 
sediment transport. Additionally, a two-dimensional test case with a similar dimension to Mobile 
Bay is developed to test the sediment transport model for the combined astronomical tides, river 
discharge and wind waves.  
5.3.1 Model Setup 
Three experiments are designed in the open channel flow case (run A1~A3). The first one 
follows the setup in Warner et al. (2005) and the results are compared with their results with an 
emphasis on testing the deposition scheme. The second experiment is aimed at testing the mass 
conservation property of the SED model. Instead of assuming infinite bottom sediments, a thin 



































layer of sediments is specified to cover the solid bottom. The volume of eroded sediments and 
sediment fluxes at both lateral boundaries are computed to check the conservation of mass within 
the system. Thirdly, the channel bottom is divided into two parts: a rigid bottom on the western 
half (downstream) and a cohesive sedimentary bottom on the other half (upstream). This 
experiment is designed to demonstrate the morphological change. The critical shear stress of the 
cohesive sediments is set to be 1.5dynes/cm2. Details on the parameters are given in Table 5.1.  
Table 5.1 Parameters used in SED for the channel flow case 
Cases A1 A2 A3 
D50 150μm - - 
τcr 0.05 N/m
2 - - 
ws 1000mm/s - - 
A0 5×10-5Kg/m2/s - - 
Porosity (ϕ) 0.9 - - 
Upstream boundary No gradient Zero flux - 
Downstream boundary No gradient - - 
Bottom sediment thickness Infinity 1cm 1cm 
Number of vertical layers 20 - - 
Bottom sediments Pure fine sediments Pure fine sediments Mixed 
These experiments are followed by another test case over a shallow and broad estuary 
similar to Mobile Bay. The computational domain is 30km wide and 50km long, and the water 
depth is 4m uniformly. The downstream is forced by a semi-diurnal tide with a tidal range of 
0.7m. The upstream boundary is a river boundary with a discharge of 400m3/s. The SSC in the 
river flow is 5mg/l and no sediments are input from the downstream. Bottom sediments consist 
of 1) pure fine-grained (<75μm) sediments, 2) pure coarse sediments (>75μm), and 3) mixed 
types of sediment bed, which is formed by 18km wide noncohesive bed (97% sand), 23km wide 
cohesive bed (50% clay) and 9km wide noncohesive bed (97% sand) starting from the 
downstream to the upstream. All the test runs are grouped in Table 5.2 and the parameters are 




Table 5.2 Sediment transport in a shallow estuary 
Case number Mud (1) Sand (2) Mixture (3) 
B: Current only; Continuous deposition  B1 B2 B3 
C: Simplified GM79; Continuous deposition C1 C2 C3 
D: General GM79; Continuous deposition D1 D2 D3 
E: Newly implemented settling velocity formula E1 / E3 
Table 5.3 Parameters used in SED 
 Model variable Description Recommended values 
a0 A0IN Erosion constant  3.0×10-3kg/m2 
N RESEXP Exponent in Equation 5-3 1 
M EXPM Exponent 1 
ρb DENCOH Bulk density 0.265g/cm3 (porosity=0.9) 
F01 P0(1)  0.5 
cd BFCOH Bottom friction coefficient 0.0025 
Z0 Z0COH Bottom roughness coefficient 0.002 
Td(i) FTIME(i) Time after deposition of 
sediment layer i (days) 
1~7 
Z(i) TSED0(i) Initial thickness (m) 100cm 
τcr(i) TAUCR(i) Critical shear stress of 
sediment layer i 
0.5dyn/cm2 
C01 CSI (1) Initial concentration 0 
Cob CBDRYSL Ocean boundary 0 
Crb CDIS River boundary 5mg/l 
Ws,2 WS2 Settling speed of non-cohesive 
sediment  
0.5mm/s (Estuary) 
1mm/s (Channel flow) 
 DENNON Bulk density (g/cm3) 0.265g/cm3 (porosity=0.9) 
 SUSARM Non-cohesive bed armoring 
constant 
1.0 
 BEDTHI Initial thickness of non-
cohesive bed (cm) 
100 cm 
τcr(i) TAUCR(i) Critical shear stress of 
sediment layer i 
1.0dyn/cm2 
C02 CSI (2) Initial concentration 0 
Cob CBDRYSL Ocean boundary 0 
Crb CDIS River boundary 0 
D50 D50VAR Median diameter 150μm 
fk  Fraction of class k sediment 97% 
 
A wave field driven by 10 m/s winds is generated using the stationary version of SWAN. 




and the output of bottom shear stress is compared with that from the original ECOMSED (Case 
C). The test cases in Group E are used to illustrate the effect of different settling speed formulas.  
5.3.2 Channel Flow 
The property of mass conservation and the deposition scheme are verified using the channel 
flow case. Figure 5.2 shows the modeled results of Case-A1. Figure 5.2a presents the vertical 
profile of SSC simulated by the continuous deposition scheme. On the other hand, Figure 5.2b is 
the result of the exclusive deposition scheme. Stars are the ROMS model results (Warner et al. 
2005). Figure 5.2a was also shown in Figure 3.1 and compared with the ROMS results confirmed 
by laboratory measurements (Warner et al., 2005). The model results using the originally 
implemented exclusive deposition scheme show greater SSC. This suggests that the exclusive 
scheme may cause an overestimation of suspended sediment concentration.  
 
Figure 5.2 Vertical profile of SSC at 1km away from the downstream boundary  
With limited erodible bottom sediments (1cm) and zero input at the upstream boundary, the 
property of mass conservation of the SED is checked by comparing the downstream flux, bed 
volume change, and the volume of sediments in the water column (Case-A2). Figure 5.3 shows 
the time series of sediment volumes at 1km from the downstream boundary.  

























The volume of sediments fluxed out of the domain is consistent with the sediment volume 
suspended from the bottom. All suspended sediments are eventually transported out. The 
suspended sediment concentration reaches the maximum and remains constant while sediments 
are supplied constantly from the bed. After a short time period, it decreases because of the lack 
of erodible sediments and reduces to zero finally.  
 
 
Figure 5.3 Time series of sediment volume: Accumulated eroded volume from channel bed 
(black), accumulated volume of sediments removed through the downstream boundary (red), 
downstream sediment flux (blue), upstream boundary sediment flux (red dash-dot), and total 
volume of sediments suspended in the water column (cyan).  
The third numerical experiment with the open channel flow is shown in Figure 5.4. The 
upper panel is the elevation view of SSC and the bottom panel is the bed sediment elevations. 
Both sections are along the longitudinal axis of the channel. There is no sediment influx from the 
upstream boundary in this case. Sediments suspended in the water column are from the cohesive 
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bed in the eastern half of the channel. Because of the solid bottom in the western half of the 
channel, there is no additional sediment entrained into water column in that region. It is clear in 
the bottom panel that the eastern half is subject to severe erosion (red area) and the eroded 
sediments are transported downstream and deposit (green area) on the solid bottom partially.   
 
Figure 5.4 Cross-section views of SSC (top) and bed change (bottom) along the central, 
longitudinal axis of the channel. 
5.3.3 Estuary-like Test Case 
This test case is designed to 1) demonstrate the effect of surface waves, 2) compare the 
simplified GM79 model with the general GM79 model, and 3) examine the differences between 
two settling speed formulas. Because of the effect of wave motion, the bottom shear stress is 
enhanced remarkably. Figure 5.5 contains the variation of the significant wave heights (top) and 
the bottom shear stresses along the longitudinal axis. Apparently, if the wave motion is included, 
the bottom shear stress increases several dozen times in comparison to the pure current-induced 


















0 2 4 6 8 10 12 14 16 18 20


















Sediment suspension and transport were simulated after 8 tidal cycles when the quasi-steady 
state is reached. The snapshots of the maximum erosion are displayed in Figure 5.6.  
Figure 5.6 shows a series of vertical SSC profiles along the center of the domain, including 
cases B1 to E3 as listed in Table 5.2, which illustrates the effect of wave motion, differences in 
bottom boundary layer models and the effect of bottom sediment properties. The first column 
represents the cases without the effect of waves. The second and third columns display the 
results affected by the wave motion computed by sGM79 (2nd) and gGM79 (3rd), respectively. 
The last column shows the results when the Whitehouse’s settling formula is applied. Three rows 
represent three types of bottom sediment distributions. Because the settling velocity formula is 
mainly for cohesive sediments, the case with pure noncohesive sediment is not run with the new 
settling velocity formula and the slot is occupied by the color-bar.  
 
Figure 5.5 Comparison of bottom shear stresses computed by the simplified and general wave-
current boundary layer models 
The first row represents the results from a cohesive sediment bed. The SSC is nearly 
uniform in the vertical direction when the SSC is relatively small. A larger depth variation is 
seen in the second row representing the suspension from a noncohesive sediment bed because of 










































the larger settling velocity (0.5mm/s). It is obvious that the suspension of sediments increases 
due to the wave motion. And the increment is even larger if the general solution of the GM79 
model is applied. The last column with the settling velocity computed using Whitehouse’s 
formula gives a larger gradient in SSC for the cohesive bed, as the effect of SSC on the settling 
velocity is greater than that in the original ECOMSED. 
 
Figure 5.6 Vertical profile of SSC under different conditions. First row: cohesive bed. Second 
row: noncohesive bed. Third row: mixed sediment bed. First column: without wave effects. 
Second column: with wave effects by sGM79. Third column: with wave effects by gGM79. 
Fourth column: with wave effects and Whitehouse’s (2000) settling speed formula.  
5.4 Summary 
The full Grant and Madsen’s (1979) boundary layer model for wave-current interaction, a 
continuous deposition scheme, and a new setting velocity for cohesive sediments (Whitehouse et 
al. 2000) have been implemented into the 3D sediment transport model in this chapter. A series 
of numerical experiments have been carried out to gain insight into the performances of the 
extended and original ECOMSED. The properties of mass conservation and the enhancement of 
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bottom shear stress owing to surface waves on a current have been tested. Satisfactory agreement 
with results from the literature has been found. The general solution of GM79 bottom boundary 
layer model results in a larger bottom shear stress compared with the solution from the pre-
existing subroutine in the original ECOM, which induces more sediment suspension. The fine 
sediments suspended from a cohesive bed tend to distribute uniformly in the water column while 
the coarse sediments are more stratified vertically. The modeled SSC over a mixed sediment bed 
corresponds to the heterogeneous sediment bed. In particular, over the cohesive sediment bed in 
the middle of the domain, the feature of SSC is consistent with the profile of the pure cohesive 
sediment case. Over the noncohesive bed at both upstream and downstream, the suspension of 
noncohesive sediments shows consistency with the results of the pure non-cohesive case. The 






CHAPTER 6 SUSPENDED SEDIMENT 
CONCENTRATION QUANTIFIED FROM MODIS 
IMAGERY IN MOBILE BAY 
The surface suspended sediment concentrations detected by satellite sensors can provide 
information on a synoptic scale for numerical modeling that requires sufficient data to specify 
boundary conditions, calibrate free parameters, and verify model predictions; yet field 
measurements are lacking. The red channel (~650nm) is commonly used to estimate SSC (Miller 
and Mckee 2004; Stumpf et al. 1993) because the signal of this band is most sensitive to the 
amount of suspended particles and least affected by organic material (such as chlorophyll-α) in 
comparison with other visible channels. In this chapter, a new regression model for estimating 
SSC from MODIS red-channel reflectance for Mobile Bay is developed and also compared with 
other existing models. The algorithm is applied to winter-front and post-hurricane conditions to 
reveal the sediment dynamics in Mobile Bay with respect to wind forcing. 
6.1 Field Measurements and MODIS Red-channel Reflectance 
6.1.1 Field Measurements 
A series of cruises from December 2004 to May 2006 were launched in the Mobile Bay 
estuary nearly monthly through Dauphin Island Sea Lab, Alabama. Surface water samples (1m 
below water surface) were collected in Mobile Bay, Mississippi Sound and along the southern 
side of Dauphin Island and Fort Morgan Peninsula. The concentration of TSS was obtained by 
filtering suspended particles from water samples and SSC was the inorganic sediment fraction 
post combustion. A total of 211 samples were collected and analyzed in the lab, among which 91 
samples of nine cruises were taken when cloud-free or minimal-cloud-covered images are 
available (Figure 6.1). The cruise time is marked in the study area map (Figure 6.1) and the 
sampling locations are presented as color dots. It is noticed that some of them overlap because 





Figure 6.1 Location map of the study area, the red-channel reflectance on February 18, 2005 in 
gray scale, and stations (color dots) where surface water samples were collected at different 
cruise time (noted in color texts) 
All measurements of TSS and SSC are plotted in Figure 6.2. The highest measured TSS and 
SSC were 87.75mg/l and 66.67mg/l, respectively. High correlation between TSS and SSC is 
observed from the scatter plot. Owing to the contribution of suspended organic material, the TSS 
was at least 1.1 times greater than SSC plus a constant of 6.343mg/l, i.e., TSS = 1.113 SSC + 
6.344 mg/l. The slope factor that is larger than 1 in the TSS-SSC linear relationship indicates that 
higher SSC tends to result in a larger amount of organic matter, as organic particles commonly 
adhere with varying degrees of tenacity to sediments and solids (Rublee 1982; Crump et al. 
1998). By focusing on the measurements at low concentration (TSS < 10mg/l), it is seen that the 





organic material). Precaution is therefore needed when developing and applying the relationship 
for the coastal water abundant in organic material because of the potential light absorption by 
organic material (dissolved and particulate). 
6.1.2 MODIS Red-channel Reflectance 
Cloud-free and lightly cloudy MODIS data corresponding to in-situ field measurements 
were downloaded from the National Aeronautics and Space Administration (NASA) Distributed 
Active Archive Center (DAAC). The DAAC data sets are in HDF-EOS (Hierarchical Data 
Format - Earth Observing System ) format and include the Level-1 calibrated radiances (L1B) 
for all 36 channels stored in *02QKM, *02HKM, *021KM and *03 files. The prefix * can be 
replaced by MYD for Aqua and by MOD for Terra. The first three files contain the radiance in 
different channels with different spatial resolution: QKM means quarter kilometer (250m), HKM 
stands for half kilometer (500m) and 1Km is one kilometer. The fourth file contains the geo-
location information. These files were uncompressed and processed in the Earth Scan Laboratory 
(ESL) of Coastal Studies Institute at Louisiana State University. 
The radiance sensed by the spectroradiometer includes the sea-surface reflection, water-
leaving signal (after scattering and absorption in the water column), seabed reflection, and 
atmospheric scattering. In the pathways between the ocean and the satellite sensor, the upwelling 
radiance is not only affected by aerosol scattering and molecular (Rayleigh) scattering, but also 
weakened by the absorption of ozone. In order to remove the interfering effects of the 
atmosphere from the at-sensor signal, algorithms have been developed to derive the 
atmospherically corrected water leaving radiance (Hu et al. 2000; Hu et al. 2004). Subsequently, 
the reflectance is typically computed as the ratio of the upward water-leaving radiance to the 





Figure 6.2 Correlation of SSC and TSS. Red line: linear regression; black diagonal:  x=y; dashed 
frame: zoom-in area (shown in the inset). 
The residual atmospheric effects were removed by selecting a clear water pixel within the 
region of interest and subtracting its reflectance value from all pixels in the region (Stumpf 1992; 
Walker 2001). The reflectance in the red channel was then obtained for each pixel corresponding 
to the field measured TSS and SSC. Afterwards, data at some stations were eliminated according 
to the following rules: 1) stations covered by clouds, which were identified from the true color 
images; 2) stations close to land, because the reflectance is contaminated due to effects of lands, 
islands, beaches, wetlands, seabed (shallow bathymetry) etc. After the data-filtering, 63 data 
points of in-situ measurements remained. Using the nonlinear regression tool in MATLAB, a 
best fit (least mean square error) function was obtained. With these measurements and the red-
channel reflectance, a new regression model is developed and used to map the suspended 






























sediment concentration in the estuary. The measurements of TSS, SSC, computed reflectance 
and relevant data are listed Table A9 in Appendix-A.  
6.2 Exponential Regression Model 
Previous research employed a logistic model (Eq. 1) to quantify the TSS from the red-
channel reflectance of AVHRR (e.g., Stumpf and Pennock 1989; Walker and Hammack 2000). 
The logistic model determines the reflectance (R) as a function of the TSS (ns) with Y=0.18 and 





1           (6-1) 
Coefficients of F and G are determined by the specific backscatter coefficient for sediment 
and the absorption coefficients for sediment and non-sediment material. This logistic model has 
been employed in the studies of a buoyant plume at the main entrance of Mobile Bay (Stumpf et 
al. 1993) and the Mississippi river plume (Walker 1996) to estimate TSS from the 
atmospherically corrected AVHRR channel 1 reflectance. The algorithms for both studies were 
plotted in Figure 6.3 for comparison. In this study, no direct information of backscattering and 
absorption is available, F and G are approximated using the nonlinear regression tools in 
MATLAB to fit the current dataset (F=0.424 and G=12.372). The regression curve is shown as a 
blue line in Figure 6.3. One can see that both the fitted logistic model and Stumpf (1993) model 
fit the current data set well at the low concentration. The TSS at the high end (R>0.045 for black 
line and R>0.06 for blue line) of both curves are overestimated. To avoid the overestimation, use 
of a logarithmic (exponential) asymptote was suggested when the reflectance is high (Stumpf et 
al. 1993). However, using the same logistic model, Walker (1996) algorithm predict higher TSS 





Figure 6.3 Best-fit exponential model for TSS and comparison with other existing models. The 
color dots have the same legend as in Figure 6.1  
More recently, both linear and nonlinear regression models were attempted to determine the 
relationship between the single band reflectance and field measurements. A linear regression 
model was found robust to relate the TSS with MODIS red channel reflectance (Miller and 
Mckee 2004) and the reflectance in AVHRR near infrared channel (channel 2) (Myint and 
Walker 2002). The linear relation obtained in Miller and Mckee (2004) was based on field 
samples collected in Lake Pontchartrain, Mississippi River Delta and Mississippi Sound. Some 
of field samples were near the study area, Mobile Bay. Therefore, it was plotted in Figure 6.3 
(cyan line) for reference. The comparison of logistic model and linear regression models 
suggests that no single model is representative for different water system and a nonlinear 
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regression model may produce a more accurate algorithm for estimating the TSS from the 
MODIS red-channel reflectance in Mobile Bay. The best-fit curve to the current TSS data is the 
exponential function with r2=0.781, which is presented as the red line in Figure 6.3. 
In the present study, the inorganic material is more concerned. It is further assumed that 
stations with a high organic fraction would be affected by the light absorption of organic 
particles (CDOM, etc.). The relationship in Figure 6.2 suggested that a cut-off value might be 
80%. Therefore, the stations with more than 80% organic material of total suspended solids are 
considered contaminated and excluded for the analysis of SSC. 44 data points are left and a 
relationship between SSC and the red-channel reflectance is developed using the nonlinear 
exponential function as follows 
 CM = a e bR      (2)   
where CM  = suspended sediment concentration in mg/l; a = 0.6885; b = 60.167; and R = red-
channel reflectance (%). 
Figure 6.4 shows the best-fit exponential model for estimating SSC from the MODIS 
imagery, which has the significant correlation coefficient r2=0.806. The error for 95% confidence 
is 2.5mg/l on average and the maximum error of 10.8mg/l is found at the highest concentration. 
Equation (6-2) (here after EXPMSSC) shall be used to map the SSC in Mobile Bay.  
6.3 Suspended Sediment Concentration in Mobile Bay 
In Mobile Bay, sediments discharged from rivers may be dominant seasonally in late winter 
and early spring when the river discharge is high, while wind-induced resuspension leading to 
high SSC may occur throughout the year. According to the wind statistics obtained in Chapter 2, 




tropical storms from Atlantic Ocean and Caribbean Sea in hurricane seasons. The EXPMSSC 
model has been applied to the MODIS imagery on January 27, April 14 and 16, and September 
17, 18 and 19, 2004 to estimate the surface SSC. 
 
Figure 6.4 Best-fit exponential model for SSC (EXPMSSC) and confidence interval 
6.3.1 Cold Front Passages 
Figure 6.5 shows the time series of wind strengths at Dauphin Island covering the MODIS 
images when two cold fronts passed. The red vertical lines in each panel represent the time when 
a clear MODIS image was taken. The distribution of SSC quantified from the MODIS images 
are presented in Figure 6.6 and Figure 6.7, using the EXPMSSC algorithm. The corresponding 
true color images are seen in Figure B15-17 in Appendix-B.  
In Figure 6.6, the high SSC in the east part of the bay and Mississippi Sound (left panel) 
corresponds well with the strong northwesterly wind (10~15m/s). In two days, the features 






















disappeared (right panel). The quick disappearance of suspended sediments possibly resulted 
from sediment settling due to the subsiding of winds or the flushing of limited sediment volume 
to the Gulf of Mexico by the constant northerly winds. Thus both the duration of strong winds 
and the thickness of loose sediments on the bay bottom are likely to play a key role in 
maintaining a high concentration of suspended sediment.  
 
Figure 6.5 Observed winds at Dauphin Island 
A similar event in late January 27, 2004 also shows strong northwesterly winds. The image 
(Figure 6.7) on January 27, 2004 when stronger northerly winds occurred, however, shows lower 
SSC than that on April 14. This demonstrates the significance of wind duration in stirring up 
sediments from the bottom. The 14th of April was not the beginning of the strong-wind event. 
The image was taken at 10:36 Local Standard Time (LST) on April 14, 2004, nearly 40 hours 
after the beginning of the strong winds (>10m/s) starting on April 13. It is implied that the 
bottom sediments had been eroded and kept suspending in the water column. In contrast, the 
image on January 27 was taken at about the same time when strong winds started. The SSC is 
expected to become higher a few days later, as the strong winds continued to blow till January 
30. Unfortunately, there is no clear image available around that time. For both images on January 
27 and April 14, the plumes at the main entrance of the bay were visible. They tended to move 
toward the southeast due to the northwesterly winds. 































Figure 6.6 Distribution of estimated SSC from the MODIS red-channel reflectance at10:36 LST 
on April 14, 2004 (left) and at 10:24 LST on April 16, 2004 (right). Images are enhanced by 
using a power function. The land is masked in dark blue. 
 
Figure 6.7 Distribution of estimated SSC from the MODIS red-channel reflectance at 10:25 LST 
on January 27, 2004. (see Figure B16 in Appendix-B for the true color image). 
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6.3.2 Post Hurricane Ivan 
Hurricane Ivan (2004) was a Category 3 hurricane on the Saffir-Simpson scale. It made 
landfall on September 16, 2004 at 1:50am near Gulf Shores, Alabama (east of Mobile Bay). It 
induced a 2.4m surge above NGVD (National Geodetic Vertical Datum) and caused severe 
erosion along the northern Gulf of Mexico (Stone et al. 2005). The sediment plume from 
estuarine discharges to the Gulf of Mexico were observed from the MODIS true color images 
after the landfall (Stone et al. 2005). The maximum reported wind speed was 32.3m/s at the 
Dauphin Island station. After Ivan’s landfall, the wind speed over Mobile Bay reduced to 10 m/s 
or weaker while the peak of river discharges (Tensaw River near Mount Vernon and Mobile 
River at River Mile 31.0 at Bucks) came along due to the rainfall as Hurricane Ivan moved 
inland (Figure 6.8). The estimated SSC (Figure 6.9) is low although the river discharge increased 
considerably right after. In the following two days, the MODIS estimated SSC (Figure 6.10) 
showed high concentration at the river mouth. The delayed occurrence of SSC in the upper bay 
suggests that there was about 1-day time lag of the high sediment input from the rivers between 
the river discharge gauge locations and the river mouths. 
6.4 Summary and Discussion 
The chapter has presented a new algorithm for estimating the SSC from MODIS imagery 
within Mobile Bay based on field measurements. An exponential regression model has been 
developed, which yields a strong correlation with the measured SSC (r2 =0.806). The clear water 
pixel (CWP) technique enabled the quantification of SSC and MODIS imagery with the spatial 
resolution of 250m has been proven an effective tool to investigate sediment dynamics in Mobile 
Bay.  Despite the high degree of correlation, it should be pointed out that the algorithm could 




campaigns with an emphasis on collecting high SSC water samples are highly recommended. 
Another potential error may be from the time lag between the time of satellite image recording 
and the time of ground truthing. The water samples used in this study were all collected between 
9:00 to 14:00 (LST). The scanning time of each satellite image is around 10:00 to 12:00 (LST) 
for Terra and 12:00 to 14:00 (LST) for Aqua. There was a maximum time lag of 6-hours. Better 
synchronization of remote sensing and in-situ sampling could eliminate the time mismatch and 
potentially improve the algorithm.  
 
Figure 6.8 Observed winds at Dauphin Island C-man station and river discharges at Tensaw 
River station and Mobile River station. 
Using the newly developed algorithm to map SSC during a strong wind event in spring and 
post Hurricane Ivan in 2004 has revealed some interesting patterns of SSC distribution in Mobile 
Bay, which can be explained qualitatively by the measured forcing. Sediment concentration in 










































the water column depends on both the sediment load from the river discharge and the wind-wave 
induced local resuspension. The SSC tends to respond to the wind forcing rapidly. Winds 
stronger than 10 m/s often result in high SSC. On the other hand, the concentration of sediments 
in the water column drops quickly once winds subside to 5m/s or weaker. It’s hypothesized that 
suspended sediments either settle down or are flushed out to the Gulf. Such quick response to 
wind was also observed in salinity stratification-destratification phenomena. The stratification 
recovers quickly within a few days or hours after winds subside, as documented by previous 
studies (Park et al. 2007a; Schroeder and Wiseman 1988).   
Relatively speaking, the process of river-borne sediment dynamics is much slower than the 
local resuspension that is mainly confined to areas close to the shoreline. In short, the MODIS 
imagery suggests that Mobile Bay is a highly complex and dynamic system because of the 
multiple forcing agents and strong variations in the wind forcing.   
 
Figure 6.9 Distribution of estimated SSC from the MODIS red-channel reflectance at 11:01 LST 
on September 17, 2004 (see Figure B18 in Appendix-B for the true color image). 
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Figure 6.10  Distribution of estimated SSC from the MODIS red-channel reflectance at 10:06 
LST on September 18, 2004 (left) and at 10:48 LST on September 19, 2004 (right) (see Figure 
B19 and Figure B20 in Appendix-B for the true color image). 
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CHAPTER 7 INTEGRATION OF NUMERICAL 
MODELING AND REMOTE SENSING 
Numerical modeling and remote sensing have proved to be promising tools for the study of 
hydrodynamics and the sediment transport in estuaries. Each one however has its own 
limitations. This chapter attempts to integrate these two approaches that complement each other. 
The validated ECOMSED and SWAN as well as the MODIS estimated SSC discussed in 
preceding chapters are applied to Mobile Bay for the calibration of the sediment transport model 
and the study of sediment dynamics in the estuary as well.  
A normal weather condition during September 14 to 22, 2005 is first selected for model 
calibration. After the sediment transport model is calibrated using the field measurements and 
MODIS estimated SSC, it is further tested under a cold front passage condition. No field 
measurements were available for comparison. Instead, two cloud-free MODIS images were 
recorded during this event. The first one was captured during strong north-westerly winds and 
the second one was taken after winds subsided. Details about this event were given in Section 
6.3.1.  
7.1 Setup of Hydrodynamic Models 
Recall that the offshore boundary is controlled by three tidal gauges at Pascagoula Point, 
Mississippi, Horn Island, Mississippi, and Dauphin Island, Alabama. The wind measurement at 
Dauphin Island is employed. At the upstream boundary, the Tensaw River near Mount Vernon 
(USGS 02471019) and Mobile River at River Mile 31.0 at Bucks (USGS 02470629) are close to 
the model boundary and the records of stream flow started from 2003. Therefore the recordings 
at those two stations are used here instead of the Tombigbee River and Alabama River gages.  
Inputs of winds, offshore water levels and river discharges are shown in Figure 7.1. The plot 




event. Two red vertical lines indicate the times when two MODIS images were taken. It is seen 
that the first image was taken during a regular sea breeze (September 20, 2005) and the second 
image was at the beginning of a strong wind event (September 21, 2005). The river discharge 
remained small and the neap tide was recorded at Dauphin Island. Totally 13 SSC measurements 
were available on September 20 and 21 (details about the SSC measurements can be found in 
Section 6.1.1). The measured sediment concentration ranges from 0 to 7mg/l. The salinity at each 
location was also measured.  
 
Figure 7.1 Atmospheric and hydrodynamic forcing from September 14 to 24, 2005 
Following the procedure described in Chapters 3~5, hydrodynamic forcing is simulated and 
utilized to drive the sediment transport model. Table 7.1 lists the duration of each simulation. 
Consequently, nonstationary surface elevations, currents, bottom shear stresses, mixing 
coefficients etc., are obtained and used as an input to the sediment transport model. The modeled 


























































salinity agrees fairly well with the field measurements (r2=0.86), which confirms the reliability 
of the modeled hydrodynamic forcing (Figure 7.2).  
Table 7.1 Duration of simulations 
Model function Simulation time Normal weather condition Cold front passage 
Circulation 16 days (Sept.6~22, 2005) 16 days (Apr.1~17, 2004) 
Wave 10 days (Sept.12~22, 2005) 13 days (Apr.9~22, 2004) 
Wave-current coupling 9 days (Sept.13~22, 2005) 13 days (Apr.4~17, 2004) 
Sediment transport 7 days (Sept.15~22, 2005) 5 days (Apr.11~17, 2004) 
 
Figure 7.2 Comparison of measured and modeled salinity (see Figure 7.11 and Table 7.2 for their 
locations) 
Snapshots of modeled significant wave heights and wave directions around the time when 
satellite images were taken on September 20 and 21 are shown in Figure 7.3 and the 
corresponding distributions of bottom shear stresses are presented in the bottom panel. Higher 
shear stresses appeared not only at the entrance and offshore region where the currents were 
strong and waves were high, but also along the coast of shallower depths. This is consistent with 
the outcome from Figure 2.10 in Chapter 2 although the wave condition was based on the 
statistically predicted extreme wind and water level.  








































Figure 7.3 Signification wave heights and wave directions (a and b) at the image time, and the 
corresponding bottom shear stress (c and d) 
7.2 Setup of Sediment Transport Model 
The parameters required in the sediment transport model are listed in Table 7.2. Basically, 
these parameters are grouped into bed properties, settling properties, and initial and lateral 
boundary conditions. Compared with other parameters, determining the settling speed is 
relatively easy. Settling speeds of suspended noncohesive sediments are assumed to be 
independent of the flocculation and are related the grain size according to Cheng (1997). Settling 
speeds of suspended fine sediments are computed every time step as a function of water density 
































































































and suspended sediment concentration (SSC) because it is affected by the process of 
flocculation. Details were given in Chapter 5. The following two sections are focused on the 
determination of bed properties, SSC initial conditions, and SSC lateral boundary conditions.  
7.2.1 Bed Properties 
The properties of a sediment bed needed to be specified in the numerical model include the 
erosion rate constant (A0), critical shear stress (τcr), exponents in the erosion formulas (n and m), 
bulk densities (ρb), the distribution of median diameter (D50), composition of the bottom 
sediments (fk), and the thickness of available sediments (dL). Among them, the distribution of 
median diameter and the composition of the bottom sediments are interpolated from the USGS 
SEABED survey database (Buczkowski et al. 2006). 
The critical shear stress is one of the most important parameters. The bottom of Mobile Bay 
mainly consists of cohesive sediments except several patches of noncohesive sediment along the 
southern and eastern shores of Mobile Bay (Figure 7.4). The critical shear stress of noncohesive 
sediments is mainly a function of the particle size (Chepil 1959; Nielsen 1992). However, the 
critical shear stress of cohesive sediments is affected by not only the particle size, but also the 
sediment bulk density, the bioturbation, and binding forces between particles due to chemical 
processes (e.g., Hayter 1984; Lick et al. 2003). Figure 7.5 presents the critical shear stress 
varying with respect to the bulk density (Lick et al. 2003). The convergence at the large grain 
size (>500μm) shows that the sediment shear strength is less affected by the bulk density. The 
thick solid line is the shear strength of noncohesive sediments as a function of particle size given 
by Chepil (1959), also seen in Lick et al. (2003). If bioturbation and chemical effects are 
considered, the critical shear stress of sediments with similar bulk density could be many times 




(ERDC 2001) documented the extremely high shear strength (1.5N/m2) at the dredging disposal 
displacement site due to the bio-chemical processes. Because of the lack of in-situ 
measurements, Figure 7.5 is still used as guidance for determining the value of critical shear 
stresses. Using the distribution of D50 and the bulk density of 1.54g/cm3 yields a distribution of 
τcr ranging from 0.3 to 2.0 dynes/cm2 inside Mobile Bay. It is, however, believed that the bulk 
density is not spatially uniform. A series of numerical experiments are carried out to determine 
the proper critical shear stress, which implicitly takes the spatially varying D50 and bulk densities 
into account. Critical shear stresses within the estimated range (0.3~2.0dynes/cm2) will be used 
in the numerical experiments. 
 
Figure 7.4 Sediment types (left) and distribution of median diameter (right) 
Besides the critical shear stress, the erodibility is another key parameter and varies several 
orders of magnitude from place to place. It is recommended that field experiments be conducted 
to determine the erosion rate constant. In the present study, field measurements of bed properties 
in Mobile Bay are seriously insufficient. The erosion rate constant will be tuned within a wide 
range, 1×10-8 g/cm2 to unity based on the literature (Tsai and Lick 1987; Maa and Chadwick 






















































2003; Brennan et al. 2002; Lick et al. 2003; Gowland et al. 2003; Warner et al. 2002; Gailani et 
al. 1991).  
 
Figure 7.5 Critical shear stress versus particle size and bulk density. Thin lines correspond to 
different bulk density in descendent order.  
The sediment bed strength profile varies with the alternative processes of erosion and 
deposition as sediments beneath are exposed (swell) after erosion or buried (consolidate) after 
deposition.  The processes are reflected by the changing age of sediments in the bed layer model 
of ECOMSED. The sediment bed is discretized to seven layers defined by the ages (Td =1-
7days). Each layer has a representative critical shear stress determined by an equilibrium bed 
strength profile. The schematic bed shear strength profile (Hayter 1984; Parchure and Mehta 
1985) illustrates that the critical shear stress increases rapidly within the thin surface layer and 
keeps nearly uniform into the deeper sediment bed. A power function is recommended to relate 
the critical shear stress to the sediment mass above a certain bed level (Sanford 2008). If the bulk 








































density is known, the sediment mass can be transformed to the depth of the sediment bed and the 
critical shear stress is related to the sediment depth (Equation 7.1). 
τcr=arDLbr          (7-1) 
where, ar, br are the empirical coefficients; DL (in cm) is the depth of sediment layer from the 
water-sediment interface.  
 
Figure 7.6 The assumed relationship between coefficient br and water depth. 
A normal weather condition is first selected to provide an estimation of the critical shear 
stress of surface sediments (DL=1cm), i.e. the coefficient ar is given by the estimation of τcr. The 
depth variation is determined by the second coefficient, br. A larger br presents a less erodible 
sediment bed and vise verse. It is observed that sediments in the south-eastern portion of the bay 
are easily suspended. For areas with either shallower or deeper water depth than a critical depth, 
it is assumed that re-suspension is less active than deposition and transport processes. Therefore, 
it is assumed that br is related to the bathymetry (Figure 7.6). For a certain water depth (Hcr) 
where the sediments are highly erodible and less consolidated, br is equal to 0. br is not allowed 
to be greater than unity, as the critical shear stress would rapidly increase even in the deeper bed, 
















bed). Hcr is initially set to be 1.5m based on the average depth of the south-eastern area of the 
bay (Bon Secour Bay). All required parameters and its reference values are listed in Table 7.2. 
Table 7.2 Sediment properties 





A0 A0IN Erosion rate constant 
(g/cm2) 
 Tsai & Lick (1987) 
Lick et al. (2003) 
N RESEXP Exponent in Equation 5-3 1.87-2.37 
M EXPM Exponent in Equation 5-3 0.8~2 
ρb DENCOH Bulk density (g/cm
3) 1.4~1.5 ERDC report 
f01 P0(1) Fraction of clay Varying USGS Seabed 
database 
z0 Z0COH Bottom roughness length 
(m) 
2.5d50/30 Bayram et al. (2003)
z(i) TSED0(i) bed thickness (cm)   
τcr(i) TAUCR(i) Critical shear stress of 
sediment layer i (dyn/cm2) 
0.3~15 ERDC, Earl (1984) 





M A02N Erodiblity (g/cm2/sec) 1×10-8~1×10-4 Earl (1984) 
N RESEXP Exponent in Equ.5-5 1.54~2.03 Lick et al. (2003) 
ρb DENNON Bulk density (g/cm
3) 1.54 ERDC 
 SUSARM Non-cohesive bed armoring 
constant 
0~1.0  
D50 D50VAR Median diameter (μm) Varying Seabed database 
fk FALAY Fraction of class k sediment Varying  Seabed database 
Ws,2 WS2 Settling speed of non-
cohesive sediment (mm/s) 
3.372 (Cheng 1997) 




Crb CDIS River boundary (mg/l) Influx   
7.2.2 Boundary and Initial Conditions of SSC 
The computational domain includes a river boundary and an open ocean boundary. At the 
open ocean boundary, it is assumed that no sediment influx into the domain and the suspended 




inflow co-exists with the river discharge and the suspended sediment load, Ls, is defined as a 
power function of the river discharge, Qr (see Equation 7-2). Consequently, the suspended 
sediment concentration may be derived from Equation 7-2. 
Ls=aQrb           (7-2) 
where Ls is in tones/day and Qr is in m3/s.  
Dividing Qr on both sides of Equation 7-2 yields: 
Cr=0.0864aQrb-1          (7-3) 
where Cr is the SSC in mg/l.  
The coefficient b represents the erosive stream power varying from 1 to 2 (e.g., Ganjun, et 
al., 2006; http://home.swipnet.se/valter/Ri.html). The coefficient, a, represents the supply of 
sediments and is used as a calibration parameter. Based on the accumulated sediment load as 
documented by Ryan (1969), the averaged suspended sediment concentration would be 74mg/l. 
Let b =1.5, the initial guess of the coefficient would be 19.95, and it will be tuned in the 
numerical experiment.  
Initial conditions of SSC for a simulation dominated by the transport process may improve 
the modeled results and save the ramping time. However, for a dynamic case with notable 
exchange at the water-sediment interface, the initial condition of SSC may be optional. An 
attempt to apply the image on September 20, 2005 as the initial condition will be made in next 
section. 
7.3 Model Calibration 
Two MODIS images recorded at 18:37, September 20 (denoted as ImgA) and 19:22, 




calibrate some key parameters in the sediment transport model, including the amount of river-
born sediments, critical shear stress, and erosion rate constant.  
7.3.1 River-Born Sediment 
 By varying the coefficient a (19.95) in Equation 7-3 and excluding local suspension (i.e. 
zero erosion rates), test cases are setup to estimate the river-born suspended sediment by 
comparing the model results and MODIS estimated SSC qualitatively. Figure 7.7a and Figure 
7.7c are the modeled SSC snapshots at the time of ImgA, and Figure 7.7b shows the MODIS 
image (dark red areas are cloud contaminations).  
  
 
Figure 7.7 Comparison of surface SSC due to river load exclusively. a): modeled SSC with 
a=19.95 and RN2C =9:1; b): MODIS quantified SSC image on September 20 (ImgA) (dark red 
in b) is due to cloud reflection); c): modeled SSC with a=3.0 and RN2C =7:3; dark blue is the 
clearest water.  
Because the sediment transport model is a two-class model, a portion of the river load needs 
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the lower the SSC is, because the coarse sediments tend to deposit quickly in the river channel 
while fine sediments can be transported further into Mobile Bay. Figure 7.7a is the result of 
assuming 90% of river load belongs to the noncohesive class. The initial guess of a in Equation 
7-3 results in a larger input of SSC even without local sediment suspension. Therefore, it is 
reasonable to reduce it in order to achieve the background color of the satellite image of SSC at 
the upper bay. Figure 7.7c is the result of a reduced coefficient (a=3.0) with the ratio of RN2C 
being adjusted to 7:3. Once a is reduced below a certain level (around 10.0), there are multiple 
combinations of a and RN2C to produce a reasonable amount of suspended sediments into the 
bay.  
The SSC estimated from the satellite imagery does provide useful information for making 
such a rational adjustment. Figure 7.7c shows a similar background color to the map of MODIS 
estimated SSC.  The area shown in the dark blue appears to be unaffected by the river discharge. 
It seems to be influenced by local suspension. Thus, the ratio 7:3 for the two classes of sediments 
and a = 3.0 shall be used in the following simulation for the estimation of other parameters. 
Notice that the estimation of suspended sediments from the river discharge is subject to further 
improvement if more reliable field measurements are available.  
7.3.2 Critical Shear Stress of Cohesive Sediments 
Figure 7.8 displays the MODIS estimated SSC in the Mobile Bay estuary. The important 
features of those two images are 1) high SSC along the bay shorelines, especially the lower-
western shore (near Alabama Pt.); 2) relatively clear water in the mid bay around the triangle-
shaped artificial island; 3) high SSC in Bon Secour Bay (south-eastern corner of Mobile Bay); 4) 
spit-like SSC distribution at the tip of Fort Morgan peninsula. Guided by those features, six 
representative areas (P1~P6) are selected and labeled in Figure 7.9, which also shows the field 






Figure 7.8 Distributions of estimated SSC from MODIS red-channel reflectance. a: Image A at 
18:37 GMT on September 20 (ImgA) and b: Image B at 19:22 GMT on September 21, 2005 
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Figure 7.9 Area map. Gridded area (P1~P6): used for model-image comparison (upper panel); 
symbols are the locations where water samples were collected on September 20 (triangles) and 
21 (circles), which are labeled in the bottom panel. 


































Bon Secour Bay 





Lower Mid Bay 






 The time series of bottom shear stresses at six locations selected from P1~P6 are plotted in 
Figure 7.10. From Figure 7.8 and 7.10, the possible critical shear stress may be identified. For 
example, in the Bon Secour Bay, the SSC observed from satellite image is likely due to local 
suspension. In order to have sediments suspended there, the critical shear stress should not be 
larger than 0.5 dynes/cm2 as the bottom shear stress falls below 0.5 for most time (dotted line in 
the upper panel of Figure 7.10). In contrast, the bottom shear stress at the main entrance is large 
while the MODIS image shows relative low SSC, which implies that this area has either high 
critical shear stress or low erosion constant. Therefore, a series of experiments with critical shear 
stress (in dynes/cm2) of 0.3, 0.5, 1.0 and 1.8 and erosion rate constant (mg/cm2) of 0.01, 0.1 and 
1.0 are carried out. In addition, it is assumed that the initial thickness of the loose sediments was 
1-cm thick and no consolidation is considered at this point. A table (Table 7.3) of root-mean-
squared-error (RMSE) for each combination of the selected critical shear stress and erosion rate 
constant demonstrates that not a single value is representative for the whole modeling area. Due 
to the effects of clouds and coastlines, the MODIS-estimated SSC in some areas (such as P1 and 
P5) is contaminated. Thus, the RMSE may not fully represent the situation. Snapshots of 
modeled SSC corresponding to the two image times are shown in Appendix B22~23. Typically, 
a larger critical shear stress on the western shore (P4) and the main entrance (P3) and smaller 
critical stresses in the eastern part of the bay (such as P1 and P5) produce better model results in 
comparison with the satellite image. The area P2 consists of non-cohesive sediments and the 
surface SSC is affected by area P1. The SSC in the mid bay area (P6) is less affected by the 
selected values in terms of RMSE, however the snapshots show good agreement when the 
critical shear stress is larger than 0.5 dynes/cm2.  
By reading Table 7.3 and comparing the modeled SSC of each scenario (Appendix B22~23) 




of the bay are apt to be re-suspended; 2) the western shore near the Fowl river is relatively 
shallow and hard to be eroded; 3) the eastern shore has the same vulnerability of re-suspension as 
area P1; 4) the dredged material disposal placed along the ship channel may be hard to erode; 5) 
the main entrance subject to relatively high bottom shear stress may have harder bottom 
sediments. With these hypothesized features, a map of varying critical shear stress is developed 
(Figure 7.11a). Similarly, a map of spatially varying erosion rate constants is constructed (Figure 
7.11b). Both maps are used as an input to the sediment transport model. It needs to be mentioned 
that the erosion rate constant is spatially uniform and set to be 5×10-7 g/cm2/s, pending 
calibration. 
 
Figure 7.10 Time series of modeled bottom shear stress. The red vertical lines represent the times 
of two MODIS images. The horizontal gray lines indicate the values of critical shear stress tried 
out in the experiments (0.3, 0.5, 1.0 and 2.0 dynes/cm2). 














































Table 7.3 RMSE of modeled SSC in each area 
Case 
# τcr A0 
RMSE in each area (shaded column: ImgA; un-shaded column: ImgB) 
P1 P2 P3 P4 P5 P6 
1 0.3 1.00 - 124.11 6.49 94.76 2.74 226.54 21.10 
2740.0
0 - 101.16 5.52 51.22 
2 0.3 0.10 - 16.53 8.31 14.61 2.96 502.81 5.30 695.11 - 20.52 5.24 8.08 
3 0.3 0.01 - 11.65 9.53 3.89 4.45 168.95 1.35 70.62 - 20.79 5.55 1.66 
4 0.5 1.00 - 37.41 7.87 44.66 2.44 557.18 7.16 
2042.1
0 - 28.83 5.17 20.06 
5 0.5 0.10 - 11.93 9.22 4.86 4.07 401.38 1.93 223.86 - 20.41 5.48 2.34 
6 0.5 0.01 - 12.06 9.70 4.33 4.68 56.45 1.41 23.58 - 21.07 5.60 1.89 
7 1.0 1.00 - 12.98 9.13 8.15 3.96 479.80 1.76 407.10 - 20.30 5.48 3.34 
8 1.0 0.10 - 12.04 9.67 4.22 4.65 117.19 1.40 39.88 - 21.09 5.60 1.87 
9 1.0 0.01 - 12.43 9.77 4.56 4.75 17.63 1.50 21.75 - 21.12 5.62 2.01 
10 1.8 1.00 - 12.08 9.62 4.13 4.58 301.55 1.40 88.44 - 21.07 5.59 1.88 
11 1.8 0.10 - 12.38 9.76 4.58 4.75 32.82 1.50 20.15 - 21.19 5.62 2.01 
12 1.8 0.01 - 12.51 9.77 4.61 4.77 14.46 1.51 24.03 - 21.17 5.62 2.02 
Using the estimated information for the sediment transport model, the modeling results are 
presented in Figure 7.12 that includes two snapshots of the modeled SSC corresponding to the 
two MODIS images. The overall pattern of the surface SSC distribution is captured except the 
underestimation at the main entrance and the overestimation at part of the eastern shoreline. It is 
also confirmed by the scatter plot of modeled SSC versus field measurements (Figure 7.13). 
Over two thirds of data points agree well with the measurements. Two measurements close to the 
eastern tip of Dauphin Island are underestimated (stations 6 and 13) and the measurement at the 
mouth of Weeks Bay is highly overestimated (station 5).  
Using the same hydrodynamics, another short simulation is carried out using an initial 
condition of SSC estimated from the first image (ImgA). Image A was firstly processed to 
“remove” the clouds (dark red dots in Figure 7.8a) by interpolating from the surrounding SSC 
values. With other sediment parameters remaining unchanged, the simulation starting at 18:30 on 
September 20 ran through September 21. The SSC is overestimated generally. Considered that 
notable exchange might have occurred before September 20, the exposed sediments should not 




sediments in the long simulation (September15 ~ 22) is moved downwards (4-day old), which 
consequently increase the hardness of the sediment bed. Figure 7.14 is the snapshot after one day 
of simulation. It shows improvements for some areas and deterioration for others. The initial 
condition of SSC may not be as important as the thickness of the bottom. Because the uniformly 
distributed initial sediments need redistribution, three- or four-day ramping is recommended 
unless good information about the sediment thickness is available.  
 
 
Figure 7.11 Estimated critical shear stress (top) and erosion rate constant (bottom). 




































































Figure 7.12 Modeled SSC at 18:30 on September 20 (top) and at 19:30 on September 21, 2005 
(bottom).  
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Figure 7.13 Comparison of modeled and measured (with error bars) suspended sediment 
concentrations. 
 
Figure 7.14 Modeled SSC at 19:22 on September 21. 
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7.4 SSC during a Cold Front Passage 
Mobile Bay is subject to frequent cold fronts in non-hurricane seasons. Strong winds 
enhance turbulent mixing and reduce vertical stratification and horizontal variations. The 
calibrated sediment transport model is further tested under the condition of such an event. 
Following the procedure in the previous section, the integrated numerical models are applied to a 
cold front passage in the mid April of 2004 when strong north-westerly winds blew over Mobile 
Bay and energized the eastern portion of the bay. Two cloud-free images on April 14th and April 
16th were acquired by the MODIS instrument on the Terra satellite (see Figure 6.6 and 6.7 in 
Chapter 6).  
The properties of bottom sediments estimated in the previous section are adopted for this 
case. The simulation covers the strong wind condition from April 11th to 17th, when the process 
of erosion dominated. Figure 7.15 shows two snapshots of the modeled SSC, which match the 
general pattern of the MODIS images (i.e. Figure 6.6 and 6.7 in Chapter 6). However, the SSC 
are underestimated on April 14 (Figure 7.16) and overestimated on April 16 when winds 
subsided. The plume is observed at the main entrance. It is however broader than that retrieved 
from the satellite image. Although further tuning of the bottom sediment properties is needed, the 
model shows that the bottom sediments respond to the wind forcing rapidly. Figure 7.17 shows a 
time series of total sediment volume inside the bay and the accumulated sediment flux (starting 
from the first image) at the main entrance, the west pass (Pass Aux Heron) and river 
distributaries. The wind speed is plotted on the top for reference. The dark area in the second 
panel shows the total suspended sediment volume in the water column, which shows the 
decrement of SSC when winds started subsiding. The bottom two panels depict the sediment 
fluxes at open boundaries. Through the main entrance sediments were mainly fluxed out while 




from Mississippi Sound into Mobile Bay contributed to the overestimated plume at the main 
entrance. It implies three possibilities: 1) an overestimated flow from Mississippi Sound through 
Pass Aux Heron; 2) over suspended sediments in Mississippi Sound, and 3) a combination of 
those two overestimations. In this study, the wind conditions measured at Dauphin Island are 
employed for the entire computational domain of both the wave and circulation models, which 
may also contribute to the discrepancies. 
Although the modeled SSC responds to the wind forcing as quickly as the satellite images 
show, the phenomena, such as the channel-split distribution of SSC and the dramatic decrease of 
SSC are not fully captured. The feature of SSC on April 14 is still reflected in the distribution of 
SSC on April 16. It suggests that the settling velocity might be smaller than that in reality. 
 For both the normal weather condition and strong winds condition, the estimated bed 
properties appear to be reasonable but obviously cannot represent the entire estuary. For 
example, the degree of sediment consolidation may vary from place to place, but such 
information is not available. The assumption of bathymetry-controlled vertical variation in the 
critical shear stress within the sediment bed needs data to justify. Further testing of the 
coefficient br in Equation 7.1 is obviously needed. It is highly desirable to launch field surveys 
and experiments to acquire bed property data throughout the bay. 
7.5 Summary and Discussion 
The validated circulation model, spectral wave model and thoroughly examined sediment 
transport model have been applied to Mobile Bay in conjunction with the maps of SSC 
quantified from the MODIS imagery. A series of numerical experiments have been carried out to 
calibrate the key parameters that define the bed properties in the sediment transport model. In 
particular, critical shear stresses have been estimated for the first layer of loose cohesive 




devoted to the determination of appropriate initial conditions and river boundary conditions. It 
has been demonstrated that the initial condition of SSC may improve the model performance but 
is not as important as the initial thickness of sediment layers.  
Although the model results agree reasonably well with the satellite estimated SCC in the 
majority of the estuary, poor correlations are found in some areas. Further studies are needed to 
resolve the discrepancies. As pointed out earlier, no data of sediment and bed properties are 
available to define the key parameters in the sediment transport model, such as the bed strength 
profile and the erosion rate in this study. The lack of field data may be uncommon in practice, in 
particular for studies in new areas with limited or denied access. This study has demonstrated 
that satellite imagery can provide references or guidance to estimate those parameters. The 
model was calibrated under a normal weather condition. The calibrated model is then applied to 
a cold front passage. It was demonstrated that Mobile Bay is a dynamic and complex system.  
Further testing of the hypotheses and assumptions made in this Chapter against field 
measurements is highly desirable.   
The calibrated sediment transport model not only produces the horizontal distribution of 
SSC, but also provides information about the vertical structure of SSC and its temporal variation 
which are not available from satellite remote sensing data. For illustration, two cross-sectional 
profiles of the modeled SSC are shown in Figure 7.18. The top panel is the elevation view of the 
modeled SSC across the estuary in the west-east direction at 30.3o latitude, while the bottom 
panel is along the longitudinal direction at -88o longitude. The model shows vertical 
stratifications at several locations, which cannot be seen from the satellite imagery. For further 
studies of Mobile Bay, however, it is highly recommend that bed property data be collected 
inside the estuary in order to improve the predictive skills of the integrated system that utilizes 






Figure 7.15 Modeled SSC at 16:30 on April 14 (top) and at 16:30 on April 16 (bottom), 2004. 
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Figure 7.16 Scatter plots of modeled SSC in areas P1~P6 in comparison to the MODIS-estimated 































































Figure 7.17 Time series of wind speed (top), total sediment volume (second) within the bay, and 
sediment exchange through lateral boundaries (bottom two panels). Positive is flooding and 
negative is ebbing. 





















































































































CHAPTER 8 SUMMARY AND CONCLUSIONS 
The objectives of the study were to integrate statistical analyses of the primary forcing, 
numerical models of ECOMSED and SWAN, and MODIS remotely sensed imagery for the 
study of sediment dynamics in Mobile Bay, Alabama. Three major approaches, statistical 
analyses, numerical modeling, and satellite remote sensing have been applied in this study to 
improve the understanding of hydrodynamics and sediment dynamics in the Mobile Bay estuary.  
Chapter 2 presented comprehensive statistical analyses of winds and water levels in Mobile 
Bay, Alabama.  On the basis of 19 years of hourly wind data collected at Dauphin Island and 58 
years of hourly wind data at the Mobile Regional Airport, four probability distribution functions 
have been employed to obtain a best fit to the data for the prediction of extreme wind events at 
different return periods. The wind data were separated into hurricane and non-hurricane seasons. 
It was found that winds generated by winter cold fronts may not be as strong as those generated 
by tropical storms and hurricanes, but they have occurred much more frequently. Northerly and 
south to southeasterly winds dominate over other directions. Because of the differences in the 
surface roughness and boundary layers between sea and land, the average ratio of wind speeds 
over the water and over land is about 1.4 for monthly averaged winds and the ratio jumps to 1.7 
for hurricanes. A nonlinear relationship between the wind speeds over water and over land was 
therefore developed. The statistical analysis predicts that the wind speed averaged over eight 
minutes at Dauphin Island at the 100-year return period would be 48.9 m/s, which is equivalent 
to a sustained 1-minute wind of 128 miles per hour (205 km/hr), a very strong Category 3 
hurricane (111-130 mph) on the Saffir-Simpson scale.   
Based on 43 years of annual maximum and minimum water levels measured at Dauphin 




Bay, four commonly-used probability distribution functions were employed to predict the 
extreme water levels at different return periods. Astronomical tides were separated from the 
water levels caused by extreme wind events. It was found that low water levels occur dominantly 
in winters at both stations. They were caused mainly by strong north winds associated with 
winter cold fronts. By contrast, high water levels occur in all four seasons with a slightly higher 
frequency in autumns. Probability density distributions for the high tides and low tides at 
Dauphin Island and State Docks were developed respectively on the basis of 19 years of tide 
predictions. Use of a joint distribution of both water levels caused by wind events and 
astronomical tides allows for taking into account the effect of astronomical tides on the 
prediction of extreme water levels. Although the tidal range on the north Gulf Coast is relatively 
small, the effects of astronomical tides on extreme water levels are not negligible and should be 
included properly. The statistical analysis predicts that the 100-year maximum water level would 
be 3.24 m (10.6 ft) above the Mean Lower Low Water (MLLW) level at Dauphin Island and 3.41 
m (11.2 ft) above MLLW at State Docks, respectively.  
The predicted extreme winds at 10, 25, 50 and 100 years combined with the extreme high 
water levels at the corresponding return period were used as an input to the validated spectral 
wave prediction model, SWAN, to develop a set of wave atlas. It was found that the distribution 
of maximum wave heights follows the pattern of bathymetry and the magnitude decrease as the 
return periods of extreme events decrease. The wave atlas provides important guidance on storm-
wave climates in Mobile Bay and was used to estimate the bottom shear stresses that are 
important to the process of sediment resuspension. 
Chapter 3 was focused on the calibration and verification of a three-dimensional 




simulate the circulation driven by astronomical tides, winds, and fresh water discharges from the 
Mobile River system. A wetting and drying scheme (Oey 2005) has been implemented into the 
model to account for the water set-down in Mobile Bay due to strong offshore winds and storm 
surge generated by a hurricane. Field measurements of salinity, water levels, velocities, winds, 
and river discharges collected in the Mobile Bay estuary by NOAA and USGS were used to test 
the hydrodynamic model. The measurements during August and September 1991 were used to 
calibrate the model and the dataset collected in November, 1991 was used for model verification. 
Two different turbulence closures have been examined in two idealized test cases and under the 
realistic field conditions to improve the understanding of the turbulence mixing simulated by 
ECOM. First, it was found that the modeled surface elevations, currents, and salinities are in 
generally good agreement with the field measurements collected in Mobile Bay. Second, 
although different turbulence closures may result in considerable differences in salinity 
distribution under idealized conditions, such differences tend to diminish under field conditions 
because bathymetry, bottom roughness, and free surface and lateral boundary conditions have 
profound effects on the model results. Third, it was found that the phenomena of stratification 
and destratification were simulated reasonably well by the 3D hydrodynamic model. This gave 
us confidence in applying this model to Mobile Bay for the study of sediment transport.  
Chapter 4 was devoted to the coupling of circulation with surface waves aimed to quantify 
the hydrodynamic forcing that drives sediment suspension and transport. Besides the current 
field, another indispensible factor in sediment dynamics is wind waves. The presence of surface 
waves enhances the bottom shear stress considerably, which is the direct force to stir up 
sediments from the seabed. A well-tested wave prediction model (Chen et al. 2005; Zhao et al. 




wave prediction model in ECOMSED. The computational domain of Mobile Bay is nested in a 
regional-scale model domain that covers the northeastern Gulf of Mexico for obtaining reliable 
offshore boundary conditions. The curvilinear mesh of the regional-scale model was designed to 
provide high resolution for large bathymetric and hydrodynamic gradients along barrier islands. 
A curved offshore boundary has been introduced for the first time in order to utilize the wave 
measurements at two offshore buoy stations as the offshore wave boundary conditions. The mesh 
used in ECOM was also employed for SWAN to simulate the wave field with the input of 
nonstationary water levels from the circulation model. The wave field was then coupled with 
ECOM in the bottom boundary layer with combined wave and current motions. The integrated 
wave and circulation models provide the forcing for wave-induced resuspension and circulation-
induced sediment transport, which is used as the input to drive the sediment transport model. 
Hurricane Ivan (2004) was simulated to demonstrate the capability of the coupled wave and 
circulation modeling system developed in this study.  
Chapter 5 dealt with sediment resuspension, deposition and transport on the basis of the 
hydrodynamic and wave fields developed in preceding chapters. First, the nonlinearity of wave-
current interaction in the bottom boundary layer was examined in details by implementing the 
full Grand and Madsen’s (1997) bottom boundary layer model into the 3D hydrodynamic model. 
Compared the full boundary layer model to the simplified solution originally implemented in 
ECOMSED, it was found that the general solution gives larger bottom shear stresses due to its 
inclusion of nonlinear interaction. Therefore, the general solution to the full model was adopted 
in this study. Second, the process-based continuous deposition scheme has been implemented in 
the sediment transport module of ECOMSED to replace the existing exclusive deposition 




deposition may not exist and the exclusive deposition scheme is not able to reproduce the 
variation of suspended sediment concentration in the field as does the continuous scheme 
(Sanford and Chang 1997). Therefore, the continuous deposition scheme was adopted in this 
study. Third, the new settling velocity formula for cohesive sediments proposed by Whitehouse 
et al. (2000) was implemented in ECOMSED. In short, the ECOMSED has been modified in this 
study aimed to take advantage of the latest development in sediment transport modeling in the 
literature. A series of numerical experiments have been carried out to gain insight into the 
performances of the extended and original ECOMSED. The properties of mass conservation and 
the enhancement of bottom shear stress owing to surface waves on a current were tested and 
satisfactory results were obtained. It was concluded that the extended ECOMSED can be used to 
study sediment dynamics in Mobile Bay. The bottom boundary layer model was used in 
conjunction with the wave atlas developed in Chapter 2 to compute the bottom shear stresses and 
erosion potentials at a given return period. Examples of a 100-year storm event were presented in 
Chapter 2.  
Chapter 6 was devoted to the quantification and mappings of suspended sediment 
concentration (SSC) in Mobile Bay using reflectance data acquired by the Moderate Resolution 
Imaging Spectrometer (MODIS) aboard on the Terra and Aqua satellites. Instead of using 
standard satellite products of SSC provided by NOAA, a new algorithm to estimate SSC directly 
from satellite images was developed on the basis of in-situ measurements of SSC in Mobile Bay. 
The new regression model was applied to MODIS images during a range of weather conditions, 
including winter cold-front passages and post-hurricane conditions to reveal the impact of 
different forcing agents on sediment dynamics in Mobile Bay. Despite the high degree of 




on collecting high SSC water samples is highly recommended. In addition, a synchronization of 
remote sensing and in-situ sampling could reduce the potential error caused by the mismatch 
between the time of satellite image recording and the time of ground truthing. 
Using the newly developed algorithm to map SSC during a strong wind event in spring and 
post Hurricane Ivan in 2004 has revealed interesting patterns of SSC distribution in Mobile Bay. 
It was found that SSC tends to respond to the wind forcing rapidly. Winds stronger than 10 m/s 
often result in high SSC in Mobile Bay. On the other hand, re-suspended sediments seem to 
settle down or flush to the Gulf of Mexico fairly quickly once winds subside to 5m/s or weaker. 
The process of river-born sediment dynamics appears to be much slower than the local 
resuspension that is mainly confined to areas close to the shoreline. In conclusion, the study has 
shown that MODIS 250m imagery is an effective tool to investigate sediment dynamics in 
Mobile Bay. The new algorithm established on the basis of field measurements and 
atmospherically corrected red-channel reflectance using clear water pixel technique enables the 
reliable estimation of near surface SSC in the estuary. 
Chapter 7 was focused on the integration of the numerical modeling with the satellite 
imagery of SCC developed in preceding chapters. The validated circulation model, spectral wave 
prediction model, and sediment transport model have been applied to Mobile Bay in conjunction 
with the MODIS imagery. The integrated system has simulated salinities and suspended 
sediment concentrations in Mobile Bay with some predictive skills in comparison with 
measurements. First, the satellite-sensed SSC revealed the spatial (horizontally two dimensions) 
and temporal (daily or inter-seasonal) variability, which provides numerical models with large 
scale references. In addition, the MODIS-estimated SSC provides guidance in estimating some 




erosion rates, in the absence of field measurements. On the other hand, numerical modeling of 
circulation and sediment transport revealed the detailed 3D structure of salinity and turbidity and 
the temporal variation of high resolution (hours) in Mobile Bay, which is not visible from 
satellite imagery. Integration of these two approaches enables us to understand how the land-
based particulates are transported, deposited and re-suspended in the Mobile Bay estuary, and 
how the dynamics of turbidity responds to the normal wind and tidal forcing, winter cold fronts, 
and tropical storms.  
The study has demonstrated the potential of this integrative approach to the study of 
sediment dynamics in a shallow estuary. Further testing of the integrated system is still needed. 
In particular, field measurements of seabed properties in Mobile Bay are strongly recommended 
to improve the model predictive skills and to explore the possibility of quantify sediment 
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APPENDIX-A SUPPLEMENTARY MATERIAL (TABLES) 
Table A1 Probability distribution models 




















































































































Table A2 Estimates of extreme wind speeds at Dauphin Island 
  Tr (years) and Vr (m/s) 
 Return Period (Tr) 10 25 50 100 200 
DIS in hurrican 
seasons 
RAS Wind 20.1 23.3 25.9 28.8 31.8 
Equ. 2.11 23.10 27.74 31.66 35.93 40.55 
1-minute 27.07 32.51 37.10 42.10 47.52 
Category TS TS One Two Two 
Ratio 1.40 28.08 32.59 36.30 40.28 44.50 
1-minute 32.90 38.19 42.55 47.20 52.15 
Category TS One Two Two Three 
Ratio 1.70 34.09 39.57 44.08 48.91 54.04 
1-mimute 39.96 46.37 51.66 57.32 63.33 
Category One Two Three Three Four 
Ratio 1.89 37.91 43.99 49.01 54.38 60.08 
1-minute 44.42 51.55 57.44 63.73 70.41 




RAS Wind 20.0 22.1 23.6 25.3 26.9 
Equ. 2.12 15.14 15.32 15.45 15.58 15.70 
1-mimute 17.74 17.95 18.11 18.26 18.40 
Ratio 1.00 20.02 22.06 23.65 25.27 26.92 




Table A3 Predictions of 100-year high water level (m) at DIS (tides excluded) 
 Unbiased plotting position Weibull plotting formula 
MLE 
PDM RMSE r2 11ˆ xx −  yrx100ˆ RMSE yrx100ˆ  LL yrx100ˆ
Log-normal 0.124 0.966 -0.425 R* 0.133 R -18.71 2.39 
Gumbel 0.122 0.936 -0.288 R 0.136 R -19.72 2.18 
Weibull (0.9/0.7) 0.082 0.971 0.078 2.87 0.093 3.49 -17.03 2.52 
FT-II (5.5/3.1) 0.081 0.972 0.120 2.85 0.074 3.65 -17.25 3.13 
*: R means rejection of the model according to the previously described criteria 
 
Table A4 Predictions of 100-year low water level (m) at DIS  (tides excluded) 
 Unbiased plotting position Weibull plotting formula 
MLE 
PDM RMSE r2 11ˆ xx −  yrx100ˆ RMSE yrx100ˆ  LL yrx100ˆ
Log-normal 0.058 0.956 0.026 -1.00 0.058 R 19.92 -1.00 
Gumbel 0.064 0.893 -0.016 R 0.066 R 18.63 -0.82 
Weibull (1.0/0.9) 0.057 0.914 0.086 -1.02 0.056 -1.16 19.09 -0.91 
FT-II (7.3/3.7) 0.058 0.912 0.098 -1.03 0.054 -1.30 20.08 -1.05 
 
 
Table A5 Predictions of 100-year high water level (m) at SDS  (tides excluded) 
 Unbiased plotting position Weibull plotting formula 
MLE 
PDM RMSE r2 11ˆ xx −  yrx100ˆ RMSE yrx100ˆ  LL yrx100ˆ
Log-normal 0.141 0.972 -0.882 R 0.153 R -27.61 2.35 
Gumbel 0.142 0.920 -0.725 R 0.159 R -29.70 2.11 
Weibull (0.4/0.5) 0.214 0.817 0.639 3.08 0.117 3.95 -28.49 2.40 
FT-II (4.1/2.4) 0.048 0.991 0.055 2.94 0.049 3.85 -25.84 2.90 
Table A6 Predictions of 100-year low water level (m) at SDS  (tides excluded) 
 Unbiased plotting position Weibull plotting formula 
MLE 
PDM RMSE r2 11ˆ xx −  yrx100ˆ RMSE yrx100ˆ  LL yrx100ˆ
Log-normal 0.024 0.982 0.078 R 0.021 R 11.41 -1.28 
Gumbel 0.025 0.987 0.073 -1.26 0.023 -1.31 10.81 -1.23 
Weibull (1.5/1.4) 0.020 0.992 0.042 -1.24 0.020 -1.30 14.06 -1.26 




Table A7 Parameters of candidate models and prediction of extreme water levels (m) at Dauphin 
Island (tides excluded) 
PDMs and Estimation Methods (EM) Return Period (years) and Return Levels (m) 
PDM EM RMSE/LL α  A B 10 25 50 100 200
 High Water Level 
FT-II LSM 0.081 5.5 0.2948 0.7348 1.56 2.01 2.41 2.85 3.36MLE -17.25 3.7 0.2643 0.7279 1.55 2.07 2.55 3.13 3.83
Weibull LSM 0.082 0.9 0.4290 0.5161 1.60 2.09 2.47 2.86 3.25MLE -17.03 1.2 0.5988 0.4043 1.60 1.98 2.26 2.52 2.78
 Low Water Level 
FT-II 
LSM 0.058 7.3 0.1245 0.2283 -0.55 -0.73 -0.87 -1.03 -1.20
MLE 20.08 5.7 0.1157 0.2274 -0.55 -0.72 -0.88 -1.05 -1.24
WB 
LSM 0.057 1.0 0.1952 0.1235 -0.57 -0.75 -0.89 -1.02 -1.16
MLE 19.09 1.4 0.2741 0.0677 -0.57 -0.72 -0.82 -0.91 -1.00
 
Table A8 Parameters of candidate models and prediction of extreme water levels (m) at State 
Docks (tides excluded) 
PDMs and Estimation Methods (EM) Return Period (years) and Return Levels (m) 
PDM EM RMSE/LL α  A B 10 25 50 100 200
 High Water Level 
FT-II LSM 0.048 4.1 0.2669 0.6746 1.48 1.97 2.41 2.94 3.56MLE -25.84 4.2 0.2667 0.6785 1.47 1.95 2.39 2.90 3.50
 Low Water Level 
Gumbel 
LSM 0.025 / 0.1771 0.4481 -0.85 -1.01 -1.14 -1.26 -1.39
MLE 10.81 / 0.1690 0.4479 -0.83 -0.99 -1.11 -1.23 -1.34
Weibull 
LSM 0.020 1.5 0.3697 0.2154 -0.86 -1.02 -1.13 -1.24 -1.34





Table A9 TSS and SSC with standard errors (se) measured from water samples and 
atmospherically corrected red-channel reflectance (cwp_R); 28 samples were eliminated (see the 
column of remark) 
# ID Time Latitude Longitude TSS TSS se SSC SSC se cwp_R Remark 
1 050218-01 9:40 30.2483 -88.0684 23.25 1.061 15.50 1.179 0.03449  
2 050218-02 13:50 30.3025 -88.2233 18.75 0.354 9.58 0.589 0.02993  
3 050218-03 13:25 30.3145 -88.1285 63.25 1.768 57.25 1.061 0.06602  
4 050218-04 13:00 30.4490 -88.0905 56.33 0.471 48.67 0.000 0.07303  
5 050218-05 12:35 30.5664 -88.0752 25.00 0.849 22.90 0.141 0.05029  
6 050218-06 12:20 30.6250 -88.0049 21.08 0.825 14.42 0.589 0.05642  
7 050218-07 12:00 30.5471 -87.9560 31.44 0.786 26.89 0.314 0.06264  
8 050218-08 11:30 30.4375 -88.0110 32.38 0.884 24.88 0.530 0.05732  
9 050218-09 10:55 30.3698 -87.8450 35.22 2.043 16.78 0.786 0.02298 
Weeks 
Bay 
10 050218-10 10:25 30.2635 -87.8616 80.50 1.650 66.67 0.471 0.05612 
Shallow 
water 




12 050615-02 18:55 30.3031 -88.2234 17.10 1.838 10.60 1.697 0.03733  
13 050615-03 18:10 30.3153 -88.1275 10.00 0.566 2.90 0.707 0.05021  
14 050615-04 17:25 30.4492 -88.0901 7.66 0.081 1.26 0.646 0.76292 Clouds 
15 050615-05 15:55 30.5665 -88.0755 12.90 2.121 4.30 2.121 0.08665 Clouds 
16 050615-06 15:20 30.6251 -88.0044 14.60 0.283 7.60 0.283 0.44831 Clouds 
17 050615-07 14:55 30.5473 -87.9549 16.60 0.849 6.09 2.142 0.04277  
18 050615-08 16:35 30.4374 -88.0117 10.75 1.061 2.00 0.000 0.03277  
19 050615-09 13:55 30.3683 -87.8467 25.40 4.808 10.20 4.808 0.02986 
Weeks 
Bay 
20 050615-10 13:20 30.2640 -87.8620 9.58 0.247 1.73 0.672 0.02269  
21 050615-11 10:35 30.2010 -87.8929 6.28 1.301 3.60 1.131 0.01414  
22 050615-12 12:00 30.2401 -88.1297 12.40 1.414 6.00 1.131 0.02497  
23 050920-01 9:35 30.2474 -88.0688 7.75 1.061 1.75 0.825 0.03005  
24 050920-02 12:40 30.3028 -88.2233 9.92 2.239 2.42 1.061 0.02139  
25 050920-03 12:15 30.3149 -88.1287 10.88 0.177 1.13 0.177 0.01433  
26 050920-04 11:50 30.4492 -88.0901 16.63 0.530 6.25 0.707 0.04818  
27 050920-10 10:40 30.2631 -87.8615 11.75 1.414 1.50 1.061 0.04020 Clouds 
28 050920-11 8:20 30.2013 -87.8920 5.50 2.687 2.87 2.451 0.02815 Clouds 
29 050920-12 9:05 30.2406 -88.1314 4.07 0.240 0.60 0.141 0.04874 
Little 
Island 
30 050920-09 11:05 30.3712 -87.8451 17.25 0.354 0.00 0.000 0.04107 
Weeks 
Bay 
31 050921-05 8:20 30.5665 -88.0751 14.86 0.808 4.29 0.404 0.04820 
Close to 
land 
32 050921-06 8:45 30.6246 -88.0046 6.83 0.236 1.75 0.354 0.02720  




34 050921-08 9:35 30.4372 -88.0112 5.90 0.424 0.00 0.000 0.01653  
35 050921-01 10:25 30.2492 -88.0678 14.25 5.303 7.25 4.832 0.06461 Tip of DI 
36 051013-01 6:44 30.2484 -88.0680 11.79 2.525 6.71 2.222 0.02365  
37 051013-03 11:40 30.3155 -88.1282 4.93 0.303 0.00 0.000 0.02800  
38 051013-04 11:08 30.4493 -88.0894 14.14 0.808 6.36 0.505 0.03584  
39 051013-05 10:00 30.5664 -88.0749 9.07 1.313 2.86 0.404 0.04575 
Close to 
land 
40 051013-06 9:35 30.6225 -88.0037 6.43 0.000 0.93 0.101 0.02498  
41 051013-07 9:08 30.5472 -87.9561 6.00 0.808 0.36 0.303 0.02697 Clouds 
42 051013-08 10:40 30.4373 -88.0114 5.93 1.111 1.07 1.111 0.02759  
43 051013-09 8:12 30.3702 -87.8455 11.60 0.283 3.50 0.424 0.34713 Clouds 
44 051013-10 7:40 30.2634 -87.8622 7.79 0.707 2.07 0.707 0.25415 Clouds 
45 051014-01 10:46 30.2478 -88.0682 11.00 0.544 5.62 0.326 0.02970 Tip of DI 
46 051014-02 11:30 30.3024 -88.2231 8.33 0.471 2.00 0.943 0.03210  
47 051014-11 8:58 30.2013 -87.8921 3.63 1.980 2.27 1.744 0.01057  
48 051014-12 9:58 30.2396 -88.1294 2.60 0.000 0.37 0.047 0.01715  
49 060327-05 11:15 30.3066 -88.2381 8.93 1.111 2.57 0.404 0.03545  
50 060327-06 10:55 30.2970 -88.1306 4.17 0.000 0.07 0.098 0.03059  
51 060327-09 10:15 30.4507 -88.0906 33.20 0.566 23.00 0.283 0.06421  
52 060327-10 9:55 30.4396 -88.0120 13.42 0.118 7.00 0.000 0.04712  
53 060327-12 9:30 30.4051 -87.9211 17.90 1.556 7.00 0.283 0.03464  
54 060327-13 9:10 30.3296 -87.8292 7.00 0.202 0.29 0.202 0.02528  
55 060327-14 8:45 30.2603 -87.8630 15.40 0.283 7.60 0.566 0.04554  
56 060327-17 8:06 30.2381 -87.9950 5.64 0.101 0.50 0.101 0.02492  
57 060418-01 9:10 30.4499 -88.0883 9.60 0.283 2.20 0.283 0.03119  
58 060418-02 9:35 30.4440 -88.0551 11.70 0.990 4.50 0.707 0.03930  
59 060418-03 9:55 30.4398 -88.0120 15.80 0.283 8.30 0.141 0.03846  
60 060418-04 10:25 30.3884 -88.0633 6.71 0.202 2.07 0.303 0.03393  
61 060418-05 10:40 30.3648 -88.0969 16.60 1.037 10.53 0.754 0.05107  
62 060418-06 11:00 30.3460 -88.0544 7.35 0.071 3.75 0.636 0.03271  
63 060418-07 11:15 30.3302 -88.0839 20.60 0.000 13.10 0.141 0.04242  
64 060418-08 11:20 30.3283 -88.0862 15.07 0.101 9.14 0.000 0.03924  
65 060418-09 11:40 30.2970 -88.1303 45.00 0.566 34.90 0.424 0.05913  
66 060418-10 11:55 30.2788 -88.0774 9.00 1.226 4.20 1.037 0.02812  
67 060418-11 12:10 30.2481 -88.0680 10.93 2.263 5.67 2.546 0.03788  
68 060418-12 12:55 30.2518 -88.0137 7.60 0.943 2.47 0.849 0.02871  
69 060418-13 13:10 30.2669 -87.9719 8.60 2.168 3.53 1.791 0.03659  
70 060418-14 13:25 30.2843 -87.9155 14.00 1.697 6.40 1.414 0.04033  
71 060418-15 13:40 30.2719 -87.8813 13.70 0.707 6.30 0.424 0.04075  
72 060418-16 13:55 30.2604 -87.8628 13.00 0.283 5.70 0.424 0.03997  
73 060418-17 14:10 30.2969 -87.8417 12.80 0.849 4.90 0.707 0.04125  
74 060418-18 14:25 30.3300 -87.8289 13.90 1.556 5.10 0.990 0.06078 Clouds 
75 060418-19 14:40 30.3676 -87.8573 18.80 0.283 9.70 0.424 0.05239 
Weeks 
Bay 
76 060418-20 15:05 30.4054 -87.9544 16.33 1.980 10.33 1.791 0.05689 Clouds 




78 060530-02 10:50 30.2958 -88.1273 8.92 0.354 2.75 0.118 0.02645  
79 060530-06 12:15 30.4490 -88.0873 6.30 0.141 0.00 0.000 0.03804  
80 060530-07 12:45 30.4394 -88.0115 7.70 0.141 0.50 0.141 0.04517  
81 060530-08 13:10 30.4047 -87.9207 8.50 0.141 1.10 0.141 0.04563  
82 060530-10 13:55 30.3319 -87.8279 8.20 0.000 1.00 0.000 0.04385  
83 060530-12 14:25 30.2605 -87.8466 9.20 0.283 0.80 0.566 0.05736 Clouds 
84 060530-15 15:15 30.2376 -87.9948 21.53 22.910 14.87 19.328 0.04212 
Fort 
Morgan 
85 060530-03 11:15 30.3303 -88.0542 8.50 0.141 1.00 0.283 0.06135 Clouds 
86 060530-04 11:35 30.3647 -88.0967 8.20 0.849 0.50 0.707 0.03663  
87 060530-05 11:50 30.4053 -88.0628 6.70 0.141 0.00 0.000 0.03762  
88 060530-09 13:30 30.3678 -87.8570 10.50 7.778 3.60 5.091 0.04938 
Weeks 
Bay 
89 060530-11 14:10 30.2970 -87.8415 7.40 0.283 0.00 0.000 0.04263  
90 060530-13 14:45 30.2844 -87.9163 6.00 0.566 1.10 0.424 0.05107 Clouds 
































Figure B3 Probability density functions of tide elevations at Dauphin Island and State Docks. 






















































High tide at DIS
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Figure B4 Joint distribution (thick solid line) of low tides below the MLLW (dashed line) and 
low water levels (thin solid line) at DIS.  
 
 
Figure B5 Joint distribution (thick solid line) of high tides above the MLLW (dashed line) and 

























































Figure B6 Joint distribution (thick solid line) of low tides below the MLLW (dashed line) and 



































Figure B7 Distributions of significant wave heights (top) and average wave periods (bottom) at a 






Figure B8 Distributions of significant wave heights (top) and average wave periods (bottom) at a 






Figure B9 Distributions of significant wave heights (top) and average wave periods (bottom) at a 









































































Figure B11 a: correlation between observed and modeled total water depth at station YSI; b: 
correlation between observed and modeled surface elevation at station Lower Bryant Landing, 
AL (LBL); c: correlation between observed and modeled surface elevation at State Docks station, 
AL (STD); d: correlation between observed and modeled surface elevation at Dauphin Island 
station (DIS) 



































































Figure B12 Comparison of current velocity during hurricane Ivan (2004)  
































































Figure B13 Plot of V2 and a as a function of φc (a) with decreasing ua/ub from 1.4 (stars) to 0.1 
with interval of 0.1; plot of V2 and α (b and c) as a function of ua/ub for φc =0 (b) and φc =π/2. α, 
thick line; V2, thin line; the red line illustrates the linear interpolation for approximating the 
integral solution of V2 for immediate ratio of ua/ub.  

































































Figure B14 a: plots of kbc/kb (a) and fcw (b) as a function of ua/ub with the parameter of bb Ak for 
φc =0 (solid lines) and φc =π/2 (dotted line) 







































Figure B15 True color image on April 14, 2004 
 






Figure B17 True color image on January 27, 2004 
 





Figure B19 True color image on September 18, 2004 after hurricane Ivan 
 





Figure B21 Regional-scale map of the MODIS estimated SSC  on September 20, 2005 (dark red 
















APPENDIX-C RELEVANT EQUATIONS 
C1. Governing equations 
The governing equations of the circulation model in the orthogonal curvilinear coordinate 
system are written as follows (Blumberg and Herring 1987; HydroQual 2002). 
The continuity equation: 







































































σω 1  
The Reynolds equation: 






































































































































































































































































Transport of temperature and salinity: 





































































where φ represents both temperature and salinity 
C2. The stability functions in TKE model 
( ) ( )












































































SS =  
The stability functions are computed algebraically from Brunt-Vaisala frequency (gradient 
of density) and turbulence parameters (Galperin et al., 1988). The empirical constants, A1, A2, 
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