Tweets exchanged over the Internet are an important source of information even if their characteristics make them difficult to analyze (e.g., a maximum of 140 characters; noisy data). In this paper, we address the problem of extracting relevant topics through tweets coming from different communities. More precisely we are interested to address the following question: which are the most relevant terms given a community. To answer this question we define and evaluate new variants of the traditional T F -IDF . Furthermore we also show that our measures are well suited to recommend a community affiliation to a new user. Experiments have been conducted on tweets collected during French Presidential and Legislative elections in 2012. The results underline the quality and the usefulness of our proposal.
INTRODUCTION
In recent years, the development of social and collaborative Web 2.0 underline the central and active role of users in Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. PLEAD'12, November 2, 2012, Maui, Hawaii, USA. Copyright 2012 ACM 978-1-4503-1713-9/12/11 ...$15.00. collaborative networks. Blogs to spread diaries, RSS news to track last information on a specific topic, tweets to publish social actions, are now extremely widespread. Easy to create and manage these tools are used by Internet users, businesses or other organizations to communicate about themselves. This data represents an important source of information that can be exploited in the decision making process. Indeed, decision maker can exploit these large volumes of information to automatically extract useful piece of knowledge.
Since its introduction in 2006, the Twitter website 1 has become so popular that it is currently ranked as the 10 th most visited site over the world 2 . Twitter is a platform for microblogging. It means that it is a system for sharing information where users can either follow other users who post short messages, or can be followed. In January 2010, the number of exchanged tweets reached 1.2 billion and more than 140 million tweets are exchanged per day 3 . In this context, different systems were proposed to analyze this flow of information [2, 9, 7] . The analysis of tweets can combine different types of information such as timeline and sentiment features [12] . In the context of blog and micro blog studies, specific features can be taken into account such as hashtags [1] . The normalization of these features by using specific heuristics [4] and speech recognition devices can improve the quality of the final result [5] .
The growing use of this technology starts to influence many aspect of the real life. One example of impact in real life is the use of social media in politics campaign [8] . Wellknown high-impact use of Twitter happened in the course of the 2008 U.S. election cycle, which resulted in the election of Senator Barack Obama. In this episode, it has been noticed how the candidates used the web and social media tools to connect to their followers and organize their campaigns. For instance, just between November 3rd and November 4th (election day), Obama gained over 10 The work presented in this paper is a part of the PoloP Project 5 (Political Opinion Mining) which aims to cope with the analysis of the evolution of French political communities over Twitter during 2012 both in terms of relevant terms, opinions, behaviors. 2012 is particularly important for French political communities dues the two main elections: Presidential and Legislative. Figure 1 presents the timeline with the main events related to this period. As we can notice the official campaign started in April even if the main candidates were known in December. The 6th of May was the final Presidential election where F. Hollande has been elected and the legislative elections were finished one month after.
In this paper we address the problem to select specific keywords for different communities over Tweet social media. In particular we develop our approach in the context of Political opinions analysis. We are particularly interested in the best measures to evaluate the most relevant terms for a specific community. Actually lots of efficient measures (e.g. T F -IDF , Okapi-BM 25) which are statistics have been proposed by the Information Retrieval or the Text Mining fields to extract the most representative words in documents. Our main contributions are the following:
• We propose two new measures and compare them with the well-known T F -IDF . These measures were specifically designed to better highlight the importance of terms for communities;
• We show how our measures are also very useful for assigning a new user interested in the domain shared by communities, i.e. political domain in our concern, to the appropriate community;
• We conduct experiments on more than 2,122,012 tweets from 213,005 users and particularly on six political parties in order to evaluate both the measures and the classification.
The remainder of this paper is organized as follows. Section 2 proposes the problem statement as well as a running example. New T F -IDF -based measures are defined to extract relevant terms used by communities are presented in Section 3. In Section 4 we present experimental results conducted to compare measures. Section 5 reports the results obtained when affecting a new user to a specific community. Finally, Section 6 concludes and presents future work.
PROBLEM STATEMENT
In this section we define our problem and we supply practical examples to illustrate our approach First of all we recall the main characteristics of tweets. Tweets are merely reduced to 140 characters. When a user follows a person, it receives all messages from this person, and conversely, when that user tweets all his followers will receive its messages. Tweets are associated with meta-information that cannot be included in messages (e.g., date, location ...) or included in the message in the form of tags having a special meaning: for example the tag @username means that you are sending a message to a particular user, the # topic assigns a specific topic, RT means that the message was retweeted, i.e. sent to all the followers. In the rest of the paper, we consider without loss of generality that a tweet is composed of terms and we use the word term and expression interchangeably. More formally a tweet is defined as follows: Let T = UT , {t1, t2, ...t k } where UT stands for the author id of the tweet T and ti is a term of the tweet. Here we do not make any assumption on the term (i.e., ti can be any meta information expressed in the tweet).
In this paper we focus on different communities. We consider a community as a set of twitter accounts belonging to people or organizations who share political opinions. There may be accounts of political figures, official accounts of political parties or accounts created during the campaign to support a candidate. But this may also be people who do not belong to a political party but that interact with account mentioned above. Let C = {C1, C2, ..., Cm} be a set of communities where m is the number of communities we are interested to follow. For every community Ci we assume that we are able to extract its user distribution, called DU i and its term distribution, called DC i . In other words, DU i stands for the users of a community and DC i stands for the set of terms used by users of a community.
The problem we address in this paper is the following. For a set of communities, C = {C1, C2, ..., Cm}, how to efficiently build TOPC i -K, the subset of DC i which corresponds to the K most specific terms for a specific community Ci with 1 ≤ i ≤ m.
In the rest of the paper we consider the following running example. We focus on tweets exchanged during the French Presidential election. In the beginning of April 2012, ten people were candidates. By analyzing the tweets expressed by politicians and followers of politicians, for instance, we have found out that the terms Change, Accommodations or Health were frequently used by the socialist party candidate Francois Hollande while President or Hollande, i.e. the name of the opposite party leader were extensively used by the Union of Popular Move- ment. Interestingly we would like to highlight some specific terms used by extreme parties. For instance, the term Revolution was used only by the Left Party. Furthermore by considering different time granularities we would like to highlight specific terms used for instance for a week preceding important events (e.g. political meeting, ...). More precisely, let us consider the following distribution of terms, denoted by ti for brevity, for the PS and the UMP: DP S = {t1, t12, t13, t14, t15, t16, t17, t18} and DUMP = {t1, t22, t23, t24, t25, t26, t27, t28}. We can notice that t1 belongs to both DP S and DUMP . The three most relevant terms in DC i can be:
• T OPP S -3 = {t1, t12, t17}
Here, we can notice that t1 can appear both in T OPP S -3 and T OPUMP -3. This is because this term is not used by all communities and then is becoming relevant for the PS and UMP among others.
EXTRACTING RELEVANT TERMS USED BY COMMUNITIES
In this section, we propose two measures to extract discriminant terms for a community, i.e. T OPC i -K. First of all, as these measures are T F -IDF -based we recall its definition. Second we introduce and justify the two new measures.
Traditionally, the T F -IDF measure (Term FrequencyInverse Document Frequency), introduced by [10] , gives greater weight to the discriminant terms. As a first step, it is necessary to compute the frequency of a term (Term Frequency) corresponding to the number of occurrences of the term in the document 12 . Thus, for the document dj and the term ti, the frequency of the term in the document is given by the following equation:
k n k,j where ni,j stands for the number of occurrences of the term ti in dj. The denominator is the number of occurrences of all terms in the document dj.
The IDF (Inverse Document Frequency) measures the importance of the term in the corpus. It is obtained by computing the logarithm of the inverse of the proportion of documents in the corpus containing the term. It is defined as follows:
where |D| stands for the total number of documents in the corpus and |{dj : ti ∈ dj}| is the number of documents having the term ti.
Finally, the TD-IDF is obtained as follows:
In [3] , in a very different context, we proposed a new measure called T F -IDF adaptative . This measure has been defined in order not to focus on the number of documents but rather to the number of documents for a specific class. So in our case, this measure seems well adapted to the concept of communities as it does not calculate the representative terms from the number of documents but rather from the desired community. Thus, we define IDF adaptive as follows:
where m stands for the total number of communities. |{C l : ti ∈ C l }| is the number of communities C l where the term ti appears.
Basically, usage TF-IDF on tweets can be very different than on other kinds of documents. As tweets are easy to write, it is clear that some users can overwhelm a community with a not shared topic or even by re-tweeting in an abusive way. To enhance the topics discussed by many users of the community, as opposed to a topic discussed many times by a small number of user within the community and to avoid this problem, we propose the T F -IDF adaptative normalize defined as follows:
With:
where |U C l | stands for the total number of users of the
j }| is the number of users of the community C l who use the term ti.
In the rest of the document we adopt the following notations:
• T F -IDF : the traditional measure of the T F -IDF which is independent of the communities;
a : the T F -IDF adaptative measure for a specific community Ci;
• T F -IDF C i a−n : the T F -IDF adaptative normalize measure for a specific community Ci.
EXPERIMENTS
In this section, we report experiments conducted on Tweets from the French Presidential and legislative elections. Our corpus has been constructed by using the Twitter API (Stream Api 13 ). It has been built by following 200 French political leaders from different parties cited in www.elus20.fr. The limit of 200 is due to the limitation of the API.
The streaming API retrieves in real time all tweets from the 200 accounts and all tweets which cite, retweet, mention or answer these leaders. In addition to the text message, a number of meta-informations are recovered by the streaming API (time and date, user's informations, location's informations, number of answers, number of retweet, ...).
The following preprocessing is performed on the tweets. Firstly, we keep the text, the user name (normally first name and last name), the user account name, and the date of sending. The different tags (i.e. RT, #, @) and links are then extracted from the message text and the language is 
For experiments, we have considered different time granularities: days, weeks and months. Actually the distribution of tweets over time can differ significantly, i.e. for some events lots of tweets can be sent in one day while sometimes the number of exchanged tweets is not significant for a long time. In our dataset, conducted experiments showed that evaluating results with the day granularity is useless since very often the number of tweets is not sufficient to expose a trend. Interestingly we noticed that there is no significant difference between weeks and months. So in the following reported results will focus on weeks. Obviously displaying all values for each week has a poor interest so results will be presented as an average of values for each week.
In the next sections we evaluate our measures both for intra and inter-communities. Our goal is to evaluate if our measures are well adapted to really extract significant terms.
Intra-community analysis
In this section, we aim at evaluating the most significant measure when addressing only users in a community. More precisely, here we do not compare terms among several communities. First of all, for each community and for every week, we extract the TOP-K terms varying K from 1, 10, 50 and 100 by using different measures. We then compute for each week percentage of overlap between pairs of the top-K measures and report the average overlap.
First of all we describe the results when comparing the two new measures with T F -IDF . Table 1 presents the comparison with T F -IDF C i a while Table 2 reports results with T F -IDF C i a−n . For example, in Table 1 , the first value 78% means that in the whole period there is on average of 78% of common terms, but that does not necessary imply that the overlapping is the same for every week. Interestingly we can note that even with a high value of K (i.e. 50 or 100), the proposed measures extract quite different terms. For instance the overlapping for the PS is 45%. That result is interesting since it shows that even if the two new approaches are based on T F -IDF they identify new terms. a . Here also we can notice that the overlapping is not so high for K = 100. The high percent of community FN found for K = 50 or and K = 100 is not significative in our experiments. This is explained by the fact that a very small number of terms were exchanged for this community every week. Actually in our dataset, we obtained only 474 tweets for this party over the period, an average of 18 tweets per week, representing no more than 4987 terms. Presented results also show that the normalization proposed by the T F -IDF C i a−n is useful since it emphasizes terms used by a small number of people, as opposed to to those used by the entire community.
Here we give an example of the ten most relevant terms for week 11 (March 12th to March 18th) for community UMP (Table 4) .
We can notice some terms present in our analysis:
• nouns and verbs: french, capital, wish
• Proper nouns: city (Lyon, Recy, Meaux), people (Hollande, Sarkozy)
• Hashtag: campaign slogan (#Lafranceforte), french media (#Lgj, #Pdc, #Dpda), official campaign hashtag (#Ns2012)
In this section we have shown that the three T F -IDF give different information, in the next section we investigate if there is the best T F -IDF to determine relevant terms of communities.
Inter-community analysis
In this section, we compare the proximity between communities according to different T F -IDF measures. We want to know which T F -IDF is the most discriminating of a community. A discriminating T F -IDF is a T F -IDF which returns for a given community some relevant terms not present among terms relevant for other communities. For each week we compare, for the different TOP-K, the percent of common words between communities according to T F -IDFc (Table 5) , then the percent of common words according to T F -IDF Ci a (Table 7) and finally the percent of common words according to T F -IDF Ci a−n (Table 8) .
We give an example of the most ten relevant terms according to T F -IDFc for the week 11 (Mars 12th to Mars 18th) for the six communities studied (Table 6 ). According to T F -IDFc (Table 5) , we see that communities PS and UMP share almost half of there TOP-50 (and TOP-100) most relevant terms. PS (and UMP) share almost a quarter of their terms with communities EELV and Modem. There are no proximity between other communities. We give an example of TOP-10 most relevant terms accord- According to T F -IDFa (Table 7) , we see that communities PS and UMP share the most of their TOP-50 (and TOP-100) relevant terms but T F -IDFa is more discriminating than T F -IDF because the percent of sharing is only 15%-18% instead of 43%-45% and there are no proximity with other communities.
Finally we focus on T F -IDF Ci a−n (Table 8) , we see again a proximity between communities PS and UMP. The results are worse than those obtain with T F -IDF Ci a .
Based on these findings, we believe that T F -IDF Ci a seems to be the best candidate for create TOPC i -K. In the next section we interest on an other dataset used for calculate TOPC i -K.
Datasets analysis
In previous experiments we considered that terms are: nouns, adjectives and verbs in their lemmatized forms as well as proper nouns (e.g. Hollande, Sarkozy), acronyms (e.g. PS, UMP) and hashtag (e.g. #FH2012, #NS2012). In the following we will call this dataset as "Dataset 1". Now we would like to evaluate if hashtags, proper nouns and acronyms are really useful. We then build a new dataset, called "Dataset 2", by keeping only terms (nouns, verbs and adjectives) in their lemmatized forms. Table 9 summarizes the difference and similarity of the two datasets.
We show in Table 10 the most TOP-10 relevant terms according to T F -IDF Ci a−n for community PS for week 12 (March 19th to March 25th). These dates have been chosen because at the same moment a dramatic event happened in Despite the fact that TOP-K issue from Dataset 1 and Dataset 2 are very different, we do not observe significant difference in intra-community analysis and inter-community analysis when comparing results from both dataset.
HOW TO ASSIGN A NEW USER TO A COMMUNITY?
In our experiments we address several issues. For example, we show that different T F -IDF -based measures give different results (Section 4.1) so there can be useful depending on the context. In our context of political community detection, we ask if there is a better measure to extract relevant terms of a community (Section 4.2). We conclude that an adaptive approach is very useful to extract relevant and specific terms for a community.
Contrary to our intuitions, we show in Section 4.3 that hashtag, proper nouns and acronyms does not help us to better determine community. They can naturally determine a community but not more nor less than common nouns, verbs and adjectives. There are few proper nouns, hashtag and acronyms which are specific to a single community.
With these findings we show how learning from tweet data we can attempt to determine a political community for users who are not necessary politicians, as follows:
1. For each week and each community we calculate TOP-K relevant terms according to T F -IDF Ci a .
2. We determine which is the most frequent community for this user for a given week by comparing the number of terms shared between user terms and different TOP-K.
3. Then we compute all the candidates for each week of this user and we assign the community that occurs most frequently.
We check 1,052 politically marked twitter accounts from the six main political communities. This set will be used 17 http://www.bbc.co.uk/news/world-us-canada-17426313 as test data. Selected users is considering as unambiguous. They all meet four requirements:
• Users are not used in the construction of TOP-K most relevant terms.
• They stated in their description a political preference (e. g. "support Nicolas Sarkozy", "activist PS", "Regional Councillor EELV")
• The description contains no semantic inconsistencies (e. g. "I support PS but I vote for Sarkozy", "Fan of NS2012 and FH2012")
• They sent more than 5 tweets
To avoid introducing bias, the user's description is used for manual classification where content of tweets is used for automatic classification.
First results seem satisfactory.
• If we focus on TOP-10, we classify 98.8% of users for a total of 93.7% assigned correctly.
• If we focus on TOP-50, we classify 99.9% of users for a total of 93.9% assigned correctly.
• If we focus on TOP-100, we classify 99.8% of users for a total of 94.3% assigned correctly.
We compute recall, precision and F-Measure (Table 11  and Table 12 ). It is interesting to note that results are improved if we select only users with more than 20 tweets (there are 678 users in our datasets).
• If we focus on TOP-10, we classify 99.9% of users for a total of 96.6% assigned correctly.
• If we focus on TOP-50, we classify 100% of users for a total of 96.5% assigned correctly.
• If we focus on TOP-100, we classify 100% of users for a total of 97.1% assigned correctly.
We compute recall, precision and F-Measure (Table 13  and Table 14 ). 
CONCLUSIONS
People participating in on-line forums, microblogging or discussing on social networks leave behind them digital traces of their opinion on a variety of topics. If we knew how to aggregate and cumulatively interpret this data, we could se them to determine communities of users. For those interested in shifts of public opinion, this provides an attractive possibility of mining the voice of the people and may eventually replace public opinion polling. An additional advantage of these applications is that they deliver the pulse of the community not only to decision makers, but to the community members themselves, and will likely become one of the tools of e-democracy.
On Twitter alone, there are hundreds of millions of messages exchanged each day. While there is considerable enthusiasm being expressed for the potential pro-social contributions that Web 2.0 applications might make to optimizing human creativity, incubating innovation, informing the public and reinvigorating democracy in the process, considerable challenges remain in regard to rendering this information useful to all Internet users. This paper focused on the study of tweets in the context of the Presidential and legislative French elections and proposed several measures that have been proven as efficient for extracting discriminant terms for communities. We also illustrated that extracted terms are very useful for automatically assign a user to a specific community.
The study discussed in this paper focuses on the TF-IDF weight. In future work, we can integrate this type of weight to enhance the matrix representation of tweet data. After applying this kind of weight for tweet features, a process based on Latent Semantic Analysis (LSA) can be performed [6, 13] . The result will be a compressed version of the original matrix of textual corpus. Eventually, the weights proposed in this paper can be combined with topic-modeling approaches [11] in order to predict the community of a tweet.
