The computationally expensive variable density and salt transport numerical models hinder the implementation of simulation-optimization routines for coastal aquifer management. To reduce the computational cost, surrogate models have been utilized in pumping optimization of coastal aquifers.
INTRODUCTION
Variable density and salt transport (VDST) numerical models are indispensable tools for simulating seawater intrusion (SWI) in coastal aquifers (Werner et al. ) . They have been effectively employed to improve understanding in real-world SWI problems (e.g., Gingerich & Voss ; Giambastiani et al. ; Kopsiaftis et al. ; Kerrou et al. ) . Additionally, the simulation of dispersive flow between seawater and freshwater by using VDST models, enables a more accurate management of groundwater abstraction in coastal aquifers (Pool & Carrera ) .
However, VDST models are computationally expensive, as is the case with most of the high-fidelity computer simulations. Hence, their use in iterative numerical tasks, such as sensitivity analysis or optimization, is hindered by the increased computational cost. To address this issue, several studies have employed data-driven surrogate modelling techniques either to partly or fully replace the computationally expensive VDST simulations (Sreekanth & Datta ) .
Examples of surrogate models in coastal aquifer management comprise artificial neural networks (e.g., Rao et al. expansions (Rajabi et al. ) , radial basis functions (RBFs) (Christelis & Mantoglou a) and fuzzy inference systems (Roy & Datta ) .
Typically, an initial set of input-output data from the physics-based models is used to train the surrogate models in order to attain a certain level of accuracy for predicting responses to unseen data (Solomatine & Ostfeld ) . It is unlikely though that a global accurate surrogate model can be constructed, given that the number of available simulations with the original model is usually limited due to computational restrictions (Forrester et al. ) . In certain coastal aquifer management studies, hundreds to thousands input-output patterns were used to construct an accurate surrogate model (Sreekanth & Datta ) . The use of large training patterns may lead to impractical computational cost, even for a VDST model with simulation runtimes of a few minutes.
Most coastal aquifer management studies have applied surrogate-based optimization (SBO) methods without prespecified restrictions on the overall computational budget.
The use of adaptive surrogate training frameworks has significantly reduced the associated computational burden ). However, the application of comprehensive SBO strategies which exploit information from the surrogate models in order to sample the expensive original model is rather limited in groundwater modelling and optimization (Asher et al. ) . Furthermore, it is debatable whether there is a benefit from the use of surrogate models in optimization problems of increased dimensionality and under limited computational budgets (Razavi et al. a) .
In the present paper, we address the effectiveness of surrogate modelling in pumping optimization of coastal aquifers, given a limited number of available simulations with the expensive SWI model. Two SBO frameworks are employed in order to solve single-objective pumping optimization problems. The first SBO algorithm utilizes a metamodel-embedded evolution framework which constructs RBF surrogate models for the constraints functions only. RBF surrogate models have been successfully applied in several SBO problems (Razavi et al. b) . The other is an advanced SBO algorithm, namely, ConstrLMSRBF (Regis ), which simultaneously deals with the objective function and the constraints of the optimization problem, by constructing RBF surrogate models for each one of them.
Our main contribution is the application and comparison of SBO methods on coastal aquifer management optimization problems under a very limited computational budget. Moreover, while the ConstrLMSRBF algorithm has been successfully applied on many synthetic test problems and on a large-scale optimization problem in the auto industry, this algorithm is applied for the first time in water resources optimization and for problems of pumping optimization of coastal aquifers. The goal is to investigate the performance of SBO algorithms for different dimensionalities of the decision variable space while imposing strong restrictions on the number of available simulations with the VDST model. The latter assumption is closer to realworld cases where coastal aquifer management problems involve computationally heavy numerical models of SWI.
The SBO algorithms are compared against direct optimization with the VDST model in order to evaluate the usefulness of constructing surrogate models in the case of limited computational budgets. We emphasize that our goal is not to run the algorithms until they find the global optimum since this is not realistic in the computationally expensive setting, and more so when the problems are high-dimensional. Instead, we wish to determine and compare how much progress the algorithms can achieve when the number of VDST simulations are very limited.
The rest of the paper includes four sections. The next section presents the SWI numerical model, the coastal aquifer model and the formulation of the pumping optimization problem. The description of the surrogate models and their implementation in SBO strategies follows in the next section. Then the optimization results are presented and the final section concludes with the findings of the present study.
METHODS

SWI modelling
VDST models utilize numerical codes which solve a coupled system of partial differential equations of flow and transport in order to simulate SWI (Voss & Souza ) . It is considered a complicated and computationally expensive numerical task mostly due to the spatial and time discretization requirements of the solute transport step (Werner et al. 
In the flow Equation (1) the equivalent freshwater head hf L ½ is the flow variable given by
is the gravity acceleration constant and z L ½ is the elevation above horizontal datum. The indices i, j represent the unit vectors in x and y directions, respectively, while n j represents the direction of flow and it equals 1 in the vertical direction and 0 for the horizontal directions. In transport Equation (2), the dimensionless relative concentration, c À ½ is the transport variable which varies between 0 and 1. It is linearly related to fluid density
under the assumption that the solute concentration of a fluid is
are the coefficients of freshwater hydraulic conductivity tensor,
fluid source/sink term per unit aquifer volume,
is a solute mass source/sink term and S s L À1 Â Ã is the specific storage. The Darcy flux term q i is expressed for freshwater properties as:
Coastal aquifer application model 
Formulation of the pumping optimization problem
The pumping optimization problem of the present work lies in the category of non-linear constrained optimization problems described as follows:
where f, g i represent the objective function and inequality constraint functions, respectively. The vector ξ takes values in the N-dimensional continuous space l, u ½ ⊂ R N .
to the constraints defined in Equation (4). It is assumed that the derivatives of f, g i are not available while the bound constraints define the search space of the optimization problem. The corresponding single-objective pumping optimization problem can be mathematically described as follows:
where Q i is the individual pumping rate of each pumping well and x c max i is the horizontal distance of the iso-salinity c max from the coast, as a function of pumping rates from each pumping well. The variable xw i refers to the pumping well location, while Q min and Q max define the lower and upper limits which pumping rates can take. Note that the dimension of the search space Q min , Q max ½ for this optimization problem is the same as the number of inequality constraints, which is given by M. The goal is to maximize (the reason for the negative sign in the objective function) the total groundwater extraction, subject to constraints which maintain the salinity levels in pumped groundwater at the specified limit of c max ¼ 35 mg=lt. Figure 2 illustrates a plan view of the simulated iso-salinity contours at the aquifer base, for a feasible vector Q of pumping rates. The optimization problem in Equation (5) can be translated to a bound-constrained optimization problem using penalty terms in the objective function. Thus, the objective function value is penalized every time that a constraint of the problem is violated. In this study, we have applied the following objective function penalty formulation:
where M v represents the number of pumping wells that the constraint is violated. The above formulation aims to attribute a separate score for each violated constraint while it involves the magnitude of violation through the squared difference between x c max i and xw i . The penalized objective function is also multiplied by M v to incorporate the number of constraint violations for a non-feasible vector Q. In the above formulation, the objective function is equal to the penalty function when the point is infeasible.
In the literature, it is more common to add the penalty function to the original objective function. However, in the computationally expensive setting, a practitioner would prefer to obtain a feasible point first, assuming none was initially available, given the limited number of simulations, and the above formulation facilitates this process. In contrast, when using the combined objective function plus penalty approach, one could get a good combined value without necessarily ever getting a feasible point. By using our approach, we focus on minimizing the penalty (i.e., getting a feasible point) first when a feasible point is not provided at the start. One potential drawback of this approach though is that the resulting objective function is discontinuous along the boundary of the feasible region and this could be a problem for traditional optimization methods. Fortunately, this is not an issue for the evolutionary algorithms used in this study, and besides, the Christelis & Mantoglou a, b). Thereinafter, the direct optimization approach with the SWI model will be referred to as VDST-EAS.
The surrogate model
The VDST-EAS approach may considerably increase the required computational effort to get an optimal solution.
In some cases, the VDST simulations can be very expensive so that only a small number of them can be utilized to estimate a feasible solution in reasonable computational times (e.g., Christelis & Mantoglou b) . In this section, surrogate models are proposed as an alternative method for attaining an improved optimal solution based on a specified number of simulations with the VDST model.
In the pumping optimization problem described in Equation (5) 
for each of the M inequality constraints. Here, ϕ r For the particular RBF model and training method used in this paper, the training error will always be zero, which means that the resulting RBF model passes through all the data points, that is, the surrogate model is an exact emulator. To obtain the coefficients in the above cubic RBF model for the ith constraint 
Under some simple conditions on the training points, namely, that the matrix P has full column rank, the interpolation matrix in the above system is guaranteed to be invertible (Powell  V DIST (Q). These scores vary from 0 to 1, with the preferred candidate points having scores closer to zero. Then, the next point where the simulation will take place is the valid candidate point Q that minimizes the value of:
where w RBF and w DIST are the weights for the two criteria and they satisfy w RBF þ w DIST ¼ 1. In the numerical experiments, these weights were fixed to w RBF ¼ 0:95 and w DIST ¼ 0:05 to put more emphasis on the RBF criterion.
This means that we put more emphasis on selecting a candidate point with good values of the RBF model predictions.
However, because the weight for the distance criterion is 
Problem settings
Four pumping optimization problems of different dimensionality were solved to test the performance of the Since the optimization methods of this study are based on stochastic operators, a set of 30 independent optimization runs is used for each approach in order to perform an adequate statistical comparison. In addition, for each independent optimization run a new initial population is generated which is applied to all the optimization methods to ensure the same starting conditions.
RESULTS AND DISCUSSION
The problems with 10 and 20 pumping wells are considered of moderate dimensionality and are grouped together. The problems with 30 and 40 pumping wells are considered of larger dimensionality and are also grouped together. Instead, these are the means of the best feasible values found so far, and this is why the curves tend to be smooth.
The error bars represent 95% t-confidence intervals for the mean. That is, the length of each side of the error bars is The goal is not to run algorithms until they find the optimal solution because this will take a long time (recall that each simulation is expensive). Rather, we wish to determine how much progress the algorithms can achieve given a very limited computational budget of 10 × M VDST simulations (i.e., 10 times the problem dimension), which is reasonable in the computationally expensive setting. Besides finding the global minimum of a general 40-D constrained optimization problem is not a realistic goal unless the problem has some special mathematical structure (e.g., convexity of the objective and constraint functions). This is because it will require an astro- 
CONCLUSIONS
A single-objective pumping optimization problem of coastal aquifers was solved using both direct and SBO methods.
The direct optimization (VDST-EAS) involved the combination of a VDST numerical model with an evolutionary algorithm. The two SBO methods were applied by utilizing the same surrogate models, namely, cubic RBF models. However, they were based on different update strategies for the surrogate model. The first (RBF-EAS) employed a classic prediction-based infill strategy (local exploitation) embedded in the same evolutionary algorithm with the direct optimization framework. The second (ConstrLMSRBF) was based on a comprehensive infill strategy which aims at both local exploitation and global exploration of the decision variable space.
To the best of our knowledge, this is the first time in coastal aquifer management that optimization problems of moderate and large dimensionalities are employed and VDST-EAS 5:0114 × 10 3 5:4526 × 10 3 5:2335 × 10 3 5:2181 × 10 3 18.6767 VDST-EAS RBF-EAS 3:365 × 10 À7 1:053 × 10 À9 4:089 × 10 À7 6:426 × 10 À8 VDST-EAS ConstrLMSRBF 5:158 × 10 À7 2:812 × 10 À9 9:561 × 10 À10 9:561 × 10 À10 RBF-EAS ConstrLMSRBF 0.994 0.799 0.0021 9:570 × 10 À10 compared for both direct and SBO methods, based on limited computational budgets. It is also the first time that a generic constrained SBO method (ConstrLMSRBF algorithm) is tested for single-objective pumping optimization problems of coastal aquifers. The results demonstrated an outperformance of the SBO methods against the direct optimization for the case of four different optimization problems with increased dimensionality (from 10 to 40 pumping wells). In particular, the ConstrLMSRBF algorithm is considered a promising SBO method for coastal aquifer management since it located the best solutions and demonstrated a robust performance for all optimization problems.
The ANOVA and multiple comparison tests confirmed the statistical significance of the differences in the sample means between the direct optimization and the SBO methods. Furthermore, the use of cubic RBF surrogate models facilitated the simple and fast treatment of a large number of constraint functions (up to 40). In fact, the RBF models produced a negligible computational cost to the optimization runs which is desirable in cases of limited computational budgets.
