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Abstract
The heavy fermion quantum critical point is one of the most puzzling problems in
the ﬁeld of highly correlated electrons. This is a quantum critical point separating a
non-magnetic heavy fermi liquid metal from an antiferromagnetically ordered metal.
The major problem facing us is the fact that, based on new experiments, these two
phases seem to collapse simultaneously at the quantum critical point, giving rise to a
drastic change in the fermi surface across the transition. In the quest for a toy model
to envision this simultaneous collapse, we study the Kondo-Heisenberg model on the
honeycomb lattice at half-ﬁlling. We study a ﬁxed point controlling the quantum
phase transition of a Kondo coherent phase to a critical phase called algebraic spin
liquid. Studying such a ﬁxed point has been proposed to be key to understanding
the quantum critical point in heavy fermions. The relativistic structure of the low-
energy theory is the hallmark of our theory. The critical theory, however, can only
be managed by extending the spin ﬂavors well beyond the physical up and down, a
technique known as the “large-N expansion”. We later approach the physical case of
SU(2) spins head-on and propose a novel idea to unify the distinct Kondo coherent
phase and antiferromagnetic phase. We propose destroying the Kondo phase by
proliferating Kondo vortices. We show that spin-triplets can be created by a Kondo
vortex because of the zero modes it generates at the chemical potential. This gives
us a nice picture that a magnetic transition can be driven by proliferating Kondo
vortices. We also identify a class of these spin-triplets that transform like a Ne´el
order. Due to the half-ﬁlled limitation of this model, however, this Kondo-vortex-
driven antiferromagentic transition is in the O(3) universality class. We also prove
that, starting from the pure Kondo lattice model, due to the charge-conjugation
symmetry, antiferromagentic Heisenberg exchange will be generated, and the pure
Kondo lattice model transforms to the Kondo-Heisenberg model we have studied. A
major asset of the model we have studied is that it can be simulated using a sign-
free quantum Monte Carlo method, and our analytical results can all be probed in
numerics. We present our preliminary numerical results for this model.
Thesis Supervisor: Professor Patrick A. Lee
Title: William & Emma Rogers Professor
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Chapter 1
Introduction
1.1 Background and motivation
Collective behavior of many body systems is of great interest in many areas of
science.[1] In the condensed matter physics, the particles may collectively organize
themselves in an ordered pattern. The list includes crystals, liquid crystals, super-
ﬂuids, superconductors, and Kondo insulators.[2] The word collective is sometimes
replaced with the word emergent to emphasize the novelty of the observed behavior.
Emergence can not be more ubiquitous as our own intelligence emerges from interac-
tions and connections of neurons in our own brain. We, in short, are surrounded by
emergent properties.
Landau made the major contribution in developing a framework for understanding
ordered patterns.[3] To classify and quantify the order that emerges he introduced
the concept of symmetry breaking and an order parameter. Now we can imagine
breaking diﬀerent symmetries and therefore having diﬀerent order parameters. The
comprehensive theoretical framework for studying the energetics of the ordered pat-
terns, and the phase transitions that can arise in the competition between them is
known as the Landau-Ginzburg-Wilson theory.[3, 4]
The more degrees of freedom a model has, the richer the variety of phases that
can occur in it. Kondo lattice model is an example of a model where a rich interplay
between charge and spin degrees of freedom can be exhibited. There are two ingredi-
ents in a Kondo problem: conduction (delocalized) electrons, and localized spins. We
denote the conduction electron spin by s and the localized spin by S. The localized
spin has a local antiferromagnetic (JK > 0) exchange with the conduction electrons
JKs · S, where JK is called the Kondo coupling.[5] In a Kondo lattice problem the
impurities are located on a lattice.
Let us for simplicity assume that there is one conduction electron per localized
spin. In the limit of a large Kondo interaction all conduction electrons form singlets
with the localized spins. No conduction electron is left to move and we end up with
an insulator called the Kondo insulator.
Now let us relax our assumption of one conduction electron per localized spin. The
large Kondo coupling limit is no longer an insulator. The remaining electrons/holes
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however have to move in a (background) Kondo-singlet environment. This movement
is not easy and results in a phase called heavy fermion phase as the eﬀective mass of the
quasi-particles moving in this environment becomes heavy. Furthermore the quasi-
particles are now a mixture of conduction electrons and localized spins. Therefore
both conduction electrons and localized spins participate in the Fermi surface formed
by Kondo coherent quasi-particles. Oshikawa has made this statement very rigorous
with his topological proof of the Luttinger theorem for Kondo lattices. [6]
Apart from Kondo singlet formation, there is another mechanism at play here.
The localized spins mediate an indirect magnetic exchange between each other due
to their Kondo interaction with conduction electrons. This interaction is known as
the RKKY interaction named after Ruderman, Kittel, Kasuya, and Yosida.[7, 8, 9]
Doniach argued that for small Kondo coupling the formation of a magnetic ordering
is favorable over the formation of a Kondo coherence.[10] The energy gains in each
phase is plotted in the Fig. 1-1. He therefore predicted a quantum phase transition
between a magnetically ordered phase and a Kondo coherent phase in Kondo lattice
models.
0.02 0.04 0.06 0.08 0.10 0.12 0.14
0.005
0.010
0.015
0.020
0.025
0.030
0.035
JK
TN ∼ J2KN(0)
TK ∼ exp
(
− 1
2N(0)JK
)
Figure 1-1: The Doniach picture of competition between Kondo screening and mag-
netic ordering. TK(TN) is to denote the onset temperature of the Kondo-coherence
(magnetic) formation.
The Kondo lattice model is realized in materials called heavy fermions. The
presence of both s/p and 4f/5f orbitals in these materials lead to an eﬀective low
energy description where s/p orbitals provide the conduction electrons and 4f/5f
the localized spins. The famous historic example is CeCu6,[11] where Ce sites in
the low energy Hamiltonian is replaced with localized spins, and therefore being
described by a Kondo lattice model. The word “low-energy” is key here since there
are charge ﬂuctuations on 4f Ce orbitals. However since the 4f orbitals are highly
localized the charge ﬂuctuations are very expensive and are only of concern in the
high energy/temperature limit.
In conﬁrmation of Doniach’s prediction, both Kondo coherence and magnetic or-
dering we described earlier is observed in heavy fermion materials. The heavy fermion
phase is well described by Landau fermi liquid theory, albeit with a huge ( as large
as 3 orders of magnitude) adjustment in the eﬀective mass.[12] We also know how to
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describe magnetically ordered patterns from the rich literature of insulating and itin-
erant magnets.[13] We note that antiferromagnetic (AF) ordering is a more common
type of magnetic ordering that occurs in heavy fermions.[14]
The ﬁeld of heavy fermions got a new life when striking deviations from Landau
fermi liquid theory in the quantum critical region above the AF quantum critical
point (QCP) was reported.[15, 16] The existence of the quasiparticles and a Fermi
surface in the Landau fermi liquid theory immediately implies a T 2 behavior for
resistivity for small temperatures. However what people observed was a striking
linear T dependance in the quantum critical region - shattering the framework of the
Kondo coherent quasi-particle descriptions.
JK
QCP
AF → 0
|b| = 0
T = 0 |b|
Hertz−Millis
AF
Figure 1-2: Hertz-Millis picture of AF quantum critical point in heavy fermions: The
AF transition happens inside the Kondo phase.
JK
T = 0
|b|
AF
AF → 0
0 ← |b|
Figure 1-3: Simultaneous collapse of AF and Kondo scales: A new paradigm for AF
transition consistent with the sudden jump in Fermi surface topology at the QCP see
in experiments. There are no established theories that explain why this simultaneous
collapse should happen. We need to ﬁnd a way to unify these two distinct phases.
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The theoretical prediction of an antiferromagnetic QCP in heavy fermions was
made by Doniach based on the competing paradigm of Fig. 1-1 . The critical theory
of this AF transition known as the Hertz-Millis theory [17, 18, 19] of heavy fermions
was a major development in the ﬁeld. The divergence of the correlations in time
at any quantum critical point, Hertz [17] argued in his pioneering work, has major
consequences in ﬁnite temperature. The ﬁnite temperature region, where quantum
eﬀects can be probed, is known as the quantum critical region. This is a region where
the ﬁnite size scale the temperature introduces in the (imaginary) time direction ξT =
1/T is much smaller than the quantum correlation time ξτ : ξT  ξτ . Experiments in
this region probe quantum eﬀects, as quantum correlations go beyond the temperature
scale. The quantum eﬀects therefore modify the T 2 resistivity, and other scaling laws,
in the quantum critical region.
Hertz-Millis theory however fails in explaning two key features of the new experi-
ments. [20] First of all, the anomolous corrections are not nearly enough to account
for the linear T resistivity. The next and much more important issue that came to
light recently is the fact that Fermi surface topology (and volume) undergoes a jump
at the AF QCP![21, 22] Shishido et al.’s title “A drastic change of the Fermi surface
at a critical pressure in CeRhIn5: dHvA study under pressure” is to capture this.[22]
This “drastic” change is in direct contradiction with the Doniach-Hertz-Millis frame-
work. In that framework the AF transition is only an AF transition, i.e. at the AF
QCP there is a ﬁnite Kondo amplitude. But a ﬁnite Kondo amplitude at the QCP
gaurantees a smooth change in the Fermi surface topology/volume.
Doniach-Hertz-Millis theory is essentially the general Landau-Ginzburg-Wilson
(LGW) paradigm applied to heavy fermions. Therefore we can think of the heavy
fermion quantum critical point as an experimental example where the LGW frame-
work fails. So the challenge we face is to study a QCP in which both Kondo and
AF scales collapse. The root of the challenge is that, in our present understanding,
destruction of the Kondo coherence has nothing to do with the emergence of AF or-
dering. They are just two completely diﬀerent phases which are competing with each
other and in this framework an overlap is unavoidable.
In this thesis we attempt to describe diﬀerent mechanisms to envision the simul-
taneous collapse of AF and Kondo scales. To give meat to our ideas, we focus on
the Kondo lattice model on the honeycomb lattice at half-ﬁlling. As we will see this
model, despite its simplicity, is very rich and may turn out to be the toy model of the
complicated heavy fermion problem.
1.2 Transition of the Kondo phase to a spin liquid
phase
The model we focus throughout this thesis is the Kondo-Heisenberg Hamiltonian
H = −t
∑
〈ij〉α
(
c†iαcjα + H.c.
)
+ JK
∑
i
si · Si + JH
∑
〈ij〉
Si · Sj , (1.1)
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where c†iα (cjα) is the conduction electron creation (annihilation) operator at the
lattice site i (j), with the spin ﬂavor α ∈ {↑, ↓}. The lattice sites i reside on the hon-
eycomb lattice. The model is shown schematically in Fig. 1-4. Conduction electron
spin si is given by
si =
1
2
c†iασαβciβ, (1.2)
where σ = (σ1, σ2, σ3) are the three Pauli matrices.
→
→→
→
→
→ →
→
→
→→→
→→
→
→
→
→
→
→→
→
→
→
JH
JK
t
Figure 1-4: The honeycomb lattice and the parameters t, JK , and JH deﬁning the
Kondo-Heisenberg model given by Eq. (1.1). Honeycomb lattice is not a simple
Bravais lattice – but one with a basis consisting of two sites, denoted here by empty
and ﬁlled sites, later identiﬁed as A and B sublattices.
To have a mean-ﬁeld picture of the Kondo coherent phase the localized spin Si is
written using fermions fi:
Si =
1
2
f †iασαβfiβ. (1.3)
However this description is only valid if the Hilbert space of f fermions is constrained
to the spin Hilbert space at site i : {|⇑〉i , |⇓〉i}. This constraint is enforced by de-
manding the total number of fermions at site i to be 1:
∀i :
∑
α
f †iαfiα = 1. (1.4)
As was explained in the previous section in the strong Kondo coupling limit the lo-
calized spins form Kondo singlets with conduction electrons. This strong coupling pic-
ture of Kondo-singlet formations is captured for the smaller Kondo couplings through
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the mean-ﬁled theory by mixing c and f fermions:
H˜ = −t
∑
〈ij〉α
(
c†iαcjα + H.c.
)
+ b
∑
iα
(
c†iαfiα + H.c.
)
, (1.5)
where the self consistent b is obtained by
b = −JK
2
∑
α
〈f †iαciα〉. (1.6)
b = 0 characterizes the Kondo coherent phase. Here we should point out that b = 0 is
an artifact of the mean-ﬁeld theory. This is because there is a U(1) gauge redundancy
fjα → eiφjfjα in the deﬁnition of localized spin Si [see Eq. (1.3)]. Since b is not gauge
invariant (as the U(1) rotation of the f rotate b), its expectation value must vanish
at the quantum level. In short, the gauge ﬂuctuations kill any gauge-dependent ﬁeld.
This intuitive statement is known as Elitzur’s theorem.[23]
However b ﬁeld can ﬁnd a nonzero amplitude |b|, as |b| is indeed gauge invariant.
To study this phase we choose a gauge where b = 0 is real. Of course at the end of the
day any gauge-invariant quantity we calculate will be insensitive to this gauge ﬁxing.
The gauge ﬁxing in the literature is known as the gauge symmetry breaking.[24] This
is of course a misnomer as no symmetry is broken here, as fjα → eiφjfjα is just a
redundancy in the deﬁnition of the localized spin. The Kondo insulator we deﬁned
exactly in the strong Kondo coupling limit is a very clear evidence for this misnomer,
as Kondo-singlet products does not break any symmetry!
We now switch back to the mean-ﬁeld theory. We ﬁnd the mean-ﬁled b in detail
for the honeycomb lattice in the next chapter. But let us ﬁrst motivate why the
honeycomb lattice is special by discussing the solution for a general lattice. It turns
out that for a general lattice the self-consistent b is proportional to
b ∼ exp
(
− 1
2N(0)JK
)
, (1.7)
where N(0) is the density of states of the conduction electrons at the fermi level.[20]
To avoid the “collision” of AF and Kondo scales shown in Fig. 1-1, thus ﬁnding an
alternative to Donaich’s picture, we need to ﬁnd ways to get around the survival
of Kondo phase down to zero Kondo coupling. With that goal in mind, Senthil et
al. [25, 26] proposed giving dispersion to f fermions by decoupling the Heisenberg
exchange JH
∑
〈ij〉Si · Sj through the RVB channel [27, 28]
χ
∑
〈ij〉α
(
f †iαfjα + H.c.
)
.
They argued that the f dispersion may lead to a ﬁnite coupling Kondo transition
b → 0, χ = 0. The phase with b = 0, χ = 0 turns out to be a U(1) spin liquid,
which is a phase where spins do not order and furthermore its low energy dynamics is
governed by a U(1) gauge ﬁeld.[29] The compact U(1) gauge ﬁeld emerges because of
18
the U(1) redundancy fjα → eiφjfjα in the deﬁnition of localized spin Si we mentioned
earlier. The quantum critical theory for the transition of the Kondo phase to a
U(1) spin liquid has not been studied in any speciﬁc model though. This is one of
the reasons that we chose to study the half-ﬁlled honeycomb lattice, as the Dirac
(relativistic) structure of its low-energy Lagrangian pave the way for such a critical
theory investigation.
What is so special about the honeycomb lattice at half-ﬁlling is that the Fermi
surface shrinks to Fermi points siting at the corners of the Brillouin zone. Therefore
the density of states at the Fermi level actually vanishes. Just by setting N(0) = 0
in Eq. 1.7 we can see that there has to be a ﬁnite coupling Kondo transition (even
without any f fermion dispersion).[30, 31] In chapter 2 we ﬁnd the self-consistent b
near this ﬁnite coupling JcK transition
b ∼ |JK − JcK |. (1.8)
To study the critical theory of this transition, we then construct the low energy
theory at JK = J
c
K . The absence of a fermi surface simpliﬁes the problem immensely
as the low energy ﬁelds now reside near just two (Dirac) points of the tight-binding
band labeled by {+,−} (shown in Fig. 1-5). As we drive in Chapter 2, the low energy
dynamics at the critical point is governed by the following Lagrangian
LE = Ψ¯αγµ∂µΨα + Φ¯αγµ (∂µ − iaµ)Φα
+ bΨ¯αΦα + b
∗Φ¯αΨα +
N
JcK
|b|2
+
N
2e2
(µνλ∂νaλ)
2 + Ng| (∂µ + iaµ) b|2 + · · · ,
(1.9)
where Ψ and Φ are 4-component low energy ﬁelds written in terms of the c and f
ﬁelds carrying the Dirac nodes indices {+,−} and the sublattice indices {A,B}. b
ﬁeld is the low energy Kondo ﬁeld (near zero momentum), and aµ is the non-compact
approximation of the compact U(1) gauge ﬁeld. γµ = (τ3,−τ1, τ2) has the Dirac anti-
commutation algebra, where τ i are the Pauli matrices acting in the A−B subspace.
The Dirac anti-commutation algebra
{γµ, γν} = 2δµν , (1.10)
gives a relativistic structure to the Lagrangian.
The approximation in replaing the compact U(1) gauge ﬁeld to the non-compact
one is only allowed if we can ignore the instanton ﬂuctuations of the gauge ﬁeld
– these are the ﬂuctuations where the ﬂux passing through the sample changes by
2π. One way to suppress these ﬂuctuations is to extend the spin ﬂavors from 2 to
N .[28, 32, 33, 34] This extension is very helpful since we can now study the ﬂuctuations
systematically in orders of 1/N – therefore making progress in understanding the
gauge and Kondo ﬁeld ﬂuctuations at the quantum critical point. In an important
paper, Hermele et al. argued that the instanton perturbations are suppressed beyond
some large N [33] – resting the controversy surrounding this issue. [35, 36] The
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Figure 1-5: The Brillouin zone of the honeycomb lattice. Corners of the Brillouin
zone are where the tight-binding gap vanishes. The two (independent) Dirac nodes
are represented by + and −.
controversy was originated by Polyakov’s groundbreaking work [37] which he proved
that the instanton perturbations, for a pure U(1) gauge theory in 2 + 1 dimensions,
always grow. However Hermele et al. [33] have concluded that beyond some large N ,
massless matter ﬁelds which are coupled to the gauge ﬁeld make this perturbation
irrelevant in the renormalization group terminology.
Apart from the stability of the ﬁxed point against instanton perturbations we also
have to study the stability against perturbations in the low-energy ﬁelds. In chapter
2 we study the stability of the ﬁxed point Lagrangian of Eq. (1.9) against these kind
of perturbations. We ﬁnd a representation of the symmetry group of high-energy
(lattice) Lagrangian in terms of the low-energy ﬁelds, known as projective symmetry
group.[38] We can then show that fermionic mass terms are now allowed because it
violates the microscopic symmetries.
An observation one can immediately make by looking at the Lagrangian LE is that
the symmetry group of the ﬁxed point Lagrangian is enlarged. For the physical case
N = 2 any rotation of the indices {+,−, ↑, ↓} is a symmetry of the Lagrangian. This
SU(4) rotation with its 15 generators has much higher symmetry than the SU(2) spin
rotation (3 generators), and lattice symmetries (4 generators) of the “high-energy”
Hamiltonian of Eq. (1.1). It “uniﬁes” many competing orders at the ﬁxed point, which
is to say any order that can be transformed with an SU(4) rotation into another order
has the same critical exponent at the ﬁxed point. The higher symmetry group and its
implications are discussed at great length in a paper by Hermele et al. aptly named
“Algebraic spin liquid as the mother of many competing orders”.
Important set of perturbations that does not violate the symmetry of the La-
grangian are kinetic terms that break the Lorentz symmetry. The Lorentz symmetry
might not originally be present to begin with as there are two Dirac velocities (for c
and f fermions) present in the problem:
vc = 3t/2,
vf = 3χ/2.
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In writing the ﬁxed point Lagrangian LE, we tuned to the vc = vf point as this
is the ﬁxed point that controls the transition. However we have to check and see
if breaking the Lorenz symmetry moves us away from the ﬁxed point or not. The
issue of stability is important since we want to control the transition by tuning just
one parameter, i.e. mass of the b ﬁeld or equivalently JK . Because of the Kondo
coupling bΨ¯αΦα + b
∗Φ¯αΨα, however, all space-time perturbations in the kinetic term
δµΨ¯αγµ∂µΨα+∆µΦ¯αγµ (∂µ − iaµ) Φα mix with each other. We ﬁnd the 6 dimensional
anamolous matrix coresponding to this Lorentz-symmetry-breaking perturbations and
determine that all the eigenvalues of this matrix is negative. The good news is that
the Lorentz symmetry survives as far as low energy physics is concerned. The details
of this calculation is given in Appendix A.
After stablishing the stability of the KI–ASL ﬁxed point, the next issue is to ﬁnd
the exponent ν
ξ ∼ 1|JK − JcK |ν
, (1.11)
characterizing the divergence of the correlation length at the critical point. The
correlation length is of course gauge-invariant. The ﬁelds Φ, b, and aµ, involved in
this calculation, however, are gauge-dependent. To make sure the validity of our
result we do this calculation in an arbitrary gauge and ﬁnd the gauge–independent
result
ν = 1 +
16
3π2N
, (1.12)
to the ﬁrst order in 1/N . This calculation is given in section 2.5.1.
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Figure 1-6: The schematic RG ﬂow for the Kondo insulator to algebraic spin liquid
transition. λn characterizes the instanton perturbations that changes the gauge ﬂux
by 2πn. δσ, and ∆σ are kinetic term coeﬃcients that break Lorentz symmetry, and
· · · to denote other irrelevant perturbations which are discussed in chapter 2. For
N large enough N > N1 both KI–ASL ﬁxed point and ASL ﬁxed points are stable -
resulting in a transition from Kondo insulator to U(1) algebraic spin liquid. is stable.
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In closing the discussion surrounding our ﬁxed point Lagrangian, we should point
out that embedded in LE is the QED3 Lagrangian
LQED3 = Φ¯αγµ (∂µ − iaµ) Φα +
N
2e2
(µνλ∂νaλ)
2
+ · · · , (1.13)
which has been studied extensively in the literature [39, 40, 41, 33, 34] This is the
low energy Lagrangian of a criticial phase called the algebraic spin liquid (ASL). ASL
is a class of U(1) spin liquids with a relativistic low-energy structure. Our problem
is richer since we have more matter ﬁelds. At the ﬁxed point the algebraic spin-
spin correlations have a diﬀerent exponent than the ASL phase. The change in the
exponent is caused by the massless b ﬁeld. Inside the algebraic spin liquid phase
where b = 0 is massive, however, the spin-spin correlation exponents of the QED3
ﬁxed point is recovered.[42, 34]
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Figure 1-7: The schematic RG ﬂow for a direct Kondo insulator to Neel transition.
λn characterizes the instanton perturbations that changes the gauge ﬂux by 2πn.
For N large enough N > N2 the KI–ASL ﬁxed point is stable against instanton
perturbations. However for N < N1 the ASL ﬁxed point itself is unstable and it may
ﬂow to a Neel ordered phase.
Now the question is why we should care about this ﬁxed point, and how is it
relevant to the direct transition of the Kondo phase to a Neel ordered phase? This
is the issue that was addressed in a series of works by Senthil et al.[25, 26, 43] In
analogy with Landau-Ginzburg-Wilson forbidden transitions in insulating magnets
[44, 45] they argued how this ﬁxed point can be relevant to the apparent simultane-
ous collapse of AF and Kondo scales at the heavy fermion QCP. The point is that
considering perturbations that changes the gauge ﬂux by multiples of 2π (the in-
stanton perturbations) can change the story dramatically. This can happen at some
intermediate N . It might be possible that our KI-ASL ﬁxed point is stable against
these instanton perturbations for some (large) N but the QED3 ASL ﬁxed point
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itself is unstable against those perturbations. This can happen because there is an
extra massless matter ﬁeld (i.e. the Kondo ﬁeld b) present at the KI-ASL ﬁxed point.
This scenario is sketched in Fig. 1-7. As can be seen starting at any point in the
ﬁgure (except for the stable KI-ASL direction) one either ends up in a Neel ordered
phase or a Kondo phase. Therefore a direct transition between a Kondo phase and a
Neel ordred phase is possible. The important point here is that the ﬁxed point that
controls this direct transition is indeed the KI-ASL ﬁxed point.
Our ﬁxed point also becomes “directly” relevant if one can actually see a KI to
ASL transition, which by itself is very interesting. Such a transition is specially
interesting since the ASL phase here is actually a metallic ASL phase – i.e. inside
the ASL phase the spin liquid is coupled to the Dirac liquid via the massive Kondo b
ﬁeld.
1.3 Kondo vortices, and zero modes: unifying the
Kondo and AF phases
Now we switch gears to approach the physical N = 2 problem directly. We explained
earlier than one major problem with the Doniach-Hertz-Millis framework is that the
destruction of the Kondo phase has nothing to do with the birth of magnetic ordering.
They are just two completely diﬀerent orders which compete with each other. Here
we outline a novel approach we have taken in unifying these phases.[46]
Let us take a step back and revisit the mean-ﬁeld theory again. This time we relax
the uniform Kondo and RVB ﬁelds and consider a more general quadratic Hamilto-
nian:
Hˆ2 = −t
∑
〈ij〉α
(c†iαcjα +H.c.) + χ
∑
〈ij〉α
(eiaijf †iαfjα +H.c.) +
∑
iα
(bic
†
iαfiα +H.c.), (1.14)
where we have relaxed the condition of a uniform b ﬁeld and a zero ﬂux gauge ﬁeld.
The minimum energy conﬁguration is the mean-ﬁeld case of course. But our strategy
here is to consider conﬁgurations (excitations) that causes the destruction of the
Kondo phase but at the same time gives rise to a magnetic phase.
With this goal in mind we study a class of excitations we call Kondo vortices.
As the name vortex would suggest, in a Kondo vortex, the Kondo amplitude at
the vortex core vanishes while far away from the core it takes a uniform value. To
minimize the energy a 2π gauge ﬂux must also be inserted in the vortex.[47] What
we ﬁnd in Chapter 3 is that these conﬁgurations all have one thing in common. In
the continuum limit they all give rise to zero energy modes. The zero modes are
labeled by 2 indices: nodal {+,−}, and spin {↑, ↓}. Thus there are 4 zero modes,
2 are brought from the negative energy states (Dirac sea) of the Kondo insulator
and 2 from the unoccupied states. The zero modes are discussed at great length in
Appendix D, but they are shown schematically in Fig. 1-8(b).
Zero energies are very special at half-ﬁlling. As we show in Appendix C for any
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Figure 1-8: 1-8(a) The schematic ﬁgure of the energy levels in the Kondo insulator
mean-ﬁeld state. The occupied states are colored by blue. N is the number of lattice
sites. There are two types of fermions {c, f}, and two spin ﬂavors {↑, ↓} – therefore
4N states in total, half of which is occupied. 1-8(b) The schematic ﬁgure of the
energy levels of the Hamiltonian of Eq. (1.14) in the presence of a KV background. 2
states from the Dirac sea and 2 states form the unoccupied states are brought to zero
energy, where the chemical potential is located. Due to charge conservation half of
these 4 zero modes has to be occupied. An example of this zero mode occupation is
shown in this ﬁgure. There are (4× 3)/2 ways to occupy these zero modes, and can
be categorized as 3 spin-triplet nodal-singlet, plus 3 spin-singlet nodal-triplet states.
conﬁguration of {χ, aij, bi} the average occupation number
〈c†iαciα〉 = 1/2
〈f †iαfiα〉 = 1/2.
Because of this (at half-ﬁlling) the chemical potential terms which we have ignored
so far (and in general had to be added to the Hamiltonian):
Hˆµ = −µc(
∑
iα
c†iαciα −N )−
∑
i
µfi (f
†
iαfiα − 1), (1.15)
actually vanishes. Therefore zero modes sit right at the chemical potential. Due to
charge conservation half of these 4 zero modes has to be occupied. In the absence
of zero modes, we are forced to occupy the Dirac sea with up and down spins and
the resulting state would be a magnetically featureless spin singlet state. However in
their presence, as can be seen in Fig. 1-8(b), we have the freedom to create a spin-1
state.
There are (4 × 3)/2 ways to occupy these zero modes. We classify these 6 KV
creation operators into spin-triplet nodal-singlet operators vi†ξ , and spin-singlet nodal-
triplet operators ui†ξ . These operators are constructed in section 3.4 [see Eq. (3.21)
and Eq. (3.22)]. Since we are interested in magnetically ordered phases we focus
on the spin-triplet operators. We in particular ﬁnd a class of these spin-1 operators
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(discussed at great length in section 3.5)
v− + v
†
− (1.16)
that transform like an AF order parameter on the honeycomb lattice. This is quite
novel as for the ﬁrst time we have been able to express an AF order, purely in terms
of a Kondo/gauge conﬁguration ﬁelds. We can therefore destroy the Kondo phase
by proliferating Kondo vortices, and at the same time create AF order, thus unifying
Kondo and AF phases.
To describe the universality class of the resulting AF phase transition it is conve-
nient to pass to a dual description [48, 49] directly in terms of the Kondo vortices.
As the Kondo hybridization ﬁeld b is coupled to a gauge ﬁeld, its vortices do not
have any long range interactions. Furthermore since two spin-1 vortex can annihilate
each other into a singlet state, the mass term v2ξ is allowed in the free energy. This
observation, as we show in section 3.6, will lead to the following free energy for AF
transition:
F = r Re(v−)2 + u Re(v−)4 + · · · , (1.17)
which describes an O(3) transition for Re(v−). This result is perhaps not unexpected,
because a charge gap exists on both sides of the AF transition and the notion of an
onset of Kondo screening is an artifact of mean ﬁeld theory.
Kondo vortex mediated AF transition is of course a complicated way to describe
a conventional O(3) transition. However the study of Kondo vortices may turn out
to be fruitful in predicating unconventional phase transitions in other Kondo lattice
models.
1.4 RKKY interaction and particle-hole symme-
try
The Heisenberg exchange JH
∑
〈ij〉Si · Sj was added by hand in our model Hamilto-
nian. In this section we describe how the antiferromagnetic (JH > 0) Heisenberg term
can actually be generated starting from the Kondo lattice model. This issue in the
honeycomb lattice is quite delicate since AF ordering does not break any lattice sym-
metry, and therefore there is no momentum associated with it. However as we discuss
in detail in section 4.2, the particle-hole symmetry guarantees an anti-ferromagnetic
RKKY interaction. The shrinkage of the Fermi surface to Fermi points furthermore
changes the asymptotic 1/R2 RKKY dependance (for largely separated impurities in
2 dimensions) to 1/R3 dependance.[50]
Let us ﬁrst brieﬂy discuss the RKKY interaction. Consider perturbing the tight-
binding Hamiltonian
Hˆ = −t
∑
〈ij〉α
(
c†iαcjα + H.c.
)
(1.18)
by
δHˆ = δJ(Si · si + Sj · sj) (|δJ |  t). (1.19)
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In perturbation theory the leading interaction induced by this term is
HˆRKKY = JijSi · Sj, (1.20)
where Jij is given by
Jij = −δ2J
∫
dτ
〈
s−i (τ)s
+
j (0)
〉
. (1.21)
We show in section 4.2, the particle-hole symmetry expressed for Grassmann ﬁelds
cia(τ)→ (−1)i c¯ia(τ), (1.22)
implies:
Jij
|Jij| = (−1)
i+j+1. (1.23)
In words the RKKY interaction has an AF alternating sign between same and opposite
sublattices.
To investigate the asymptotic form of the RKKY interaction we need to go to
momentum space and ﬁnd the spin susceptibility near the Dirac nodes. The delicate
issue we encountered here is that the expression for the spin susceptibility is actually
dominated by larger values of |q|. It turns out (see Sec. 4.3) that in the presence of
a sharp cutoﬀ Λ, the decay that phase integration causes (in going to real space) is
not strong enough to compensate the growth caused by |q|. This issue becomes more
severe in the continuum limit. In short the sharp cutoﬀ generates ripples that diverge
in the continuum limit. Since small |q| must dominate the large distance behavior,
we have to adopt a diﬀerent cutoﬀ scheme than the sharp cutoﬀ. We took diﬀerent
smooth cutoﬀ schemes in section 4.3 to obtain the “universal” (cutoﬀ independent)
results:
JAB(R−R′) = 3δ
2
J
64π
1 + cos
(
2kD · (R−R′)
)
|R−R′|3 , (1.24)
JAA(R−R′) = −δ
2
J
64π
1 + cos
(
2kD · (R−R′)
)
|R−R′|3 . (1.25)
The signs above agrees with the “high-energy” lattice results we presented in Eq. (1.23).
In section 4.3.2 we also discuss the RKKY interaction for impurities which sit at the
center of plaquettes. We refer the reader to section 4.3.2 for this discussion. We
should point out that our result (and the theorem we proved) is in disagreement
with what has been reported prior to our work concluding a ferromagnetic RKKY
interaction.[51]
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1.5 Sign-free quantum Monte Carlo: preliminary
results
The half-ﬁlled honeycomb lattice provided the simplicity to give rigor to some novel
ideas in addressing the problem of heavy fermion quantum critical point. The other
major strength of this model is that these ideas and our analytical results can actually
be probed by doing a sign-free quantum Monte Carlo.
This is quite an asset as most model Hamiltonians in the ﬁeld of highly corre-
lated electrons can not be simulated because of the notorious sign problem. Kevin
Beach [52] in his thesis has outlined a state of the art sign-free quantum Monte Carlo
for a large class of problems which include Kondo lattice models on bipartite lattices
at half-ﬁlling.
The model we simulate is the pure Kondo lattice Hamiltonian
H = −t
∑
〈ij〉α
(
c†iαcjα + H.c.
)
+ JK
∑
i
si · Si. (1.26)
We know from the RKKY discussions of the previous section that the small JK  t
coupling ground state is an antiferromagnet. We also know that the large Kondo
coupling is a Kondo insulator (KI). We are interested in the nature of the phase
transition between the Kondo insulator and the antiferromagnet (AF).
A non-trivial non-magnetic phase like algberaic spin liquid can be stabilized due
to this competition. A direct transition between the KI and AF is also a possibility.
These two scenarios are mentioned in Sec. 1.2, and discussed at length in chapter
2. The other possibility is an O(3) magnetic transition. However there will be some
interesting signatures if this O(3) transition is caused by proliferation of Kondo vor-
tices. For example, Kondo vortices may cause the formation of some bound states in
the Kondo insulator gap which should be seen in the spectral weight data.
In chapter 5, we present our preliminary results, which clearly shows the AF
phase for small Kondo coupling, and a second order magnetic transition at the Kondo
coupling around JK/t ≈ 1.3. At this point we do not know what the nature of this
phase transition is.
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Chapter 2
Kondo insulator transition to a
metalic algebraic spin liquid
2.1 Introduction
The interplay between charge and spin degrees of freedom has been a focus of research
in complex materials such as cuprates and heavy-fermions.[53] The clearest example
of this interplay is the quantum critical point seen in many heavy-fermion materials.
At zero temperature, the heavy Fermi liquid (HFL) phase disappears exactly at a
point where the anti-ferromagnetic (AF) magnetic ordering grows. Non-Fermi liquid
behaviors are seen in the quantum critical region, i.e. the V-shaped region above this
critical point.[53] The theoretical understanding of why these two seemingly diﬀerent
phases, i.e. AF ordered and heavy fermi liquid, should collapse at one point and a
clear understanding of the non-Fermi liquid behaviors in the quantum critical region
are poor at the moment.
It is by now understood that the spin density wave approach to understand the
quantum critical point in heavy-fermions, known as the Hertz–Millis theory [17, 18,
19], only accounts for small deviations from Fermi liquid theory. New theoretical
approaches for understanding the quantum critical heavy-fermions are needed.
In an attempt to ﬁnd an alternative for the Hertz–Millis theory, Senthil et al.
proposed recently that the AF–HFL transition might be controlled by a spin liquid
ﬁxed point with dangerously irrelevant perturbations. [25, 26, 43] This picture is very
similar to the Deconﬁned quantum critical point in the context of the second order
phase transition between Ne´el and valence bond solid (VBS) ground states. [44, 45] In
that case the transition to VBS happens due to the existence of an unstable spin liquid
on the magnetically disordered side of the critical point. Deconﬁned quantum critical
points open up the possibility of second order phase transitions between “unrelated”
phases like AF and HFL. It also has the advantage of giving a plausible scenario for the
non-Fermi liquid behavior seen in experiments in heavy fermion materials. This view
has had some successes in explaining some of the experimental observations.[54, 55]
In this chapter, we further explore this point of view.
In search for a microscopic model that provides this type of quantum critical point,
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we study the Kondo–Heisenberg model on the honeycomb lattice at half-ﬁlling. The
heavy fermion quantum critical point in this model is simpliﬁed. It corresponds to
a point, where both charge gap and spin gap vanishes. This model is given by the
following Hamiltonian (JK > 0, JH > 0):
Hˆ = −t
∑
〈ij〉α
(
c†iαcjα + H.c.
)
+ JK
∑
i
si · Si + JH
∑
〈ij〉
Si · Sj , (2.1)
where i and j live on the honeycomb lattice sites and α ∈ {↑, ↓} is the spin index.
The si and Si denote the conduction electron spin and the localized spin at the site
i respectively. What makes the honeycomb lattice very interesting to study is the
fact that the Kondo gap vanishes at a ﬁnite coupling constant even as JH → 0. This
is due to the fact that, in contrast to the square lattice, the density of states of the
conduction electrons vanishes at the Fermi level.[30]
The Kondo–Heisenberg model on the honeycomb lattice at half-ﬁlling is also in-
teresting, because it can be studied by quantum Monte Carlo without the fermion
sign problem.[56, 57] In this connection we mention the quantum Monte Carlo study
of the Kondo lattice model (JH = 0) on the square lattice by Assaad.[56] He found a
quantum phase transition of the AF ordered ground state to a disordered one caused
by the Kondo exchange. The quasi-particle gap however did not vanish at the tran-
sition point, 1 i.e. the magnetic transition happened inside the KI phase. This made
the transition a magnetic transition belonging to the O(3) nonlinear sigma model
universality class. Note that the nested Fermi line of the tight-binding band provides
the instability towards AF at (π, π) even in the absence of the Heisenberg exchange
JH . In contrast the honeycomb lattice tight binding band has Fermi points in the
corner of the Brillouin zone called the Dirac points. This causes the nesting to be
extremely weak as compared to the perfectly nested lines of the Fermi line in the
square lattice. We discuss the RKKY interaction in the half-ﬁlled honeycomb lattice
in Chap. 4.
Next we consider diﬀerent scenarios for the ground state phase diagram of our
model, where we consider varying JK (t = 1), keeping JH to be small. In the limit
JK  JH , the Heisenberg exchange dominates and will lead to Ne´el ordering with
opposite spins on the AB sublattices of the honeycomb lattice.
In the ﬁrst scenario, sketched schematically in Fig. 2-1(a), the ﬁnite coupling
Kondo transition is to a magnetically disordered ground state (spin liquid). In this
scenario the AF ordered ground state does not survive up to the KI transition point
for suﬃciently small JH . The Kondo physics has stabilized a spin liquid ground state
in the region between the KI and AF ground states. The charge gap closes at Jcr1K , as
the KI gives way to a semi-metal. The spin gap may or may not be ﬁnite, depending
on the nature of the spin liquid. As JK is further reduced a transition to the Ne´el
phase occurs. This scenario will of course be very exciting, if a spin liquid can indeed
be stabilized as the ground state over some parameter range.
The other exciting possibility is that a continuous transition between two distinct
1See Fig. 6 of the mentioned Assaad’s paper.
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Figure 2-1: 2-1(a) A scenario for the zero temperature phase diagram of the Kondo–
Heisenberg Hamiltonian on the honeycomb lattice at half-ﬁlling [given by Hamiltonian
Eq. (2.1)] as a function of JK (t = 1). In contrast to the same model on a square lat-
tice, Kondo gap denoted schematically by the dotted-dashed line vanishes at a ﬁnite
coupling constant Jcr1K . The weak nesting of the Dirac nodes of the honeycomb lattice
makes the KI transition to a spin liquid ground state plausible. 2-1(b) Another sce-
nario for the zero-tempreature phase diagram for the Kondo–Heisenberg Hamiltonian
at half-ﬁlling on the honeycomb lattice for some (maybe “ﬁne tuned”) Heisenberg
exchange JH as a function of JK . In contrast to the same model on a square lattice,
both the quasi-particle gap denoted schematically by the dotted-dashed line and Ne´el
order paramater denoted by the solid line vanishes at JK = J
cr
K .
orders (AF and KI) exists over a ﬁnite parameter range. This scenario is sketched
schematically in Fig. 2-1(b). In this scenario SL is unstable to Ne´el ordering. This will
be an example of the deconﬁned quantum critical point mentioned earlier. Finally,
scenarios in which an overlapping region, where a Ne´el state coexists with the Kondo
insulator (similar to the square lattice result of Assaad [56]); or a ﬁrst order transition
can not be ruled out. With these motivations we now sketch an outline of this chapter.
In this chapter we begin by a mean-ﬁeld study of the Kondo–Heisenberg model
Eq. (2.1) on the honeycomb lattice. We adopt a fermionic representation for localized
spins. We make a mean-ﬁeld decoupling of Si · Sj in the fermionic hopping channel.
This is sometimes referred to as the resonating valence bond (RVB) decoupling. The
Kondo interaction is decoupled in the usual mean-ﬁeld way with the hybridization
“order parameter” b = −JK
2
〈∑a f †iαciα〉. The nonzero b will correspond to the KI
phase, where the gap in the dispersion is proportional to |b|. For any JH > 0 we ﬁnd
a continuous transition between the KI (b = 0) and a spin liquid state (see Fig. 2-2).
This spin liquid is characterized by Dirac fermions coupled to U(1) gauge ﬁeld, and
has been called the algebraic spin liquid (ASL), because the spin correlation decays
as a power law and spin excitations are gapless.[42]
As mentioned earlier, in the JK  JH limit, localized spins will be Ne´el ordered,
as our mean ﬁeld decoupling can not capture the Ne´el ordered phase. 2 Here we
2The issue is that for decoupling the localized spin interactions - in the large N expansion - one
either uses the Schwinger boson representation or the fermion representation. KI is absent in the
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proceed with the assumption that the phase diagram is given by Fig. 2-1(a) and our
main interest is to study the KI to SL transition. For this purpose the RVB decoupling
is a reasonable starting point.
Figure 2-2: The mean-ﬁeld phase diagram of the Hamiltonian given by Eq. (2.1) in
the JK—JH space (t = 1). For any JH > 0, we ﬁnd a transition from the KI to the
algebraic spin liquid.
The rest of the chapter is devoted to studying the critical properties of the ﬁxed
point that controls the transition from the KI to ASL. We note that neither phase
breaks any physical symmetry, so that the transition is not described by the stan-
dard Ginzburg-Landau-Wilson critical point. What changes at the transition is the
dynamics of an emergent gauge ﬁeld. The emergent gauge ﬁeld is conﬁned in the KI
phase and it is deconﬁned in the ASL phase.
In Sec. 2.2.2 we generalize our model by letting the spin indices to run from 1 to N
rather than just “up” and “down” . The saddle point approximation (i.e. the mean-
ﬁeld) becomes exact as N → ∞. In Sec. 2.3 we derive the low-energy Lagrangian
density which sets the stage for a systematic 1/N expansion.
Section 2.4 develops the propagator for the Kondo ﬁeld b, and the gauge ﬁeld aµ
in the leading order. The Kondo ﬁeld propagator can be tuned to a massless point
at JK = J
cr
K . In the J > J
cr
K regime the b ﬁeld condenses to |b| and we will be in the
Higgs phase where the gauge ﬁeld is massive. This is nothing but the Kondo physics,
where the excitation gap is proportional to |b|. In the J < JcrK regime the Kondo
ﬁeld is not condensed, and is massive. The physics is described by Dirac fermions
coupled to a U(1) gauge ﬁeld. This ﬁeld theory, known as QED3, has been studied
extensively[42, 33, 34, 39, 40], and is understood to be an algebraic spin liquid due
to algebraic correlation of spins.[42] This phase is believed to be deconﬁned.[33]
Section 2.5.1 contains the main technical calculation of this chapter. We calculate
the exponent ν, which describes the diverging length scale of the transition. We
consider a relativistic ﬁxed point, which allows us to adopt standard ﬁeld theory
methods. In Sec. 2.5.2 we calculate the decay exponent of the staggered localized
spin. In Sec. 2.6 we show that the relativistic ﬁxed point is stable and is therefore
the appropriate ﬁxed point to study for the transition.
former formalism and AF ordered phase is absent in the later one.
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2.2 Finite Coupling Kondo Transition
2.2.1 Mean-Field Transition
Our starting point is the Hamiltonian
Hˆ = −t
∑
〈ij〉α
(
c†iαcjα + H.c.
)
+ JK
∑
i
si · Si + JH
∑
〈ij〉
Si · Sj , (2.2)
where i and j live on the honeycomb lattice sites and α ∈ {↑, ↓} is the spin index.
The si denotes the conduction electron spin at the site i and the capital Si denotes
the localized spin at the site i and they both are SU(2) spins with an SU(2) spin
algebra. The conduction electron spin is given by
si =
1
2
c†iασαβciβ, (2.3)
where σ = (σx, σy, σz) are the Pauli matrices. We adopt a fermionic representation for
localized spins, where their Hilbert space {|⇑〉i , |⇓〉i}, is constructed using Fermionic
operators:
|⇓〉i = f †i↓ |0〉 ,
|⇑〉i = f †i↑ |0〉 .
(2.4)
The anti–commutation relation:
{f †iα, fjβ} = δαβδij (2.5)
together with
Si =
1
2
f †iασαβfiβ (2.6)
will result in the SU(2) commutation relations for spin Si. However, the Hilbert space
of the localized spin Si is restricted to only two elements: {|⇑〉i , |⇓〉i}. Therefore iden-
tifying localized spin by fermionic operators given by Eq. (2.6) has to be accompanied
by the constraint ∑
α
f †iαfiα = 1. (2.7)
Combining Eqs. (2.3) — (2.7); together with the following identity for the Pauli
matrices
σα1β1 · σα2β2 = 2δα1β2δβ1α2 − δα1β1δα2β2 (2.8)
one ﬁnds a fermionic representation of the spin–spin interactions in the Hamiltonian
33
of Eq. (2.2):
si · Si = −1
4
[(
c†iαfiα
)(
f †iβciβ
)
+ H.c.
]
+
1
4
, (2.9)
Si · Sj = −1
4
[(
f †iαfjα
)(
f †jβfiβ
)
+ H.c.
]
+
1
4
, (2.10)
where the sum over the spin indices is understood.
The four-fermion interaction terms of Eqs. 2.9 and 2.10 will be replaced in the
mean-ﬁeld (MF) simpliﬁcation by a quadratic interaction:
Aˆ = Aˆ1Aˆ2 → 〈A1〉 Aˆ2 + Aˆ1 〈A2〉 − 〈A1〉 〈A2〉 , (2.11)
where Aˆ denotes a generic four-fermion interaction term. To make the interaction
quadratic one has to ignore (A1 − 〈A1〉)(A2 − 〈A2〉). So the mean-ﬁeld parameters
have to satisfy the self-consistency condition:
∂FMF
∂ 〈Ai〉 =
〈
Aˆi − 〈Ai〉
〉
= 0. (2.12)
We make the interaction terms given by Eqs. (2.9) and (2.10) quadratic by choos-
ing the following mean-ﬁeld parameters:
−JK
2
∑
α
〈
c†iαfiα
〉
= |bi|eiθi, (2.13)
−JH
2
∑
α
〈
f †iαfjα
〉
= |χij |eiaij . (2.14)
The ﬁrst parameter |bi|eiθi lives on sites. The second parameter |χij |eiaij lives on links.
We assume that these parameters have a constant magnitude throughout the lattice.
When they take a non-zero value, small deviations from their “constant” magnitudes
cost energy: they are locally stable. |bi| = b = 0 corresponds to the Kondo insulator
phase, where the gap in the excitations is proportional to b. We also note that the
conventional decoupling of Si · Sj leads to the anti-ferromagnetic order parameter
〈Siz〉. In this chapter we adopt the alternative decoupling of Eq. (2.14), which is
often called the RVB (Resonating Valence Bond) decoupling. RVB decoupling leads
to a spin liquid state.
The U(1) gauge freedom in deﬁning f gives the freedom to eliminate θi by the
following gauge transformation:
fiα → eiθifiα,
aij → aij + (θi − θj) .
(2.15)
This transformation leaves the total ﬂux modulo 2π∑
 aij (mod 2π) (2.16)
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through any closed loop invariant. Next we make a choice χij = χ where χ is real.
This choice corresponds to the case where the total ﬂux through each hexagon modulo
2π is zero.
Our mean-ﬁeld choices result in the following mean-ﬁeld Hamiltonian:
HˆMF = −t
∑(
c†iαcjα + H.c.
)
+ b
∑(
f †iαciα + H.c.
)
+ χ
∑(
f †iαfjα + H.c.
)
+N
(
2b2
JK
+
3
JH
χ2
)
,
(2.17)
where N is the number of sites. The diﬀerent coeﬃcients of the constant terms are
due to the fact that there are 2 sites as opposed to 3 links per unit cell. We also
mention that, at the mean- ﬁeld level, the constraint given by Eq. (2.7) is enforced
on average by having a chemical potential for f fermions. This chemical potential is
zero due to f-fermions particle-hole symmetry.
From HˆMF , the MF free energy can be calculated numerically. MF parameters
satisfying the self consistency condition are then obtained. The numerics conﬁrm the
ﬁnite coupling Kondo transition in a background χ, for any JH > 0. Next we show
this ﬁnite coupling Kondo transition analytically and ﬁnd the exponent β
|b| ∝ (JK − JcrK )β, (2.18)
by focusing on the low-energy theory near the Dirac nodes.
We focus ﬁrst on the c electrons kinetic term −t∑(c†iαcjα + H.c.) . We do the
Fourier transformation
cA(k) =
1
N
∑
R
eik·RcA(R) (2.19)
where R are the Bravais lattice vectors and cA(R) is the conduction electron annihi-
lation operator at the A sublattice site of the unit cell positioned at R. The similar
transformation is done to get cB(k). Conduction electrons kinetic term in momentum
space will take the form:
−
∑
〈ij〉
tc†icj + H.c. = −t
∑
k
Γ(k)c†A(k)cB(k) + H.c., (2.20)
where
Γ(k) = 1 + eik·(η2−η1) + e−ik·(2η1+η2), (2.21)
and η1 = l(1, 0) and η2 = l(−1/2,
√
3/2) are two of the three vectors that connect A
sublattice sites to nearest neighbor B sublattice sites. l is the length between nearest
neighbor sites which will be set to the unit length: l = 1.
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Figure 2-3: The Brillouin zone of the honeycomb lattice. Corners of the Brillouin
zone are where the tight-binding gap vanishes. The independent low-energy modes
are denoted by the ﬁlled-circles around the two Dirac nodes ±kD.
Γ(k) vanishes at the Dirac nodes ±kD, which is given by
kD =
(
0,
4π
3
√
3
)
. (2.22)
Near the nodes as schematically represented by the ﬁlled circles in the Fig. 2-4,
Γ(±kD + q) is given by
Γ(±kD + q) = 3
2
(iq1 ∓ q2) +O(q2). (2.23)
To write the conduction electron kinetic term near the Dirac nodes, we use the fol-
lowing notation, which will also be helpful in Sec. 2.3:
ψ±(q) ≡
[
cA(±kD + q)
cB(±kD + q).
]
(2.24)
After collecting Eqs. (2.20) — (2.24), we get
−
∑
〈ij〉
tc†icj + H.c. ∼
3t
2
∑
q
ψ+(q)
†(q1τ2 + q2τ1)ψ+(q)
+
3t
2
∑
q
ψ−(q)†(q1τ2 − q2τ1)ψ−(q),
(2.25)
where “∼” is used, since in contrast to Eq. (2.20) the momentum sum is restricted to
be near the Dirac nodes, and τ are Pauli matrices acting in A− B ﬂavor space.
Next we obtain the energy dispersion near the node +kD. The MF Hamiltonian
in momentum space and near the node +kD, denoted by Hˆ+(q), is given by
Hˆ+(q) =
[
ψ+(q)
† φ+(q)†
]H+
[
ψ+(q)
φ+(q)
]
, (2.26)
where we have dropped the constant term of Eq. (2.17) and we have used a similar
36
notation as in Eq (2.24) for the f fermions:
φ±(q) ≡
[
fA(±kD + q)
fB(±kD + q)
]
. (2.27)
The 4× 4 matrix H+ is given in block form by
H+ =
[
vc(q1τ2 + q2τ1) b
b −vf (q1τ2 + q2τ1)
]
, (2.28)
where vc and vf are given by:
vc =
3
2
t,
vf =
3
2
χ.
It will be clear why notations vc and vf is used shortly. It is straightforward to
diagonalize the above matrix. The four eigenvalues are given by:
e(q) = ±
[
(vc − vf )|q| ±
√
(vf + vc)2q2 + (2b)2
]
/2. (2.29)
We have dropped the subscript + from e(q), since the dispersion near the other node
is the same.
To understand the above dispersion better, we mention its behavior in diﬀerent
regimes:
• b = 0. The MF Hamiltonian has two decoupled parts: kinetic terms for the
conduction electrons and for f fermions. In this case the 4 eigenvalues near the
nodes become ±vc|q| and ±vf |q|. They are the massless Dirac dispersions for
conduction electrons c and fermions f with velocities vc and vf respectively. The
phase with b = 0 is an algebraic spin liquid phase as will be clear in Sec. 2.5.2.
This is closely related to the work of Rantner and Wen, where Dirac fermions
coupled to a gauge ﬁeld was found to be an algebraic spin liquid.[42]
• vf = vc, b = 0. The dispersion is the massive relativistic Dirac dispersion
e(q) = ±
√
v2cq
2 + b2, (2.30)
where each eigenvalue is doubly degenerate. |b| is the mass of our relativistic
quasi-particles. In Sec. 2.3, we will see that the low-energy theory, in the limit
vf = vc, is Lorentz invaraint. The above relativistic dispersion is a sign of this
Lorentz invariance.
• sign of vf . The sign of χ (vf ) has dramatic consequences on the shape of
the dispersion and also on the continuum formulation of the model near the
phase transition. Due to the coupling between f-fermions and the conduction
37
electrons the free energy is not invariant under the mapping χ → −χ. In the
Kondo insulating phase (b = 0); the dispersion for vf > 0 is gapped. However
the dispersion for vf < 0 has a gapless ring around each Dirac node with the
radius
qc =
b√−vcvf . (2.31)
It turns out that the positive (self consistent) χ (vf > 0) is more stable. This
is not surprising from the above fact that the dispersion for vf > 0 is gapped
as opposed to vf < 0 which is gapless. We are only concerned with the stable
solution χ > 0 here.
The MF transition at zero temperature can be analyzed by minimizing the total
energy
E = 4
∑
e(q)<0
e(q) +N
(
2b2
JK
+
3
JH
χ2
)
, (2.32)
∂E
∂b
= 0, and
∂E
∂χ
= 0. (2.33)
The coeﬃecient 4 = 2×2 is for counting spins and the two nodes. The condition ∂E
∂χ
=
0 at b = 0 results in the self consistent χ, which varies slowly across the transition. For
vf > 0, the negative energy bands are given by
(
±(vc − vf)|q| −
√
(vf + vc)2q2 + (2b)2
)
/2.
Therefore ∑
e(q)<0
e(q) = −
∑
q
√
(vf + vc)2q2 + (2b)2. (2.34)
Combine Eqs. 2.32 — 2.34, to arrive at the self-consistency equation for b:
4
N
∑
q
JK√
(vf + vc)2q2 + (2b)2
= 1. (2.35)
It is clear from the above equation that the Kondo phase does not survive down to
JK = 0, in contrast to the case when the conduction band possess a Fermi surface.
The Kondo insulator phase disappears at a ﬁnite coupling constant JcrK . Taking the
limit N → ∞, we ﬁnd the following dependence of the Kondo parameter |b| as a
function of the distance from the transition JK − JcrK :
|b| ∝ (JK − JcrK ),
JcrK =
vc + vf
Λ
,
(2.36)
where Λ 1 is a large-momentum cutoﬀ around the Dirac nodes ±kD.
To summarize, the MF solution has two interesting features:
• The Kondo insulator phase disappears at a ﬁnite coupling constant.
• The Kondo condensate |b| vanishes linearly as the distance from the critical
point. We emphasize that a Landau–type expansion for the b mean-ﬁeld pa-
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rameter would yield the result |b| ∝ (JK−JcrK )1/2 near the transition point. The
appearance of nontrivial critical exponent at the mean-ﬁeld level is characteris-
tic of the coupling of b to gapless fermions which is addressed systematically in
the 1/N expansion.
2.2.2 Large N Formulation : Mean-Field Justiﬁed
In this section we extend the physical model with two spin-ﬂavors to a generalized
model with N spin-ﬂavors.[32] We show that the mean-ﬁeld solution is the stable
solution in the inﬁnite N limit.
The conduction electrons kinetic term
∑(
c†iαcjα + H.c.
)
is already in the general-
ized form. We just let the spin index α to run from 1 to N . The spin–spin interactions
as written in Eqs. 2.9 and 2.10 is also easily generalized by letting the spin indices to
run from 1 to N . In addition we control these interactions by replacing 1
2
with 1
N
. So
the generalized version of the Hamiltonian of Eq. (2.2) is given by
Hˆ = −t
∑
〈ij〉
(
c†iαcjα + H.c.
)
− JK
2N
∑
i
[
(c†iαfiα)(f
†
iβciβ) + H.c.
]
− JH
2N
∑
〈ij〉
[
(f †iαfjα)(f
†
jβfiβ) + H.c.
]
,
(2.37)
where the sum over spin indices is understood. The above Hamiltonian has to ac-
companied by the local constraint:
∑
a
f †iαfiα =
N
2
. (2.38)
The above generalized model will coincide with the Hamiltonian Eq. (2.2) for N = 2.
In fermion coherent state representation, using Grassmann variables, the Euclidean
Lagrangian and the partition function take the form
LE([c, f, a0]) =
∑
i
(
c¯iα(x0)∂0ciα(x0) + f¯iα(x0)∂0fiα(x0)
− iai0
(
f¯iα(x0)fiα(x0)− N
2
))
+ H,
Z =
∫
D[c¯cf¯fa0] e−
R
dx0LE(x0),
(2.39)
where x0 denotes the imaginary time. The ﬁeld ai0, when integrated over, will produce
delta functions at each site enforcing the local constraint given by Eq. 2.38. The
notation ai0 is used because it will serve as the time component of the emergent
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gauge ﬁeld.
Next we do the standard Hubbard–Stratonovich transformation to decouple the
four-fermion terms in the action at a cost of introducing the complex ﬁelds bi, which
live on sites and χij , which live on links:
LE([c, f, b, χ, a0])
=
∑
i
c¯iα∂0ciα − t
∑
〈ij〉
(c¯iαcjα + c.c.)
+
∑
i
(
f¯iα (∂0 − iai0) fiα + iNai0/2
)
+
∑
〈ij〉
( N
JH
|χij|2 + χij f¯iαfjα + χ∗ij f¯jαfiα
)
+
∑
i
( N
JK
|bi|2 + bic¯iαfiα + b∗i f¯iαciα
)
,
Z =
∫
D[c¯cf¯fb∗bχ∗χa0]e−
R
dx0LE(x0).
(2.40)
The x0 dependence of Grassmann and complex ﬁelds in the Lagrangian is understood
as well as the dropped indices in the measure of the path integral.
The action is quadratic in the Fermionic ﬁelds and it can be integrated out at
the cost of obtaining an eﬀective action for bi and χij ﬁelds, which is highly nonlocal.
Since there is no mixing of diﬀerent spin-ﬂavors, the resulting eﬀective action will be
proportional to N :
LE([b, χ])
N
= log detM+ 1
JK
∑
i
|bi|2 + 1
JH
∑
〈ij〉
|χij |2. (2.41)
M is a 4N × 4N Hermitian matrix, which encodes the quadratic interaction of the
fermionic ﬁelds as given by Eq. (2.40), e.g. Mc¯ifi = bi.[58] The “detM” makes the
eﬀective Lagrangian in terms of bi and χij ﬁelds nonlocal.
The saddle point approximation for the above Lagrangian LE([b, χ]) is exact as
N → ∞. The saddle point equations will be the mean-ﬁeld equations given by
Eq. (2.12), and this is how the mean-ﬁeld developed in the previous section is justiﬁed.
Furthermore the Lagrangian given in Eq. (2.40) will set the stage for a systematic
1/N expansion around the mean-ﬁeld solution.
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2.3 Beyond Mean-ﬁeld: low-energy Eﬀective Field
Theory
In this section we obtain the Lagrangian density near the critical point starting from
the microscopic Lagrangian. There are two independent nodes ±kD and near each
node there are fermions from A and B sublattices. We package these c and f fermions
into four component spinors Ψ and Φ. This is done in a way to make the kinetic terms
for both ﬁelds look the same.
Since there is no mixing of diﬀerent spin-ﬂavors in the microscopic Lagrangian
Eq. (2.40), we will drop this index throughout the derivation of the Lagrangian den-
sity. The spin-ﬂavor index will be resurrected at the end.
The kinetic term for the conduction electrons was discussed in Sec. 2.2.1:
−t
∑
c†icj + H.c. ∼ vc
∑
q
ψ+(q)
†(q1τ2 + q2τ1)ψ+(q)
+ vc
∑
q
ψ−(q)†(q1τ2 − q2τ1)ψ−(q)
(2.42)
Note that under the transformation ψ−(q) → τ2ψ−(q) the second term has the
same form as the ﬁrst one. We combine the two 2-component spinors, associated with
the two Dirac nodes, to form a 4-component spinor Ψ(q):
Ψ(q) ≡
[
ψ+(q)
τ2ψ−(q)
]
. (2.43)
The kinetic term then takes the form
− t
∑
c†icj + H.c. ∼ vc
∑
q
Ψ(q)†(q1τ2 + q2τ1)Ψ(q). (2.44)
After taking the continuum limit, the Lagrangian density corresponding to this
Hamiltonian is:
L(1)E = Ψ†∂0Ψ− ivcΨ†(τ2∂1 + τ1∂2)Ψ. (2.45)
To use the ﬁeld theory techniques one would write L(1)E in a diﬀerent form
L(1)E = Ψ¯τ3∂0Ψ+ vcΨ¯(−τ1∂1 + τ2∂2)Ψ, (2.46)
where Ψ¯ is deﬁned to be
Ψ¯ ≡ Ψ†τ3. (2.47)
Next we focus on
∑(
χij f¯iαfjα + χ
∗
ij f¯jαfiα
)
term in Eq. (2.40). Consider the
mean-ﬁeld case χij = χ > 0. The phase ﬂuctuations will be included as gauge ﬁeld
ﬂuctuations later on. Ignoring the phase ﬂuctuations, this term looks exactly like the
kinetic term of the conduction electrons given by Eq. (2.42), but with an opposite
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sign:
χ
∑
f †i fj + H.c. ∼ vf
∑
q
φ+(q)
†(−q1τ2 − q2τ1)φ+(q)
+ vf
∑
q
φ−(q)†(−q1τ2 + q2τ1)φ−(q).
(2.48)
We make this look like Eq. (2.44) by a further transformation to absorb the minus
sign and we again combine the 2-component spinors near the two nodes to form a
4-component spinor Φ(q):
Φ(q) ≡
[
τ3φ+(q)
−iτ1φ−(q)
]
. (2.49)
On the grounds of gauge invariance, we write the Lagrangian density corresponding
to the “kinetic” term of the f fermions
L(2)E = Φ¯τ3(∂0 − ia0)Φ + vf Φ¯
(
−τ1(∂1 − ia1) + τ2(∂2 − ia2)
)
Φ, (2.50)
where the non-compact gauge ﬁeld a(x) appears as a connection to produce covaraint
derivative. It is related to the the phase aij through the relation a(x) = aij ηˆij, where
ηˆij is the unit vector connecting the site i to the site j. We have used the same
deﬁnition as in Eq. (2.47):
Φ¯ ≡ Φ†τ3. (2.51)
En route to the continuum limit, we have implicitly dropped the compact character
of the gauge ﬁeld. This is only valid if the gauge ﬂuctuations are not very strong. In
the imaginary time evolution, there will be events on the lattice scale that change the
ﬂux of the gauge ﬁeld by 2π. If these events do not proliferate, we will be in small
gauge coupling constant regime and taking the continuum limit is justiﬁed.[59] We
return to this point at the end of this section.
Now we focus on the interaction term
∑
i bic
†
ifi. We write this in the momentum
space and restrict c and f fermions momentum to be near ±kD, and b momentum to
be near k = 0. Simple manipulations
ψ†+(q)φ+(q
′) = ψ†+(q)τ3 (τ3φ+(q
′)) ,
ψ†−(q)φ−(q
′) = (τ2ψ−(q))
† τ3 (−iτ1φ−(q′)) ,
combined with the deﬁnitions for Ψ and Φ ﬁelds, result in
ψ†+(q)φ+(q
′) + ψ†−(q)φ−(q
′) = Ψ†(q)τ3Φ(q′)
= Ψ¯(q)Φ(q′).
(2.52)
Therefore in the continuum limit the Lagrangian density corresponding to
∑
i
(
bic
†
ifi + b
∗
i f
†
i ci
)
will be
L(3)E = bΨ¯Φ + b∗Φ¯Ψ. (2.53)
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Now collect L(1)E , L(2)E and L(3)E , to write the Lagrangian density
Lvc/vfE = Ψ¯αγvc/vfµ ∂µΨα + Φ¯αγµ (∂µ − iaµ) Φα
+ bΨ¯αΦα + b
∗Φ¯αΨα +
N
JK
|b|2 + · · · ,
(2.54)
where the spin indices are restored. γµ is deﬁned to be
γµ ≡ (τ3,−τ1, τ2) , (2.55)
and γµ is a shorthand for γ

µ with  = 1. The velocity vf in Eq. (2.50) is absorbed
by scaling x and a. As a result, the velocities enter only as the dimensionless ratio
vc/vf via γ
vc/vf
µ .
Taking the continuum limit, which is essentially a coarse graining process, gen-
erates new interactions among coarse grained ﬁelds.[60] The ellipsis in Eq. (2.54)
denotes such new interactions. Not all possible terms are allowed though. Since the
coarse graining process does not break symmetries of the microscopic Lagrangian, the
generated interactions should respect these symmetries.[38]
Next we set vf = vc to make the low-energy theory Lorentz symmetric. The action
in the presence of two diﬀerent velocities will not respect the Lorentz symmetry.
Under RG transformation — in the absence of Lorentz symmetry — the velocities
will change, since there is no symmetry to protect them from changing. We shall
show later that the Lorentz invaraince is protected in the RG sense, in that small
deviation from vf = vc will scale to zero under RG transformation. Thus we focus
our discussion on this Lorentz invariant ﬁxed point.
The Lorentz-symmetric Lagrangian density is given by:
LE = Ψ¯αγµ∂µΨα + Φ¯αγµ (∂µ − iaµ)Φα
+ bΨ¯αΦα + b
∗Φ¯αΨα +
N
JK
|b|2
+
N
2e2
(µνλ∂νaλ)
2 + Ng| (∂µ + iaµ) b|2 + · · · ,
(2.56)
where LE is a shorthand for LE with  = 1. The last two terms are two examples of
the terms that will be generated in the coarse graining process. They are written on
the grounds of gauge invariance. In Sec. 2.6 we show that these new terms and other
terms grouped in the ellipsis are irrelevant at our ﬁnite coupling Kondo transition
ﬁxed point. Embedded in Eq. (2.56), is the QED3 Lagrangian desnity
Φ¯αγµ (∂µ − iaµ) Φα + N
2e2
(µνλ∂νaλ)
2 + · · · . (2.57)
QED3 has been studied before as the low-energy theory of the staggered ﬂux phase
[42, 33, 34]. We have used the recent result[33] about the irrelavance of instanton
events near the QED3 ﬁxed point and took the gauge ﬁeld to be non-compact. In our
formulation the physical SU(2) theory corresponds to N = 2 four -component spinors.
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It could have been formulated as Nf = 4 two-component spinors near each node in
the Brillouin zone. To go back and forth between these formulations one just needs
to use Nf = 2N .
2.4 1/N Systematic Expansion: Field Propagators
The Lagrangian density Eq. (2.56), derived in the previous section, allows us to
develop the machinery of 1/N expansion. The propagators for the ﬁelds b and aµ are
of order 1/N in the large N limit. This will alow us to calculate diﬀerent propagators
and scaling dimensions order by order in 1/N .
We start with our notations for propagators of the fermion ﬁelds, Ψ and Φ. We use
a single line notation for the Φ ﬁeld propagator and a double–line for Ψ propagator:
〈
ΨαiΨ¯βj
〉
(q) = i
 
q
j = δαβ
(
i/q
)−1
ij
,
〈
ΦαiΦ¯βj
〉
(q) = i

q
j = δαβ
(
i/q
)−1
ij
,
where Feynman’s slash notation
/q = qµγµ (2.58)
is used.
The Gauge Field aµ. Our Lagrangian density LE has a QED3 piece
Φ¯αγµ (∂µ − iaµ) Φα + N
2e2
(µνλ∂νaλ)
2 + · · · , (2.59)
which has been studied before.[33, 34, 42, 39, 40, 41] We refer the reader to the
Appendix B of Ref. [34] for the calculation of the QED3 gauge propagator. The
QED3 gauge propagator, in the leading order, is given by:
〈aµaν〉 (q) = µ

q
ν =
8
N |q|
(
δµν +
qµqν
q2
(ξ − 1)
)
, (2.60)
where ξ is the Fadeev-Popov gauge ﬁxing parameter. ξ = 1 corresponds to the
Feynman gauge and ξ = 0 to the Landau gauge. The |q| dependence comes from
calculating the self energy

k
k + q
. (2.61)
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The charge e has disappeared form the ﬁnal result. This charge appears if one in-
cludes the q2 dependence in the denominator of the gauge propagator. But in the
small q (long distance) limit, the |q| dependence dominates over q2 term, no matter
how large e is. Another way to say this is that the QED3 is self–critical. It will ﬂow
to a stable ﬁxed point —even if we start with a large gauge charge e— at least for
some large N .
The gauge propagator of our theory, in the leading order, will come solely from
the f-fermion bubble, given diagrammatically in Eq. (2.61). The b propagation does
not contribute to the gauge ﬁeld’s self energy in the leading order. Therefore, in the
leading order, 〈aµaν〉 (q) of our Lagrangian density Eq. (2.56) is the same as QED3.
The Kondo Field b. The b ﬁeld propagator, in the leading order, is given by:
〈bb∗〉−1 (q) ≡ G−1b (q) = G−1b0 (q)−

k
k + q
, (2.62)
where G−1b0 (q) = N/JK +O(q2). The self energy is easily obtained to be:

k
k + q
= −(−i)2N
∫
ddk
(2π)d
Tr
(
/k
−1 (/k + /q)−1
)
= −N
4
|q|+ 2NΛ
π2
(2.63)
This will result in the following b propagator:
〈bb∗〉 (q) =

q
=
4
N (|q|+ mb) , (2.64)
where mb is the eﬀective mass of the b propagator, and is given by:
mb =
4
JK
− 8Λ
π2
∝ (JcrK − JK), (2.65)
where JcrK is given by J
cr
K = π
2/(2Λ). JcrK is of course nonuniversal, i.e. it depends on
how we regularize the integral in Eq. (2.63). However the ﬁnal result that
mb ∝ (JcrK − JK) (2.66)
is scheme independent. The above result, that the mass of the b ﬁeld can be tuned
to zero, serves as a sanity check for the mean-ﬁeld result of the ﬁnite coupling Kondo
transition obtained in Sec. 2.2.1.
Since the self energy has |q| dependence, in the long distance (small |q|) limit, it
dominates over the q2 dependence coming from |∂µb|2. The q2 dependence is ignored
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in the ﬁnal expression given in Eq. (2.64). In the RG language, the |∂µb|2 term is
irrelevant at the ﬁxed point.
We also mention a further notation for the massless b propagator. We have used
the “double-dashed” line notation for b propagator away from the critical point. We
use a “simple-dashed” line for the b propagator at the critical point:

q
=
4
N |q| . (2.67)
Except for the calculation of γb, done in Sec. 2.5.1, massless b propagator of Eq. (2.67)
is used throughout.
The b propagator given by Eqs. (2.64) and (2.67) is gauge invariant. This will not
be the case to all orders in perturbation theory. The reason is as follows. There is a
gauge freedom in deﬁning Φ. Given that the action is gauge invariant, the interaction
bΨ¯αΦα + b
∗Φ¯αΨα dictates that gauge transformation
Φ(x) → eiα(x)Φ(x) (2.68)
has to be accompanied by
b(x) → e−iα(x)b(x), (2.69)
since Ψ can not tolerate any gauge freedom. So the b propagator in principle should
have a gauge dependence. However to leading order, the gauge ﬁeld propagator does
not enter in b’s self energy and that is why the leading order b propagator given by
Eq. (2.64) is gauge invariant.
2.5 Critical Properties of the Fixed Point
2.5.1 Divergence of The Correlation Length:
the Exponent ν
In this section we go through the calculation of the divergence of the correlation
length ξ near the ﬁxed point by calculating the exponent ν:
ξ ∝ 1|JK − JcK |ν
. (2.70)
We mention ﬁrst what the correlation length means by looking at the Kondo–
Heisenberg Hamiltonian in diﬀerent regimes. At JK = 0 the Kondo–Heisenberg
Hamiltonian has two decoupled parts: the kinetic term for the conduction electrons
and the anti-ferromagnetic Heisenberg exchange of the localized spins. There is no
entanglement between conduction electrons and the localized spins in the ground
state. In the large JK limit the Kondo term dominates over the Heisenberg exchange.
The ground state is the product of conduction electrons and the localized spin singlets
at each site. Since we are at half ﬁlling every conduction electron is taken away by a
localized spin. There is entanglement in the ground state. But the entanglement is
46
restricted to one site. As we approach the critical point, the “size” of these Kondo
singlets grows and it eventually diverges at the critical point. The scale associated
with these Kondo singlets is what we mean by the correlation length ξ.
The relevant ﬂow of the mass term |b|2 will introduce a diverging length scale ξb
near the transition point. Since the Kondo phase is charactarized by the condensation
of the b ﬁeld, the correlation length ξ is proportional to ξb. This results in
ν = νb. (2.71)
We obtain νb by using the scaling relation[60]
νb =
γb
2− ηb , (2.72)
where γb and 2−ηb characterize the power-law behavior of two-point functionGb(k,mb)
〈b(x)b∗(x′)〉 =
∫
d3k
(2π)3
eik·(x−x
′)Gb(k,mb) (2.73)
in two diﬀerent limits:
Gb(0, mb → 0) ∝ m−γbb , (2.74)
Gb(k → 0, 0) ∝ |k|−2+ηb. (2.75)
It should be noted that since b is not gauge invariant, γb and ηb are not gauge
invariant. However ν by deﬁnition, given by Eq. (2.70), is a gauge invariant quantity.
Since it is not a priori obvious that the scaling relation given by Eq. (2.72) is gauge
invariant, we calculate γb and ηb in a general gauge, and show that ν derived from
Eq. (2.72) is indeed gauge invaraint.
The methods we use to calculate γb and ηb are very diﬀerent. The calculation
of γb is done by directly calculating the Green’s function Gb(0, mb). Calculating ηb,
in this manner, is much more involved. Instead, we calculate ηb by relating ηb to
the scaling dimension of Ψ¯αΦα. The scaling dimension of Ψ¯αΦα is then obtained
by perturbing the Lagrangian density LE → LE + δΨ¯αΦα and applying the Callan-
Symanzik equation for the propagator
〈
ΨαΦ¯α
〉
, in the presence of the perturbation,
to obtain the ﬂow of the composite operator Ψ¯αΦα, and thus extracting its scaling
dimension.
To calculate γb we calculate Gb(0, mb), i.e. the uniform part of the b propagator
slightly away from the critical point. From the calculations in the previous section
leading to Eq. (2.64) we have
G−1b (0, mb) = N
mb
4
− Σ1/Nb (0, mb), (2.76)
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where Σ
1/N
b (0, mb) is given diagramatically by
Σ
1/N
b (0, mb) =

+
	
+


+

=
ξ − 1
π2
mb log(mb/µ).
(2.77)
This results in
G−1b (0, mb) = N
mb
4
(
1− 4 (ξ − 1)
Nπ2
log(mb/µ)
)
∝ m1−
4(ξ−1)
π2N
b ,
(2.78)
from which we obtain
γb = 1− 4 (ξ − 1)
π2N
. (2.79)
The integrals are evaluated in the dimensional regularization scheme.[61, 62] The
mass scale µ in this scheme is introduced to keep track of dimensions in d dimensional
integration and plays the role of a UV cutoﬀ. A simple pole in the dimension d reﬂects
the logarithmic divergence of the original 3 dimensional integration. We only keep
track of the IR divergent parts. As far as the universal properties of the ﬁxed point are
concerned this regularization would give the same answer as a cutoﬀ regularization.
We brieﬂy discuss the diagrams involved in Σ
1/N
b (0, mb). The ﬁrst diagram of
Eq. (2.77) has no mb dependence. The second and third diagrams are equal and are
given by:

p
p
p + q p
q
= − 1
2π2
mb log(mb/µ). (2.80)
The last diagram of Eq. (2.77) contains the vertex that couples b bosons with the
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gauge ﬁeld:
Æ
p + k
p
p− q
µ
= +N
∫
d3p
(2π)3
Tr
((
/p + /k
)−1
/p
−1γµ
(
/p− /q
)−1)
.
(2.81)
In the calculation of Σ
1/N
b (0, m) the momentum entering this vertex is zero. The
result of this integral for k = 0 is∫
d3p
(2π)3
Tr
(
/p
−1
/p
−1γµ
(
/p− /q
)−1)
=
−qµ
4|q| . (2.82)
Having the result of the above integral, we get
∑
νσ
p1 + q
p1
p1 + q p2 + q
p2
q
p2 + q
qν σ
=
ξ
π2
mb log(mb/µ). (2.83)
ηb is easily related to the scaling dimension of the b ﬁeld at the critical point [See
Eq. (2.75)] :
ηb = −1 + 2[b]. (2.84)
Since the only way for the b ﬁeld to propagate is to decay into Ψ¯αΦα, the scaling of
the self energy of b is the same as the propagator of the composite operator Ψ¯αΦα.
This observation results in
[b] = 3− [Ψ¯αΦα]. (2.85)
Thus ηb is known once we know the scaling dimension of the composite operator
Ψ¯αΦα.
The scaling dimension of Ψ¯αΦα is obtained by adding the perturbation
LE → LE + δΨ¯αΦα (2.86)
to the Lagrangian density and obtaining the ﬂow of δ by studying the Callan-Symanzik
equation for the propagator
〈
Ψα(x)Φ¯α(x
′)
〉
.
The Callan-Symanzik equation is essentially the “scale invariance” relation.[61, 24]
Near the ﬁxed point, a change in scale has to be accompanied by the ﬂow of some
coupling constants and scaling of the ﬁelds to maintain scale invariance. For the
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propagator under consideration it will read(
− ∂
∂
−∆Ψ −∆Φ + dCm
d
∂
∂Cm
)〈
Ψα(e
x)Φ¯α(e
x′)
〉
= 0, (2.87)
where ∆Φ and ∆Ψ are scaling dimensions of the ﬁelds Φ and Ψ. The set C includes
the coupling constants that ﬂow. For the perturbation given by Eq. (2.86) it has only
1 element: 3
C = {δ}. (2.88)
It is more convenient to apply the Callan-Symanzik equation to the momentum-
space Green’s function
〈
Ψ¯αΦα
〉
(k)
〈
ΨαΦ¯α
〉
(k) =
∫
d3k
(2π)3
eik(x−x
′) 〈Ψα(x)Φ¯α(x′)〉 . (2.89)
Eq. (2.87) results in(
− ∂
∂
+ (3−∆Ψ −∆Φ) + dδ
d
∂
∂δ
)〈
Ψ¯αΦα
〉
(e−k) = 0, (2.90)
where “3” is coming from the scaling of the measure d3k in the integrand of Eq. (2.89).
To apply the Callan-Symanzik equation we ﬁrst need to obtain ∆Φ and ∆Ψ. The
gauge dependant ∆Φ is obtained by calculating the propagator
〈
ΦαΦ¯α
〉
=

+

+

.
(2.91)
The result is
〈
ΦαΦ¯α
〉
(k) = (i/k)
−1
(
1 +
1
N
(
2
π2
+
4
π2
(ξ − 1)
)
log(|k|/µ)
)
, (2.92)
from which we get
∆Φ = 1 +
1
N
( 1
π2
+
2
π2
(ξ − 1)
)
. (2.93)
3Ψ¯αΦα and Φ¯αΨα have diﬀerent gauge charges and they do not mix together.
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Similarly, calculating the gauge invariant conduction electron propagator
〈
ΨαΨ¯α
〉
=

+

= (i/k)−1
(
1 +
2
3π2N
log(|k|/µ)
)
(2.94)
results in the gauge invariant ∆Ψ
∆Ψ = 1 +
1
3π2N
. (2.95)
The logarithmic infrared divergence of Eq. (2.94) can be interpreted as the scaling
of the quasi-particle weight Z, deﬁned by
〈
ΨαΨ¯α
〉
(k) = Z(i/k)−1 . The scaling form
of Z which is consistent with Eq. (2.94) is
Z = |k
µ
| 23π2N . (2.96)
The vanishing of the Z factor as k → 0 can in principle be seen in tunnelling exper-
iments. This non-Fermi liquid behavior arises, because at the KI–ASL ﬁxed point,
there are very strong scattering of conduction electrons into the f-fermions. This is
due to the fact that the b ﬁeld which causes the scattering has become massless.
The next step is to obtain
〈
Ψ¯αΦα
〉
(k) in the presense of the perturbation δΨ¯αΦα
given by Eq. (2.86). This perturbation is represented diagrammatically by

= δ. (2.97)
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The diagrammatic expression for
〈
ΨαΦ¯α
〉
is then given by
〈
ΨαΦ¯α
〉
=

+

+

+

+

.
(2.98)
It results in 〈
ΨαΦ¯α
〉
(k) = δ (i/k)
−2
(
1− 4
3π2N
log(|k|/µ)
)
. (2.99)
Callan-Symanzik equation [Eq. (2.90)] applied to the above propgator resutls in
dδ
dl
=
(
1 +
8
3π2N
+
2
π2N
(ξ − 1)
)
δ. (2.100)
The above relation together with Eq. (2.85) yields:
[b] = 1 +
1
N
(
8
3π2
+
2
π2
(ξ − 1)
)
. (2.101)
Combine this with Eq. (2.84) to get
ηb = 1 +
1
N
(
16
3π2
+
4
π2
(ξ − 1)
)
. (2.102)
Collecting what we have obtained for γb and ηb given by Eqs. (2.79) and (2.102),
together with the scaling relation given by Eq. (2.72), we arrive at the gauge invariant
ν = 1 +
16
3π2N
. (2.103)
Note that the 1/N ﬂuctuations have brought us further away from the generic 1/2+
O() result one would obtain for a stable ﬁxed point in an  expansion (which is
an expansion around the gaussian action), assuming there exists such a stable ﬁxed
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point.
2.5.2 Staggered Spin Correlation
We continue the study of the physical properties of our KI–ASL ﬁxed point by ob-
tainning staggered spin M = SA−SB correlation at the ﬁxed point. The correlation
is algebraic and our ﬁxed point is an algebraic spin liquid ﬁxed point.
Since the decay exponent of 〈M(x) ·M(x′)〉 and 〈M+(x)M−(x′)〉 is the same, it
suﬃces to ﬁnd the scaling dimension of M+. In terms of the ﬁeld operators M+(x) is
M+(x) = Φ¯1(x)MΦ2(x),
whereM is 4×4 matrix, which should be obtained from the relation between the ﬁeld
Φ and the microscopic operators developed in Sec. 2.3. Physically 1 and 2 represents
↑ and ↓. In 1/N expansion they are 2 indices among many. M is obtained to be 4
M = 1⊗ σ3. (2.104)
We should add this perturbation to the Lagrangian and study its ﬂow. How-
ever Φ¯1(x)MΦ2(x) mixes with Ψ¯1(x)MΨ2(x). In other words M+ is not a scaling
operator. Having this in mind, we perturb the Lagrangian density by
δLE = U+ Φ¯1(x)MΦ2(x) + u+ Ψ¯1(x)MΨ2(x) (2.105)
and study the Callan-Symanzik equation for the propagators
〈
Ψ1Ψ¯2
〉
(k) and
〈
Φ1Φ¯2
〉
(k).
The result (obtained in Appendix B) is
∂
∂

U+
u+

 =

1 + 10π2N −2π2N
−2
π2N
1− 2
3π2N



U+
u+

 . (2.106)
We emphasize that oﬀ–diagonal terms make 1/N correction to the scaling dimension
of the staggered spin. This is because the scaling dimensions of Ψ and Φ are equal
in the inﬁnite N limit. This is similar to the importance of oﬀ-diagonal terms in the
1st order degenerate perturbation theory in quantum mechanics.
The largest eigenvalue 1 + 2
(
7 +
√
73
)
/(3π2N) of above matrix dominates the
scaling of M+. The dominant scaling dimension of M+, denoted by [M+], is then
given by
[M+] = 2− 2
(
7 +
√
73
)
3π2N
≈ 2− 31.1
3π2N
. (2.107)
The decay exponent of the correlation function results immediately:
〈M(x) ·M(x′)〉 ∝ 1|x− x′|2[M+] + · · · , (2.108)
4See the Appendix B.
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where the ellipsis denotes the decay with the larger exponent coming from the other
eigenvalue of the matrix in Eq. (2.106).
Finally, we mention a comparison between our result and the Rantner–Wen studies.[42]
They studied spin correlations in their large-N QED3 eﬀective ﬁeld theory in the Lan-
dau gauge. They were interested in the similar bilinear form as we have here with
M = 1. In our calculation any bilinear form with the property [M, γµ] = 0 has
the same scaling dimension. To check our result we turned oﬀ all contributions to
the exponent coming from terms involving Ψ. The result [M+]ASL = 2− 32/(3π2N)
obtained in Feynman gauge agrees with theirs obtained in Landau gauge. 2[M+]ASL
corresponds to the decay exponent of localized spin correlation when we are in the
ASL phase, where the Kondo ﬁeld is massive. As expected, we have [M+]ASL < [M
+],
i.e. the Ne´el ﬂuctuations are stronger in the ASL phase than at the KI transition,
where the Kondo singlets are forming.
In the J < JcrK regime the ASL is in the presence of the semi-metal (described by Ψ
ﬁeld) and the gapped Kondo ﬁeld b. The question may arise whether the semi-metal
would destabilize the ASL. The semi-metal will not destabilize the ASL, because
integrating out Ψ and b ﬁelds in this phase will produce (retarded) four-fermion
interaction term among Φ ﬁelds. These four-fermion interactions are irrelevant at the
ASL ﬁxed point.
2.6 Stability of the Fixed Point
In this section we discuss the issue of the stability of the KI–ASL ﬁxed point in the
honeycomb lattice to 1st order in 1/N . There are two separate issues one has to
consider in the stabillity of this ﬁxed point.
In going to the continuum limit we have dropped the compact character of the
gauge ﬁeld. This is only justiﬁed if the instanton events, where the ﬂux of the gague
ﬁeld suddenly changes by 2π, do not proliferate. For JK > J
cr
K the Kondo ﬁeld b
is condensed and we are in the Higgs phase. Gauge ﬁeld is massive, its ﬂuctuations
are supperessed and instantons do not proliferate. Addressing the proliferation of
instantons in the regime where the Kondo phase has disappeared is more subtle. We
know from Polyakov’s work that the compact pure gauge theory in 2+1 dimension
is in the conﬁning phase for all coupling constant, i.e. for all coupling constants the
instantons proliferate.[63] It has been argued recently that coupling the gauge ﬁeld
to massless Dirac ﬁelds results in a deconﬁned phase for suﬃciently large N .[33] This
is due to the fact that the massless matter ﬁeld, in this case Dirac ﬁelds, suppress
the ﬂuctuations of the gauge ﬁeld. We apply that argument here and assume that
the gauge ﬁeld in the JK < J
cr
K regime is in a deconﬁned phase. At the KI–ASL ﬁxed
point, due to the presence of an extra massless matter ﬁeld, i.e. the Kondo ﬁeld b,
the gauge ﬁeld ﬂuctuations are suppressed even more.
Next we focus on the instanton–free sector. At the ﬁxed point the gauge ﬁeld
aµ, boson b and two fermion ﬁleds Ψ, Φ; all have scaling dimension 1 + O(1/N).
This can be seen by the form of propagators derived in Sec. 2.4. The large N scaling
dimension of aµ, b, Ψ and Φ will limit our choices for relevant perturbations. Diﬀerent
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such perturbations are discussed below:
• b mass term: this term is already present in the microscopic bare Lagrangian.
We have to tune JK to make the eﬀective mass of the b ﬁeld to be zero. This
perturbation is indeed relevant.
• Ψ and Φ mass terms: these mass terms either break the SU(N) ﬂavor symmetry
and/or one of the symmetry generators of Table 2.2.[34]
• b kinetic term of the form b∗ (∂µ + iaµ) b: this term violates the particle–hole
symmetry. It has to be accompanied by b(∂µ − iaµ)b∗ with an equal coeﬃcient.
But b∗∂µb+ b∂µb∗ = ∂µ (b∗b) is a total derivative.
• b kinetic term of the form δL = Ng| (∂µ + iaµ) b|2: this term is irrelevant by the
power counting. That is
dg
dl
=
(−1 +O(1/N))g.
• Kinetic terms for Ψ and Φ ﬁelds: these are the only potentially dangerous
perturbations, because they are marginal in the N →∞ limit. Actually in the
derivation of the Lagrangian density Eq. (2.56) we set vc = vf to make the action
Lorentz invariant. We have to consider perturbations that break this “tuned”
Lorentz symmetry and study their ﬂow. By scaling argument the ﬂow of these
perturbations is marginal to ﬁrst order in 1/N : marginally irrelevant, relevant,
or exactly marginal. Our calculations results in the marginal irrelavance of these
types of perturbations. We discuss this issue below.
Π Ψ Ψ↑ ψ+↑ Φ↑ φ+↑(
Ψ
Φ
) (
Ψ↑
Ψ↓
) (
ψ+↑
τ 2ψ−↑
) (
cA+↑
cB+↑
) (
τ 3φ+↑
−iτ 1φ−↑
) (
fA+↑
fB+↑
)
Table 2.1: The deﬁnition of the 8 component fermionic ﬁeld Π. Redundant deﬁnitions
are ignored.
We break the Lorentz symmetry by adding the perturbation
δLaE =
∑
σ
(
δσ Ψ¯αγσ∂σΨα +∆σ Φ¯αγσ (∂σ − iaσ)Φα
)
to the Lagrangian density. The perturbation has to be considered both in Ψ and Φ
ﬁelds because of their mixing due to the exchange of the b ﬁeld. Applying Callan-
Symanzik equation to the propagators
〈
ΨαΨ¯α
〉
and
〈
ΦαΦ¯α
〉
results in the following
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ΠTai exp(−i2πµ3/3)Π
R∗π/3 −τ 3 exp(−iπ3 τ 3) exp(+iπ3µ3)µ2Π
Pπ/2 (−τ 1/2 +
√
3τ 2/2)µ3Π
C −i(Π¯σ2µ1τ 2)T
T −σ2µ2τ 2κ3Π
Table 2.2: Transformation of the low energy ﬁeld Π under symmetry generators of
the Kondo-Heisenberg Hamiltonian. The transformation of the “high-energy” lattice
ﬁelds are given in Table 2.3.
ciα fiα bi aij
T (iσ2)αβciβ (iσ2)αβfiβ b∗i −aij
C i(iσ2)αβc†iβ −i(iσ2)αβf †iβ b∗i −aij
R∗π/3 ci′α fi′α bi′ ai′j′
Table 2.3: The table of the transformation of lattice ﬁelds under time-reversal T ,
charge-conjucation C, and a π/3 rotation around the center of a plaquette (labeled ∗)
R∗π/3 . Primed i′ etc, is just the transformed index under R∗π/3. Other lattice space-
group transformations (translations, rotations, and reﬂections) acts in the same way
as in R∗π/3 – in that they only act on the site indices i→ i′.
RG ﬂow:
∂
∂


∆0
∆1
∆2
δ0
δ1
δ2


= D


∆0
∆1
∆2
δ0
δ1
δ2


, (2.109)
where the matrix anomalous dimension D is given by
D = 1
15π2N


−74 32 32 −2 −4 −4
32 −74 32 −4 −2 −4
32 32 −74 −4 −4 −2
−2 −4 −4 −10 0 0
−4 −2 −4 0 −10 0
−4 −4 −2 0 0 −10


. (2.110)
Eigenvalues of this matrix anomalous dimension are all negative except for one trivial
zero eigenvalue. The zero eigenvalue is trivial since the corresponding perturbation
can be absorbed by scaling Ψ and Φ ﬁelds, shown in Appendix A.
We knew from the mean-ﬁeld result that there exist a ﬁxed point in the parameter
space. But our results goes further by ruling out a multi–critical ﬁxed point. So
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Pπ/2
↑↑a1a2 R∗π/3
Figure 2-4: Various lattice symmetries. a1, and a2 are Bravais lattice vectors. Pπ/2
is the reﬂection around the vertical axis, and R∗π/3 is the π/3 rotations around the
center of the plaquette denoted by ∗.
based on our result, for large enough N, this quantum critical point will be achieved
by tuning one parameter JK .
2.7 Conclusions
In this chapter we considered the transition of the Kondo insulator (KI) to a spin
liquid phase which is later identiﬁed to be algebraic spin liquid (ASL) in the half-
ﬁlled honeycomb lattice. We developed a mean-ﬁeld theory for such a transition using
a fermionic representation for spins. To consider ﬂuctuations about this mean-ﬁeld
systematically, we adopted a large N generalization of our model by having N spin-
ﬂavors rather than just {↑, ↓}. We found that the KI–ASL transition is controlled by
a stable Lorentz invariant ﬁxed point.
We calculated the exponent ν = 1 + 16/(3π2N) of the diverging length scale
near the transition. Interestingly, 1/N ﬂuctuations have pushed the inﬁnite N result
further away from the result ν = 1/2 one would get from the Landau-type expansion.
We noted that at our ﬁxed point the quasi-particle weight of the conduction electron
vanishes which is indicative of non-Fermi liquid behavior. We also calculated the
decay exponent of the staggered spin M = SA − SB correlation at the ﬁxed point.
This is not a scaling operator, since it mixes with m = sA−sB. The dominant decay
exponent turned out to be 2[M+] = 4−4 (7 +√73) /(3π2N) ≈ 4−62.2/(3π2N). On
the other hand, in the ASL phase M is a scaling operator with the decay exponent
2[M+]ASL = 4 − 64/(3π2N). The jump in this exponent, as one gets to the KI
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transition point, is due to the fact that there exists an extra massless matter ﬁeld at
the transition (in this case Kondo ﬁeld b), which modiﬁes the exponent. This jump
and its signiﬁcance was discussed in a diﬀerent context recently.[64]
The quantum phase transition between the KI and ASL does not break any physi-
cal symmetry. The KI–ASL transition is essentially a Higgs–deconﬁnement transition.
In other words, what changes at the transition point is the dynamics of the gauge
ﬁeld. This by itself is an interesting property of the transition we have studied, which
is realized in a minimal Kondo–Heisenberg model.
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Chapter 3
Kondo vortices, zero modes, and
magnetic ordering
3.1 Introduction
Understanding the quantum critical point (QCP) in heavy fermion materials is one
of the major challenges in the ﬁeld of strongly correlated electrons.[53, 65] This is a
QCP separating an antiferromagnetically ordered metal and a non-magnetic heavy
Fermi liquid metal.[16, 66, 15] There has been a mounting evidence [53, 65, 22] –
from the studies of the evolution of the Fermi surface – pointing to the simultaneous
collapse of Kondo screening and anti-ferrimagnetic (AF) scales at the QCP. A proper
theoretical understanding of this simultaneous collapse is currently lacking. It is the
key physics that has to be understood, and it might lead to an understanding of the
observed strong non-Fermi liquid physics in the quantum critical region above the
QCP.
The conventional approach in formulating the competition between Kondo screen-
ing and magnetic ordering is to construct a mean-ﬁeld theory by introducing Kondo
coherence and anti-ferromagnetic order parameters. This framework (from the the
well-known work of Doniach[10]), as was explained in the Sec. 1.1, leads to the
phase diagram of Fig. 1-2, where the AF transition happens inside the Kondo screen-
ing phase. The theory of quantum critical modes at this antiferromagnetic QCP is
known as the Hertz-Millis theory.[17, 18, 19] The Hertz-Millis theory (in the light of
new experiments) fails on two fronts. First, it fails[20] to explain the strong non-Fermi
liquid behavior (i.e. linear temperature resistivity) above the AF critical point seen
in the wide variety of experiments.[65] More importantly, the Hertz-Millis picture is
in direct contradiction with the new experiments where the sudden change in Fermi
surface topology at the critical point is observed.[21, 22] This is because a nonzero b
at the AF quantum critical point guarantees a smooth change in Fermi surface across
the QCP. To incorporate the sudden change in Fermi surface topology one is forced
to consider the scenario depicted in Fig. 1-3.
Despite the proposal of Fig. 1-3, we do not have a theoretical understanding of
why Kondo and AF phases should collapse at a single point. The root of the problem
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is that, in present theories, destruction of the Kondo coherence has nothing to do
with emergence of AF ordering. They are just two completely diﬀerent phases which
are competing with each other and in this framework an overlap is unavoidable. We
need to ﬁnd a way to “unify” these two distinct phases. By uniﬁcation of Kondo
and AF phases we mean ﬁnding a mechanism in which the destruction of Kondo
coherence at the same time gives birth to AF ordering, or vice versa. The yet to be
developed uniﬁcation picture will complement the competition picture of Doniach.
But the uniﬁed theory is the theory that would matter to understand the QCP itself.
Here we take a step in this direction by studying excitations we call Kondo vortices
inside the Kondo coherent phase. Kondo vortex (KV) is a conﬁguration where at
its core the Kondo amplitude vanishes while far away from the core it retains the
uniform mean-ﬁeld value. In the model we have studied we have shown that we can
localize a spin-1 at the vortex core. Now we can imagine destroying the Kondo phase
by proliferating Kondo vortices while at the same time giving birth to a magnetic
ordering.
This approach in destroying the Kondo phase by proliferating Kondo vortices is
quite novel, and to make progress we have focused on a very speciﬁc model, i.e. the
honeycomb lattice at half-ﬁlling. What is special (but not necessarily exclusive) to
this model is that in the presence of a KV 4 zero modes are brought to the chemical
potential. The presence of zero modes allows us to construct spin-1 vortex creation
operators, since we have the freedom to occupy the zero modes. In the absence of
zero modes we are forced to occupy the Dirac sea with up and down spins and the
resulting state would be a magnetically featureless spin singlet state. After studying
the transformation of the spin-1 vortex operators under various lattice symmetries,
we ﬁnd a class of these KV operators that transform like an AF order. This gives a
plausible scenario of how one might be able to unify the Kondo phase and AF phase,
since we can destroy the Kondo phase (by proliferating Kondo vortices) and at the
same time create AF ordering.
The half-ﬁlled honeycomb lattice is important for two reasons. First, the particle-
hole symmetry guarantees that the chemical potential remains at zero for any Kondo
and gauge ﬁeld conﬁgurations. The other is that the Dirac spectrum near the (iso-
lated) Dirac nodes has enables us to study the Kondo vortex in the continuum limit.
However, the disadvantage of this model is that the Kondo phase is not realized as a
heavy fermi liquid phase, but as a Kondo insulator. Furthermore since the honeycomb
lattice is a bipartite lattice the AF phase is also an insulator. Therefore we do not
have a Fermi surface in neither of those phases, and we can not address the evolution
of the fermi surface (a central issue of the heavy fermion QCP) in our model.
Here is the outline of this chapter. In Sec. 3.2 we describe the Kondo insulator
phase, and construct the KV conﬁguration in the Kondo insulator phase. In Sec. 3.3
we focuse on the spectrum of the Kondo Hamiltonian in the presence of a KV, and
in particular we discuss the zero modes the KV generate. In Sec. 3.4 we construct
spin-1 vortex operators using the zero modes we have found, and in Sec. 3.5 we study
how these spin-1 vortex operators transform under various symmetries of the Kondo-
Heisenberg Hamiltonian. Having this transformation table, we ﬁnd a class of these
operators that transform like an AF order. In Sec. 3.6 we discuss the universality
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class of the AF transition mediated by proliferation of Kondo vortices, and show that
(in our model) it is an O(3) transition. We conclude by highlighting the main results
of this chapter.
3.2 Kondo vortices in the Kondo insulator
Our starting point is the Kondo-Heisenberg Hamiltonian given by
Hˆ = −t
∑
〈ij〉α
(
c†iαcjα + H.c.
)
+ JK
∑
i
si · Si + JH
∑
〈ij〉
Si · Sj , (3.1)
where c†iα is the conduction electron creation operator at site i with spin ﬂavor α ∈
{↑, ↓}, Si is the localized spin and
si =
1
2
c†iασαβciβ (3.2)
is the conduction electron spin operator.
Let us identify the Hibert space of the localized spins at site i by {|⇑〉i , |⇓〉i}
and the one for the conduction electrons by {|↑〉i , |↓〉i}. In the large JK limit the
ground state |GS〉 (at half-ﬁlling) is given by the direct product of the singlets |0〉i =
1√
2
(|⇑〉i |↓〉i − |⇓〉i |↑〉i) at each site:
|GS〉 =
⊗
i
|0〉i . (3.3)
Since all conduction electrons are bound to localized spins through the singlet for-
mation, we end up with an insulator ground state, known as the Kondo insulator.
It is worth noting that the ground state above is the strong Kondo coupling ground
state. However the ground state remains an insulator as one decreases JK . To have
a mean-ﬁeld picture of the Kondo coherence – and therefore the Kondo insulator –
we write localized spin Si at site i using slave fermions fi:
Si =
1
2
f †iασαβfiβ. (3.4)
They are called slave fermions since to match the localized spin Hilbert space, the
Hilbert space of the f fermions must be constrained:∑
α
f †iαfiα = 1. (3.5)
This constrained is enforced on average at the mean-ﬁeld level . In the slave fermion
formulation of localized spins, the spin-spin interactions of the Kondo-Heisenberg
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Hamiltonian become 4-fermion interaction terms:
si · Si = −1
4
[(
c†iαfiα
)(
f †iβciβ
)
+ H.c.
]
+
1
4
, (3.6)
Si · Sj = −1
4
[(
f †iαfjα
)(
f †jβfiβ
)
+ H.c.
]
+
1
4
, (3.7)
where the sum over the spin indices is understood. A mean-ﬁeld formulation can be
obtained by decoupling Kondo and Heisenberg interaction terms in the Kondo and
RVB channels respectively[28, 32]:
HˆMF =− t
∑
〈ij〉α
(c†iαcjα + H.c.) + b∞
∑
iα
(c†iαfiα + H.c.)
+ χ
∑
〈ij〉α
(f †iαfjα + H.c.)
(3.8)
The subscript ∞ in b∞ is because we are going to generalize above Hamiltonian to
the Kondo-vortex conﬁguration. b∞ is going to be the Kondo amplitude far away
from the vortex core.
Let us ﬁrst start with the c and f hopping (the ﬁrst and third term) part of
the Hamiltonian HˆMF . As is well-known in the honeycomb lattice, the tight-binding
bands touch at the 6 corners of the Brillouin zone (see Fig. 1-5). At half-ﬁlling fermi
surface shrinks to these 6 points, and the independent low energy modes lie near the
2 independent nodes ±kD shown schematically in Fig. 1-5. These are known as the
Dirac nodes due to the relativistic structure of the low energy Lagrangian. The band
structure of c and f kinetic terms near these Dirac points are therefore characterized
by velocities (see Fig. 3-1):
vc = 3t/2, (3.9)
vf = 3χ/2. (3.10)
For b∞ = 0, c and f bands mix and a gap will be opened. The mixed energy levels
near the Dirac nodes is given by Ecf(q) = ±
(
(vc − vf)q ±
√
(vf + vc)2q2 + (2b∞)2
)
/2.
The gap at the Dirac points (q = 0) is 2b∞, but as can be seen in Fig. 3-1 (when
vc = vf ) the minimum gap is not located at Dirac points and is less than 2b∞.
We note that the sign of χ/t has to be positive for the Kondo gap to open up. For
χ/t < 0 we end up with a Fermi ring around the Dirac nodes [see Eq. (2.31)]. This
sign can be gauged away at the expense of a non-uniform bi = (−1)ib∞, i.e. a b that
alternates in sign from A to B sublattices. The bi = (−1)ib∞ conﬁgurations – though
irrelevant for the remaining of the chapter – is a simple example to emphasize that
a non-uniform b can cause the spectrum to change very dramatically: from a gapped
spectrum to a spectrum with inﬁnitely many low energy excitation! Kondo vortices
– the focus of this chapter – is another class of non-uniform b conﬁgurations.
The established approach for the study of phase transition out of the Kondo phase
is to construct a large N Lagrangian to justify the mean-ﬁeld in the N → ∞ limit.
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cf
cfE(q)
q = |k± kD|
b∞
−b∞
Figure 3-1: Energy bands of the mean-ﬁeld Hamiltonian near the Dirac nodes ±kD.
Near the Dirac nodes the energy spectrum just depends on q = |k ± kD|. The
red dashed bands are for the conduction electrons c: Ec(q) = ±vcq, where vc =
3t/2. The blue dashed bands are for the slave fermions f : Ef(q) = ±vfq, where
vf = 3χ/2. The black bands are the mized bands, i.e. when b∞ = 0: Ecf(q) =
±
(
(vc − vf )q ±
√
(vf + vc)2q2 + (2b∞)2
)
/2.
After this construction the self-consistent mean-ﬁeld b∞ is obtained, and the point
where b∞ vanishes is the Kondo transition point. The critical properties near the
transition point is studied using the renormalization group machinery, where 1/N
serves as the small parameter controlling the expansion. We followed this route in
chapter 2 and studied the critical theory of the Kondo insulator phase of Fig. 3-1 to
an algebraic spin liquid, as the phase transition of a Kondo phase to an algebraic spin
liquid is of current interest.[25, 26, 43] Of course the main problem with this approach
is is that it is only fully justiﬁed in the large N limit. The qualitative picture the
large N expansion gives might extend to smaller N . However it is not at all clear if
the large N expansion gives a useful qualitative picture for the heavy fermion QCP,
and the main reason one would resort to large N is because the N = 2 problem is
intractable.
However in this chapter we use the simplicity the half-ﬁlled honeycomb lattice
provides to approach the N = 2 problem directly and we go beyond the mean-ﬁled
(large N) treatment of the Kondo problem. We do this by extending the HˆMF to a
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more general quadratic Hamiltonian Hˆ2:
Hˆ2 = −t
∑
〈ij〉α
(c†iαcjα + H.c.)
+ χ
∑
〈ij〉α
(eiaijf †iαfjα + H.c.)
+
∑
iα
(bic
†
iαfiα + H.c.),
(3.11)
where we have relaxed the condition of a unform bi ﬁeld and a zero-ﬂux aij conﬁgu-
ration. We note here that in writing HˆMF , and Hˆ2 we ignored the chemical potential
terms
Hˆµ = −µc(
∑
iα
c†iαciα −N )−
∑
i
µfi (f
†
iαfiα − 1), (3.12)
where N is the number of lattice sites. In Appendix C we show that the chemical
potentials µc and µfi are indeed zero in the half-ﬁlled case.
A general bi and aij conﬁguration can be seen as an excitation over the uni-
form mean-ﬁeld case, as the total energies of the occupied states will be larger than
the uniform mean-ﬁeld conﬁguration. Study of these conﬁgurations (i.e. “exciation
ﬁelds”) for any Kondo lattice model can be fruitful, and their proliferation may lead
to interesting phases.
Here we focus on a class of these exciation conﬁgurations we call Kondo vortices.
They are identiﬁed in continuum limit as b(r) = |b(r)|e±iθ(r), where |b(r)| ∝ r as
r → 0 and converges to the mean-ﬁeld value b∞ as r → ∞. Furthermore due to the
presence of |(∂µ+iaµ)b|2 in the action (which is dictated on gauge-invariance ground),
the ﬁnite energy conﬁgurations are obtained by inserting a ∓2π gauge ﬂux extended
around the vortex core.[47, 24] An example of such a conﬁguration is
b(r) = b∞tanh(r/ξb)e+iθ(r), (3.13)
aθ(r) = −tanh2(r/Λ)/r, (3.14)
where the following gauge
a(r) = aθ(r)θˆ (3.15)
is chosen for the gauge ﬁeld. Now that we have deﬁned the Kondo vortex conﬁguration
we are going to study how it aﬀects the energy spectrum.
3.3 Zero modes in the presence of a Kondo vortex
The KV excitation is special since in its presence 4 zero modes appear right at the
chemical potential in the KI phase. In the approach we have taken, the zero modes
will later play a big role in giving a spin-1 structure to our Kondo vortices. In the
absence of zero modes we are forced to occupy the Dirac sea with up and down spins
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and the resulting state would be a magnetically featureless spin singlet state.
We ﬁrst analyze the zero mode equations in the continuum limit. To ﬁnd the
zero modes we expand the Hamiltonian near the Dirac nodes, and set energy=0. The
quadratic Hamiltonian of Eq. (3.8) near ±kD node is given by the following matrix
H± =
(
vc(q1τ2 ± q2τ1) b
b∗ −vf [(q1 + a1)τ2 ± (q2 + a2)τ1
]) , (3.16)
where a = a1xˆ + a2yˆ is the spatial component of the gauge ﬁeld, and τµ are Pauli
matrices acting on the AB ﬂavors. The zero mode equations is therefore given by
H±π± = 0, (3.17)
where π± is the column vector
π± =


cA±
cB±
fA±
fB±

 . (3.18)
In Appendix D we analyze the zero mode equations in real space after replacing
qj = i∂j . There are 2× 2 zero modes labeled by their {+,−} Dirac node and {↑, ↓}
spin ﬂavors. The energy spectrum of the mean-ﬁeld state and in the presence of the
vortex is shown schematically in Fig. 1-8(b).
∗
Figure 3-2: An example of a gauge-symmetric (ring) geometry (with Nr number
of rings) to study the energy spectrum of the Hamiltonian Hˆ2 [Eq. (3.11)] and to
ﬁnd how vi†ξ [Eq. (3.21)] transforms under the π/3 rotation around the center of the
plaquette labeled ∗. The bold links are the links where the gauge ﬁeld is non-zero. We
let the 2π ﬂux to spread uniformly over NΛ number of rings, and choose a symmetric
gauge to enclose the ﬂux. The numerics is done in the open boundary condition.
Plaquettes with non-zero ﬂux passing through them are shaded with yellow. In this
ﬁgure Nr = 4, NΛ = 3.
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Next we analyze the energy spectrum of the lattice Hamiltonian of Eq. (3.11) in
the presence of a KV. We use a “ring” geometry – an example of which is given in
Fig. 3-2. The center of the ﬁgure is the r = 0 point. bi for each lattice site is then
obtained using the continuum limit expression given in Eq. (3.13) by replacing r with
ri. We spread the 2π ﬂux uniformly over a NΛ number of rings, and ﬁnd aij’s that
enclose the needed ﬂux per plaquette. Since in the KI phase b∞ = 0 diﬀerent gauge
choices to enclose the ﬂux results in diﬀerent spectrums - however they all lead to
emergence of 4 zero modes as one takes the number of rings Nr →∞.
We can imagine an adiabatic process on the lattice where the zero modes are
created adiabtically as one gradually inserts the vortex. This is done by introducing
the parameters κ1 and κ2, where we consider enclosing 2πκ1 ﬂux and also take bi =
|bi|eiκ2θi . In Fig. 3-3 we consider the case κ1 = κ2 in the [0, 1] interval. This artiﬁcial
way of adiabatically inserting the ﬂux (apart from showing the gradual emergence of
zero modes) will be useful to elaborate on some conceptual points in the next section.
0 0.2 0.4 0.6 0.8 1
-3
-2
-1
0
1
2
3
t/χ = 2, b∞ = 1, Nr = 8, ξb = 4, NΛ = 8
ε/t
κ1 = κ2
Figure 3-3: The evolution of energy levels ε (in units of t), as a function of κ for
one spin ﬂavor. κ1 is a fraction of 2π ﬂux enclosed, and κ2 characterizes the phase
“twist” of the b ﬁeld bi = |bi|eiκ2θi. They are parameters to control the evolution of
the spectrum from mean-ﬁeld state (κ1 = κ2 = 0) to the KV state (κ1 = κ2 = 1). In
the example shown here we vary κ1 = κ2 in the [0, 1] interval.
In Fig. 3-4, we have also provided the ﬁnite size scaling plot of the closest energy to
the zero ε0 as function of 1/Nr, which is a very convincing evidence for the existence
of the zero modes: ε0 → 0 as Nr →∞. This continuum limit is going to be discussed
further in Appendix D. We have also conﬁrmed that a KV with 2πn phase twist in
the b ﬁeld has n zero modes per node and per spin ﬂavor, a property that we would
expect on topological grounds.
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Figure 3-4: ε0 is the nearest energy in the Dirac sea to the chemical potential (i.e.
zero energy). ε0 is plotted (in units of t) as a function of 1/Nr, where Nr is the
number of rings in the geometry we used for our numerics (See Fig. 3-2). ε0 → 0 in
the continuum limit Nr →∞.
3.4 Spin-1 vortex operators
After establishing the zero modes, we can now discuss the construction of a spin-
1 vortex creation operator. We deﬁne vortex creation operators as operators that
increase the gauge ﬂux by 2π. If we only limit ourselves with states that are connected
to the mean-ﬁeld state, the 2π ﬂux-increasing operator contains two terms:
m+†(aα)(bβ) = z
+†
aαz
+†
bβ |DS,+〉 〈G| , (3.19)
m−†(aα)(bβ) = |G〉 〈DS,−| z−bβz−aα, (3.20)
where a, b ∈ {+,−} are nodal, and α, β ∈ {↑, ↓} are spin ﬂavors. |G〉 is the MF
ground state, |DS+〉 is the Dirac sea of negative energy states in the presence of
the +2π gauge ﬂux, z+†aα is the zero mode creation operator (with aα ﬂavor) for the
state with +2π gauge ﬂux, and z−aα is the zero mode annihilation operator for the
state with −2π gauge ﬂux. In words what m+†(aα)(bβ) does is to add a 2π vortex to the
mean-ﬁeld state, and what m−†(aα)(bβ) does is to add a 2π ﬂux to the −2π vortex state
thus bringing it back to the ground state. They both have the eﬀect of adding a 2π
ﬂux, therefore a 2π ﬂux vortex creation operator should contain both terms. There
are 4×3
2
ways to occupy the zero modes. We classify these 6 KV creation operators
into spin-triplet nodal-singlet operators vi†ξ , and spin-singlet nodal-triplet operators
ui†ξ :
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vi†ξ =
[
(iσ2)σi
]
αβ
(iµ2)abm
+ †
(aα)(bβ)
+ ξ
[
σi(iσ2)
]
αβ
(iµ2)abm
− †
(aα)(bβ)
(3.21)
ui†ξ =
[
(iµ2)µi
]
ab
(iσ2)αβm
+ †
(aα)(bβ)
+ ξ
[
µi(iµ2)
]
ab
(iσ2)αβm
− †
(aα)(bβ)
(3.22)
Since we are interested in the magnetically ordered phases that can arise by con-
densing Kondo vortices we focus on vi†ξ operators. From
([
(iσ2)σi
]
αβ
(iµ2)abm
+ †
(aα)(bβ)
)†
=
[
(iσ2)(σi)∗
]
αβ
(iµ2)abm
+
(aα)(bβ)
= − [σi(iσ2)]
αβ
(iµ2)abm
+
(aα)(bβ),
(3.23)
viξ is given by
viξ =−
[
σi(iσ2)
]
αβ
(iµ2)abm
+
(aα)(bβ)
− ξ∗ [(iσ2)σi]
αβ
(iµ2)abm
−
(aα)(bβ)
(3.24)
The proof that vi†ξ transforms like a spin 1 under SU(2) spin rotation is straight-
forward. Let us assume a SU(2) spin rotation with angle 2φ:
c†aα → c†aα′(e−iφ·σ)α′α (3.25)
Under this transformation[
(iσ2)σi
]
αβ
m+ †(aα)(bβ) →
[σi(iσ2)]αβ(e
−iφ·σ)β′β(e−iφ·σ)α′αm
+ †
(aα′)(bβ′)
= [e−iφ·σσi(iσ2)e−iφ·σ
T
]α′β′m
+ †
(aα′)(bβ′)
= [e−iφ·σσie+iφ·σ (iσ2)]αβm
+ †
(aα)(bβ),
(3.26)
which is to say vi†ξ rotates as a spin-1 under SU(2) spin ﬂavor rotations. The invariance
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of vi†ξ under nodal rotations (with angle 2θ) is also given below:
[(iµ2)]abm
+ †
(aα)(bβ)
→ [(iµ2)]ab(e−iφ·µ)b′b(e−iφ·µ)a′am+ †(a′α)(b′β)
= [e−iθ·µ(iµ2)e−iθ·µ
T
]a′b′m
+ †
(a′α)(b′β)
= [e−iθ·µe+iθ·µ (iµ2)]abm
+ †
(aα)(bβ)
= [(iµ2)]abm
+ †
(aα)(bβ).
(3.27)
This ﬁnishes our discussion of classifying KV creation operators.
3.5 Kondo vortex transformations
In this section we study how vi†ξ transforms under various symmetry transformations
of the quadratic Hamiltonian Hˆ2 of Eq. (3.11). We already know that condensation
of vi†ξ leads to a magnetic phase, since it picks a direction and breaks the SU(2)
spin rotation symmetry. We however would like to know what kind of a magnetic
phase it is. The strategy is to ﬁnd out the transformation properties of vi†ξ , and
compare them with the transformation properties of various magnetically ordered
states under various symmetry operations. This method has been used beforehand
for the studying the eﬀect of instantons in the gapless phase of the U(1) algebraic
spin liquid.[67, 68, 69]
Some symmetry transformation generators of the Hamiltonian Hˆ2 is given in Ta-
ble 2.3. We have not explicitly written the transformations under reﬂection and
translations, as they act exactly like R∗π/3– in that they only act on the site indices
i→ i′.
We note that that the deﬁnition of vi†ξ is only well-deﬁned if the phases of single
particle states of the mean-ﬁeld states are locked to their counterparts in the vor-
tex state. A simple way to guarantee this phase locking is through the “artiﬁcial”
adiabatic process outline in the previous section (see Fig. 3-3).
Now we are going to discuss how vi†ξ under time-reversal T , charge-conjugation C,
rotation R∗π/3 , and translations Tai .
3.5.1 Time reversal
From the transformation bi → b∗i , and aij → −aij under time-reversal, it is clear that
T send any state in the + KV conﬁguration to its corresponding state in − KV, in
addition to rotating its spin according to (iσ2) factor in Table 2.3:
T :z+†aαz+†bβ |DS,+〉 〈G| →
(iσ2)αα′(iσ
2)ββ′z
−†
aα′z
−†
bβ′ |DS,−〉 〈G| ,
(3.28)
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Therefore the ﬁrst term of vi†ξ [Eq. (3.21)] transforms to:
T : [(iσ2)σi]αβ(iµ2)abm+†(aα)(bβ)
→ [(iσ2)(σi)∗]αβ(iµ2)ab(iσ2)αα′(iσ2)ββ′m−(aα′)(bβ′)
=
[−(iσ2)(iσ2)(σi)∗(iσ2)]
α′β′ (iµ
2)abm
−
(aα′)(bβ′)
= −[(iσ2)σi]αβ(iµ2)abm−(aα)(bβ).
(3.29)
Similar algebra for the second term results in
T : vi†ξ →− [(iσ2)σi]αβ(iµ2)abm−(aα)(bβ)
− ξ∗ [σi(iσ2)]
αβ
(iµ2)abm
+
(aα)(bβ)
(3.30)
We demand that under time reversal vi†ξ transforms to v
i
ξ except for a possible phase
factor. Comparing the above equation with viξ given in Eq. (3.24) results in ξ
∗2 = 1.
Therefore vortex creation operators are classiﬁed by their transformation under time
reversal – they can only be either odd or even under time reversal:
T : v†± → ±v±. (3.31)
3.5.2 Charge conjugation
To ﬁnd how v†± transforms under charge-conjugation, let us ﬁrst deﬁne γ
+†
εα as the
creation operator of the states with energy ε with spin α and in the presence of +
KV. The expansion of γ+†εα is given by:
γ+†εα =
∑
i
C+εic
†
iα + F
+
εi f
†
iα, (3.32)
where C+εi , and F
+
εi are complex numbers which are obtained by the looking at the
eigenvectors of the Hamiltonian matrix Hˆ2 with eigenvalue ε. Let us also deﬁne γ˜
+†
εα ,
derived from γ+†εα
γ˜+†εα :=
∑
i
iC
+
εic
†
iα − iF+εi f †iα, (3.33)
where i = (−)i, that is to say, it is −1 on A sublattices, and is +1 on B sublattices
of the honeycomb lattice. In Appendix C we show that
γ˜+†εα = γ
+†
−εα. (3.34)
Under charge conjugation (see Table 3.1):
C : γ+†εα → (iα2)αβγ˜+∗εβ = (iσ2)αβγ+∗−εβ = (iσ2)αβγ−−εβ. (3.35)
In words (in addition to (iσ2)αβ spin rotation) charge conjugation sends the par-
ticle creation operators in the Dirac sea of a + vortex to the destruction operators of
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the unoccupied states of the − vortex. However since charge conjugation also sends
the empty (vacuum) state to the fully occupied state the net eﬀect is to send Dirac
sea of + vortex to the Dirac sea of − vortex. For the zero modes this involves two spin
ﬂips one coming from the (iσ2)αβ factor in the deﬁnition of the charge conjucation,
and other for going from occupied states to unoccupied states. Therefore the ﬁrst
term of vi†ξ transforms to:
C : [(iσ2)σi]αβ(iµ2)abm+†(aα)(bβ)
→ [(iσ2)(σi)]αβ(iµ2)abm−(aα)(bβ).
(3.36)
Similar algebra for the second term results in
C : vi†ξ →[(iσ2)σi]αβ(iµ2)abm−(aα)(bβ)
+ ξ
[
σi(iσ2)
]
αβ
(iµ2)abm
+
(aα)(bβ).
(3.37)
Compare this with viξ [Eq. (3.24)] for ξ = ±1:
C : v†± → ∓v±. (3.38)
3.5.3 Rotation, and Translations
To obtain the transformation of vi†ξ under R∗π/3 we resort to numerics. This is done by
diagonlizaing the Hamiltoniain Hˆ2 in a ring geometry (See Fig. 3-2) using a symmetric
gauge. Each single particle state is then transformed according to R∗π/3. Let us take
the column vector corresponding to the single particle state with energy ε (where we
ignore the vortex ±, and spin index since rotation does not change the vorticity or
spin) :
|ε〉 = [C1 · · ·CNF1 · · ·FN ]T , (3.39)
and N is the number of sites. Under R∗π/3, |ε〉 transforms to
R∗π/3 : |ε〉 → [C1′ · · ·CN ′F1′ · · ·FN ′]T , (3.40)
where i′ the index of the lattice site obtained by rotating lattice site with index i. In
a symmetric gauge the transformed |ε〉 is going to be proportional to |ε〉 except for a
uniform phase factor on the weights for f orbitals:
|ε〉 → eiθε [C1 · · ·CNeiπ/3F1 · · · eiπ/3FN ]T . (3.41)
The eiπ/3 phase factor is the trivial phase to compensate the constant π/3 shift in
the phase of the b ﬁeld. Transformed vi†ξ is then obtained by multiplying all the e
iθε
phase factors of the single-particle states that make up vi†ξ [See Eq. (3.19)– (3.21)].
We ﬁnd
R∗π/3 : vi†ξ → −vi†ξ . (3.42)
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The minus sign above is independent of lattice sizes and vortex conﬁgurations! This is
quite a nontrivial result as all the states in the Dirac sea and 2 zero modes contribute
to this minus sign.
To ﬁnd how vi†ξ transforms under lattice translations we use the following identity
in the Honeycomb lattice
R∗π/3Ta1Ta2R
∗−1
π/3 T
−1
a2
= 1, (3.43)
where a1 = (0,
√
3), and a2 = (−3/2,−
√
3/2) in the units of nearest neighbor links.
Demanding v†ξ to be an eigenvector of Tai results in
Ta1 : v
†
ξ → v†ξ (3.44)
The same result holds for Ta2 .
v†± v± + v
†
± i(v± − v†±) iv± × v†±
T ±v± ± ± +
C ∓v± ∓ ± −
R∗π/3 −v†± − − +
Tai +v
†
± + + +
Table 3.1: The table of the transformation of the spin-1 vortex creation operator v†ξ ,
and 3 Hermitian operators constructed from it. Time reversal dictates ξ to be either
±1.
It would have been ideal to also ﬁnd the transformation of v†ξ under lattice reﬂec-
tions. The problem in using the numerics – the way we used it for studying the action
of R∗π/3 on vortex operators – is that reﬂections change vortices to anti-vortices. We
note that in diagonalizing the Hamiltonian Hˆ2 there is an arbitrary phase associated
with each single particle state. The arbitrary phase eiϑ for the + vortex state, ap-
pears as e−iϑ in the − vortex state and causes an arbitrary e2iϑ phase accumulation!
This problem could have been circumvented by locking the phase of each single par-
ticle state with its “corresponding” state in the mean-ﬁeld spectrum. However we do
not have a way of “locking” these phases, and therefore can not trust our numerical
results for reﬂections.
The results of the symmetry transformations we studied are summarized in table
II. We see that Re(v−) = v−+v
†
− transforms identically to the standard two sublattice
antiferromagnetic Neel order parameter. Thus its condensation will lead to the usual
Neel order. In the next section we discuss the nature of the AF phase transition
mediated by the condensation of the Re(v−).
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3.6 Kondo vortex condensation and the O(3) tran-
sition
In this section we discuss the universality class of the AF phase transition mediated
by the KV condensation. To describe the universality of the resulting AF phase
transition it is convenient to pass to a dual description [48, 49] directly in terms of
the Kondo vortices. As the Kondo hybridization ﬁeld b is coupled to a gauge ﬁeld,
its vortices do not have any long range interactions. The dual free energy may then
be readily written down by demanding invariance under all physical symmetries and
is given by:
F =
∑
ξ=±1
(
tξ|vξ|2 + rξ(v2ξ + v∗2ξ ) + uξ|vξ|4
+sξv
2
ξv
∗2
ξ + wξ|vξ × v∗ξ |2 + · · ·
)
.
(3.45)
We emphasize that, in contrast to the usual boson-vortex duality, due to the rξ terms
here the vorticity is not conserved. In other words the free energy is not invariant
under a phase rotation of the vortex ﬁelds. This is because the gauge ﬁeld aij in
the original description is compact. This allows for instanton conﬁgurations where
the gauge ﬂux can change in units of 2π. However the spin carried by the vortices
prohibits single instanton events; pairs of vortices in a spin singlet can nevertheless
be created or destroyed as described by the rξ term.
If r− < 0, Re(v−) will condense ﬁrst, while Im(v−) remains zero. We identiﬁed
Re(v−) as the Neel vector, and this condensation describes the Kondo insulator to
AF transition. The free energy at the transition is then given by
F = (t− + r−)Re(v−)2 + (u− + s−)Re(v−)4 + · · · , (3.46)
which describes an O(3) transition for Re(v−). Therefore in our theoretical frame-
work, this KV mediated AF transition is an O(3) transition.
This result is perhaps not unexpected, because a charge gap exists on both sides
of the AF transition and the notion of an onset of Kondo screening is an artifact of
mean ﬁeld theory.
3.7 Conclusion
In this chapter, we have proposed destroying the Kondo phase by proliferating Kondo
vortices. To make analytical progress we have studied this proposal in the honeycomb
lattice at half-ﬁlling. The particle-hole symmetry of the half-ﬁlled honeycomb lattice
guarantees that the chemical potential stays at zero. The relativistic structure of the
low energy modes, furthermore, has allowed us to study the Kondo vortices in the
continuum limit, and to ﬁnd 4 zero modes right at the chemical potential. We have
shown that spin-triplets can be created by a Kondo vortex because of the zero modes
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it generates at the chemical potential.
This gives us a nice picture that a magnetic transition can be driven by prolif-
erating Kondo vortices. We have also identiﬁed a class of these spin-triplets that
transform like a Ne´el order. Due to the half-ﬁlled limitation of this model, however,
this Kondo-vortex-driven antiferromagentic transition is in the O(3) universality class.
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Chapter 4
RKKY interaction in half-ﬁlled
bipartite lattices
4.1 Introduction
The RKKY interaction between magnetic impurities in a metallic environment plays
a crucial role in the way magnetic impurities order both in the dilute and the Kondo
lattice limits.[10] Perfect nesting of the Fermi surface provides a mechanism for or-
dering, due to the divergence of the spin susceptibility at the nesting wavevector.[13]
The square lattice at half ﬁlling provides the best known example for perfect nesting
and the consequent (π, π) antiferromagnetic ordering of the magnetic impurities. The
minimal form of nesting appears in the undoped single layer of graphite[70] where the
Fermi surface shrinks to two Dirac points. However we show that the particle-hole
symmetry provides another mechanism for ordering of the magnetic impurities in a
metallic environment on all length scales. This result can be applied to the undoped
graphene and is of value since low energy calculations are only valid in the long dis-
tance limit. Furthermore, this result provides a test for the low energy calculations
and we show that the calculation based on a sharp cutoﬀ fails this test. We also study
the RKKY interaction between localized spins with more complicated Kondo inter-
actions. Interestingly, the behavior of the RKKY interaction is qualitatively diﬀerent
for diﬀerent types of magnetic impurities. It will be interesting to see which one of
the scenarios we considered – if not all – can be realized in the lab.
The organization of this chapter is as follows. In Sec. 4.2 we consider the simplest
Kondo perturbation, where the impurity is localized at a lattice site, and only has
an on-site Kondo interaction with the conduction electron spin. We prove a theorem
for the RKKY interaction between these “site impurities” in bipartite lattices with
hopping between opposite AB sublattices at half ﬁlling. The result is that the sign
of the RKKY interaction depends only on whether the impurities are localized at
opposite sublattices (antiferromagnetic) or on the same sublattices (ferromagnetic).
The sign is dictated by particle-hole symmetry and is thus valid on all length scales.
Section 4.3 focuses on the half-ﬁlled honeycomb lattice with nearest neighbor
hopping, and examines the above theorem in the long distance limit. We do a low
75
energy calculation for the RKKY exchange in diﬀerent cutoﬀ schemes to obtain the
long distance behavior of the exchange. As will be explained, due to the nature of the
singularity of the spin susceptibility near the Dirac nodes, the use of sharp cutoﬀ is
inappropriate. We do the sharp cutoﬀ calculation to demonstrate this fact. We then
examine two smooth cutoﬀs to ﬁnd the long distance behavior of the exchange. Two
cutoﬀs are considered to make sure that the calculation is cutoﬀ independent. They
both lead to the same answer in the long distance limit.
It is important to note that although both antiferromagnetic and ferromagnetic
exchange have the same algebraic decay power in the long distance limit, the coeﬃ-
cient of their decays are not the same. Furthermore, focusing on the RKKY in a single
class (i.e. the same or opposite sublattices), there is also magnitude “oscillations” of
the form cos (2kD · (R−R′)) due to the non-analyticity of the susceptibility at the
wavevector connecting the two nodes.
In Sec. 4.3.2 we discuss the extension of the RKKY between site impurities to
more general cases. In particular, we ﬁnd the qualitative behavior of the RKKY for
magnetic impurities sitting at the center of the hexagons of the honeycomb lattice.
We distinguish this type of impurity by calling it plaquette impurity (vs. site im-
purity). In writing the Kondo perturbation, these plaquette impurities can couple
coherently or incoherently with the conduction electrons. We ﬁnd that, for incoher-
ent Kondo couplings, the RKKY exchange between plaquette impurities is always
antiferromagnetic.
We then obtain the RKKY behavior for plaquette impurities when they have a
coherent Kondo interaction with the conduction electrons around the plaquette. We
ﬁnd that, due to a nontrivial phase cancelation, the 1/R3 algebraic tail, present in all
other situations we considered, vanishes.
We conclude by summarizing our results and mentioning our disagreements –
specially in the sign of the RKKY interaction – with other attempts[51, 71] made in
calculating the RKKY interaction in graphene.
4.2 Lattice results
We quickly review the RKKY interaction.[7, 8, 9, 72] Imagine putting 2 test localized
spins S at lattice sites i and j (i = j) and assume they have a small on-site spin
exchange interaction with the conduction electrons spin s. This perturbs the free
hopping Hamiltonian
Hˆ = −t
∑
〈ij〉,α
(
c†iαcjα + H.c.
)
(4.1)
by
δHˆ = δJ(Si · si + Sj · sj) (|δJ |  t). (4.2)
In perturbation theory the leading interaction induced by this term is
HˆRKKY = JijSi · Sj, (4.3)
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where Jij is given by
Jij = −δ2J
∫
dτ
〈
s−i (τ)s
+
j (0)
〉
. (4.4)
To be precise Jij is the coeﬃcient of the S
+
i S
−
j . However due to the SU(2) ﬂavor
symmetry of the unperturbed Hamiltonian; J−+ij , J
+−
ij and J
zz
ij are all equal. It is
also understood that this is the static (imaginary-time-averaged) part of the RKKY
interaction.
Nearest neighbor hopping on a bipartite lattice can be viewed as a special case of
hopping between A and B sublattices. The particle-hole transformation
cia(τ)→ (−1)i c¯ia(τ), (4.5)
where c and its conjugate c¯ are now Grassmann ﬁelds, leaves the Lagrangian invariant.
Lattice sites are labeled such that i is odd on A sublattices and even on B sublattices.
This transformation sends the chemical potential µ to −µ. However at half ﬁlling
µ = 0 and the particle-hole transformation is a symmetry of the partition function.
Using Wick’s theorem we have
Jij = −δ2J
∫
dτ
〈
c¯i↓(τ)cj↓(0)
〉〈
ci↑(τ)c¯j↑(0)
〉
. (4.6)
We drop the spin indices from now on since the Green’s functions do not depend on
the spin ﬂavor. Since the ground state is particle-hole symmetric, the particle-hole
symmetry of the Lagrangian implies〈
ci(τ)c¯j(0)
〉
= (−1)i+j〈c¯i(τ)cj(0)〉. (4.7)
The above relation immediately results in
Jij = −δ2J (−1)i+j
∫
dτ Gij(τ)
2, (4.8)
where Gij(τ) is deﬁned to be
Gij(τ) =
〈
c¯i(τ)cj(0)
〉
. (4.9)
In addition Gij(τ) is real, as the space-time matrix connecting the Grassmann vari-
ables is real. Therefore
Jij
|Jij| = (−1)
i+j+1. (4.10)
The same result is obtained if the Hamiltonian of Eq. (4.1) contains more general
hopping terms, but only between AB sublattices. In summary, for any bipartite lattice
at half ﬁlling, with hopping only between AB sublattices, the RKKY interaction is
antiferromagnetic between impurities on opposite sublattices and is ferromagnetic
between impurities on the same sublattices.
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4.3 Low energy calculation
Next we focus on the honeycomb lattice with nearest neighbor hopping and examine
the theorem we proved in the long distance limit. The low energy theory is known to
be governed by a 2+1 dimensional Dirac action containing the Dirac spinors – with
internal A-B ﬂavor – residing near the two independent nodes ±kD. Being “near”
the nodes is formulated by introducing a momentum cutoﬀ and a cutoﬀ scheme in
the calculations.
The division of the honeycomb lattice to A and B sublattices is a necessity, as the
Bravais lattice has a basis with two sites. Let us set the distance between the nearest
neighbor sites to be 1. In the limit |R−R′|  1, the RKKY interaction JAB(R−R′)
is calculated by Fourier transforming Eq. (4.6) and constraining the momentums to
be near the Dirac nodes:
JAB(R−R′) ≈ −δ2J
∑
D,D′
∫
d2q
(2π)2
eiq·(R−R
′)ei(D−D
′)kD ·(R−R′)χDD
′
AB (q0 = 0, q)CΛ(|q|).
(4.11)
Here R and R′ refer to the Bravais lattice vectors. D and D′ are either +1 or −1.
They denote near which Dirac nodes ±kD the (space) momentums reside. Λ  1
is the cutoﬀ and CΛ(|q|) is a function that takes care of cutting oﬀ the momentum.
Three examples for CΛ(|q|) will be given below.
χDD
′
AB (q) is given diagrammatically by
χDD
′
AB (q) =
∫
d3k
(2π)3
A
 
k;D′
k + q;D
B . (4.12)
We use the continuum limit “translation” of the ﬁelds in terms of microscopic
variables we outlined in chapter 2 (see Table. 2.1) to obtain:
χ++AB(0, q) =
3|q|
64
, (4.13)
χ−−AB(0, q) = χ
++
AB(q), (4.14)
χ+−AB(0, q) =
1
64|q| (qx + iqy)
2 , (4.15)
χ−+AB(0, q) = χ
+−
AB(q)
∗. (4.16)
The integral needed in this calculation is given in Appendix E. In the above calcula-
tions the Dirac dispersion velocity vc is set to be 1 by scaling the space dimensions.
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To calculate JAB(R−R′) we examine the following cutoﬀ functions :
C1Λ(|q|) = θ(Λ− |q|), (4.17)
C2Λ(|q|) = e−|q|/Λ, (4.18)
C3Λ(|q|) = e−q
2/Λ2 , (4.19)
where θ is the step function.
The issue is that the susceptibility is dominated by larger values of |q|, and the
decay that phase integration causes, in the sharp cutoﬀ scheme, is not strong enough
to compensate that. This issue becomes more severe in the continuum limit Λ|R −
R′| → ∞.
Since small |q| must dominate the large distance behavior, we should adopt a
diﬀerent cutoﬀ scheme than the sharp cutoﬀ. For the same reason, the answer should
be universal, not just the power of decay, but also its coeﬃcient. That is why we
examine two diﬀerent cutoﬀ schemes C2Λ and C3Λ to make sure that we ﬁnd the cutoﬀ
independent answer.
4.3.1 Examining diﬀerent cutoﬀs
Next we do the calculations for the three cutoﬀ schemes we have considered. We ﬁrst
show explicitly that the sharp cutoﬀ is inappropriate. We then ﬁnd the universal
answer for the RKKY interaction using the smooth cutoﬀs C2Λ and C3Λ.
sharp cutoﬀ. Doing the integral of Eq. (4.11) for D = D′ = +1 using C1Λ results
in
J++AB (R−R′) ∝
1
|R−R′|3
∫ Λ|R−R′|
0
dx x2J0(x). (4.20)
The Bessel function J0(x) is obtained by doing the angular integration. The integrand
in the above equation is a widely oscillating function in the limit Λ|R − R′|  1.
Using the asymptotic form for J0(x) one easily obtains
J++AB (R−R′) ∝
1
|R−R′|3/2 sin(Λ|R−R
′| − π/4). (4.21)
The changed scaling form, as well as the sine oscillations, are generated by the sharp
cutoﬀ in momentum space. The sine causes sign oscillations in contradiction to the
theorem we proved in the ﬁrst section, thus making the sharp cutoﬀ inappropriate.
Again even without the theorem; we can see that the integral is dominated by larger
values of |q|, and that is enough to make the sharp cutoﬀ inappropriate.
smooth cutoﬀs. Because of this issue we use the smooth cutoﬀs given by
Eq. (4.18) and (4.19). As expected, C2Λ and C3Λ, both lead to the same result in
the continuum limit. The few integrals needed for this calculation are given in the
Appendix E. The ﬁnal result is
JAB(R−R′) ≈ 3δ
2
J
64π
1 + cos
(
2kD · (R−R′)
)
|R−R′|3 , (4.22)
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where ≈ is used since it is the continuum limit Λ|R − R′| → ∞ result. We also
mention the results for χDD
′
AA :
χDD
′
AA (0, q) = −
|q|
64
. (4.23)
The same cutoﬀ functions C2Λ and C3Λ results in
JAA(R−R′) ≈ −δ
2
J
64π
1 + cos
(
2kD · (R−R′)
)
|R−R′|3 . (4.24)
4.3.2 RKKY for plaquette impurities
The perturbation we considered in Eq. (4.2) is the simplest Kondo perturbation one
can consider. In general the localized spin could have interactions with several con-
duction electrons. In the honeycomb lattice this can be realized experimentally by
having the localized spins near the center of the graphene’s hexagons.
To study these situations, let us consider a slight change of notations in denoting
the localized spins. The Greek alphabet index Sa is used to denote the localized spins
in these situations. This is in contrast to the notation Si for the on-site perturbations
we started this chapter with. To establish notation we ﬁrst consider the simpler
theoretical problem in which the impurity has an incoherent Kondo interaction with
the conduction electron spins around the plaquette. The perturbation to the free
hopping Hamiltonian is then
δHˆ = δJ T
a
i S
a · si (|δJ |  t), (4.25)
where the sum over a (localized spins) and i (lattice sites) are understood. We assume
Sa has interactions with only a few si’s. For example, if S
a is located near the center
of a hexagon in the honeycomb lattice, we assume T ai has only 6 nonzero elements,
corresponding to the sites surrounding the hexagon.
The RKKY interaction between Sa and Sb is
JabSa · Sb, (4.26)
where Jab is given by
Jab = T ai T
b
j Jij, (4.27)
and Jij is given by Eq. (4.4).
To be concrete let us consider the honeycomb lattice and imagine that the localized
spins are located at the center of the hexagons and are widely separated. We consider
the “s-wave” model in which the non-zero elements of T ai are all 1. J
ab(R −R′) is
then given by summing over 36 terms that are given by either Eq. (4.22) or Eq. (4.24).
Since A and B sites surrounding the hexagons belong to diﬀerent Bravais lattice sites,
the separations in Eq. (4.22) or Eq. (4.24) are in general given by diﬀerent R −R′,
e.g. R − R′ ± a1, R − R′ ± a2, etc. Here a1 and a2 are the primitive vectors of
the Bravais lattice . However in the long distance limit, all the decay factors can be
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replaced by 1/|R−R′|3.
Treating the cosine is a bit more delicate as cos
(
2kD · (R−R′)
)
is not a smooth
function. It is straightforward to show that cos (2kD ·R) is either −1/2 or 1. If we
decompose R into the primitive vectors
a1 =
(
3/2,
√
3/2
)
, (4.28)
a2 =
(
0,−
√
3
)
, (4.29)
R = ma1 + na2, (4.30)
together with
kD =
(
0,
4π
3
√
3
)
, (4.31)
one ﬁnds
cos (2kD ·R) = cos (4π(m+ n)/3) . (4.32)
However as we explain this complication does not come into play and the RKKY
exchange between the plaquette impurities we have considered is always antiferro-
magnetic.
To see this one has to label the sites around the two hexagons in terms of (m,n)
pairs. It is straightforward to see that the set of
O = m + n−m′ − n′ (mod 3) (4.33)
for AA and BB sublattices is the same as the set for opposite AB sublattices, thus
antiferromagnetism prevails. It can is also found (see Fig. 4-1) that these sets will be
grouped to {0, 1, 2}. Therefore the cosine contributions of Eq. (4.22) and Eq. (4.24),
when summed over the sites around two plaquettes, vanish: to the leading order
Jab(R−R′) is given by
Jab(R−R′) ≈ 9δ
2
J
16π
1
|R−R′|3 . (4.34)
To summarize, the RKKY exchange for plaquette impurities (in the long distance
limit) is always antiferromagnetic. Since the center of the hexagons form a trian-
gular lattice, the RKKY exchange for the widely separated plaquette impurities is
frustrated.
We also mention the results for the RKKY interaction between a plaquette im-
purity and a site impurity. Again the cos (2kD · (R−R′)), present in the RKKY for
site impurities, when summed over the plaquette, vanishes. The ﬁnal result is given
by
JaA(R−R′) ≈
3δ2J
32π
1
|R−R′|3 . (4.35)
The same result is obtained when the site impurity is on a B sublattice.
We ﬁnally extend the incoherent Kondo coupling of plaquette impurities with the
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Figure 4-1: The honeycomb lattice. “A” sublattice is denoted by odd (empty) sites.
Plaquettes a, b, and the sites surrounding them are labeled. Fixing i on any site and
running j ∈ A (around a plaquette) results in {0, 1, 2} patterns for Oij = mi + ni −
mj − nj (mod 3). The same set is obtained by scanning j ∈ B. Thus this procedure
results in the set {−1/2,−1/2, 1} for cos(2kD ·Rij) and cos(kD ·Rij).
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conduction electron given by Eq. (4.25) to the coherent one. The coherent Kondo
perturbation is more physical. It can be justiﬁed by going back to the origin of the
Kondo model, i.e. the Anderson model. In the coherent Kondo coupling the Sa has
a Kondo interaction with a coherent sum of conduction electron spin. The Kondo
perturbation is then given by
δHˆ = δJ S
a · sa (|δJ |  t), (4.36)
where sa is a coherent sum of the conduction electron spins around the plaquette a,
eg. s+a is given by
s+a =
1
6
∑
i,j∈Pa
c†i↑cj↓, (4.37)
and Pa is the set of sites surrounding the plaquette a. The susceptibility needed in
these calculations carries four sublattice indices:
χDD
′
ikjl (q) =
∫
d3k
(2π)3
i
j

k;D′
k + q;D
k
l , (4.38)
since in calculating
〈
s+a s
−
b
〉
, 4 sites {i, j, k, l} are involved. Here i, j ∈ Pa and k, l ∈ Pb.
We avoided using a separate notation for sublattice indices in χDD
′
ikjl (q), e.g. “i” in
χDD
′
ikjl (q) should be replaced with A if i ∈ A, etc. Jab∗ is then given by:
Jab∗ ≈ −δ2J
∑
i,j∈Pa
∑
k,l∈Pb
∑
D,D′
∫
d2q
(2π)2
ei(q+DkD)·(Ri−Rk)eiD
′kD·(Rl−Rj)χDD
′
ikjl (q0 = 0, q)CΛ(|q|).
(4.39)
“*” is used to make the distinction between the coherent RKKY and the incoherent
RKKY of Eq. (4.34).
It is straightforward to ﬁnd that:
′∑
i,j∈Pa
′∑
k,l∈Pb
∑
D,D′
eiDkD·(Ri−Rk)eiD
′kD·(Rl−Rj) = 0, (4.40)
where
∑′ is to denote that in summing over indices, each site index is restricted to
be in a single sublattice. This is just an immediate result of the observation we made
in the previous discussions and is explained brieﬂy in the caption of Fig. 4-1. Since∫
d2q
(2π)2
eiq·(Ri−Rk)χDD
′
ikjl (q0 = 0, q)CΛ(|q|), (4.41)
is independent of D and D′, Eq. (4.40) implies that the 1/|R −R′|3 dependance of
Jab∗ vanishes:
Jab∗ (R−R′) = 0 +O(1/|R−R′|4). (4.42)
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Note that the incoherent Kondo perturbation corresponds to i = j and k = l.
The sum in Eq. (4.40), with this further constraint, does not factor out and it does
not vanish [See Eq. (4.34)].
4.4 conclusions
We ﬁrst proved that the particle-hole symmetry for bipartite lattices determines the
sign of RKKY interaction between site impurities on all length scales. Secondly, the
nature of the singularity of the spin susceptibility in graphene invalidates the use
of sharp cutoﬀ. In the sharp cutoﬀ scheme, the main contribution for the RKKY
interaction comes from the large momenta, thus invalidating the low energy theory.
We then studied the RKKY between plaquette impurities and also between a pla-
quette impurity and a site impurity. We ﬁrst considered the simpler case of having
an incoherent Kondo perturbation. For these incoherent perturbations, the RKKY
involving plaquette impurities (in the long distance limit) always ends up to be anti-
ferromagnetic. This is coming from the fact that, in mediating RKKY the contribu-
tions of electrons on opposite sublattices dominate the contributions from the same
sublattices [Eq. (4.22) vs. Eq. (4.24)]. If they had equal strength, the 1/|R −R′|3
dependance of the RKKY involving plaquette impurities would have vanished.
We then focused on plaquette impurities in the coherent Kondo interaction regime.
We found that the 1/R3 algebraic tail of the RKKY, present in all other situations we
considered, vanishes. More work needs to be done for ﬁnding the leading contribution
for the RKKY in this case.
In terms of the magnitude of the RKKY in the long distance limit, our results can
be summarized symbolically as
|Jab| > |JaA| > |JAB| > |JAA|  |Jab∗ |. (4.43)
There had been other attempts in calculating RKKY in graphene.[51, 71] They
also observed a 1/R3 dependance for the RKKY. However it was claimed that the
RKKY is always ferromagnetic due to graphene’s “semimetalic properties”. Based
on our result, this may only happen for the plaquette impurities with coherent Kondo
interactions [See Eq. (4.42)], and in that case the RKKY decay is faster than 1/R3,
which is not what is reported in Ref. [51].
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Chapter 5
Sign-free quantum Monte Carlo:
preliminary results
In this chapter we present our results for the spin-spin correlation functions of the
sign-free quantum Monte Carlo simulation of the pure Kondo Hamiltonian:
H = −t
∑
〈ij〉α
(
c†iαcjα + H.c.
)
+ JK
∑
i
si · Si, (5.1)
which support the existence of antiferromagnetic (AF) phase for small Kondo cou-
plings, and a second order AF phase transition. The simulations are done based on
the code developed by Kevin Beach which is explained in detail in his thesis. [52]
Due to the RKKY interaction, presented in Chap. 4, we expect to see the AF
phase for small Kondo coupling. In Fig. 5-1 we show the spin-spin correlation function
〈Szi Szj 〉 as a function of |ri − rj|, where ri is the location of the lattice site i. For
an AF phase the sign of 〈Szi Szj 〉 should be positive (negative) if i and j are on the
same (opposite) sublattices. The oscillating signs of 〈Szi Szj 〉 shown in Fig. 5-1 matches
exactly with an AF correlation function we would expect from the RKKY interaction.
Note that RKKY interaction grows as J2K . Therefore, within a range where the
(perturbative) RKKY interaction can be applied, we would expect a stronger AF
correlation for larger values of JK . Correlation function in Fig. 5-1 agrees with this
assessment as RKKY interaction is weaker for Jk = 0.5 than JK = 1. AF correlations
are weaker for JK = 1.4 than JK = 1 since JK = 1.4 is in the strong coupling regime
and the Kondo physics dampens the AF correlations.
To ﬁnd the Kondo coupling where the AF transition happens, we calculate the
spin-spin correlation function between spins which are separated the most in a ﬁnite
lattice. We denote this distance as L in Fig. 5-2. We plot this as a function of
1/L. If the zero intercept 1/L = 0 of this correlation function is ﬁnite we are in the
magnetically ordered phase. Our results shown in Fig. 5-2 supports a second order
AF phase transition around JK ≈ 1.3.
We ﬁnally point out that our simulation is done in the geometry of Fig. 4-1 with
the periodic boundary condition. To reduce the ﬁnite size eﬀect, we borrow the
method used by Assaad [73]. We add a static background gauge ﬁeld Aij coupled to
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c electrons, thus making the hopping, complex:
H = −t
∑
〈ij〉α
(
eiAijc†iαcjα + H.c.
)
+ JK
∑
i
si · Si. (5.2)
We arrange the Aij such that a total of 2π ﬂux is inserted through the whole sample.
The Landau splitting of the levels, as discussed by Assaad in detail, reduces the ﬁnite
size eﬀect immensely.
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Figure 5-1: y axis measure
∑′
ij S
z
i S
z
j , where
′ is to denote that the sum is subjected
to |ri− rj | = rk. rk is measured in units of the distance between the nearest neighbor
lattice points. The results are for a lattice of 5× 5 at inverse temperature β ≡ t/T =
30. It clearly shows the AF correlations. This is because the sign of
∑′
ij S
z
i S
z
j is
positive (negative) if rk connects sites on the same (opposite) sublattices. It also
shows that at β = 30 the correlations are strongest at JK = 1 and weakest at
JK = 0.5.
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Figure 5-2: The ﬁnite size scaling of the spin-spin correlation function for various
Kondo couplings, and and at temperature T/t = 1/30. y axis measures the spin-spin
correlation function. L here is the system size. The spin-spin correlation function is
given as a function of 1/L.
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Appendix A
Restoration of the Lorentz
invariance at KI–ASL ﬁxed point
Here we will give more details regarding the irrelavance of the perturbations that break
the Lorentz symmetry at our Lorentz invariant KI–ASL ﬁxed point. It is tempting
to break the Lorentz invariance by perturbing only one ﬁeld, Ψ or Φ. However Ψ
and Φ loose their own identity as b becomes massless and they mix together. Having
this mixing in mind we consider the most general perturbation which is of the kinetic
form for the Ψ and Φ ﬁelds, and is consistent with the gauge symmetry
δLaE =
∑
σ
(
δσ Ψ¯αγσ∂σΨα +∆σ Φ¯αγσ (∂σ − iaσ) Φα
)
. (A.1)
The corrections to fermion propagators and gauge vortex is represented diagrammat-
ically:
 
qq
σ = −iδσ/qσ,

qq
σ = −i∆σ/qσ,

σ
= +i∆σγσ,
(A.2)
where we have used the notation
/qσ ≡ qσγσ. (A.3)
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We evaluate the two propagators
〈
ΨαΨ¯α
〉
and
〈
ΦαΦ¯α
〉
in the presence of the
perturbation given by Eq. (A.1).
〈
ΨαΨ¯α
〉
is given by
〈
ΨαΨ¯α
〉
=

+

+

σ
+

σ +

σ +

σ ,
(A.4)
where the sum over the space–time index σ, appearing in the above diagrams, is
understood. Calculation of the diagrams — done in Feynman gauge — results in:
〈
ΨαΨ¯α
〉
(k) = −i/k−1
(
1 +
2
3π2N
log(|k|/µ)
)
+ i/k
−1/kσ/k
−1
(
δσ +
log(|k|/µ)
15π2N
|σµν | Sσ;µν
)
,
(A.5)
where Sσ;µν is given by
Sσ;µν = 20δσ + 2∆σ + 4∆µ + 4∆ν . (A.6)
The above propagator has a contribution from the unperturbed ﬁxed-point action,
which gives the gauge independent scaling dimension for Ψ ﬁeld
∆Ψ = 1 +
1
3π2N
. (A.7)
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Next we calculate
〈
ΦαΦ¯α
〉
which is given by
〈
ΦαΦ¯α
〉
=
	
+


+

+

σ +
Æ
σ +

σ
+

σ +

σ +

σ
+

σ +

σ +

σ .
(A.8)
We obtain
〈
ΦαΦ¯α
〉
(k) = −i/k−1
(
1 +
2
π2N
log(|k|/µ)
)
+ i/k
−1/kσ/k
−1
(
∆σ +
log(|k|/µ)
15π2N
|σµν | Fσ;µν
)
,
(A.9)
where Fσ;µν is given by
Fσ;µν = 104∆σ − 32∆µ − 32∆ν + 2δσ + 4δµ + 4δν . (A.10)
From Eq. (A.9), we obtain the scaling dimension of the Φ ﬁeld in Feynman gauge :
∆Φ = 1 +
1
π2N
. (A.11)
Then we use the Callan-Symanzik equation machinery by scaling the momentum
k → e−k and applying(
− ∂
∂
+ (3− 2∆Ψ) + dCm
d
∂
∂Cm
)〈
ΨαΨ¯α
〉
= 0, (A.12)(
− ∂
∂
+ (3− 2∆Φ) + dCm
d
∂
∂Cm
)〈
ΦαΦ¯α
〉
= 0, (A.13)
where the set C includes the coupling constants that ﬂow. For the perturbation under
consideration it has 6 elements:
C = {∆0,∆1,∆2, δ0, δ1, δ2}.
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Eqs. (A.12), and (A.13) will lead to the RG ﬂow :
∂
∂


∆0
∆1
∆2
δ0
δ1
δ2


= D


∆0
∆1
∆2
δ0
δ1
δ2


, (A.14)
where the matrix anomalous dimension D is given by
D = 1
15π2N


−74 32 32 −2 −4 −4
32 −74 32 −4 −2 −4
32 32 −74 −4 −4 −2
−2 −4 −4 −10 0 0
−4 −2 −4 0 −10 0
−4 −4 −2 0 0 −10


. (A.15)
All the eigenvalues of this matrix anomalous dimension is nonpositive. There is one
zero eigenvalue with the corresponding eigenvector
[
∆ ∆ ∆ −∆ −∆ −∆ ]T .This
shift can be absorbed by scaling Ψ and Φ ﬁelds separately. The scaling is delicate,
since in our RG scheme we have ﬁxed the coeﬃcient of
(
bΨ¯αΦα + c.c.
)
to be 1. So the
scaling of Ψ and Φ has to be accompanied by an appropriate scaling of b. But this
- in general - will move us away from the critical point. For the above perturbation
though, the scaling factor for b is 1:
1√
1−∆√1 + ∆ = 1 +O(∆
2).
So the above perturbation remains exactly marginal to all orders in 1/N .
It is interesting to note that the uniform shift

∆
∆
∆
∆
∆
∆


is an eigenvector with a negative eigenvalue. Why should this perturbation ﬂow? The
absorbtion of the uniform perturbation in Ψ and Φ has to be accompanied by scaling
the b ﬁeld by
1√
1 + ∆
√
1 + ∆
= 1−∆ +O(∆2). (A.16)
This scaling of the b ﬁeld will move us away from the critical point.
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Appendix B
Staggered spin correlation at
KI–ASL ﬁxed point
In this appendix we will ﬁnd the algebraic decay exponent of 〈M(x) ·M(x′)〉 at
KI–ASL ﬁxed point. We do this by obtaining the staggered spin M scaling dimen-
sion. It suﬃces to ﬁnd the scaling dimension of M+, since the decay exponent of
〈M(x) ·M(x′)〉 and 〈M+(x)M−(x′)〉 is the same. The ﬁrst step is to translate M+
to the ﬁeld theory language with the dictionary provided by Eq. 2.50. The expanded
form is given by
Φ =


fA+
−fB+
−ifB−
−ifA−


Φ¯ =
[
f †A+ f
†
B+ if
†
B− −if †A−
]
Start with the expression for S+A = S
1
A + iS
2
A = f
1†
A f
2
A, where here for the notational
elegance we have changed the subscript spin index {1(↑), 2(↓)} to a superscript one.
This leads to
S+A (x) = Φ¯
1(x)


1
0
0
−1

Φ2(x). (B.1)
The similar translation can be done for S+B . The ﬁnal result is:
M+(x) = Φ¯1(x)MΦ2(x), (B.2)
where M is
M =


1
1
−1
−1

 = 1⊗ σ3. (B.3)
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The matrix M has the following properties:
[M, γµ] = 0, (B.4)
Tr
(MΓ) = 0, (B.5)
where Γ is a generic notation representing any number of γµ matrices multiplied. The
1st property is useful sinceM passes through all the γ matrices and the ﬁnal result for
the propagatros
〈
Φ1i Φ¯
2
j
〉
and
〈
Ψ1i Ψ¯
2
j
〉
will have a simple matrix form
(
/k
−1M/k−1
)
ij
.
The second property causes any diagram, with matrix M left in a loop, to vanish.
The scaling dimension of M+ is obtained by looking at its relevant ﬂow near the
ﬁxed point. Due to mixing we perturb the Lagrangian density by
δLE = U+ Φ¯1(x)MΦ2(x) + u+ Ψ¯1(x)MΨ2(x), (B.6)
and study the Callan-Symanzik equation for the propagators
〈
Φ1Φ¯2
〉
and
〈
Ψ1Ψ¯2
〉
.
The vertices corresponding to these perturbations are represented by
 
21
= U+ M

21
= u+ M
(B.7)
The diagrammatic expression for propagators
〈
Φ1Φ¯2
〉
and
〈
Ψ1Ψ¯2
〉
is then given by:
〈
Ψ1Ψ¯2
〉
=

+

+

+

,
(B.8)
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〈
Φ1Φ¯2
〉
=

+

+

+
	
+


+

+

.
(B.9)
The ﬁnal answers in the Feynman gauge are as follows:
〈
Ψ1Ψ¯2
〉
(k) = −/k−1M/k−1
(
u+
(
1 +
4
3π2N
log(|k|/µ)
)
+
2U+
π2N
log(|k|/µ)
)
,
〈
Φ1Φ¯2
〉
(k) = −/k−1M/k−1
(
U+
(
1− 8
π2N
log(|k|/µ)
)
+
2u+
π2N
log(|k|/µ)
)
.
Then we use the Callan-Symanzik equation by scaling the momentum k → e−k
and applying (
− ∂
∂
+ (3− 2∆Ψ) + dCm
d
∂
∂Cm
)〈
Ψ1Ψ¯2
〉
= 0(
− ∂
∂
+ (3− 2∆Φ) + dCm
d
∂
∂Cm
)〈
Φ1Φ¯2
〉
= 0
(B.10)
The set C includes the coupling constants that ﬂow. For the perturbation under
consideration it has two elements:
C = {U+, u+}.
The above Callan-Symanzik equations leads to the following RG ﬂow:
∂
∂

U+
u+

 =

1 + 10π2N −2π2N
−2
π2N
1− 2
3π2N



U+
u+

 . (B.11)
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Appendix C
Some lemmas regarding the Kondo
Hamiltonian
In this appendix we prove a few statements which we used throughout the thesis. We
suppress the spin ﬂavor index α since it is not relevant. The proofs made here can
be generalized to a more general Hamiltonian than Hˆ2 where χe
iaij is replaced with
χij . The trasformation aij → −aij throughout this appendix should then be replaced
with χij → χ∗ij.
Lemma I. The spectrum S and −S of Hˆ2 are the same. The proof is very simple
as under the unitary transformation
ci → ici, (C.1)
fi → −ifi, (C.2)
Hˆ2 transforms to
Hˆ2 → −Hˆ2. (C.3)
The proof also implies Eq. (3.34).
Lemma II. Under vortex–antivortex transformation, i.e. the simultaneous trans-
formation:
bi → b∗i , (C.4)
aij → −aij , (C.5)
the densities 〈c†ici〉 remain unchanged:
〈c†ici〉 → 〈c†ici〉 (C.6)
That is to say 〈c†ici〉 for a vortex is the same as one for an antivortex.
Proof:
Hˆ2 = Π
†
HΠ = Γ†EΓ, (C.7)
where Π is the column matrix that includes both ci and fi: Πic = ci. H is the complex
matrix corresponding to Hˆ2, and Γ = U
†Π are the eigen-modes (i.e. E is a diagonal
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matrix of the energy levels). Expanding 〈c†ici〉 using matrix U results in:
〈c†ici〉 = U †m,icUic,n〈Γ†mΓn〉
= U †m,icUic,nδmnf(εm)
= |Uic,m|2f(εm),
(C.8)
where f(εm) is the fermi disdribution function. Under the transformation {bi →
b∗i , aij → −aij} we have {H→ H∗ ⇒ U → U∗}, and therefore
〈c†ici〉 → 〈c†ici〉 (C.9)
The same proof goes for fi:
〈f †i fi〉 → 〈f †i fi〉 (C.10)
Lemma III. 〈c†ici〉 of a vortex is the same as 1−〈c†ici〉 for an antivortex. Proof: We
know accompany the vortex–antivortex transformation with a particle–hole transfor-
mation:
bi → b∗i , (C.11)
aij → −aij , (C.12)
ci → ic†i , (C.13)
fi → −if †i . (C.14)
Under this transformation Hˆ2 remains invariant. At the same time
〈c†ici〉 → 1− 〈c†ici〉. (C.15)
Theorem. In the presence of a KV The chemical potentials µc, and µfi at half-
ﬁlling is zero. Proof: In writing Hˆ2, µ
c, and µfi is already set to be zero. We just
need to prove that
∑
iα
〈c†iαciα〉 = N (C.16)
∀i :
∑
α
〈f †iαfiα〉 = 1. (C.17)
The proof is immediately obtained after combining lemma II and III, resulting in
〈c†iαciα〉 = 1− 〈c†iαciα〉 ⇒ 〈c†iαciα〉 = 1/2, (C.18)
〈f †iαfiα〉 = 1− 〈f †iαfiα〉 ⇒ 〈f †iαfiα〉 = 1/2, (C.19)
where we have brought back the spin ﬂavor index α. Summing over spin ﬂavors and
lattice sites result in Eqs. (C.16) and (C.17).
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Appendix D
Analysis of the zero mode
equations
In this appendix we analyze the zero mode equations in the continuum limit. To
simplify notations we do this near +kD node. We also drop the spin and node ﬂavors
for a cleaner notation. The quadratic Kondo Hamiltonian of Eq. (3.8) near kD node
is given by the following matrix
H =
(
vc(q1τ2 + q2τ1) b
b∗ −vf
[
(q1 + a1)τ2 + (q2 + a2)τ1
]) , (D.1)
where a1, and a2 are the spatial components of the gauge ﬁeld. We study the zero
energy solutions
Hπ = 0 (D.2)
using the following gauge choice:
b(r) = |b(r)|eiθ, (D.3)
a(r) = aθ(r)θˆ = aθ(r) [− sin θxˆ + cos θyˆ] . (D.4)
π is given by
π =


cA
cB
fA
fB

 . (D.5)
Eq. (D.2) is analyzed in real space by replacing qj = i∂j . It also turns to be more
elegant to switch from x and y to z and z∗:
z = x + iy (D.6)
z∗ = x− iy (D.7)
2∂z∗ = ∂x + i∂y (D.8)
2∂z = ∂x − i∂y (D.9)
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Above equations lead to
(q1 + a1)τ2 + (q2 + a2)τ1 =(
0 2∂z∗ + e
+iθa(r)
−2∂z + e−iθa(r) 0
)
(D.10)
By a trivial scaling we set vf = 1, and replace vc with ζ = vc/vf . A further scaling(
cA
cB
)
→ 1√
ζ
(
cA
cB
)
, b →
√
ζb (D.11)
eliminates ζ from the zero mode equations:

0 2∂z∗ b 0
−2∂z 0 0 b
b∗ 0 0 −2∂z∗ − aeiθ
0 b∗ 2∂z − ae−iθ 0




cA
cB
fA
fB

 = 0 (D.12)
The above equations are decoupled into two sets of (2-component) equations:

2∂z∗ b 0 0
b∗ 2∂z − ae−iθ 0 0
0 0 −2∂z b
0 0 b∗ −2∂z∗ − aeiθ




cB
fA
cA
fB

 = 0 (D.13)
If a(r) = 0 only the upper-block leads to normalize-able solution [74].The zero
mode equations we are going to investigate are:
2
∂cB
∂z∗
+ bfA = 0 (D.14)
b∗cB + (2
∂
∂z
− ae−iθ)fA = 0 (D.15)
In polar coordinates z = reiθ
∂
∂z
=
e−iθ
2
∂
∂r
+
e−iθ
2ir
∂
∂θ
(D.16)
∂
∂z∗
=
eiθ
2
∂
∂r
− e
iθ
2ir
∂
∂θ
, (D.17)
and zero mode equations become:
eiθ
(
∂
∂r
+
i
r
∂
∂θ
)
cB + b(r)fA = 0 (D.18)
b∗(r)cB + e−iθ
(
∂
∂r
− i
r
∂
∂θ
− aθ(r)
)
fA = 0 (D.19)
As we know from the Ref. [74] the gauge ﬂux does not change the number of zero
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modes, as gauge ﬁeld can be scaled away in that case. There is also a topological
proof using index theorem which shows the insensitivity of the zero modes to the
gauge ﬂux [75]. However in the Jackiw-Rossi case, the the gauge ﬁeld is coupled to
both fermions, i.e.
(
∂
∂r
+ i
r
∂
∂θ
)
in Eq. (D.18) is replaced with
(
∂
∂r
+ i
r
∂
∂θ
− aθ(r)
)
. In
contrast to the work of Jackiw and Rossi, the gauge ﬁeld here can not be scaled away
from the zero mode equations. This is because the gauge ﬁeld is only coupled to f
fermions.
We analyze the robustness of zero modes numerically where we ﬁx κ2 (charecter-
izing the phase twist in the b ﬁeld) to be 1, and vary κ1 (the ratio of the gauge ﬂux
to 2π) from 0 to 2. The numerical evidence (see Fig. D-1 for an example) is a con-
vincing evidence that gauge ﬂux does not aﬀect zero modes in our problem as well.
We are able to show this analytically for 4π gauge ﬂux. A proof for any gauge ﬂux is
desirable.
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Figure D-1: The evolution of energy levels ε (in units of t), as a function of κ for
one spin ﬂavor. The left ﬁgure shows all the energies. The right shows only the two
modes which are going to be zero modes in the inﬁnite lattice limit. κ1 is a fraction
of 2π ﬂux enclosed, and κ2 characterizes the phase “twist” of the b ﬁeld bi = |bi|eiκ2θi .
As can be seen from the right ﬁgure the variation of these “zero” modes compared
to the 0 ﬂux limit is marginal. It is a convincing numerical evidence that zero modes
stay at zero for any gauge ﬂux. We have an anlytical proof on the existence of 1 zero
mode per node and per spin ﬂavor for κ1 = 2 point.
r → 0 r →∞
|b(r)| ∝ r b∞
aθ(r) ∝ r −1/r
Table D.1: The asymptotic forms of aθ and |b|. This information is the only thing we
need to prove the existence of zero modes.
In the equations below we change aθ → 2aθ to discuss the 4π ﬂux case. After
replacing b(r) = eiθ|b(r)| in above equations, the phase factors e±iθ disappears from
both sides. Therefore we seek solutions for c and f without any θ dependance:
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∂cB
∂r
+ |b|fA = 0 (D.20)
|b|cB + ∂fA
∂r
− 2aθfA = 0 (D.21)
These equations are regular as r → 0. We need to ﬁnd the solutions as r →∞,
∂cB
∂r
+ b∞fA = 0, (D.22)
b∞cB +
∂fA
∂r
+ 2fA/r = 0, (D.23)
and show that a normalizeable branch exists.
The solutions for the above equations is given below:
cB(r) =
e−|b∞|rI1
r
+
e|b∞|rI2
2|b∞|r , (D.24)
fA(r) =
e−|b∞|r
b∞
( |b∞|
r
+
1
r2
)
I1
+
e|b∞|r
2b∞
(
−1
r
+
1
|b∞|r2
)
I2. (D.25)
Therefore 1 exponentially decaying normalizable branch (I2 = 0) exist, which proves
the existence of 1 zero mode per spin per node ﬂavor for the κ1 = 2 case.
What we have proved here is that for a 4π gauge ﬂux, (i.e. aθ → 2aθ) one zero
mode per spin and node ﬂavor exists. We have also shown convincing numerical
evidence that the existence of zero modes does not depend on the gauge ﬂux, just like
the classic Jackwi-Rossi case, albeit we can not prove this analytically in this case.
Therefor we believe 1 zero mode per spin and node ﬂavor exist for the 2π ﬂux case,
which is the case of interest.
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Appendix E
An integral table for the RKKY
calculations
∫
d3k
(2π)3
kµ(k + q)ν
k2(k + q)2
=
−1
64|q|
(
qµqν + q
2δµν
)
+ · · · , (E.1)∫ 2π
0
dθ eix cos θeinθ = 2πinJn(x), (E.2)
lim
α→∞
∫ ∞
0
dx x2e−x/αJ0(x) = −1, (E.3)
lim
α→∞
∫ ∞
0
dx x2e−x/αJ2(x) = +3, (E.4)
lim
α→∞
∫ ∞
0
dx x2e−x
2/α2J0(x) = −1, (E.5)
lim
α→∞
∫ ∞
0
dx x2e−x
2/α2J2(x) = +3. (E.6)
The ellipsis in the ﬁrst equation is to denote the non-universal pieces of the integral.
They cause either exponential decay, or faster algebraic decays, in the continuum
limit.
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