A local approach to LPV (Linear Parameter Varying) identification of a Twin Rotor MIMO System (TRMS) is considered via grey-box modeling. A white-box model of the TRMS is derived from the first principles, and black-box models at local operating points are given by a closed loop subspace identification method. Local black-box models that have consistent states are obtained by means of a frequency domain subspace method with the knowledge of the white-box model, and an LPV model is computed by interpolating the consistent local state-space models.
INTRODUCTION
Gain-scheduling techniques have been applied to industrial applications including nonlinear dynamics and/or parameter dependent dynamics [e.g. Rugh and Shamma, 2000] , where LPV (Linear Parameter Varying) systems have been widely used for modeling and control systems design [e.g. Shamma and Athans, 1991, Apkarian and Gahinet, 1995] . Gain scheduling techniques employ powerful linear design tools for nonlinear problems, and preserve linear intuition using physical variables in the plant model [Rugh and Shamma, 2000] ; however, it is still a problem to develop LPV models in a systematic way [Tóth et al., 2007 ].
There are two major approaches to LPV model identification [De Caigny et al., 2009] : the global approaches and the local approaches. The global approaches are based on the assumption that identification experiments are performed by exciting the system where the scheduling parameters are persistently changing the system dynamics [e.g. Verdult and Verhaegen, 2002 , dos Santos et al., 2008 , van Wingerden and Verhaegen, 2009 . The local approaches interpolate a set of local LTI (Linear-TimeInvariant) models estimated at fixed operating points Mercère, 2007, De Caigny et al., 2009] . De Caigny et al. [2009] have pointed out the importance of the local approaches due to practical constraints on identification experiments.
Local approaches require that local LTI state-space models are expressed in a consistent form: All local LTI models should be defined with respect to the same state-space basis. For example, Steinbuch et al. [2003] interpolate the system matrices of local state-space models in the controllable canonical form. Lovera and Mercère [2007] propose a method based on internally balanced realization with a subspace identification method. De Caigny et al. [2009] parameterize the LPV sub-models in a state space form and propose an optimization approach to the local LPV identification.
Nonlinear system identification has been one of active research topics in the community of system identification, since there are nonlinear dynamics in many real applications. However, nonlinear mathematical systems are sometimes too flexible to cover nonlinear phenomena of the real applications. The firstprinciples models therefore play important roles in parameterizing a set of possible models [e.g. Ljung, 2008] . Based on the knowledge of the first principles, Donida et al. [2009] propose integrated modelling and parameter estimation via an LFTModelica approach; see also Casella and Lovera [2008] . We also refer to Parrilo and Ljung [2003] for grey-box modeling, using a sum-of-squares formulation.
A Twin Rotor MIMO System (TRMS) is a laboratory set-up designed for control experiments. Since the TRMS has nonlinear dynamics dependent on the angle of attack, it is useful for the purpose of developing practical theories of LPV identification, where we choose the angle of attack as a scheduling parameter.
The aim of this paper is to develop an LPV identification method for the TRMS by taking a local approach. We derive a second-order mechanical model of the TRMS based on the first principles via the white-box modeling approach, and parameterize an LPV model for the TRMS. We then identify the local models via the black-box modeling approach, and provide state-space local models that have consistent states based on the knowledge that the TRMS is expressed as a second-order mechanical model. We moreover estimate the LPV model by interpolation with approximation.
TWIN-ROTOR MIMO SYSTEM
We introduce a Twin Rotor MIMO System (TRMS) in Fig. 1 . The TRMS has a beam connected to the base in such a way that it can rotate both in the vertical and horizontal planes. At both ends of the beam there are main rotors and tail rotors driven by DC motors, and a counter balance arm with a weight at its end is fixed to the beam at the pivot.
We can measure vertical and horizontal angles, pitch and yaw respectively, with position sensors fitted at the pivot. We can further observe the angular velocities of the rotors, by means of tachogenerators coupled with the driving DC motors. The control inputs are supply voltages of the DC motors of the main and tail rotors. We use the controller board DS1104, made by the DSpace inc., as an interface between the computer and the TRMS, where the DS1104 has DA, AD, and Bit/IO channels respectively used for the input voltages, the angular velocities and the position sensors. We show the hardware configuration of the TRMS in Fig. 2 . 
MODELING BASED ON THE FIRST PRINCIPLES
We derive a model of the TRMS, dividing the TRMS into two systems: the rotors system from the inputs to the velocity of angles, and the physical model from the velocity angles to the pitch and yaw angles. We show a block diagram of the TRMS in Fig. 3 ; u m and u t express the inputs of the main and tail rotors respectively, α v and α h the pitch and yaw angles respectively, and moreover w m and w t the velocity angles of the main and tail rotors, respectively. We write aerodynamical forces of the main and tail rotors respectively as F m and F t , and suppose that F m and F t are respectively expressed by means of static nonlinear functions of w m and w t . In Fig. 3 
Modeling of the rotors system
We write the input and output of R s as
and assume that we can write R s as a continuous LTI system:
Equations of motion of P m
We derive equations of motion of P m , where the coordinate system of P m is depicted as Fig. 4 . The pitch and yaw angles are expressed respectively as α v and α h , and x, y and z axes are determined as shown in Fig In Fig. 5 , we show the center of the gravity and components of the TRMS. From Fig. 5 (left), we see that the center of gravity of the TRMS is located between the main rotor and the counter weight, and we assume that the length between the pivot of the TRMS and the center of gravity is l. We calculate the inertia of the TRMS based on the major components in Fig. 5 (right).
We suppose that the relation between the angular velocities and the aerodynamic forces of the main and tail rotors are expressed
, where S m (·) and S t (·) are static nonlinearities. From simple experiments, we moreover approximate F m (·) and
where β m and β t are constants.
We write the position of the center of gravity of the TRMS in the (x, y, z)-coordinate system in Fig. 4 :
We moreover calculate moments of inertia J v and J h with respect to α v and α h , respectively. Since J h depends on the position α v , we write the moment as J h (α v ), and obtain J h (α v ) = c 1 sin 2 α v + c 2 cos 2 α v + c 3 , where c 1 , c 2 and c 3 are constants. We moreover see that J v is a constant.
Supposing that the total mass of the TRMS is m, we have the kinetic, potential and dissipative energies, T , U , R respectively,
h , where µ v and µ h are constants due to frictions, and g is the gravitational constant. We can thus derive the Euler-Lagrange equations of the system, and one of them is given by
where τ m is a torque generated by the main rotor, and the other one is given by
where τ t is a torque generated by the tail rotor.
We assume that the TRMS is operated under the condition that |α v | and |α h | are so small that we have approximationṡ
We moreover operate the TRMS around the stationary points
where we assume that |α v − φ α | is small and hence that
We thus have the following equations of motion:
where M 11 is a constant, and where Using constants κ 1 , κ 2 , we can write τ t (φ α ) ≃ κ 2 cos φ α w t , since we have τ t (α v ) = F t (w t ) cos α v from (2). We thus have
where M (φ α ), H, K(φ α ), and Γ(φ α ) are defined as
whereG 1 andG 2 are constants.
We consider a stationary value w m * of w m in case ofα v = 0, α h = 0,α v = 0,α h = 0 and α v = φ α . Substituting them into (4), we have
and hence define w m * = (G 1 cos(φ α − φ 0 ))/κ 1 andŵ m = w m − w m * . From (4) and (6), we thus have an equation of motion dependent on the operating point φ α in (3):
From (1) and (7), we derive an LPV model of the TRMS. We write
and define a scheduling parameter of the LPV model as ρ := [sin φ α cos φ α sin 2φ α cos 2φ α ] ⊤ . We then have an LPV model in a descriptor form
where E(ρ), A(ρ), B(ρ) and C are defined as
It should be noted that E(ρ) and A(ρ) depend affinely on the elements of the scheduling parameter ρ. In fact, M (ρ), H, K(ρ) and Γ(ρ) can be described as 
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For a frozen ρ, we define (13) using E(ρ), A(ρ), B(ρ) and C. We see that (13) is a white-box LTI model of the TRMS around (3). We moreover define
From (11) and (14), A(ρ) and B(ρ) have the following structures:
SYSTEM IDENTIFICATION EXPERIMENTS
We perform system identification experiments carried out at φ α = 0, ±15, ±30 [deg] , and obtain local LTI modelsP φα (s) as estimates of P φα (s).
The TRMS is a marginally stable system, where the horizontal angle α h drifts slowly under no feedback. For each local point, we therefore design a feedback system and carry out a closed loop system identification experiment. We hence operate the TRMS at specified points in order to obtain local models.
Fig. 6. Closed loop system to identify each local model P φα (s).
We show an experimental set-up for identifying each local model P φα (s) under the closed loop in Fig. 6 . We input the persistent exciting (PE) signal into d, and perform identification experiments, where sampling time is 0.01 [sec] . Decimate the data, we obtain the data of sampling time 0.1 [sec], and identify local systems by using the algorithm proposed by Katayama and Tanaka [2007] . We obtain continuous LTI systems via Tustin transformations. We show Bode plots of a local model identified at the φ α = 0, where we see that the TRMS has a resonance frequency around 2 [rad/sec]. We abbreviate Bode plots of other local models due to the limit of the space.
INTEGRATION OF THE WHITE-BOX AND BLACK-BOX MODELS
We derive local models of the TRMS in terms of a consistent state, using the white-box model and the black-box models.
Analysis based on the white box model
We define a transfer matrix as
Theorem 1. The transfer matrix X φα (s) in (16) satisfies
hence X φα (s) = sE(ρ) − A(ρ) −1 B(ρ) and
Proof: See Appendix A.
We emphasize that X φα in (18) is determined by the transfer functions P
φα (s) and P [ŵ,û] φα (s), whereas the coefficients A(ρ) and B(ρ) are dependent on the state x(t). It should be noted that E(ρ), A(ρ) and B(ρ) have structures as in (10) and (11) with constraints (14).
By fixing the state X φα (s) of the state space description in the frequency domain, we can relate the local models to the one with a consistent state. We show how to derive a realization whose state is consistent, using a subspace method in the frequency domain [McKelvey et al., 1996] : Lemma 1. Based on X φα (jω) at the frequency points ω = ω 1 , ω 2 , . . . , ω N , define complex matrices as
and a real matrix as Υ = [I 2 I 2 · · · I 2 ] ∈ R 2×2N . Then, the following equation holds
Proof: We can derive the results directly from (18). Proposition 1. For a fixed ρ and s i ∈ C, define a matrix as
where s i = s j , i = j and where s i does not coincide with any of the eigenvalues of A(ρ). Then, rank X (ρ) = 6 + 2 holds, if and only if A(ρ), B(ρ) is controllable.
Proof:
The results can be proved by McKelvey et al. [1996] . Proposition 2. For a fixed ρ, assume that A(ρ) has no eigenvalues on the imaginary axis except for 0, and that A(ρ), B(ρ) is controllable. The following equation then holds:
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where · F expresses the Frobenius norm.
and see that X (ρ) is a full row rank matrix from Proposition 1. This fact implies that A(ρ), B(ρ) can be obtained from (20).
Local models with consistent states
Assume that we have local models for φ α (i), i = 1, . . ., m, and write ρ i := sin φα(i) cos φα(i) sin 2φα(i) cos 2φα(i) ⊤ .
Based onP φα(i) (s) obtained by identification experiments at the operating points φ α (i) (φ α (i) = 0, ±15, ±30 [deg]), define transfer matrices as
UsingX φα(i) (jω) and jωX φα(i) (jω) at the frequency points ω = ω 1 , . . ., ω N , define moreover matrices as
From Proposition 2, we estimate A(ρ i ) and B(ρ i ), by solving the following equation:
where W ∈ R 2N ×2N is a diagonal matrix for frequency weighting. It is desirable that N is larger for obtaining a good model, though X is of full rank for N ≥ 6.
We present an algorithm for giving local models that have consistent states.
Algorithm for giving local models with consistent states:
Step 1: Perform system identification experiments at φ α (i), and obtain continuous LTI modelsP φα(i) (s) for the system P φα (s); see Section 4.
Step 2: DefineΘ φα andΞ φα(i) as in (21). Solve the problem in (22) and find the estimates (Ã(ρ i ),B(ρ i )) for (A(ρ i ), B(ρ i )). Obtain the realization (A r , B r ) satisfying x r = w, or C r = I 2 .
EXPERIMENTS
We estimate A(ρ) and B(ρ) fromÃ(ρ i ) andB(ρ i ). In this paper, we make approximation via interpolation; we have seen that the elements of A(ρ) and B(ρ) are nonlinear functions of φ α , since E(ρ), A(ρ) and B(ρ) are dependent affinely on ρ from (14) and (15). The approximation is valid, if the elements of A(ρ) and B(ρ) are continuous with respect to ρ, and if the number of local models are enough for interpolation.
We estimate the local system at the operating point φ α = 20 
We show bode plots of the systems estimated by the algorithm of Lovera and Mercère [2007] and the present method, respectively in Fig. 8 and 9 . For comparison, we perform an identification experiment at φ α = 20 [deg] , where the bode plots of the system is shown in Fig. 10 . We see from Figs. 8 and 10 that the algorithm proposed by Lovera and Mercère [2007] does not capture the peak around 2 (rad/sec); however, the present algorithm capture the peak. The present algorithm thus provides a better model of the TRMS.
CONCLUSIONS
In this paper, we have considered a local approach to LPV identification. We have parameterized an LPV model by taking a white-box modelling approach, and obtained local black-box models using a closed loop subspace identification method. We estimated the local state-space models that have consistent states, based on the knowledge that the TRMS is expressed as a second-order mechanical system. We moreover obtained an LPV model by interpolation and approximation; it remains one of a future topics to properly choose local points, based on the knowledge of the white-box model. Though we have not used the property that the coefficients of the descriptor form are affine with respect to the scheduling parameter, it may be interesting to take the property into account.
Appendix A. PROOF OF THEOREM 1
From (10), (11) and (16) We hence see that the third block row of the matrix in the right hand side in (A.1) is also equal to zero. From (A.2), we have
φα (s) = C α (sE tr − A tr ) −1 A mt P [ω,û] φα (s) + B mt . By using the inverse matrix lemma, we obtain
and also C α (sE tr − A tr ) −1 B mt = (s 2 M + sH + K) −1 ΓD r . We therefore have P [α,û] φα (s) = (s 2 M + sH + K) −1 ΓC r P [ω,û] φα (s) + ΓD r . We plug in this equation to the second block row of the matrix in (A.1), and hence derive (17). We thus have (18) from (14). 
