Abstract. We present a new deinterlacing algorithm based on modularization by the local frequency characteristics of images. The input patterns of an image are divided into two regions-the edge region and the smooth region. Each region is assigned to one neural network. The local frequency characteristics of patterns are similar within each region, resulting in more accurate training for each network. The regional neural networks are composed of two modules. One is for the low-frequency components of the input pattern, and the other is for the high-frequency components. Both modules are combined in the output. Therefore, each module compensates for the drawbacks of the other. In simulation, the proposed algorithm showed better performances in both still images and video sequences than other algorithms. © 2006 Society of Photo-Optical Instrumentation Engineers.
Introduction
Display equipment with progressive scans, such as highdefinition television ͑HDTV͒ and PC monitors have come into widespread use, therefore, deinterlacing, converting the interlaced images of standard-definition-television ͑SDTV͒ to the progressive images of HDTV, has become an important issue. Additionally, deinterlacing is also deeply related to image interpolation because deinterlacing can be considered as magnification of input image by factor of 2. From a signal processing point of view, an interlaced image is obtained by downsampling a high-resolution image. In downsampling, the high-frequency components are lost by aliasing. 1 Therefore, after interpolation, the extended image is blurred, especially at the edges.
Deinterlacing is a conversion process, which can be considered to be interpolating an image twice. There are two types of deinterlacing methods: one with motion information and one without motion information. The deinterlacing methods with motion information 2, 3 can recover lost highfrequency components using the information from the neighboring frames. However, if the motion is not correctly located, serious degradation of image quality can occur. These methods also require a high computational load and extra memory for storing neighboring frames. In deinterlacing without motion information, most methods are simpler, but they produce blurred images because they cannot obtain the information for lost high-frequency components. The edge-lined algorithm 4 ͑ELA͒ is a popular method. The ELA is simple and effective. However, ELA results in many artifacts when it incorrectly detects the direction of the edge.
Several variations
5-7 based on ELA have been proposed, but those methods still fail to restore lost high-frequency components.
A method based on a neural network for deinterlacing 8 has been presented. This method can obtain information for high-frequency components through a training procedure. In a simulation, it showed good performance. However, for vast and complicated training data such as speech and images, the learning ability of the neural network diminishes and suffers from local minima. 9 To alleviate the difficulty of training, a new deinterlacing algorithm based on modularization is proposed in this paper. The modularization is performed by two kinds of methods-the multiple neural network structure and the modular neural network. In the proposed algorithm, the input patterns are divided into two regions-the edge region and the smooth region. One neural network is assigned to each region. This achieves the multiple neural network structure. The training patterns for each neural network are similar from the viewpoint of local frequency characteristics. Therefore, the accuracy of training increases. However, within each region, there are still various patterns, for example, long edge, texture, and complex edge. To cover the variety, the modular neural network is proposed. The modular neural network is composed of two modules. One is for the details of the input pattern-high-frequency components-the other is for the mainstream the input pattern-low-frequency components. The two modules are combined in the output node. Thereby, the structure of the proposed neural network makes one module compensate for the uncovered parts of the other module. Simulation showed the proposed algorithm performing better than other algorithms and the conventional neural network method. The proposed method had an especially good peak SNR ͑PSNR͒ score for images with large textured components.
This paper is organized as follows. Section 2 presents the deinterlacing method using conventional neural network as well as its advantage and disadvantage. Section 3 illustrates the proposed algorithm-the modularization by multiple neural network structures and modular neural networks. Section 4 shows the simulation results. And Sec. 5 concludes the paper.
Deinterlacing Using Conventional Neural Network
A neural network is an algorithm that models the human brain, and it performs well in pattern recognition, function approximation, and signal processing. A widely used multilayer perceptron ͑MLP͒ neural network appears in Fig. 1 . Equation ͑1͒ shows the relationship between the input and output of the MLP neural network:
where x is the input vector of size n, y is the output vector of size m, W is the m ϫ h output layer weight matrix, V is the h ϫ n hidden layer weight matrix, h is the number of nodes of the hidden layer, and ⌫͓·͔ is an activation function matrix given by
The activation function f͑·͒ in Eq. ͑3͒ is a nonlinear function, for which the sigmoid function is typically used, that is, Fig. 2 Proposed multiple neural network structure. The input vector x, which is composed of neighboring pixels of a pixel to be interpolated, can be divided into two regions R 1 and R 2 by local variance F͑x͒. The input vector of the neural network is referred to as x 1 that belongs to region R 1 , or as x 2 that belongs to region R 2 . 
where is a constant between 0 and 1 for the slope of the sigmoid function. Matrices W and V are updated according to a back propagation ͑BP͒ algorithm. 9 The weight update equation is
where is a training rate, ⌬w kj is the update magnitude for weight w kj of the output layer, ⌬v ji is the update magnitude for weight v ji of the hidden layer, and i =1, ... ,n, j =1, ... ,h, k =1, ... ,m. Also, E represents the error between an output vector and a desired vector. As shown in Eq. ͑4͒, weights are updated in the direction of decreasing error for a given input vector. 9 In the applications using a neural network, it is important to design a proper relationship between the input and the output of the neural network. The relationship can be set variously according to the characteristics of applications. Generally, for deinterlacing or image interpolation, the intensity values of pixels are used as the input and the output of the neural network. The output is the pixel to be interpolated and the input is the neighboring pixels of the pixel to be interpolated. Through the weight update procedure just mentioned, the neural network can use the information of the pixels to be interpolated. Therefore, it can use the information of high-frequency components that cannot be utilized in conventional weighted-sum-based algorithms.
For the conventional neural network, a weight update is performed for one given input vector. A weight change indicating a decrease of error for one input pattern can cause an increase of error for another input pattern. Therefore, the total error for all training patterns can increase. This is especially true for vast and complicated data. Generally, as training data becomes more complex, the learning of the neural network is more difficult.
Proposed Algorithm

Multiple Neural Network Structure
This paper proposes a multiple neural network structure based on the characteristics of the local frequency of images to reduce the difficulties associated with training for using vast and complicated data. The input vector x that is composed of the neighboring pixels of the pixel to be interpolated can be divided into two regions, R 1 and R 2 , by local variance. That is,
where T is the threshold value, which is assigned to 100 in our work; and F͑x͒ is the function that evaluates the local variance of x as follows:
where x is the sample mean of x, and the number of input node n of our scheme is 42. Modeling the probability function for a natural image is very difficult. By Eq. ͑5͒, the input vector of the neural network is referred to as x 1 that belongs to region R 1 , or as x 2 that belongs to region R 2 . Thus, one neural network is assigned to each of the regions. If we use the MLP neural network for each region, the weight-training equation for each region is Figure 2 shows the proposed multiple neural network structure. Since the patterns in the same region have similar frequency characteristics, the proposed structure can reduce the number of events in which decreasing an error in one pattern causes increasing an error in another pattern during training. Thereby, it makes training more effective.
Modular Neural Network
Although the input vectors are divided into two regions according to local frequency characteristics, the input vectors in the same region of the proposed multiple neural network structure still consists of a variety of patterns. For example, R 1 , which corresponds to the edge region, has a variety of edges such as a long edge, a texture, and a complex edge. As mentioned, the variety of patterns in each region may decrease the effectiveness of the neural network training. Therefore, in this paper, to cover the variety of patterns in the same region, a modular neural network is proposed.
The detail feature x D c and the mainstream feature x M c of x c are extracted from the input vector x c ͑c =1,2͒ of region R c . Each feature becomes an input vector for each of the modules of the proposed neural network, as shown in Fig.  3 . We can obtain x D c by
where x x c is the sample mean of the input vector x c , and x M c is the vector that is composed of the mean values for the 9 subregions shown in Fig. 3 :
where A v c ͑v =1, ... ,9͒ is the mean value of effective pixels in the v'th sub-region. The overall relationship between the input and the output can be expressed as follows:
where v D and v M are the weight matrices for each module between the input and hidden layers, and w D and w M are the weight matrices for each module between the hidden and output layers. As shown in Eq. ͑10͒, the two modules are combined into the output layer to produce the final output. The weight updates for each module are given by 
͑12͒
As shown in the Eqs. ͑11͒ and ͑12͒, for a given input vector, the weights of each module are updated in the direction of the decreasing total error E c between the desired output and the sum of the outputs of the two modules. Each module takes a different feature as input-one for the mainstream and another for the detail of the neighboring pixels of the pixel to be interpolated-and each works to decrease the total error E c for its own input vector. Therefore, the input pattern that is not adequately trained by one module can be adequately trained by the other module. Namely, one module of the proposed neural network can compensate for the drawbacks of the other. With this structure, the proposed neural network can have greater capacity for a variety of input patterns than conventional neural networks. Figure 4 shows the overall structure of the proposed neural network.
Simulation Results
In this paper, the PSNRs for the still images and video sequences were obtained as an objective evaluation of the proposed algorithm. The proposed algorithm was compared with the ELA method, 4 the linear filter method, 10 the median filter method, 4 and a method using the conventional neural network with an MLP structure and a BP algorithm. 8 In this paper, we modify the structure of the conventional neural network in Ref. 8 . The modified conventional neural network has 20 input nodes, 20 hidden nodes, and 1 output node. This structure is simpler than that of Ref. 8 and shows a comparable performance. The proposed neural network has two modules. One module has averaged 9 input and hidden nodes, and the other module has 42 input and hidden nodes. The learning rate of the edge and the flat region is set to 0.05, which was determined by experience, and the momentum is not used. For the training of the neural network, a variety of 512ϫ 512 still images were used, as shown in Fig. 5 . Table 1 shows the PSNR results of the proposed method and of other methods, for various test images. Table 1 shows that the proposed method performed better than the other algorithms. While the PSNR results in Ref. 8 were obtained by 256ϫ 256 test images, our results were obtained by 512ϫ 512 test images. The effect of the proposed method on the "Barbara" image with a large textured area is especially remarkable. The simulation result shows that the proposed method adapts better to a variety of patterns in the image. Table 2 shows the PSNR results for various video sequences. The PSNRs in the Table 2 are the averages of 50 frames. The format of the video sequence is common intermediate format ͑CIF͒ ͑352ϫ 288͒. The weights of the neural network obtained for the still training images shown Figure 5 were used for the video sequences. In the Table 2 , the new edge-directed interpolation ͑NEDI͒ method 11 interpolates the image using the local correlation between low and high resolution. Although the weights were not taken from the video sequences, the proposed algorithm performed better than the other algorithms. Figure 6 shows the comparison between the linear filter with four taps and the proposed method for the "Lena" image. While the linear filter method causes blocking artifacts along the long diagonal edge, the proposed method does not. Figure 7 shows the comparison between the ELA method and the proposed method for the "Barbara" image. The ELA method shows many artifacts along the edges of textured area because of errors in detecting the direction of the edge. By contrast, the proposed method accurately interpolates the edges of the textured area. Figures 8 and 9 are subjective quality comparisons of the video sequence.
While the ELA method in Fig. 8 and the modified NEDI method in Fig. 9 show distortions and artifacts in texture edges, the proposed method shows a better extended image.
Concerning computational cost, the proposed neural network has about 4.5 times higher computational cost than the conventional one. The number of weights of our neural network is 1896 ͓͑9 ϫ 9+9͒ + ͑42ϫ 42+ 42͔͒, and the number of weights of the modified conventional neural network is 420 ͑20ϫ 20+ 20͒. The computational load of other methods such as median filter and linear filter is small compared to neural-network-based methods.
Generally, the smooth region is mainly composed of low-frequency components, and the conventional interpolation method such as the bilinear interpolation method can be used instead of the proposed neural network for low computational loads. Additionally, more than two modules can improve the performance of deinterlacing.
Conclusions
A multiple neural network structure and modular neural network was proposed for deinterlacing. In the multiple neural network structure, the input patterns were divided into two regions-the edge region and the smooth region. A neural network was assigned to each region. This structure improves the training of the neural network to be more accurate. To account for a variety of patterns within each region, the modular neural network with two feature modules was proposed. In a simulation, the proposed method showed improved objective and subjective performance compared with other well-known algorithms, particularly for texture edges. Woo, Eom, and Kim: Deinterlacing based on modularization¼
