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We study a unichain Markov decision process i.e. a controlled Markov process whose state
process under a stationary policy is an ergodic Markov chain. Here the state and action spaces
are assumed to be either ﬁnite or countable. When the state process is uniformly ergodic and
the immediate cost is bounded then a policy that minimizes the long-term expected average
cost also has an nth stage sample path cost that with probability one is asymptotically less than
the nth stage sample path cost under any other non-optimal stationary policy with a larger
expected average cost. This is a strengthening in the Markov model case of the a.s.
asymptotically optimal property frequently discussed in the literature.
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A Markov decision process (MDP) is deﬁned in terms of a Markov chain. We will
consider discrete time chains with ﬁnite or countable state space X: As usual the
states will be labeled by the positive integers. The transition from X t to X tþ1 is
Pij ¼ ProbfX tþ1 ¼ jjX t ¼ igX0; with
P1
j¼1 Pij ¼ 1; 8i: A positive recurrent chain is
called ergodic if and only if every state can be reached from any other with positive
probability through a sequence of transitions. We will also require that it be
aperiodic. An ergodic Markov chain has a unique stationary distribution on states.
That is, there is a probability distribution on X deﬁned by a vector p ¼
ðp1; . . . ;pi; . . .Þ; with
P
i pi ¼ 1; and pj ¼
P
i piPij : A well known fact that will be
needed in what follows is each of the rows of the tth power of the transition
matrix, transition matrix Pt approach the vector p in the variation norm as t !1




dV ðPti;;pÞ ¼ limt!1
X
j
jPtij  pjj ¼ 0:
A Markov decision process is deﬁned by a family of Markov chains indexed by
elements of a countable setA called actions. For each a 2A; fPijðaÞg are transition
probabilities of a Markov chain with a common state space X and therefore
they satisfy the conditions Pij;ðaÞX0; and 8i
P1
j¼1 Pij;ðaÞ ¼ 1: Over time both the state
of the Markov decision process and the action change so that a description of the
state of the process at time t is ðX t; atÞ: If X t ¼ i; the action at ¼ a is used to
determine the next state of the Markov decision process through the transition
probability Pij;ðaÞ ¼ ProbfX tþ1 ¼ jjX t ¼ i; at ¼ ag: The process models a controller
who decides which Markov chain will be used by selecting an action according to
some rule. The rule can be random or deterministic and it is a function of the history
of the process Ht ¼ ðX 1; a1; . . . ; X t1; at1; X tÞ: Such a rule is called a policy and in
this work we will consider only stationary policies. When the policy is deterministic
this means that it is deﬁned by a measurable function f : X !A such that at any
time t, the action at that time satisﬁes at ¼ f ðX tÞ: More generally, a stationary
policy is random and deﬁned by a discrete probability distribution dependent
on the state of the process. An action at is selected with probability bðatjX tÞ: A
policy b deterministic or random determines a sequence of actions ða1; . . . ; at; . . .Þ:
Now let fX tgb be the sequence of states generated by policy b: If b is stationary, then
the sequence of states form a homogeneous Markov chain with transition
probability




where biðaÞ is the probability of choosing action a under policy b when the state is i.
If fX tgb is ergodic, there exists a unique stationary distribution fpbj g: We will be using
the following hypothesis about the state Markov chain:
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0oRo1 such that for all i, and t40;
dV ðPti;ðbÞ;pbÞoRrt: (2)
In general R and r will depend on b:
A Markov chain satisfying A1 is automatically ergodic and it is called uniformly
ergodic.
Remark. A1 implies that under any stationary policy the state Markov chain has a
single positive recurrent class and absorption into the positive recurrent class takes
place in ﬁnite expected time. This is assumption A1 in Altman and Shwartz [2].
An optimal policy is a policy that produces a process ðX 0; X 1; a1; . . . ; X t; at; . . .Þ;
that maximizes the total reward or minimizes the total cost of operating the process
over some predeﬁned period of time. A total cost that is frequently discussed in







Eb½CðX t; atÞjX 0 ¼ i; (3)
where CðX t; atÞ is the immediate cost associated with state X t and action at; and Eb is
the expectation with respect to the process under policy b: We assume C is uniformly
bounded on X A: If b is optimal then for all i,
Ub ðiÞ ¼ min
b
UbðiÞ: (4)
Altman and Shwartz found sufﬁcient conditions that allow the search for optimal
policies to be conﬁned to the class of stationary policies without loss in optimality.
Firstly, under any stationary policy the state space of the state Markov chain should
form a single positive recurrent class. Secondly, the set of state-action frequencies
ff Lx;bðy; aÞg; f Lx;bðy; aÞ ¼ ð1=LÞ
PL
t¼1 PðX t ¼ y; at ¼ ajX 1 ¼ xÞ generated by any policy
b for a ﬁxed starting state x, are tight. Under these conditions, the existence of a
feasible policy implies the existence of an optimal stationary policy [2, Corollary 5.4].
Moreover for any policy b there exists a stationary policy b0 whose cost does not
exceed the corresponding cost for b:
Expected value is used in (3) and (4). It is natural however to ask how well the





and where ðX t; atÞ are state-action pairs produced by the policy b: Changes in the
sample path cost due to sample path ﬂuctuations can cause signiﬁcant deviations
from the mean even for large values of n, limiting the usefulness of an optimal policy
in that case. It is desirable to seek policies that have some kind of pathwise
optimality. In the context of expected average cost one idea would be to require that
the normalized sample path cost for n stages, i.e. Sn;b=n using the optimal strategy be
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a strategy is called almost surely optimal. Rotar [3] introduced the concept of
asymptotically optimal almost surely (a.s.) that has proven useful for the costs we
discuss in this paper, see e.g. [3] and cited references. In [5] existence of such policies
was proved for discrete time systems and policies that maximize an n stage reward
for every n. Earlier Rotar [14] proved the pathwise optimality of a similar type of
policy assuming mild conditions on the growth of the cost as a function of t. Dai Pra,
Di Masi and Trivellato [6] established the existence of pathwise optimal policies that
are almost surely asymptotically optimal with respect to an arbitrary coupling (a
joint probability measure on the product sample space) of two paths that start at the
same point with probability one. In this section we will discuss the almost sure
asymptotic optimality of b an optimal policy arising from a solution of the problem
dual to the one they discussed. Our assumptions allow us to give a much more
elementary proof of a stronger result. If the policy b minimizes the long-term
expected average cost then it also produces an asymptotically minimum sample path
cost in the sense of the deﬁnition stated below. Moreover—and this is the main result
(Theorem 2.1 and Corollary 1)—the nth stage sample path cost is almost surely
asymptotically less than the corresponding sample path cost of any other stationary
policy with higher expected average cost. Let O ¼Q1n¼0 ðX AÞ be the sample space
for the process fðX n; anÞ : nX0g:
Deﬁnition. A policy b is (a.s.) asymptotically optimal if for any other stationary
policy b; and all joint probability measures Pbb on O O having marginals Pb and
Pb with
PbbfX 0 ¼ X 0g ¼ 1; (5)
where X 0 (X 0) is the initial state under policy b
 (b) we have
Pbbflim inf
n!1
n1ðSn;b  Sn;b ÞX0g ¼ 1: (6)
It so happens that when b is stationary, the state-action process fðX n; anÞ : nX0g is
a Markov chain with transition probability,
Pðx;aÞðy;bÞðbÞ ¼ Pxy;ðaÞbyðbÞ: (7)
A principal hypothesis of Theorem 2.1 is that the state-action Markov chain be
uniformly ergodic. The rest of this section is devoted to proving that if the state
Markov chain satisﬁes assumption A1 then the state-action chain is aperiodic and
ergodic in the ﬁnite case (which therefore implies uniform ergodicity) and uniformly
ergodic when the state and action spaces are countable. In the proof of the latter
statement, we will use the fact that uniform ergodicity is equivalent to the Doeblin
condition. Afterwards, the statement and proof of Theorem 2.1 appear in Section 2.
To begin our discussion for ﬁnite and state-action spaces, we state sufﬁcient
conditions on a ﬁnite MDP state Markov chain that ensure ergodicity.
Lemma 1.1. Suppose w is a stationary policy and the entire state space of the MDP is
the aperiodic ergodic class of the state Markov chain under w. Then EðwÞ ¼
[x2X [a2AðxÞ ðx; aÞ is an aperiodic ergodic class for the state-action Markov chain where
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choosing action a when the process is in state x.
Proof. We ﬁrst show that EðwÞ is irreducible. Suppose ðx; aÞ and ðy; bÞ 2 EðwÞ:
Irreducibility of the state Markov chain implies that for any z 2 X ; there exists an
integer r40 such that PrzyðwÞ40: Now since
P
z Pxz;ðaÞ ¼ 1; there exists some z 2 X
for which Pxz;ðaÞ40: Thus Prþ1ðx;aÞ;ðy;bÞðwÞXPxz;ðaÞPrzyðwÞ  wyðbÞ40: To see that EðwÞ is
closed suppose that ðy; bÞ can be reached from ðx; aÞ; so for some r40;
Prðx;aÞðy;bÞðwÞ40: Using (7) it can be shown that
Prðx;aÞ;ðy;bÞðwÞ ¼ Prðx;aÞ;yðwÞwyðbÞ;
where Prðx;aÞ;yðwÞ is the probability of starting at state-action position ðx; aÞ and
proceeding under policy w through the state Markov chain to state y in r steps. Now
suppose ðy; bÞeEðwÞ: Then beAðyÞ so wyðbÞ ¼ 0: This implies Prðx;aÞ;ðy;bÞðwÞ ¼ 0- a
contradiction. Finally the state-action chain is ﬁnite and since EðwÞ is closed and
irreducible it must contain at least one recurrent Markov chain state and thus all
states in EðwÞ are recurrent. The chain is also aperiodic. Indeed if it were periodic the
state Markov chain would be periodic-contradicting the hypothesis. To see this note
that if ðx; aÞ is a periodic state in EðwÞ; then Plðx;aÞ;ðx;aÞðwÞ40 iff l ¼ kd for d41; k ¼
1; 2; . . . : Now Plðx;aÞ;ðx;aÞðwÞ ¼ Plðx;aÞ;xðwÞwxðaÞ: If lakd; we have Plðx;aÞ;ðx;aÞðwÞ ¼ 0:
However since ðx; aÞ 2 EðwÞ; wxðaÞ40: Therefore Plðx;aÞ;xðwÞ ¼ 0: Now taking the sum
over, b 2 AðxÞ one sees thatX
b2AðxÞ
Plðx;aÞ;xðwÞwxðbÞ ¼ 0: (8)
Since ðx; aÞ is periodic all other states in EðwÞ are periodic with the same period, so







Plðx;aÞ;xðwÞwxðbÞ ¼ 0: (9)
Eq. (9) shows that x is a periodic state of the state Markov chain. &
To simplify notation, in what follows, the dependence of the transition
probabilities on the policy w is not shown. In our discussion of the countable case
we will assume that under stationary policy w the state Markov chain satisﬁes the
Doeblin condition [7], which is shown to be equivalent to uniform ergodicity in [11].
A form of the Doeblin condition says there exists a probability measure f; a positive
integer n and a number 40; such that 8x 2 X and F  X ;
fðF Þp ) PnxðF Þp1 ; (10)
where PnxðÞ is the transition probability measure for the state chain after n steps
starting from x. If F  X A; we deﬁne projðF Þ ¼ fyj9b 3 ðy; bÞ 2 Fg: Let a
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lemma shows that the state-action chain satisﬁes the Doeblin condition with this
measure.
Proposition 1.2. Assume that under stationary policy w, the state Markov chain
satisfies the Doeblin condition with f; n;  as above. Then the state-action Markov chain
satisfies a Doeblin condition on EðwÞ with n; n þ 1 and :
Proof. Let F  EðwÞ such that nðF Þp: Then fðprojðF ÞÞ ¼Py:y2projðF Þ fðyÞp:
Now using (1) write the nth state transition of a state Markov chain in terms
of one state transition probabilities and then apply (7) to obtain the nth state
transition probability of the state-action Markov chain. We can then write the
























b:ðy;bÞ2F\AðyÞ wyðbÞp1: The Doeblin property for the state Markov














ðprojðF ÞÞp1 : & ð13Þ
2. Sample path optimality
If w ¼ b is an optimal stationary policy as in (4), then UbpUb for any other
stationary policy b: When Ub4Ub the following theorem and corollary provide a
sample path analogue.
Theorem 2.1. Suppose the state-action Markov Chain fðX n; anÞ : n ¼ 0; 1; . . .g is
uniformly ergodic. If the cost function C : X A! Rþ is uniformly bounded and b is
a stationary policy for which Ub4Ub ; then Pbb fSn;b  Sn;bo0g has an exponential
upper bound (29) where Sn;b and Sn;b are the n-stage sample path costs for the state-
action chain corresponding to the stationary policies b and b; respectively.
Corollary 1. b is asymptotically optimal almost surely and in fact, limn!1 ðSn;b 
Sn;b ÞX0 a.s. Pbb :
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m ¼ 0; . . . ; ng: Using a telescoping sum and the fact that F0 is fO;;g we have
Lemma 2.2 (Doob [7]). Sn;b  Eb½Sn;b ¼
Pn
k¼1 dk;n;b where dk;n;b5Eb½Sn;bjFk 
Eb½Sn;bjFk1:
In the next lemma kuk1 denotes the L1 norm of the random variable u.
Lemma 2.3. Under the hypotheses of the theorem fkdk;n;bk1; kX1g are uniformly
bounded in n.
Proof. Using the deﬁnition of di;n;b; and the properties of conditional expectation,
one can write for ion
di;n;b ¼ CðX i; aiÞ  Eb½CðX i; aiÞjFi1 þ Eb½CðX iþ1; aiþ1ÞjFi












b is the mth order transition probability of the state-action chain generated
by the policy b: If i ¼ n; di;n;b ¼ CðX n; anÞ  Eb½CðX n; anÞjFn1 while if i4n; di;n;b ¼






¼ CðX i; aiÞ þ
Xi1
k¼1












¼ Eb½CðX i; aiÞjFi1 þ
Xi1
k¼1































CðX iþm; aiþmÞjðX i; aiÞ
" #
: (18)







b ½ðx; aÞjðX i; aiÞCðx; aÞ
" #
þ Eb½CðX iþ1; aiþ1ÞjFi: (19)













b ½ðx; aÞjðX i1; ai1ÞCðx; aÞ
" #
þ Eb½CðX n; anÞjFi1 ð20Þ
Eqs. (19) and (20) establish (14). Now since the state-action chain for b is uniformly
ergodic, fPðmÞb ½ðx; aÞjðk; bÞg converges to the stationary distribution fpðx; aÞg in the
variation norm as m !1; independently of the starting point ðk; bÞ: In particular
for all m it is true that [11]X
ðx;aÞ
jPðmÞb ððx; aÞjðX i; aiÞÞ  PðmÞb ððx; aÞjðX i1; ai1ÞjpAblmb ; (21)
where 0olbo1 and Ab are constants depending on b: Since the costs are uniformly












where Cb is a constant. Substituting the results of (22) into (14) we see then that
fkdi;n;bk1g are bounded for all n4i: Boundedness in the cases n ¼ i and i4n is
clear. &
Remark. The same arguments can be applied to the chain generated by the
stationary policy b to show the uniform boundedness of fkdi;n;bk1g:
Lemma 2.4. Let b be any stationary policy and assume the hypotheses of the theorem.
Then for any tX0;




where kdi;n;bk21pDb independent of n.
Proof. The fdi;n;bg : i ¼ 1; 2; . . . ; n are martingale differences so they satisfy the
multiplicative orthogonality condition.
E½di1;n;b  di2;n;b    dik ;n;b ¼ 0 1pi1oi2   oikpn: (24)
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The left-hand side of (23) equals the left-hand side of (25) because of Lemma 2.2 and
the bound Db exists since uniform boundedness was proved in Lemma 2.3. &
Remark. Lemma 2.3 remains true for any stationary policy in particular it holds
for b:
Recently, Glynn and Ormoneit [8] proved an extension of Hoeffding’s inequality
using an assumption that is related to Doeblin’s condition
Proof of Theorem 2.1. We have Ebb ½Sn;b ¼ Eb½Sn;b ¼ nðUb þ n;bÞ where n;b ! 0
as n !1: This follows from the ergodicity assumption. We also have Ebb ½Sn;b  ¼
Eb ½Sn;b  ¼ nðUb þ n;bÞ; where n;b ! 0: We show that for large enough n,
PbbfSn;b  Sn;bo0g
pPbfjSn;b  hSn;bij4ndb;b=2g þ Pb fjSn;b  hSn;b ij4ndb;b=2g; ð26Þ
where hSn;bi ¼ Eb½Sn;b with corresponding notation for hSn;bi; and db;b ¼ Ub 
Ub  2 where  is chosen as follows. Since Ub4Ub by hypothesis, choose  so that
db;b40: The proof of (26) results from the following considerations. Adding
ðhSn;bi  hSn;b iÞ to both sides of the inequality Sn;b  Sn;bo0; we get the equality,
PbbfSn;b  Sn;bo0g
¼ PbbfðSn;b  hSn;biÞ  ðSn;b  hSn;biÞo dn;b;bg; ð27Þ
where dn;b;b ¼ hSn;bi  hSn;bi: Eq. (27) implies in turn that,
PbbfðSn;b  Sn;b Þo0g
pPbb fðSn;b  hSn;biÞodn;b;b=2g
þ Pbb fðhSn;bi  Sn;b Þodn;b;b=2g: ð28Þ
For n large enough dn;b;b4nðUb  Ub  2Þ: Thus Pbb fðSn;b  hSn;biÞodn;b;b=2g
pPbb fjSn;b  hSn;bij4dn;b;b=2gpPbfjSn;b  hSn;bij4ndb;b=2g:
Similar reasoning shows that
Pbb fðhSn;bi  Sn;b Þo dn;b;b=2g
pPbb fjhSn;bi  Sn;b j4dn;b;b=2gpPb fjSn;b  hSn;b ij4ndb;b=2g:
Inequality (26) then follows from applying these facts to (28). Lemma 2.4 can be
applied to each term on the right-hand side of (26). If we set t ¼ ndb;b=2 and assume
n is large enough so that jn;bj þ jn;bjp2; and on choosing pðUb  Ub Þ=8 we
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where D ¼ maxfDb; Dbg: Eq. (29) is the exponential bound. &
Proposition 2.5. If Pbb is any joint distribution of fðX k; akÞ : k ¼ 0; 1; . . . gb and
fðX k; akÞ : k ¼ 0; 1; . . . gb with marginal distributions Pb and Pb ;
Pbb ½Sn;b  Sn;bo0 i:o: ¼ 0: (30)
i.o. means ‘‘infinitely often’’.
Proof. Let An be the event in O O; An ¼ fðSn;b  Sn;b Þo0g: From (29) it follows
that
P
nX0Pbb ðAnÞo1: The conclusion of the proposition is then a consequence
of the Borel–Cantelli theorem. &
Proof of Corollary 1. Proposition 2.5 implies that with Pbb probability 1, there
exists an integer N40 such that Sn;b  Sn;bX0 for nXN: Hence with probability 1,
all limit points of ðSn;b  Sn;b Þ must be non-negative. In particular this must be true
for the lim inf : &3. Concluding remarks
We have proved that the nth stage sample path cost of a stationary optimal policy is
almost surely asymptotically less than the nth stage cost of any other stationary policy
with larger expected average cost. This is a strengthening in the Markov decision model
case of the result on asymptotic almost sure optimality—a result proved by Asriev and
Rotar for a large class of stochastic models [3]. The method of proof used here cannot
address the general question of comparing the sample path costs of non-stationary
policies. Nevertheless we conjecture that these arguments can be extended to policies
that lead to (generally non-homogeneous) state-action Markov chains in the ﬁnite state
and action case, provided the one state chains have uniformly positive coefﬁcients of
ergodicity and the chain is strongly ergodic in the sense of [4, p. 240].References
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