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ii Figure 1 : Thermal, viscous and acoustic dissipation for a R 0 = 5µm bubble in water. The thick solid line is the non-dimensional viscous dissipation; whereas thick dashed line represents the non-dimensional thermal dissipation and the dash-dot line the non-dimensional acoustic dissipation. Note that the non-dimensionalization is done with respect to ‫‬ ܸ ߱ , i.e. ߎ ௩ * = ߎ ௩ ‫/‬ ܸ ߱. The thin vertical dashed line represents the Blake threshold. 
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Introduction
The use of ultrasound is beneficial in many engineering applications such as cleaning of medical devices [1] , treatment of waste water [2] , textile cleaning [3] , and fragmentation of ureteric and kidney stones [4] . As reviewed by Gogate [5] and Mason [6] , the applications can vary from microscale setups for crystallization, polymer chemistry (for initiation of reactions or for destruction of complex polymer structures) and intercellular protein recovery to industrial operations such as refining of fossil fuels, extraction of coal tars, air cleaning as well as removal of biological/chemical contamination. Important guidelines for process intensification, reactor design, and recommendations for further research and development can be found in references [5, 7] .
A high intensity acoustic source may achieve high level pressure amplitudes in the medium which, over a certain pressure threshold, initiate the cavitation phenomenon, the bubble clouds and the streamers. The sonochemical reaction gains its efficiency from the cavitation and the ultrasonic energy stored in bubble oscillations. When close to a solid surface, e.g. textile, many microbubbles collapse creating a jet with very high velocity towards the solid surface [8] .
The jets can push the nanoparticles and lodge them into the surface, in this case textile, with such force that they would stay on the surface even after a number of washing cycles.
Some processes are easier to be scaled-up when designing a reactor, e.g., the mixing, species transport and heat transfer. All three processes can be analysed by employing the computational fluid dynamics. Processes which cannot be easily analysed are the estimation of the cavitation zone and the acoustic pressure distribution in the reactor. The major obstacle during the design is that the whole process is highly non-linear as there are several parameters that are not known in advance, e.g., location and geometry of the cavitation zone, bubble fraction, acoustic pressure distribution [9] . The fact that there is no software package available which could solve this problem makes this issue even more significant.
Despite the extensive research at laboratory scale, a limited number of sonochemical reactors have been built on a full-scale for industrial applications, mainly due to [10, 11] : (i) the lack of straightforward theory to determine the location and the cavitation collapse rate as a function of operating and reactor design properties, (ii) the very high degree of uncertainty when scaling up the existing information on sonochemical processes in laboratory conditions, (iii) large range of spatial and temporal scales involved in ultrasonic cavitation and (iv) the existence of cavitation near the transducer's surface which causes energy dissipation patterns in the reactor which are difficult to predict.
In this article, acoustic wave propagation inside a sonochemical reactor, which employs ultrasound energy for impregnation of textile materials with antibacterial nanoparticles, is investigated. The pressure field inside the reactor is simulated as it can be used to predict the regions of high energy bubble clouds, and to optimize the geometry and mode of operations of sonochemical reactors [12] . The obtained distribution of the cavitation zones closely relates to the coating of the textile as the corresponding jet and collapse events significantly contribute to the nanoparticles' impregnation process (e.g. ZnO and MgO) [13, 14, 15, 16] . The designed sonoreactor consists of three cylindrical transducers, each emitting pressure waves at 20 kHz.
The reactor is filled with liquid that may be ethanol, water or a mixture of the two.
Recently, Louisnard [17] has published a wave propagation model, recasting the time domain Caflisch equations [18] into a nonlinear Helmholtz equation using an elegant mathematical approach. In addition, a conservation of energy formula is given for the bubbly medium which allows an explicit definition of dissipation mechanisms upon performing cycle averaging. The latter point is highly important when defining more precisely the effects of bubble motion on the attenuation of waves which is underestimated by the linear theory.
Numerical simulations which use nonlinear propagation theories are rather scarce in the literature. Louisnard used COMSOL Multiphysics software in order to present results on the nonlinear dissipation and self-attenuation of waves [17] and the formation of streamers [19] .
Simulations of Vanhille and Campus-Pozuelo [20, 21] are essentially nonlinear because they solve for the full form of the time-dependent Caflisch equations by coupling with the timedependent volumetric oscillations of the bubble field which successfully simulates the selfattenuation sound pressure and generation of higher harmonics. The volumetric pulsations of bubbles is formulated with a damped-oscillator equation; though this may be violated when the driving pressure amplitude is high as the bubbles experience 1-2 orders of magnitude increment in their volumes. Servant and co-workers [22, 23, 24] performed computational fluid dynamics simulations solving for the coupled Caflisch equations [18] . They were able to predict the pressure distribution and verify their results by comparison with the erosion of an aluminium foil by cavitation bubbles [23] , though this comparison indicated qualitative agreement rather than quantitative. Some iterative solutions accounting for inhomogeneous bubble population field have also been performed in [25, 26, 27] , however the main equation solved was essentially the linear method proposed in [28] .
Tudela et al. [29] reviewed the numerical methods which simulate the spatial distribution 
Theory
The equation of conservation of mass and momentum for a mixture containing bubbles and liquid are given by [18] 
where ‫ݎ(‬ Ԧ, ‫,)ݐ‬ ‫ݒ‬ Ԧ(‫ݎ‬ Ԧ, ‫)ݐ‬ and ‫ݎ(ߚ‬ Ԧ, ‫)ݐ‬ are the spatio-temporal acoustic pressure field, velocity field and void fraction of bubbles, respectively, ρ is the density of the liquid and c is the sound speed 4 in the host medium. For a mono-disperse bubble distribution, the bubble volume fraction is defined as
where ܰ is the number of bubbles per unit volume and R is bubble radius.
The radial dynamics of bubbles, accounting for the liquid compressibility to first order, is modelled by the well-known Keller-Miksis equation
where σ is surface tension, µ is the viscosity of the liquid and the overdots denote the total differentiation with respect to time. The pressure ‫‬ in the liquid host medium is hypothetically assumed at the location of the bubble if the bubble were absent and is defined as
During the growth and the compression of a bubble undergoing stable cavitation, the internal gas pressure ‫‬ and the temperature may be subject to rapid changes. Heat transfer between the gas phase and the liquid during the oscillations causes overall thermal energy losses in the medium.
The application of the ideal gas (polytropic) law, which assumes the spatial uniformity of the pressure and the temperature fields within the bubble, may well underestimate the net thermal losses. Therefore, we incorporate the nonlinear model based on solving the continuity and the energy conservation equations for a gas (as in Ref. [30] ) into the formulation.
The state-of-the-art linear model for modelling pressure waves in bubbly liquids is the formulation proposed by Commander and Prosperetti [28] . In that model, it is assumed that the 
where the wavenumber ݇ ୪୧୬ in the bubbly liquid is given by the relation
with ܰ(ܴ )dܴ being the number of bubbles per unit volume with radii between ܴ and ܴ + dܴ . The explicit expressions for the damping coefficient ܾ ୲୭୲ and the bubble resonance frequency ߱ can be found in [28, 30] .
The nonlinear wave propagation is based on the representation of a global energy conservation and mechanical energy balance of the entire two-phase medium such that the energy dissipated by bubbles and thus the total reduction in acoustic energy delivered to the medium is fully quantified. Considering a driving sound field with acoustic period ܶ = 2ߨ/߱, the mechanical energy conservation is given as [31] :
The right hand side (RHS) terms in (7) are described as period-averaged thermal, viscous and acoustic dissipation functions [17, 31] , respectively, which can be significantly different compared to their linear counterparts especially above the cavitation threshold, and are defined as follows:
Eq. (7) shows that the acoustic energy delivered to the bubbly liquid is dissipated by the bubble population field by the viscous, thermal and radiation losses during the radial oscillations.
In the following, the nonlinear dissipation functions are plotted. . The thermal and the viscous dissipation dominate for very low amplitude driving, acoustic dissipation effects are much higher than the others for larger amplitude driving especially over the Blake threshold. The dissipation functions are shown similarly for a 10 µm bubble in Figure 2 . Similar behavior can be observed when the evolution of dissipation vs. driving pressure is considered.
For instance, the acoustic dissipation is the most dominant mechanism above the Blake threshold, whereas thermal losses are more effective below threshold. Comparison of two figures reveals that the amount of total dissipation under same conditions is less for bubbles with larger radius; which is in agreement with the results in Ref. [17] . 
where ܲ is the amplitude of the first harmonic component of the oscillating pressure field. The equation for the real part of the wavenumbers reads:
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It is further deduced that the imaginary part of the wavenumber (with the added corrections arising from compressibility effects) satisfies
In Fig. 3 , the real and imaginary part of the wavenumber for the driving frequency 20 kHz, bubble volume fraction β=0.005 % and the distribution of bubbles with uniform radius R 0 =5 µm, is plotted. The imaginary part of the wave number increases rapidly for driving amplitudes over the Blake threshold and it can be as high as the real part for very large driving amplitudes. 
Numerical method
The local boundary integral equation (LBIE) method for the solution of the Helmholtz equation was introduced in Ref. [32] . In the LBIE, source nodes are distributed inside the solution domain and a circular sub-domain is generated around each node. Next, one integral equation for the potential, arising from the application of Green's identities, is written at each source node. The 'companion solution' approach [33] is applied in order to eliminate the integral containing the gradient of the potential. The method encounters boundary integrals and domain integrals for the source nodes distributed over the global solution domain. These integrals can be evaluated by applying Gaussian integration procedure [34] . The unknown values for the potential at these Gaussian integration points are interpolated by using radial basis functions (RBFs).
In the case of wave propagation in bubbly liquids, the wavenumber is not constant throughout the domain and therefore the use of Helmholtz fundamental solution is not applicable. Hence, a formulation based on the Laplace fundamental solution should be applied.
The Local Boundary Integral Equation Method
Let us consider the following Helmholtz equation in a global solution domain Ω enclosed by the boundary Γ = ∂Ω :
where ܲ is the pressure field and ‫ݎ‬ is an arbitrary position vector inside the domain Ω. Eq. (14) should then be satisfied on any local sub-domain Ω ୱ . Applying the Green integral formula over a local sub-domain, Eq. (14) can be transformed into the following integral form:
where ߲Ω ୱ is the boundary of the local sub 2D Laplace equation is given by
where ܴ ஐ ౩ is the radius of the sub surface integral over the boundary of the sub
The variable ܴ ஐ is defined as the distance from the source point to the corresponds to ܴ ஐ = ‫ݎ|‬ − ߦ| and respectively. The reason for using of the terms related to the normal derivative by using the companion solution approach 
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is the boundary of the local sub-domain. The modified fundamental solution
is the radius of the sub-domain (Fig. 4) . Note that the first integral term over the boundary of the sub-domain and the second integral is a volume integral is defined as the distance from the source point to the integration and ܴ ஐ = ‫ݎ|‬ − ߞ| for the surface integral and the domain integral, for using the modified fundamental solution in LBIE is the elimination related to the normal derivative by using the companion solution approach : A sketch for the source nodes and local sub-domains placed in the solution domain fundamental solution ‫‬ * for a
Note that the first integral term in (15) is a a volume integral.
integration point, therefore
for the surface integral and the domain integral, is the elimination related to the normal derivative by using the companion solution approach [32, 33] .
domains placed in the solution domain Ω,
For a given distribution of wavenumber ݇, the only unknown in Eq. (15) If Dirichlet BCs are imposed on the part of the boundary where a source node is placed, the following equation would be applied:
If Neuman BCs are given on the part of the global boundary where ‫ݎ‬ is located, the integral containing the gradient of the potential has to be evaluated, as it does not vanish on the global boundary [33, 35] . The following equation is applied:
where L s and G s are the part of the boundary of the local sub-domain, inside the global domain and part of the global domain intersected by the local sub-domain, respectively (see Fig. 4 ). Note that L s is not a full circle anymore, and that ݀ߞ in the integral on the right hand side corresponds to infinitesimal integral element on the global boundary. The term on the right hand side of Eq.
(17) can be called the acoustic source term. With all the terms of the integral kernel on the right hand side being known, the integration for that part of the equation gives a scalar value.
As discussed earlier, two types of integration are encountered for the local sub-domains, i.e. domain integration and boundary integration. Both types of integration are performed by 13 applying Gaussian integration procedure. When the integration is performed over the local subdomain boundary, the Gaussian integration can be applied over the polar angle and as for the domain integrals it must be performed over both the radial direction and the angular direction [34] . At each of these Gaussian integration points, the values of the potentials (pressure in the present case) must be known. The unknown pressure value at each integration point is approximated by using radial basis functions (RBFs). The second order augmented thin plate spline ݂(ܴ) = ܴ ସ ln ܴ is used throughout this work. In order to ensure the stability of the approximation, the frequency dependent polynomial terms are inserted into the basis [36, 37, 38] . Further details of the procedure for the RBF interpolation and the stability of the approximations can be found in [39, 40] .
Nonlinear solution procedures
In this section, the nonlinear solution procedure is elaborated. Several error measurement criteria are used in the method; the definitions of which are given below:
The Root-mean-square error for P is defined as
where ܲ is the potential at node ݅ evaluated by the numerical scheme and ܲ ୰ୣ is the 'reference solution' at node ݅.
The relative error at node ݅ is defined as
Note that the term 'reference solution' in the above equations will depend on the problem solved.
If the analytical solution of the problem is known, then ܲ ୰ୣ will refer to analytical solution at node i. If an analytical solution to a given problem is not available, the term 'reference solution'
then may refer to the solution obtained by another numerical method or commercial software.
Further, if a nonlinear solution procedure is required, the term reference solution may refer to solution in the previous step. How the RMS error and relative error measures are applied to the present problem are shown in Table 1 .
For the solution of nonlinear wave propagation in a bubbly liquid, it is first essential to know the bubble volume fraction and bubble size distribution in the mixture. We assume that all bubbles in the mixture have the same radius. Initially, the Keller-Miksis equation (4) for the radial dynamics of bubbles is solved for a given bubble radius, a given driving frequency of the sound field, and for a range of sound pressure. Upon solution of (4), the thermal, ߎ ௧ , acoustic, by the number of bubbles present in the mixture, N, yields the imaginary part of the wavenumber (given by equation (13)) as a function of driving pressure. The real part of the wavenumber is given by (12) .
The nonlinear solution procedure is based on an iterative approach which takes the pressure dependent wavenumber as reference, e.g. the one given in Fig. 3 . The first step of the algorithm is to solve for the Helmholtz equation in the bubble-free liquid for which the wavenumber is a constant (independent of pressure). With the obtained pressure distribution (non-dimensional values of |P|), the spatial distribution of the wavenumber at each source point is updated by using Fig. 3 . The second iteration uses this updated wavenumber profile at each location. However, the result of the second solution is, in general, abrupt and unphysical because of the drastic change to the wavenumber and the corresponding high amount of damping introduced. In fact, completely damped wave profiles may be obtained with all values below Blake's threshold. The overall solution thus oscillates in-between the two solutions, with and without bubbles present. Therefore, an approach which uses gradual increments in the wavenumber distribution should be employed. A flow chart for the nonlinear solution procedure is given in Table 1. gradual increments, the number of total steps discrete loop is constructed, i.e. s 
and the imaginary part is given as
In Eqns. (20)- (21), ݇ is the wavenumber in the pure liquid (the imaginary part of which is zero) and ݇ is the wavenumber at the source node i obtained essentially from Fig. 3 for a given pressure value.
We may interpret the above process as if the bubble population gradually develops in the medium, though this is only a physical intuition. The value of ܰ ௦ can be chosen arbitrarily provided that the increments are sufficiently small. N S does not necessarily correspond to a certain amount of bubbles.
The main body of the method given in Table 1 consists of two nested loops. The outer for loop runs over the discrete index s, whereas the inner do while loop runs over the index j in which the total number of iterations is ܰ ூ , i.e. j=1, 2,…, ܰ ூ . The do while loop enforces the convergence to an acceptable solution |ܲ| ௦ ; each of these solutions can be referred to as |ܲ| ௦ .
The convergence of the j-loop at each step s is checked with an if statement by computing the RMS error of the solution at the j th iteration with respect to solution at the (j-1) th iteration. This is given in the lines 15-19 of the flow chart in Table 1 . Note that the total number of inner iterations ܰ ூ within the j-loop is a priori unknown. However, as it will be exemplified in the results section, ܰ ூ tends to increase significantly towards the later stages of the solution, i.e.
when s tends to approach N s .
Next, the stability issue should be addressed. The later stages of the solution are more cumbersome, one of the reasons being the increase in the ݇ ௦ . Typically, given a value of ‫,ݏ‬ drastic jumps with the pressure wave profile |ܲ| ௦ are observed which may last a few hundred inner iterations ܰ ூ without obtaining a RMS error within the specified tolerance value. In order to avoid such unstable behaviour of the solution, an under-relaxation procedure is applied which is shown in lines 6-7 in Table 1 . According to this, the relative error with respect to the previous iteration step is measured at each source node. If the maximum relative error within the solution domain exceeds the prescribed tolerance value, the under-relaxation is applied as in line 7. In the computations in this work, a maximum relative error of 3% within intermediate steps of the solution is allowed.
Finally, the oscillations of the solution should be addressed. Despite the applied stability and under-relaxation procedures, the nonlinear solution may suffer from oscillations at some stages. That is, given a value of ‫,ݏ‬ the solution returns to one of the states within the iterations of the j-loop and repeats the same set of solutions |ܲ| ௦ , which would cause ܰ ூ to tend to infinity if not controlled. This can be avoided by keeping the record of the previously obtained RMS errors within a j-loop and checking whether the RMS error obtained at the current j th iteration is equal to any of the previously obtained (݆-1) RMS errors. This is illustrated within the lines 9-14 of the flow chart. In such case, the solution proceeds to the step s+1 as indicated in line 12. 
Acoustic cavitation in 1D
The solution of linear and nonlinear wave propagation in a tube of length L=0.1 m filled with water is considered. At the left end of the tube, a piston with harmonic oscillations ܷ = ܷ cos ‫ݐ߱‬ is considered where ܷ is the displacement amplitude and ω is the angular frequency of the driving sound field. The driving frequency is set at f=20 kHz. On the right end of the tube, an interface boundary is assumed and the acoustic pressure is set to zero. This particular setup allows to investigate the standing wave profiles in liquid filled tube. Note that this problem is identical to the one solved in [17] .
Linear wave propagation
The wavenumber in the mixture as given by the linear theory (Eqs. (5-6) Note that the locations of the pressure antinodes, which are the indicative of cavitation zones, shift significantly along the tube as the bubble volume fraction changes, which is perhaps physically unrealistic (this will be better illustrated with comparisons to the nonlinear simulation results). Further, the linear propagation may be questioned in terms of the quantitative results obtained. Fig. 6 shows the amplitudes of the peak acoustic pressure as 6-10 bars for the bubble volume fractions used, which are quite high compared to commonly measured amplitudes at 20 kHz (typically 1.5-3 bar [17] ).
Nonlinear wave propagation
In this section, the results from the nonlinear wave propagation model are presented. The governing equations are given through (11)- (13) along with the numerical solution procedure in Section 3.2. The bubble radius and the bubble volume fraction are kept constant at ܴ = 5 µm and β=0.005 %, respectively. For these values, the thermal, viscous and acoustic dissipation were given in Fig. 1 and the corresponding wavenumber profile as a function of driving pressure was shown in Fig. 3 . computations, the wavenumber is increased to its final value in . In addition, a maximum of 3% change is permitted for the relative error, over which an relaxation is applied for the whole pressure profile. As described in Table 1 permitted for each increment of the wavenumber profile. . In addition, a maximum of 3% change is permitted for the relative error, over which an in Table 1 
2D acoustic wave propagation in a model reactor
The 2D acoustic wave propagation in a model sonoreactor is examined. A sketch of the reactor is given in Figure 9 . The reactor has three transducers and two heaters, all of which are of cylindrical shape. The transducer and heater locations in the x-y plane are marked as 'T' and 'H', respectively (see Fig. 9a ). The textile fabric rolls over cylindrical cages, which are mounted at a The boundary conditions on the transducer surfaces were applied as follows:
in which the velocity vector is determined by
where A is the maximum displacement on the transducer surface. A is chosen to be 0.5 µm during the simulations in the x-y plane. The normal derivative of the acoustic pressure on the surfaces of the heaters is given by
Note that for the above mentioned geometry and the applied boundary conditions, the wave propagation in the x-y plane is symmetric with respect to the line x=275 mm.
Linear wave propagation
In this section, the linear wave propagation results are presented; in particular, the effects of bubble size distribution are investigated. In Fig. 10 , the pressure profiles are displayed for a However, their summation over the bubble radii range would result in a similar wavenumber profile to that given Fig. 3 ; therefore no significantly different results are expected.
In Figure 11 , the linear vs. nonlinear propagation results are compared. In Fig 11a and 11b, Table 1 ). For instance, as the final solution is reached after 1200 increments in the outer loop, the plots shown in Fig. 11a and 11b correspond to the results obtained after 6 and 12 increments, respectively.
Recall The main difficulties when applying the non-linear model are related to the required input parameters for the preparation of the model and the computational requirements when solving the model. Among the input parameters we mention the bubble size distribution as well as the bubble volume fraction. These need to be either already known from previous experiments or from previous studies reported in the literature or they would need to be determined, which may not be straightforward [41, 42] . The CPU requirements could be significant for a full scale reactor especially if a three-dimensional model is used. The difficulties in achieving the convergence of the model may grow with the complexity and the size of the model. This is why the research in this area should continue as the authors see the non-linear model the adequate tool for designing and predicting the performance of sonochemical reactors in the future.
Conclusions
Acoustic wave propagation inside a sonochemical reactor is investigated by implementing both the linear and the nonlinear approaches. A numerical solution procedure is developed for the nonlinear case and verified by comparison to a previous example solved using the COMSOL Multiphysics software [17] .
The existing linear theory provides some fundamental insights for the problem: the increase in the bubble volume fraction yields decreasing phase velocity and stronger damping Although the nonlinear simulations have not been performed for larger bubble radii and volume fraction due to computational time requirements, it is anticipated that similar results would be obtained in terms of pressure distribution in the medium, due to the behaviour of the wavenumber profile used in the nonlinear method.
The results suggest that though the linear model is straightforward for implementation and application, the non-linear model offers more realistic results and opportunity to predict the performance of the sonochemical reactor with higher accuracy, which leads to more optimal designs. The drawback of the non-linear models is the input parameters requirements, which might not be straightforward to obtain, and the CPU requirements for solving the model, especially if a 3D model is required.
Some remarks for future work are given as follows. The proposed numerical method is applicable to more complete models which would incorporate the multi-component gas dynamics inside the bubble, evaporation and condensation at the interface, chemical kinetics, etc.
[ 43, 44] . The prerequisite for this is to define the relevant dissipation mechanisms and functions in a nonlinear fashion. Another necessary development is the incorporation of bubble nucleation, growth and formation of filamentary structures and streamers, as in [45, 46, 47] , into the simulations which require the evaluation of Bjerkness forces exerted on bubbles. Further, the zero flux boundary condition at the surfaces of the heaters and the sonoreactor include some basic assumptions. A comprehensive way to account for more realistic boundary conditions is the coupling of elastic deformation and the wave propagation as implemented succesfully in [48, 49, 50] . Finally, other numerical methods, such as, the finite element method (FEM), the boundary element method (BEM) or the finite volume method (FVM), may be employed to solve the Helmholtz equation in order to compare their convergence rates with the current numerical approach.
