Rectified Linear Units (ReLUs) are widely used in feed-forward neural networks, and in convolutional neural networks in particular. However, they can be rarely found in recurrent neural networks due to the unboundedness and the positive image of the rectified linear activation function. In this paper, we introduce Dual Rectified Linear Units (DReLUs), a novel type of rectified unit that comes with a positive and negative image that is unbounded. We show that we can successfully replace the tanh activation function in the recurrent step of quasi recurrent neural networks. In addition, DReLUs are less prone to the vanishing gradient problem, they are noise robust, and they induce sparse activations. Therefore, we are able to stack up to eight quasi recurrent layers, making it possible to improve the current state-ofthe-art in character-level language modeling over architectures based on shallow Long Short-Term Memory (LSTM).
Introduction
Rectified activation functions are widely used in modern neural networks. They are more commonly known as Rectified Linear Units (ReLUs), which are essentially neurons with a rectified activation function (Nair & Hinton, 2010) . ReLUs are part of many successful feed-forward neural network architectures, including AlexNet (Krizhevsky et al., 2012) , GoogLeNet , and ResNet (He et al., 2016) , reaching state-of-the-art results on image segmentation, image classification, and video classification. Compared to traditional activation functions such as sigmoid and tanh, ReLUs offer a number of advantages: (1) they are simple and fast to execute, (2) they avoid the vanishing gradient problem, and (3) they induce sparseness. As a result, ReLUs permit training neural networks with up to Corresponding author Email address: frederic.godin@ugent.be (Fréderic Godin) 1000 layers (He et al., 2016) .
However, due to their unboundedness, rectified activation functions have not experienced the same success in Recurrent Neural Networks (RNNs), compared to the sigmoid and tanh activation functions. Indeed, RNNs contain a recurrent step which can be repeated infinitely, hereby using the output of the previous step. As such, using an unbounded activation function in this recurrent step means that the state of the network can quickly build up and eventually explode. As a result, instead of suffering from exploding gradients, the network suffers from exploding hidden states.
The recently introduced Quasi Recurrent Neural Network (QRNN) (Bradbury et al., 2017) , a hybrid recurrent/convolutional neural network, can partly solve this issue by avoiding hidden-to-hidden matrix multiplications. However, using a rectified activation function instead of a tanh activation function to calculate a new hidden state is still cumbersome. Indeed, given that ReLUs only have a positive image, strictly negative values cannot be added to a hidden state, thus making the subtraction of values impossible.
In this paper, we present a new type of neural network component, called Dual Rectified Linear Unit (DReLU) . Rather than having a unit with a single activation function, DReLUs subtract the output of two regular ReLUs, thus coming with both a positive and negative image. Consequently, similar to ReLUs, DReLUs make it possible to avoid vanishing gradients and to enforce sparseness. Moreover, similar to tanh units, DReLUs have a negative image. However, different from tanh units, DReLUs can be exactly zero. Indeed, tanh units have difficulties being exactly zero, often leading to the introduction of noise. As a result, we can state that DReLUs exhibit properties of both ReLUs and tanh units, thus making it possible for DReLUs to replace the functionality of neurons with a tanh activation function, while at the same time preventing the occurrence of vanishing gradients when stacking multiple layers. Finally, we also introduce a variant based on the recently introduced Exponential Linear Units (ELUs) (Clevert et al., 2016) , called Dual Exponential Linear Units (DELUs).
We extensively evaluate DReLUs as part of feedforward neural networks, including convolutional neural networks, and recurrent neural networks. First, we replace normal ReLUs with DReLUs in residual neural networks (He et al., 2016) , and evaluate on CIFAR-10 and CIFAR-100 for the task of image classification (Krizhevsky & Hinton, 2009 ). Second, we replace the tanh activation function in quasi recurrent neural networks (Bradbury et al., 2017) , and evaluate on the Penn Treebank (Marcus et al., 1993) and the Hutter Prize dataset (Hutter, 2012 ), for both the task of character-level and word-level language modeling.
Our main contributions can be summarized as follows:
• We introduce a new neural network component, called Dual Rectified Linear Unit (DReLU). This newly proposed unit is able to successfully replace units with a tanh activation function in (quasi) recurrent neural networks.
• We show that a standard ReLU is an inferior replacement for a neuron with a tanh activation function or a DReLU in quasi recurrent neural networks.
• We demonstrate that we can easily stack up to eight quasi recurrent neural network layers with DReLUs, outperforming tanh-based quasi recurrent neural networks and several other Long Short-Term Memory (LSTM)-based recurrent neural networks.
• We extensively evaluate DReLUs on five different benchmarks in image classification and language modeling, outperforming the state-of-the-art in character-level language modeling.
The remainder of the paper is organized as follows. First, in Section 2, we give an overview of related work, paying particular attention to already existing ReLU variants, the usage of ReLUs, and different neural network architectures for language modeling. Next, in Section 3, we provide a formal problem definition, as well as a detailed explanation of our solution. In Section 4, we evaluate the proposed solution by means of five different benchmarks and provide detailed insight into the activation patterns of our neural networks. Finally, we end with conclusions in Section 5.
Related Work
The term Rectified Linear Unit (ReLU) was coined by Nair & Hinton (2010) . A ReLU is a neuron or unit with a rectified linear activation function. A rectified linear activation function is defined as follows:
(1)
Since Krizhevsky et al. (2012) obtained the first place in the 2012 edition of the ImageNet Large Scale Visual Recognition Challenge (Russakovsky et al., 2015) , deep convolutional neural networks (CNNs) with ReLUs have become common practice, leading to thriving research into ReLU variants. One particular issue with ReLUs is that the image of the negative domain of the ReLU is always zero. Therefore, the gradient will not flow through that neuron during backpropagation. This led to the introduction of leaky ReLUs (Maas et al., 2013) , which multiply input values in the negative domain with a small value, rather than setting it to zero. Parametric Rectified Linear Units (PReLU) (He et al., 2015) further generalize the standard ReLU and leaky ReLU by introducing a learnable parameter that models the leakiness. More formally,
ELpα " 1q in which a is a learnable parameter. However, the nonsaturating behavior in the negative domain can introduce noise, while the image of standard ReLUs is always exactly zero. More recently, Exponential Linear Units (ELUs) (Clevert et al., 2016) showed significant improvements over ReLUs. While ELUs sacrifice the simplicity of ReLUs, they have a natural way of combating the bias shift and at the same time being noise robust. An exponential linear activation function is defined as follows:
with α ą 0. The parameter α controls the saturation value of the image for the negative domain. An alternative way to improve the gradient flow is to train the negative inputs equally well by inverting the negative input and by subsequently concatenating it with the positive input, rather than adapting the activation function itself. This idea has been concurrently called Concatenated ReLUs (CReLUs) (Shang et al., 2016) , Max-Min networks (Blot et al., 2016) , or On/Off ReLUs (Kim et al., 2015) . More formally: f CReL pxq " rmaxp0, xq; maxp0,´xqs.
(4)
Note that concatenation doubles the size of the input vector for the next layer.
Despite the success of ReLUs in CNNs, and the different variants that have been introduced, ReLUs have not experienced the same success in RNNs. Due to the application of a recurrent step on a possibly infinite sequence, bounded activation functions such as sigmoid or tanh are needed. Le et al. (2015) manage to train a simple RNN with a ReLU activation function by carefully initializing the hidden state weight matrix with the identity matrix. Though good results are obtained, they are still outperformed by Long Short-Term Memory (LSTM) networks. In general, ReLUs are used in feed-forward parts of neural networks, rather than in recurrent parts (Collins et al., 2017) .
Due to the variable length of text, RNNs are still the preferred type of neural network for modeling sequences of words, and LSTMs in particular (Schmidhuber, 2015) . Among others, they obtain state-of-the-art results in language modeling (Inan et al., 2017) , syntactic parsing (Ling et al., 2015) , and machine translation (Wu et al., 2016) . CNNs are less commonly used because they prefer fixed-size inputs. Only very recently, a number of hybrid approaches have emerged, also leveraging CNNs. Kalchbrenner et al. (2016) used a fixed-size CNN to perform character-level neural machine translation, obtaining state-of-the-art results. Bradbury et al. (2017) introduced the concept of Quasi Recurrent Neural Networks (QRNNs). The two main components of QRNNs are CNNs and a simplified recurrent step. The simplified recurrent step allows for modeling sequences of variable length without using a fixed-size window, while the combination with CNNs effectuates significant speed-ups.
All current methods for modeling variable-length sequences still rely on the tanh activation function in one way or another. The tanh function however causes gradients to vanish during backpropogation. ReLUs are less prone to the vanishing gradient problem but are unbounded and only have a positive image. Hence they are less suited for recurrent neural networks. Our proposed Dual Rectified Linear Unit (DReLU) tries to leverage the advantages of both in order to train models on variablelength sequences.
Methodology
In this section, we first argue why ReLUs cause training issues in simple RNNs (Elman, 1990) and LSTM net-works (Hochreiter & Schmidhuber, 1997) . Next, we explain quasi RNNs (Bradbury et al., 2017) and their relation to LSTMs. Finally, we introduce the concept of DRe-LUs, as well as the exponential extension, termed DELUs.
Motivation
RNNs are neural networks that contain cyclic connections.
These cyclic connections allow preserving history and are well suited for modeling variablelength sequences. There exist many types of RNNs, most notably a simple RNN, with a single selfconnected hidden layer (Elman, 1990) and LSTM networks (Hochreiter & Schmidhuber, 1997) . In general, the recurrent step within a RNN can be defined more formally as follows:
h
in which x t and h t are called respectively the input and hidden state at time step t. Consequently, the current h t depends on the previous hidden state h t´1 . In the case of a simple RNN (Elman, 1990) , the hidden state at time step t is defined as follows:
in which W and U are weight matrices and b is a bias vector. The function g is the activation function, which is in practice a sigmoid or tanh function. The functions sigmoid and tanh are bounded functions. This implies that they are functions for which there exists a real number M such that |gpxq| ď M for all x in domain X. Hence, both the activation functions sigmoid and tanh are bounded by 1. Consequently, all hidden states are also bounded and their absolute value is never larger than 1. If we simplify the recurrent step defined in Equation 6 to h t " gpW¨h t´1 q,
If g is an unbounded activation function such as a rectified linear function, it becomes clear that the hidden state can grow exponentially large. If we consider the case in which we have a RNN with a single hidden unit with weight w, then h t takes the following form:
If both w and h 0 are positive and g is the rectified linear activation function f ReL as defined in Equation 1, then the above equation can be rewritten as follows:
Consequently, if w is larger than 1, h t will exponentially grow with the number of time steps t. The same holds true for the weight matrix W. If the largest eigenvalue of the weight matrix is larger than 1, then the norm of the vector h t will continuously grow and eventually explode (Goodfellow et al., 2016) . The problem of the exponentially growing states is strongly related to the problem of vanishing and exploding gradients. To mitigate these problems and to be able to learn long-range dependencies, LSTM networks were introduced (Hochreiter & Schmidhuber, 1997 ). An LSTM with a forget gate and without peephole connections is defined by the following equations:
By introducing a cell state c t that is controlled by an input gate i t , a forget gate f t , and an output gate o t , it is possible to learn long-range dependencies. Moreover, the cell state is updated using a sum rather than a multiplication. However, replacing the tanh activation functions with rectified linear activation functions would still be problematic. Indeed, the values of the candidate cell statec t would become unbounded, which means that c t and h t would become unbounded too. Hence, a similar unbounded multiplication arises as with simple RNNs. Indeed, all gates have h t´1 as input and multiply it with a matrix W, causing the gates to saturate immediately, thus preventing further training (i.e., the gradient becomes zero).
Quasi recurrent neural networks
QRNNs are hybrid neural networks that join the advantages of CNNs and RNNs (Bradbury et al., 2017) . CNNs are fast and highly parallelizable. RNNs, however, contain a recurrent step (cf. Eq. 5), which can only be executed in sequence. Indeed, h t depends on h t´1 , which depends in its turn on h t´2 , and so on, thus creating an execution bottleneck.
If we consider the simple RNN defined in Equation 5, then the input-to-hidden matrix multiplication U¨x t can be calculated in parallel for all inputs x t . The hidden-tohidden matrix multiplication W¨h t´1 , however, can only be calculated sequentially. A similar observation can be made for LSTM networks. They contain four hidden-tohidden matrix multiplications to calculate the values of the input gates i t , the forget gates f t , and the output gates o t , as well as the new candidate cell statec t . Additionally, c t and h t depend on i t , f t , o t , andc t . However, the computational effort for c t and h t is limited to vector additions and multiplications, rather than matrix multiplications.
To reduce the computational effort needed for the recurrent step, Bradbury et al. (2017) removed the hiddento-hidden matrix multiplications and introduced a convolution of size n over the input x. More formally, the input gates i t , the forget gates f t , and the output gates o t , as well as the new candidate cell statec t , are defined as follows:
Similar to an LSTM, the new cell state c t and the hidden state h t are defined as follows:
Because the recurrent step (Eq. 21) is now reduced to a gated/weighted sum of the previous cell state c t´1 and a candidate cell statec t , it is named recurrent pooling. Specifically, because an input, forget, and output gate is used, it is named ifo-pooling. In practice, the pooling equations are further simplified by connecting the input and forget gate:
This type of pooling is called fo-pooling.
For the task of language modeling, QRNNs proved to perform better than LSTM networks, given a similar parameter budget (Bradbury et al., 2017) . Moreover, the relation between the current hidden state and the previous hidden state is reduced to an element-wise sum rather than a matrix multiplication. This opens up possibilities for unbounded activation functions such as rectified linear activation functions, given that the hidden state cannot exponentially grow anymore. Moreover, the gating mechanism is independent of the current or previous hidden state and can therefore independently reset the current hidden state to zero.
Dual rectified linear units
QRNNs do not contain hidden-to-hidden matrix multiplications anymore, thus avoiding hidden state explosions when an unbounded activation function is used. However, replacing the tanh function of the candidate cell statec t with a rectified activation function as defined in Equation 1 would limit the expressiveness of a cell state update (cf. Eq. 21,23). Indeed, the values of the gates are bounded between zero and one. If the activation function of the candidate cell state is a rectified activation function, then the cell state can only be updated with positive values. Consequently, this means that only values can be added to the previous cell state c t´1 , but not subtracted. As a result, the only way to lower the values of the hidden state is to set the gates to zero. The tanh function does not have this issue, given that its image is bounded between minus one and one. Therefore, the cell state can also be updated with negative values.
To be able to update the cell state with negative values and, at the same time, use the unbounded rectified linear activation function, we introduce the novel concept of a Dual Rectified Linear Unit (DReLU); rather than using a single ReLU, we propose to subtract two ReLUs.
The dual rectified linear activation function is a twodimensional activation function. In analogy with the rectified linear activation function, the proposed function can be formally defined as follows:
or
i f a ď 0 and b ą 0 a´b i f a ą 0 and b ą 0 (25) in which a and b are scalar values. The dual rectified linear activation function is visualized in Figure 2 . A DReLU can be seen as being a unit with three separate states. It can be exactly zero, negative or positive.
An important benefit of DReLUs is the ability to be exactly zero. Indeed, sparseness allows efficient training of larger stacks of neural networks (Glorot et al., 2011) . Moreover, ReLUs and DReLUs are more noise-robust than other related activation functions such as Leaky Re-LUs because the image of the negative domain is exactly zero.
The partial derivatives of the dual rectified linear activation function with respect to a and b are similar to the standard rectified linear activation function:
Similar to ReLUs, DReLUs are less prone to vanishing gradients compared to the sigmoid or tanh activation functions. When a ReLU or DReLU is active, the magnitude of the gradient through the activation function is neither amplified nor diminished. Additionally, rectified linear activation functions are fast to execute. Finally, we can replace the calculation of the candidate cell statec t of a QRNN, which uses a tanh activation function (cf. Eq. 20), with a DReLU. The candidate cell statẽ c t now becomes as follows:
c t " maxp0, U c,1¨xt´n`1:t q´maxp0, U c,2¨xt´n`1:t q. (28)
Dual exponential linear units
ELUs have shown to perform better than ReLUs for image classification (Clevert et al., 2016) . Indeed, the nonzero image of the negative domain combats bias shift and speeds up learning. However, ELUs contain more complex calculations and cannot be exactly zero. In analogy with DReLUs, we can define DELUs. A dual exponential linear activation function can be expressed as follows:
in which f EL is defined as in Equation 3. A 2-D visualization is shown in Figure 3 . f DEL can be perceived as a smoother version of f DReL . Note that although f EL is only zero when the input is zero, f DEL saturates to zero when the inputs a and b go to minus infinity.
Experiments
We evaluate the proposed DReLUs and DELUs on three different tasks. First, we evaluate the two types of units in the more traditional feed-forward setting, in which ReLU-based architectures are widely used. In particular, we compare a standard residual neural network using ReLUs with a residual neural network using DRe-LUs and DELUs for classifying images of the CIFAR-10 and CIFAR-100 datasets, so to be able to prove the validity of our novel units. Second, we evaluate our neural network components in the more challenging RNN context. Specifically, we evaluate DReLUs and DeLUs as part of a QRNN for modeling variable-length sequences for the tasks of both word-level and character-level language modeling.
Image classification
ReLUs are widely used in different kinds of CNNs for the task of image classification. Given the strong connection between ReLUs and DReLUs, we first investigate the relative difference between ReLUs and DRe-LUs in a traditional setting. We evaluate a residual neural network (He et al., 2016) on the CIFAR-10 and CIFAR-100 (Krizhevsky & Hinton, 2009 ) image classification datasets. Additionally, we compare to CReLUs (Shang et al., 2016) . 
Experimental setup
We evaluate our methods on CIFAR-10 and CIFAR-100 (Krizhevsky & Hinton, 2009 ). Both CIFAR-10 and CIFAR-100 contain 50,000 color images for training and 10,000 color images for testing, equally divided into 10 and 100 different classes, respectively. The images have a resolution of 32ˆ32. To be directly comparable to He et al. (2015) and Shang et al. (2017) , we use the same limited approach towards data augmentation. All images are padded with four pixels on each side and random crops of 32ˆ32 pixels and horizontal flips are taken.
For the remaining details, we follow the setup outlined by Shang et al. (2017) . For training the model, we use standard Stochastic Gradient Descent (SGD) with momentum (0.9) and a batch size of 128. We start with a learning rate of 0.1 and divide the learning rate by 10 after 150, 200, and 250 epochs. We train for 300 epochs on 2 GPUs.
We use the ResNet-110 architecture (He et al., 2015) as our baseline and replace the ReLUs with DReLUs and DELUs. For the DELUs, we set α to 0.1. The ResNet-110 architecture contains three major equally-sized residual blocks for which the number of filters are 16, 32, and 64, respectively. In all convolutional layers, 3ˆ3 convo- We have implemented our method in Torch (Collobert et al., 2011) , starting from the code provided by Gross & Wilber (2016) . We ran every experiment five times and report the median top1 error on the test set. 
Discussion
The results of our experiments are shown in Table 1 . In general, we can observe that residual neural networks using DReLUs and DELUs perform better than residual neural networks using ReLUs. A residual neural network using CReLUs and exactly the same architecture, initialization, and training procedure performs equally good or worse than one using DReLUs or DELUs.
When comparing DReLUs and DELUs, we observe that DELUs perform better on CIFAR-10 but DReLUs perform better on CIFAR-100. Consequently, we cannot conclude than one performs better than the other. Additionally, we note that we followed the training procedure outlined by He et al. (2016) and Shang et al. (2016) that we did not optimize for the presence of DReLU or DELU components.
Word-level language modeling
While ReLUs are widely used in a feed-forward neural networks such as CNNs, they are rarely used in RNNs. The task of language modeling is dominated by RNN architectures. Only recently, QRNNs have demonstrated to be a viable alternative to LSTM networks for the task of word-level language modeling (Bradbury et al., 2017) . In this section, we evaluate the usage of standard ReLUs, DReLUs, and DELUs as part of a QRNN, and compare against units using the tanh activation function for the task of word-level language modeling.
The goal of word-level language modeling is to estimate the joint probability Prpw 1 , ..., w T q of a sequence of words rw 1 , ...w T s (Bengio, 2008) . To that end, we try to predict the next word in a sentence given all previous words:
Hence, given a sequence of words, we try to minimize the negative log-likelihood of a sequence of words:
To evaluate the models, perplexity is reported:
Rather than focusing on obtaining state-of-the-art perplexity results, we put the emphasis on investigating the relative performance of ReLUs, DReLUs, and DELUs in this section, compared to stacked LSTMs and stacked QRNNs with tanh activation functions in similar conditions.
Experimental setup
To properly evaluate our proposed units in a RNN setting, we compare with Zaremba et al. (2014) and with a reimplementation of the stacked QRNN experiments of Bradbury et al. (2017) . Both papers evaluate their proposed architecture on the Penn Treebank (PTB) dataset (Marcus et al., 1993) and use a similar setup with a similar architecture and a similar parameter budget.
Following Mikolov & Zweig (2012) , we split the PTB corpus into 930k tokens for training, 74k tokens for validation, and 82k tokens for testing. The vocabulary is limited to the 10,000 most frequent words; less frequent words are replaced with an UNK token.
Our neural network architecture consist of two QRNN layers with 640 hidden units each. Following Bradbury et al. (2017) , fo-pooling with only a forget gate and an output gate is used for all our experiments. The width of the convolution is two and the size of the embedding layer is 50. For the QRNN with a tanh activation function, we initialized the weights uniformly in the interval r´0.05; 0.05s. In QRNNs with rectified activation functions, we initialized the weights randomly, following a normal distribution with zero mean and standard deviation 0.1. For the dual exponential linear activation function f DEL , we set α to 0.1. We trained the neural network using SGD with a learning scheme. We trained for six epochs with learning rate one and then decay the learning rate each epoch with a factor 0.95. We used a batch size of 20 and a sequence length of 105. We regularized using standard dropout with probability 0.5 and constrained the norm of the gradient at 10.
We have implemented our experiments in Theano (Theano Development Team, 2016) and Lasagne (Dieleman et al., 2015) .
Discussion
The results of our experiments are shown in Table 2 . We will first discuss the relation between the different activation functions that can be applied in the candidate cell statec t of a QRNN. Next, we will discuss the relation to LSTM networks. Comparison of cell state activations. In Figure 4 , a subset of the cell states c t is visualized for a sequence of 20 consecutive words extracted from a random sentence for three different activation functions applied in the candidate cell statesc t . The cell state c t exhibits the memory of the neural network throughout a sequence of consecutive words. When looking at the active cell states, a QRNN with a tanh activation function is more active than a QRNN with a DReL activation function and significantly more active than a QRNN with a ReL activation function. It contains a lot of long streaks of cells with a similar value. Either the cell state is zero or saturated in one or minus one. This is different from rectified activation functions for which the values are unbounded. They can easily become zero and can contain values for which the magnitude is larger than one. Additionally, we can observe that a QRNN with a ReL activation function has a much sparser activation pattern and has difficulties retaining longer streaks of similar activation, hence limiting the memory capabilities of the neural network. The raw activation statistics of the cell state c t listed in Table 3 confirm this. While only 10.02% of the cell states c t is nearly zero when using a tanh activation function for the candidate cell statec t , 80.22% is nearly zero when using a ReL activation function. For a DReL activation function, this is 53.9%. The non-zero cell states c t for both DReL and tanh activation functions are equally divided between positive and negative values. Moreover, both QRNNs using ReLUs or DReLUs are equally active in the positive domain. Consequently, DReL activation functions can show similar behavior as tanh activation functions but with the additional benefit of being able to be exactly zero and in-duce sparse activations. Indeed, sparse layer outputs allow for information disentangling and variable-size intermediate representations (Glorot et al., 2011) , and eventually for training large neural networks, in terms of both width and depth.
Comparison with LSTMs. Finally, we compare our QRNN models with common LSTM models. All our models have a similar architecture and were trained in similar way as Zaremba et al. (2014) . Namely, our neural network has two stacked recurrent layers, is trained with SGD using a learning rate scheme, and dropout is applied on the output connections of every layer. Zaremba et al. (2014) consider two different versions of their architecture: a medium-sized architecture and a large-sized architecture. The medium-sized architecture has an embedding and hidden state size of 650 units containing 20M weights in total and the large-sized architecture has an embedding and hidden state size of 1500 units containing 66M weights in total. When comparing the test set perplexity scores listed in Table 2 , we notice that a QRNN using a ReL activation function performs worse than a medium-sized LSTM. As already shown by Bradbury et al. (2017) , a QRNN with a tanh function performs better than a medium-sized LSTM. However, a QRNN with a DReL or DEL performs even better. Moreover, a QRNN with a DReL activation function performs on par with a largesized LSTM using three times fewer parameters. To obtain similar results, other researchers applied more advanced regularization techniques such as variational dropout on LSTMs (Gal & Ghahramani, 2016) or zoneout on QRNNs (Bradbury et al., 2017) . Others introduced new components such as character-level CNNs (Kim et al., 2016) or tied the weights (Gal & Ghahramani, 2016) .
In this section, we showed that DReL and DEL activation functions have similar properties as tanh activation functions and are suitable replacements. A single ReL activation function however is an inferior replacement for a tanh activation function. When replacing the candidate cell statec t within a QRNN with DReLUs, the cell state c t becomes sparse which is an important benefit for training large neural networks. Moreover, they obtain lower perplexity scores on the task of word-level language modeling compared to a QRNN with a tanh activation function and obtain on par perplexity scores as a stacked LSTM using three times fewer parameters.
Character-level language modeling
The final task we consider is character-level language modeling. The goal is to predict the next character in a sequence of characters. To that end, we stack up to eight QRNN layers which use DReLUs or DELUs, and compare our results with the current state-of-the-art.
Experimental setup
For our character-level language modeling experiments, we consider two datasets; a small dataset and a large dataset, and where the latter is more challenging. The small dataset is again the Penn Treebank (PTB) dataset (Marcus et al., 1993) . The same preprocessing is applied (Mikolov & Zweig, 2012) and the same train/validation/test split is used, containing 5M, 393K, and 442K characters, respectively. The large dataset is the enwik8 dataset which contains 100M characters extracted from Wikipedia. It is often referred to as the Hutter Prize (Hutter, 2012) dataset. This dataset is challenging because it contains XML markup and both Latin and non-Latin characters. We used the first "90M characters for training, the next 5M characters for validation, and the final 5M characters for testing.
Our neural network architecture consists of an embedding layer, a number of QRNN layers, and a final densely connected classification layer with a softmax activation function. We use embeddings of size 50 and hidden states of size 250, 500 and 1000. The number of QRNN layers is 2, 4, or 8. The width n of the convolution of the first layer is always six, while at the other layers the convolution width n is two. The weight matrices are orthogonally initialized. We trained the neural network using Adam (Kingma & Ba, 2015) with learning rate 0.0003 and constrained the norm of the gradient at 5. Following Ha et al. (2017) , we used a batch size of 128 and a sequence length of 100 for the language modeling experiments on the PTB dataset. Due to memory constraints, we used the same batch size of 128 for experiments on the Hutter prize dataset, but we used a sequence length of 200 instead of 250. We regularized the model using dropout on the output of every layer (Zaremba et al., 2014) with a dropout probability of 0.15 for models with hidden state size 250 and dropout probability 0.3 for models with hidden state size 500 and 1000. Given that we make use of convolutions and ReLUs, we applied batch normalization to improve the gradient flow (Ioffe & Szegedy, 2015; Cooijmans et al., 2017) .
We have implemented our experiments in Theano (Theano Development Team, 2016) and Lasagne (Dieleman et al., 2015) . The metric reported is Bits-Per-Character (BPC), which is equal to the perplexity metric defined in Equation 32 applied on characters instead of words and divided by logp2q.
Discussion
We first discuss the results obtained for the experiments executed on the PTB dataset. After that, we discuss the results obtained for the experiments executed on the Hutter Prize dataset.
Penn Treebank experiments. In Table 4 , the results of several experiments on the Penn Treebank (PTB) dataset are listed. The table contains three parts. The first part shows the results of a number of successful and state-of-theart character-level language modeling methods. The second part shows a selection of results taken from Ha et al. (2017) , including detailed results for a standard LSTM, a layer normalized LSTM, and the current state-of-the-art method, a 2-layer HyperLSTM trained with layer normalization (Ba et al., 2016) . The third part shows the results of our own experiments, which we will directly compare to the aforementioned methods.
LSTMs are commonly used RNNs and are part of many top performing language models. QRNNs on the other hand are hybrid models, combining convolutional layers with recurrent pooling. When comparing LSTMs with QRNNs that use a DReL activation function in the candidate cell statec t , we can observe that a four-layer QRNN already performs better than a single-layer LSTM, while using 57% fewer parameters than the single-layer LSTM. Moreover, doubling the number of QRNN layers to eight and therefore the number of parameters yields results similar to a single-layer HyperLSTM trained with layer normalization, albeit still using 22% fewer parameters. Note that doubling the number of QRNN layers from four to eight is more parameter efficient than doubling the hidden state size from 250 units to 500 units. The language modeling performance, however, is similar.
Finally, when using eight QRNN layers and 500 hidden units, we obtain a BPC score of 1.212, outperforming a two-layer HyperLSTM with a similar number of parameters. Moreover, when replacing the DReL activation function with a DEL activation function, we are even able to further decrease the BPC score to 1.209, a new stateof-the-art result on this dataset. While replacing a DReL activation function with a DEL activation function did not improve word-level language modeling performance, it does improve the performance of character-level language modeling. Indeed, when a deeper stack of layers is used, DELUs yield better results than DReLUs.
Hutter Prize experiments. The Hutter Prize dataset is a larger dataset than the Penn Treebank dataset, comprising 100M characters from Wikipedia. As mentioned before, this dataset is more challenging, given the presence of both Latin and non-Latin characters and XML markup. The results of our experiments are depicted in Table 5 . We consider two different QRNN-based architectures. All architectures use a DReL activation function and are trained in exactly the same way. The only difference is the number of layers. Our model with four layers and 1000 hidden state units in each layer obtains a BPC score of 1.33 and performs better than a standard layer-normalized LSTM and a layer-normalized Hyper-LSTM using a similar number of parameters (25.82M). When doubling the number of layers to eight, we further reduce the BPC score to 1.26, outperforming more complicated architectures such as Hierarchical Multiscale LSTMs (HM-LSTM) (Chung et al., 2017) , ByteNet (Kalchbrenner et al., 2016) and Recurrent Highway Networks (Zilly et al., 2017) . Note that ByteNet is also a hybrid CNN model, albeit with highly sophisticated units consisting of a mix of sigmoid, tanh and ReL activation functions. Additionally, ByteNet uses a fixed-size convolution over the input sequence and does not account for learning long-term dependencies.
Conclusions
The vanishing gradient problem is a major issue in neural networks. Activation functions such as tanh and sigmoid decrease the magnitude of the gradients backpropagating through multiple neural network layers. While using ReLUs to combat the vanishing gradient problem (Cooijmans et al., 2017) 1.32 Recurrent Dropout LSTM (Semeniuta et al., 2016) 1.30 Zoneout LSTM (Krueger et al., 2017) 1.25 LayerNorm HM-LSTM (Chung et al., 2017) 1 is a common practice in feed-forward neural networks, they are not used in recurrent neural networks. Indeed, unbounded activation functions cause the hidden states to explode in recurrent neural networks. While QRNNs were initially introduced by Bradbury et al. (2017) to speed up sequencing tasks, we explained that QRNNs can also offer a partial solution to the exploding states problem when using unbounded activation functions. However, we showed that simply replacing the tanh activation function with a ReL activation function yielded inferior results. Indeed, replacing the tanh activation function with a ReL activation function in a QRNN for the task of word-level language modeling on the Penn Treebank (PTB) (Marcus et al., 1993) dataset increased the test set perplexity from 80.0 to 85.3. The above observations motivated the development of a new type of neural network component, called Dual Rectified Linear Unit (DReLU). We demonstrated that DRe-LUs can serve as a valid replacement for tanh units in QRNNs. Similar to tanh units, DReLUs have both positive and negative activations. In addition, DReLUs have several advantages over tanh units: (1) they do not decrease the magnitude of gradients when active, (2) they can be exactly zero, making them noise robust, and (3) they induce sparse output activations in each layer. Consequently, in analogy with feed-forward neural networks, it is possible to train large stacks of quasi recurrent layers when these have been equipped with DReLUs. Indeed, we showed that we can stack up to eight layers and improve the current state-of-the-art in character-level language modeling, which is currently mainly based on shallow stacks of LSTMs. We reduced the Bits-Per-Character (BPC) score from 1.219 to 1.212 on the Penn Treebank (Marcus et al., 1993) dataset and from 1.27 to 1.26 on the Hutter Prize (Hutter, 2012) dataset, over HyperL-STM (Ha et al., 2017) and Recurrent Highway Networks 
Model name
Test BPC
Stacked LSTM (Graves, 2013) 1.67 GF-LSTM (Chung et al., 2015) 1.58 Grid-LSTM (Kalchbrenner et al., 2015) 1.47 Layer Norm LSTM (Ha et al., 2017) 1.40 Layer Norm HyperLSTM (Ha et al., 2017) 1.34 Layer Norm HM-LSTM (Chung et al., 2017) 1.32 ByteNet (Kalchbrenner et al., 2016) 1.31 Recurrent Highway Networks (Zilly et al., 2017) 1.27 QRNN (DReL -4 layers -1000 units) 1.33 QRNN (DReL -8 layers -1000 units) 1.26 (Zilly et al., 2017) architectures respectively. Finally, we introduced an exponential variant of DRe-LUs, called Dual Exponential Linear Units (DELUs) which further decreased the BPC score for character-level language modeling of the PTB dataset to 1.209. However, DELUs are more complex than DReLUs.
