Field Programmable Gate Arrays are widely useful in mission critical applications. FPGAs have fixed architecture; it has the capability to change function in situ for a particular application. SRAM based FPGAs are vulnerable to Single Event Upsets (SEUs), which poses unintended change to the logic functions on exposure. The project proposed is a unidirectional error detection scheme i.e., Scalable Error Detection Coding (SEDC) scheme, for use in FPGA Look-up tables. The SEDC check bits are generated along with the programming bits and it is stored on the FPGA SRAM cells during the normal operation of the LUTs. The programming bits are processed to check bit generator where corresponding code bits are generated for the programming bits. The newly generated code bits are compared with the pre-stored code bits. Any single or multiple unidirectional errors as a result of SEU is detected by this scheme. Scalability is the significant advantage of this scheme -it can be scaled to any input data length. With the increase in input data length, only the area gets scaled while the latency remains constant irrespective of the binary data length. The implemented algorithm achieves 100% error detection. The Proposed SEDC scheme is simulated using Tanner EDA tool and the layouts are generated using Microwind.
INTRODUCTION
In the last decade, advances in integrated circuit technology have inflated drastically the complexity of systems that can be realized as a ULSI scale single chip. This ongoing transition from traditional Application Specific Integrated Circuits to System-ona-Chip has lead to new Challenges and paradigm shifts in design methods, system and circuit architectures and testing techniques. Advanced microelectronic technologies are becoming increasingly susceptible to faults and errors due to incident particles.
When high-energy neutrons and alpha particles strike a sensitive region in a semiconductor device, they generate a dense local track of electron-hole pairs. This may be collected by a p-n junction resulting in a current pulse of very short duration termed a single-event upset (SEU) in the signal value. A SEU may cause a bit flip in some latch or memory element thereby altering the state of the system resulting in an error. The minimum charge necessary to invert a logic state, or cause a fault, is called critical charge. If the fault is made visible to a user, it is then called an error. Not all faults manifest them as errors because of the functionality within the circuit.
The errors occurring in a system are Symmetric, Asymmetric, and Unidirectional. Symmetric errors are those if both 0 to 1 and 1 to 0 transitions occur simultaneously in a data word. Asymmetric errors are those if only 0 to 1 or 1 to 0 transitions are likely to occur, and the error type is known a priori. If both 0 to 1 and 1 to 0 transitions can occur in data word, but in any particular word if all errors are of same type, then the errors are called unidirectional errors. In Complementary Metal Oxide Semiconductor, faults can be of stuck-at-0 or stuck-at-1, which appear only as unidirectional errors [3] . In order to maintain an acceptable level of reliability, it is becoming mandatory to design ICs that are tolerant to these faults.
The rest of this paper is organized as follows: Section 2 reviews the previous Error Detection techniques. Section 3 introduces new SEDC scheme to Look Up Table. Section 4 and 5 describes the Generation and Formulation of proposed SEDC codes. Section 6 explains the System Implementation. Section 7 finally concludes the paper.
RELATED WORK
Error detecting codes are found to be more efficient that the other existing fault detection techniques in terms of area, speed and fault coverage and is most suited for implementing selfchecking circuits [9] [13] . Some of the unidirectional errors detecting codes are Parity code, Hamming code, Reed Solomon code, Berger code and Bose code [4] - [7] . Among the existing coding algorithms, Berger coding algorithm [7] alone has 100% fault coverage for all unidirectional errors. The check bit is computed either by counting the number of logic 1s in the data word and use the inverted binary count value as the code word or counting the number of logic 0s in the data word and use the binary count value as the code word. The drawback in Berger code is that the length of code word is increased, i.e., the check bit gets added with the information bits. Berger code word of length n bits having I information bits and k check bits, where [k = log2(i + 1)], n = i + k.
SEDC BASED LOOK UP TABLE
The basic block of FPGA's based reconfigurable architecture is the Look-Up Table ( LUT)-based function generator and it comprises of SRAM cells for storing values [2] . Different error detection methods are employed to detect errors in programming bits stored in SRAM cells. Among all fault detection technique, Error coding techniques are found to be more efficient.
The Fig.1 shows the architecture of Self Checking one LUT in FPGA. The new error detection algorithm is applied to the FPGA Look Up Table. The normal K-bit input LUT is indicated by a dashed box at the left and it requires 2 K = n programming bits. The SEDC check bits for F are pre-computed by the programming device and it is stored on FPGA during configuration, i.e., C = SEDC(F). The input 'F' is fed into SEDC check bit generator and it is encoded into SEDC code bits without affecting the FPGA 152 performance. Finally, the equality tester compares the online generated SEDC code bits with the pre-stored SEDC code bits. Any unidirectional error in 'F' or 'C' is detected and indicated by the equality checker by an error indication signal 'V'. Same architecture can be used throughout the FPGA without changing the existing routing structure of the FPGA. 
GENARATION OF PRE STORED SEDC CHECK BITS
Scalable Error Detection technique detects all unidirectional errors in the hardware. Scalable Error Detection Coding scheme is formulated and designed in such a way that only area is scaled, while latency depends on a small portion of the input data [1] . The algorithm partitions the given input data into 2-, 3-and 4-bit data and generates the corresponding SEDC code for the data.
Consider an input binary data 'F'. The data length of 'F' is nbits, represented as (F0, F1, F2…..Fn-1) . The two parameters 'a' and 'b' are generated using Eq.(1). The parameter 'a' should always be a positive integer, and parameter 'b' can have values of {2, 3, 4}.
 
Once the value for 'a' is found and if it satisfies the condition of being an integer, the value for 'b' is found. After calculating the values of 'a' and 'b', the n-bit binary input data is partitioned into 'a' times of 3-bit segment and one 'b'-bit segment, the partition is shown in Fig.2 . The SEDC code bits are generated by using Eq.(2).
Any integer value of 'n' can be partitioned by this scheme. The Fig.2 represents the partition of input binary word of n bit length. The Table. 1 represents the code bits for data length of n = 3 bits. 
FORMULATION OF SEDC CODES

SEDC2 CODING SCHEME
The Fig.3 (a) describes the 2-D illustration of SEDC2 scheme, the data words are represented by nodes and their code words are written in brackets.
[ 5.2 SEDC3 CODING SCHEME SEDC3 code [2] for 3-bit data is computed as per Eq.(4).
The Fig.3(b) describes the 3-D illustration of SEDC3. Same notations are used in Fig.3(b) as in Fig.3(a) . whenever, there is a unidirectional change of 2-bits in data word '001' to '111' (two MSB's changing from '00' to '11'), the code word reflect the change in the opposite direction (LSB of the code changes from '1' to '0').The first four code words of SEDC3 are same as SEDC2 as described in Fig.3(a) . The other code words are formulated as follows, 1. The given data word must be 1's complemented (assume '101'→'010'). 
SEDCn CODING SCHEME
It is found that each data word and corresponding code bit is independent of each other. This independency makes the proposed SEDC scheme scalable. Here initially the n-bit binary input data is partitioned into 'a' times of 3-bit segment and one 'b'-bit segment, and then these segments are encoded using SEDC 'b' and 'a' times of SEDC3 code generators in parallel (Fig.2) . Scalability is a unique feature of this scheme.
SYSTEM IMPLEMENTATION
The schematic of proposed LUT structure are designed and implemented by using TANNER EDA tool. Circuit verification is done on the TANNER EDA tool. Schematic of the Self Checking LUT are designed on the S-Edit and Netlist simulation done by using T-spice and waveforms are analyzed through the W-edit. The Technology File that is included in Tanner is 130nm.In this project we used DSCH [Digital Schematic] software for simulating the circuit and to generate the code, MICROWIND is used to extract the layout of the schematic diagram. The simulation is performed for LUT content of 2 bits to 32 bits and their corresponding layouts are also extracted. The result proves that the proposed SEDC algorithm is more efficient in terms of detection than the other existing error detection schemes. The Schematic and layout for Binary word length of 2 bits is as follows, 
CONCLUSION
The New Concurrent Error Detection Scheme-Scalable Error Detection Coding (SEDC) is formulated and applied to Look Up Table. By the proposed new technique it is shown that the LUT are Self-Checking and Fault Tolerant. The proposed SEDC algorithm is found to be significantly efficient than the existing unidirectional error detection scheme in terms of detection. The SEDC architecture is implemented and simulated using Tanner EDA tool and the layouts are generated by means of Microwind. The proposed scheme is Scalable to any input binary data length and it achieves 100% error detection.
