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ABSTRACT
We model the transmission of the Lyman-α line through the circum- and intergalactic
media around dark matter haloes expected to host Lyman-alpha emitters (LAEs) at
z ≥ 5.7, using the high-dynamic-range Sherwood simulations. We find very different
CGM environments around more massive haloes (∼ 1011M) compared to less mas-
sive haloes (∼ 109M) at these redshifts, which can contribute to a different evolution
of the Lyα transmission from LAEs within these haloes. Additionally we confirm that
part of the differential evolution could result from bright LAEs being more likely to
reside in larger ionized regions. We conclude that a combination of the CGM environ-
ment and the IGM ionization structure is likely to be responsible for the differential
evolution of the bright and faint ends of the LAE luminosity function at z ≥ 6. More
generally, we confirm the suggestion that the self-shielded neutral gas in the outskirts
of the host halo can strongly attenuate the Lyα emission from high redshift galaxies.
We find that this has a stronger effect on the more massive haloes hosting brighter
LAEs. The faint-end of the LAE luminosity function is thus a more reliable probe of
the average ionization state of the IGM. Comparing our model for LAEs with a range
of observational data we find that the favoured reionization histories are our previously
advocated ‘Late’ and ‘Very Late’ reionization histories, in which reionization finishes
rather rapidly at around z ' 6.
Key words: galaxies: high-redshift - galaxies: evolution - dark ages, reionization,
first stars - intergalactic medium - cosmology: theory
1 INTRODUCTION
Observations such as the Lyman-α (Lyα) forest in quasar
spectra (Fan et al. 2006; Becker et al. 2015; McGreer et al.
2015) and the Thomson optical depth to the CMB (Planck
Collaboration et al. 2016) suggest that the neutral hydro-
gen fraction of the intergalactic medium (IGM) increases
between redshifts of z ∼ 6 and z ∼ 10, during the Epoch of
Reionization (EoR). This final phase transition of the Uni-
verse is, however, not yet completely understood; in par-
ticular there is still some debate about the contribution of
different sources responsible for the reionization of hydro-
gen (Duncan & Conselice 2015). To make progress requires
further improved knowledge of the luminosity functions and
the escape fractions of ionizing photons for possible candi-
dates, for which the faint end is particularly challenging at
high redshifts (Yue et al. 2016; Bouwens et al. 2015; McGreer
? Email: lewis.weinberger@ast.cam.ac.uk
et al. 2018; Richards et al. 2006). Firmer constraints on the
exact redshifts at which the reionization process began and
ended are also challenging to obtain, due to the still rather
scarce data and the model-dependence of the constraints
obtained from observations (for a review of IGM models,
see Choudhury 2009; Meiksin 2009, and references therein).
Greig & Mesinger (2017) for example used a Bayesian frame-
work to combine a selection of observational results but
noted, as other authors have, that there are degeneracies
between the EoR parameters which cannot yet be broken
by current observations.
One notable observation made in recent years is the
dramatic decline in the space density of Lyα emitting galax-
ies (LAEs) beyond z > 6 (Kashikawa et al. 2006; Ouchi
et al. 2010; Hu et al. 2010; Konno et al. 2014), compared
to continuum selected galaxies (Bouwens et al. 2015; Stark
et al. 2011; Pentericci et al. 2014; Schenker et al. 2012).
Note that at lower redshifts (3 . z . 5, after hydrogen
reionization), however, the LAE luminosity function shows
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little evolution (Hu et al. 1998; Ouchi et al. 2008). With an
increasingly neutral fraction of hydrogen beyond z ∼ 6, we
expect more of the Lyα emission to be absorbed and scat-
tered by the IGM, and hence a reduction in observed flux
compared to the continuum. This has been used to obtain
model-dependent constraints on the evolution of the neutral
hydrogen fraction. For example Ota et al. (2017) used the
model of Santos (2004) to convert a Lyα transmission ratio
into a fraction xz=7HI & 0.3 – 0.4.
There have been a number of analytic and numerical
models developed to explain the apparent rapid decline of
Lyα emission from galaxies; for example taking into account
the role of dust and reionization (Dayal et al. 2009), of self-
shielded absorbers (Bolton & Haehnelt 2013; Choudhury
et al. 2015), the infall of the CGM onto the host haloes
(Sadoun et al. 2017), or ruling out the role of IGM attenu-
ation as a sole factor (Mesinger et al. 2015).
One of the difficulties in explaining this decline is the de-
pendence of the IGM transmission on the Lyα emission line
profile of the galaxy, which is complicated by the Lyα radia-
tive transfer out of the galaxy’s interstellar medium (ISM).
It has been found empirically that the peak of the emission
profile is often offset redwards from the Lyα frequency (Erb
et al. 2010). Studies at lower redshifts have found correla-
tions between this offset and emission properties such as line
magnitude or equivalent width (Yang et al. 2016). For high
redshifts the usual reference lines for determining this off-
set (such as [O iii] or Hα) are not observable with ground
based telescopes. This leaves either using scaling relation-
ships from low redshift observations (Erb et al. 2014) or, if
available, using detections of lines such as C iii]λ1909 (Stark
et al. 2015).
Theoretical modelling of the Lyα emission profile is
made difficult by the resonant nature of the line, resulting
in emission profiles that are strongly affected by the ISM
(Zheng et al. 2010). Use of Monte Carlo radiative transfer
codes (Orsi et al. 2012; Gronke & Dijkstra 2016) and an-
alytic methods (Dijkstra et al. 2006) has led to simple pa-
rameterised models of the emission profile such as the shell
model (Gronke et al. 2015), but see for example Barnes et al.
(2011) for more realistic models. The sensitivity of the emis-
sion profiles to the physical and dynamical state of hydrogen
in and around galaxies makes isolating the intrinsic galaxy
evolution from the IGM evolution very difficult.
Recent surveys probing beyond z = 7 have found a fur-
ther complication: some observers have measured a luminos-
ity dependence for the attenuation of quantities such as the
luminosity function and the LAE fraction (Curtis-Lake et al.
2012; Konno et al. 2014; Zheng et al. 2017; Matthee et al.
2015; Santos et al. 2016). Faint (MUV > −20.25) LAEs are
observed to decline in number in a similar manner beyond
z = 7 as was seen for z = 5 — 6, and this has been used to ex-
trapolate reionization histories. For bright (MUV < −20.25)
LAEs however, a much slower evolution has been observed.
This can be most clearly seen in the luminosity functions of
Zheng et al. (2017) and Ota et al. (2017), as well as the es-
timated LAE fraction in Stark et al. (2017). One suggested
explanation (Zitrin et al. 2015) for this much weaker decline
in the number of bright LAEs is that such galaxies sit in (and
contribute ionizing photons to) larger ionized bubbles, and
hence are preferentially more visible than fainter galaxies.
There has been some recent theoretical work using sim-
ulations to explore the causes of these observations. Mason
et al. (2018) explored the effect of a mass-dependent in-
trinsic velocity offset in the emission profile of LAEs, find-
ing that larger velocity offsets can increase the visibility of
bright LAEs. Inoue et al. (2018) explored the effect of a
mass-dependent optical depth in the host halo, and found
such a dependence was required to explain observations. In
this work we will further explore such effects, as well as the
different roles the larger IGM environment can play around
bright and faint LAEs.
There has also been some discussion in the literature of
the effects of different selection techniques used for charac-
terising LAEs (Stark et al. 2010), which can be divided into
two categories: (i) (broadband) UV-selection with spectro-
scopic follow up (as in Stark et al. 2011, for example), and
(ii) direct (narrowband) Lyα selection (as in Konno et al.
2014, for example). We note that observed LAE fractions
are found via the former method, whilst most LAE lumi-
nosity functions are presented for populations found using
the latter technique. In both cases the selection effects (such
as AGN contamination) may play an important role in the
inferred properties of high redshift LAEs. Importantly for
our modelling, the selection technique will affect the map-
ping between galaxy mass and Lyα (or UV) luminosity. We
discuss this further in section 6.3.
In this paper we use a semi-analytic treatment of reion-
ization, combined with the high-dynamic-range Sherwood
simulations (Bolton et al. 2017), to explore the effect of the
IGM environment on the luminosity-dependent LAE evolu-
tion. In section 2 we outline our simulation setup and cal-
ibration, which is based on Choudhury et al. (2015). Sec-
tion 3 describes the framework we employ for calculating
the transmission of Lyα radiation through the IGM. We es-
tablish models for reionization and for the LAEs in section
4. We then present our results for these different models in
section 5. In section 6 we discuss these results in comparison
to other work, and finally draw conclusions in section 7.
2 SIMULATION METHOD
In order to investigate the role of the IGM on LAE ob-
servations, we use cosmological hydrodynamical simulations
with a semi-analytic treatment of reionization. There are two
components to our numerical modelling: (i) a simulation of
the (partially reionized) IGM, which includes the spatial dis-
tribution of neutral hydrogen, the peculiar velocities of the
IGM gas and its temperature; (ii) a source model that pro-
duces galactic Lyα emission, which accounts for the spatial
distribution of LAEs and their emission profiles.
For step (i), the simulation of the IGM, we follow the
procedure in Choudhury et al. (2015), hereafter referred to
as CPBH15. This approach starts from a cosmological hy-
drodynamic simulation, and then applies the excursion set
formalism (Furlanetto et al. 2004; Mesinger et al. 2011; Zahn
et al. 2007) to determine the large-scale ionization structure.
We apply a self-shielding prescription that models the oc-
currence of neutral hydrogen embedded in ionized regions.
Our reionization simulations are then calibrated to three dif-
ferent reionization histories, spanning the range consistent
with CMB and Lyα forest data. This first step of the sim-
ulation is outlined in sections 2.1 through 2.3. For step (ii),
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the source model, we also start with the same basic model
used in CPBH15, aiming to reproduce their results. We then
extend this basic model to try to account for differences be-
tween bright and faint LAEs. The details of these source
models are outlined in section 4.2.
2.1 Large-scale ionization structure
The underlying cosmological hydrodynamical simulation
used in this work is taken from the Sherwood simulation
suite (Bolton et al. 2017), initially run as part of a PRACE
simulation program. These simulations were run using a
modified version of the P-Gadget-3 TreePM smoothed-
particle-hydrodynamics (SPH) code, itself an updated ver-
sion of Gadget-2 (Springel 2005; Springel et al. 2001).
Dark matter haloes were found on the fly using a Friends-
of-Friends algorithm, with a minimum particle number of
32. The ΛCDM parameters used for this run (and here-
after in this work) are based on the Planck Collaboration
et al. (2014) results: h = 0.678, Ωm = 0.308, ΩΛ = 0.692,
Ωb = 0.0482, σ8 = 0.829, n = 0.961, and YHe = 0.24.
The simulation used for this work was performed in a
box of length L = 160 cMpc/h1 (where prefix c indicates
comoving, and prefix p indicates proper). The runs were
started with 20483 particles of gas and dark matter each
(N = 2× 20483 total), giving a dark matter mass resolution
of MDM = 3.44 × 107 M/h. The gravitational softening
length was set at lsoft = 3.13 ckpc/h. Snapshots of the ini-
tial PRACE run were saved for redshifts in the epoch of
interest at z = 6.0, 7.0, 8.0 and 10.0. We have also re-run
the simulation in order to better sample the EoR, saving
snapshots every 40 Myrs; in particular in this work we make
use of snapshots at 5.756 ≤ z ≤ 9.546.
Alongside the hydrodynamical and gravitational evo-
lution of the gas and dark matter, the simulation included
photo-ionization and photo-heating calculated using the spa-
tially uniform background from Haardt & Madau (2012).2
Note that for these simulations, the QUICK_LYALPHA star
formation implementation in P-Gadget-3 was used. This
option speeds up the simulation by converting gas parti-
cles (with temperatures lower than 105 K and overdensities
larger than a thousand times the mean baryonic density)
into collisionless star particles (Viel et al. 2004). For use in
calculations the densities, velocities and temperatures of the
particles were projected onto a grid using the SPH kernel.
A projected slice of the density field from the simulation at
redshift z = 7 can be seen in the left panel of Figure 1.
In CPBH15 a hybrid simulation was employed, com-
prised of an L = 10 cMpc/h, N = 2 × 5123 P-Gadget-3
hydrodynamical simulation to model the hydrogen distribu-
tion, and a larger low resolution dark matter-only simula-
tion with L = 100 cMpc/h, N = 12003. These simulations
were combined by tiling the small simulation box across the
larger volume, making use of the ionization structure and
large-scale velocity modes of the large simulation box. We
1 For test cases to compare with CPBH15 we also used a box of
length L = 80 cMpc/h.
2 At lower redshifts not considered here, the photo-heating rates
were somewhat modified to better match the temperature mea-
surements of Becker et al. (2011).
take advantage here of the much higher dynamic range of
the Sherwood simulation suite and employ instead a single
hydrodynamical simulation with almost twice the volume of
their hybrid simulation, but at a factor two reduced spatial
resolution compared to their 10 cMpc/h sized hydrodynam-
ical simulation. Although lower in resolution this has the
advantage of retaining the correlation between the gas den-
sity fields and the halo structure of the simulation, which
was not present in the hybrid simulation of CPBH15. The
larger volume also allows us to probe to higher halo masses,
which is key to our modelling of bright and faint LAEs.
In recent observations, Konno et al. (2018) surveyed co-
moving volumes of ∼ 1.2×107 Mpc3; our simulation volume
(∼ 1.3×107 Mpc3) is therefore a better representation than
the smaller volume of CPBH15 (∼ 0.3× 107 Mpc3). In Fig-
ure 1 we show a representative survey area with a red dashed
square for comparison with our box size.
To generate the large-scale ionization structure of the
simulation, we apply an excursion set method (Furlanetto
et al. 2004; Mesinger & Furlanetto 2007; Choudhury et al.
2009; Mesinger et al. 2011; Santos et al. 2010; Hassan et al.
2016). This is a semi-analytic approach, which has been
found to reproduce ionization fields that agree with low-
resolution radiative transfer simulations (e.g. in Majumdar
et al. 2014), whilst being computationally efficient. The first
step assigns to haloes an emissivity as a function of their
mass. In this work we assume a linear relationship, with the
number of ionizing photons produced by a halo, Nγ = cγMh,
with cγ a constant of proportionality. Although recent obser-
vations of high-redshift UV luminosity functions may sug-
gest non-linear scalings (e.g. Mason et al. 2015), this simpli-
fying assumption should not have a strong effect on our mod-
elling. In earlier work such a linear scaling for the ionizing
photon budget with mass has been found to approximately
reproduce the high-redshift UV luminosity functions (Trenti
et al. 2010). We note that non-linear models were used by
Kulkarni et al. (2016) in the same reionization framework
used here, but were not found to have a strong effect on the
resulting reionization history. Furthermore, Chardin et al.
(2015) employed full radiative transfer simulations, mod-
elling the ionizing luminosity with a similar linear scaling,
and they were able to reproduce observations of the end of
reionization very well. Physically, this simplifying assump-
tion of a linear scaling may break down if galactic outflows
or feedback alter the dependence (Finlator et al. 2011). We
do not impose a minimum mass of star forming haloes, but
use the entire halo population of the simulation. Note that,
at least initially the value of cγ is not important because
of the later calibration scheme (see section 2.3). Using this
relationship we establish a radiation field based on the lo-
cations and masses of the haloes in the simulation. We then
flag a cell in the box, i, as ionized if there is some radius R
inside which the condition,
〈nγ(i)〉R > 〈nH(i)〉R (1 +N rec), (1)
is satisfied. Here nγ and nH are the photon and hydrogen
(comoving) number densities, respectively. The averages are
taken over a spherical region of radius R centred on the cell.
This condition is therefore comparing the number of ionizing
photons in the neighbourhood of the cell (at a given scale R)
to the number of hydrogen atoms in the same region, and
if it is larger for some value of R then we flag that cell as
MNRAS 000, 1–25 (2018)
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Figure 1. Gas overdensity (left) and ionization field (right, shaded) in a projected 0.5 cMpc/h slice of the L = 160, N = 20483, z = 7
snapshot from the Sherwood suite. The density has been interpolated onto a uniform 3D grid using the SPH kernel, and then a thin slice
has been projected to create the 2D map. The dashed red square is a representative area for the comoving volume surveyed by Konno
et al. (2018). For the ionization structure on the right panel, the mass-averaged ionized fraction has been set to values of QM = 0.8
and 0.4. The shaded areas mark ionized regions (found using the excursion set method) with the darker (brighter) shade showing the
QM = 0.4 (0.8) case. The positions of haloes from this slice are shown in black, with marker size proportional to halo mass.
being ionized. The factor of 1+N rec accounts for recombina-
tions, where N rec is the average number of recombinations
per hydrogen atom that occur in the IGM. An equivalent
statement of the condition in Eq. (1) is that a cell will be
ionized if (Choudhury et al. 2009),
ζefffcoll(i, R) ≥ 1, (2)
where ζeff = cγmH
(
(1 +N rec)(1− YHe)
)−1
is an efficiency
parameter and fcoll is the collapsed mass within a spherical
volume of radius R given by,
fcoll(R) =
1
ρ(R)
∫ ∞
Mmin
dM
dn
dM
∣∣∣∣
R
M. (3)
In Eq. (3), ρ(R) is the average matter density within a ra-
dius R. Note that to go from Eq. (1) to Eq. (3) we have
used the linear relationship for Nγ(M). The constant of pro-
portionality, cγ , and the recombination factor have been ab-
sorbed into ζeff . This ionization efficiency parameter controls
the size of ionized bubbles, and must be calibrated so that
the mass-averaged neutral fraction, QM matches the desired
reionization history. Using the above prescription we can de-
termine for each cell in the simulation whether it is ionized.
For those cells that are not ionized we set the neutral frac-
tion to xHI = 1. If a cell is ionized, then its neutral fraction is
found assuming photoionization equilibrium (Meiksin 2009),
xHI(i) =
ne(i) αB(T )
ΓHI + ne(i) αB(T )
, (4)
where ne is the free electron number density, αB(T ) is the
case B recombination rate and ΓHI is the background pho-
toionization rate. Note that here we make the simplifying
assumption of a spatially uniform background photoioniza-
tion rate (within ionized regions). In reality, however, the
varying position of sources and the inhomogeneous distri-
bution of matter should lead to a non-uniform background.
To include this effect properly would require full radiative
transfer calculations. We explore how varying the photoion-
ization rate can affect LAE visibility in section 6.2. This
suggests that an inhomogeneous UV background could lead
to fluctuations in the Lyα transmission from halo to halo,
but it is expected that this would be subdominant to the
average evolution driven by the IGM. The values of QM and
ΓHI are found during the calibration stage, such that the
simulation is consistent with a desired reionization history.
In the right hand panel of Figure 1 we show the ioniza-
tion field for two different ionized fractions: in dark orange
we show the ionized regions for QM = 0.4, whilst the lighter
orange region is at a higher fraction of QM = 0.8. The po-
sitions of the haloes are overplotted as empty black circles,
with the size of the marker proportional to the halo mass.
As expected from the excursion set construction, the largest
haloes sit in and dominate the largest ionized regions.
2.2 The self-shielding of dense gas in ionized
regions
The excursion set method described above is effective at
producing the large-scale ionization field, however one of its
most significant limitations is modelling dense self-shielded
clumps within already (re-)ionized regions. In order to ac-
count for such regions, we employ a prescription based on
the overdensity of hydrogen, ∆H, in the hydrodynamical
simulation. The prescription we use is based on the re-
sults of Chardin et al. (2018), a modified version of those
found in Rahmati et al. (2013) that aims to reproduce the
self-shielding of dense regions within ionized bubbles during
reionization. Here we apply the same ionization equilibrium
MNRAS 000, 1–25 (2018)
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approach from Eq. (4), but the local photoionization rate is
modified to the empirical fit of Rahmati et al. (2013),
ΓHI(i)
ΓHI, global
= (1− f(z))
[
1 +
(
∆H
∆ss
)β(z)]α1(z)
+ f(z)
[
1 +
(
∆H
∆ss
)]α2(z)
, (5)
where ∆ss is the overdensity threshold for self-shielding, and
f , β, α1, α2 are the redshift dependent parameters found
by Chardin et al. (2018). We use the threshold found by
Chardin et al. (2018), scaled appropriately by photoioniza-
tion rate. We note that they found the self-shielding thresh-
old is in reasonable agreement with the parametrization
found by considering the local Jeans length (Schaye 2001;
Furlanetto et al. 2005),
∆ss = 36
(
ΓHI
10−12s−1
)2/3(
T
104K
)2/15 ( µ
0.61
)1/3
×
(
fe
1.08
)−2/3(
1 + z
8
)−3
, (6)
where µ is the mean molecular weight. Our default prescrip-
tion does have a higher self-shielding threshold than was
found for the ‘SS-R’ case of CPBH15, in which they fol-
lowed the Rahmati et al. (2013) prescription. This means
self-shielding plays a less dominant role in our models. We
explore the effect of changing this prescription in section 6.2.
2.3 Calibrating the simulations for different
reionization histories
The methodology described above creates a realistic large-
scale ionization field, as well as an accurate neutral hy-
drogen distribution within ionized bubbles. The model has
two free parameters however, ΓHI and QM, which need
to be calibrated so that the simulation matches observa-
tional constraints. In order to calibrate these two quantities
self-consistently, we iteratively solve the equation (Kulkarni
et al. 2016; Choudhury 2009),
dQM
dt
=
〈n˙ion〉 − 〈n˙rec〉
nH
, (7)
where QM is the mass-averaged neutral fraction within the
simulation box. We solve this equation by starting with the
desired QM and a guessed ΓHI. This allows us to estimate
the comoving emissivity (Kuhlen & Faucher-Gigue`re 2012;
Becker & Bolton 2013),
〈n˙ion〉 = ΓHIQV
(1 + z)2σHλmfp
(
αb + 3
αs
)
, (8)
where QV is the volume-averaged neutral fraction, σH is the
hydrogen photoionization cross-section at 912 A˚, λmfp is the
mean free path of ionizing radiation at the same wavelength,
and the bracketed factor includes the spectral indices for ion-
izing sources αs and the ionizing background αb. Note that
in the simulation we calculate the mass and volume aver-
aged neutral fractions by summing over the neutral fraction
in each projected grid cell, q(i), with the appropriate weight-
ing,
QM =
1
Mtot
∑
i
M(i)q(i) =
1
ρtot
∑
i
ρ(i)q(i), (9)
QV =
1
N
∑
i
q(i), (10)
where M(i), ρ(i) are the mass and density in a given cell,
the total mass and density are Mtot =
∑
iM(i) and ρtot =∑
i ρ(i) respectively, and N is the total number of cells (e.g
20483). These expressions are valid here because of the uni-
form grid projection.
The mean free path is fixed to the predicted values of
a given reionization history model (see section 4). We found
this to be more stable than trying to calculate the mean
free path iteratively from the simulation using Eq. (7). To
test that this was not sensitive to the resolution needed to
properly resolve the self-shielded regions such as DLAs and
LLSs, we calculated the mean free path from the simula-
tion for a fixed photoionization rate. Our calculations are
indeed converged with respect to the predicted values from
the models. This suggests that although we have to fix the
mean free path for the calibration, we do properly resolve
the self-shielded systems.
The bracketed term on the right of Eq. (8) is determined
by the spectrum of ionizing radiation; in this work we use the
same value as used by Haardt & Madau (2012). During the
iterative solving of Eq. (7) we also find the globally averaged
comoving rate of recombinations, given by,
〈n˙rec〉 = 1
N
∑
i
αB(1 + z)
3 ne(i) nHII(i) (11)
' 1
N
∑
i
αB(1 + z)
3 fe n
2
HII(i), (12)
where αB is the (case-B) recombination rate, and fe = 1.08
is the number of electrons per hydrogen nucleus3.
In summary, the calibration method takes as input the
values for QM (z) and λmfp(z) from each reionization his-
tory model, and then uses the large-scale ionization field
(constructed via the excursion set method) to solve for an
equilibrium ΓHI that satisfies Eq. 7.
3 LYMAN-α TRANSMISSION
Having performed the calibration as detailed in section 2.3,
we have simulation snapshots with realistic neutral hydrogen
distributions that can be used to test the effect of the CGM
and IGM on the transmission of the Lyα radiation from
LAEs.
Early galaxies with high star-formation rates (SFRs)
produce ionizing radiation in their stellar component (Par-
tridge & Peebles 1967). This ionizing radiation is then con-
verted into Lyα line emission through recombination and
collisional excitation of the gas in the ISM (Charlot & Fall
1993; Dijkstra 2014). The radiative transfer of Lyα photons
through the ISM and CGM causes a diffusion in both phys-
ical and frequency space, resulting in a significant change
to the emission profile. The photons that escape the galaxy
3 Note fe > 1 due to singly ionized Helium in the HII regions.
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must then traverse the IGM, which at z > 6 contains a
significant non-zero neutral hydrogen fraction. Due to the
resonant nature of Lyα absorption in neutral hydrogen, the
presence of even small neutral fractions can alter the visibil-
ity of LAEs (see Meiksin 2009; Dijkstra 2014, for reviews of
IGM and Lyα physics).
As discussed in section 1, observations of LAEs at high
redshifts have found a decline in number densities. Explain-
ing these observations is made difficult by the degeneracy be-
tween internal galaxy evolution (parameterized by the frac-
tion of Lyα photons that escape galaxies, fesc,Lyα, which
may be a function of z) and IGM absorption (parameter-
ized by the neutral fraction xHI) (Dayal et al. 2009). In this
work we consider the effect of the CGM/IGM only, and do
not model galaxy evolution.
3.1 Lyα transmission fraction
In order to quantify the effect of the IGM and CGM on the
transmission of Lyα photons, we extract sightlines from our
simulation snapshots that pass through LAE host haloes,
and calculate the radiative transfer along them (see section
4 for details on how LAE host haloes are selected). The
sightlines are chosen to be 160 cMpc/h in length, parallel
to the simulation box axes. We take advantage of the pe-
riodic boundary conditions of the simulation to translate
the start of the sightline such that the halo is positioned
at the centre4. The gas properties are initially gridded into
2048 bins (78.13 ckpc/h bin resolution), with a further 2048
bins in a high resolution region of length 20 cMpc/h (giving
9.77 ckpc/h bin resolution) containing the host halo5. This
ensures we resolve the gas around the host halo, including
small-scale high density regions likely to self-shield.
Neglecting scattering by dust, the equation of radiative
transfer can be written (Draine 2011),
Jν(τν) = Jν(0)e
−τν +
∫ τν
0
dτ ′ν e
−(τν−τ ′ν) Sν(τ
′
ν), (13)
= Jν(0)e
−τν , (14)
where J(ν) is the galaxy emission profile (the specific in-
tensity of radiation at frequency ν), τ(ν) is the Lyα optical
depth (see subsection 3.2 below), and the source function,
Sν , is approximately zero because the Lyα emissivity of the
IGM gas is negligible (Silva et al. 2016). This expression al-
lows us to calculate the emission profile of a galaxy after re-
processing by the surrounding IGM gas, J ′(ν) = J(ν)e−τ(ν).
With this we can calculate the transmission fraction of pho-
tons (or transmissivity) given by (Mesinger et al. 2015),
T IGMLyα =
∫ νmax
νmin
dν J(ν) e−τ(ν)∫ νmax
νmin
dν J(ν)
, (15)
where J(ν) is appropriately normalized. Since we place the
Lyα emitter at the centre of the sightline, the frequency
limits in Eq. (15) used in this work are the Lyα frequency
blue/redshifted along half the sightline length, which ex-
tends considerably beyond the wings of the emission profile.
4 The optical depth calculation was found to converge on consid-
erably smaller spatial scales than 80 cMpc/h.
5 We note that the softening length used in these simulations is
3.13 ckpc/h.
We note that this“e−τ modelling”of the radiative trans-
fer of Lyα photons has been compared to full radiative trans-
fer by Zheng et al. (2010). They suggested that such models
can over-attenuate the line profile compared to that of full
calculations because some of the frequency diffusion is ne-
glected. A balance has to be struck between the frequency
diffusion in the inner parts of the galaxy and the attenu-
ation by the neutral hydrogen surrounding the galaxy. We
will account for the frequency diffusion in the inner part of
the galaxies in our modelling of the spectral distribution (see
section 4).
3.2 Lyα attenuation due to the CGM and IGM
As suggested in Dijkstra (2014) we split the Lyα optical
depth responsible for attenuating the Lyα emission from
galaxies into two contributions: (i) τHI(z, v), the opacity
due to any recombined neutral hydrogen or self-shielded re-
gions within ionized bubbles; (ii) τD(z, v), the opacity due
to damping-wing absorption in the residual neutral IGM.
Note that these quantities depend on the velocity offset, v,
which is determined by both the Hubble flow and the differ-
ence in peculiar velocity of emitter and absorber. So we can
calculate,
τLyα(v) = τHI(v) + τD(v). (16)
Physically, photons emitted close to line centre will redshift
out of resonance as they traverse the IGM. It is important to
consider that scattering/absorption occurs at velocity shifts
close to zero in the absorber’s rest frame. This means that
redshifted photons in the frame of neutral gas infalling onto
the host halo can be blueshifted back into resonance.
We note that both of the components in Eq. (16) are
calculated in the same manner. In order to calculate the
optical depth we assume a Voigt profile for the absorption
cross section, in particular using the analytic approximation
from Tepper-Garc´ıa (2006),
H(a, x) = e−x
2 − a√
pix2
[e−2x
2
(4x4 + 7x2 + 4 + 1.5x−2)
− 1.5x−2 − 1], (17)
where H(a, x) is the Hjerting function, related to the Voigt
profile by (Rybicki & Lightman 1985),
φ(ν) = (∆νD)
−1pi−1/2H(a, x), (18)
where ∆νD ≡ να
c
√
2kBT
mH
, (19)
a ≡ Λα
4pi∆νD
, (20)
x ≡ ν − να
∆νD
. (21)
Note in the above formulae we have used: the Lyα frequency
να = 2.46 × 1015Hz, the hydrogen 2p → 1s decay rate
Λα = 6.25 × 108s−1, the Boltzman constant kB , the hy-
drogen atomic mass mH and the temperature of the gas, T ,
at the absorber. For a given sightline, we find the optical
depth in a (redshift-space) cell i by summing up all the con-
tributions from positions in front of the emitter (Bolton &
Haehnelt 2007), where we define v = 0 at the position of the
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Figure 2. Top panels: Median hydrogen number density profiles at z = 7, spherically averaged, for both total hydrogen in black, and
neutral hydrogen in green (Γ = 10−13 s−1) and blue (Γ = 10−14 s−1). The three panels correspond to samples of 500 haloes with mass
bins that bracket the halo population of our simulations; most massive on the left, least massive on the right, and a sample chosen for
comparison with SZM17’s Mh = 10
10.5 M model in the middle panel. The red vertical dotted line shows the median virial radii, whilst
the horizontal red line showns the mean baryonic density. The horizontal green and blue dotted lines show the self-shielding density
thresholds for the different photoionization rates. In the middle panel we also show the profiles from SZM17 with dashed lines, and
the profiles found using the Rahmati et al. (2013) self-shielding prescription (labelled SS-R) shown with thin stepped lines. The shaded
regions indicate 68% scatter in the samples (not shown in the middle panel to aid visual comparison with SZM17). Bottom panels:
Column densities at a given radius estimated by multiplying the number density by the radial distance.
emitter,
τ(i) =
νασαδR√
pi
N∑
j
nHI(j)
∆νD(j)
H(a, x(i, j)), (22)
where δR is the cell width, and the cell has Hubble velocity
vH(i) and peculiar velocity vpec(i), such that
x(i, j) =
√
mH
2kBT
[vH(i)− vH(j)− vpec(j)]. (23)
Eq. (22) is the optical depth to Lyα emission from the halo
position, which is then redshifted along the sightline. In ve-
locity space absorption can appear to occur “behind” the
halo due to the non-negligible width of the absorption pro-
file, and because of infalling matter around the halo.
3.3 Lyα scattering in the host halo
The importance of carefully modelling the neutral gas in
and close to the host halo was emphasised and explored
in Sadoun et al. (2017), hereafter referred to as SZM17.
In Figure 2 we show spherically averaged density profiles
for three mass bins spanning the masses of the halo pop-
ulation in our simulations. The neutral hydrogen densities
were calculated assuming a fixed value of ΓHI and solving for
photoionisation equilibrium using Eq. (4), including the self-
shielding prescription discussed in section 2.2. Note however
that spherically averaging will smooth out the overdensities
surrounding the halo which are used to calculate the amount
of self-shielding; this means that these radial profiles some-
what under-represent the neutral gas density compared to
sightlines through our simulations which are not spherically
averaged. We see more extended profiles in the more mas-
sive haloes, whereas in the less massive halos the profiles are
more peaked around the central halo position. In the central
panel we also compare to profiles presented for haloes with
mass Mh = 10
10.5M by SZM17. We note that the total hy-
drogen density profiles are similar for r > 20 pkpc, however
at smaller radii both our total and neutral hydrogen densi-
ties are lower than the model presented by SZM17. This is
likely due to the QUICK_LYALPHA star formation prescription,
which converts dense gas into star particles (as described in
section 2.1). This prescription will therefore remove some
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Figure 3. Median transmission curves, testing different exclusion radii (indicated by darkness of line), for a less massive sample of haloes
(left panels) and a more massive sample (right panels). In the top panels the solid lines show the results from the full calculation, whilst
the dashed lines show what happens when peculiar velocities are neglected. Both of these panels assume log10 Γ/s
−1= -13.1. The bottom
panels compare three different photoionization rates: log10 Γ/s
−1= -12 (dashed), -13.1 (solid), -14 (dotted).
of the very dense gas in the centres of haloes, as we see in
Figure 2.
We also show the neutral hydrogen profiles for the
widely used self-shielding prescription proposed by Rahmati
et al. (2013) with the thin (step) curves. These are closer to
those presented by SZM17, especially for the lower photoion-
isation rate of ΓHI = 10
−14s−1. We suggest that most of the
difference between the profiles in our simulations and the
modelling of SZM17 is due the presence of ionizing sources.
In the simulations on which the prescription of Chardin et al.
(2018) is based, there are ionizing sources within the self-
shielded regions which affect the local photoionization rate
and therefore the self-shielding threshold density. These are
not accounted for in the Rahmati et al. (2013) prescription.
Note that while SZM17 do account for a central ionizing
source in their calculation, they assume this source to be
rather weak. As already mentioned some of the difference
will also be due to the spherical averaging which is not ac-
counted for in our self-shielding prescription. Note further
that in this work we also consider the role of the larger scale
ionization structure, and the presence of an IGM volume-
filling neutral fraction, which SZM17 neglect. As discussed
by SZM17, the attenuation near to the host halo is very
sensitive to the distribution of neutral hydrogen close to the
Lyα emitters. We discuss this in more detail in section 6.2.
CPBH15 and Bolton & Haehnelt (2013) did not attempt
to simulate the complex radiative transfer within the host
halo, but instead assumed an intrinsic emission profile (for
photons leaving the host system, but before attenuation by
the IGM) and argued that this accounts for these effects.
In those works the contributions of neutral gas within 20
pkpc were therefore neglected around the halo; for the nar-
rower range of halo masses considered in those works this
was a consistent and sufficient exclusion. Our modelling here
includes a considerably larger range of halo masses, which
therefore also have a considerable range of virial radii. Ex-
cluding gas within a fixed distance of 20 pkpc uniformly
across our halo population would remove all the neutral
gas within a few virial radii around the less massive haloes,
whilst only remove the gas within a fraction of the virial ra-
dius in the most massive haloes. Here we therefore choose the
exclusion region based on the mass (or virial radius) of the
host halo and will use our simulation and the e−τ approach
to account for the attenuation due to the neutral hydrogen
in the outer part of the host haloes of Lyα emitters.
We have tested the effect of varying the size of the ex-
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clusion region by excluding gas within 0.5, 1.0, 2.0, 5.0, 10.0
Rvir, where we use Rvir = R200,crit. The resulting transmis-
sion curves for these exclusions, calculated as described in
section 3.2, are shown in Figure 3. In the left-hand panels
in shades of blue we present the results for a sample of less
massive haloes, whilst in the right-hand panels in shades of
red we show the results for more massive haloes. The im-
portant role of the gas peculiar velocities can be seen in the
top panels by comparing the solid lines (full calculations) to
the dashed lines (calculated neglecting peculiar velocities).
In particular in the more massive haloes, the peculiar veloc-
ities are sufficient to dramatically move the position of the
damping wing. We also note, considering the solid lines, that
the more massive haloes are more sensitive to the choice of
exclusion: in the less massive haloes (blue lines) the damp-
ing wing of the profile is moved by ∼ 150 km/s between the
two exclusion extremes shown, whilst in the more massive
haloes it is moved by ∼ 350 km/s.
In the bottom panels of Figure 3 we show the effect of
varying the chosen background photoionisation rate Γ. This
leads to a change in the amount of equilibrium neutral hy-
drogen (self-shielded or recombined) within ionized regions
close to the halo. We see that for the higher photoionization
rate the effect of changing the exclusion region is reduced,
and vice versa for the lower photoionization rate.
Our fiducial choice is to exclude gas within 1.0 Rvir; un-
less otherwise specified, all results presented hereafter were
calculated with this choice. As can be seen in Figure 3, there
will be some dependence of the Lyα transmission on the cho-
sen exclusion region. We mitigate this dependence with our
choice of source models, as detailed in section 4. Further
consequences of our choice of the size of the exclusion region
are discussed in section 6.2.
3.4 Transmission fraction ratios (TFRs)
As we are primarily interested in the evolution of the Lyα at-
tenuation during the epoch of reionization we consider the
ratio of transmission fractions T (z)/T (zref) (hereafter re-
ferred to as TFRs), where zref is a reference redshift. In par-
ticular we choose to construct the ratio of higher redshifts
with respect to zref = 5.756, matching the choice of z = 5.7
common in the literature.
Narrowband (Lyα-selected) observations of LAEs at dif-
ferent redshifts can be used to calculate the TFR evolution
as (Konno et al. 2018),
T (z)
T (zref)
=
κ(zref)
κ(z)
fesc,Lyα(zref)
fesc,Lyα(z)
ρLyα(z)/ρLyα(zref)
ρUV(z)/ρUV(zref)
, (24)
where LLyα = κLUV, fesc,Lyα is the escape fraction of Lyα
photons, and ρUV is the intrinsic UV luminosity density
whilst ρLyα is the observed (attenuated) Lyα luminosity den-
sity. This relative transmission fraction is an effective way
of quantifying the evolution observed in the LAE luminosity
function. In particular it is a convenient quantity that allows
one to estimate the neutral fraction xHI from an observa-
tional sample. In this work we also choose to calculate the
TFR evolution rather than the luminosity function evolu-
tion because it can be calculated via Eq. (15) independently
of the uncertain relationship between the LAE host halo’s
mass and its Lyα luminosity. We leave the explicit modelling
of the Mh-LLyα relation, and hence the luminosity function
evolution, to future work.
3.5 Lyα Fractions
Alongside the evolution of the Lyα luminosity function, ob-
servers have also measured the evolution of the fraction of
continuum-selected galaxies which emit strongly in Lyα.
This is determined using samples of UV-selected galax-
ies (via the Lyman break technique), with follow-up spec-
troscopy to measure Lyα. The fraction, XLyα, is the propor-
tion of such an LBG sample that are measured to have a
Lyα equivalent width above a given threshold (Stark et al.
2011; Ono et al. 2012; Treu et al. 2012)
In this work we also calculate the predicted evolution
of XLyα following a similar strategy to Sadoun et al. (2017)
and CPBH15. We start with the presription of Dijkstra et al.
(2011) in which we derive the rest-frame equivalent width,
W, distribution. This is done by assuming that there is a
probability distribution Pint(> W) for an intrinsic unab-
sorbed W distribution which does not evolve with redshift;
the observed redshift evolution is then entirely due to the
attenuation by the IGM. Given the probability distribution
for the transmitted fractions at a given redshift PT (T, z) and
the instrinsic distribution, we can find the REW distribution
at that redshift as,
P (>W, z) =
∫ 1
0
dT PT (T, z) Pint(>W/T ). (25)
As in CPBH15 we choose to determine Pint(> W) as the
function which gives P (> W, z = 6) that matches the ob-
servational data of Stark et al. (2011). We fit the following
functional form for the intrinsic distribution (Shapley et al.
2003),
Pint(>W) = exp(−W/W0)/(W0 +W1), (26)
whereW0 andW1 are free parameters which vary depending
on the simulated transmission fraction distribution. Given
this intrinsic distribution, and using Eq. (25), we can find
the fraction of Lyα emitting galaxies over a given threshold
equivalent width as,
XLyα(W, z) = P (>W, z). (27)
The values predicted by the simulations can then be com-
pared to observed fractions.
4 MODELS
Using the above simulation setup and Lyα transmission
framework, we can explore different models of reionization
and LAEs to compare with current observations. In partic-
ular we test three reionization histories which bracket the
possible progress of reionization at a given redshift. We also
employ three different models for the masses of the host
haloes of LAEs to explore the effect of host halo mass on
Lyα transmission. We therefore test a total of nine possible
model combinations. Further variations we have considered
are described in Appendix B.
MNRAS 000, 1–25 (2018)
10 Weinberger et al.
0.0
0.2
0.4
0.6
0.8
1.0
Q
M
,
Q
V
QM
QV
0.00
0.02
0.04
0.06
0.08
0.10
0.12
τ e
l(
<
z)
Planck 2016
−14.0
−13.5
−13.0
−12.5
−12.0
lo
g 1
0
(Γ
H
I/
[s
−1
])
C11
WB11
5 6 7 8 9 10 11 12
z
10−2
10−1
100
101
102
λ
m
fp
[h
−1
cM
p
c]
W14
5 6 7 8 9 10 11 12
z
0
1
2
3
4
5
6
C 1
00
HM12
Late
Very Late
5 6 7 8 9 10 11 12
z
50.0
50.2
50.4
50.6
50.8
51.0
51.2
lo
g 1
0
(n˙
io
n
/[
s−
1
cM
p
c−
3
])
Figure 4. Calibrated parameters of the simulation. Clockwise from the top left: mass- and volume-averaged neutral fractions, electron-
scattering optical depth, UV background photoionization rate, ionizing emissivity, clumping factor for overdensities less than 100, ionizing
photon mean free path within ionized regions. Our chosen models are shown as blue dots (HM12), red triangles (Late) and grey inverted
triangles (Very Late). The reionization histories are shown as solid black (Haardt & Madau 2012, HM12) and red dashed (Chardin et al.
2015, Ch15) lines. Observed data from Calverley et al. (2011, C11), Wyithe & Bolton (2011, WB11), Worseck et al. (2014, W14) are
overplotted for comparison. Note that in the top middle panel (electron-scattering optical depth) we show the 1 σ bounds shaded in
green from Planck Collaboration et al. (2016)
4.1 Reionization Histories
We consider here three different reionization histories first
discussed in CPBH15; we follow the naming convention es-
tablished in Kulkarni et al. (2016). As outlined in section 2.3,
each model provides QM (z) and λmfp(z) which we input into
the calibration calculation.
• HM12: this ionization history corresponds to the com-
monly used model of Haardt & Madau (2012), based on the
meta-galactic UV background. We use QM (z) and λmfp(z)
as predicted in Haardt & Madau (2012). In this model the
galactic UV emission is used as a tracer of the cosmic star
formation history; this can be derived from the galaxy UV
luminosity function (Robertson et al. 2013). Importantly the
main contribution to the ionizing photon budget comes from
galaxies, with quasars and early Population III stars play-
ing a negligible role. The universe is completely ionized in
this model by z = 6.7. Comparing the model predictions
to observed data, it agrees reasonable well with observed
background photoionization rates (Faucher-Gigue`re et al.
2009; Calverley et al. 2011; Wyithe & Bolton 2011). However
its prediction for the Thomson optical depth of the CMB,
τel = 0.084, is higher than the measurement of Planck Col-
laboration et al. (2016) by more than 1 σ.
• Late: this model uses the same evolution as the HM12
model with Q(z) shifted in z such that reionization com-
pletes at z = 6 instead of z = 6.7, but with the same
dQM/dz. A similar reionization history was found in the
full radiative transfer simulations of Chardin et al. (2015),
hereafter referred to as Ch15. In Ch15 the radiative trans-
fer code Aton (Aubert & Teyssier 2008) was used to post-
process high resolution cosmological hydrodynamical simu-
lations calibrated to Lyα forest data in order to calculate
the evolution of the ionizing photon mean free path. We use
the mean free path predicted in that work for our calibra-
tion. The CMB Thomson optical depth is τel = 0.068 in this
model.
• Very Late: Reionization completes at z = 6 as in the
Late model, but the evolution of QM is much more rapid
for z > 6. AGN dominated reionization could lead to the
history that this model predicts, see Kulkarni et al. (2017)
for further details. We predict the mean free path for this
model using the relationship between QM and λmfp from
the Late model6. The Thomson optical depth in this case is
τel = 0.055.
We follow Kulkarni et al. (2016) in choosing the Late reion-
ization history as our fiducial model.
In Figure 4 we show the final calibrated parameters
of the simulation, including the reionization histories for
QM(z). The HM12, Late and Very Late calibrated parame-
ters are shown as blue circles, red triangles and grey inverted
triangles, respectively, in all panels. The solid black lines in
6 Beyond z = 6, both of these quantities are monotonically in-
creasing with redshift, and hence can be mapped together. This
allows us to find the mean free path for a given QM of the Very
Late model.
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all panels show the predictions of the underlying model from
HM12 (Haardt & Madau 2012), whilst the red dashed lines
show the predictions from Ch15 (Chardin et al. 2015). The
fixed quantities are QM(z) and λmfp(z), shown on the left-
most panels. We see reionization progresses from high red-
shift (where QM → 0) until around z ∼ 6; specifically in the
HM12 model we see QM = 1 at z = 6.7, whilst in the other
models it reaches 1 at z = 6. The optical depth of the CMB
to electron scattering is predicted by the reionization history
models, shown in the top middle panel. Here the three lines
for each model can be compared to the Planck Collabora-
tion et al. (2016) value shown as a horizontal green line, with
green shading indicating the 1 σ bounds. The quantities de-
rived during our self-consistent calibration are the clumping
factor (bottom middle panel), the ionizing emissivity (bot-
tom right panel) and the background photoionization rate
(top right panel). We see in the HM12 model that the mean
free path and the photoionization rate increase at a largely
constant exponential rate as reionization progresses, with a
roughly constant ionizing emissivity. This smooth evolution
of the mean free path may however be unrealistic (Puchwein
et al. 2018). In comparison, the Late and Very Late models
predict a more steady photoionization rate at high redshifts,
which suddenly increases close to percolation at z ∼ 7 when
the HII regions overlap to an extent that the mean free path
of ionizing photons rises rapidly. For this more abrupt end
to reionization to occur there needs to be a sharper increase
in the mean free path, which can be seen in the bottom left
panel. We note that the recent physically-motivated model
of Puchwein et al. (2018) has been able to reproduce this
required rather sharp increase.
4.2 Host halo masses
To model the effect of the IGM and CGM on the Lyα emis-
sion, we have to simulate the underlying signal from the
galaxies. This step of our simulation has two components: (i)
the spatial distribution of galaxies in our simulation volume;
(ii) the emission profile, J(ν), of the galaxies. We expect the
galaxy spatial distribution to follow the halo distribution
(Kaiser 1984; Verde et al. 2002). Unfortunately the emission
profile for high redshift galaxies is poorly constrained. Our
modelling choices are motivated by the tests discussed in
section 3.3.
We consider three models for the spatial distribution of
LAEs, based on different halo mass bins, choosing a sample
of 4992 haloes per model. These models therefore have vary-
ing levels of correlation between the LAE positions and the
positions/size of ionized regions.
• Small mass: firstly we place the LAEs in haloes smaller
than the mean mass, which on average have a mass Mh ∼
109 M/h. This simple model is useful for understanding the
evolution of faint LAEs.
• Large mass: secondly we consider the case where LAE
positions have maximal correlation with the ionized regions,
by placing them in the most massive haloes of the simulation
volume. These haloes have masses in the range 1011 .Mh .
1012 M/h. This model is used to represent the bright end
of the LAE distribution.
• Continuous: finally we place LAEs in a random sam-
ple taken from the full halo population of the simulation,
Table 1. Averages masses of the different halo mass models used
in this work.
Name log10(Mh [M])
z = 6 z = 7 z = 8 z = 10
Small mass 9.393 9.358 9.328 9.283
Large mass 11.531 11.259 11.002 10.518
Continuous 9.594 9.512 9.477 9.370
noting that the mass resolution of the simulation naturally
enforces a physically realistic cutoff massMh > 10
7M (Fin-
lator et al. 2017). Due to the steep slope of the halo mass
function, this model will be dominated by smaller more com-
mon haloes, and hence will be similar in many respects to the
small mass model. It is intended as middle ground between
the first two models, and we consider it the most realistic
model for comparing with an observational survey of average
LAEs.7
The first two models are used as approximate representa-
tions of the different populations of faint (lower mass host
haloes) and bright (higher mass host haloes) LAEs.
In Figure 5 we show the median velocity for the gas
distribution along sightlines through the small mass (cyan
lines) and large mass (magenta lines) haloes. The figure
shows much larger infalling velocities around the large mass
haloes. Comparing across the different redshifts (with z = 10
represented by the dash dotted lines, up to z = 6 represented
by the solid lines) we also see more significant evolution in
the larger mass haloes than for the smaller mass haloes.
This evolution is largely driven by the evolution in the halo
masses of our large mass model, which can be seen in Ta-
ble 1. Therefore our large mass model represents an upper
limit on the possible contribution the local gas environment
evolution can provide towards Lyα attenuation.
We note that the peculiar velocities tend to zero with in-
creasing radius, but only on large scales of order 80 cMpc/h.
As a result of the long-range correlations of peculiar veloci-
ties, out to large radii from the host halo the gas is infalling
with respect to the halo. Comparing to the neutral gas den-
sity profiles in Figure 2 we see that the high column density
gas around the more massive haloes will be moved towards
line centre (in the gas rest frame) by the large infalling veloc-
ities. Comparing these velocity profiles to the transmission
curves in Figure 3 suggests that there can be increased at-
tenuation due to damping wing absorption by the neutral
(self-shielded) gas around massive haloes compared to the
less massive haloes of the small mass model.
For the second component of our source model we as-
sume a Gaussian emission profile, with centre offset (in the
galaxy rest-frame) from Lyα by a shift ∆ν = να∆vint/c ,
and width given by σν = νασv/c. Importantly we account
for the peculiar velocity of the emitter when using the emis-
sion profile for calculations in the frame of the sightline. The
radiative transfer through the ISM produces a characteris-
7 Although we do not need to explicitely specify a mass-
luminosity mapping for the results in this work, we note that
for the commonly assumed linear relation of Lyα luminosity and
host halo mass, LLyα ∼ Mh, the continuous model would corre-
spond to a random sampling of the faint end of the luminosity
function.
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Figure 5. Median values of the hydrogen peculiar velocity
around haloes (at d = 0 [cMpc/h]) are shown for the small mass
range (cyan) and large mass range (magenta) for 5000 sightlines
at z = 6 (solid), z = 7 (dashed), z = 8 (dotted) and z = 10
(dash-dotted). See Appendix A for a comparison of these simula-
tion profiles with an analytical (excursion set) model.
Table 2. Estimated average host halo masses at z = 6.6, using
clustering statistics like the angular correlation function (ACF).
Work log10(Mh /[M])
Ouchi et al. (2010) 10–11
Sobacchi & Mesinger (2015) . 10
Ouchi et al. (2018) 10.8+0.3−0.5
tic double-peaked emission profile (Dijkstra 2014), however
the blue peak will redshift into resonance while the photons
traverse the IGM. At the considered redshifts even residual
neutral gas in ionized regions is sufficient to render this blue
peak unobservable, hence our use of a singly-peaked Gaus-
sian emission profile. It has been empirically established that
the Lyα emission line-centre is offset in both high redshift
LAEs and lower-redshift analogs (Stark et al. 2015; Erb et al.
2014). A suggested explanation for the cause of this offset is
galactic outflows (Steidel et al. 2010; Shibuya et al. 2014),
but almost certainly in combination with resonant scatter-
ing effects (e.g. Barnes et al. 2011). We use the same values
of ∆vint and σv that were employed as the default model of
CPBH15. The emission profile is the same for all the haloes,
with (∆vint, σv) = (100, 88)km s
−1. These values are similar
to those inferred in Stark et al. (2015) using the C iii]λ1909
line.
In summary we have nine model permutations, which
include the three reionization histories and the three halo
mass models. Our fiducial model for comparison with ob-
servational data is the ‘Late’ reionization history combined
with the continuous mass model. In Appendix B we test
further model variations, including changes to the emission
model (such as mass and redshift dependent velocity offsets).
4.3 Observational constraints on host halo masses
from LAE clustering
The best constraint on host halo masses of LAEs can be ob-
tained using clustering statistics. The estimates for z = 6.6
LAEs from Ouchi et al. (2010); Sobacchi & Mesinger (2015);
Ouchi et al. (2018) are shown in Table 2. The average masses
of host haloes have been calculated in the above works
using samples that span the luminosity range from faint
(1042 . LLyα < 1043 erg/s) to bright (LLyα & 1043 erg/s),
and so do not necessarily reflect the expected masses for
this distinction, but rather an average of the two ranges.
We leave it to future work to perform a detailed clustering
analysis on the observed samples of LAEs split into these
luminosity brackets. For comparison with this work, the av-
erage host halo masses at representative redshifts for our
small and large mass models are shown in Table 1.
Note again the definition of our mass models: large cor-
responds to the most massive haloes in the simulation, which
evolves with redshift; small corresponds to the most common
haloes with mass ∼ 109 M. A comparison of Tables 2 and
1 shows that the observed masses lie somewhere in between
our small and large mass models. As mentioned in section
4.2 our continuous model should thus be the most repre-
sentative of a real LAE sample. Although the steepness of
the halo mass function biases the average mass towards the
smaller mass end of the spectrum, we still expect there to be
LAEs hosted by the more massive haloes considered here.
5 RESULTS
Having applied our calibration scheme for the different reion-
ization history models, and then calculated the Lyα trans-
mission for the different LAE models, we can now explore
the effect of these different model parameters on the dis-
tribution of transmission fractions. We can also explore the
effect on the TFR (transmission fraction ratio, as defined in
section 3.4) evolution, and compare this to the observed dif-
ference between bright and faint LAEs. Finally we can also
derive the evolution of the Lyα fraction, XLyα, and compare
our predictions with observations.
5.1 Evolution of the median transmission
In Figure 6 we show the attenuation effect of the IGM on
the initial galactic emission profile. The top panel shows
the components involved in the transmission fraction cal-
culation: the emission profile in dashed green, the trans-
mission in solid shades of purple (with shade darkening as
redshift increases, for the small mass model) and the result-
ing transmitted emission profile (after IGM reprocessing) in
solid shades of green.
The transmission fraction is given by the area under
this reprocessed emission profile, as discussed in section 3.1.
The lower set of panels show the reprocessed emission profile
for 6 of the model combinations: the reionization histories
from top to bottom, and the small and large mass mod-
els in the left and middle panels respectively. We also show
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Figure 6. Top panel : the (normalized) initial emission profile J(v) (assuming ∆vint = 100 km/s, green dashed line) and the median
transmission e−τ(v) (purple solid lines) redward of line-centre (v = 0), between z = 5.756 (light) and z = 8.150 (dark), are shown for the
small mass model. The resulting emission profiles (green solid lines) after IGM reprocessing are found as the overlap of these two curves,
J ′ = e−τJ . Bottom panels: the resulting median emission profiles for the different mass and reionization history models. The small mass
host halo model is shown on the left and the large mass model in the middle panels. The right panels also show the large mass results,
but found using a larger intrinsic velocity offset of ∆vint = 300 km/s. The reionization histories (HM12, Late and Very Late) are shown
from top to bottom.
3 further model combinations in the right hand panels, in
which the large mass model is paired with a larger intrin-
sic velocity offset of 300 km/s than our default 100 km/s.
In general the presence of neutral hydrogen gas during the
EoR causes the peak of the emission profile to be translated
redwards in frequency space, and to be reduced in ampli-
tude. We note that the evolution of the profile is most rapid
in the Very Late model. For each reionization history it also
occurs more rapidly for the small mass model. The trend for
the frequency translation of the profile with redshift is dif-
ferent between the small and large models. The small model
profile reddens with increasing redshift. In the large mass
model the shift in frequency is less clear. We see that for the
same intrinsic emission profile, the resulting profile is more
strongly attenuated for the large mass haloes at a given red-
shift. In the right panels where we have used a larger intrinsic
velocity offset (∆vint = 300 km/s) we see that instead the
large mass halo profiles are less (or equivalently) attenuated
compared to the small mass profiles. This demonstrates that
the IGM and CGM attenuation of the Lyα luminosity is in-
deed very sensitive to the intrinsic emission profile. Despite
this significant effect seen when comparing at a given red-
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Figure 7. The distribution of transmission fractions for the small
(black) and large (red) mass models at z = 7, using the fiducial
Late reionization history. The red dotted line shows the large mass
model distribution if the intrinsic offset is instead ∆vint = 300
km/s.
shift, we find that the relative transmission evolution (i.e.
normalized to a given reference redshift, as described in sec-
tion 3.4) is less sensitive to the intrinsic emission profile. For
further details see Appendix B.
5.2 Transmission fraction distribution
We apply the framework from section 3.1 (Eq. 15) to ex-
plore the difference in the distributions of the transmission
fractions for the small and large mass models. In Figure 7
we show the (normalised) probability distribution for the
transmission fraction at z = 7; we show the small mass
(black line) and large mass (red line) models (as well as a
large mass model with increased velocity offset of 300 km/s
shown with the dotted red line). Considering first the small
mass model distribution in black, we see a bimodal distri-
bution with peaks around T ∼ 0 and T ∼ 0.6. The T ∼ 0.6
peak can be understood as those sightlines which start in
host haloes sitting in ionized regions, where there isn’t suf-
ficient recombined neutral hydrogen (or the neutral gas is
not infalling with a high enough velocity) to completely re-
duce the transmission fraction in the ionized region. The
photons emitted in the vicinity of such haloes can redshift
beyond the damping wing by the time they reach the edge
of the ionized region, and hence will be transmitted along
the sightline. The dominant T ∼ 0 peak is due to sight-
lines where photons emitted at the halo position would be
absorbed/scattered somewhere along the sightline. This ab-
sorption might be due to self-shielded clumps, recombined
hydrogen in the ionized regions, or residual neutral hydro-
gen in the rest of the IGM. Comparing this to the large
mass model distribution in solid red, we see instead a single
peak around T ∼ 0, although there is also a small non-zero
probability of T > 0.8 which wasn’t present in the small
mass model distribution. Finally the red dotted line shows
the same large mass model, but using a larger intrinsic ve-
locity offset of ∆vint = 300 km/s (compared to the default
of 100 km/s). This distribution now recovers a second peak
at T ∼ 1. We note that the mean transmission fraction is
higher for the sightlines that start on the small mass haloes,
unless the larger velocity offset is used for the large mass
model haloes.
These distributions may seem counterintuitive, as the
more massive haloes should sit in larger ionized regions and
hence be more visible on average. This picture however does
not take into account the infalling velocities of the neu-
tral gas within ionized bubbles, either recombined or self-
shielded, which are considerably larger for the more massive
haloes (as seen in Figure 5). This infall towards the halo
counteracts the cosmological redshifting of the emitted pho-
tons such that they are closer to line centre in the frame of
the gas, which leads to greater absorption (unless the intrin-
sic offset is increased). The T ∼ 1 peak in the default large
mass model (red solid line) is diminished because although
these emitters sit in large ionized regions, the self-shielded
gas within the ionized region can still strongly attenuate the
Lyα emission. However when the intrinsic offset is increased,
such that this self-shielded gas becomes more transparent to
Lyα radiation, we recover the peak we would expect close
to T ∼ 1.
In this way we see that at a given redshift the presence
of neutral CGM gas can lead to an increase in halo-to-halo
scatter of the transmission in our mass samples. We note
however that the average evolution of the transmission is
driven by the neutral IGM. The relative importance of the
CGM/IGM absorption in Lyα visibility will be explored fur-
ther in section 6.2.
5.3 Transmission fraction evolution in the small,
continuous and large mass models
As discussed in section 3.4, we can quantify the evolution of
the transmission fraction by normalizing to a reference red-
shift value (here chosen to be z = 5.756), which we call the
transmission fraction ratio (TFR). We calculate the mean
TFRs at a given redshift for the three mass models, in the
three different reionization histories. This can be used to
compare how the visibility of LAEs in the different mass
models evolves. In Figure 8 we plot the TFR evolution of the
small mass (cyan) and large mass (magenta) models, with
1 σ scatter shown by the shading. We estimate this scatter
by repeatedly sampling the transmission fraction distribu-
tion at each redshift, with sample sizes comparable to the
observational sample sizes8. This results in an increase in
scatter with redshift as the sample sizes decrease, reflect-
ing the increase in statistical uncertainty. Beyond redshift
z = 7.3 the sample size is kept constant, and the scatter
starts to decrease as the halo-to-halo variation decreases
(because at high redshifts the universe was more homoge-
neously neutral). In all reionization histories before percola-
8 We note that for their luminosity function samples, Konno et al.
(2018) found 1081 LAEs at z = 5.7 and 189 at z = 6.6.
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Figure 8. Evolution of the mean transmission fractions (TFRs), normalized to zref = 5.756. Lefthand three panels: The large (magenta)
and small (cyan) mass models are shown in all panels. The shaded regions show the 68% scatter in the TFR values, found by sampling
the distribution with sample sizes comparable to observational LAE samples at each redshift. From left to right we have the different
reionization histories: HM12, Late and Very Late. Overplotted is data from Zheng et al. (2017, Z17), Konno et al. (2018, K18), Konno
et al. (2014, K14), Ota et al. (2017, Ot17), Itoh et al. (2018, It18) and Ouchi et al. (2010, Ou10) normalized to zref = 5.7; where errors
were not quoted in these works we have made a basic estimate. Note these observational data-points were found by considering the
luminosity density across the faint (42 . log10 LLyα . 43) and bright (log10 LLyα & 43) ends of the luminosity functions. Therefore these
observational points are best compared to the continuous model, as shown in the rightmost panel. Rightmost panel : The TFR evolution
of the continuous mass model. The different reionization history models are shown in blue, red and grey, with the corresponding shading
indicating 1σ scatter. This model represents a middle ground between the extreme small and large mass models. Note that in all these
panels the emission profile was our default model with ∆vint = 100 km/s.
tion (z & 6) we find that the large mass model evolves con-
siderably slower than the small mass model. We see greater
scatter in the large mass model; this is likely because the
large mass model contains some rare very massive haloes,
such that there is a non-negligible difference in environment
between the most and least massive haloes within the large
mass model. This leads to more halo-to-halo variation in
the Lyα transmission along these sightlines, compared to
the small mass model (whose mass bin width is smaller).
Overplotted on Figure 8 for reference are a selection of
observed TFRs reported by Zheng et al. (2017, Z17), Konno
et al. (2018, K18), Konno et al. (2014, K14), Ota et al. (2017,
Ot17), Itoh et al. (2018, It18) and Ouchi et al. (2010, Ou10),
all normalized to z = 5.7. Importantly, the TFRs quoted
by observers are usually calculated from a full (luminosity
spanning) sample of LAEs, i.e. including both bright and
faint LAEs. As the small and large mass models represent
extreme examples of LAEs, the most meaningful compari-
son with observational data is with our continuous model.
Nonetheless we overplot the observational data on all TFR
figures, in order to give a reference point for comparison.
In the rightmost panel of Figure 8 we show the evolu-
tion of the TFRs for the continuous model, with the dif-
ferent reionizaton histories represented by different colours.
We note that the “Late” (in red) and “Very Late” (in grey)
reionization histories are the best matches to the observed
data, suggesting a reionization history somewhere in be-
tween these two bracketing models. The scatter in the con-
tinuous model is comparable to the scatter in the small mass
model, which in turn is similar to the observational errors.
5.4 Differential evolution of the transmission
fraction
Alongside the average TFRs reported by observers, some
(e.g. Zheng et al. 2017) have also reported that the TFRs for
bright LAEs are higher than for faint LAEs. This behaviour
is reproduced by our large (representing bright LAEs) and
small (representing faint LAEs) models, which show a dif-
ference in the TFRs for the same redshifts as seen in Figure
8.
To compare this more explicity, we use reported obser-
vational data from Konno et al. (2014); Zheng et al. (2017);
Matthee et al. (2015); Santos et al. (2016) to reconstruct
the TFRs for the bright and faint LAEs separately. In this
way we want to establish trends and obtain a lower limit
on the bracketing values for the TFRs, and so do not per-
form a detailed re-analysis of the data. We take values of
Φ(L) = dn/d log10 L as quoted in the original works. From
these we calculate,
ρ(z) =
∫ Lmax
Lmin
L Φ(L) d log10 L. (28)
In order to perform this integral we apply a trapezoidal algo-
rithm on the published data points; we do not fit a Schechter
form. The data is heterogeneous in terms of the luminos-
ity ranges observed, so we impose limits, LLyα ∈ [42.5, 43.7]
erg/s, and use linear interpolation and extrapolation to eval-
uate each of the datasets in the same luminosity bins along
this range. There is obviously freedom in the choice of the
“bright” threshold; we test values around log10 L
bright
min = 43,
bracketing log10 L
bright
min = 43.4 as used in Zheng et al. (2017).
The threshold used for the calculated values plotted in Fig-
ure 9 are log10(L
bright
min /erg s
−1) = 43.1, 43.3, 43.5. We then
calculate the TFRs using the expression in Eq. (24), with
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Figure 9. Difference in the evolution of the TFRs (normalized
to zref = 5.756) between the large and small mass models. Over-
plotted in shades of green are observed differences, derived with
data from Konno et al. (2014); Zheng et al. (2017); Matthee
et al. (2015); Santos et al. (2016) (this data was also normalized
to zref = 5.7) Three different brightness thresholds are shown:
log10(L
bright
min /erg s
−1) = 43.5, 43.3, 43.1 . Note again that in
all these models the emission profile was our default model with
∆vint = 100 km/s.
the UV data from Finkelstein et al. (2015)9, assuming κ(z =
5.7)/κ(z = 6.6) = 1 and fesc,Lyα(z = 5.7)/fesc,Lyα(6.6) = 1.
The green markers in Figure 9 show the (re-calculated)
difference in the TFRs for the bright and faint LAEs, com-
pared to the simulated differences between the large and
small mass models (lines coloured by reionization history).
The differential TFR evolution depends on the chosen reion-
ization history, but the shape of this evolution is similar
across the models. We will discuss this further in section
6.1. Note that changing the bright threshold in the observed
data alters the amplitude of the difference, and the slope
across redshifts. 10
5.5 Evolution of the Lyα fraction of LBGs
Finally, we also consider the independent observational mea-
surement of the Lyα fraction of LBGs, XLyα, to see if our
large and small mass models can be used to reproduce the
9 We also calculated using UV data of Bouwens et al. (2015), but
the bright/faint trend persists regardless of this change.
10 We note that the simulated TFR difference is sensitive to the
chosen mass bins, and hence without better constraints on host
halo masses the observed TFR differences cannot be used to con-
strain the most likely reionization history. Our large and small
mass models are nevertheless useful for demonstrating that a dif-
ference does indeed occur.
UV bright and UV faint evolution. We calculate this evolu-
tion as described in section 3.5.
In Figure 10 we compare the evolution of XLyα pre-
dicted by our simulations with the observed data, for the
thresholds of W > 25 A˚ and W > 55 A˚. Our models are
again reasonably consistent with the data; the largest dis-
crepancy is found for the steep drop in the W > 25 A˚ UV
faint data of Stark et al. (2011) which only our ‘Very Late’
model is able to reproduce. We note that the use of the
large mass model for the UV bright data accounts for the
slower decline in this sample, whilst the faster evolution of
our small mass model is a good fit for the UV faint sample.
Apart from the left panel (W > 55 A˚ UV faint), the com-
parison with observational data does not exclude any of our
reionization history models.
Comparing with SZM17 (Sadoun et al. 2017), we see
similar predictions to their infall model, despite having a
more modest evolution of ΓHI
11 in our simulations.
6 DISCUSSION
In section 5.4 we have shown that our simulations pre-
dict a difference in the evolution of the visibility of LAEs
hosted in different mass haloes. If we assume that indeed
brighter LAEs are found in more massive host haloes, then
this can explain the different evolution of bright and faint
high-redshift LAEs. We now discuss possible physical mech-
anisms for this difference in our simulations. We caution,
however, that some of the observed difference could also be
due to observational selection effects.
6.1 Differential evolution of large and small mass
models
Neglecting intrinsic galaxy evolution, we explore here two
different aspects of the IGM and CGM attenuation that
might cause the different evolution of the bright and faint
LAE populations.
(i) The most intuitive mechanism is perhaps the different
(large-scale) enviroments of ionized bubbles in which LAEs
might reside (for example suggested by Ota et al. 2017, in
section 4.1). More massive haloes are likely to reside in larger
ionized regions compared to less massive haloes. In particu-
lar we might also expect that (depending on the reionization
history) more massive haloes will be surrounded by ionized
regions earlier, after which their visibility will not evolve dra-
matically; in comparison the less massive haloes will enter
overlapping ionized regions around the more massive haloes
at later times.
(ii) A second, more subtle mechanism is due to the differ-
ent dynamical properties of neutral hydrogen in the CGM.
In Figure 5 we showed the evolution of the infall velocity of
gas around haloes of different masses. We might expect both
the gas close to the halo (which includes self-shielded or re-
combined neutral hydrogen within the ionized region) and
the residual neutral gas in the not-yet-ionized IGM around
11 Their model considers a change between z = 7→ 6 in the pho-
toionization rate of ΓHI = 10
−14 → 10−13 s−1; the minimum ΓHI
in our models between 6 < z < 8 does not fall below 10−13.2 s−1.
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Figure 10. The fraction of galaxies emitting Lyα above a given threshold equivalent width W (EW), as a function of redshift. These
distributions were calculated using the small mass model (first and third panels, UV faint) and large mass model (second and fourth
panels, UV bright). The different reionization models are shown as blue (HM12), red (Late) and gray (Very Late) lines. For comparison the
observed UV faint (MUV > −20.25) data from Stark et al. (2011, diamonds), Treu et al. (2012, circles) and UV bright (MUV < −20.25)
data from Ono et al. (2012, squares), Treu et al. (2012, circles) are also shown.
the halo to absorb differently depending on the host halo
mass.
In order to explore the contributions of these two mech-
anisms in our models, we perform the following two tests.
• Spatial correlations with ionized bubbles: we displace the
ionization field along one direction of the simulation by a
distance d = 80 cMpc/h, half the simulation box length.
This will break the correlation between the location of haloes
and ionized regions. If the higher TFRs of the more massive
host haloes are caused by their position in larger ionized
bubbles, then this test should result in the TFRs of the
small mass and large mass models converging.
• CGM peculiar velocities and temperature: we recalculate
the optical depths along the extracted sightlines, but neglect
both the peculiar velocities and the temperature variation
of the CGM.
Note, however, that the two mechanisms are coupled and
that the two tests are therefore not independent of each
other. In particular in the first test, by displacing the ioniza-
tion field we will also be removing some of the correlation be-
tween the in-falling velocities of neutral gas and the haloes.
We should therefore not expect the two tests to quantify
how much each of the mechanisms is contributing to the dif-
ference in TFR evolution, but they should nevertheless show
whether these two mechanisms are indeed having an effect.
In Figure 11 we plot the difference between the TFRs
for the large and small mass models as a function of redshift.
The left panel shows the spatial correlation test. The differ-
ence drops close to zero for all reionization histories suggest-
ing that indeed the difference of the visibility of smaller and
large mass haloes decreases significantly if there is no corre-
lation of their location with that of ionized bubbles. We note
that the effect of the correlation depends on the reionization
history. The strongest effect of removing the correlation is
seen in the Very Late model and it is weakest for the HM12
model.
This can be understood by considering the rate with
which smaller haloes enter the large-scale overlapping ion-
ized regions. The overlapping ionized regions initially de-
velop around the largest haloes which provide a bigger frac-
tion of the total ionizing photon budget, and hence these
haloes remain in ionized regions out to higher redshifts.
Smaller haloes enter into these ionized regions later, when
the ionization fronts around the larger haloes percolate
and expand into the ionization fronts around these smaller
haloes. How quickly the smaller haloes enter the ionized
regions depends strongly on the reionization history, both
on QM(z) and dQM/dz(z). In the HM12 model reionization
ends early such that around z ∼ 7 both the small and large
halo positions are strongly correlated with the ionized re-
gions. This means the difference in visibility of these haloes
is mostly not determined by the sizes of the ionized bubble.
In the Very Late model, in which reionization ends later and
more rapidly, there is a much larger difference in the bubble
sizes surrounding the small and large haloes at z ∼ 7.
In the right panel Figure of 11 we show the effect of
neglecting gas peculiar velocities and temperatures of the
CGM surrounding the host haloes. Neglecting these gas
properties, there will be less absorption in neutral hydro-
gen around the host halo (both within reionized regions and
also in the residually neutral IGM). For this test there is also
a dependence on the reionization history, however for all our
reionization models the effect is less significant than that of
removing the spatial correlation with the ionized bubbles.
The influence of the infalling gas properties increases with
redshift. For example the fractional difference from the full
calculation in the Late model is ∼ 0.3 at z = 8, but rises to
∼ 0.4 by z = 9.
In summary, the results of our two tests suggest that,
dependent on the reionization history:
• the positions of more massive haloes in larger ionized
regions can make a significant contribution to the differential
visibility of the large and small mass models.
• the infalling gas properties of neutral IGM gas also play
an, albeit smaller, role in the increased visibility of the large
mass model.
We also note that the largest difference in visibility oc-
curs for the Late reionization history.
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Figure 11. Evolution of the ratio of transmission fractions, testing the effect of the CGM/IGM on the differential visibility of large and
small host haloes. The difference in TFR between the large and small mass models is plotted for: the full models (thin lines), the test
cases (thick lines). In the left panel we show the “Spatial correlation test”, whilst in the right panel we show the “Infalling gas properties
test”. The different reionization history models are shown in blue (HM12), red (Late) and gray (Very Late).
6.2 The effect of self-shielding and the dominant
scales on which IGM attenuation occurs
In SZM17 (and also in earlier work such as Kakiichi et al.
2016; Dijkstra et al. 2007), the role that the infalling CGM
gas plays in the Lyα attenuation was explored. We have seen
in Figure 3, that the self-shielded gas in the CGM can in-
deed attenuate Lyα alongside the more distant neutral gas
in the not yet ionized regions of the IGM. The strength of
the attenuation depends on the amount of self-shielded gas
present, and hence also on the local photoionization rate.
As the global neutral fraction of the large-scale IGM is also
coupled to the photoionization rate, we note that these two
attenuating components are also coupled. Within our mod-
els, the strength of the attenuation due to the self-shielded
gas in the CGM will depend on the assumed self-shielding
prescription, the amount of gas that is excluded from within
the host halo, and the intrinsic velocity offset of the Lyα
emission profile. In this subsection we aim to explore the
interplay between this inner CGM self-shielded gas and the
external (residual) neutral IGM gas, to try to quantify the
strength of the roles that they play in attenuating Lyα from
high redshift galaxies.
In Figure 12 we show how the transmission fraction at
z = 6 depends on the background photoionization rate. In
all of our reionization histories at this redshift, the IGM is
ionized (QM = 1), and so only the self-shielded/recombined
CGM gas can play a role. In order to quantify how strong
the attenuation can be from this gas, we normalize the trans-
mission fraction to the value for ΓHI = 10
−12 s−1. In each of
the three panels of Figure 12 we then test the effects of our
assumptions: on the left the self-shielding prescription, in
the middle the exclusion regime and on the right the emis-
sion profile offset. In all panels we see that decreasing the
background photoionization rate (and therefore increasing
the amount of self-shielded gas) increases the attenuation of
Lyα. We note that in our fiducial reionization history, how-
ever, the background photoionization rate doesn’t fall lower
than ΓHI ∼ 10−13.2 s−1.
In this work we have employed the self-shielding pre-
scription suggested by Chardin et al. (2018) (labelled SS-
Ch). Other works have used different prescriptions for self-
shielding, which can lead to more neutral gas and thus a
stronger attenuation of Lyα emission. In the left panel of
Figure 12 we compare our fiducial prescription with: (i) the
case of no self-shielding, and (ii) with a prescription based
on Rahmati et al. (2013) (the default choice of CPBH15,
labelled SS-R). As expected we see that the stronger the
self-shielding the more attenuation can come from this CGM
gas. However even in the case of no self-shielding, where the
amount of neutral gas is given only by recombinations in
photoionization equilibrium, we see that if the photoioniza-
tion drops sufficiently then the transmission fraction can be
reduced. In the middle panel we see the effect of exclud-
ing different amounts of the CGM gas. Importantly we note
that for our default SS-Ch self-shielding prescription and
photoionization rates larger than ΓHI ∼ 10−13 s−1 (that are
suggested by full radiative transfer simulations of reioniza-
tion), the attenuation is not very sensitive to the size of the
exclusion region. In the righthand panel we show the effect of
changing the intrinsic velocity offset of the emission profile.
We see that of the three assumptions tested in this figure,
the results are least sensitive to this choice.
Note that, for the photoionization rates in our reioniza-
tion histories, the self-shielded CGM gas alone can attenuate
the Lyα signal by as much as ∼ 30% for the Rahmati et al.
(2013) self-shielding. For this model the dependence on the
size of the exclusion region is therefore also stronger than
our default self-shielding model.
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Figure 12. The photoionization rate dependence of the transmission fraction at z = 6, normalized to the value when ΓHI = 10
−12 s−1.
Left : The effect of varying the self-shielding prescription. Middle: The effect of varying the amount of gas that is excluded around the
halo position. Right : The effect of varying the intrinsic velocity offset of the emission profile. Shading indicates 68% scatter around the
mean, calculated as in Figure 8.
In order to explore this further, we also show the effect
of changing our assumptions for the full TFR evolution in
Figure 13, using the continuous mass model and the Late
reionization history. This therefore includes the contribu-
tions of both the CGM and the IGM. As in the previous fig-
ure, on the left panel we show the effect of the self-shielding
prescription, in the middle we show the effect of the exclu-
sion region, and in the right panel we show the effect of
the velocity offset. In the left panel we also include the pre-
scription used in Bolton & Haehnelt (2013) (labelled SS),
which assumes a sharp threshold for self-shielding at the
Jeans scale. The results found without self-shielding can be
considered as the attenuation due to the residual neutral
IGM alone. We see that the neutral IGM is the dominant
component in determining the average redshift dependence
of the attenuation. However the self-shielded gas can also
play an important role, depending on the self-shielding pre-
scription (SS resulting in the most self-shielding, and SS-Ch
the least). In the central panel we see the effect of exclud-
ing different amounts of the CGM gas. For exclusion regions
> 2Rvir, the TFR depends very weakly on the exact choice
of exclusion radius and values close to those in the No-SS
case (shown in the left panel) are found. Finally we see in
the right hand panel that varying the intrinsic velocity offset
does not alter the TFR evolution very much. Although the
transmission at a given redshift might be sensitive to these
changes, the normalization of the TFR removes part of this
sensitivity (so long as the velocity offset is independent of
redshift).
6.3 Observational selection effects
Throughout this work we have relied on the basic assump-
tion that there is a positive correlation between the host
halo mass and a galaxy’s (rest-frame) Lyα luminosity. Lyα
photons are created in a galaxy’s ISM by reprocessing the
ionizing photons emitted from the stellar component. The
Lyα luminosity depends on the star formation rate (SFR),
which in turn depends on the host halo mass, Mh, (Zheng
et al. 2010). Given the often bursty nature of star formation
it is nonetheless not obvious that the brightest LAEs are
hosted in the most massive haloes.
In the first instance we have calculated the TFR evo-
lution, and compared to narrowband Lyα selected galaxies
(such as in Ouchi et al. 2010). We split the samples into
bright and faint based on the observed Lyα luminosity. For
this selection method a galaxy might be categorized as a
bright LAE but might not necessarily be hosted by a more
massive host halo. This is because the flux in the Lyα nar-
rowband filter is compared with a (sometimes overlapping)
broadband filter; the galaxy may appear bright with this se-
lection method because there is more flux in the narrowband
than in the UV continuum. This therefore includes cases
where the UV continuum is faint, and hence the galaxy may
be less massive.
We have also calculated the evolution of XLyα, and
compared to dropout selected galaxies with spectroscopi-
cally confirmed Lyα equivalent widths (W) above a given
threshold (such as in Ono et al. 2012). These galaxies are
first selected using the Lyman break technique, and divided
into UV-bright and UV-faint, based on bolometric UV lu-
minosity. This UV luminosity correlates with stellar mass,
and hence the UV-brighter objects will be hosted in larger
mass haloes. The secondary Lyα equivalent width selec-
tion does not change this measurement, so in this case the
brighter LAEs will almost certainly correspond to more mas-
sive haloes. Dayal & Ferrara (2012) have suggested that in-
deed the z > 6 LAEs form a luminous subset of LBGs.
The applicability of our different mass models, and in
particular the mapping from these models to the different
populations of LAEs (divided by brightness), is therefore de-
pendent on the way the population is selected. The TFRs we
have calculated using the continuous mass model are proba-
bly the most realistic. For the XLyα evolution however, our
application of the different mass models to the different UV
brightness samples is probably better justified.
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7 CONCLUSIONS
We have updated the modelling of the rapid evolution of
Lyα emitters by CPBH15 (Choudhury et al. 2015) using the
high-dynamic range Sherwood simulations as a basis for our
analytical model for the growth of ionized regions. We have
in particular assessed the effect of host halo mass on LAE
visibility just before the percolation of HII regions occurs at
z ∼ 6. Our main results can be summarised as follows:
• Our simulations naturally reproduce the observed
strong difference in the evolution of the visibility of bright
and faint LAEs at z >∼ 6 if we assume that bright LAEs are
placed in the most massive haloes in the simulations with
similar space densities as observed for bright LAEs.
• The less rapid evolution of the visibility of bright LAEs
in our simulations at z > 6 is only partially due to their
strong spatial correlation with the first regions to be reion-
ized, an explanation that has been invoked by other authors.
In our simulations we find an additional contribution: the
different gas peculiar/infall velocities and peak temperatures
in the environment of massive haloes contribute to the dif-
ferential evolution of bright and faint LAEs. The relative
contribution of the evolution of peculiar/infall velocities and
the spatial correlations with ionized regions on the visibility
of LAEs thereby depends strongly on the assumed reioniza-
tion history.
• It is the faint emitters that more closely trace the evo-
lution of the volume-filling fraction of ionized regions, since
the gas in their local environments is not rapidly evolving
(as it is for the bright emitters). We thus recommend that
studies of the reionization history continue to focus on the
fainter LAEs.
• In our simulations the infalling gas in the outskirts of
the halo (just outside the virial radius) has a strong effect on
the visibility of the LAE it is hosting. This is in agreement
with the suggestion by Sadoun et al. (2017) that before per-
colation the infalling gas in the outskirts of LAE host haloes
in already ionized regions is still sufficiently neutral to cause
a rapid evolution of LAE visibility at 6 < z < 7. In our sim-
ulations the photoionization rate in ionized regions is higher
than was modelled in that work, but the self-shielding is
still sufficient to strongly attenuate the Lyα emission from
the galaxy. In particular we find that this effect is stronger
in the more massive haloes. This means that for observa-
tions of UV bright galaxies living in such massive hosts,
deriving constraints on the volume-filling neutral fraction
of the IGM involves more complicated modelling of such
self-shielding than for UV faint LAEs living in less massive
haloes. This reinforces our recommendation that future ob-
servational studies focus on UV faint LAEs for constraining
reionization. Alternatively, selecting LAEs based on intrinsic
velocity offset could sample those galaxies whose emission is
least attenuated by the self-shielded gas of the CGM.
• Overall our updated modelling with the higher dynamic
range Sherwood simulation gives similar results to CPBH15,
albeit with some notable differences:
(i) We confirm that the ‘Late’ and ’Very Late’ reioniza-
tion histories favoured in CPBH15, which also match Lyα
forest data, are a good match to the observed rapid evo-
lution of faint Lyα emitters. Note, however, that unlike
CPBH15 we can obtain this agreement without invoking
an evolution of the redshift of the intrinsic Lyα emis-
sion relative to systemic. This is possibly due to the more
consistent treatment of peculiar velocities in our simula-
tions made possible by dropping the hybrid approach of
CPBH15 (who combined a rather small box-size hydro-
dynamical simulation with a large box-size dark matter
simulation). We further confirm that the evolution of the
ionizing emissivity in the popular HM12 UV background
model corresponds to a decrease of the volume factor of
ionized regions at z > 6 that is too slow to explain the
rapid disappearance of faint LAEs.
(ii) As in CPBH15, in our updated simulations the rapid
decrease of the visibility of faint Lyα emitters is mainly
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due to the rapid evolution of the volume-filling fraction
of ionized regions in our models. In our fiducial updated
model we have used the self-shielding prescription sug-
gested by Chardin et al. (2018) who have explicitly mod-
elled the self shielding in ionized regions before the full
percolation of ionized regions with full radiative transfer
simulations. Note in particular that with this prescrip-
tion the effect of self-shielding is significantly weaker than
with the widely used Rahmati et al. (2013) model. If self-
shielding is indeed as weak as suggested by the Chardin
et al. (2018) simulations, then reproducing the rapid evo-
lution of faint Lyα emitters at z > 6 may require a reion-
ization history where reionization occurs as late as in our
“Very Late” model.
The rapid disappearance of faint Lyα emitters arguably
provides the strongest constraints to date on the reionization
history of hydrogen at z > 6, and our simulations confirm
that their rapid disappearance is strong evidence for a rather
late reionization.
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APPENDIX A: ANALYTIC MODELLING OF
HALO INFALL PROFILES
In this appendix, we discuss an analytical method for cal-
culating the infall velocity profile around collapsed haloes.
This is then applied to find the velocity profiles we might
expect to see around the average mass haloes of our differ-
ent mass models. We can then compare these profiles with
the median profiles in our simulation, as shown in Figure 5.
Finally we construct a simplistic model for the IGM gas sur-
rounding an LAE using these analytic velocity profiles; we
then use this to calculate the difference in transmission due
to a differential velocity evolution. This differential trans-
mission evolution is similar to that found in the simulations
as described in section 6.
Our calculation closely follows that of Barkana (2004)
and Sadoun et al. (2017), nevertheless we summarize the
main steps for completeness. The analytical calculation con-
sists of two parts:
(i) calculation of the linearly extrapolated initial density
profile around the halo using the excursion set formalism;
(ii) solving the non-linear problem for overdense spherical
shells around the halo using the standard spherical collapse
formalism.
A1 Linearly extrapolated density profile
Let us consider a halo of mass M formed at some redshift
z. In the language of excursion sets, this problem can be
mapped into a random walk problem in the s − δ plane,
where s is the variance of the linearly extrapolated density
contrast smoothed over some Lagrangian scale r and δ is
the linearly extrapolated smoothed density contrast at the
same scale. Note that s, r and the corresponding mass scale
m are related by the relations,
s =
∫ ∞
0
dk
k
k3 P (k)
2pi2
W 2(kr), m =
4pi
3
ρ¯ r3, (A1)
where P (k) is the matter power spectrum linearly extrapo-
lated to z = 0, ρ¯ is the present mean matter density of the
universe and W (kr) is the smoothing filter in Fourier space.
The formation of a halo corresponds to the first upcross-
ing of δ(s) of a threshold or a ‘barrier’, δc(z), by random
walks in the s − δ plane. In the spherical approximation,
the barrier is independent of the scale s and is given by
δc(z) = 1.686/D(z), D(z) being the linear growth factor.
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Figure A1. Absolute values for the sightline peculiar velocity of gas surrounding the halo. Left panel : analytic predictions for the
infalling velocity. Right panel : median velocity profiles from the simulation (where the median is taken from the appropriately orientated
sample of infall velocities, and then the absolute value is taken). Note that the abscissa has been mirrored about the vertical line between
the panels, to aid comparison.
The scale at which this upcrossing happens can be denoted
by sM which typically falls near the variance corresponding
to the mass M . The linearly extrapolated density profile out-
side the halo can then be obtained from the distribution of
δ(s) for s ≤ sM , with the condition that the random walks
first upcross the barrier at sM . It can be shown that the
probability distribution of the linearly extrapolated density
profile can be written as,
P (δ, s|sM ) = f(sM |δ, s)
f(sM )
Q(δ, s), (A2)
where f(sM ) is the first upcrossing distribution, f(sM |δ, s)
is the conditional first upcrossing distribution and Q(δ, s) is
the probability that the walk has height δ at s and remained
below the barrier at all s < sM .
In the case where the smoothing filter is chosen to be a
tophat in k-space (i.e., the sharp-k filter), the steps of the
random walks become uncorrelated. In that case, we can
write the above quantities as,
f(sM ) =
1√
2pi
δc(z)
s
3/2
M
exp
(
−δ
2
c (z)
2sM
)
,
f(sM |δ, s) = 1√
2pi
δc(z)− δ
(sM − s)3/2 exp
(
− [δc(z)− δ]
2
2(sM − s)
)
,
Q(δ, s) =
1√
2pis
[
exp
(
− δ
2
2s
)
− exp
(
− (2δc(z)− δ)
2
2s
)]
. (A3)
The mean density profile is simply given by,
〈 δ(s) 〉M ≡
∫ δc(z)
−∞
dδ δ P (δ, s|sM ), (A4)
where sM is set to the variance corresponding to mass M .
This equation has the closed form solution (Barkana 2004),
〈 δ(s) 〉M
δc(z)
= 1−
(
1− α+ α
β
)
erf
(√
β(1− α)
2α
)
−
√
2α(1− α)
piβ
exp
(
−β(1− α)
2α
)
, (A5)
where,
α ≡ s
sM
, β ≡ δ
2
c (z)
sM
. (A6)
Note that the calculation above assumes a sharp-k filter for
the random walks but a real-space tophat filter for calculat-
ing the barrier height δc(z) (Bond et al. 1991). Removal of
this inconsistency requires self-consistent usage of the real-
space tophat filter for studying the random walks. However,
this leads to steps that are correlated and are generally
difficult to deal with. Barkana (2004) proposed an ansatz
based on the limit when the halo corresponds to a rare peak
β →∞. In that case, one can replace the two parameters α
and β by the following
α ≡ ξ(rM , r)
sM
, β ≡ δ
2
c (z) α (1− α)
s− αξ(rM , r) , (A7)
where r(rM ) is the Lagrangian length scale corresponding
to s(sM ), and
ξ(rM , r) =
∫ ∞
0
dk
k
k3 P (k)
2pi2
W (krM ) W (kr). (A8)
The quantity W (x) is the k-space function corresponding to
a spherical tophat window in position space. We follow the
above ansatz in our work as well.
A2 Spherical collapse
Now, consider the Lagrangian scale r with mass m and lin-
early extrapolated density contrast δ = 〈 δ(s) 〉M . If we as-
sume that the matter in a region enclosed by r evolves under
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Figure A2. Mean transmission fraction evolution for the analytic
models: “evolving” and “static” with peculiar velocity structures
based on the large and small mass models as shown in Figure
A1. With only a difference in velocity structure, the mean trans-
mission fraction evolution is changed dramatically, causing the
“evolving” model LAEs to be more visible out to higher redshifts
than the “static” LAEs.
spherical symmetry, we can apply the solutions of the spheri-
cal collapse directly. Since we are concerned with rather high
redshifts z & 6, we can work with the analytical solutions
obtained for the standard Einstein-deSitter universe.
The evolution of the spherical shell with linearly extrap-
olated density contrast δ and enclosed mass m is given by
the parametric solution (see, for example, Mo et al. 2010,
section 5.1.1)
R = A (1− cos θ), t = B (θ − sin θ),
B =
6ti
(20 δi/3)3/2
, A3 = GmB2, (A9)
where ti is the initial time and δi = D(ti) δ. Note that
the radius R in the above solution is in proper units. The
velocity of the shell is then
v =
A
B
sin θ
1− cos θ . (A10)
The peculiar velocity is obtained by subtracting the Hubble
velocity H(t) R from the above, i.e.,
vpec = v −H(t) R. (A11)
Note that vpec > 0 for outflowing or expanding matter. Since
we are interested in the infall velocity around the haloes, we
shall plot the magnitude of the velocity, |vpec|, to compare
between the analytic model and the simulations.
The above solution breaks down once tangential mo-
tions and shell crossings become important. In that case,
the collisionless dark matter virializes via violent relax-
ation while the baryons undergo various non-linear processes
which lead to the formation of galaxies. Since such non-linear
processes are difficult to account for, usually one assumes
that the time of virialization (or collapse) is that correspond-
ing to θ = 2pi, and the final virial radius is given by the virial
energy condition which turns out to be
Rvir = A. (A12)
According to the solution (A9), the value of R approaches
Rvir when θ = 3pi/2. Clearly, the spherically symmetric so-
lution has crossed the regime of validity by then. We make
the simplifying assumption that the radius remains constant
for θ > 3pi/2
R =

A (1− cos θ) when θ ≤ 3pi
2
,
A otherwise.
(A13)
Correspondingly, the radial velocity is assumed to be
v =

A
B
sin θ
1− cos θ when θ ≤
3pi
2
,
0 otherwise.
(A14)
The above relation assumes that as the halo approaches viri-
alization, the radial velocity becomes zero and all the kinetic
energy has been converted into random motions.
The two equations (A13) and (A14) together give the
velocity profile which can be directly compared with simula-
tion results. The calculation is strictly meant for collisionless
matter, however, we apply it to the gas profile under the as-
sumption that the gas follows the dark matter outside the
virial radius (as in Sadoun et al. 2017).
A3 Comparison with simulation velocity profiles
We apply this formalism to calculate the velocity profiles for
masses corresponding to the average masses of our models.
These masses are shown for z = 6, 7, 8 & 10 in Table 1. The
resulting profiles for the large, small and continuous average
mass haloes can be seen in Figure A1.
In Figure A1 we see the same behaviour observed in the
median profiles from the simulation. In particular, we see a
similar redshift evolution of the profiles across the models:
in the large model we see an increase in infall velocities with
decreasing redshift; conversely in the small and continuous
models we see a much smaller evolution (and in the oppo-
site direction – peak velocity increasing with redshift). This
effect plays a role in the different evolution of the visibility
of the models, as discussed in section 6.
A4 The effect of infall velocity evolution
In order to test whether this infalling velocity evolution can
lead to a differential visibility evolution we construct two
simple models for the gas properties around the host halo of
an LAE. We keep the neutral hydrogen density, nHI, and gas
temperature, THI, the same in both models; we then use the
velocity profiles calculated with Eq. (A14) (seen in Figure
A1) to construct an “evolving” velocity profile and a “static”
profile. The “evolving” profile has a larger infalling velocity
amplitude, as well as a strong evolution with redshift, and it
therefore presents a similar gas environment to that around
the large mass model haloes. In comparison for the “static”
profile we fixed the velocity profile to be constant with red-
shift, and with a lower infalling amplitude, as is the case for
the environments around the small mass model haloes.
In order to create a similar macroscopic evolution of
the Lyα transmission as we see in the simulations we set the
neutral hydrogen fraction around the LAE to be either an
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equilibrium value xHI = xeq (found using ΓHI) or xHI = 1
(for regions not yet reionized), based on QM. We use QM and
ΓHI from the Late reionization history. The temperature of
the gas is fixed at THI = 10
4 K, and the total hydrogen den-
sity is chosen to be the mean cosmic hydrogen density. This
crude modelling of nHI and THI is intended as a zeroth order
description the IGM gas, and importantly is the same for
each case (“evolving” or “static”). Given these gas properties
we calculate the Lyα transmission as in section 3.
The resulting mean transmission fraction (TFR) evo-
lution is shown in Figure A2, for the “evolving” profile in
magenta and the “static” model in cyan. We see that the
“evolving” profile results in a slower evolution of the trans-
mission.
We note that the presence of this infalling gas veloc-
ity evolution can therefore lead to a differential visibility in
LAEs. The magnitude of this difference in the visibility is
dependent on the neutral gas density; in reality the profiles
close to the host halo will differ significantly from the crude
model discussed above.
This effect can be understood as follows: when the in-
falling velocities are comparable to the instrinsic offset of the
emission, then neutral gas close to the emitter will strongly
absorb Lyα. As these velocities decrease with increasing red-
shift, there will be a decrease in the absorption from this self-
shielded CGM gas. This decrease in absorption acts counter
to the increase in absorption in the neutral gas of the larger-
scale IGM, which is increasing with redshift (as less reioniza-
tion has ocurred). Hence this velocity structure can counter
some of the transmission evolution, and will – despite itself
being due to a rapid evolution of the velocity amplitude –
slow the transmission evolution, in the more massive haloes
where it can be significant.
APPENDIX B: FURTHER MODEL
VARIATIONS
We have also explored further variations to the 9 model com-
binations presented in this work. In particular we vary the
emission profile model from our fiducial, by considering dif-
ferent intrinsic velocity offsets.
The default model in this work assumed a Gaussian
emission profile, with width σv = 88 km/s and line-centre
offset from Lyα by ∆vint = 100 km/s. This model tries to
account for the complex radiative transfer within the galaxy
that leads to a reddened peak. We applied this model to all
haloes, regardless of mass.
We now test a second model using a bimodal distribu-
tion of profiles: for the small mass range we use the default
∆vint = 100 km s
−1, but for the large mass range we use
a larger offset of ∆vint = 300 km s
−1. This bimodal model
is motivated by some recent observational results, for ex-
ample Willott et al. (2015) and Stark et al. (2017), which
have found that the most luminous LAEs at z ∼ 6 can have
∆vint = 300 – 500 km s
−1. We also test a third model, which
varies the velocity offset as a function of redshift,
∆vint = 100
(
1 + z
7
)−3
km s−1 (B1)
This model was employed in CPBH15 to explore further
enhancements to the IGM absorption, and was found to aid
the agreement with the data.
In the left panel of Figure B1 we show the TFR evo-
lution for the large mass and small mass models using the
mass-dependent profile. The evolution of the large model
is changed slightly, but not dramatically. Although this bi-
modal profile can lead to much higher transmission frac-
tions in the large mass model, it does so for all redshifts,
and hence the TFRs (which are ratios across redshifts) are
broadly unaffected. We note however that the scatter in the
TFR is greatly reduced compared to the fixed emission pro-
file TFRs.
In the right panel of Figure B1 we show the TFR evo-
lution for the continuous model with the redshift-dependent
emission profile. Here we see an increase in attenuation
which increases the agreement between the data and the
‘Late’ reionization history. If indeed the velocity offset of
LAEs evolves in such a manner, this would reinforce the
conclusion that reionization progressed in a ‘Late’ history.
We therefore find that our main conclusions regarding
the differential evolution of different mass LAE host halos
and the best fitting reionization history are robust to these
changes in emission profile.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure B1. Left panel : The TFR evolution for the large and small mass models, using the mass dependent “bimodal” emission profile.
For comparison the default emission profile (“fixed”) is shown as a dashed line. Overplotted are observed TFR values, as in Figure 8.
Right panel : TFR evolution in the continuous model with the Late reionization history: comparing a redshift-dependent emission profile
to the default fixed profile. The evolving velocity offset leads to an increased Lyα attentuation.
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