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BOOK REPORTS 
The Book Reports section is a regular feature of Computers & Mathematics with Applications. It 
is an unconventional section. The Editors decided to break with the longstanding custom of 
publishing either lengthy and discursive reviews of a few books, or just a brief listing of titles. 
Instead, we decided to publish every important material detail concerning those books submitted 
to us by publishers, which we judge to be of potential interest to our readers. Hence, breaking with 
custom, we also publish a complete table of contents for each such book, but no review of it as 
such. We welcome our readers' comments concerning this enterprise. Publishers hould submit 
books intended for review to the Editor-in-Chief, 
Professor Ervin Y. Rodin 
Box 1040 
Washington University 
St Louis 
MO 63130, U.S.A. 
The Society of  Mind. By Marvin Minsky. Simon & Schuster, New York. 1986. $19.95. 
Reviewed by David L. Elliott, Systems Science and Mathematics, Washington University, St Louis, Mo. 
1. "This book tries to explain how minds work. How can intelligence emerge from non-intelligence? To answer that, 
we'll show that you can build a mind from many little parts, each mindless by itself. 
"I'll call 'Society of Mind' this scheme in which each mind is made of many smaller processes . . . .  " (So the book 
begins; and near the end--) " . . .  The structure of the book itself reflects this view: each page explores a theory or 
idea that exploits what other pages do." 
2. Anyone who has had most of a college education can read and enjoy this book. The language is99% non-technical; 
many of the most important ideas of Artificial Intelligence (AT), Cognitive Science and Developmental Psychology 
are examined without much use of their jargon, nor too much use of Minsky's own terminology. You will probably 
read only a few of the one-page sections at a sitting; not because they are difficult, but because they will raise so 
many questions, universal and personal, in your mind. The most difficult problems in AI are not the proving of 
logic theorems, chess-playing or expressing medical or engineering expertise; they are in specifying and coordinating 
the (mindless) agents necessary to perform the daily tasks that adults take for granted, but every infant has to learn 
the hard way, such as building towers and arches out of blocks. Minsky, Seymour Papert and Terry Winograd 
worked on a robot that did this particular task, a generation ago, and from this Builder the ideas in the book 
evolved. 
3. The Builder's television Eye and electromechanical H nd (with touch and pressure sensors) were coordinated with 
a computer; programs had to be written to discern block edges, recognize the Hand, verify with the touch sensors 
that things are where they seem to be, plan motions, plan what to do and whether it has been carried out, correct 
mistakes and resolve conflicts by strategic rules, e.g. "Don't use an object to satisfy new goal i f  that object is already 
involved in accomplishing a prior goal." Or consider the Principle of Non-Compromise: if internal arguments among 
agents aren't settled soon, then other agents will take control and the first set will be dismissed. To make such a 
robot work well, simple hierarchies are not enough; agents must be cross-connected and able to call upon each other 
in many ways. 
4. Self, individuality, identity.., what is their function? They seem to be conservative in nature, time-binding, hiding 
from us the constraints (taboos, censored ideas and ways of thinking) we set up in order to avoid wrecking our 
long-term plans. Arbitrary rules, idiosyncracies, are necessary in one's life, vide "Fredkin's Paradox: The more 
equally attractive two alternatives seem, the harder it can be to choose between them--no matter that, to the same 
degree, the choice can only matter less."t 
The concept of a difference-engine s developed gradually: it is a goal-driven system, containing a description of 
the goal, having agents aroused by various differences between the goal and reality and capable of acting to diminish 
the difference which aroused it. The astronomer's btink-comparator is a metaphor for the "time-blinking" needed 
to measure a difference with one agent. 
5. All this, in computer and human being both, requires memory. The traditional AI questions arise: How is knowledge 
represented, stored, retrieved, used? Minsky introduces the idea of a Knowledge-line (K-line) which attaches itself 
to whatever agents are active when you solve a problem; its later activation by a similar problem arouses these agents 
again to help.:~ 
tConsider for a moment electronic analog computing; it is done by high-gain egative feedback, a concept unknown in 
digital or logical computing--perhaps because of the infinite loop it implies, and again perhaps because one is asserting 
a statement and its negation simultaneously? 
~/I am reminded of King Holger Danske, sleeping under the mountain until Denmark needs him again, in Anderson's story; 
but will that help me remember what a K-line is? 
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One way to make a memory is to connect a new K-line to whichever of your old K-lines have been active just 
now; this leads to societies of memories. Each new layer of societies exploits the skills acquired by the previous 
layer. 
6. "Papert's Principle: Some of the most crucial steps in mental growth are based not simply on acquiring new skills but 
on acquiring new administrative ways to use,what one already knows." This principle is used effectively in discussing 
the remarkable xperiments of Jean Piaget, concerned with the development of quantitative thinking in young 
children. What one does, in growing up, is to learn new ways of learning, says Minsky. 
Thinking about the way nerve cells (or microprocessors, e.g. Hillis' "Connection Machine") might make and 
reinforce their connections, the way ideas connect, and the way people communicate seems to have reached a
unification in this book. The informal ideas eventually lead to hard-core AI (frames), psychology (related to the 
work of F. C. Bartlett) and brain theory, all carried on at the "second level" of writing and very unobtrusive. One 
of the more remarkable contributions i  the notion of a censor, in Freud's meaning of that word; clearly much of 
our mental activity consists in throwing out perceptions and ideas we don't want to know about or use. 
7. There are lots of good quotations, no scholarly citations, a good index, and the whole book is an exercise for the 
reader inclined toward the theory and actuality of AI. Minsky's doctorate was in mathematics, and the 
mathematician will find abstraction, data structures, and even techniques of proof used in surprising ways, without 
a single equation. (Section 14.8, The Power of Negative Thinking, shows how to achieve a goal "by contradiction".) 
For obvious reasons, this book cannot be compared with the other recent books on AI and Cognitive Science 
that have recently been released, but if a bright undergraduate asks you what to read before them, this is a far better 
than one of the numerous urveys of Expert Systems that are proliferating. 
Algorithms for Mutual Exclusion. By Michel Raynal. North Oxford Academic. 1986. 107 pages. £20.00. 
Contents: 
1. The nature of control problems in parallel processing 
2. The mutual exclusion problem in a centralized framework: software solutions 
3. The mutual exclusion problem in a centralized framework: hardware solutions 
4. The mutual exclusion problem in a distributed framework: solutions based on state variables 
5. The mutual exclusion problem in a distributed framework: solutions based on messages communications 
6. Two further control problems 
Combinatorics. By V. Krishnamurthy. Horwood, W. Sussex. 1986. 483 pages. $39.50. 
Contents: 
1. Classical techniques 
2. Polya theory 
3. Schur functions 
4. Character theory of Sn 
5. More on Schur functions 
6. Matching theory 
7. Inversion techniques 
8. Designs 
9. Ramsey theory 
Varieties of Formal Languages. By J. E. Pin. Plenum Press, New York. 1986. 138 pages. $37.50. 
Contents: 
1. Semigroups, languages and automata 
2. Varieties 
3. Structure of finite semigroup 
4. Pieeewise-testable languages and star-free languages 
5. Complementary esults 
Mathematics and Computational Concepts in Chemistry. Edited by N. Trinajstic. Horwood, W. Sussex. 1985. $78.00. 
Contents: 
1. Introductory remarks 
2. The mathematical training of chemists 
3. The effect of electronegativity on bond lengths in molecular mechanics calculations 
4. On graph-theoretical polynomials in chemistry 
5. Algorithms for coding chemical compounds 
6. Application of the Monte Carlo method for studying the hydration of molecules: base stacking 
7. Steric effects on rates and equilibria 
8. Molecular topology, electron charge distributions and molecular properties 
9. Systematic synthesis design by computer 
10. Valence bond structure-resonance th ory for boranes. Pyrolytic intermediates and reactions 
11. Topological index as a common tool for quantum chemistry, statistical mechanics, and graph theory 
12. Valence--a measure of used covalent bonding capacity of atoms in molecules 
13. Quantum chemical studies and physico chemical studies of 2-PAM and deprotonated 2-PAM 
14. Metal cluster topology: applications to gold and platinum clusters 
15. Ionization energy as parameter for oxidative lectron transfer processes in organic molecules 
16. Chemical graph-theoretic cluster expansions 
17. Are atoms destroyed by formation of the chemical bonds? 
18. Giant atoms and molecules 
19. Differential and algebraic topology of chemical potential surfaces 
20. Three-dimensional structure-activity relationships and biological receptor mapping 
21. How strong is the GaucheP--Gauche u interaction? 
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22. Topological effects on molecular orbitals (TEMO) 
23. Kekul6 valence structures revisited. Innate degrees of freedom of//-electron couplings 
24. Non-Hamiltonian dynamics in molecular processes: an adiabatic subsystem approach 
25. The role of the topological distance matrix in chemistry 
26. Covarient and contravariant transformations in chemistry 
27. On algebraic and computational spects of isomeric-chemistry problems 
28. On the reduced graph model 
29. Molecular orbital resonance theory approach: application and development 
Safeguards Systems Analysis. By Rudolf Avenhaus. Plenum Press, New York. 1986. 364 pages. $59.50. 
Contents: 
1. Introduction 
2. Game theoretical nalysis 
3. Material accountancy 
4. Data verification 
5. Verification of materials accounting data 
6. International nuclear material safeguards 
7. Further applications 
8. Annex 
9. List of symbols 
Numerical Derivatives and Nonlinear Analysis. By Harriet Kagiwada, Robert Kalaba, Nima Rasakhoo and Karl Spingarn. 
Plenum Press, New York. 1986. $35.00. 
Contents: 
1. Methods of numerical differentiation 
2. Nonlinear least squares 
3. Optimal control 
4. System identification 
5. Sukhanov's variable initial value method for boundary value problems 
6. Nonlinear integral equations 
Beginning 
Contents: 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
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16. 
COBOL. By Samuel Perry. Benjamin/Cummings. 1986. 482 pages. $25.95. 
Introduction to computers and programming 
Fundamentals of the COBOL language: an introduction 
The identification and Environment divisions 
The data division 
The procedure division 
The philosophy and practice of structured programming 
Sequential file concepts: for printer, disk and tape files 
Manipulating data with the MOVE statement 
Accepting numeric data 
Arithmetic statements 
The IF statement 
Sequence-control statements: PERFORM, GO TO, and GO TO/DEPENDING ON 
Printing professional-quality reports 
Condition names and validity checks 
Updating sequential files 
Processing tables 
Software Engineering Metrics and Models. By S. D. Conte, H. E. Dunsmore and V. Y. Shen. Benjamin/Cummings. 1986. 
396 pages. $37.95. 
Contents: 
1. The role of metrics and models in software development 
2. Software metrics 
3. Measurement and analysis 
4. Small scale experiments, micro-models of effort and programming techniques 
5. Macro-models of productivity 
6. Macro-models of effort estimation 
7. Defect models 
8. The future of software ngineering metrics and models 
Studies in Complexity Theory. By Ronald V. Book (Ed.), Ker-I Ko, Stephan R. Mahaney and Kenneth McAloon. Pitman, 
London. 1986. 226 pages. $22.95. 
Contents: 
1. Applying techniques of discrete complexity theory to numerical computation 
2. Sparse sets and reducibilities 
3. Models of arithmetic and complexity theory 
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Categorical Combinators, Sequential A gorithms and Functional Programming. By P.-L. Curien. Pitman, London. 1986. 300 
pages. $24.95. 
Contents: 
1. Categorical combinators 
2. Sequential algorithms on concrete data structures 
3. CDSO: the kernel of a function language 
4. The full abstraction problem 
5. Conclusion 
6. Mathematical prerequisites 
Canonical Forms in Finitely Presented Algebras. By Philippe Le Chenadec. Pitman, London. 1986. 201 pages. $22.95. 
Contents: 
1. Equational varieties 
2. Canonical forms 
3. Monoids and groups 
4. Rings, modules and algebras 
5. Dehn algorithm and the symmetrization 
6. Complete group presentations 
Mathematical Programming, An Introduction to Optimization. By Melvyn W. Jeter. Dekker, New York. 1986. 342 pages 
$34.50. 
Contents: 
1. An introduction to mathematical programming 
2. Subspaces, matrices, affine sets, cones, convex sets, and the linear programming problem 
3. The primal simplex procedure 
4. Duality and the linear complementarity problem 
5. Other simplex procedures 
6. Network programming 
7. Convex and concave functions 
8. Optimality conditions 
9. Search techniques for unconstrained optimization problems 
10. Penalty function methods 
Algorithms: The Construction, Proof and Analysis of Programs. By Pierre Berlioux and Philippe Bizard. Wiley, New York. 
1986. 145 pages. $24.95. 
Contents: 
1. Proofs of programs 
2. Application to the construction of programs 
3. Proof and analysis of iterative programs-further material 
4. Proof and analysis of recursive programs 
5. Construction of recursive programs 
6. Elimination of recursion 
Operator's and Programmer's Guide for the AMSTRAD CPC6128 and PCW8256. Digital Research Inc./Heinemann, 
London. 1986. 477 pages. £25.00 
Contents: 
1. Using CP/M plus 
Introduction to CP/M plus 
Files, disks and drives 
Console and printer 
CP/M plus command concepts 
Command summary 
Ed: the CP/M plus context Editor 
2. Programming with CP/M plus 
Introduction 
The BDOS system interface 
BDOS function calls 
Programming examples 
3. Appendices 
Theory and Applications of Cellular Automata. By Stephen Wolfram. World Scientific. 1986. 560 pages. $57.65 
Contents: 
1. Basic theory and phenomenology 
2. Computation theoretical pproaches 
3. Some applications 
4. Probabilistic ellular automata 
Integral Methods in Science and Engineering. By Fred R. Payne, Constantin C. Corduneanu, A. Haji-Sheikh and Tseng 
Huang. Hemisphere, Washington. 1986. 653 pages. $95.50. 
Contents: 
1. Mathematical physics 
2. Mathematical nalysis 
3. Fluid mechanics 
4. Solid mechanics 
5. Thermal sciences 
6. Optimization and population dynamics 
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Getting It Done With GEM. By Kathy Lang. Heinemann, London. 1986. 192 pages. £16.00. 
Contents: 
1. GEM: what it is and why you need it 
2. Your filestore 
3. Using windows in GEM 
4. Working with files 
5. Running applications 
6. Reproducing drawings, pictures and documents 
7. GEM Graph 
8. GEM Draw 
9. GEM Paint 
10. GEM Write 
11. GEM Wordchart 
12. GEM Desktop Accessories 
Presentation Graphics Using GEM. By Stephen Morris. Heinemann, London. 1986, 191 pages. £16.95. 
Contents: 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
I0. 
The GEM approach to presentation graphics 
Starting to use GEM 
Controlling your computer with GEM Desktop 
Typing a document with GEM Write 
Making pictures with GEM Paint 
Creating Charts and Diagrams with GEM Draw 
Managing figures with GEM Graph 
Emphasising a point with GEM Wordchart 
The Output program 
The complete presentation 
Principles of Dynamics. By J. Grosjean. Stanley Thornes, Gloucestershire. 1986. 288 pages. £7.50. 
Contents: 
1. Basic concepts 
2. Kinematics of particles 
3. Kinematics of rigid bodies 
4. Kinetics of particles 
5. Kinetics of rigid bodies 
6. Introduction to spatial dynamics 
7. Introduction to vibration 
Mathematics for Engineers and Scientists. By K. Weltner, J. Grosjean, P. Schuster, W. J. Weber. Stanley Thornes, 
Gloucestershire. 1986. 512 pages. £9.25. 
Contents: 
1. Functions 
2. Exponential, ogarithmic and hyperbolic functions 
3. Vector algebra I: scalars and vectors 
4. Vector algebra II: scalar and vector products 
5. Differential calculus 
6. Integral calculus 
7. Applications of integration 
8. Taylor series and power series 
9. Complex numbers 
10. Differential equations 
11. Laplace transforms 
12. Functions of several variables; partial differentiation; and total differentiation 
13. Multiple integrals; coordinate systems 
14. Transformation of coordinates; matrices 
15. Sets of linear equations; determinants 
16. Eigenvalues and eigenvectors of real matrices 
17. Numerical methods 
18. Fourier series; harmonic analysis 
19. Probability calculus 
20. Probability distributions 
21. Theory of errors 
Computational Complexity of Sequential nd Parallel Algorithms. By Lydia Krousj6. Wiley, New York. 1985. 224 pages. 
$37.95. 
Contents: 
Sequential algorithms 
1. Introduction 
2. Arithmetic omplexity of computations 
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3. Solving recurrence relations 
4. Complexity of data-processing problems 
5. Comulexitv and difficult combinatorial uroblems 
6. Complexity and theorem proving by machine 
7. Classifying the computational complexity of algorithms 
8. The theory of computational complexity 
Parallel algorithms 
9. Computational complexity of parallel algorithms 
10. The root-finding algorithms for a non-linear function 
11. Iterative parallel algorithms 
12. Synchronized matrix multiplication algorithms 
13. The parallel FFT algorithm 
14. Parallel comparison sorts 
15. Parallel graph search and traversal 
