We consider the Cauchy problem for first order systems. Assuming that the set Σ of the singular points of the characteristic variety is a smooth manifold and the characteristic values are real and semi-simple we introduce a new class which is strictly hyperbolic in the transverse direction to Σ. We prove that if Σ is either involutive or symplectic then these transversally strictly hyperbolic systems are strongly hyperbolic. On the other hand if Σ is neither involutive nor symplectic transversally strictly hyperbolic systems are much more involved which is discussed taking an interesting example.
Introduction
In this note, we continue to study a new class of first order systems
which we call transversally strictly hyperbolic systems in [4] and we discuss whether transversally strictly hyperbolic systems are strongly hyperbolic, which means by definition that for all lower order term B the Cauchy problem for L + B with initial data on the surface {t = 0} is well-posed in C ∞ . Here we use the notation D = −i ∂ for partial derivatives.
Assumption 1.1. The coefficient matrices A j (t, x) are C ∞ and constant outside a compact set and they act on C N . Moreover, for all (t, x, ξ) the eigenvalues of A(t, x, ξ) = ξ j A j (t, x) are real and semi-simple.
We denote by Σ the characteristic variety of L, that is the set of (t, x, τ, ξ) ∈ T * R 1+d \{0} such that det L(t, x, τ, ξ) = 0. Assumption 1.2. Σ is a smooth C ∞ manifold in T * R 1+d \{0} and on each component of Σ the dimension of ker L(ρ) is constant.
Note that Assumption 1.1 implies that at characteristic points, (1.2) dim KerL(t, x, τ, ξ) = multiplicity of the eigenvalue τ .
Definition 1.3.
Recall first the invariant definition of the localized system (or localization) L ρ at ρ ∈ Σ:
where ı ρ is the injection of ker L(ρ) into C N , ̟ ρ is the projection from C N onto C N /rangeL(ρ) and L ′ is the derivative of L. Because ker L(ρ) ∩ rangeL ρ = {0} by Assumption 1.1, L ρ can also be seen as a matrix with values in Hom(KerL(ρ)). Recall that L ρ is hyperbolic in the time direction, that is det L ρ is a hyperbolic polynomial in the time direction.
We now introduce transversally strictly hyperbolic systems:
is strictly hyperbolic in the time direction, on T * R d+1 /T ρ Σ then we call L a transversally strictly hyperbolic system.
Here we note [4, Proposition 2.2] Lemma 1.5. If L is transversally strictly hyperbolic then L is uniformly symmetrizable (equivalently uniformly diagonalizable), that is there is a family of hermitian symmetric matrices S(t, x, ξ), such that S and S −1 are uniformly bounded and SA is symmetric.
Theorem 1.6 ([3]).
If there is a symmetrizer which is Lipschitz continuous in (t, x, ξ) ∈ R d+1 × S d−1 then the Cauchy problem for L is L 2 well-posed and hence L is a strongly hyperbolic system.
The symmetrizer can not be chosen to be Lipschitz continuous, not even continuous in general ( [3] ). We discuss about this later. We say that f (x) ∈ γ (s) (R d ), the Gevrey class of order s, if for any compact set K ⊂ R d there exist C > 0, A > 0 such that we have
We denote γ
is uniformly symmetrizable then the Cauchy problem for L + B is well-posed in the Gevrey class of order 1 < s ≤ 2 for any B.
A simple proof of the result is found in [1] .
and L is transversally strictly hyperbolic. Then the Cauchy problem for L with initial data on {t = 0} is well-posed in L 2 . In particular L is a strongly hyperbolic system. Theorem 1.9. Assume that Σ is a symplectic submanifold of T * R 1+d \{0} and L is transversally strictly hyperbolic. Then the Cauchy problem for L+B with initial data on {t = 0} is C ∞ well-posed for any B(t, x), that is L is a strongly hyperbolic system. Sketch of the proof : Writing L(t, x, τ, ξ)+B(t, x) = τ I N −A(t, x, ξ)+B(t, x) one can assume that A(t, x, ξ) − B(t, x) is block diagonal. Thus we can assume that A is a r × r matrix and h(t, x, τ, ξ) = det L(t, x, τ, ξ) vanishes of order r on a symplectic manifold Σ. Denote by M (t, x, τ, ξ) the cofactor matrix of the symbol L(t, x, τ, ξ). We look for a solution to (L + B)U = 0 in the form U = M (t, x, D t , D x )u so that we are led to consider the Cauchy problem
where P j (t, x, τ, ξ) are homogeneous of degree j in (τ, ξ) and vanishes of order r − 2j on Σ.
Proof. We may assume that Σ is given by (microlocally) φ 0 = τ = 0, φ 1 (t, x, ξ) = 0, . . . , φ k (t, x, ξ) = 0. Then from the assumption one can write
and hence M (t, x, τ, ξ) is a homogeneous polynomial in (φ 0 , φ 1 , . . . , φ k ) of degree r − 1. Since
and
Then the solvability of the Cauchy problem follows from [7, Theorem 1.3].
Neither involutive nor symplectic case
If Σ is neither involutive nor symplectic, we will see that transversally strictly hyperbolic systems are more involved. We make detailed study on the following 3 × 3 system
where a ∈ C which is given in [3] . Note that
and the characteristic manifold is Σ = {τ = 0, ξ = 0, x = 0} which is neither symplectic nor involutive. Let ρ = (t, 0,ȳ, 0, 0,η) ∈ Σ whereη = 0. Since
. Therefore L a is transversally strictly hyperbolic system for any a ∈ C by definition with characteristic manifold Σ which is neither symplectic nor involutive.
Ill-posedness
and consider the eigenvalue problem G * a V (x, y) = iβV (x, y). We look for V (x, y) in the form V = e ±iyV ± (x) so that the problem is reduced to (
The following lemma is easily checked.
Lemma 2.1. Assume that ia ∈ [−1, 1]. Then either β 2 +iā = 1 or β 2 −iā = 1 has a root β ∈ C with Im β > 0.
Assume that β ∈ C is chosen such that β 2 ± iā = 1 so that (2.1) is verified by u ± (x) = e −x 2 /2 . Therefore
solves L * a W ± = 0 where
We now consider the following Cauchy problem
where φ, ψ ∈ C ∞ 0 (R) are real valued. We remark that we can assume that solutions U to (2.2) have compact supports with respect to (x, y). To examine this we recall the Holmgren uniqueness theorem (see for example [5, Theorem 4.2] ). For δ > 0 we denote
0 (R). We assume also φ(0) = 0. Let Ω be a neighborhood of the origin of R 3 such that supp φψ ⊂ Ω ∩ {t = 0}. Then the Cauchy problem (2.2) has no C 1 (Ω) solution.
Proof. Suppose that there is a neighborhood Ω of the origin verifying supp φψ ⊂ Ω ∩ {t = 0} such that the Cauchy problem would have C 1 (Ω) solution U . From Proposition 2.2 one can assume U (t, x, y) = 0 for x 2 +y 2 ≥ r 2 if |t| ≤ T with some small T > 0 and r > 0. Denote
Note that the left-hand side on (2.3) is O(η) as η → ∞ while the right-hand side is
whereψ denotes the Fourier transform of ψ. Then from (2.4) we conclude that there is C > 0 such that for large positive η one has
Since ψ is even this implies that |ψ(η)| ≤ C ′ e −c |η| 1/2 with some c > 0 and hence ψ ∈ γ 
Well-posedness
Recall (2.5) L a = ∂ t +   0 ∂ x + ax∂ y x∂ y ∂ x − ax∂ y 0 0 (1 + a 2 )x∂ y 0 0   = ∂ t + G a .
Lemma 2.6 ([3]).
If a = 0 is a constant, there are bounded symmetrizers S(x, ξ, η) for L a , but no continuous symmetrizers at (x, ξ) = (0, 0) when
The equation L a U = F reads (2.6)
We choose a = iµ with µ ∈ R and denote
y + iµ∂ y so that P = ∂ 2 t + A where A is self adjoint and positive if |µ| < 1:
Proof. The first assertion is clear. Note that
Since (Au, u) = ∂ x u 2 + x∂ y u 2 + (iµx∂ y u, u) and
by (2.9) the proof is clear.
Assume that f, g, h in (2.6) are linear combinations of u, v, w with coefficients which are C ∞ and constant outside a compact set. Then in
replacing ∂ t v and ∂ t w by the second and third equations of (2.6) one can write (2.10)
where b j = b j1 (t, x, y)∂ x + b j2 (t, x, y)x∂ y and c(t, x, y), b ji (t, x, y) are C ∞ and constant outside a compact set and (2.11) |f | + |g| + |h| |u| + |v| + |w|.
Taking this into account we consider (2.12) ∂ where we assume
Introduce the energy
where λ > 0 is a positive constant. Then
The last two terms are O(E(t)), thus
Integrating by parts in time, then from (2.13) the first integral is
Thanks to (2.13) one has
and the boundary term at t is
Since Re (v(0), (B * u)(0)) E(0) by (2.13) again choosing ε small enough, we get Lemma 2.8. Assume |µ| < 1. Then we have (2.14)
For any given B = B(t, x, y) which is C ∞ and constant outside a compact set we consider the Cauchy problem
Lemma 2.9. Assume |µ| < 1. For any T > 0, p ∈ N and R > 0 there exists
and satisfying (2.15) we have
Proof. We denote
If U = t (u, v, w) satisfies (2.15) then u, v, w verifies (2.10) which is a bounded perturbation of a system of the form (2.12) with (v, w) in place of v for the second equation of (2.12). Therefore from Lemma 2.8 we have
From Gronwall's lemma for any T > 0 there is C > 0 such that E(t) ≤ CE(0) for 0 ≤ t ≤ T . This shows that (2.17)
From the equation ∂ t U (0) can be estimated by C( ∂ x U 0 + x∂ y U 0 + U 0 ) then (2.17) proves (2.16) when p = 0. Then applying ∂ k x ∂ ℓ y to (2.15) and repeating the same arguments we obtain (2.16) for general p ∈ N. Theorem 2.10. If ia ∈ (−1, 1) then L a is strongly hyperbolic.
Proof. Approximate B(t, x, y) and U 0 (x, y) ∈ C ∞ 0 (R 2 ) by Gevrey functions B ε and U ε 0 for which the Cauchy problem
. From Lemma 2.9 we see that sup 0≤t≤T U ε (t) p is uniformly bounded in ǫ. From Ascoli-Arzela's theorem one can pick a uniformly convergent subsequence of {U ε } such that their derivatives also uniformly convergent. Then the limit function U solves the Cauchy problem (2.15).
From Lemma 2.6 there is no symmetrizer of G a which is continuous at (x, ξ, η) = (0, 0, 1) if a = 0 while one can construct a smooth symmetrizer of second order if ia ∈ (−1, 1) . Set a = iµ with µ ∈ R. We denote
where λ > 0 is a positive constant. Note that
with U = t (u, v, w).
Lemma 2.11. For |µ| < 1, one has
Proof. The first estimate follows immediately from (2.19). Next we compute
where we note that
Therefore one has
Re Thanks to Lemma 2.11 we have
there is C > 0 such that
Remarks
It seems to be natural to state Theorems 1.8 and 1.9 in terms of the prop-
where h ρ is the first non-vanishing term of the Taylor expansion of h(t, x, τ, ξ) around ρ which is a homogeneous polynomial in (t, x, τ, ξ). Recall the hyperbolicity cone Γ(L ρ ) of L ρ defined as the connected component of θ = (0, . . . , 0, 1, 0, . . . , 0) = −H t in
where σ = d j=0 dξ j ∧ dx j with x 0 = t and ξ 0 = τ is the symplectic two form on T * R d+1 . The propagation cone is the minimal cone including every bicharacteristic of h which has ρ as a limit point in the following sense:
Lemma 3.1. Let ρ ∈ T * R d+1 be a multiple characteristic of h. Assume that there are simple characteristics ρ j of h and positive numbers γ j such that ρ j → ρ and γ j H h (ρ j ) → X( = 0) j → ∞.
Then X ∈ C(L ρ ). Here H h denotes the Hamilton vector field of h.
Denote {X ∈ R d+1 × R d+1 | (dξ ∧ dx)(X, Y ) = 0, ∀Y ∈ T ρ Σ} by (T ρ Σ) σ , the σ orthogonal space of T ρ Σ. Since L ρ is independent of directions in T ρ Σ it is clear that C(L ρ ) ⊂ (T ρ Σ) σ . Here we note Thus Theorem 1.8 is stated as Theorem 3.3. Assume that C(L ρ ) ⊂ T ρ Σ for all ρ ∈ Σ and L is transversally strictly hyperbolic. Then the Cauchy problem for L + B with initial data on {t = 0} is C ∞ well-posed for any B(t, x), that is L is a strongly hyperbolic system. If Σ is a symplectic manifold, that is T ρ Σ ∩ (T ρ Σ) σ = {0} then it is clear that C(L ρ ) ∩ T ρ Σ = {0} because C(L ρ ) ⊂ (T ρ Σ) σ . Actually Theorem 1.9 could be generalized to Theorem 3.4. Assume that C(L ρ ) ∩ T ρ Σ = {0} for all ρ ∈ Σ and L is transversally strictly hyperbolic. Then the Cauchy problem for L + B with initial data on {t = 0} is C ∞ well-posed for any B(t, x), that is L is a strongly hyperbolic system.
For L a which we have studied in Section 2 we see C((L a ) ρ ) is independent of a ∈ C because det(L a ) ρ (ẋ,τ ,ξ) = (detL a ) ρ (ẋ,τ ,ξ) =τ (τ 2 −ξ 2 −η 2ẋ2 ). It is also easy to check that
while L a is strongly hyperbolic system if ia ∈ (−1, 1) and not if ia ∈ [−1, 1].
