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a b s t r a c t
Very recently ideals were used to study the summability of sequences in 2-normed
spaces by Gurdal and Acik (2008) [18], Gurdal and Pehlivan (2004) [19] and Sahiner
et al. (2007) [11], who investigated some convergence and Cauchy conditions (namely
I-convergence and I∗-convergence and Cauchy conditions). In this work we make some
further investigations along these lines which provide answers to two important questions
regarding I-Cauchy and I∗-Cauchy sequences which were left unanswered. We then
introduce new concepts of I-divergence and I∗-divergence in 2-normed spaces and study
some of their properties.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction and background
Since 1951 when Steinhaus [1] and Fast [2] defined statistical convergence for sequences of real numbers (though the
concept was known to Zygmund way back in 1935), several generalizations and applications of this notion have been
investigated (see [3,2,4–12,1] where many more references can be found). In particular, two interesting generalizations of
statistical convergence were introduced by Kostyrko et al. [6], using the notion of ideals of the set N of positive integers,
who named them as I-convergence and I∗-convergence (for many examples of ideals and corresponding convergence
methods, see [6]; also it should be noted that this concept was considered by Katetov [13] by another name before that). The
corresponding I-Cauchy condition was first introduced and studied by Dems [3] and Gurdal [14], independently, for metric
spaces. I∗-Cauchy sequences were very recently introduced by Nabiev et al. [10], for metric spaces.
The concept of 2-normed space was initially introduced by Gahler [15] as an interesting non-linear generalization of
a normed linear space, which was subsequently studied by many authors (see [16,10,17] for example). Recently Gurdal
et al. [18,19,11] investigated summability, in particular ideal summability, in these spaces. In [18] they showed that I∗-
Cauchy sequences are I-Cauchy and they are equivalent if the ideal I satisfies the condition (AP). However two important
questions remained unanswered. The first was that of the construction of an example of an I-Cauchy sequence which is not
I∗-Cauchy, and finding the necessary and sufficient condition for their equivalence. In Section 2 of this work we primarily
show that under some general assumptions, the condition (AP) is both necessary and sufficient for the equivalence of I-
Cauchy and I∗-Cauchy conditions and construct an example to prove that in general I-Cauchy sequences may not be I∗-
Cauchy.
In Section 3 of this work we introduce the notions of I-divergent and I∗-divergent sequences in a 2-normed space and
prove certain properties. We primarily show that like for convergence and the Cauchy condition, condition (AP) is the
necessary and sufficient condition for the equivalence of I-divergence and I∗-divergence under certain conditions. This,
in a way, completes the theory of ideal summability in 2-normed spaces initiated by Gurdal et al.
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Throughout the work, N will denote the set of all positive integers. A family I of subsets of a non-empty set Y is said
to be an ideal in Y if (i) φ ∈ I; (ii) A, B ∈ I imply A ∪ B ∈ I; (iii) A ∈ I, B ⊂ A imply B ∈ I , while an admissible ideal
I of Y further satisfies {x} ∈ I for each x ∈ Y . Let I be a proper ideal in Y (i.e. Y ∉ I), Y ≠ φ. Then the family of sets
F(I) = {M ⊂ Y : there exists A ∈ I : M = Y \ A} is a filter in Y . It is called the filter associated with the ideal I [6].
Given I ⊂ 2N as a non-trivial ideal inN, the sequence {xn}n∈N in X is said to be I-convergent to x ∈ X if for each ϵ > 0 the
set A(ϵ) = {n ∈ N : ‖xn − x‖ ≥ ϵ} belongs to I [10]. There are many examples of ideals I ⊂ 2N in [6], and basic properties
of I-convergence have been studied in several works [6,7].
An admissible ideal I ⊂ 2N is said to have the property (AP) if for any sequence {A1, A2, . . .} of mutually disjoint sets
of I there is a sequence {B1, B2, . . .} of sets such that each symmetric difference Ai∆Bi (i = 1, 2, 3, . . .) is finite and
B =j∈N Bj ∈ I .
Let X be a real vector space of dimension d, where 2 ≤ d < ∞. A 2-norm on X is a function ‖., .‖ : X × X → R which
satisfies: (i) ‖x, y‖ = 0 if and only if x and y are linearly dependent; (ii) ‖x, y‖ = ‖y, x‖; (iii) ‖αx, y‖ = |α|‖x, y‖, α ∈ R;
(iv) ‖x, y + z‖ ≤ ‖x, y‖ + ‖x, z‖. The pair (X, ‖., .‖) is then called a 2-normed space [20]. As an example of a 2-normed
space we may take X = R2 equipped with the 2-norm ‖x, y‖ := the area of the parallelogram spanned by the vectors x and
y, which may be given explicitly by the formula
‖x, y‖ = |x1y2 − x2y1|, x = (x1, x2), y = (y1, y2).
Throughout the work we assume X to be a 2-normed space having dimension d, where 2 ≤ d < ∞. The definitions of
I-convergent and I∗-convergent sequences are as follows.
Definition 1 ([18,11]). Let I ⊂ 2N be a non-trivial ideal in N. The sequence {xn}n∈N in X is said to be I-convergent to x if for
each ϵ > 0 and for each non-zero z in X the set A(ϵ) = {n ∈ N : ‖xn − x, z‖ ≥ ϵ} ∈ I . If {xn}n∈N is I-convergent to x, then
we write I- limn→∞ ‖xn − x, z‖ = 0 or I- limn→∞ ‖xn, z‖ = ‖x, z‖. The number x is the I-limit of the sequence {xn}n∈N.
Definition 2 ([18,11]). A sequence {xn}n∈N in X is said to be I∗-convergent to x ∈ X if and only if there exists a setM ∈ F(I),
M = {m1 < m2 < · · · < mk < · · ·}, such that limk→∞ ‖xmk − x, z‖ = 0 for each non-zero z in X .
2. Further remarks on I-Cauchy and I∗-Cauchy conditions
We first recall the definitions of I-Cauchy and I∗-Cauchy sequences and some of their basic properties.
Definition 3 ([18]). Let I ⊂ 2N be an admissible ideal. The sequence {xn}n∈N in X is said to be an I-Cauchy sequence in X if
for each ϵ > 0 and non-zero z in X , there exists a number P = P(ϵ, z) such that {k ∈ N : ‖xk − xP(ϵ,z), z‖ ≥ ϵ} ∈ I .
Definition 4 ([18]). Let I ⊂ 2N be an admissible ideal. The sequence {xn}n∈N in X is said to be an I∗-Cauchy sequence if there
exists a setM ∈ F(I),M = {m1 < m2 < · · · < mk < · · ·}, such that the subsequence xM = {xmk}k∈N is a Cauchy sequence
on X , i.e. limk,p→∞ ‖xmk − xmp , z‖ = 0, for each non-zero z in X .
Theorem 1 ([18]). Let I be an admissible ideal. If {xn}n∈N is an I∗-Cauchy sequence in X then it is I-Cauchy.
Theorem 2 ([18]). Let I be an admissible ideal with property (AP) and X be a linear 2-normed space; then the concepts of the
I-Cauchy sequence and the I∗-Cauchy sequence coincide.
We now present some equivalent criteria for the I-Cauchy condition which will be needed.
For ϵ > 0 and a sequence {xn}n∈N of points in X we define
Ek(ϵ) = {n ∈ N : ‖xn − xk, z‖ ≥ ϵ}, k ∈ N.
Theorem 3. For a sequence {xn}n∈N of points in X, the following conditions are equivalent.
(i) {xn}n∈N is an I-Cauchy sequence.
(ii) For any ϵ > 0 there exists D ∈ I such that for all m, n ∉ D, ‖xm, xn‖ < ϵ.
(iii) For any ϵ > 0, {k ∈ N : Ek(ϵ) ∉ I} ∈ I .
The proof is parallel to that of Theorem 2 [3] and so is omitted.
In [18] no example was given to substantiate Theorem 2, i.e. to show that the condition (AP) is essential for the I-Cauchy
condition to imply the I∗-Cauchy condition. The following example shows that in general the I-Cauchy condition does not
imply the I∗-Cauchy condition.
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Example 1. Let X be a 2-normed space containing a Cauchy sequence {xn}n∈N of linearly independent elements. Let N =
j∈N∆j be a decomposition ofN such that each∆j is infinite and∆i∩∆j = φ, for i ≠ j. Let I be the class of all those subsets
A ofNwhich intersect only a finite number of∆j’s. Then I is a non-trivial admissible ideal ofN. Define a sequence {yn}n∈N by
yn = xi if n ∈ ∆i.
Then it is easy to check that {yn}n∈N is an I-Cauchy sequence as {xn}n∈N is Cauchy.
Next we shall show that {yn}n∈N is not I∗-Cauchy. If possible, assume that {yn}n∈N is I∗-Cauchy. Then there is an A ∈ F(I)
such that {yn}n∈A is Cauchy. Since N \ A ∈ I , there exists l ∈ N such that N \ A ⊆ ∆1 ∪∆2 ∪ · · · ∪∆l. Then∆l+1,∆l+2 ⊂ A.
Let z ∈ X be linearly independent with xl+1 − xl+2. Put ‖xl+1 − xl+2, z‖ = ϵ0 > 0. From the construction of the ∆j’s it
clearly follows that given any k ∈ N there arem ∈ ∆l+1 and n ∈ ∆l+2 such thatm, n ≥ k. Hence there is no k ∈ N such that
wheneverm, n ∈ Awithm, n ≥ k, then ‖ym − yn, z‖ < ϵ, where ϵ = ϵ02 . This contradicts the fact that {yn}n∈A is Cauchy.
In our next result we present the converse of Theorem 2 which in effect shows that under some general conditions,
condition (AP) is both necessary and sufficient for the equivalence of I-Cauchy and I∗-Cauchy conditions.
Theorem 4. Let X be a 2-normed space containing a sequence {xn}n∈N of linearly independent elements in X such that {xn}n∈N
is convergent to x0 ∈ X, and xn ≠ x0, for all n ∈ N. If for every sequence {xn}n∈N, the I-Cauchy condition implies the I∗-Cauchy
condition then I satisfies the condition (AP).
Proof. Let {Ai : i = 1, 2, 3, . . .} be a sequence of mutually disjoint non-empty sets from I . Define a sequence {yn}n∈N by
yn = xj if n ∈ Aj
= x0 if n ∉ Aj, for any j ∈ N.
Let ϵ0 > 0 be given. Then there exists l ∈ N such that ‖xn − x0, z‖ < ϵ2 , for all n > l and for any z ∈ X . Then
A( ϵ2 ) = {n ∈ N : ‖xn − x0, z‖ ≥ ϵ2 } ⊂ A1 ∪ A2 ∪ · · · ∪ Al ⊂ I . Now clearly i, j ∉ A( ϵ2 ) implies that ‖yi − x0, z‖ < ϵ2 and‖yj − x0, z‖ < ϵ2 and so ‖yi − yj, z‖ ≤ ‖yi − x0, z‖ + ‖yj − x0, z‖ < ϵ. Thus by Theorem 1 {yn}n∈N is I-Cauchy and so is also
I∗-Cauchy, by our assumption. Hence there exists H ∈ I such that B = N \ H ∈ F(I) and {yn}n∈B is Cauchy.
Let Bj = Aj ∩ H , for j ∈ N. Then each Bj ∈ I . Furtherj∈N Bj = H ∩ (j∈N Aj) ⊂ H and soj∈N Bj ∈ I . Now for the sets
Ai ∩ B, i ∈ N, the following three cases may arise:
Case (I): Each Ai ∩ B is included in a finite subset of N.
Case (II): Only one of the Ai ∩ B’s, namely, Ak ∩ B (say), is not included in a finite subset of N.
Case (III): More than one of the Ai ∩ B’s is not included in finite subset of N.
If (I) holds then Aj∆Bj = Aj \ Bj = Aj \ H = Aj ∩ B is included in a finite subset of N and this implies that I has the (AP)
condition.
If (II) holds, then we make the redefinitions Bk = Ak and Bj = Aj ∩ H for j ≠ k. Thenj∈N Bj = [H ∩ (j≠k Aj)] ⊂ H ∪ Ak
and so

j∈N Bj ∈ I . Also since Ai∆Bi = Ai ∩ B for i ≠ k and Ak∆Bk = φ, as in case (I) the criterion for the (AP) condition is
satisfied.
If (III) holds, then there exists k, l ∈ N with k ≠ l such that Ak ∩ B and Al ∩ B are not included in any finite subset of N.
Let ϵ0 = ‖xk,xl‖2 > 0. As {yn}n∈B is a Cauchy sequence, for the above ϵ0 > 0 there exists k0 ∈ N such that ‖yi − yj, z‖ < ϵ0,
for all i, j ≥ k0 and i, j ∈ B. But since Ak ∩ B and Al ∩ B are not included in any finite subset of N, we can choose i ∈ Ak ∩ B
and j ∈ Al ∩ Bwith i, j ≥ k0. Then yi = xk and yj = xl and so ‖yi− yj, z‖ = ‖xk− xl, z‖ ≥ ‖xk, z‖− ‖xl, z‖, for any non-zero
z in X . Then put z = xl, and hence ‖yi − yj, z‖ ≥ ‖xk, xl‖ > ϵ0 > 0 (in fact there are an infinite number of indices of Bwith
that property). This contradicts the fact that {yn}n∈B is Cauchy.
Therefore case (III) cannot arise. And in view of case (I) and case (II), I satisfies the (AP) condition.
3. I-divergence and I∗-divergence in 2-normed spaces
The concept of divergent sequences of real numbers was generalized to statistically divergent sequences of real numbers
byMacaj and Salat [9]. In this section, along the lines of [20], we use the notion of ideals to introduce a very general concept of
divergence in 2-normed spaces. In view of thework done in [18,11], this in a sense completes the study of ideal summability
in 2-normed spaces. Our investigation reveals that again the condition (AP) plays the same prominent role as in the case of
I-convergence and the I-Cauchy condition.
We first introduce the following definitions.
Definition 5. A sequence {xn}n∈N in X is said to be divergent (or properly divergent) if there exists an element x ∈ X such
that ‖xn − x, z‖ → ∞ as n →∞ for each non-zero z in X .
Note that a divergent sequence in a 2-normed space cannot have any convergent subsequence.
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Definition 6. A sequence {xn}n∈N in X is said to be I-divergent if there exists an element x ∈ X such that for any positive
real number G, A(x,G) = {n ∈ N : ‖x− xn, z‖ ≤ G} ∈ I for any non-zero z ∈ X .
Definition 7. A sequence {xn}n∈N in X is said to be I∗-divergent if there existsM ∈ F(I), i.e. N \ M ∈ I , such that {xn}n∈M is
divergent; i.e. there exists at least one x ∈ X such that limn→∞ ‖xn − x, z‖ = ∞ (n ∈ M) for any non-zero z in X .
Theorem 5. Let I be an admissible ideal. If {xn}n∈N is I∗-divergent then {xn}n∈N is I-divergent.
The proof is straightforward and so is omitted.
The following example shows that the converse of the above theorem is not always true.
Example 2. Let X be a 2-normed space containing a divergent sequence {xn}n∈N of linearly independent elements of X .
Let N = j∈N∆j be a decomposition of N such that each∆j is infinite and∆i∆j = φ for i ≠ j. Let I be the class of all
those subsets A of N which can intersect only a finite number of ∆j’s. Then I is a non-trivial admissible ideal of N. Define a
sequence {yn}n∈N as yn = xi if n ∈ ∆i. Since {xn}n∈N is divergent, it is easy to prove that {yn}n∈N is I-divergent.
Next we shall show that {yn}n∈N is not I∗-divergent. If possible, assume that {yn}n∈N is I∗-divergent. Then there is an
M ∈ F(I) such that {yn}n∈M is divergent. SinceN\M ∈ I , there exists l ∈ N such thatN\M ⊂ ∆1∆2 · · ·∆l. But then
∆i ⊂ M for all i > l. In particular,∆l+1 ⊂ M . But this implies that {yn}n∈∆l+1 is a constant subsequence of {yn}n∈M which is
convergent to xl+1. This contradicts the fact that {yn}n∈M is divergent to+∞.
Theorem 6. If I is an admissible ideal with property (AP) then for any sequence {xn}n∈N in X, I-divergence implies I∗-divergence.
Proof. Let I satisfy the condition (AP) and let {xn}n∈N be I-divergent. Then there exists at least one x ∈ X such that for any
G > 0,
A(x,G) = {n ∈ N : ‖xn − x, z‖ ≤ G} ∈ I,
for any non-zero z in X . Let
A1 = {n ∈ N : ‖x− xn, z‖ ≤ 1}, A2 = {n ∈ N : 1 < ‖x− xn, z‖ ≤ 2}, . . . ,
Ak = {n ∈ N : k− 1 < ‖x− xn, z‖ ≤ k}, k ∈ N
Thus we get a collection of mutually disjoint sets {Ai}i∈N with Ai ∈ I , for all i ∈ N. By the condition (AP) there exists a
family of sets {Bi}n∈N such that Ai∆Bi is finite for all i’s where B =i∈N Bi. LetM = N \ B. ThenM ∈ F(I). Let G > 0 be any
real number and choose k ∈ N such that G < k. Then {n ∈ N : ‖x− xn, z‖ ≤ G} ⊂ A1 A2 · · · Ak. Since Ai∆Bi is finite,
there exists n0 ∈ N such that
k
i=1
Bi

{n ∈ N : n ≥ n0} =

k
i=1
Ai

{n ∈ N : n ≥ n0}.
Clearly if n ≥ n0 and n ∈ M then n ∉ ki=1 Bi implies n ∉ ki=1 Ai and for this n, ‖x − xn, z‖ > k > G. Thus {xn}n∈N is
divergent, i.e. {xn}n∈N is I∗-divergent.
Theorem 7. Let X be a 2-normed space containing at least one divergent sequence of linearly independent elements and let I be
an admissible ideal. If for every sequence {yn}n∈N, I-divergence implies I∗-divergence, then I satisfies the condition (AP).
Proof. Since {xn}n∈N is divergent, there exists an element x ∈ X such that limn→∞ ‖x− xn, z‖ = ∞ for any non-zero z ∈ X .
Suppose {Ai : i = 1, 2, . . .} is a sequence of mutually disjoint non-empty sets from I . Define a sequence {yn}n∈N by
yn = xj if n ∈ Aj
= xn if n ∉ Aj, for j ∈ N.
Let G > 0 be any real number. Choose k ∈ N such that ‖x− xn, z‖ ≥ G for all n ≥ k. Now, A(x,G) = {n ∈ N : ‖x− xn, z‖ ≤
G} ⊂ A1 A2 · · · Ak{1, 2, 3, . . . , k} ∈ I .
So {yn}n∈N is I-divergent. By our assumption, {yn}n∈N is then I∗-divergent. So there existsM ⊂ N such thatM ∈ F(I) and
{yn}n∈M is divergent. Let B = N \M; then B ∈ I .
Put Bj = Aj B for all j ∈ N. Sincej∈N Bj ⊂ B,j∈N Bj ∈ I . Let j ∈ N; we claim that AjM is a finite set.
If not, thenM must contain an infinite sequence of elements ymk = xj for all k ∈ Nwhich form a convergent subsequence
of {yn}n∈M . But this contradicts the fact that {yn}n∈M is divergent. Hence Aj∆Bj = Aj \ Bj = Aj \ B is included in a finite subset
of N. This proves that I satisfies the condition (AP).
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Remark 1. It should be noted that this result can be proved for normed spaces without this strong assumption (see [20]).
However for 2-normed spacesweneeded the linear independence. For infinite dimensional normed linear spaces it is always
possible to choose such sequences (if e1, e2, e3, . . . . . . is a linearly independent sequence of norm 1 elements then clearly
the sequence (e1, 2e2, 3e3, . . . . . .) is a divergent sequence of linearly independent elements). Probably the same can be
done for an infinite dimensional 2-normed space also. However as we are not sure about this, we would like to leave it as an
interesting open problem. In any case it also seems an interesting problem to examine whether Theorem 7 can be proved
under weaker conditions.
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