The performance of high-contrast AO instruments (GPI, SPHERE, ScEXAO, MagAO) and other systems that operate at visible wavelengths can be severely hampered by control system latencies and temporal wavefront errors. In highcontrast systems, temporal errors and delays are manifest as high spatial frequency wavefront residuals that scatter light into the controllable region of the PSF and diminish contrast, an effect that is particularly severe when atmospheric coherence times are short. Solutions that have been proposed include lower latency electronics, deformable mirrors with lower mechanical response times, and specialized control algorithms such as predictive control. These advancements will be necessary for achieving the latency goals of high actuator count systems on future Extremely Large Telescopes (ELTs), including NFIRAOS+ and PFI on the Thirty Meter Telescope, upgrading the performance of existing highcontrast systems, and pushing adaptive optics to visible wavelengths. LLAMAS (Low-Latency Adaptive Optical Mirror System) is a fully funded adaptive optics system at the Lawrence Livermore National Laboratory site that will test these techniques in an integrated, real time, closed-loop AO system. With a total system latency goal of ~100 microseconds (including mechanical response time, not including frame integration), LLAMAS will achieve an order of magnitude improvement in AO system latencies over the current generation of high-contrast AO systems. The woofer/tweeter architecture will incorporate a 492-actuator Boston Micromachines MEMS device mapping 24 actuators across a circular pupil. The tweeter mirror will be paired with a specialized low-latency driver, delivering less than 40 microseconds electronic and mechanical latency (10 -90%). The real-time control computer will utilize the computationally efficient Fourier Transform Reconstructor with a predictive Kalman filter with a goal of completing all computations and reconstructing the wavefront in less than 20 microseconds. LLAMAS will be fully integrated with a 21x21 lenslet Shack-Hartmann sensor by January 2019. These proceedings describe the LLAMAS design, characterize the performance of its low-latency componentry, and discuss the relevance of the design for future high-contrast, visiblelight, and high actuator count AO systems on ELTs.
LLAMAS: Low-Latency Adaptive Optics at LLNL

Background
Turbulent airflow generates rapid, fine-scale density and index fluctuations that dramatically blur astronomical images from ground based telescopes. In extreme Adaptive Optics systems (AO) such as the Gemini Planet Imager [1] , contrast performance can be particularly degraded by temporal bandwidth and latency errors, which are associated with the AO system's inability to "keep up" with the rapidly evolving turbulence. These wavefront errors can be manifest as a highly directional elongation of the point spread function (PSF), as shown in the left panel of Figure 1 , a typical image of a star obtained with the Gemini Planet Imager. This elongation is associated with a loss of contrast, sensitivity to faint sources, and overall scientific utility of an Extreme AO system. The right panel of Figure 1 plots the measured raw contrast in GPI images at 1.65 microns against the bandwidth wavefront error (WFE) as extracted from the wavefront sensor telemetry [2] . The bandwidth WFE sums all wavefront errors associated with temporal terms and noise, including bandwidth error, latency error, and measurement error. There is a clear correlation between contrast and telemetry-derived bandwidth WFE, especially at close separations of 0.25 arcseconds. This suggests that substantial gains could be made in contrast by improving adaptive optics latencies and bandwidth. 
Key R&D Needs for Extreme and Visible-Light Adaptive Optics
Top-level requirements imposed on AO systems vary widely, depending on the exact application and the physical nature of the scenario. But several commonalities between extreme AO systems and visible-light AO systems include 1. Low-latency hardware and computationally efficient algorithms enabling operation at fast frame rates (> 4 kHz) 2. Control algorithms that compensate for delay using predictive techniques 3. Sensitive wavefront sensing of faint sources 4. Precision measurement and suppression of internally-generated vibrations 5. Wavefront sensors with high dynamic range and robustness to residual vibration
Wavefront Sensing Architecture
The needs listed above point to a wavefront sensing choice with high dynamic range, robustness to residual vibration, sensitivity to faint sources, and potential for low-latency readout and operation. Shack-Hartmann wavefront sensors are well-understood and have a number of advantages, including compatibility with broadband beacon illumination, tolerance of extended sources, and general robustness compared to interferometric sensors. However, sensitivity to faint beacons and dynamic range are poor compared to other more recently developed choices, such as the Pyramid Wavefront Sensor. The pyramid sensor has a few key advantages that make it attractive for low-latency AO: 1. High sensitivity to low order modes with faint beacons, a key requirement for most AO performance metrics; 2. Ability to tune dynamic range during operation by changing the modulation radius on the pyramid vertex; 3. Significantly lower readout time than Shack-Hartmann due to the use of few pixels per subaperture (4, rather than 9 for quadcell with a guard band) and potential for lower latency altogether.
The equation below gives an expression for the measurement variance of an unmodulated pyramid sensor for a mode q compared to that of a Shack-Hartmann in the photon-noise dominated regime as a function of Strehl ratio [3] The Fried parameter r0 is defined at the wavelength l used for wavefront sensing. It is clear from this expression that the pyramid sensor presents significant sensitivity advantages for low-order modes when Strehl and/or the turbulent strength D/r0 are high. As seen in the equation above, while in the photon-dominated noise regime, the Shack-Hartmann sensor matches the Pyramid in sensitivity for mode q = D/r0.
Role of Predictive Adaptive Optics
Increasing system frames rates beyond the 1 kHz that was achieved with existing extreme AO systems such as GPI could significantly reduce bandwidth WFE and improve contrast. Predictive control algorithms provide a second way to "keep up" with fast-moving turbulence. Predictive methods use an internal model of the AO system and turbulence dynamics and explicitly predict ahead given the known system delays. This requires accurate knowledge of the AO system itself, as well as robust "identification" of the aberration of interest. Our baseline approach to predictive control uses an Linear-Quadratic-Gaussian (LQG) controller. This approach has already been experimentally validated in GPI's AO system, where it provided excellent correction of large focus vibrations at specific temporal frequencies.
In this work we seek to build on that success and further advance predictive control beyond the GPI instantiation in the following aspects: i) development of models that describe the dynamic turbulence, based on high-fidelity fluid dynamics simulations; ii) incorporation of realistic models of DM temporal responses into the LQG framework. Given issues with GPI's TT controller stability we identify this an item of high importance for correcting high-frequency pointing vibrations; iii) assessment of "block-adaptive" model identification and control adaptation to adjust to changes in operating conditions; iv) implementation in a system with substantially short computational latency.
Low-Latency Adaptive Mirror System (LLAMAS) Overview
In this paper, we outline the preliminary design for an Adaptive Optics testbed that will test several of the key wavefront sensing architectures and algorithms discussed above. The Low-Latency Adaptive Mirror System (LLAMAS) will serve as an LLNL facility where new AO system concepts can be tested in an integrated system. We focus on the challenges specific to the AO system as listed below.
The analysis above has emphasized the need to have LLAMAS operate well above 1 kHz. This leads directly to our first major technological advance: 1) Development of a real-time control architecture that can run full LQG control on a high-order (~500 actuator), single WFS system at rates of at least 4 kHz. Reducing the computational latency to 100 microseconds is about a factor of six over what was achieved by the Gemini Planet Imager, but with more demanding algorithms. There are two additional key advances that will be a focus of our testbed development.
2) Implementation, characterization and optimization of a Pyramid WFS at rates of up to 4 kHz.
3) Integration of a dual-WFS, multi-deformable mirror (DM) design with control algorithms that are still computationally feasible. In LLAMAS, wavefronts will be reconstructed with GPI heritage code. A MEMS 492 actuator DM will provide highorder wavefront correction with very low latencies and a 61 actuator plate woofer deformable mirror will provide loworder correction with higher stroke.
A second goal of LLAMAS is to build a Pyramid sensor and characterize its performance as the primary WFS controlling both DMs. Use of a pyramid for our application presents two unique challenges beyond how the sensor has been used. Pyramid sensors have been successfully demonstrated in astronomy in the range of 500 -2000 Hz; our higher rates (4 kHz) pose both hardware and computing challenges. A hot air optical turbulence generator will simulate flight speeds with turbulence coherence cell sizes scaled to the resized pupil. A commercial tip-tilt stage will be used to inject a predetermined vibration spectrum simulating an active flight environment. Throughout this process we will rigorously characterize system performance and compare it to theoretical expectations (e.g. controller bandwidth, Strehl).
SYSTEMS ENGINEERING
LLAMAS Opto-Mechanical Design
The top-level requirements for LLAMAS are shown in Table 1 and the optical schematic is shown in Figure 2 (not to scale). The system is composed of five subsystems: the source generation mechanism, the turbulence generation system, the deformable mirror complex, the Shack-Hartmann wavefront sensor, and the Pyramid Table 1 . Top-level requirements for LLAMAS system. wavefront sensor. The Shack-Hartmann sensor has a simultaneous focal plane imaged onto the detector, enabling scoring and image sharpening at high frame rates.
LLAMAS Latency Budget and Timing Estimates
Gemini Planet Imager Reconstruction Timing.
Our current baseline is to use the Gemini Planet Imager reconstruction code to drive LLAMAS. The GPI AO Computer uses an FTR-based strategy to control two mirrors. First the phase is reconstructed in the Fourier domain from the slopes. These steps are:
• solve the boundary problem on the slope signals (embedded in a 2D grid)
• convert x and y slopes to frequency domain each with a real-to-complex 2D FFTW. (This produces only half of the plane due to the phase being real) • apply the reconstruction filter (complex-valued) to each signal and add Following these steps, the residual phase (in Fourier modes) is available. The next step is to form a vector of 44 real numbers from the 22 complex-valued Fourier modes (complex-valued). This vector is multiplied by the 'Modes to Actuators' matrix to produce the 61 Woofer actuator values. Those specific 22 modes are zeroed out and the influence function filter is applied. The inverse 2D FFTW (half-plane complex to real) is calculated, producing pre-compensated (for the tweeter influence function) phase commands on the tweeter actuator grid. The actuators on the woofer and tweeter are then integrated using an integral controller. Based on our most recent measured timings, GPI computes all the common operations and the steps described above, in 695 microseconds. The operation counts for these different steps are listed in Table 2 
TL1.6
Provide simultaneous science focus with SHWFS at same maximum frame rate
TL1.7
Provide for frame rates > 4 kHz and total system latency (not including frame integration) < 100 microseconds We omit from this analysis (1) the conversion from phase to voltage for both mirrors, (2) the clipping and modal cleanup loops, and (3) the tip/tilt loop. The three Fast Fourier Transforms (FFT) take about 70% of the total computation. All of the above produces a computational capacity estimate of 0.4 GFLOP/s (10 9 floating point operations per second) for the GPI real-time computer (RTC).
Estimated LLAMAS Timing.
To estimate the equivalent computational loads on the LLAMAS RTC, we start with the baseline of 21 subapertures across the pupil (24 actuators across the MEMS, not using the outer ring). This produces about 336 valid sub apertures to process. As summarized in Table 3 Table 2 . List of operations and computational loads in millions of operations for the Gemini Planet Imager control system. Latency estimates. Having estimated the LLAMAS FTR reconstruction timing, we assemble the full latency budget, broken down by spatial frequency. Here, "low-order" refers to those modes assigned to the woofer deformable mirror, "high-order" refers to higher spatial frequencies assigned to the tweeter deformable mirror, and the "tip/tilt" refers to tip and tilt modes sent to the Fast Steering Mirror (FSM). The mechanical latencies for these components are derived for the baseline subsystems using data provided by vendors. The latency budget is shown in Table 4 . The total system latency for high-order and low-order modes varies between 95-132 microseconds, depending on the wavefront sensor modality (integrate-then-read or integrate-while-read). However, the latency for the tip/tilt mode is significantly higher, varying between 320 and 352 microseconds. This is largely set by the limitations of our current baseline tip/tilt mirror.
SUBSYSTEM ENGINEERING
Turbulator Analysis
The LLAMAS turbulence generation device is a transparent gas- 
Tweeter Deformable Mirror
The LLAMAS tweeter deformable mirror is the Boston Micromachines DM-492-1.5 device, with 1.5 micron full surface stroke and 492 actuators filling a circular pupil. A summary of the specifications of this device are given in the table below. The single actuator and 4x4 actuator deflection vs. voltage curves for this device are shown in Figure 4 below.
Our baseline system design operates at a high enough frame rate where we have to consider the temporal responses of the various correction devices. For example, at 4 kHz (250-microsec integrations) a 500-microsec rise time such as with other deformable mirror candidates results in a multiple-frame delay in the correction being made. Our approach here is as follows § obtain measurements from vendors about measured step responses § fit reasonable models to these responses § use Matlab system tools to evaluate new system margins and resulting error transfer functions (which give us bandwidth) § incorporate step responses into the AO simulator to study resulting change in correction
In the long run we will be incorporating these types of step responses into our LQG model to correctly capture the DM behavior. For a TT loop correcting fast vibrations this will be important given the inherent corrector delay. This may address long-standing uncertainties in the GPI TT loop, which features a TT 'woofer' with non-ideal behavior.
BMC provided the following rise and fall time curves: An analysis of a 5.56 kHz case (240 microsec of total delay (read + comp)) the BMC step response lowers the maximum gain slightly from 0.35 to 0.33, with a reduction in over AO system bandwidth from 287 Hz to 271 Hz at a frame rate of 5.56 kHz.
Fast Steering Mirror
As seen in the Latency budget (Table 3) , the rise time of the LLAMAS tip/tilt mirror drives the system performance at high wind speeds. The limitation is purely mechanical -it is difficult to find a fast steering mirror with a high resonant frequency that is large enough to image the beamtrain's pupil onto. The LLAMAS FSM is the Physik Instrumente (PI) 331.2SL tip/tilt mirror with a lightweight 5 mm x 1 mm mirror bonded to the stage. This stage has the highest resonant frequency of any conventional tip/tilt stage: 10 kHz when unloaded.
In this section, we analyze the temporal response of the PI 331.2SL device using data furnished by the vendor, PI. The tip-tilt stage product from PI is run with its own closed-loop controller. The stage itself is a highly resonant second order system. It is controlled with a PID (proportional-integrator-differentiator) controller with an additional notch filter. The design and optimization of such controllers is complicated; however Matlab provides a short-cut design tool that allows some simple attempts that at least capture the rise time correctly. The settling of a 0.3 mrad step is shown in Figure 6 : Using the specifications from PI about their PID controller setup and the underlying stage resonance, and using Matlab's pidTuner function, we were able to generate a model that has nearly the same rise time and overshoot. Matlab produces the system model for this 5.57% overshoot, 233 microsec rise time system, which we can then use to evaluate margins. Note that the peak time is nearly 500 microsec, which is 2.7 frames at 5.56 kHz. This reduces the maximum system gain (by stability margins) from 0.35 to 0.252. The AO system bandwidth for TT is reduced from 287 Hz to 212 Hz, which is a significant loss in performance.
Shack-Hartmann Wavefront Sensor
The LLAMAS design includes a Shack-Hartmann spot pattern and focal plane imaged onto the same detector and read out at the same rate. The Nyquist-sampled full-aperture focal plane will be used for scoring the quality of correction and presents the opportunity to perform image sharpening at high frame rates. The focal plane sensor will be used as a tip/tilt measurement to be correlated with the tip/tilt information derived from the Shack-Hartmann pattern. The ShackHartmann wavefront sensor design parameters are given in Table 6 below. An image of the detector region of interest (ROI) is shown in Figure 7 below. The Cheetah-CL640 1700 Hz visNIR detector has a thinned InGaAs focal plane for some sensitivity at optical wavelengths (~31% QE at 700 nm), allowing for flexibility in laboratory use (specifications in Table 7 ). 
Control Computer
LLAMAS will use Fourier Transform Reconstruction with gain optimization [4] (FTR), as implemented in the Gemini Planet Imager (Macintosh et al. 2014) . FTR is a computationally efficient wavefront reconstruction algorithm that scales favorably with large numbers of subapertures. The LLAMAS FTR controller is executed by the real-time computer (llamas-rtc), an HP ProLiant DL580 Gen10 with three 12-core Xeon Scalable Platinum CPUs running at 3 Ghz (3.7 GHz boost) and 72 total threads possible in parallel. The computer has 128 GB of PC4-2666V-R RAM and a NVIDIA Tesla P40 24 GB Graphical Processing Unit (GPU). The latency histogram for an earlier generation of the HP ProLiant DL580 (Gen9) running at 90% CU load obtained with cyclictest is shown in Figure 8 . Figure 9 shows the current Zemax design for the woofer/tweeter/SHWFS legs (with simultaneous focal plane on the SHWFS detector omitted). The degrees of freedom shown for the optical components allow the wavefront sensor to be freely aligned with a minimum of stages. This design uses a 61 actuator AOS plate DM device as the baseline woofer. Figure 10 shows the CAD model of the system, incorporating stages as necessary to provide all required movement and degrees of rotational freedom. The pupil plane elements in this model include the Turbulator, FSM, woofer, tweeter, and SHWFS. 
Opto-mechanical Design
