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1 Introduction 
In the effort to produce more power with solar energy, solar plants are being built at different locations 
around the world. In order to qualify a location for a potential solar plant, it is important to know the 
available solar resources at the location as accurate as possible. The most accurate measurement 
stations for continuous measurements unter well-maintained conditions consist of three thermopile 
sensors, that each measure either the direct normal irradiance (DNI), diffuse horizontal irradiance (DHI) 
or global horizontal irradiance (GHI). To reduce the effect of soiling, these sensors have to be cleaned 
daily on order to perform as desired (Jessen et al., 2017). While the measurement accuracy achieved by 
these measurement stations under well-maintained conditions is high, the cleaning and acquisition costs 
are a non-negligible cost factor. The cleaning costs are especially important when the desired location is 
very remote and impedes daily cleaning in many cases.  
Rotating Shadowband Irradiometers (RSIs) measure all three irradiance components with one sensor 
that is less affected by soiling (Jessen et al., 2017). RSIs can therefore be deployed at remote locations 
with much lower maintenance costs. In addition, RSIs are cheaper than high accuracy stations because 
the used sensor is more inexpensive and no additional hardware is needed(Jessen et al., 2017et al.; 
Licor, 2004). However, RSIs are in return not as accurate even under well maintained conditions with 
daily cleaning (Wilbert et al., 2015). The sensors that are built into the RSIs produce a non-uniform 
output signal. The magnitude of the output signal depends on the incoming spectrum, the sensor 
temperature and angle between the sensor surface and the incoming light.  
All of these quantities induce errors in the measurement of the RSI and therefore reduce the accuracy of 
the RSIs. In order to remove these errors as far as possible, the RSIs measurements are corrected using 
correction functions. Current correction methods are developed solely on empirical relationships that 
were found at the respective development locations at which the RSI measurements were compared to 
thermopile sensor measurements. These corrections reduce the sensor temperature, the incidence 
angle and the spectral error of the RSI measurement. As soon as the sensor is deployed at a location 
with different climatic conditions, these empirical relationships might reach a lower accuracy than at the 
site at which they were developed. The remaining errors can be partly compensated by a site-specific 
calibration under atmospheric conditions that are similar to the ones expected during the measurement 
campaign. This is not always possible and implies additional costs. Calibration results obtained with a 
current calibration at a different site show a location dependence.  
The new correction and calibration method, which is developed in this thesis, attempts to remove the 
measurement errors in the measurements using a physical method. It is based on information of the 
sensor properties and the atmospheric conditions at the measurement site. This way, no empiric 
relations obtained from a specific site are required. The method requires estimates of the current DHI 
and GHI spectra during each measurement of the sensor. Based on these spectra, a spectral correction, 
which includes a spectrum dependent temperature correction, can be made without employing 
empirical relationships.  
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2 State of the art 
2.1 Irradiance and atmospheric irradiance transport models 
Extraterrestrial solar radiation is the electromagnetic solar energy reaching the top of the earth’s 
atmosphere. Sun light however, is only the visible part of the radiation (WMO, 2014). Radiation 
expressed in power per unit area is then defined as the irradiance. The solar irradiance at the earth’s 
surface can be divided into three components. The global horizontal irradiance (GHI) is defined as the all 
irradiance that reaches a horizontally aligned surface from a solid angle of 2𝜋. The diffuse horizontal 
irradiance (DHI) is defined as the all irradiance that reaches a horizontal surface from 2𝜋 solid angle but 
with the solid angle of the sun’s disc screened out (WMO, 2014). Finally, the direct normal irradiance 
(DNI) can be defined as the direct irradiance from the solid angle of the sun’s disk on a plane normal to 
the sun (WMO, 2014). These three components are connected by the following relationship [(Jessen et 
al., 2017), Eq. 2.1]: 
 𝐷𝑁𝐼 =
𝐺𝐻𝐼−𝐷𝐻𝐼
cos 𝑆𝑍𝐴
 (1) 
The SZA is the solar zenith angle and describes the sun’s position. It is defined as the angle between the 
earth’s surface normal and the position vector of the sun (Jessen et al., 2017). The here used GHI, DHI 
and DNI represent broadband values with the unit [
W
m2
]. 
Also, the spectral irradiances GHIs, DHIs and DNIs are of interest. They have the unit [
W
nm⋅m2
] and form 
the direct normal, diffuse horizontal and global horizontal solar spectra. Because broadband values are 
the spectra integrated over the wavelength, Eq. (1) applies to the spectra of GHI, DHI and DNI as well. 
The spectra of GHI, DHI and DNI are very different. Generally speaking, the DHI spectrum has more 
irradiance in the blue wavelength region and the DNI spectrum more irradiance in the yellow to red 
wavelength region compared to the other wavelength regions of the solar spectrum. 
During the course of a day, the spectra change. This is the effect of extinction, which is both, scattering 
and absorption by molecules and particles in the atmosphere (WMO, 2014). Anyone can verify that the 
sky and sun have different colors at sun rise and sun set as opposed to the sky and the sun at mid-day. 
This is because in the early mornings and late evenings the distance, which the sun light travels through 
the atmosphere, is longer than at mid-day. This distance is quantified as the air mass. The relative air 
mass 𝐴𝑀𝑟𝑒𝑙  is defined as the path length of air, 𝐴𝑀𝑎𝑏𝑠, through which the light travels from the current 
solar position to the observer with respect to the path through which the light travels at a SZA of 0° 
(Kasten & Young, 1989): 
 AMrel(SZA) =
AMabs(SZA)
AMabs(0°)
 (2) 
The absolute air mass 𝐴𝑀𝑎𝑏𝑠 is, amongst others, dependent on the air density at a specific height. 
Therefore, one can also define a relative pressure corrected air mass, which accounts for the variation in 
air density with pressure, and an altitude corrected air mass, which accounts for the height of a sensor 
above sea level (Kasten & Young, 1989). 
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The extinction of solar radiation in the atmosphere  
How much of the sun light is absorbed or scattered on its way through the atmosphere depends on the 
gaseous and particle composition of the atmosphere. Especially, aerosols, which include dust, sea salt 
and smoke particles, that are present in the atmosphere can have a significant influence on the 
absorption and scattering of the solar irradiance (WMO, 2014). They therefore change the spectrum of 
the GHI, DHI and DNI as well.  
The absorption and scattering of solar radiation by the atmosphere can be described by the aerosol 
optical depth (AOD). The AOD is defined as a measure for the distributed aerosols in the column of air 
between the sensor and the top of the atmosphere (Gueymard, 2005). This includes the extinction by 
pollutants as well as water vapor (WMO, 2014). Therefore, the AOD is dependent on the location and 
current weather.  
The AOD is defined as a function of the wavelength of the incoming light. It changes strongly with the 
wavelength because, amongst others, the aerosols in the atmosphere have distinct absorption bands at 
different wavelengths. The AOD 𝜏𝜆 is defined with the Angstroem coefficient for turbidity 𝛽 and the 
Angstroem exponents 𝛼1 and 𝛼2 by  (Gueymard, 2001): 
 𝜏𝜆 = 𝛽𝑖  (
𝜆
1000𝑛𝑚
)
−𝛼𝑖
 (3) 
𝛼1 is defined for wavelengths below 500nm and 𝛼2 above this wavelength. 𝛽𝑖 is 𝛽 above 500nm and 
2𝛼2−𝛼1𝛽 below 500nm. This is an attempt to account for the different spectral characteristics of 
aerosols at different wavelengths (Gueymard, 2001). With the Angstroem exponents, single scattering 
albedo and the asymmetry factor, which describe the scattering characteristics of the aerosol, the 
aerosol combination that is present in the atmosphere can be categorized into types, such as urban or 
rural (Gueymard, 1995).  
Another significant impact on the solar spectrum has precipitable water vapor in the atmosphere. Water 
molecules have very distinct absorption bands in the solar spectrum (Gueymard, 2001). The precipitable 
water vapor is defined for the entire atmosphere column above the sensor and has the unit [cm] (WMO, 
2014). It can either be measured by a sun radiometers (cf. below) or calculated with approximations 
derived by (Gueymard, 1993, 1994), using the ambient temperature and the relative humidity. The 
formulation is based on computed fit coefficients from empirical data and can be found in (Gueymard, 
1993, 1994). A brief discussion is given in the following paragraph. 
At first, the saturation vapor pressure ESis calculated with the ambient temperature Tamb in Kelvin 
along: 
𝐸𝑆 = exp (22.329699 − 49.140396 ⋅
100
Tamb
− 10.921853 ⋅ (
100
Tamb
)
2
− 0.39015156 ⋅
Tamb
100
) 
This relationship is based on an extensive computational fit of a saturation data set by (Gueymard, 
1993). 
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Then, a relative temperature coefficient that references the ambient temperature to 0°C (TT) is 
calculated: 
𝑇𝑇 = 1 + (
𝑇𝑎𝑚𝑏
273.15
) 
The water vapor is now calculated with the relative humidity 𝑟ℎ, the saturation vapor pressure and the 
relative temperature coefficient. The relationship is derived solely from an emperical data set: 
 𝑊𝑉 =
0.1⋅[0.4976+1.5265⋅𝑇𝑇 +𝑒𝑥𝑝(13.6897⋅𝑇𝑇−14.9188⋅𝑇𝑇3)]⋅216.7⋅𝐸𝑆⋅𝑟ℎ
100⋅(𝑇𝑎𝑚𝑏+273.15)
 (4) 
With this relationship, it is possible to estimate the precipitable water vapor from the relative humidity 
and the ambient temperature. It is further discussed in section 4.7. 
Simplification of the AOD 
In order to simplify the AOD, (Ineichen & Perez, 2002) proposed the Linke-Ineichen turbidity 𝑇𝐿𝐼, which 
essentially references the how many clean and dry atmospheres are needed in order to observe the 
current extinction. The formulation by (Ineichen & Perez, 2002) is air mass independent. 
The Linke-Ineichen turbidty 𝑇𝐿𝐼 > 2 is calculated along the following equation [(Ineichen & Perez, 2002), 
Eq. 9]: 
 𝑇𝐿𝐼 =
1
0.09
⋅𝑙𝑜𝑔[(0.664+
0.163
exp(−
𝑎𝑙𝑡
8000𝑚
)
)⋅
𝐼0
𝐷𝑁𝐼
⋅(
𝑟0
𝑟
)
2
]
𝐴𝑀𝑎𝑙𝑡
+ 1 (5) 
With 𝑇𝐿𝐼 being the Linke-Ineichen turbidty, 𝐼0 the solar constant, 𝐷𝑁𝐼 the current direct normal 
irradiance, 𝑟0 the mean distance and 𝑟 the current distance between earth and sun, 𝑎𝑙𝑡 the altitude of 
the station and 𝐴𝑀𝑎𝑙𝑡 the altitude corrected air mass. 
For 𝑇𝐿𝐼 < 2 a correction is applied to account for the coherence between the GHI, DHI and DNI with an 
equation provided by (Ineichen & Perez, 2002), Appendix]: 
 𝑇𝐿𝐼,𝑐𝑜𝑟 =  𝑇𝐿𝐼 − 0.25 ⋅ (2 − 𝑇𝐿𝐼)
0.5, for 𝑇𝐿𝐼< 2 (6) 
(Ineichen, 2008) proposed the following the equation to convert the Linke-Ineichen turbidity to the 
current AOD at 550nm using precipitable water vapor and the current atmospheric pressure at ground 
level 𝑝: 
 𝜏550𝑛𝑚 =
𝑇𝐿𝐼−0.376⋅𝑙𝑜𝑔(𝑊𝑉)−[2+0.54⋅
𝑝0
𝑝
−0.5⋅(
𝑝0
𝑝
)
2
+0.16⋅(
𝑝0
𝑝
)
3
]
3.91⋅𝑒
0.689⋅
𝑝0
𝑝
 (7) 
With 𝑇𝐿𝐼 being the Linke-Ineichen turbidity, 𝑊𝑉 the precipitable water vapor, 𝑝0 = 1013.15mbar 
normal pressure. This relationship is obtained by a fit from radiation transfer models and is further 
discussed in sections 4.7.1 and 4.7.2 for different locations. 
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Spectro radiometers 
To know the exact spectral distribution of the three irradiance components, ground measurements with 
spectro radiometers have to be conducted. These sensors conduct measurements with a narrowband 
interference filter and a silicon based photodiode. They can be used for measurements of the AOD if no 
clouds are within a 10° angle of the sun and measurements of the precipitable water vapor in the 
atmosphere column above the sensor (WMO, 2014).  
The Aeronet (aerosol robotic network) by the (NASA, August 2018) is one example of a network of 
spectro radiometers. It measures, amongst others, the Angstroem exponents, single scattering albedo 
and asymmetry factor at specific wavelengths (Dubovik & King, 2000). The broadband parameters of 𝛼1, 
𝛼2, single scattering albedo and asymmetry factor can be calculated from these measurements as 
described by (Wilbert, 2014) at different locations around the world. Aeronet also provides historical 
data for some measurement sites as well as measurements of the ozone concentration and the 
precipitable water vapor (NASA, August 2018). 
Atmospheric irradiance transport models  
Since the Aeronet does not provide detailed atmosphere information for all desired locations, 
atmospheric irradiance transport models are developed. These radiative transfer calcualtions are based 
on different input parameters describing the atmospheric conditions. Gueymard developed such a 
model called A Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS 2.9.5) 
(Gueymard, 1995; Gueymard, 2005) that simulates the spectrum at the ground from a number of input 
parameters. The input parameters that are used to model the needed spectra in this thesis are the 
following (Gueymard, 2005):  
 the pressure  
 the atmosphere type as defined by the temperature, season, relative humidity, and average 
daily temperature 
 the precipitable water vapor 
 the ozone concentration 
 the CO2 concentration 
 the aerosol type (𝛼1, 𝛼2, single scattering albedo and asymmetry factor) 
 the turbidity (either 𝜏550𝑛𝑚 or 𝛽) 
 the sun-earth distance and the extraterrestrial solar spectrum 
 the non-pressure corrected air mass 
 the albedo of the sensor’s surroundings 
 
From these input parameters, SMARTS 2.9.5 is able to simulate the GHI, DHI and DNI spectra at the 
earth’s surface for a cloudless sky.  
Clouds affect the spectra of the irradiance components, in very different measures. A cloud in front of 
the sun for instance, affects the DNI heavily. The magnitude of the effect depends on the cloud’s nature. 
A cloud, however, that is not directly in front of the sun doesn’t only affect the GHI and DHI, but also the 
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DNI. The irradiance might be lessened through absorption or even increased by reflections between 
clouds and the ground (Nann & Riordan, 1991).  
As described above clouds have various impacts on the examined spectra. Nann and Riordan developed 
an empirical model, called Sedes2 to account for the impact of clouds on the spectrum (Nann & Riordan, 
1991; S. Nann, 1990). The model assumes that clouds act as grey filters on the spectra, and change the 
irradiance distribution across the wavelengths through scattering mechanisms. The model derives a 
clearness index based on the GHI broadband measurement and the extraterrestrial irradiance. The 
clearness parameter is then used to calculate a cloud cover modifier. This modifier is an empirical 
relationship developed with data from Stuttgart, Germany (Nann & Riordan, 1991; S. Nann, 1990).  
Input parameters include the precipitable water vapor, the solar geometry, the DHI and the GHI. The 
output is the cloud modified spectrum of the GTI (global tilted irradiance) (Nann & Riordan, 1991). 
(Myers, 2012) altered the original algorithm for the processing of hourly broadband global, diffuse and 
direct irradiance to their corresponding spectra. Sedes2 was also enhanced to use the local standard 
time and calculates the solar position with subroutines from (Michalsky, 1988; Wilcox & Marion, 2008). 
The here used algorithm is altered in such a way that the spectra of the GHI and DNI are cloud modified 
(Jessen et al., 2018). 
The following section 2.2 describes the measurement of the broadband irradiance components GHI, DHI 
and DNI. 
2.2 Conventional measurement of irradiances 
The three irradiance components are conventionally measured with thermopile sensors.  
 
Figure 1: Detailed set-up of a measurement 
station for GHI, DHI and DNI with two 
pyranometers and a pyrheliometer with an 
automated tracker and a shadowball [DLR 
from (Wilbert et al., 2015), p. 41]. 
These are based on a serial circuit of 
thermocouples, which consist of wires of 
different materials. When light falls onto the 
sensor, it warms an absorber coating, which 
covers one of the surfaces of the disk-shaped 
thermopile. The temperature difference 
induces an electric potential into the 
thermopile, which is then proportional to the 
solar flux. Because of the set-up, the response 
time is relatively low, about 1-5s, but the 
measurement does not depend on the incoming 
spectrum (Jessen et al., 2017). Figure 1 displays 
the detailed set up of the sensors for a 
conventional measurement station. It consists 
of two sensors for the GHI and DHI, which are 
measured with pyranometers and one sensor 
for the DNI, which is measured with a pyr-
heliometer. The pyrheliometer is deployed on  
a sun tracker that also utilizes a shadowball for the measurement of the DHI. The tracker operates with 
a sun sensor, which is also displayed in Figure 1. The following two sections 2.2.1 and 2.2.2 explain the 
deployment of thermopile sensors to measure the irradiance components GHI, DHI and DNI. 
2.2.1 Pyrheliometer 
A pyrheliometer is a thermopile sensor that measures the DNI. The thermopile sensor is built into a tube 
that shades the sensor from any light that does not fall directly into tube. An example of a 
pyrheliometer is displayed in Figure 1. The entire sensor is then aligned with the sun by a solar tracker 
(cf. Figure 1). This way, it is ensured that only the irradiance coming from the solid angle of the sun’s 
disk, which is the definition of the DNI, is measured. Pyrheliometers that are deployed in the field are 
covered with a window to shield the sensor from dirt. For this reason, they have to be cleaned regularly.  
2.2.2 Thermopile pyranometers 
The GHI and DHI are measured with pyranometers. Thermopile pyranometers consist of thermopile 
sensors that are shielded from dirt and wind by a glass dome. For both, the measurement of the GHI and 
DHI, the pyranometers have to be aligned exactly horizontally. This ensures that all available radiation 
from a 2𝜋 solid angle reaches the sensor and can be measured. For the measurement of the DHI, 
however, the sun is blocked out by a shadow ball. This is a tracked shading device that will block out any 
radiation from the solid angle of the sun’s disk. That way, the measurement of the DHI includes solely 
the radiation that does not come directly from the sun (Jessen et al., 2017). An automated tracker for 
the shadow ball is needed and can be seen in Figure 1. Both pyranometers are ventilated in order to 
reduce unwanted temperature effects on the measurements. 
2.3 Measurement of irradiances with Rotating Shadowband Irradiometers 
Although the measurements carried out with a solar tracker and thermopile sensors are very accurate 
under well-maintained conditions, the initial costs are very high because of the needed auxiliary devices. 
When deploying the pyranometers outside, a layer of dust and other forms of dirt will collect on the 
glass dome. This heavily impairs the measurement of the thermopile sensor because the light is damped 
through the layer of dirt. For this reason, pyrheliometers and pyranometers have to be cleaned daily, 
which increases the maintenance costs (Jessen et al., 2017).  
The soiling effect is most noticeable for the pyrheliometers as the opening angle defined by the sensor 
element and the entrance window is quite small (2.5°) and even forward scattering by dust particles 
reduces the DNI measurement strongly (Jessen et al., 2017). Due to these shortcomings of thermopile 
measurements Rotating Shadowband Irradiometers (RSIs) were developed. RSIs determine all three 
irradiance components with one sensor. The used sensor is a silicon pyranometer. In Figure 2 the 
general appearance of a Twin RSI by CSP Services can be seen as deployed at the PSA, Spain. Twin RSIs 
use two sensors as opposed to one, but the general measurement is the same for RSIs and Twin RSIs. 
 Figure 2: Twin Rotating Shadowband 
Irradiometer by CSP Services in resting 
position. The two Si pyranometers are 
indicated as well as the shadowband. 
The Twin RSI uses two silicon pyranometers as 
measurement sensors, which are displayed in 
Figure 2. A shadowband, which is displayed in 
Figure 2 in the resting position, rotates 360° 
around the silicon pyranometers. The 
measurement principle is as follows: First, the 
sensor measures the GHI, unshaded, while the 
shadowband is pointing towards the ground, 
just like in Figure 2. Once every minute, a 
shadow band rotates around the sensor. As 
soon as this rotation starts, the frequency of 
measurement recording is increased. Because 
the shadowband rotates 360° around the 
sensor, it will shade the sun at one point during 
the rotation. From that measurement burst, the 
DHI can be deducted as the lowest 
measurement value. The DNI can then be 
calculated along Eq. (1) from the GHI and DHI 
measurements (Jessen et al., 2017). The used 
sensor is less impaired by soiling because of its 
measurement technique (Wilbert et al., 2015).
Therefore, the RSI can be deployed at remote locations solely with a solar panel as power source and 
little additional maintenance is required. This aspect as well as the fact that only one sensor and no 
additional equipment such as a tracker is needed, reduces the cost of such a measurement station 
significantly (Wilbert et al., 2015). 
One downside of the RSI is its silicon-based sensor, which is essentially a photodiode. It can therefore 
only measure wavelengths from about 400nm to 1100nm (Licor, 2004) and the sensors responsivity to 
each wavelength of incoming light is not uniform. The response of the sensor, however, is within 
microseconds. Its output is the short circuit, which is proportional to the portion of the incoming 
radiation that is converted to electrical energy (Vignola et al., 2016).  
Due to the inhomogeneous spectral response of the photodiode, the measurement of the RSI is 
dependent on the spectrum under which it is operated. This is referred to as the spectral error. The 
inhomogeneous spectral response is illustrated in Figure 3 as well as the GHI spectrum for G173 
atmospheric conditions and air mass 1.5 (ASTM, 2012). The spectral response curve is provided by 
(Licor, 2004). It is assumed that this spectral response was measured at 25°C because that is the 
standard temperature for laboratory conditions.  
Si pyranometers 
Shadowband 
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Figure 3: Spectral response of the LI- 200 sensor from (Licor, 2004) under laboratory conditions 
(assumed to be 25°C) and the GHI spectrum under G173, air mass 1.5 atmospheric conditions (ASTM, 
2012). 
The average responsivity, which references the short circuit to the broadband irradiance of the incoming 
spectrum, of the pyranometer is defined as 
 𝑅𝑎𝑣𝑒 =  
∫ 𝑑𝜆 𝑆𝑅(𝜆)⋅𝐼𝑠 
∫ 𝑑𝜆 𝐼𝑠
. (8) 
Here, the spectral response 𝑆𝑅(𝜆) is defined as the size of the output signal relative to the highest signal 
and 𝐼𝑠 is the spectrum under which is sensor is operated (Vignola et al., 2016). 
The spectral response of a crystalline silicon (c-Si) photovoltaic sensor is dependent on the temperature  
because of the temperature dependency of the indirect band gap of c-Si (King-Smith, 1989). This stems 
from an increased electron-phonon coupling (Bludau, 1974; King-Smith, 1989). Phonons are defined as 
the lattice vibrations of the crystal (Klingshirn, 2006). When the temperature increases, the phonon 
energy as well as the electron-phonon coupling increases and the electrons then can overcome the 
indirect band gap at lower photon energies (Rajkanan, Singh, & Shewchun, 1979)[(Varshni, 1967), p.7]. 
This corresponds to longer wavelengths of the incoming light.  
Near the absorption edge of the indirect band gap of silicon of 1.1557eV or 1073nm this effect is most 
dominant (Rajkanan et al., 1979). This leads to an increased yield of electrons per photon at higher 
temperatures at long wavelengths. The yield of electrons per photons is defined as quantum efficiency 
𝑄𝐸. Therefore, the spectral response, which is proportional to the quantum efficiency of the device 
(Hishikawa et al., 2018), is increased for long wavelengths and high temperatures especially near 
1073nm. However, this is only an examination of pure silicon and can change when dealing with actual 
photovoltaic devices due to impurities and lattice deformations of the crystal [(Varshni, 1967), pp.1-2]. 
The measurement of the RSI is therefore also affected by a temperature error. As explained above, for 
the silicon based photodiode the spectral and temperature error are intervened.  
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(Hishikawa et al., 2018) developed a model for c-Si based photovoltaic devices, which is based on a 
wavelength dependent temperature shift of the quantum efficiency. In this thesis, that model is applied 
to the quantum efficiency of the RSI sensor for the first time. The model as well as its application for this 
specific case is discussed in detail in section 3.1.2. 
The used silicon pyranometer is covered with an acrylic diffuser head (Licor, 2004). The shape and the 
physical properties of the diffuser define the sensor sensitivity on the angle of incidence. The 
dependence is not perfectly following a cosine, which is expected for a perfect black body. The cylinder-
shaped diffuser allows irradiance to enter through the top of the cylinder as well as through the sides. 
This compensates that at very low AOIs, the transmittance of the cylinder top is also very low. One 
reason for that is that a bigger portion of the irradiance is reflected at the top of the cylinder. However, 
some deviations from the cosine dependence still occur. This is referred to as the cosine dependence of 
the sensor. 
2.3.1 Existing Calibration and Correction Functions for RSIs 
The following two sections explain the currently available calibration and correction functions that are 
based on empirical relationships for RSIs with LI-200 sensors (Wilko Jessen, 2017). 
King, Myers, Augustyn and Vignola 
The correction functions described by (Augustyn et al., 2004; King & Myers, 1997; Vignola, 2006), in the 
following referred to as Vignola, are based on a GHI correction on the grounds of the following empirical 
formula [(Jessen et al., 2017), Eq. 3.1]: 
 𝐺𝐻𝐼𝑐𝑜𝑟𝑟 = 𝐺𝐻𝐼𝑟𝑎𝑤 ⋅
𝐹𝛼
𝐹𝐴𝐹𝐵𝐹𝐶
 (9) 
With 𝐺𝐻𝐼𝑟𝑎𝑤 being the uncorrected measured GHI, 𝐹𝛼 the temperature correction factor, 𝐹𝐴 the 
spectral response parameter, 𝐹𝐵 the cosine response parameter and 𝐹𝐶  the solar height or cat ear 
parameter.  
The temperature correction factor is a broadband linear temperature correction, formulated by (King & 
Myers, 1997): 
 𝐹𝛼 = 1 − 𝛼𝐾 ⋅ (𝑇𝑅𝑆𝐼 − 𝑇𝑟𝑒𝑓) (10) 
The slope was derived by measuring seven different LI-COR sensors at different temperatures following 
a standard procedure for photovoltaic reference cells. 𝛼𝐾 is determined to be 8.2 ⋅ 10
−41/𝐾  (King & 
Myers, 1997). 
The spectral response correction or air mass correction 𝐹𝐴 is a cubic function of the absolute air mass 
derived by (King & Myers, 1997) for clear sky conditions. Clear sky in this context means no clouds are 
present at the sky. The function only uses the change of the spectrum with the change of air mass and 
was obtained by a fit through the measurements displayed in Figure 4. The obtained formula by (King & 
Myers, 1997) is: 
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 𝐹𝐴 =  2.631 ⋅ 10
−4 ⋅ 𝐴𝑀𝑎𝑏𝑠
3 − 6.319 ⋅ 10−3 ⋅ 𝐴𝑀𝑎𝑏𝑠
2 + 5.401 ⋅ 10−2 ⋅ 𝐴𝑀𝑎𝑏𝑠 + 0.932 (11) 
 
Figure 4: Air mass based correction function by King and Myers [reproduced from (Jessen et al., 2017), 
p. 9] 
The sensor, that is used in a RSI, is covered with an acrylic diffusor head that only cosine corrected up to 
80° SZA (Licor, 2004). For this effect, the cosine correction function 𝐹𝐵 is developed by (King & Myers, 
1997) and the cat ear correction 𝐹𝐶  (cf. below) is developed by (Augustyn et al., 2004).  
𝐹𝐵corrects the sensor’s response to different solar zenith angles and is cubic in the SZA [(Jessen et al., 
2017), Eq. 3.5]: 
 𝐹𝐵 =  −4.504 ⋅ 10
−7 ⋅ 𝑆𝑍𝐴3 + 1.357 ⋅ 10−5𝑆𝑍𝐴2 + 6.074 ⋅ 10−4 ⋅ 𝑆𝑍𝐴 + 1 (12) 
This function is derived in an outdoor test by (King & Myers, 1997). For this, the sensor is mounted on a 
tracker and the response at different SZA is measured by moving the sensor to pre-defined angles. Even 
though the outdoor parameters like the absolute irradiance, the spectra and the ambient temperature 
were kept constant during the measurement [(King & Myers, 1997), p. 5], the obtained function is still 
dependent on the air mass correction function 𝐹𝐴. For this reason it is not possible to apply the cosine 
correction function on its own to the GHI. The data was also only acquired up to 80° SZA and was 
extrapolated to 90° SZA. 
(Augustyn et al., 2004) derived an additional angle correction called the “cat ear correction”. It accounts 
for an increased sensor response at solar zenith angles above 75° because of the sensor geometry, 
which is not covered by the extrapolated cosine correction function. Figure 5 displays the cat ear 
correction as published by (Augustyn et al., 2004). The corresponding equation for calculating the cat 
ear correction is [(Augustyn et al., 2004), Eq. 4 and 5, p. 3]: 
𝐹𝐶 = {
10.16 + 0.001603 ⋅ 𝑆𝑍𝐴2 − 0.2424 ⋅ 𝑆𝑍𝐴 
−58.03442 + 1.457577 ⋅ 𝑆𝑍𝐴 − 8.99 ⋅ 10−3 ⋅ 𝑆𝑍𝐴2 
1 
for 75° <  SZA <  81°
for 81° ≤  SZA <  83.2°
for 0° ≤  SZA <  75°  SZA ≤ 83.2°
 (13) 
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Figure 5: Cat ear correction by Augustyn et al. [reproduced from (Wilbert et al., 2015), p. 27] 
(Augustyn et al., 2004) derived this function after all corrections described above were applied to the 
measurements. This means again that it is only possible to apply this function in combination with 𝐹𝐴 
and 𝐹𝐵. 
Finally, a DHI correction is made using the fully corrected GHI according to Eq. (9). This correction is 
necessary because the spectral distribution of the DHI is fundamentally different from the GHI. It has 
more irradiance in the blue region of the spectrum as opposed to the GHI (cf. section 2.1). The used 
sensor is less sensitive in that region of the spectrum (cf. Figure 3), which is why (Vignola, 2006) 
proposed a DHI correction. The equations are derived with empirical measurements from Eugene, 
Oregon and are defined as the following (Vignola, 2006) [(Jessen et al., 2017), Eq. 3.7 and 3.8]: 
For 𝐺𝐻𝐼𝑐𝑜𝑟 ≤ 865.2
𝑊
𝑚2
 
𝐷𝐻𝐼𝑐𝑜𝑟 = 𝐷𝐻𝐼𝑟𝑎𝑤 + 𝐺𝐻𝐼𝑐𝑜𝑟
⋅ (−9.1 ⋅ 10−11 ⋅ 𝐺𝐻𝐼𝑐𝑜𝑟
3 + 2.3978 ⋅ 10−7 ⋅ 𝐺𝐻𝐼𝑐𝑜𝑟
2 − 2.3133 ⋅ 10−4 ⋅ 𝐺𝐻𝐼𝑐𝑜𝑟 + 0.1107) 
For 𝐺𝐻𝐼𝑐𝑜𝑟 > 865.2
𝑊
𝑚2
 
 𝐷𝐻𝐼𝑐𝑜𝑟 = 𝐷𝐻𝐼𝑟𝑎𝑤 + 𝐺𝐻𝐼𝑐𝑜𝑟 ⋅ (0.0359 − 5.54 ⋅ 10
−6 ⋅ 𝐺𝐻𝐼𝑐𝑜𝑟). (14) 
This set of correction factors is used to correct the GHI and DHI measurements of the RSI.  
Calibration procedure for RSIs with corrections from (Vignola, 2006) 
This set of correction factors is used to correct the GHI and DHI measurement of the RSI. The calibration 
procedure is that the RSI is first deployed at a calibration station with a nearby reference station 
equipped with thermopile sensors measuring DNI, GHI and DHI.  
After the data acquisition and proper filtering of the raw data, the LI-COR constant is applied to all 
measurements of the RSI. This is a calibration factor provided by LI-COR Biosciences, the manufacturer 
of the used sensor (Licor, 2004). This calibration is a coarse calibration with 5% uncertainty that is not 
accurate enough for the field deployment of the RSI (Jessen et al., 2017)..  
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Then, the correction functions are applied as described above. Then, the calibration factor of the GHI is 
obtained by minimizing the root mean square deviation (RSMD) of the corrected GHI and the reference 
GHI. The corrected GHI is then multiplied with the obtained calibration factor. The result is used as the 
GHI for all further calculations. Then, the DHI is corrected along Eq. (14) using the previously calculated 
GHI. The corrected DHI is multiplied by the calibration factor for the DHI which is determined using a 
RMSD minimization of the corrected DHI and the reference DHI. Finally, a calibration factor for the DNI 
is calculated with an RMSD minimization of the calculated DNI from the RSI and the reference DNI. The 
calculated DNI is obtained by employing Eq. (1) and using the GHI and DHI that are fully corrected and 
multiplied with their respective calibration factors. DNI is then multiplied with its calibration factor 
(Jessen et al., 2017). 
The result is a set of three calibration factors for GHI, DHI and DNI, respectively. When the RSI is 
deployed at any location, the measurements of the three components are corrected like the following. 
First, the GHI is corrected and then multiplied with the GHI calibration factor. Then, the DHI is corrected, 
using the fully corrected GHI, and the DHI calibration factor is applied. Then, the DNI is calculated from 
the fully corrected GHI and DHI and the DNI calibration factor is applied. The results are improved 
measurements of the RSI (Jessen et al., 2017). 
To compensate remaining spectral and cosine errors, the minimum calibration time for a RSI is one 
month although two months are recommended (Jessen et al., 2017). 
DLR2008 (Geuder et al., 2008) 
Another set of calibration and correction functions is published by (Geuder et al., 2008). The used 
functions are proprietary and are therefore not presented completely in this thesis. 
First, a temperature correction is applied as well according to Eq. (10), but with a different slope 𝛼. The 
difference stems from a different measurement conducted by (Geuder et al., 2008) and was derived as 
𝛼𝐺 = 7 ⋅ 10
−4 1/𝐾. The measurement procedure is described later in more detail when comparing it to 
a correction function derived within this thesis (see section 3.1.2). 
Then, (Geuder et al., 2008) uses a DHI spectral correction parameter, which is calculated from the 
broadband GHI, DHI and DNI to account for underestimations especially for deep blue skies. This 
spectral correction parameter is also dependent on the ambient temperature. The GHI is then corrected 
with a combination of the cat ear and angle of incidence correction, which also accounts for spectral 
effects (Jessen et al., 2017).  
At last, the DHI and DNI are corrected by cubic and linear correction functions depending on the 
intensities of the irradiances (Jessen et al., 2017).  
Calibration procedure by Geuder  
The calibration and correction procedure is the same as described for Vignola (c.f. above). The main 
difference is that (Geuder et al., 2008) only use two calibration factors, one for the GHI and one for the 
DHI. The calibration factor for the DHI is calculated with an RMSD minimization of the corrected DHI and 
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the reference DHI. To obtain the GHI calibration factor, also a RMSD minimization is done, but with 
respect to the reference DNI. The DNI is calculated with the corrected DHI applied with the already 
determined DHI calibration factor and the corrected GHI applied with a variable GHI calibration factor 
for the RMSD minimization. The RMSD of the calculated DNI and the reference DNI is minimized by 
variating the GHI calibration factor. The advantage of this method is, that only two calibration factors 
are needed and the relationship between the GHI, DHI and DNI is fully exploited (Jessen et al., 2017). 
The calibration duration is similar to the Vignola calibration, one month minimum, but two months are 
recommended (Jessen et al., 2017). 
In the field, the obtained calibration factor for the GHI is applied first to the corrected GHI, then the DHI 
is corrected and the DHI calibration factor is applied. The DNI is then calculated from the fully corrected 
GHI and DHI (Jessen et al., 2017). 
3 Development of the physical correction and calibration method 
In this section the physical correction process is described. First, the basic concept as well as the new 
spectral temperature and cosine correction are presented. The basic concept is then used to explain the 
correction method in the field. 
3.1 Basic concept of the physical correction  
The basic concept behind the physical correction function is illustrated in Figure 6.  
 
Figure 6: Basic concept of the physical correction 
At first, the current DNI, GHI and DHI spectra are simulated with the clear sky radiative transfer model 
SMARTS 2.9.5 and modified for the presence of clouds using the enhanced Sedes2 model with the best 
available input parameters. The resulting spectra are then used to calculate the temperature corrected 
spectral response for the current temperature. With that spectral response and the current spectrum, a 
combined spectral and temperature correction factor can be calculated for GHI and DHI, respectively. 
Simulation of  
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This combined spectral and temperature correction factor compensates the spectral error for the 
apparent spectrum and the specific spectral response of the photodiode sensor. Then, a cosine 
correction is calculated and applied to the direct part of the spectral temperature corrected broadband 
GHI. The result is a spectral temperature and cosine corrected GHI, a spectral temperature corrected 
DHI and the associated DNI. One main goal of the physical correction method is the reduction of the 
location dependence of the set of calibration factors and measurement corrections. 
In the following, the involved determination of the specific spectral response and following spectral 
temperature correction as well as the involved cosine correction are described in detail. 
3.1.1 Simulation of the GHI, DHI and DNI spectra 
The simulation of the spectrum is carried out with a combination of SMARTS 2.9.5 and an enhanced 
version of the Sedes2 code as explained in section 2.1. The required input, which is also described in 
section 2.1, for these calculations is obtained as follows. 
The ambient temperature, relative humidity and pressure are measured at a reference meteorology 
station. With the information about the location of the sensor and the current time stamp, it is possible 
to calculate the current true sun height and the apparent solar height angle with refraction along 
equations by (Michalsky, 1988). With the calculated sun position it is then possible to calculate the 
pressure corrected, uncorrected and altitude corrected air mass as done by (Kasten & Young, 1989). The 
current CO2 concentration is estimated with a simple model including the seasonal variation of CO2 
provided by Olsen (Olsen & Randerson, 2004) along the method described by [(Wilbert, 2014), p.56]. 
The, possibly season dependent, surroundings of the sensor have to be evaluated by the user and 
corresponding albedo settings must be selected. A number of pre-set surroundings are already 
implemented in SMARTS 2.9.5 (Gueymard, 2005). 
Some of the input parameters are obtained from different sources depending on whether or not the 
corrections are performed during the calibration of the RSI or during its application in the field. During 
the calibration some input parameters are obtained by reference sensors such as an Aeronet station, 
which are typically not available for a RSI based measurement campaign.  
During the calibration, aerosol data from a nearby Aeronet station can be used to calculate the 
Angstroem exponents 𝛼1, 𝛼2 and the Angstroem turbidity coefficient 𝛽 as described by (Wilbert, 2014). 
They are related to the AOD by Eq. (3). The needed broadband single scattering albedo and asymmetry 
factor are being calculated by weighing their spectral components with a GHI spectrum under G173 
atmospheric conditions at a rough estimate of the apparent air mass (ASTM, 2012; Wilbert, 2014). The 
Angstroem exponents, single scattering albedo and asymmetry factors describe the currently present 
aerosol type (cf. section 2.1). The Aeronet station also provides an accurate measurement of the 
apparent ozone concentration in [Dobson] and the apparent precipitable water vapor in [cm]. All these 
parameters have to be estimated for the application of the RSI in the field. This will be described in 
section 3.3. 
Using these values, the spectrum can be estimated with a SMARTS 2.9.5 simulation. The resulting 
spectra for GHI and DNI are then corrected with the Sedes2 cloud modifier. For this correction, the most 
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accurate available measurements of the broadband GHI and DNI are used to determine the right cloud 
modifier. During the calibration these values come from the reference station, which is located directly 
next to the RSI under calibration and which uses thermopile radiometers. For the application of the 
method at a remote site without a reference station the best available preliminary GHI and DNI from the 
RSI are used as further explained section 3.3. The cloud corrected spectra for GHI and DNI are then used 
to calculate the DHI cloud corrected spectrum with the apparent solar zenith angle along the 
transformed Eq. (1): 
 𝐷𝐻𝐼 = 𝐺𝐻𝐼 − 𝐷𝑁𝐼 ⋅ cos 𝑆𝑍𝐴. (15) 
This equation applies to broadband irradiances as well as for each wavelength as explained in section 
2.1. 
All of the steps described above lead to the estimation of the apparent GHI, DHI and DNI spectrum that 
is received by the photodiode-based pyranometer, mounted in the RSI.  
3.1.2 Description of the combined spectral and temperature correction 
As previously explained in section 2.3, the used c-Si pyranometer in the RSI has a temperature 
dependent spectral response. The temperature effect is especially dominant around 1073nm. 
Additionally, the spectral response is not uniform for all wavelengths of the incoming irradiance. 
Therefore, the responsivity (cf. Eq. (8)), which is the output signal of the silicon pyranometer and 
depends on the spectral response, is dependent on the current spectrum and the temperature.  
In order to incorporate the temperature dependence of the spectral response into the spectral 
correction, the wavelength per temperature shift of the quantum efficiency described by (Hishikawa et 
al., 2018) for silicon based photovoltaic devices is used (as previously referenced in section 2.3). 
Essentially, Hishikawa proposes that with a known spectral response at one temperature 𝑇1, the 
quantum efficiency at that temperature can be calculated with Eq. (8) in section 2.3. The wavelength, at 
which the quantum efficiency is maximum λmax, is then determined. 
To calculate the quantum efficiency at a desired temperature 𝑇2, the quantum efficiency at temperature 
𝑇1 is shifted by −0.45Δ𝑇
𝑛𝑚
𝐾
  in wavelength above 𝜆𝑚𝑎𝑥. Δ𝑇 is the temperature difference between 𝑇1 
and 𝑇2. Below 𝜆𝑚𝑎𝑥 the quantum efficiency at 𝑇2 equals the quantum efficiency at T1 (Hishikawa et al., 
2018): 
 𝑄𝐸(𝜆, 𝑇 = 𝑇2) = {
𝑄𝐸 (𝜆 − 0.45
𝑛𝑚
𝐾
⋅ 𝛥𝑇, 𝑇 = 𝑇1)
𝑄𝐸(𝜆, 𝑇 = 𝑇1)
 
, 𝜆 > 𝜆𝑚𝑎𝑥
, 𝜆 ≤ 𝜆𝑚𝑎𝑥
 (16) 
Finally, the quantum efficiency at 𝑇2 is converted back to the spectral response at 𝑇2 with Eq. (8) in 
section 2.3. 
The manufacturer of the silicon pyranometer provides a generic spectral response (Licor, 2004). It is not 
clear from the provided information by (Licor, 2004) at which temperature this spectral response is 
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measured. This thesis assumes the temperature as 𝑇𝑟𝑒𝑓 = 25°𝐶 because this is the standard 
temperature for laboratory conditions.  
Using the above described method with the generic spectral response, the spectral response at different 
temperatures can be calculated. The calculated spectral responses at two temperatures as well as the 
spectral response at reference temperature are displayed in Figure 7. 
 
Figure 7: Calculated spectral response of the LI-200 at -30°C, 25°C and 70°C and the GHI under G173 air 
mass 1.5 atmospheric conditions (ASTM, 2012). The spectral response for 25°C is from (Licor, 2004) 
and is assumed to be 25°C as a standard laboratory temperature. 
Figure 7 shows the obtained spectral response curves for different temperatures for -30°C, 25°C and 
70°C as calculated with the model and the GHI spectrum under G173 atmospheric conditions at an air 
mass of 1.5 for comparison (ASTM, 2012). As discussed in section 2.3, the temperature effect on the 
spectral response is especially dominant around 1073nm, the indirect band gap of silicon. This illustrates 
that the spectral temperature dependence of the spectral response is not negligible, especially in hot 
climates.  
After calculating the spectral response at the current sensor temperature, the responsivities can be 
calculated, using Eq. (8). The integrals are carried out numerically using trapezoid integration as defined 
in (ASTM, 2016). With the obtained average responsivities, the spectral temperature correction factor 
𝐹𝛼𝐹 can be defined: 
 𝐹𝛼𝐹 =   
∫ 𝑑𝜆 𝑆𝑅(𝜆,𝑇𝑟𝑒𝑓)⋅𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝐺173 
∫ 𝑑𝜆 𝑆𝑅(𝜆,𝑇𝑐𝑢𝑟𝑟)⋅𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑐𝑢𝑟𝑟
⋅
∫ 𝑑𝜆 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑐𝑢𝑟𝑟 
∫ 𝑑𝜆 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝐺173
=
𝑅𝑎𝑣𝑒
𝑟𝑒𝑓
𝑅𝑎𝑣𝑒
𝑐𝑢𝑟𝑟 (17) 
Where 𝑇𝑟𝑒𝑓 is the reference temperature, here 25°C, 𝑇𝑐𝑢𝑟𝑟 the current temperature, 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝐺173 the 
reference spectrum under (ASTM, 2012) standard conditions for 𝐴𝑀 = 1.5 and 𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚𝑐𝑢𝑟𝑟 the 
current spectrum of the incoming irradiance. 
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This spectral temperature correction factor 𝐹𝛼𝐹 has the advantage that is corrects the measurement of 
the RSI to standard conditions (G173 spectra for air mass 1.5 (ASTM, 2012) and 𝑇𝑟𝑒𝑓 = 25°𝐶), which is 
useful for the later definition of calibration factors (see section 3.2 below). It also combines the 
temperature and spectral correction into one correction factor. 
With the previously estimated spectra (cf. 3.1.1 above) the spectral temperature correction factors 𝐹𝛼𝐹 
for the GHI and DHI spectra and the current sensor temperature can be calculated and applied. This 
results in spectral and temperature corrected GHI and DHI measurements. 
As briefly explained in section 2.3, each LI-COR 200 sensor is calibrated beforehand by LI-COR 
Biosciences under “natural daylight conditions” [(Licor, 2004), p.7]. The obtained calibration factor, 
commonly referred to as LI-COR constant, is known for each used sensor and applied to the 
measurements of the GHI, DHI and DNI by default through the data logger program (Jessen et al., 2017). 
Using this calibration method, the LI-COR constant is a GHI calibration factor and can not necessarily be 
applied to the DHI measurement because of the different spectra of GHI and DHI.  
Therefore, the LI-COR constant has to be transformed onto the spectrum of the DHI before applying it. 
This is achieved by calculating 𝐹𝛼𝐹 with the LI-200 spectral response (Licor, 2004) and the GHI spectrum 
under G173 air mass 1.5 atmospheric conditions (ASTM, 2012) as reference spectrum and DHI spectrum 
under G173 air mass 1.5 atmospheric conditions (ASTM, 2012) as current spectrum (cf. Eq. (17)). This 
factor is 1.2787 and is applied to the DHI measurement of the RSI additionally to the LI-COR constant, 
before the measurements are corrected further. The G173 atmospheric conditions are used as a coarse 
reference because the actual spectrum under which the sensor was calibrated is unknown (Licor, 2004). 
Comparison of the thus obtained temperature correction to pre -existing 
temperature corrections 
(King & Myers, 1997) and (Geuder et al., 2008) calculated a broadband temperature correction 𝐹𝛼 (cf. 
section 2.31) that can now be compared with 𝐹𝛼𝐹. The slope of the broadband temperature correction 
obtained by (King & Myers, 1997) is α K = −0.00082 1/K and the slope obtained by (Geuder et al., 
2008) is α G = −0.0007 1/K . Figure 8 shows the temperature correction factors as a function of the 
sensor temperature. The curve 𝐹𝛼𝐾 is the temperature correction function (cf. Eq. (10)) calculated with 
𝛼𝐾 and 𝐹𝛼𝐺 is calculated with 𝛼𝐺. 
To compare the new correction to these functions from the literature, 𝐹𝛼𝐹 is calculated for a fixed GHI 
spectrum under G173 atmospheric conditions at a specific air mass and different temperatures. When 
𝐹𝛼𝐹 is then plotted against the temperature (cf. Figure 8), one obtains the slope 𝛼 as defined by (King & 
Myers, 1997) and (Geuder et al., 2008). An α = −0.000834 1/K for an air mass of 4 and an 
 α = −0.000786 1/K  for an air mass of 1 is obtained (Vignola et al., 2018). 𝐹𝛼𝐹 is shown in Figure 8 for 
the different slopes.  
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Figure 8: Spectral temperature correction factor 𝑭𝜶𝑭 in comparison with currently used broadband 
temperature correction factors.  
The measurements carried out by (Geuder et al., 2008) to obtain 𝐹𝛼𝐺 were conducted at the PSA, Spain. 
For the experiment, the used LI-COR200 was cooled down to 0°C and then mounted outside close to 
solar noon. As the sensor heated up to 40°C, the sensor signal was measured as well as the temperature 
inside the sensor. To account for possible changes of the irradiance during the measurement campaign, 
a reference photodiode at a constant temperature measured the irradiance close by (Geuder et al., 
2008).  
A review of the original data set of (Geuder, 2008) and the facts that the experiment was conducted 
around solar noon and with a high maximum temperature lead to the conclusion that the experiment 
was conducted in midsummer. The high SZA around solar noon in midsummer leads to the assumption 
that the air mass at the time of the experiment was not much above one. As Figure 8 shows, the newly 
obtained 𝐹𝛼𝐹 for air mass 1 (𝐹𝛼𝐹 𝐺𝐻𝐼𝐺173 𝐴𝑀1) fits the curve obtained by (Geuder et al., 2008), 𝐹𝛼𝐺, 
quite well especially in the region of the conducted experiment from 0°C to 40°C. 
It could not be determined exactly under which specific spectral conditions the experiment from (King & 
Myers, 1997) was conducted. The publication states that the temperature correction was determined 
with a routinely used standard for photovoltaic cells (King & Myers, 1997). The used standard has been 
updated since the publication by (King & Myers, 1997) so that the exact procedure could not be 
determined. The resulting 𝐹𝛼𝐾 from (King & Myers, 1997) can be reproduced using 𝐴𝑀 4.  
3.1.3 Description of the new cosine correction 
As discussed in section 2.3, the sensors response changes with different AOIs. The data sheet of the 
used LI-200 sensor states, that the diffusor head is cosine corrected up to 80° AOI (Licor, 2004). This is 
not sufficient because the sensor is also operated in early mornings and late evenings where the AOI is 
between 80° and 90°.  
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For this reason, a cosine correction is developed from two measurement series, where two sensors are 
illuminated with a small light source in a darkened room under different AOIA. The different AOIs are 
achieved by rotating the LI-200 sensor as well as a reference sensor with respect to the light source. The 
reference sensor measures the change in intensity of the lamp. The final measurements of the LI-200 
are corrected for the intensity change of the lamp and are conducted with accuracy to the fifth 
significant digit for the sensor’s output signal. The then obtained correction factor 𝐹𝑐𝑜𝑠 corrects the 
signal to the ideal cosine of the current AOI. Because of the measurement technique, the correction 
factor can be applied as a stand-alone function to the DNI as opposed to the currently published cosine 
and cat ear correction factors that depend on the air mass correction function and are applied to the 
GHI (cf. section 2.3.1) (Geuder et al., 2008; Augustyn et al., 2004; King & Myers, 1997; Vignola, 2006). 
Between 0° and 80° AOI, the correction factor varies between 1 and 0.96 and above 80° AOI between 
0.94 and 1.4. 
This cosine correction factor is applied to the direct component of the spectrally and temperature 
corrected GHI along the following formula: 
 𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 𝑐𝑜𝑠 = (𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 − 𝐷𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝) ⋅ 𝐹𝑐𝑜𝑠 (𝑆𝑍𝐴) + 𝐷𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 (18) 
To obtain the final RSI measurements, the calibration factors are applied. Since the spectral correction is 
different for DHI and GHI, two calibration factors 𝑔 and 𝑑 are defined for GHI and DHI respectively. The 
fully corrected GHI and DHI measurements of the RSI are calculated as follows: 
 𝐺𝐻𝐼𝑓𝑖𝑛𝑎𝑙 = 𝑔 ⋅ 𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 𝑐𝑜𝑠 (19) 
 𝐷𝐻𝐼𝑓𝑖𝑛𝑎𝑙 = 𝑑 ⋅ 𝐷𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 (20) 
From the final resulting 𝐺𝐻𝐼𝑓𝑖𝑛𝑎𝑙 and 𝐷𝐻𝐼𝑓𝑖𝑛𝑎𝑙, the corresponding 𝐷𝑁𝐼𝑓𝑖𝑛𝑎𝑙 can be calculated along Eq. 
(1). The calibration method and application of the corrections and calibration factors in the field are 
described in the following two sections 3.2 and 3.3. 
3.2 Calibration procedure 
Because of the simulation of the spectra during the physical correction, additional reference sensors are 
needed for the calibration of the RSIs. First of all, just like for (Geuder et al., 2008) and (Vignola, 2006), a 
reference station with a tracked pyrheliometer measuring the DNI and two thermopile pyranometers, 
one equipped with a tracked shadow ball is needed (cf. section 2.2). From this station comes the input 
for the reference GHI, DHI and DNI. A meteorology station is needed to measure the pressure, ambient 
temperature and relative humidity. Additionally, an Aeronet station should be present in the near field 
of the measuring campaign and provide the ozone concentration, precipitable water vaper and 
measurements for the calculation of the Angstroem turbidity factor and exponents, single scattering 
albedo and asymmetry factor throughout the entire calibration campaign. The RSI itself needs to have 
an internal temperature sensor to measure the temperature of the photodiode sensor. 
                                                          
A
 The used data set is conducted by A. Driesse, PV Performance Labs Germany and is confidential. It can therefore 
not be shown in this thesis.  
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After the measurements are conducted, the raw data is screened and filtered in order to calibrate only 
with trustworthy measurement data. To calibrate the RSI, its measurements are corrected using the 
basic concept of the physical correction (cf. section 3.1 and Figure 6). A detailed flowchart of all steps of 
the calibration method is given in Appendix I on page 50. In summary, the spectra of the GHI and DHI 
are simulated for each time stamp with SMARTS 2.9.5 and cloud modified with Sedes2. Using the 
apparent temperature of the silicon pyranometer, the spectral response is calculated for each time 
stamp as well. Then, the spectral and temperature correction factor 𝐹𝛼𝐹 is calculated for each time 
stamp using the specific spectrum and spectral response. Because the spectra of the GHI and DHI are 
fundamentally different, 𝐹𝛼𝐹 is calculated separately for both irradiance components.  
Up until here, everything, except for the spectral response, which is calculated with the internal 
temperature sensor of the RSI, is calculated with measurements from reference sensors. Now, the raw 
GHI and DHI are multiplied with the LI-COR constant. The DHI is additionally multiplied with the 
transformation factor of 1.2787 described in section 3.1.2. Each obtained GHI measurement value is 
then multiplied with the appropriate 𝐹𝛼𝐹
𝐺𝐻𝐼 and each obtained DHI measurement value is multiplied with 
the correspondent 𝐹𝛼𝐹
𝐷𝐻𝐼 resulting in 𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 and 𝐷𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝. Because of the cosine dependence 
of the direct part of the GHI, each individual 𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 is cosine corrected along Eq. (18). The 
𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 𝑐𝑜𝑠 and 𝐷𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 are now physically corrected. 
To obtain a calibration factor for the GHI, the RMSD of the difference between the 𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 𝑐𝑜𝑠  
times a variable calibration factor and the reference GHI over the entire calibration time is minimized. 
The thus resulting calibration factor 𝑔 is then applied to the 𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 𝑐𝑜𝑠 along Eq. (19), resulting in 
𝐺𝐻𝐼𝑓𝑖𝑛𝑎𝑙. In order to calculate the calibration factor for the DHI, the RMSD is minimized with respect to 
the absolute deviation between the calculated DNI, from the 𝐺𝐻𝐼𝑓𝑖𝑛𝑎𝑙 and the 𝐷𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 times a 
variable calibration factor, and the reference DNI, leading to the calibration factor 𝑑. 𝐷𝐻𝐼𝑓𝑖𝑛𝑎𝑙 is then 
obtained with Eq. (20). 
The results are the final corrected measurements 𝐺𝐻𝐼𝑓𝑖𝑛𝑎𝑙, 𝐷𝐻𝐼𝑓𝑖𝑛𝑎𝑙 and the 𝐷𝑁𝐼𝑓𝑖𝑛𝑎𝑙, which is 
calculated from the final GHI and DHI along Eq. (1) and the calibration factors 𝑔 and 𝑑. These calibration 
factors are referenced to standard conditions (G173 AM of 1.5 (ASTM, 2012) and 25°C sensor 
temperature) and can therefore be applied in the field if the measurements are corrected to these 
standard conditions as well. That way, the location dependence of the calibration is reduced. 
3.3 Estimation of the spectra for the application of the correction method 
As mentioned above in section 3.1 some, of the input parameters used for the estimation of the spectra 
during the calibration are not available for most RSI measurement campaigns. These parameters are 
those measured with the nearby Aeronet station and of course the reference irradiances. Especially the 
aerosol parameters (𝛼1, 𝛼2, single scattering albedo and asymmetry factor) and AOD are of importance 
and complex to determine. The process will be outlaid in the following for an already measured time 
range from the RSI. In Appendix II a flowchart of the entire correction method can be found. 
First, just like during the calibration, the solar position, different air masses and average temperature 
are calculated. Additionally, the precipitable water vapor is calculated along the formula provided by 
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(Gueymard, 1993) (cf. Eq. (4)). Aerosol parameters, such as the Angstroem exponents 𝛼1, 𝛼2, the single 
scattering albedo and the asymmetry factor are set to temporally contant values. They are derived by 
evaluating a year of Aeronet data from the station that is expected as most representative for the site of 
interest and defined beforehand. The spectral single scattering albedo and the asymmetry factors are 
calculated from the Aeronet data sets as described by (Wilbert, 2014) are averages over time. These 
temporal averages are then spectrally weighted with the GHI spectrum under G173 air mass 1.5 spectral 
conditions (ASTM, 2012) to obtain the broadband single scattering albedo and asymmetry factor 
required for SMARTS 2.9.5. It is possible to provide seasonal values for these four parameters if more 
detailed information is available. In this thesis, a year of reference ozone concentrations is provided by 
the reference Aeronet station to the correction method to account for the large seasonal dependence of 
the ozone concentration over the course of one year. This is done as a test and can be improved in the 
future. Instead of Aeronet data also other data sources could be used, i.e. satellite derived information, 
for the estimation of the ozone concentration. 
Now, the current AOD has to be estimated in order to simulate the spectrum appropriately. The AOD at 
550nm can be calculated with the Linke-Ineichen turbidity (cf. Eq. (7)). The input parameters for the 
calculation of the Linke-Ineichen turbidity include the current DNI (cf. Eq. (5) and (6)). It is important that 
this DNI is not affected by any clouds in front of the sun [(WMO, 2014), p. 183]. If the AOD is calculated 
for these timestamps it is estimated too high because absorption effects from the cloud and the present 
aerosols are mixed. It is therefore crucial to identify the sunny timestamps, i.e. no cloud is masking the 
sun, and only estimate the AOD at 550nm for these time stamps from the Linke-Ineichen turbidty. For 
the calculation of 𝑇𝐿 it is less important if clouds are present somewhere else in the sky. 
For the calculation of the Linke-Ineichen turbidity, only the measured DNI from the RSI is available. This 
DNI is not yet corrected because an estimation of the spectrum is needed for the spectral temperature 
correction. But a simulation of the spectrum can only be done with a good estimation of the AOD for 
which 𝑇𝐿𝐼 is needed. In order to solve this problem, an iteration process is started, which is described in 
the following and shown in Figure 9.  
Preliminary to the cloud detection and the iteration process, a spectral temperature correction is done 
with the most basic assumptions about the spectrum. This is necessary, in order to detect clouds and 
start the iteration process from a better initial estimation. This preliminary correction is done with an 
estimation of the GHI, DHI and DNI spectra using an air mass of 1.5 and a default turbidity. With the 
obtained spectra, a spectral temperature correction and cosine correction is performed on the entire 
GHI and DHI time series, which are already multiplied with the calibration factors 𝑔 and 𝑑. These 
corrections result in the preliminary measurements 𝐺𝐻𝐼𝑝𝑟𝑒𝑙𝑖𝑚 and 𝐷𝐻𝐼𝑝𝑟𝑒𝑙𝑖𝑚 from which 𝐷𝑁𝐼𝑝𝑟𝑒𝑙𝑖𝑚 is 
calculated using Eq. (1). 
In order to identify the sunny time stamps, a cloud checker is used. It first calculates 𝑇𝐿𝐼 with 𝐷𝑁𝐼𝑝𝑟𝑒𝑙𝑖𝑚 
for each time stamp and then analyzes its temporal gradient. A cloud is detected if an upper threshold 
of 13 for the Linke-Ineichen turbidity is exceeded or if 𝑇𝐿𝐼 variates strongly over time, i.e. a difference of 
more than 0.6 between two time stamps that are apart by 30 min. The DNI is then compared to the 
clear sky DNI, which is derived from the lowest 𝑇𝐿𝐼 in the examined time series. If one examined time 
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stamp is 𝑥% lower than the clear sky DNI, the time stamp is interpreted as cloudy. 𝑥 is a variable 
threshold that depends on the air mass. Time stamps at solar noon with deviation larger than 10% are 
classified as cloudy, however, time stamps at sun rise have to reach a deviation of 30% (Meteorology 
Group, August 2018). 
For the thus obtained sunny time stamps, the iteration process, displayed in Figure 9, is started with 
𝐺𝐻𝐼𝑝𝑟𝑒𝑙𝑖𝑚, 𝐷𝐻𝐼𝑝𝑟𝑒𝑙𝑖𝑚 and 𝐷𝑁𝐼𝑝𝑟𝑒𝑙𝑖𝑚. First, the Linke-Ineichen turbidity is calculated along Eq. (5) and 
(6) using 𝐷𝑁𝐼𝑝𝑟𝑒𝑙𝑖𝑚. Then, the AOD at 550nm is calculated using Eq. (7) and the obtained 𝑇𝐿. With this 
AOD at 550nm and all other input parameters (see above), the spectra of GHI, DHI and DNI are 
simulated with SMARTS 2.9.5 and cloud corrected with Sedes2. The cloud modification is necessary 
because clouds can still be present in the sky and affect the spectra. With the modified spectra of the 
GHI and DHI, the specific spectral temperature correction factor for GHI and DHI, 𝐹𝛼𝐹
𝐺𝐻𝐼/𝐷𝐻𝐼
, is calculated 
along Eq. (17) (c.f. section 3.1.2). The GHI and DHI, already multiplied with their respective calibration 
factors, are then spectral temperature corrected and the GHI additionally cosine corrected as described 
in section 3.1.3. 
 
Figure 9: Iteration process of the correction method for the most accurate estimation of the AOD with 
the available DNI measurement of the RSI.  
This results in 𝐷𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 and 𝐺𝐻𝐼𝑠𝑝𝑒𝑐 𝑡𝑒𝑚𝑝 𝑐𝑜𝑠, which define a new set of preliminary measurements 
for the examined sunny time stamp. From these two preliminary results, a new 𝐷𝑁𝐼𝑝𝑟𝑒𝑙𝑖𝑚 is calculated 
using Eq. (1). 
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Now, the break conditions of the iteration process are examined. If the spectral temperature correction 
factors 𝐹𝛼𝐹 for GHI and DHI deviate more than 0.0005 from the previous correction factors and are 
above a predefined limit of 1.1, the iteration is repeated until a maximum of 10 repetitions is reached. If 
any break conditions are met, the next sunny time stamp is processed until AOD550 estimations for all 
sunny time stamps exist.  
Finally, all time stamps where the sun is masked can be physically corrected using the temporally closest 
estimated AOD550 as an input parameter. With this input, the physical correction is made following the 
basic principle described in section 3.1 and Figure 6. This results in the spectral temperature cosine 
corrected GHI, the spectral temperature corrected DHI and the corresponding DNI as final corrected 
measurements. It should be emphasized that the only difference between the calibration method and 
the correction method is the estimation of the AOD because of the lack of reference sun photometers in 
the field. 
3.4 Summary 
A new physical correction method has been developed for Rotating Shadowband Irradiometers. The 
correction is based on the change of the spectral response with the temperature as well as the 
difference in responsivity for different incoming spectra. It was shown, that the spectral temperature 
correction could reproduce the different broadband temperature corrections from (King & Myers, 1997) 
and (Geuder et al., 2008) by varying the input spectrum. A new cosine correction is developed as well 
that can be applied directly on direct contribution of the GHI.  
In summary, a physical correction contains three steps:  
1. The estimation of the spectrum with SMARTS 2.9.5. and the enhanced Sedes2 using the best 
available input parameters either from reference stations in the calibration process or from the 
iteration process during the correction in the field 
2. The spectral and temperature correction, which references the average responsivity with the 
spectral response at the current sensor temperature and the estimated current spectrum to 
standard conditions (G173 atmospheric conditions at air mass 1.5 (ASTM, 2012) and 25°C). 
3. The cosine correction on the direct part of the GHI. 
The GHI calibration factor 𝑔 is obtained through RMSD minimization of the corrected GHI with respect 
to the reference GHI. Through RMSD minimization of the corrected DHI with respect to reference DNI, 
the DHI calibration factor 𝑑 is calculated. They are both referenced to standard conditions. 
4 Experimental setup and evaluation of the method performance 
Within this section the experimental set-up inclusive the used sensors of calibration stations and field 
measurements is explained. The results of the correction and calibration methods at different locations 
are shown and then discussed. Finally, an analysis of the improvement of the method is conducted. 
Page 30 
 
4.1 Motivation 
In order to quantify the correction results, two sensors are calibrated at one location. They are then 
deployed at two different locations in different climates than the calibration station. The measurements 
are then corrected with the newly developed correction method, the correction by (Geuder et al., 2008) 
and the correction by (Augustyn et al., 2004; King & Myers, 1997; Vignola, 2006). 
4.2 Measurement sites, used sensors and datasets 
In this thesis, the following three locations are considered to test the new calibration and correction 
function and to compare them to the pre-existing set of calibration and correction functions by (Geuder 
et al., 2008) (referred to in the following as Geu) and (Vignola, 2006) (referred to in the following as Vig). 
The Plataforma Solar de Almería (PSA) (37.091°N 2.358°W) in Tabernas, Spain at an altitude of 500m 
above mean sea level is located in an arid, steppe, cold arid climate (BSk) (DLR, 2018; Kottek, 2005). The 
reference station at the PSA is equipped with a Kipp&Zonen pyrheliometer (model CHP1), mounted on 
an automated tracker and Kipp&Zonen thermopile pyranometers for the measurement of the GHI and 
the DHI (model CMP21) (DLR, 2018). An Aeronet station near to of the reference and calibration station 
provides level 2.0 data, which is fully cloud filtered and calibrated, on atmospheric parameters for most 
of that time range (Aeronet, August 2018d). For one of the examined sensors (RSI-PY87333-1) one year 
of reference and RSI data from January 2015 to February 2016 are available from this site. This sensor 
was then deployed at NETRA, India (cf. below). For the other examined sensor (RSI-PY88668-1), four 
months of reference and RSI data from April to August 2016 are available. But the Aeronet station was 
only online from June to August 2016, which is why the calibration data set is reduced to that time 
range. This sensor was then deployed in Londrina, Brazil (cf. below). 
The NETRA station is deployed in Greater Noida, New Delhi, India (28.5019°N 77.465°E) at an altitude of 
195m above mean sea level in a warm temperature, winter dry, hot summer (Cwa) climate (DLR, 2018; 
Kottek, 2005). Reference and RSI data from June 2016 to August 2017 are available. The reference 
station at NETRA is also equipped with a Kipp&Zonen pyrheliometer (model CHP1), mounted on an 
automated tracker and Kipp&Zonen pyranometers (model CMP21) for the measurement of the GHI and 
DHI (DLR, 2018). The nearest Aeronet station, that measured in the desired time range, is located in 
Gual Pahari (28.4258°N 77.150°E) at an altitude of 250m above average sea level, which is about 32km 
away from the station (see also the map in Appendix III on page 53) and provides 1.5 level Aeronet data 
(Aeronet, August 2018b; Google Earth, 2018). For the estimation of the Angstroem parameters, 
symmetry and asymmetry factor, level 2.0 Aeronet data from 2009 from the site in New Delhi (28.630°N 
77.175°E) at an altitude of 240m above sea level is used (Aeronet, August 2018c). This choice is made 
because this station is located in the main wind direction from NETRA (see also the map in Appendix III 
on page 53). That way, a better estimation of the aerosol type at NETRA can be made. 
The Lon station is deployed in Londrina, Paraná, Brazil in a warm temperature, fully humid, warm 
summer (Cfb) climate (Kottek, 2005). The used reference and RSI data from November 2017 to May 
2018 is kindly provided by Fotovoltec Solar Engineering through CSP Services. The reference station at 
Lon is equipped with a pyrheliometer, mounted on an automated tracker for the measurement of the 
DNI and pyranometers for the measurement of DHI and GHI. The nearest Aeronet stations are about 
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469km away and located in Campo Grande, Sonda and Sao Paulo (Google Earth, 2018). Campo Grande, 
Sonda (20.438°S 54.538°W) at an altitude of 677m above average sea level provides 1.5 level Aeronet 
data for this evaluation (Aeronet, August 2018a). Even though the climate at the site is equatorial, 
winter dry (Aw) (Kottek, 2005) the site is still chosen as source of Aeronet data because the population 
of the cities is about the same (Wikipedia, August 2018a, b), both cities are not near the coast and at 
about the same altitude at different sites of the Rio Paraná (see also the map in Appendix IV on page 55) 
(Google Earth, 2018).  
The here examined RSIs are Twin RSI, one example is shown in Figure 2, manufactured by CSP Services 
(CSP Services, August 2018). They use a LI- 200 sensor (Licor, 2004) for the irradiance measurements. 
For this examination, only data in 10 minute resolution that was measured up until 24 hours after a 
cleaning event is taken into account. This assures that the sensors are not affected by soiling. In 
addition, the automatic quality control described by (Geuder et al., 2015) is used to discard suspicious 
data and only solar zenith angle above 85°, GHI and DHI measurements above 10 W/m² and DNI 
measurements above 300 W/m² are considered (Jessen et al., 2017). All corrected measurements that 
deviate more than 25% from the reference measurement are assumed to be erroneous and are not 
used for the calculation of the calibration factors. It has to be stated that the sensors at the NETRA 
station were cleaned irregularly, which means the available data set is reduced significantly and the 
used time stamps might be temporally far apart. 
4.3 Evaluation method 
In order to quantify the performance of the physical calibration and correction method, the two sensors 
are calibrated at the PSA and then deployed at Lon or NETRA. At both stations the RSI measurements 
are corrected with (Geuder et al., 2008) (Geu), (Vignola, 2006) (Vig) and not only the physical correction 
method (Phys) to allow a benchmark. Evaluations are performed using several time ranges at each site. 
Then, the absolute bias and the root mean square deviation (RMSD) for GHI, DNI and DHI is calculated 
and compared as a measure for the performance of the calibration and correction methods. 
Secondly, an additional calibration is performed at NETRA and the seasonal dependence of the 
calibration factors at the PSA and NETRA is analyzed.  
4.4 Performance with the calibration factors from the PSA at two locations 
4.4.1 Correction results with different correction methods at NETRA, India 
The corrections of the data from NETRA are done with the calibration factors from one year of 
calibration time for the physical correction (Phys), Geuder (Geu) and Vignola (Vig). Figure 10 displays the 
absolute bias and RMSD of the corrected GHI measurements for six different time ranges over the 
course of one year. The different time ranges are displayed above each subplot. The x axis references 
the average GHI, measured with the thermopile pyranometer, for each time range. 
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Figure 10: Absolute bias and RMSD of corrected measurements from NETRA with calibration factors 
from the PSA for the GHI. 
The physical correction method is able to reduce the bias of the GHI measurements compared to Geu 
for all time ranges, compared to Vig a small reduction is found for all but one time range. In two time 
ranges the application of the physical correction method reduced the RMSD compared to existing 
methods and otherwise yields nearly the same RMSD for the GHI of the corrected measurements. 
Compared to Geu, a reduction of the RMSD is found for all time ranges. The RMSD of the physically 
corrected GHI measurements ranges between 2.1% and 6% relative to the average reference GHI of the 
evaluated time interval. The highest RMSD occurs in the time range between June 2nd and August 30th, 
which lies almost completely in the summer monsoon time in New Delhi (Wang & Ho, 2001).  
This implies a challenge for the physical calibration method because the last calculated AOD from a 
sunny time stamp might be days or even weeks old. Especially the high bias in that time range could 
indicate that the Sedes2 model does not reach a sufficient accuracy for these weather conditions. 
However, the Phys method still outperformed the other correction methods for this time interval. This 
indicates that the physical correction method corrects the systematic measurement errors of LI-200 
sensor for NETRA better than the pre-existing methods. 
Figure 11 displays the bias and RMSD of the corrected measurements after applying the different 
correction methods for the DNI in the same manner as for the GHI. The reference DNI that is displayed 
on the horizontal axis is measured with the pyrheliometer at NETRA for the specific correction time 
range. 
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Figure 11: Absolute bias and RMSD of corrected measurements from NETRA with calibration factors 
from the PSA for the DNI. 
Figure 12 shows that the physical correction is able to reduce the bias of the corrected DNI 
measurements compared to Geu and Vig for all but one time range. This is again remarkable because it 
shows that the systematic errors of the RSI measurement could be reduced more than with pre-existing 
methods. The RMSD for the DNI is reduced or equal to the RMSD achieved with Geu for all but one time 
range and reduced for two time ranges in comparison with Vig. For two time ranges the RMSD is slightly 
increased in comparison with Vig. One possible explanation could be that the temporally closest AOD at 
550nm was not a good representation of the actual present AOD at 550nm and the timestamp was 
therefore corrected erroneous. Additionally, the Angstroem exponents, which are estimated with 
Aeronet data from a selected year in New Delhi, might not fit the actually present aerosol type.  
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Figure 12: Absolute bias and RMSD of corrected measurements from NETRA with calibration factors 
from the PSA for the DHI 
Figure 12 displays the absolute bias and RMSD for the DHI after the application of the three different 
correction models in the same manner as for the GHI and DNI. The physical correction method is able to 
reduce the bias of the measurements for the DHI significantly for all time ranges. (Geuder et al., 2008) 
and (Vignola, 2006) both make specific DHI corrections to account for measurement errors occurring 
specifically on days with blue skies. The new correction function is now able to model the current DHI 
spectrum and can then account for the actually present spectrum of the DHI. The lower bias for all time 
ranges is a result of this. The RMSD is decreased significantly for all except one time range in comparison 
with the pre-existing methods. This shows that the physical correction is able to better model the 
measurement of the DHI by the c-Si LI-COR sensor. In one time range the RMSD is slightly increased in 
comparison with pre-existing methods, but still only about 7 
W
m2
. Thus, the overall deviation of the DHI is 
reduced with the new method.  
This analysis of the measurement errors shows that the physical correction function is able to reduce 
the bias of the GHI, DHI and DNI measurements significantly for all time range but one for NETRA. The 
RMSD is reduced for most of the time ranges for GHI and DNI compared to Geuder and significantly 
reduced for the DHI component in comparison with Vignola and Geuder. This shows that through the 
approach based on physical relationships, the physical correction function is able to better model the 
measurement characteristics of the RSI. A possible reason why the RMSD is not even more reduced for 
the GHI and DNI might be a wrong estimation of the input parameters describing the aerosols like the 
AOD and the Angstroem exponents. This is further investigated in section 4.7.2.  
However, it is worth pointing out that the good correction results of the physical correction method are 
achieved already with quite rudimentary estimations of the atmospheric conditions and aerosol type. It 
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is worth stressing that the estimation of the aerosol properties, 𝛼1, 𝛼2, single scattering albedo and 
asymmetry factor, stem from an evaluation of 2009 in New Delhi, which is about 27km away (Google 
Earth, 2018) and a major aerosol source. With an improvement of the aerosol input parameters and the 
Sedes2 model, the measurement errors could be further reduced with the physical correction function 
(cf. section 4.7.2). 
However, the results suggest that the location dependence of the correction with calibration factors 
from the different climate at the PSA is reduced with the new methods. 
4.4.2 Correction results in Londrina, Brazil 
The calibration factors from a calibration time of one and a half months, from June 16th to August 30th 
2016 at the PSA. The resulting bias for GHI, DHI and DNI of the physically calibrated measurements at 
the PSA is below 0.5% with respect to the average reference irradiance for each component. The RMSD 
of the physically calibrated measurements for the GHI is 1.4%, for the DHI 4.1% and for the DNI 1.2% 
with respect to the respective average reference irradiance in the time range. This shows that the 
calibration was successful because these quantities matched the biases and RMSD of the calibrated 
measurements with the pre-existing calibration functions.  
The calibration results are tested with the three different correction methods, also used in NETRA (cf. 
section 4.4.1) at the Lon station in Londrina, Brazil. Five time ranges from Lon are examined, two time 
ranges of about one month, two of about two months and one ranging the entire available time range of 
six months. Since the station is located in the southern hemisphere, the time range includes spring, 
summer and fall at the site. Figure 13, 14 and 15 display the bias and RMSD of the corrected 
measurements for GHI, DNI and DHI respectively after the different correction methods are applied. 
 
Figure 13: Absolute bias and RMSD of corrected measurements from Londrina with calibration factors 
from the PSA for the GHI. 
Page 36 
 
The results are shown in the same fashion as the NETRA correction results, with the calibration time 
range at the top of each subplot and the average reference irradiance from the thermopile sensors from 
each time interval on the x axis. For three time ranges the bias of the GHI is reduced compared to Geu 
and for one time range it is decreased in comparison to Vig. For two time ranges the bias for the GHI 
measurement is increased with the physical method in comparison with the old methods. Overall, the 
bias of all methods is smaller than 1.5% relative to the reference GHI in that time range. No 
improvement of the RMSD is achieved with the physical method and the results of all three correction 
methods are close to each other. 
 
Figure 14: Absolute bias and RMSD of corrected measurements from Londrina with calibration factors 
from the PSA for the DNI. 
For most time ranges, the bias is increased with the new correction method. For the DNI component the 
RMSD is also slightly increased for all time ranges, but for all calibration methods the RMSD is between 
ca. 4% and 5%. 
Page 37 
 
 
Figure 15: Absolute bias and RMSD of corrected measurements from Londrina with calibration factors 
from the PSA for the DHI. 
The bias of the DHI measurement is reduced for two of five time ranges compared to Vig and reduced 
for all expect three time ranges compared to Geu with the physical method and does not exceed a bias 
of roughly 2.5%. The RMSD of the corrected DHI with the physical method is slightly increased for most 
time ranges, but the RMSD for all correction methods is close together. 
There are a few possible explanations for the lack of improvement by the physical correction method. 
No atmospheric pressure measurement is done in Londrina at the site on ground level. The pressure is 
therefore estimated with the barometric height formula, which adds an uncertainty to the correction 
method and could lead to a bias in the correction results. The pressure is used to calculate the 
precipitable water vapor. The precipitable water vapor and pressure are then used to estimate the AOD 
at 550nm (cf. Eq. (7)). This is a key factor when simulating the spectrum with SMARTS 2.9.5. If the AOD 
at 550nm is erroneous the spectrum and therefore the entire physical corrections are erroneous.  
An overall improvement of the input parameters especially in regard to the estimation of the Angstroem 
exponents, single scattering albedo and asymmetry factor should also be done because they stem from 
an Aeronet station that is about 469km away in a different climate (cf. section 4.2 and also the map in 
Appendix IV on page 55). Better correction results might even be achieved with estimations of the 
aerosol type from a station that is further away from Londrina but has a comparable climate and 
population size. 
Another uncertainty factor is the used cloud checker. It is optimized for NETRA, India. In order to 
distinguish between sunny and masked sun timestamps, the thresholds for clouds are set rather low to 
account for the high aerosol content (Nouri, July 2018). The application of these thresholds in Londrina 
Page 38 
 
might lead to an erroneous categorization of the timestamps. The corrections could therefore be 
repeated with an improved version of the cloud checker. In addition, all time ranges that are examined, 
are heavily impacted by clouds which means that the influence of Sedes2 on the physical correction is 
quite high even though Sedes2 might not be applicable in Londrina. (Myers, 2012) evaluated simulated 
spectra and spectral measurements for Miami in Florida and Boulder in Colorado and found high 
deviations between the computed spectra by Sedes2 and spectral measurements especially in the 
wavelength range of the here used LI-COR sensor. This shows that the Sedes2 model might not be 
applicable at every location. It should be investigated if Sedes2 can be adapted to the application at Lon. 
The uncertainties concerning the categorization of sunny time stamps could explain the lack of 
improvement in RMSD for all irradiance components. The possibly wrong input for the aerosol type 
could explain the increased bias that is observed for the GHI and DNI. Overall, there are many significant 
uncertainties regarding the results in Londrina due to the quality of the input data. A further 
investigation should therefore be conducted with the stated optimizations. 
4.5 Variability of the calibration factors at the PSA and NETRA  
In this section the variability of the calibration factors obtained with the selected calibration interval is 
analyzed. Five calibrations are conducted at the PSA for different time ranges and different seasons. The 
obtained calibration factors are then compared to the result from the longest calibration time. Six 
calibrations are conducted at NETRA and are again compared to the result from the longest calibration 
time. 
At the PSA, five calibration time ranges are examined. Three are two months long, one is one month and 
another one is one year long. The shorter time ranges are distributed between spring and fall. Figure 16 
displays the calibration factors, obtained the Geu, Vig und Phys, for the different time ranges. The 
respective calibration factors from the longest calibration time are shown as “Cert”B in the legend. The 
relative deviation of each calibration factor with respect to the Cert is also displayed in the lower 
subplot. The calibration time ranges are shown at the top of the first subplot. On the x axis the number 
of GHI time stamps “NumGHI” and the number of DNI time stamps “NumDNI” are shown. NumGHI 
references the number measurement points that were used to compute the GHI calibration factors for 
each calibration method. The GHI calibration factors are labeled with 𝑔 in the legend. NumDNI is the 
number of measurement points that were used to calculate the DHI calibration factors, which are 
labeled 𝑑 in the legend of the plots. In the case of the Vig calibration, NumDNI is also the number of 
measurement points that were used to calculate the DNI calibration factor, which is labeled with 𝑛 in 
the legend. 
                                                          
B
 These calibration factors are in practice then given to the client with a calibration certificate, hence the name. 
Page 39 
 
 
Figure 16: Calibration factors from calibrations at the PSA, Spain for different time ranges and their 
relative deviation with respect to the longest calibration time.  
NumGHI is the number of used data points to calculate the 𝑔 calibration factor and NumDNI is the 
number of used data points to calculate the 𝑑 calibration factor, and 𝑛 calibration factor in case of Vig. 
Cert is the calibration factor obtained from the longest calibration time range. 
The variation of the calibration results from the physical calibration method (Phys) is comparable to the 
pre-existing calibration methods. A seasonal dependence of the calibration method cannot be observed. 
Expect for the time range from April 15th to June 15th, the deviation of the Phys calibration factors is less 
or equal to the deviation of the Geu calibration factors. Especially the deviation of the 𝑑 calibration 
factor could be reduced significantly. This is particularly interesting because (Geuder et al., 2008) 
developed the calibration method with empirical relations from the PSA. The calibration method is 
therefore optimized for the climate at the PSA. Although no experimental data from the PSA is used to 
develop the new calibration function, the variation of the calibration factors can be reduced. 
The observed deviation of the Phys calibration factor 𝑑𝑃ℎ𝑦𝑠 in the time range from April 15
th to June 15th 
might stem from a significant number of days that are impacted by clouds in that time range. Especially 
then the Sedes2 model influences the spectral temperature correction of the time stamps and therefore 
the calibration results significantly. It has to be further investigated if the application of Sedes2 at the 
PSA results in an acceptable model of the cloud impacted spectra. However, the deviation of less than 
2% for 𝑑𝑃ℎ𝑦𝑠 from the long term calibration is below the calibration uncertainty of 2.5% as stated for the 
Geu and Vig method by (Jessen, Wilbert, Nouri, Geuder, & Fritz, 2016). Furthermore, the corresponding 
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deviation in terms of DNI is for a deviation of less than 2% of the DHI much lower than for the GHI. The 
observed stability of the calibration factors is satisfying for all three methods. 
The same sensor, which is calibrated above at the PSA (cf. Figure 16), is calibrated at NETRA as well, 
using an Aeronet station that is about 32km away and situated on a hill (Google Earth, 2018)  (see also 
Appendix III on page 53). The used Aeronet data is of level 1.5, which is cloud cleared but is not fully 
quality assured (Aeronet, August 2018b). The time ranges vary between one and a half and nine months. 
It is worth pointing out that the time range of 1.5 months roughly compares to a calibration time of 1.5 
weeks at the PSA and the time range of nine months roughly to two months at the PSA in terms of used 
data points. Most of the data points are sorted out because the sensors were not cleaned less then 24h 
before the measurement. 
Figure 17 displays the calibration results and deviation of the calibration factors with respect to the 
longest calibration time at NETRA in the same manner as before in Figure 16 for the PSA.  
 
Figure 17: Calibration factors obtained at NETRA, India for different time ranges and calibration 
methods and their relative deviation with respect to the longest calibration time.  
NumGHI is the number of used data points to calculate the g calibration factor and NumDNI is the 
number of used data points to calculate the d, and n in case of Vig, calibration factor. Cert is the 
respective calibration factor from the longest calibration time range. 
The variation of the calibration factors in a warm temperature, winter dry, hot summer climate is 
stronger than at the PSA, but is reduced compared to Geu and Vig with the physical calibration method, 
especially for the 𝑑 calibration factors. The deviation of both Phys calibration factors is below 3% for all 
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time ranges. This is still a quite high variation especially for the GHI, but a noticeable improvement 
compared to roughly 3.5% for Geu and Vig for the GHI and over 4% for the DHI. The largest deviation of 
the Phys calibration factors is observed from June 2nd to August 30th. This time range lies almost 
completely in summer monsoon in New Delhi (Wang & Ho, 2001). It is also questionable if the Sedes2 
model can be applied as mentioned above. Since the applied filter allows all GHI measurements above 
10 
𝑊
𝑚2
, the GHI calibration is most impacted by Sedes2. The 𝑑𝑃ℎ𝑦𝑠 calibration factor is only calculated 
with time stamps where the DNI is above 300 
𝑊
𝑚2
 because of the RMSD variation with respect to the DNI 
(cf. section 3.2). In the summer monsoon, there are few time stamps where this is the case. The 
calibration factor of the DHI is therefore not as affected by Sedes2. The application of Sedes2 at NETRA 
should be further investigated. 
4.6 Summary 
The correction results from NETRA, India show that the physical correction method is able to reduce the 
bias of the measurements for GHI, DHI and DNI significantly. Also, the RMSD is significantly reduced for 
the DHI and reduced for most cases of the experimental results for the GHI and DNI. At NETRA, the 
physical correction method is applied with quite a good estimation of the Angstroem exponents, single 
scattering albedo and asymmetry factor from a nearby Aeronet station. The used cloud checker is also 
optimized for the station at NETRA. It clearly shows the location dependence can be reduced with the 
physical correction method if the input parameters are well defined. 
The correction results from Londrina show that the physical correction method has no real advantage if 
the assumptions about the atmosphere are too severe. Especially, the estimation of the aerosol type 
from an Aeronet station that is 550km away and the effect of the estimation of the pressure on the AOD 
has a significant effect on the uncertainties of the physical correction method. Another aspect is the 
cloud detection that is not optimized for this location. The results from NETRA suggest that with a better 
estimation of the input parameters, the correction results from Londrina might be improved.  
Overall, the variation of the physical calibration factors at the PSA over the course of one year is better 
than the variation of Geuder. The relatively high deviation from the Cert of the Phys calibration factors 
in the spring could indicate that the physical calibration should be done only for days with little cloud 
presence. That way, the influence of the Sedes2 modification can be reduced. This should be 
investigated further. However, the physical method still reached a very good result considering that 
Geuder’s method was developed at the PSA and was optimized for these climate conditions (Geuder et 
al., 2008). The variation of the calibration factors obtained at NETRA with the calibration interval is 
reduced when using the physical calibration method. Therefore, the seasonal dependence of the 
calibration factors is reduced by the physical calibration method compared to the pre-existing methods. 
4.7 Room for improvement  
The influence of the aerosols, the precipitable water vapor and the Sedes2 model can be considered to 
improve the physical correction method. This section only evaluates the influence of the aerosols and 
the precipitable water vapor.  
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An improvement in finding default values for the Angstroem exponents, single scattering albedo and 
asymmetry factors could improve the method’s performance significantly. The aerosol type that is 
mainly present in the examined time range is then better estimated. The AOD calculation for long cloudy 
intervals could also be improved as the correction results from NETRA show for the monsoon time (cf. 
section 4.4.1). This might be achieved by using a default AOD value for cloudy conditions if the temporal 
closest AOD is too old. 
The AOD at 550nm estimation with the Linke-Ineichen turbidity is a key component when correcting 
measurements with the physical correction method. The methods of calculating the AOD during the 
calibration and during the correction differ fundamentally (cf. sections 3.2 and 3.3). The following 
sections investigate, how well the iteration process during the physical correction (cf. section 3.3) 
estimates the AOD at 550nm. The estimation of the AOD depends on the calculated precipitable water 
vapor. How well the calculation of the precipitable water vapor by (Gueymard, 1993; Gueymard, 1995) 
fits the reference precipitable water vapor is also investigated. This analysis is done in the following two 
sections for the PSA and NETRA. 
4.7.1 AOD and precipitable water vapor estimation at the PSA, Spain 
The iteration process during the correction uses the calculated precipitable water vapor from 
(Gueymard, 1993; Gueymard, 1995) along Eq. (4) and an estimation of the AOD at 550nm (𝜏550𝑛𝑚) along 
Eq. (7) by (Ineichen, 2008), which uses the current Linke-Ineichen turbidity, the precipitable water vapor 
and the current atmosphere pressure as input. The current Linke-Ineichen turbidity 𝑇𝐿𝐼 as stated, in Eq. 
(5) from (Ineichen & Perez, 2002), uses the altitude, the current DNI, the current distance between the 
earth and the sun and the altitude corrected air mass as input parameter. 
The evaluation uses one year of data from the PSA and the following approach to evaluate the accuracy 
of the AOD estimation. First, the AOD at 550nm is estimated with the iteration process from the physical 
correction at the PSA over the course of one year for all sunny timestamps. The AOD at 550nm is also 
calculated from the measurement of 𝛼2 and 𝛽 from the Aeronet station along Eq. (3) as the most 
accurate reference. This is the AOD at 550nm that is used in the calibration method (cf. section 3.2). 
Then, the AOD at 550nm is calculated with reference measurements of the DNI from the pyrheliometer 
and the precipitable water vapor from the Aeronet station. Because the physical correction calculates 
the water vapor with the equation given by (Gueymard, 1993; Gueymard, 1995), the AOD at 550nm is 
also calculated with the reference DNI and the calculated water vapor. All AOD at 550nm are compared 
to each other. The calculated precipitable water vapor is also compared to the measurement with the 
Aeronet station as a reference. 
In Figure 19 and Figure 18 the results of the analysis are shown. On the y axis of Figure 19a) and Figure 
18, the AOD at 550nm after the iteration process is displayed. This AOD is estimated during the 
correction process with the calculated precipitable water vapor and is only calculated for sunny time 
stamps. On the x axis of Figure 19a) and Figure 18 different reference AODs are shown. Figure 19b) 
shows the precipitable water vapor from the Aeronet station as the most accurate reference on the x 
axis and the calculated water vapor on the y axis. The color bar references how many measurement 
points fell into the corresponding pixels of the graphs.  
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First, it also needs to be investigated, how the estimated 𝜏550𝑛𝑚 from the Linke-Ineichen turbidity along 
Eq. (7), fits the actual AOD at 550nm at the site as obtained by Aeronet measurements. The comparison 
between the 𝜏550𝑛𝑚 after the iteration and the 𝜏550𝑛𝑚 calculated from 𝛽 and 𝛼2, measured with the 
Aeronet station is shown in Figure 18b). 𝜏550𝑛𝑚 is be calculated from 𝛽 and 𝛼2 using Eq. (3).  
 
Figure 18: Evaluation of the AOD calculation by (Ineichen, 2008) and calculated precipitable water 
vapor by (Gueymard, 1993; Gueymard, 1995) for the PSA, Spain. 
a) Calculated 𝝉𝟓𝟓𝟎𝒏𝒎  after the iteration process in comparison with 𝝉𝟓𝟓𝟎𝒏𝒎 calculated from Aeronet 
data for one year and sunny timestamps.  
b) Calculated precipitable water vapor compared to measured water vapor from Aeronet 
measurements for one year. 
The comparison in Figure 18a) clearly shows that the AOD after the iteration does not fit the actual AOD 
well for a lot of cases. The vertical and horizontal lines that can be observed in Figure 18a) are the effect 
of erroneous cloud filtering. The used cloud filter is optimized for the atmospheric conditions at NETRA 
so that some clouds at the PSA are not detected (Nouri, July 2018). Another effect that can be observed 
in Figure 18a) is the very dominant horizontal line at a very low 𝜏550𝑛𝑚 after the iteration. For these 
cases the equation by (Ineichen, 2008) (cf. Eq. (7)) calculates negative AODs for the current Linke-
Ineichen turbidity. These values are then automatically set to a low AOD of 0.00000001 by the physical 
correction method because SMARTS 2.9.5 expects a finite, positive AOD as input parameter.  
The described effects are problematic because during the calibration, 𝛽 is used to simulate the spectra 
with SMARTS 2.9.5 and during the correction, the calculated 𝜏550𝑛𝑚 from (Ineichen, 2008) is used. There 
are a number of possible reasons why the differences can be observed. For one, the function to obtain 
𝜏550𝑛𝑚 from the TLI by (Ineichen, 2008) uses an urban aerosol type. This is a poor choice for the remote 
PSA in a more rural environment and only about 40km away from the coast (Google Earth, 2018). The 
SMARTS 2.9.5 simulation software converts by default the turbidity input parameters to 𝛽 along Eq. (3). 
This has a huge impact in the correction method because the 𝛼2, which is given to SMARTS 2.9.5 during 
the correction process, is a default value obtained from an average from a selected year. Obviously, this 
value does not reflect the current 𝛼2 at the measurement site at all times. This stresses the importance 
of correct estimations of the Angstroem exponents prior to the correction at a site. 
a) b) 
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Figure 18b) shows that the calculated precipitable water vapor is too high in comparison with the 
reference precipitable water vapor from Aeronet. The influence of the calculation of precipitable water 
vapor on the AOD at 550nm is therefore investigated in Figure 19a) and b). 
 
 
 
 
Figure 19: Evaluation of 𝝉𝟓𝟓𝟎𝒏𝒎 for sunny time stamps over the course of one year at the PSA 
a) Calculated 𝝉𝟓𝟓𝟎𝒏𝒎 after the iteration process in comparison with the 𝝉𝟓𝟓𝟎𝒏𝒎 calculated with 
Aeronet precipitable water vapor and the reference DNI.  
b) Calculated 𝝉𝟓𝟓𝟎𝒏𝒎 after the iteration process in comparison with 𝝉𝟓𝟓𝟎𝒏𝒎 calculated with the 
calculated precipitable water vapor and the reference DNI. 
The resulting 𝜏550𝑛𝑚 for all sunny time stamps from iteration process of the correction method is 
compared to the 𝜏550𝑛𝑚 calculated from the measured precipitable water vapor from Aeronet and the 
reference DNI from the pyrheliometer (c. f. Figure 19a) and the 𝜏550𝑛𝑚 calculated from the calculated 
water vapor and the reference DNI from the pyrheliometer (c. f. Figure 19b).  
Figure 19a) and b) clearly show the influence of the source of the precipitable water vapor on the 
calculation of the AOD. Figure 19a) suggests that the iteration process does not estimate the AOD well 
because the AOD is estimated too low. The bias that can be observed in Figure 19a) can be explained by 
the bias of the water vapor calculation (cf. Figure 18b). A higher precipitable water vapor leads to a 
smaller estimated AOD. When evaluating Figures 19b) it becomes apparent that the AOD after the 
iteration process shows a smaller bias when the reference AOD is also calculated with the calculated 
water vapor. It should therefore be investigated if the formula to calculate the precipitable water vapor 
can be adapted to the PSA, Spain. 
It also needs to be investigated how the iteration process changes the estimated AOD for the sunny time 
stamps. This comparison is shown in Figure 20.  
a) b) 
  
Figure 20: Evaluation of 𝝉𝟓𝟓𝟎𝒏𝒎 for sunny time stamps before and after the iteration at the PSA 
a) Calculated 𝝉𝟓𝟓𝟎𝒏𝒎 after the iteration process in comparison with the 𝝉𝟓𝟓𝟎𝒏𝒎 calculated with 
Aeronet precipitable water vapor and the reference DNI.  
b) Calculated 𝝉𝟓𝟓𝟎𝒏𝒎 before the iteration process in comparison with the 𝝉𝟓𝟓𝟎𝒏𝒎 calculated with 
Aeronet precipitable water vapor and the reference DNI. 
When comparing the two obtained 𝜏550𝑛𝑚 before and after the iteration to the calculated 𝜏550𝑛𝑚 with 
the Linke-Ineichen turbidity obtained from reference sensors and the calculated precipitable water 
vapor in Figure 20, one notices that the iteration seems to increase the standard deviation of the 
calculated 𝜏550𝑛𝑚 and the underestimation of 𝜏550𝑛𝑚. A possible explanation is that the aerosol type 
used to calculate 𝜏550𝑛𝑚 with the Linke-Ineichen turbidity does not match the Angstroem exponents 
that are used in the SMARTS 2.9.5 calculation during the iteration process. The break condition used in 
the iteration is a small change of the spectral temperature correction factor, which ensures self-
consistency of the correction results. However, this cannot guarantee that the obtained factors are 
actually correct. The relationship between 𝜏550𝑛𝑚 and the selected Angstroem exponents needs to be 
investigated further and possibly an adjustment of the break condition of the iteration process might be 
considered. 
Another possible solution for the problems discussed before might be a calibration that is closer to the 
actual correction method. That way, the atmosphere during the calibration is not estimated with the 
best possible measurements, but the influence of the calculation of precipitable water vapor and the 
calculation of the AOD with the Linke-Ineichen turbidity might be reduced if the deviations caused by 
the estimation are similar at the calibration test site. The result could be calibration factors that fit the 
correction better and therefore might result in better correction results. Also, the calibration could then 
also be less dependent of a nearby Aeronet station. 
4.7.2 AOD and precipitable water vapor estimation at NETRA, India 
The same investigation as in section 4.7.1 above is done for NETRA, India using Aeronet data from Gual 
Pahari. Note, that even though the investigation is done for one year as well, there are far less data 
points in Figure 22 and Figure 21a) then in Figure 19 and Figure 18. Reasons for that difference are the 
premise that the investigation for NETRA is only done for sunny time stamps and clean reference 
a) b) 
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sensors. Because of the fewer data points such a thorough investigation as done for the PSA is not 
possible for NETRA.  
Figure 21a) shows the comparison between the 𝜏550𝑛𝑚 obtained from the iteration process and the 
calculated 𝜏550𝑛𝑚 from the Aeronet 𝛽 and 𝛼2 at Gual Pahari. The sample size is much smaller than for 
the comparison done in Figure 18a) at the PSA.
 
 
Figure 21: Evaluation of the AOD calculated by (Ineichen, 2008) and calculated precipitable water 
vapor by (Gueymard, 1993; Gueymard, 1995) for NETRA.  
a) Calculated 𝝉𝟓𝟓𝟎𝒏𝒎 after the iteration process with 𝝉𝟓𝟓𝟎𝒏𝒎 calculated from Aeronet data from Gual 
Pahari.  
b) Calculated precipitable water vapor at NETRA compared to precipitable measured water vapor at 
Gual Pahari. 
The 𝜏550𝑛𝑚 after the iteration does to not show a significant bias, but the deviations between the 
reference AOD obtained with Aeronet and the AOD after the iteration are much higher than at the PSA. 
The spreading of the AOD values could be explained by the different locations of the stations. The 
𝜏550𝑛𝑚 on the vertical axis is calculated only with input parameters from NETRA while the 𝜏550𝑛𝑚 on the 
horizontal axis is calculated solely from the Aeronet measurements at Gual Pahari. The NETRA station 
lays directly in the wind direction coming from New Delhi. The aerosols in the atmosphere above NETRA 
might therefore be different than the aerosols present at Gual Pahari. If the wind direction is the same 
for Gual Pahari as it is for NETRA, the areosols above Gual Pahari are rather mixed with the aerosols 
coming from the surroundings of New Delhi (see also the map in Appendix III on page 53).  
The comparison in Figure 21b) between the calculated precipitable water vapor from ambient 
temperature, relative humidity and pressure, measured at NETRA with the formula provided by 
(Gueymard, 1993; Gueymard, 1995) and the precipitable water vapor as measured at the Aeronet site in 
Gual Pahari shows that the water vapor is clearly estimated too high. One reason could be the distance 
between the NETRA and Gual Pahari stations. The Aeronet station is situated about 50 meters above the 
NETRA station and is about 32km away (Google Earth, 2018) (see also the map in Appendix II.). Another 
possible explanation could be that the formula itself calculates the precipitable water vapor too high 
a) b) 
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because the calculation of the precipitable water vapor at the PSA, Spain is also calculated too high (c. f. 
Figure 18a). The result itself does not imply that the formula to calculate the precipitable water vapor is 
not applicable at NETRA. A further study should be conducted with a reference station measuring 
relative humidity and ambient temperature next to the Aeronet station. For a quantitative statement, 
more data from different locations is needed. 
Figure 22 shows the AOD after the iteration in comparison with the AOD calculated from the reference 
DNI from the pyrheliometer at NETRA and either the precipitable water vapor from the Aeronet station 
at Gual Pahari (Figure 22a) or the calculated precipitable water vapor (Figure 22b).  
 
 
 
 
Figure 22: Evaluation of 𝝉𝟓𝟓𝟎𝒏𝒎 for sunny time stamps over the course of one year at NETRA 
a) Calculated 𝝉𝟓𝟓𝟎𝒏𝒎 after the iteration process in comparison with the 𝝉𝟓𝟓𝟎𝒏𝒎calculated with 
Aeronet precipitable water vapor from Gual Pahari and the reference DNI.  
b) Calculated 𝝉𝟓𝟓𝟎𝒏𝒎 after the iteration process in comparison with 𝝉𝟓𝟓𝟎𝒏𝒎 calculated with the 
calculated precipitable water vapor and the reference DNI. 
First of all, the comparison between Figure 22a) and b) shows that the estimation with the iteration 
process works better at NETRA than at the PSA (cf. Figure 19). A small bias can be observed when 
comparing the 𝜏550𝑛𝑚 after the iteration with the 𝜏550𝑛𝑚 calculated with the precipitable water vapor 
measured at the Aeronet station at Gual Pahari. This bias can also be observed in Figure 21a). An 
analysis of the effect of the iteration process AOD, similar to Figure 20, is done for NETRA as well and 
revealed that the standard deviation of the AOD is also slightly increased after the iteration. The 
underestimation that is apparent at the PSA (cf. Figure 20) could not be observed at NETRA. 
4.7.3 Summary of the options to improve the physical methods 
All in all, this investigation shows that there is room for improvement for the correction method. The 
𝜏550𝑛𝑚 that is calculated during the correction is converted by SMARTS 2.9.5 to 𝛽 using the default 𝛼2. 
This cannot represent the current value for most time stamps. It should be investigated if it is possible to 
directly estimate 𝛽 better from atmospheric parameters or if better results are achieved with a default 
aerosol type. It should also be investigated if the calculation of the AOD at 550nm with (Ineichen, 2008) 
is only applicable for urban aerosol types and better estimation results at the PSA are achieved if a rural 
a) b) 
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aerosol type is used for obtaining the conversion formula. The calculation of the precipitable water 
vapor by (Gueymard, 1993; Gueymard, 1995) also needs to be reviewed and possibly adjusted, 
especially for the PSA, Spain. 
The calibration and correction methods might also benefit, if the calibration is done with calculated 
precipitable water vapor along Eq. (4) and the AOD is calculated with the reference DNI and the 
calculated water vapor as opposed to the Aeronet input. That way, the calibration method is less 
dependent on a nearby Aeronet station and the calibration is closer to the actual correction method. 
This could lead to calibration factors that might fit the measurements and their correction better 
because the difference between the precipitable water vapor calculation and AOD in the two methods is 
then less dominant. 
5 Conclusion and Outlook 
A new calibration and correction method for RSIs based on physical principals has been developed. The 
spectral temperature correction corresponds to the broadband corrections that were derived so far by 
Geuder and King. Differences between the so far used broadband temperature corrections can be 
explained and reproduced by using the different spectra that were most likely present during the 
experimental determination of the broadband temperature corrections. The newly found cosine 
correction function can be applied as a standalone function to the DNI as opposed to the current 
correction sets where the empirical correction functions for the cosine and spectral effects of the 
calibration factors are intervened and only applicable to the GHI.  
The physical correction method shows good results in regards of reducing the location dependence, 
especially in the previously problematic case of the NETRA station. That way, the here presented set of 
calibration and correction functions can be applied under very different climate conditions. The physical 
correction method works well in removing the bias from the measurements of GHI, DHI and DNI and can 
reduce the RMSD most of the time, especially for the DHI component.  
The seasonal variation of the calibration factors obtained at one station is also significantly reduced by 
the new physical calibration function. Even at the PSA, where the calibration function by Geuder was 
developed, the physical calibration factors show less variation over the course of one year. In the humid 
climate of the NETRA station, the variation of the calibration factors can also be reduced by the new 
calibration method in comparison with the variation of the Vignola and Geuder calibration factors.  
Correction results from Londrina, Brazil show that the determination of the input parameters can still be 
improved. Better results might be possible with improved estimations of aerosol type and an improved 
cloud checker. Especially the results from NETRA show the importance of a good estimation of the input 
parameters and cloud detection because the good results there are achieved with quite rudimentary 
assumptions about the aerosol properties from an Aeronet station near-by. An investigation to further 
improve the aerosol input parameters should therefore be done. 
The application of the enhanced Sedes2 model on the GHI instead of the GTI also seems to introduce 
significant errors. Especially the application of Sedes2 at the different stations needs to be further 
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investigated. An improved model could easily be included in the physical correction and calibration 
function. 
Calculating the precipitable water vapor from the ambient temperature and relative humidity at the 
correction site induces a significant bias in the calculation of the aerosol optical depth. Especially for the 
PSA, Spain, the calculation needs to be reviewed and possibly adjusted.  
The iteration process of the correction method currently underestimates the AOD. One explanation can 
be the overestimation of precipitable water vapor by the used formula. Also, the calculated AOD during 
the iteration is automatically converted to the Angstroem turbidity by SMARTS 2.9.5. It uses the quite 
rudimentary input parameters for this conversion and it should therefore be investigated if the 
Angstroem turbidity can be better estimated directly from the atmospheric parameters available at the 
measurement site of the RSI. The used iteration process also seems to increase the standard deviation 
of the AOD during the iteration process. It should therefore be investigated if the estimation of the AOD 
with the Linke-Ineichen turbidity is applicable for non-urban aerosol types.  
For stations that are far away from any Aeronet station where the estimation aerosol type from an 
Aeronet station is questionable, a solution might be the use of default aerosol types that are already 
implemented in SMARTS 2.9.5. This should be further investigated especially at Londrina, Brazil. 
The interplay of the calibration and correction function might also be improved with the premise, that 
the atmosphere during the calibration is not estimated with the best available input parameters, but 
also with calculation of the AOD with the Ineichen-turbidity and the calculated precipitable water vapor 
from the relative humidity and ambient temperature. An advantage might be that the calibration 
function and the correction function are more similar in estimating the atmosphere around the sensor 
and therefore the calibration factors fit the correction method better. 
In conclusion, the physical calibration and correction methods are able to reduce the problematic 
location dependence of the pre-existing calibration and correction methods by Geuder and Vignola. 
More stations at different locations should be examined to further examine the results achieved by the 
physical correction. The physical correction and calibration methods show promising results for a further 
improvement of the RSI accuracy. Even better results could be achieved with an improvement of the 
AOD estimation, the precipitable water vapor calculation and the handling of clouds.  
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Appendix 
I. Flowchart of the calibration method: 
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II. Flowchart of the correction method:
 
 
continued 
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     continued 
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The results are for all processed time stamps. 
III. Site evaluation of NETRA 
Histogram of the wind direction over the course of one year at NETRA, bin size 10°: 
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The distance and height profile between the Aeronet station in Gual Pahari and NETRA. The thick line 
marks the main wind direction (305°) as measured at NETRA. It references from where the wind is 
blowing with thick arrows. The distance (yellow line) is measured as 32.0km. 
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IV. Londrina 
The distance and height profile between the Aeronet station in Campo Grande and 
Londrina. The distance (yellow line) is measured to be 469km. 
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