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Abstract—This paper gives an introduction to the basic concepts of grey systems, grey  numbers  and  grey  models,  and discusses their roles  in  data  analysis  of  data  science.  The necessity of small data models is demonstrated, and their complementary functions to Big Data models are investigated. Based on these investigations, a novel framework for combining Big Data models with grey models is   proposed. 
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I.	 Introduction

With the increased availability of data from the Internet and Internet of Things, data  analytics  targeting  on  Big Data is becoming the major focus in data science. The highlighted topics are those related with large volume, high velocity and variety [1]. Many companies are establishing their data analytics teams focusing  mainly  on  Big  Data and related data analytics, and small data analytics  is largely ignored. However, the coming of the Big Data era does not necessarily bring an end to small data problems, and there are still situations where Big Data cannot solve the  problems  [2]–[4].  For  example,  traffic  volume  can be recorded as a Big Data  volume  and  good  predictions can be easily achieved by Big Data models for average estimation in a year or a month in a large area. However, an hourly or even finer prediction for  a specific location will be difficult for a  Big  Data  model  as  it  is  more related with the local and recent data for that period and location. In that case, a small data model may perform better. 

In  real  world,  there  are  situations  where  data  could  be extremely limited and uncertain. For example, yearly economic evaluation may have to rely on a few data samples only (one for each year), and  aggregation  from Big Data can also lead to extreme limited data. In  this  case,  Big  Data technology cannot help, and neither can the traditional statistics due to the extremely low cardinality of data samples. However, the grey models in grey systems [5]–[8] are exactly designed for these situations. In grey systems, systems are classified into three different categories: white systems  where  everything  is  known,  black  systems where 
nothing  is  known  and  grey  systems  where  only  partial information is available. Due to the partial  information,  grey models consider the available information as a partial reflection of the ground truth, hence a series of grey operators are defined to maximise the usage of the available information and minimise the impact of this unknown information.  In  this  way,  grey  models  have  the  ability  to establish a feasible model using an extremely limited number of data samples. It is obvious that grey models provide a complementary capability which Big Data models do not have. In real world applications, it is possible that  both Big Data models and small data models could prove useful in covering a wider scope of applications in different scales as opposed to their  competitors.

However,  so  far,  grey  models  and  Big  Data  models  are  completely  separated  from  each  other.  Researchers   in the two different models are working in isolation and  have not yet realised their complementary roles to each other. In this paper, we  will  try  to  draw  a  link  between the two different  models  so  as  to  connect  them  together to provide a more robust data analytical tool for data science.

II.	GREY SYSTEMS AND GREY  NUMBERS

Grey systems were firstly  proposed  by Professor  J. Deng  in  1982  [9].  As  aforementioned,   the  information is classified into three categories: white with completely certain information, grey with insufficient information, and black with totally unknown information. Grey systems are concerned with, in particular, the information belonging to the grey category. Because of insufficient information, most of the statistical characteristics of the system may not be clearly identified. However, the data available may reveal the range of information. We now provide some basic definitions.

Definition 1 (Grey numbers [10]): Let Ω ⊂ R be the universe, g± ∈ Ω   be an unknown real number within a union set of closed or open  intervals

                        






Then we call g± a grey number.   and are called the lower and upper limits of g±.
If g− = g+, g± has no uncertainty at all and is called a white number; on the contrary, if  = Ω, there
is nothing known about g± and it is called a black number.

The degree of greyness of a grey number measures the significance of uncertainty in a grey number. For example, three different definitions for the degree of greyness of a generalised grey number have been proposed [7], [10], [11].

Definition 2 (Degree of greyness of a grey number [10]): 
Let  Ω⊂R be the universe and   ⊆ Ω, dmin,dmax ∈Ω are the minimum and maximum values of Ω. µ is a measurement defined on Ω. The degree of greyness of g± is defined as 
() =                          (1)

Similar to grey numbers, we can classify sets into three
different categories [10]:

Definition 3 (White sets [10]): For a set A ⊆ U, if its characteristic function value of each x with respect to A can be expressed with a single white number  v∈[0; 1]:

χA : U → [0, 1]                        (2)

Now A can be considered a white set.

In fact, a type-1 fuzzy set can be considered as a special case of a white set. A crisp set is clearly a white set and it is not fuzzy at all, but a type-1 fuzzy set is still a white set although it is fuzzy compared with a crisp set in that it has a single white number as its characteristic function value.

Definition 4 (Black sets [10]): For a set A ⊆ U, if its characteristic function value of each x with respect to A can be expressed with a black number, then A is a black set. An object contained within a black set has a completely unknown characteristic function value, and it is opposite to a white set where we have complete knowledge about the characteristic function value. Between the two extremes, a set with incomplete information about its characteristic function values is defined as a grey set [10]:

Definition 5 (Grey sets [10]): For a set A ⊆ U, if the
characteristic function value of x with respect to A can be
expressed with a grey number   D[0,1]:

χA : U → D[0, 1]±

then A is a grey set.

Here, D[0; 1]± refers to the set of all grey numbers within the interval [0,1]. Similar to the expression of a fuzzy set, a grey set A is represented with its relevant objects and their associated grey numbers for its characteristic function:

A = g±(x1)/x1 + g±(x2)/x2 +…+ g±(xn)/xn

Because of the existence of grey and black objects, the relationships between some objects and a grey set may not be completely known. As a result, the value for its corresponding characteristic function can only be expressed as a grey number. This is due to the incomplete information of this object. Similar to the case for a grey number, the uncertainty caused by the information incompleteness can be measured using a degree of greyness [10].

Definition 6 (Degree of greyness for an object [10]): Let
U be the finite universe of discourse, x ∈ U. For a grey set
A ⊆ U, the characteristic function value of x with respect
to A is  D[0,1]±. The degree of greyness 




Based on the degree of greyness for an object, a degree
of greyness for a set is defined as follows:

Definition 7 (Degree of greyness for a set [10]): Let U be
the finite universe of discourse, and let A be a grey set and
A ⊆ U. Assume xi is an object relevant to A and xi ∈ U.
Let i = 1, 2, 3, …, n and n is the cardinality of U. The
degree of greyness of set A is defined as:

= 			(4)
According to the given definition, the uncertainty caused
by incomplete information for the evaluation of students
under different attributes can be measured using the degree








X(0) = (x(0)(1), x(0)(2), . . . , x(0)(n))

The curve ab demonstrated in Figure 1 does not show any obviously identifiable pattern in the data. Therefore, it is difficult to setup a feasible model for the sequence. As afore- mentioned, each value in the sequence can be considered as  a combination of the ground truth value together with a noise component, hence

x(0)(i) = x(0)(i) + ∆(i)






X(1) = (x(1)(1), x(1)(2), . . . , x(1)(n))

displays a clear growing tendency as shown by the curve ac
in Figure 1.





Fig. 1.  Impact of grey operators


Obviously, when k is big enough or the 1-AGO opertor is applied many times, the resulting sequence approximates to the real sum values of the sequences with less impact from the noise. It shows that the 1-AGO operator is effective in weakening the impact of  noise.






Then, we have the first order and single variable grey forecasting model, abbreviated as  GM(1,1):

x(0)(k) + az(1)(k) = b







        ,     
Then, a time response equation of GM(1,1) model can be established as

   +,  k=1, 2, …, n
With   this   equation,   a   reverse   operation   will   give  the
prediction values for the original  sequence.

The GM(1,1) is the simplest grey model, and it has been extended into many different more complicated models. Limited by the space, we would not cover other grey models here.

IV.	THE ROLE OF GREY MODELS IN DATA ANALYSIS

The last section has demonstrated the basic grey model GM(1,1), and it has been shown that a grey model applies weakening operators to reduce the impact of noise in the original sequence and then establish data models with less impact from the noise components. In this way, it will establish a feasible model with only a few data samples. It greatly reduces the required quantity of data samples and makes it possible to establish feasible models using small data. This is a distinctive advantage in comparison with  most other data analytic models. Although statistical  models
 
have a long history in solving small data problems, their requirement on data sample size is still much higher than grey models. The popular Big Data models, such as neural networks, require much more data to make sense. Therefore, these models will not work where grey models work. In this sense, grey models provide a beneficial complementary tool for data analytics.





In the current Big Data research, most investment  has gone to the first three Vs: Volume, Velocity and Variety. Significant progress has been made in these areas as well. However, the fourth V: Veracity has not received the  attention it deserves. The increase in data volume does not necessarily reduce uncertainties in Big Data; on the contrary, it more likely to increase uncertainty as a result of its variety. Big Data is usually collected from multiple sources where each source has its own interpretation and data accuracy.  Due to the variety of the data sources, required attributes in one source may not be recorded in another source, which will certainly lead to more missing values and incomplete information. The mixed accuracies will also certainly bring  in wider fluctuations in data accuracy and reliability. All these will raise incomplete data which may have significant impact on the reliability of the data analysis   result.






Fig. 2. Greyness of Big  Data


Obviously, if the degree of greyness is too large, the data analysis derived from such Big Data may give misleading results, which will  damage  the  reputation  of  Big  Data  and reduce people’s confidence on Big Data technology. Therefore, grey systems provide a useful tool in quantifying the incompleteness in Big Data.

B.	Full spectrum data analysis

When Big Data are collected from long term recording  and large areas, the general trends will be easy to capture through Big Data analysis. For example, yearly sales and large groups with common shopping interests will be easily to be identified in Big Data. However, the general trends are too general to be extended to individual shops or customers, and the daily sales at a specific shop for specific group of people at a specific time slot would be difficult to predict through Big Data technology. The probability obtained from large populations may not be a true reflection of a few specific individuals. Under such a situation, a grey model  has the potential to be much superior to the Big Data model. Grey models focus on limited recent data for specific local objects, it has fewer opportunities to be drowned in the Big Data ocean where remote and irrelevant information can change the prediction.






Fig. 3. Grey models in data analysis for   prediction


In Figure 3, Big Data models (e.g. Statistics, Neural Networks, etc.) will firstly be employed to  extract  long  term and general trends/pattern in data. The results are the identified general pattern meaningful when large volumes   of data are considered together. This general pattern does   not  necessarily  match  the  fact  data  in  a  specific location for a specific time slot. However, such an analysis may  reveal  that  these  significant  locations  (objects)  need  to  be further investigated. Based on the identified specific locations (time slots), small data sets corresponding to these identified specific location/time slots will be extracted from the Big Data. Then grey models will be applied to conduct short term prediction for specific locations (objects). The full prediction will be a combination of the general long terms trends and the short term forecasting for specific locations/objects. In this way, the two unrelated models can be connected together so as to establish a more informative full spectrum data analysis and prediction.


V.	THE ROLE OF GREY SYSTEMS IN OTHER ASPECTS OF DATA ANALYTICS
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