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Abstract
We investigate problems in penalized M -estimation, inspired by applications in
machine learning debugging. Data are collected from two pools, one containing
data with possibly contaminated labels, and the other which is known to contain
only cleanly labeled points. We first formulate a general statistical algorithm for
identifying buggy points and provide rigorous theoretical guarantees under the
assumption that the data follow a linear model. We then present two case studies to
illustrate the results of our general theory and the dependence of our estimator on
clean versus buggy points. We further propose an algorithm for tuning parameter
selection of our Lasso-based algorithm and provide corresponding theoretical
guarantees. Finally, we consider a two-person “game" played between a bug
generator and a debugger, where the debugger can augment the contaminated data
set with cleanly labeled versions of points in the original data pool. We establish
a theoretical result showing a sufficient condition under which the bug generator
can always fool the debugger. Nonetheless, we provide empirical results showing
that such a situation may not occur in practice, making it possible for natural
augmentation strategies combined with our Lasso debugging algorithm to succeed.
1 Introduction
Modern machine learning systems are extremely sensitive to training set contamination. Since sources
of error and noise are unavoidable in real-world data (e.g., due to Mechanical Turkers, selection
bias, or adversarial attacks), an urgent need has arisen to perform automatic “debugging" of large
data sets. Cadamuro et al. [2] and Zhang et al. [23] proposed a method called “machine learning
debugging” to identify training set errors by introducing new clean data. The algorithms proposed
by Zhang et al. [23] involve jointly optimizing vectors of model parameters and potential label fixes.
Although these debugging algorithms exhibit good performance in both regression and classification
settings, theoretical foundations of such algorithms have remained elusive.
A sizable body of theory has been developed in the last 50 years in robust statistics, with the goal of
devising methods for mitigating the effect of outliers and other sources of noise and quantifying the
effect of such procedures [9]. Notions from robust statistics have recently drawn attention for their
potential applications to machine learning, including the use of influence functions to identify leverage
points in deep neural networks [11]. Inspired by techniques in robust statistics, we present a new
theory for machine learning debugging. In particular, we introduce a novel weighted M -estimator
that consists of two loss functions applied to the respective data pools.
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The first main contribution of our work is to provide a rigorous theoretical framework that explains
how to identify errors in the “buggy" data pool. Our technical approach involves reformulating the
problem of support recovery of the bug vector as an `1-regularized least squares problem. Theoretical
results on the Lasso [20, 13] may then be applied to derive conditions under which the weighted
M -estimator correctly identifies all bugs with high probability. Our method resembles earlier work in
high-dimensional statistics [16, 14, 5, 17]; however, none of the previous formulations involve data
coming from multiple pools, as is the case in the aforementioned application settings.
The second main contribution is to design a novel algorithm for tuning parameter selection for our
Lasso-based algorithm. In contrast to existing work on Lasso tuning parameter selection [4], our
work aims to identify the support of the buggy data set rather than obtaining small estimation error
for the regression parameter vector. Starting from a sufficiently large initial tuning parameter that
produces the all-zeros vector as an estimator, and assuming the sufficient conditions for accurate
support recovery are met, the tuning parameter selection algorithm is guaranteed to terminate with a
correct choice of tuning parameter after a logarithmic number of steps.
Our third main contribution analyzes a two-player “game" between a bug generator and debugger,
where the bug generator is performing adversarial attacks [3], and the debugger is performing linear
regression based on using active learning to augment the initial data set. In contrast to previous
work [12, 22], our goal is again to identify buggy points rather than simply obtain a sufficiently good
linear regression estimator. On the theoretical side, we establish a sufficient condition under which an
omnipotent bug generator is always guaranteed to fool the debugger. However, we present experiments
based on real-world data to demonstrate that such a condition may not occur in practice, and we
suggest several natural debugging strategies that successfully identify the bugs in our simulations.
The remainder of the paper is organized as follows: Section 2 introduces our novel framework for
machine learning debugging using weighted M -estimators. Section 3 provides theoretical guarantees
for support recovery of buggy data points, and illustrates the benefit of having a clean data pool
through two case studies. Section 4 presents our algorithm for tuning parameter selection and its
corresponding theoretical guarantees. Section 5 discusses the two-player game between the bug
generator and debugger. Section 6 concludes the paper with several directions for future work.
Notation: We write λmin(A) and λmax(A) to denote the minimum and maximum eigenvalues of a
matrix A. We write ‖A‖max to denote the elementwise `∞-norm, ‖A‖2 to denote the spectral norm,
and ‖A‖∞ to denote the `∞-operator norm. For a vector v ∈ Rn, we write supp(v) ⊆ {1, . . . , n} to
denote the support of v, and ‖v‖∞ = max |vi| to denote the maximum absolute entry. We write ‖v‖p
to denote the `p-norm, for p ≥ 1. We write diag(v) to denote the n×n diagonal matrix with diagonal
entries equal to the components of v. For S ⊆ {1, . . . , n}, we write vS to denote the |S|-dimensional
vector obtained by restricting v to S. We write [n] as shorthand for {1, . . . , n}. Finally, we use
Null(A) to denote the nullspace of a matrix A.
2 Mathematical formulation
We now formalize the data-generating models analyzed in this paper. Suppose we have observation
pairs {(xi, yi)}ni=1 from the contaminated linear model
yi = x
>
i β
∗ + γ∗i + i, 1 ≤ i ≤ n, (1)
where β∗ ∈ Rp is the unknown regression vector, γ∗ ∈ Rn represents possible contamination in the
labels, and the i’s are i.i.d. sub-Gaussian noise variables with parameter σ2. In the random design
setting, we also assume the xi’s are i.i.d. and i ⊥⊥ xi. The goal of machine learning debugging is to
identify buggy data points, which is equivalent to estimating T := supp(γ∗). Let t := |T |.
Machine learning debugging also often involves a “clean” dataset, which guides our estimation of β∗
and/or γ∗. Hence, in addition to the samples described by the model (1), we assume we have data
from a second data pool
y˜i = x˜
>
i β
∗ + ˜i, 1 ≤ i ≤ m, (2)
where the ˜i’s are again i.i.d., and (x˜i, ˜i) may or may not be distributed as (xi, i).
2
Weighted M -estimation algorithm: We propose to optimize the joint objective
(β̂, γ̂) ∈ arg min
β∈Rp,γ∈Rn
{
1
2n
‖y −Xβ − γ‖22 +
η
2m
‖y˜ − X˜β‖22 + λ‖γ‖1
}
, (3)
where X ∈ Rn×p, X˜ ∈ Rm×p and the weight parameter η > 0 determines the relative importance
of the two data pools. Note that the case when only one data pool is available corresponds to setting
η = 0 in the objective (3); similar penalized objective functions have been previously studied by
other authors [16, 14, 5].
In the one-pool case, She and Owen [16] demonstrated the equivalence of the solution β̂ to the joint
optimization of the objective (3) over (β, γ) to the optimum of a regressionM -estimator in β with the
Huber loss. This motivates the question of whether the optimizer β̂ of the two-data-pool objective (3)
may similarly be viewed as the optimum of an M -estimation problem. The following result, proved
in Appendix A, shows that this is indeed true.
Proposition 1. The solution β̂ of the joint optimization problem (3) is the unique optimum of the
following weighted M -estimation problem:
β̂ ∈ arg min
β∈Rp
{
1
n
n∑
i=1
`nλ
(
yi − x>i β
)
+
η
2m
‖y˜ − X˜β‖22
}
. (4)
To our knowledge, such weighted M -estimators have not previously shown up in robust statistics.
Indeed, in classical settings, one usually assumes that data are drawn i.i.d. from a fixed distribution—
in our case, although the data are drawn from a mixture distribution, we actually know which points
come from which components of the mixture. Thus, it makes sense to use a different loss function for
elements from the distinct pools.
Lasso reformulation: Recall that our main goal is to estimate γ∗ rather than β∗. This is unlike
previous work, which either focuses on estimating (β∗, γ∗) jointly [16], [14], or estimating only
β∗ [5]. Thus, we will restrict our attention to γ∗ by reformulating the objectives appropriately.
In this paper, we will work in settings where X>X is invertible. Let PA = A(A>A)−1A> and
P⊥A = I −A(A>A)−1A> denote projection matrices onto the range of the column space of a matrix
A and its orthogonal complement. Define the stacked vectors/matrices
X ′ =
(
X√
ηn
m X˜
)
, y′ =
(
y√
ηn
m y˜
)
, ′ =
(
√
ηn
m ˜
)
, (5)
where X ′ ∈ R(m+n)×p and y′, ′ ∈ Rm+n. Then we can rewrite the objective function (3) as
γ̂ ∈ arg min
γ∈Rn
{
1
2n
‖P⊥X′y′ − Pγ‖22 + λ‖γ‖1
}
, (6)
where we have used P ∈ R(m+n)×n to denote the submatrix of P⊥X′ that simply deletes the last
m columns. Detailed derivations can be found in Appendix A.2. For one-pool debugging, we can
simply remove all the matrices/vectors with a prime superscript, and replace the first squared loss by
1
2n‖P⊥X y − P⊥X γ‖22. Note that the optimization problem (6) corresponds to linear regression of the
vector/matrix pairs (P⊥X′y
′, P ) with a Lasso penalty.
3 Support recovery consistency
The reformulation in Section 2 allows us to analyze the machine learning debugging framework
through the lens of Lasso support recovery. In this section, we will study two notions of support
recovery consistency: subset support recovery and exact support recovery. The estimate γ̂ satisfies
subset support recovery consistency if supp (γ̂) ⊆ supp (γ∗), and exact support recovery consistency
if supp (γ̂) = supp (γ∗). The three key conditions we impose to ensure correct support recovery
are provided below, where we write P⊥X′,TT to represent the submatrix of PX′ with rows and rows
indexed by T . The minimum eigenvalue condition lower-bounds the minimum eigenvalue of a
matrix; the mutual incoherence condition measures a relationship between the sets T c and T ; and
the gamma-min condition lower-bounds the minimum absolute value of elements of γ. We can state
analogous conditions to Conditions 1–3 for the one-pool case, where the prime superscripts of the
matrices are removed and (bmin, α,G) are defined accordingly.
3
Condition 1 (Minimum Eigenvalue). Assume that
λmin
(
P⊥X′,TT
)
= b′min > 0. (7)
Condition 2 (Mutual Incoherence). Assume that
‖P⊥X′,T cT (P⊥X′,TT )−1‖∞ = α′, for a constant α′ ∈ [0, 1). (8)
Condition 3 (Gamma-Min). Assume that
min
i∈T
|γ∗i | > G′ := ‖(P⊥X′,TT )−1P⊥X′,T ·′‖∞ + nλ
∥∥(P⊥X′,TT )−1∥∥∞ . (9)
We now provide two general theorems regarding subset support recovery and exact support recovery,
where we write P·T to denote the submatrix of P with columns indexed by T . The proofs are
contained in Appendix B.
Theorem 1 (Subset support recovery). Suppose the matrix P⊥X′ satisfies conditions (7) and (8). Also
suppose the regularization parameter satisfies
λ ≥ 2
1− α′
∥∥∥∥P>·T c(I − P·T (P>·TP·T )−1P>·T)′n
∥∥∥∥
∞
. (10)
Then the objective (6) has a unique optimal solution γ̂ and supp(γ̂) ⊆ supp(γ∗). Furthermore,
‖γ̂ − γ∗‖∞ ≤ G′.
Theorem 2 (Exact support recovery). Suppose in addition to the conditions of Theorem 1, condi-
tion (9) holds. Then we have a unique optimal solution γ̂, which satisfies exact support recovery.
In addition to the conditions for subset recovery, we need one more condition regarding the value of
mini∈T |γ∗i | to guarantee exact support recovery. Intuitively, if γ∗ has very small nonzero coordinates,
it is difficult to determine whether these values are due to random noise or intentional contamination.
We now focus on two special cases to illustrate the theoretical benefits of including a second data
pool in our debugging strategy. Although Theorems 1 and 2 are stated in terms of deterministic
design matrices and error vectors  and ˜, the conditions can be shown to hold with high probability
in the examples. We assume that  and ˜ are sub-Gaussian vectors with parameters σ2 and σ2/L,
respectively, where L ≥ 1 (i.e., the clean data pool has smaller noise). We use XT to denote the
submatrix of X with rows indexed by T , and define XT c analogously.
Example 1 (Orthogonal design setting). Suppose Q is an orthogonal matrix with columns
q1, q2, · · · , qp, and consider the setting where XT = RQ> ∈ Rt×p and XT c = FQ> ∈ Rp×p,
where R =
[
diag({ri}ti=1) | 0t×(p−t)
]
and F = diag({fi}pi=1). Thus, the points in the contami-
nated first pool correspond to orthogonal vectors. Similarly, suppose the second pool consists of
(rescaled) columns of Q, so X˜ = WQ> ∈ Rm×p, where W = diag({wi}pi=1). (To visualize this
setting, one can consider Q = I as a special case.)
The mutual incoherence parameters are α = max1≤i≤t
∣∣∣ rifi ∣∣∣ and α′ = max1≤i≤t ∣∣∣ rifif2i +η nmw2i ∣∣∣ for
the one- and two-pool cases, respectively. Hence, α > 1 if the weight of a contaminated point
dominates the weight of a clean point in any direction, i.e., |ri| > |fi|; on the other hand, if the
second pool includes clean points wiqi with sufficiently large |wi|, we can guarantee that α′ < 1.
Further note that the behavior of the non-buggy subspace, span{qt+1, . . . , qp}, is not involved in
any conditions or conclusions. Thus, our key observation is that the theoretical results for support
recovery consistency only rely on the addition of second-pool points in buggy directions. Formal
statements and additional details about these results can be found in Appendix B.3.
Example 2 (Random design setting). Next, consider a random design setting where the rows of
X and X˜ are drawn from a common distribution with covariance matrix Σ. We see that the three
conditions become relaxed in the presence of the second data pool when n and m are large.
First, we have bmin < b′min(η), where we write b
′
min(η) to emphasize the dependence of b
′
min on the
weight parameter η. A typical relationship between η and b′min is demonstrated in Appendix B.5:
For small n, increasing η usually leads to a big jump in the minimum eigenvalue, whereas for
large n, the minimum eigenvalue does not change much with η. Second, the mutual incoherence
parameters for the one- and two-pool cases are concentrated around ‖ −XT c [(n− t)Σ]−1X>T ‖∞
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and ‖−XT c [(n−t)Σ]−1X>T ‖∞/(1+η nm ), respectively. As we can see, having η in the denominator
can reduce the mutual incoherence parameter. Third, we have G = (2σ
√
log t+ 2nλ
√
t)/bmin and
G′ = (2σ
√
log t+ 2nλ
√
t)/b′min. Since b
′
min ≥ bmin, we always have G′ ≤ G. Thus, introducing
a second pool also relaxes the gamma-min condition. However, if η becomes too large, the lower
bound on λ in inequality (10) also becomes larger, so that G′ is large and the guarantee of Theorem 1
consequently becomes weaker. Formal statements and more details can be found in Appendix B.5.
4 Tuning parameter selection
A drawback of the results in the previous section is that the proper choice of tuning parameter depends
on a lower bound (10) that cannot be calculated in practice, since (T, α′, ′) are unknown a priori. The
tuning parameter λ determines how many outliers a debugger detects; if λ is large, then γ̂ contains
more zeros and the algorithm detects fewer bugs. A natural question arises: If the conditions hold for
exact support recovery, can we select a data-dependent tuning parameter that correctly identifies all
bugs? In this section, we propose an algorithm which answers this question in the affirmative.
4.1 Algorithm and theoretical guarantee
Our tuning parameter selection algorithm is summarized in Algorithm 1. The algorithm searches
through a range of parameter values for λ, with the value being halved on each step. The intuition
comes from considering an asymptotic result P⊥X
n→∞−→ (1− p/n)I under some mild assumptions
on X , in which case the Lasso is equivalent to soft-thresholding. The task then reduces to choosing
a proper threshold to distinguish the error y − γ∗ from the bug signal γ∗, which occurs when the
threshold lies between maxi |i| and mini |γ∗i |.
Algorithm 1 Regularizer selection
Input: λu, c¯
Output: λˆk
1: C = 1, k = 1, λˆk = λu.
2: while C = 1 do
3: Lasso : γ̂k ∈ arg minγ∈Rn
{
1
2n‖P⊥X′y − Pγ‖22 + λˆk‖γ‖1
}
.
4: Let X(k), y(k) consist of xi, yi such that i /∈ supp(γ̂k). Let l(k) be the length of y(k).
5: σ̂ = l
(k)
l(k)−p ·median
(∣∣P⊥
X(k)
y(k)
∣∣).
6: C = 0 if ‖P⊥
X(k)
y(k)‖∞ ≤ 52 c¯−1
√
log 2n σ̂.
7: k = k + 1, λˆk = λˆk−1/2.
8: end while
We now state our main result concerning exact recovery guarantees for this algorithm, where  and ˜
are sub-Gaussian with parameters σ∗2 and σ
∗2
L , respectively. Let ct =
t
n <
1
2 denote the fraction of
outliers. We assume knowledge of a constant c¯ that satisfies ct + P[|i| ≤ c¯σ∗] < 1/2. Note that a
priori knowledge of c¯ is less stringent of an assumption as knowing σ∗, since we can always choose c¯
to be close to zero. For instance, if we know the i’s are Gaussian, we can choose c¯ < erf−1( 12 − ct);
in practice, we can usually estimate ct to be less than 13 , so we can take c¯ = erf
−1( 16 ). As shown
later, the tradeoff is that having a larger value of c¯ provides the desired guarantees under weaker
requirements on the lower bound of mini∈T |γ∗i |. Hence, if we know more about the shape of the
error distribution, we can be guaranteed to detect bugs of smaller magnitudes.
We now make the following assumption on the design matrix:
Assumption 1. There exists a p× p positive definite matrix Σ, with bounded minimum and maximum
eigenvalues, such that for all X(k) appearing in the while loop of Algorithm 1,∥∥∥∥X(k)Σ−1X(k)>p − I
∥∥∥∥
max
≤ cmax

√
log l(k)
p
,
log l(k)
p
 ,
∥∥∥∥X(k)>X(k)l(k) − Σ
∥∥∥∥
2
≤ λmin(Σ)
2
,
(11)
where l(k) is the number of rows of the matrix X(k).
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The proof of the following result is provided in Appendix C:
Theorem 3. Define ν, cν , and Cν such that ν = P[|i| ≤ cνσ∗] and ν = P[|i| ≥ Cνσ∗], where ν
is a constant such that ν + ct < 12 . Let c¯ be a constant strictly smaller than cν . Let λ
∗ be the RHS
of (10), and assume λu ≥ λ∗. We write G′(λ) to denote the function of λ defined in equation (9).
Suppose Assumption 1, the minimum eigenvalue condition, and mutual incoherence condition hold. If
n ≥ max
{(
24
cν
) 1
cn
, 12p,
(
32C2 log 2n
1− ct (p
2 + log2 n)
) 1
1−2cn
}
,
where C is a constant, and
min
i∈T
|γ∗i | > max
{
G′(2λ∗), 4
√
log(2n)σ∗,
5
4
√
log(2n)
cν + 5Cν
c¯
σ∗
}
,
‖γ∗‖∞ ≤ Ccν
4
√
1− ct
√
log 2n
n1/2+cn
t
σ∗,
for some cn ∈ (0, 12 ), then Algorithm 1 will return a feasible λˆ in at most log2 λuλ∗ iterations such
that the Lasso estimator γ̂ based on λˆ satisfies supp(γ̂) = supp(γ∗), with probability at least
1− 3 log2 λ
u
λ∗
n−t − 2 log2 λ
u
λ∗ exp
(
−2 ( 12 − ct − ν)2 n).
Theorem 3 guarantees exact support recovery for the output of Algorithm 1 without knowing σ∗. The
gamma-min condition presented in Theorem 3 only differs from the gamma-min condition obtained
when λ = λ∗ in Theorem 2 by a constant factor; in fact, the constant 2 insideG′(2λ∗) can be replaced
by any constant c > 1, but Algorithm 1 will then require logc
λu
λ∗ iterations. Further note that larger
values of ct translate into a larger sample size requirement. A limitation of the theorem is the upper
bound on ‖γ∗‖∞, where t needs to be smaller than n in a nonlinear relationship.
Corollary 1. Assume the second pool has sub-gaussian noise with parameter σ
∗2
L . Define
λ(σ∗) :=
8
1− α′ max{1,
√
ηn
Lm
}
√
log 2(n− t)‖P
⊥
X,T c‖2
n
· (cσ∗).
If all the assumptions in Theorem 3 hold by replacing λ∗ with λ(σ∗), then taking λu =
2‖P¯>P⊥
X′y
′‖∞
n gives γ̂(λu) = ~0, so that Algorithm 1 produces an output λˆ in O(log n) iter-
ations resulting in exact support recovery, with probability 1 − 4(c
′ log2 n+max{0, 12 log2 ηnmL})
n−t −
2
(
c′ log2 n+
1
2 max
{
0, log2
ηn
mL
})
e−2(
1
2−ct−ν)
2
n.
Finally, we analyze the assumptions imposed on X:
Proposition 2. Suppose the xi’s are i.i.d. and satisfy any of the following additional conditions: (a)
the xi’s are Gaussian and the spectral norm of the covariance matrix is bounded; (b) the xi’s are
sub-Gaussian with mean zero and independent coordinates, and the spectral norm of the covariance
matrix is bounded; or (c) the xi’s satisfy the convex concentration property. Then Assumption 1 holds
with probability at least 1−O
(
n−1 + e−
n
2 +log log2
λu
λ∗
)
.
4.2 Experiments
We now provide simulation results to demonstrate the success of Algorithm 1 when the rows of X
are Gaussian. Table 1 shows that λˆ performs quite well compared to the λ’s chosen as a function
of the unknown σ∗ (cf. Theorem 2). Figure 1 shows that the exact support recovery success rate
increases with increasing n and decreasing ct; this can be seen from the requirement of n ∝ 11−ct in
Theorem 3. Details for the experiment setup may be found in Appendix C.5.
5 Competition between bug generator and debugger
Another important question motivated by our preceding theory is how to optimally design a second
data pool for use in our Lasso debugging algorithm. To this end, we consider a “game" played
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Table 1: Exact recovery success rate over 50 random
trials with different ct and λ when n = 3000 and
d = 20. The first four parameters are functions of σ∗,
where λ0 =
√
log 2n
n σ
∗, and λˆ is from Algorithm 1.
ct 0.05 0.1 0.15 0.2 0.25
λ = 40λ0 0 0 0 0 0
λ = 41λ0 1 1 1 1 1
λ = 42λ0 1 1 1 1 1
λ = 43λ0 0 0 0 0 0
λˆ 1 1 1 0.9 0.44 Figure 1: Exact recovery success rate over 50trials.
between a bug generator and debugger. Our discussion will be restricted to a setting where the
debugger can only choose points with the same covariates as points in the first pool, and then applies
the Lasso-based debugging strategy. This setting may be motivated by practical applications, since
the covariates may possess a contextual meaning that cannot be arbitrarily assigned by a debugger.
5.1 Analysis
As mentioned above, suppose the debugger is allowed to requery m points from the first pool. We
write x˜i = X>eν(i) for i ∈ [m], where eν(i) ∈ Rn is a canonical vector and ν : [m]→ [n] is injective.
In matrix form, we write X˜ = XD, where D represents the indices selected by the debugger. We
further assume that the debugger’s strategy is deterministic and known to the bug generator. The bug
generator is allowed to introduce t arbitrary contaminations into the linear model, with the intention
of causing the debugger to incorrectly identify supp(γ∗). We will discuss the noiseless case, so that
y = Xβ∗ + γ∗ and y˜ = X˜β∗. We will also assume that m < p, so the debugger cannot simply use
the uncontaminated second pool to obtain a good estimate of β.
Our main result carries a negative message, and provides conditions under which the bug generator
can always defeat the debugger. For a set K ⊆ [n] with |K| = t, we define the cone set
C(K) := {∆ ∈ Rn : ‖∆Kc‖1 ≤ ‖∆K‖1}.
Also let CA :=
⋃
K⊆[n],|K|=tC(K). Let N(XD) denote the nullspace of [In×n 0m×n]> −
[X>
√
ηn
mX
>
D ]
> (X>X + ηnmX>DXD)−1X>. The following theorem is proved in Appendix D:
Theorem 4. Suppose
N(XD) ∩ CA 6= {~0}, ∀D ⊆ [n] s.t. |D| = m. (12)
Then the bug generator always has a strategy to make sign(γ̂) 6= sign(γ∗).
A well-known result on the constraint-based Lasso shows that the following two properties are
equivalent [21]: (a) the Lasso has a unique solution γ̂ = γ∗; and (b) C(T ) ∩ Null(XD) = {~0}.
However, our result focuses on the Lagrangian version and signed support recovery.
We now provide an example to illustrate the conditions of Theorem 4.
Example 3. Let
X =
(
2 1 0 0 0 0
0 0 2 1 0 0
0 0 0 0 1 2
)
, β∗ =
(
1
1
1
)
.
If γ∗> = [1, 0, 1, 0, 0, 1], then suggested by the orthogonal case study, data points in positions 2, 4,
and 5 will be estimated to be buggy. We can show that when t ≥ 1 in the one-pool case, condition (12)
will hold and the bug generator can always fool the debugger. Furthermore, it is not hard to check
that when m ≤ 2, condition (12) also holds. Details may be found in Appendix D.2.
7
5.2 Experiments
The preceding example shows that the bug generator can fool the debugger with very few contaminated
data points unless m = p. On a positive note, our empirical studies suggest that such a carefully
constructed orthogonal design matrix may be unlikely to occur in real-world data sets. For our
experimental setup, we use a synthetic data set with xi ∼ N (0, I) and four UCI data sets: yacht,
slump, winered, and MSD. For each real data set, we set β∗ to be the least squares solution on the
whole data set. We randomly pick n data points from the whole data set to form the matrix X and
compute the labels y = Xβ∗. In order to make our simulations computationally feasible, we limit
the bug generator to choosing vectors γ∗ with all nonzero elements equal to a constant c.
We tested a variety of debugging strategies which include both deterministic and random, one-shot
and adaptive methods. We provide a full description of these methods, as well as experimental results
for other data sets, in Appendix D.3. Briefly, D.leverage selects m points with the largest leverage
scores; D.random simply randomly samples points from the first data pool; D.gamma first estimates
γˆ using one-pool debugging, then chooses points corresponding to the largest values of |γˆi|; and
D.influence selects points with the largest jackknife influence values adaptively. Results of these
active methods can be found in Figure 2. We see that all the carefully designed debugging methods
perform better almost everywhere than D.random. We also include exact recovery success rates
for one-pool debugging, where the debugger does not introduce a second pool at all. Based on our
experimental results, we recommend to use D.leverage when tn is small and D.gamma-adapt when
t
n
is large. If tn is unknown, we recommend using D.influence.
Figure 2: Number of successes for exact support recovery out of 50 random trials. For each setting of
n and t, we allow the debugger to add 1 or 2 clean data points.
6 Conclusions
We have developed theoretical results for machine learning debugging viaM -estimation and discussed
sufficient conditions under which support recovery may be achieved. As shown by our theoretical
results and illustrative examples, a successful debugging strategy may be obtained by producing a
carefully chosen interaction between the non-buggy subspace (augmented using a second pool of
clean data points) and the buggy subspace. We have also designed a tuning parameter algorithm
which is guaranteed to obtain exact support recovery when the design matrix satisfies a certain
concentration property. Finally, we have analyzed a competitive game between the bug generator and
the debugger, and established a result showing when the bug generator can always cause the debugger
to fail. On the other hand, our empirical findings show that such circumstances do not hold for real
data, particularly when the data set is large and the contamination budget is small.
The techniques introduced in our paper may plausibly be extended to other scenarios involving more
than two data pools, such as meta-analyses of large-scale datasets. A natural generalization would be
to use other combinations of loss functions in settings which involve forms of contamination (e.g.,
heavy-tailed errors, gross outliers), and study an analog of the objective (4).
Finally, our results on active debugging only scratch the surface of optimal design for a clever
debugger. Theoretical results for the success of the active debugging strategies employed in our
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experimental setup remain an important question for future exploration. Other interesting directions
include theoretical and empirical studies for (active) debugging in high-dimensional regression and/or
classification via logistic regression.
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A Appendix for Section 2
In this appendix, we provide proofs and additional details for the results in Section 2.
A.1 Proof of Proposition 1
Recall the definition of the Huber loss function:
`k(u) =
{
λ|u| − k22 , if |u| > k,
u2
2 , if |u| < k.
We will show the desired equivalence via the KKT conditions for both objective functions. Taking
gradients with respect to β and γ for the original objective function (3), we obtain the following
system of equations:
0 =
X>X
n
β − X
>(y − γ)
n
+ η
(
X˜>X˜
m
β − X˜
>y˜
m
)
, (13)
0 =
γ
n
− y −Xβ
n
+ λ sign(γ). (14)
The second equation (14) has a unique solution, given by the soft-thresholding function:
γ = SoftThreshnλ (y −Xβ) ,
where for scalars u, k ∈ R, we have
SoftThreshk(u) =
{
u− λ sign(u), if |u| ≥ k,
0, if |u| < k,
and SoftThreshk acts on vectors componentwise. Plugging back into equation (13), we obtain
0 = X>
(
Xβ − y
n
+
1
n
SoftThreshnλ (y −Xβ)
)
+ η
(
X˜>X˜
m
β − X˜
>y˜
m
)
. (15)
We now consider the KKT conditions for the weighted M -estimator (4). Taking a gradient with
respect to β, we obtain
0 = −
n∑
i=1
`′nλ
(
yi − x>i β
) xi
n
+ η
(
X˜>X˜
m
β − X˜
>y˜
m
)
. (16)
The key is to note that
u− `′nλ(u) = SoftThreshnλ(u),
so
−`′nλ
(
yi − x>i β
) 1
n
=
x>i β − yi
n
+
1
n
SoftThreshnλ
(
yi − x>i β
)
,
from which we may infer the equivalence of equations (15) and (16). This concludes the proof.
A.2 Proof on reformulation
We now show reformulation of the objective function.
Lemma 1. The two optimizations (3) and (6) share the same solution for γ̂.
Proof. Using the notation (5), we can translate (3) into
(β̂, γ̂) ∈ arg min
β,γ
{
1
2n
∥∥∥∥y′ −X ′β − [ γ~0m
]∥∥∥∥2
2
+ λ‖γ‖1
}
, (17)
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First note that we can split y′ −X ′β −
[
γ
~0m
]
into two parts by projecting onto the column space of
X ′ and the perpendicular space:∥∥∥∥y′ −X ′β − [ γ~0m
]∥∥∥∥2
2
=
∥∥∥∥PX′ (y′ −X ′β − [ γ~0m
])∥∥∥∥2
2
+
∥∥∥∥P⊥X′ (y′ −X ′β − [ γ~0m
])∥∥∥∥2
2
=
∥∥∥∥PX′ (y′ −X ′β − [ γ~0m
])∥∥∥∥2
2
+
∥∥∥∥P⊥X′ (y′ − [ γ~0m
])∥∥∥∥2
2
.
For any value of γ̂, we can choose β̂ such that
∥∥∥∥PX′ (y′ −X ′β̂ − [ γ~0m
])∥∥∥∥2
2
= 0, simply by taking
β̂ = (X ′>X ′)−1X ′>
(
y′ −
[
γ̂
~0m
])
. Hence, we get
∥∥∥∥y′ −X ′β − [ γ̂~0m
]∥∥∥∥2
2
=
∥∥∥∥P⊥X′ (y′ − [ γ̂~0m
])∥∥∥∥2
2
=
∥∥P⊥X′y′ − P γ̂∥∥22 ,
and (17) becomes
γ̂ ∈ 1
2n
∥∥P⊥X′y′ − P γ̂∥∥22 + λ‖γ̂‖1,
β̂ = (X ′>X ′)−1X ′>
(
y′ −
[
γ̂
~0m
])
.
Therefore, the two optimization problems share the same solution for γ̂.
B Appendix for Section 3
In this appendix, we provide proofs and additional details for the results in Section 3.
B.1 Proof of Theorem 1
We slightly abuse notation by using PT and PT c to denote P·T and P·T c , respectively. We follow
the usual PDW argument for support recovery in linear regression, which contains the following
steps [20]:
1. Set γ̂T c = 0.
2. Solve the oracle subproblem for (γ̂T , zˆT ):
γ̂T ∈ arg min
γ∈Rt
{
1
2n
‖Ay′ −Bγ‖22 + λ ‖γ‖1
}
, (18)
and choose zˆT ∈ ∂‖γ̂T ‖1. In the one data pool case, we have A = P⊥X,·T and B = P⊥X,·T ;
in the two data pool case, we have A = P⊥X′,·T and B = PT .
3. Solve zˆT c via the zero-subgradient equation, and check whether the strict dual feasibility
condition holds: ‖ẑT c‖∞ < 1.
As in the usual Lasso analysis [20], under the eigenvalue condition (7), (γ̂T , 0) ∈ Rn is the unique
optimal solution of the Lasso, where γ̂T is the solution obtained by solving the oracle subproblem (18).
The focus of our current analysis is to verify the conditions under which the strict dual feasibility
condition holds. The KKT conditions for equation (6) may be rewritten as
P>T PT (γˆT − γ∗T )− P>T P⊥X′′ + nλzˆT = 0, (19)
P>T cPT (γˆT − γ∗T )− P>T cP⊥X′′ + nλzˆT c = 0, (20)
where zˆT ∈ ∂ ‖γ̂T ‖1 , zˆT c ∈ ∂ ‖γ̂T c‖1.
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We will use the following equations to simplify terms later:
P>T PT = (P
⊥>
X′ P
⊥
X′)TT ,
(
P>T P
⊥
X′
′
P>T cP
⊥
X′
′
)
= P>P⊥X′
′ = P>′ =
(
P>T 
′
P>T c
′
)
.
Since P>T PT is invertible by condition (7), we can multiply equation (19) by
(
P>T PT
)−1
on the left
to obtain
γˆT − γ∗T = (P>T PT )−1P>T ′ − nλ(P>T PT )−1zˆT . (21)
Plugging this into equation (20), we then obtain
zˆT c = − 1
nλ
P>T cPT
[
(P>T PT )
−1P>T 
′ − nλ(P>T PT )−1zˆT
]
+
1
nλ
P>T c
′,
or
zˆT c = P
>
T cPT (P
>
T PT )
−1zˆT︸ ︷︷ ︸
µ
+P>T c
(
I − PT (P>T PT )−1P>T
) ′
nλ︸ ︷︷ ︸
VTc
.
We need to show that ‖zˆT c‖∞ < 1.
Note that condition (8) gives us
∃α′ ∈ [0, 1), ‖µ‖∞ = max
j∈T c
‖P>j PT (P>T PT )−1‖1 ≤ α′.
Furthermore, since
λ ≥ 1
1− α′
∥∥∥∥P>T c(I − PT (P>T PT )−1P>T )′n
∥∥∥∥
∞
,
we have
‖VT c‖∞ ≤ 1− α
′
2
.
Combining these inequalities, we obtain strict dual feasibility:
‖zˆT c‖∞ ≤ ‖µ‖∞ + ‖VT c‖∞ < 1.
In addition, applying the triangle inequality to the RHS of equation (21), we obtain
G′ = ‖(P>T PT )−1P>T ′‖∞ + nλ‖(P>T PT )−1zˆT ‖∞ ≥ ‖γˆT − γ∗T ‖∞.
This concludes the proof.
B.2 Proof of Theorem 2
Note that
∀i ∈ T, |γ∗i | − |γˆi| ≤ ‖γˆT − γ∗T ‖∞ ≤ G′,
where the last inequality uses Theorem 1. Thus, if condition (9) also holds, we have
∀i ∈ T, |γˆi| ≥ min
i∈T
|γ∗i | − ‖γˆT − γ∗T ‖∞ ≥ min
i∈T
|γ∗i | −G′ > 0,
concluding the proof.
B.3 Additional details for Example 1
In this subsection, we will formally state the guarantees for two recovery consistencies in orthogonal
design, and discuss how to achieve the recovery consistencies if the magnitude of the clean points is
bounded.
Recall that XT = RQ> ∈ Rt×p and XT c = FQ> ∈ Rp×p, where Q is an orthogonal matrix with
columns q1, q2, . . . , qp, the matrix R is defined by
R =

r1 0 · · · 0
0 r2 · · · 0
...
...
. . .
...
0 0 · · · rt
0t×(p−t)
 ,
14
and F is a diagonal matrix with ith component equal to fi.
We assume that the second data pool consists of weighted versions of the columns of Q. Let
K = {k1, k2, . . . , km} ⊆ [p], where the kj’s are assumed to be unique, and let x˜j = wkjqkj , for
j ∈ [m]. Then X˜ = WQ> ∈ Rm×p, where the jth row of W has all zeros except for wkj in the kthj
position. Also define w1, . . . , wp, where
wi =
{
wkj if there exists j ∈ [m] such that kj = i,
0 otherwise.
B.3.1 Support recovery for orthogonal design
Applying Theorems 1 and 2, we obtain Propositions 3 and 4. The proofs of the propositions are
contained in Appendix B.4.
Proposition 3. In the one-pool case, suppose we choose
λ ≥ 2σ
n(1− α)
(√
log 2(n− t) + C
)
, (22)
for some constant C > 0, and
α = max
1≤i≤t
∣∣∣∣ rifi
∣∣∣∣ < 1. (23)
Then the contaminated pool is capable of achieving subset support recovery with probability at least
1− e−C22 .
In the two-pool case, suppose we choose
λ ≥ 2σ
n(1− α′) max
{
1,
√
ηn
mL
}(√
log 2(n− t) + C′
)
, (24)
for some constant C ′ > 0, and
α′ = max
1≤i≤t
∣∣∣∣ rifif2i + η nmw2i
∣∣∣∣ < 1. (25)
Then adding clean points will achieve subset support recovery with probability at least 1− e−C′22 .
As stated in Theorems 1 and 2, to ensure exact recovery, we also need to impose a gamma-min
condition. This leads to the following proposition:
Proposition 4. In the one-pool case, suppose inequality (23) holds. If also
min
1≤i≤t
|γ∗i | > σ(
√
2 log t+ c) max
1≤i≤t
√
1 +
r2i
f2i
+
2σ
1− α
(√
log 2(n− t) + C
)(
1 + max
1≤i≤t
r2i
f2i
)
, (26)
then there exists a λ to achieve exact recovery, with probability at least 1− 2e− c22 − e−C22 .
In the two-pool case, suppose η ≤ mLn , and inequality (25) holds. If also
min
1≤i≤t
|γ∗i | ≥ σ(
√
2 log t+ c)
√
1 + max
1≤i≤t
r2i (Lf
2
i +
ηn
m
w2i )
L(f2i +
ηn
m
w2i )
2
+
2σ
1− α′
(√
log 2(n− t) + C
)(
1 + max
1≤i≤t
r2i
f2i +
ηn
m
w2i
)
,
(27)
then there exists a λ to achieve exact recovery, with probability at least 1− 2e− c22 − e−C22 .
The first max term is decreased from r
2
i
f2i
to r
2
i
f2i +
ηn
m w
2
i
. For the second max term, max
1≤i≤t
r2i
f2i
≥
max
1≤i≤t
r2i (Lf
2
i +
ηn
m w
2
i )
L(f2i +
ηn
m w
2
i )
2 , because
max
1≤i≤t
r2i
f2i
≥ max
1≤i≤t
r2i (f
2
i +
ηn
m w
2
i )
(f2i +
ηn
m w
2
i )
2
≥ max
1≤i≤t
r2i (Lf
2
i +
ηn
m w
2
i )
L(f2i +
ηn
m w
2
i )
2
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when L ≥ 1. Also note that 11−α > 11−α′ . Altogether, the requirement of mini∈[t] |γ∗i | is weakened
by introducing clean points.
Finally, comparing inequalities (26) and (27), we see that the gamma-min condition imposes a lower
bound of Ω
(√
log(n− t)
)
on the signal-to-noise ratio, mini∈[t] |γ
∗
i |
σ , and including second pool
reduces the prefactor.
B.3.2 Repeating clean points
As seen in the previous subsection, we want |wi| to be sufficiently large compared to |fi|. However,
if |wi| is bounded, we may instead ensure support recovery by repeating points. In this section, we
discuss the effect of repeating points and determine the number of points needed to guarantee correct
support recovery. Suppose
W =

~w1 ~0 · · · ~0
~0 ~w2 · · · ~0
...
...
. . .
...
~0 ~0 · · · ~wp
 ,
where ~wi = [wi1, . . . , wili ]
>. For the ith direction qi, we have ki repeated points with respective
weights wi1, wi2, . . . , wili .
The proof of the following result is provided in Appendix B.4:
Proposition 5. Suppose the scale of clean data points is bounded by wB . Using wi1, . . . , wili , where
li =
⌈(
|wi|
wB
)2⌉
and |wij | = wB , ∀j ∈ [li], achieves the same effect on Conditions 1, 2, and 3 as
adding a single point with scale wi.
From Proposition 5, we see that to correctly identify the bugs, we can also query multiple points in
the same direction if the leverage of a single additional point is not large enough.
B.4 Proofs for Example 1
In this appendix, we first simplify the three conditions, and then provide the proofs of Propositions 3,
4, and 5.
B.4.1 Conditions for orthogonal design
We now present simplifications of the three Conditions 1, 2 and 3 in the orthogonal setting. In the
one-pool case, we have
P⊥X,TT = It×t −XT (X>X)−1X>T
= It×t −R(R>R+ F>F )−1R>
= diag
(
f21
r21 + f
2
1
, · · · , f
2
t
r2t + f
2
t
)
.
Note that P⊥X,TT is a diagonal matrix. Thus, the eigenvalues are immediately obtained and
λmin(P
⊥
X,TT ) = min
1≤i≤t
f2i
r2i + f
2
i
= min
1≤i≤t
1(
ri
fi
)2
+ 1
=
1
max1≤i≤t
(
ri
fi
)2
+ 1
.
The condition that P⊥X,TT is invertible is therefore equivalent to the condition that fi 6= 0 for all i.
Assuming this is true, we have
P⊥X,T cT (P
⊥
X,TT )
−1 = −F (R>R+ F>F )−1R> · (It×t −R(R>R+ F>F )−1R>)−1
=
[
diag
(
− r1f1 , · · · ,− rtft
)
t×t
0(p−t)×t
]
.
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The mutual incoherence condition can then be written in terms of the quantity∥∥P⊥X,T cT (P⊥X,TT )−1∥∥∞ = max1≤i≤t
∣∣∣∣ rifi
∣∣∣∣ = max1≤i≤t
∣∣∣∣rifif2i
∣∣∣∣ .
Note that the mutual incoherence condition also implies that fi 6= 0, ∀i, since the mutual incoherence
parameter will otherwise go to infinity.
The remaining condition is the gamma-min condition. Note that the upper bound on the `∞-error of
γ consists of two parts:
‖γ̂ − γ∗‖∞ ≤ ‖(P⊥X,TT )−1(P⊥X,T ·)‖∞ + nλ
∥∥(P⊥X,TT )−1∥∥∞ .
Regarding P⊥X,T · as two blocks,
(
P⊥X,TT , P
⊥
X,TT c
)
, we have
‖(P⊥X,TT )−1(P⊥X,T ·)‖∞ =
∥∥(I (P⊥X,TT )−1P⊥X,TT c) ∥∥∞ .
Altogether, we see that
G = max
1≤i≤t
∣∣∣∣i − rifi i+t
∣∣∣∣+ nλ(max1≤i≤t
{
r2i
f2i
}
+ 1
)
.
To summarize, the minimum eigenvalue condition becomes
λmin(P
⊥
X,TT ) =
1
max1≤i≤t
(
ri
fi
)2
+ 1
> 0; (28a)
the mutual incoherence condition becomes∥∥P⊥X,T cT (P⊥X,TT )−1∥∥∞ = max1≤i≤t
∣∣∣∣ rifi
∣∣∣∣ = α ∈ [0, 1); (28b)
and the gamma-min condition becomes
min
1≤i≤t
|γ∗i | ≥ G = max
1≤i≤t
|i − ri
fi
i+t|+ nλ
(
max
1≤i≤t
{
r2i
f2i
}
+ 1
)
. (28c)
Similar calculations show that in the two-pool case, the minimum eigenvalue condition becomes
λmin(P
⊥
X′,TT ) = min
1≤i≤t
f2i +
ηn
m w
2
i
r2i + f
2
i +
ηn
m w
2
i
=
1
maxi∈[t]
r2i
f2i +
ηn
m w
2
i
+ 1
> 0; (29a)
the mutual incoherence condition becomes∥∥P⊥X′,T cT (P⊥X′,TT )−1∥∥∞ = max1≤i≤t
∣∣∣∣ rifif2i + ηnm w2i
∣∣∣∣ = α′ ∈ [0, 1); (29b)
and the gamma-min condition becomes
min
1≤i≤t
|γ∗i | ≥ G′, (29c)
where
G′ = max
1≤i≤t
∣∣∣∣∣i − rifif2i + ηnm w2i i+t −
√
ηn
m riwi
f2i +
ηn
m w
2
i
˜i
∣∣∣∣∣+ nλ
(
max
1≤i≤t
{
r2i
f2i +
ηn
m w
2
i
}
+ 1
)
.
B.4.2 Proof of Proposition 3
According to Theorem 1, the subset support recovery result relies on two conditions: the minimum
eigenvalue condition and the mutual incoherence condition. In the orthogonal design case, we will
argue that both inequalities (28a) and (29a) hold in the one-pool case, and inequlaity (25) is sufficient
for both inequalities (29a) and (29b) in the two-pool case.
For the one-pool case, the assumption (23) implies that fi 6= 0, , ∀i ∈ [t]. Note that the minimum
eigenvalue condition (28a) is equivalent to fi 6= 0, ,∀i ∈ [t]. Hence, the minimum eigenvalue
condition holds. Furthermore, the mutual incoherence condition (29a) clearly holds.
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For the two-pool case, if fi = 0 for some i ∈ [t], then plugging into (25) implies that w2i > 0. Thus,
fi and wi cannot be zero at the same time, implying that the eigenvalue condition (29a) holds. Note
that inequality (25) is equivalent to inequlaity (29b).
The remaining of the argument concerns the choice of λ. Note that Theorem 1 requires λ to be
lower-bounded for subset recovery (see inequality (10)). Taking the two-pool case as an example, we
will show that when inequality (24) holds, inequality (10) holds with high probability. Define
Zj = P
>
·j
(
I − PT (P>T PT )−1P>T
)′
n
, j ∈ T c.
Note that
∥∥∥P>·j (I − PT (P>T PT )−1P>T )∥∥∥
2
≤ 1 for all j ∈ T c, and ′ =
(
√
ηn
m ˜
)
has i.i.d. sub-
Gaussian entries with parameter at most max{1, ηnmL}σ2. Thus, Zj is sub-Gaussian with parameter
at most max{1, ηnmL}σ
2
n2 . By a sub-Gaussian tail bound (cf. Lemma 2), we then have
P
(
max
j∈T c
|Zj | ≥ δ0
)
≤ 2(n− t) exp
(
− n
2δ20
2 max{1, ηnmL}σ2
)
.
Let C ′ be a constant such that
2(n− t) exp
(
− n
2δ20
2 max{1, ηnmL}σ2
)
= exp
(
−C
′2
2
)
,
and define
δ0 :=
σ
n
max{1,
√
ηn
mL
}
√
log 2(n− t) + C ′2.
Note that we want
2 maxj∈T c |Zj |
1− α′ ≤ λ,
which therefore occurs with probability at least 1− e−C′22 when
λ ≥ 2σ
n(1− α′) max{1,
√
ηn
mL
}
(√
log 2(n− t) + C ′
)
≥ 2δ0
1− α′ .
The proof for the one-pool case is similar, so we omit the details.
B.4.3 Proof of Proposition 4
To simplify notation, define
ui := i − ri
fi
i+t,
vi := i − rifi
f2i +
ηn
m w
2
i
i+t −
√
ηn
m riwi
f2i +
ηn
m w
2
i
˜i.
Note that ui is σui -sub-Gaussian and vi is σvi -sub-Gaussian, with variance parameters
σui =
√
1 +
r2i
f2i
σ, σvi =
√
1 +
r2i (L
2f2i +
ηn
m w
2
i )
L2(f2i +
ηn
m w
2
i )
2
σ.
We now prove two technical lemmas:
Lemma 2 (Concentration for non-identical sub-Gaussian random variables). Suppose {ui}ti=1 are
σui -sub-Gaussian random variables and {vi}ti=1 are σvi -sub-Gaussian random variables. Then the
following inequalities hold:
P
(
max
1≤i≤t
|ui| > δ1
)
≤ 2t exp
(
− δ
2
1
2 max1≤i≤t σ2ui
)
, (30)
P
(
max
1≤i≤t
|vi| > δ1
)
≤ 2t exp
(
− δ
2
1
2 max1≤i≤t σ2vi
)
. (31)
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Proof. Note that
max
1≤i≤t
|ui| = max
1≤i≤2t
ui,
where ut+i := −ui, for 1 ≤ i ≤ t. By a union bound, we have
P
(
max
1≤i≤t
|ui| > δ1
)
= P
 ⋃
1≤i≤2t
{ui > δ1}

≤
∑
1≤i≤2t
P (ui ≥ δ1)
=
∑
1≤i≤t
P (ui ≥ δ1) +
∑
1≤i≤t
P (ut+i ≥ δ1)
=
∑
1≤i≤t
P (ui ≥ δ1) +
∑
1≤i≤t
P (ui ≤ −δ1) .
For each ui, we have the tail bounds
P (ui > δ1) ≤ exp
(
− δ
2
1
2σ2ui
)
, P (ui < −δ1) ≤ exp
(
− δ
2
1
2σ2ui
)
.
Altogether, we see that
P
(
max
1≤i≤t
|ui| > δ1
)
≤ 2
∑
1≤i≤t
exp
(
− δ
2
1
2σ2ui
)
≤ 2t exp
(
− δ
2
1
2 max1≤i≤t σ2ui
)
.
Similarly, we may obtain the desired concentration inequality for the vi’s:
P
(
max
1≤i≤t
|vi| > δ1
)
≤ 2t exp
(
− δ
2
1
2 max1≤i≤t σ2vi
)
.
Lemma 3. In the one-pool case, under the orthogonal design setting, suppose
min
1≤i≤t
|γ∗i | > (
√
2
√
log t+ c1) max
1≤i≤t
σui + nλ
(
1 + max
1≤i≤t
r2i
f2i
)
, (32)
where σui =
√
1 +
r2i
f2i
σ. Then the gamma-min condition holds with probability at least 1− 2e−c21/2.
In the two-pool case, suppose
min
1≤i≤t
|γ∗i | > (
√
2
√
log t+ c2) max
1≤i≤t
σvi + nλ
(
1 + max
i∈[t]
r2i
f2i +
ηn
m w
2
i
)
, (33)
where σvi =
√
1 +
r2i (L
2f2i +
ηn
m w
2
i )
L2(f2i +
ηn
m w
2
i )
2 σ. Then the gamma-min condition holds with probability at least
1− 2e−c22/2.
Proof of Proposition 4. We use inequality (30) in Lemma 2. Let δ1 =
√
2 log t+ c21 max1≤i≤t σui
where c1 ∈ (0,+∞). Then with probability 1− 2e−
c21
2 , the following holds:
max
1≤i≤t
|ui| ≤
√
2 log t+ c21 max
1≤i≤t
σui ≤ (
√
2 log t+ c1) max
1≤i≤t
σui .
In inequality (31), take δ2 =
√
2 log t+ c22 max1≤i≤t σui where c2 ∈ (0,+∞). Then with probabil-
ity 1− 2e− c
2
2
2 , the following holds:
max
1≤i≤t
|vi| ≤
√
2 log t+ c22 max
1≤i≤t
σvi ≤ (
√
2 log t+ c2) max
1≤i≤t
σvi .
Combining these inequalities with conditions (28c) and (29c), we obtain G ≤ mini∈[t] |γ∗i | with
probability at least 1− 2e− c
2
1
2 or at least 1− 2e− c
2
2
2 . Specifically, when we choose c1 = c2 = 2.72,
we can achieve a probability guarantee of at least 95% for the two statements.
Proposition 4 is proved by plugging the results from Lemma 2 into Lemma 3.
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B.4.4 Proof of Proposition 5
We will prove the proposition by comparing the three conditions in the two situations: adding one
clean point and repeating multiple clean points. The conditions for adding one clean point are already
provided in inequalities (29a), (29b) and (29c) above.
We now provide the conditions for repeating multiple clean points. The minimum eigenvalue
condition becomes
λmin(P
⊥
X′,TT ) = min
1≤i≤t
f2i +
∑li
j=1 w
2
ij
r2i + f
2
i +
ηn
m
∑li
j=1 w
2
ij
=
1
max1≤i≤t
r2i
f2i +
∑li
j=1 w
2
ij
+ 1
; (34a)
the mutual incoherence condition becomes∥∥P⊥X′,T cT (P⊥X′,TT )−1∥∥∞ = max1≤i≤t
∣∣∣∣∣ rifif2i + ηnm ∑lij=1 w2ij
∣∣∣∣∣ ; (34b)
and the gamma-min condition becomes
‖γ̂ − γ∗‖∞ ≤ max1≤i≤t
∣∣∣∣∣∣i + rifif2i + ηnm ∑lij=1 w2ij i+t +
ki∑
j=1
riwij
f2i +
ηn
m
∑li
j=1 w
2
ij
i+t+p+j
L
∣∣∣∣∣∣
+ nλ
(
max
1≤i≤t
{ r
2
i
f2i +
ηn
m
∑li
j=1 w
2
ij
}+ 1
)
.
(34c)
Compared with inequlaities (29a), (29b) and (29c), conditions (34a), (34b) and (34c) replace w2i by∑li
j=1 w
2
ij . Suppose the scale of the clean data points is bounded by wB . Then adding one data point
may not be enough to satisfy the three conditions. Thus, to achieve the same effect of a large scaled
|wi| in inequalities (29a), (29b) and (29c), we need the number of repeated clean points to be at least(
|wi|
wB
)2
.
B.5 Additional details for Example 2
In this section, we will present the support recovery results in Proposition 6 and Proposition 7, and
the comparisons of the three conditions in the one- and two-pool cases in Table 2. The proofs of the
propositions are supplied in Appendix B.6.
B.5.1 Support recovery for random design
Proposition 6. Suppose {xj}j∈T c and {x˜i}i∈[m], are i.i.d. sub-Gaussian with parameter σ2x and
covariance matrix Σ  0. Further assume that ‖XT ‖2 ≤ BT . For the one-pool case, suppose we
choose λ to satisfy inequality (22) and the sample size satisfies
n > t+ max
{
p+ C1,
4c21σ
4
x(p+ C1)‖Σ‖22
λ2min(Σ)
,
√
t
(√
p‖Σ‖2 + c2σ22(log n+
√
p log n)
)(
1 +
2c1σ
2
x‖Σ‖2
λmin(Σ)
)
BT
λmin(Σ)
}
,
(35)
then the contaminated pool achieves subset support recovery with probability at least 1− e−C22 −
2e−C1 − n−(c2−1).
For the two-pool case, assume we choose λ to satisfy (24) and the sample sizes satisfy
n > max
{
t+m,
t
1 + η
+
√
t
1 + η
(√
p‖Σ‖2 + c2σ22(log n+
√
p log n)
)(
1 +
2c1σ
2
x‖Σ‖2
λmin(Σ)
)
BT
λmin(Σ)
} (36)
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and
m ≥ max{1, 4c21σ4x‖Σ‖22}(p+ C ′1).
Then adding clean points achieves subset support recovery with probability at least 1 − e−C′22 −
2e−C
′
1 − n−(c2−1).
As seen in Proposition 6, the number of data points n may be reduced by 1 + η with the introduction
of a second data pool. Note that when T is randomly chosen from [n], we have BT = O(
√
t‖Σ‖2),
so inequalities (35) and (36) require tn to be upper-bounded, and adding a second pool may weaker
the upper bound to be (1 + η) than the upper bound for one-pool case.
We now present a result concerning exact support recovery:
Proposition 7. In the one-pool case, suppose inequality (35) holds. If
min
i∈T
|γ∗i | ≥
1
bmin
(
2σ
√
log t+ c+
2σ
√
t
(1− α)
(√
log 2(n− t) + C
))
, (37)
then there exists a λ to achieve exact recovery with probability at least 1− 2e−c − e−C22 − 2e−C1 −
n−C2 .
For the two-pool case, suppose the assumptions in Proposition 6 hold, and
min
i∈T
|γ∗i | ≥
1
b′min
(
2σ
√
log t+ c+
2σ
√
t
(1− α′) max{1,
√
ηn
mL
}
(√
log 2(n− t) + C ′
))
. (38)
Then there exists a λ to achieve exact recovery with probability at least 1− 2e−c− e−C
′2
2 − 2e−C′1 −
n−C2 .
Compared to Proposition 6, Proposition 7 additionally requires the “signal-to-noise" ratio to be large
enough. We can show that bmin ≤ b′min; thus, for an appropriate choice of η, the lower bound (37) is
smaller than the bound (38), so the gamma-min condition is improved.
B.5.2 Conditions for random design
We now briefly compare the three conditions for the one- and two-pool cases in the random design
setting.
Table 2: Comparison between the two cases
Condition One-pool case Two-pool case
Eigenvalue λmin
(
P⊥X,TT
)
= bmin λmin
(
P⊥X′,TT
)
= b′min > bmin
Mutual incoherence ‖ −XT c((n− t)Σ)−1X>T ‖∞ ‖−XTc ((n−t)Σ)
−1X>T ‖∞
1+η nm
Gamma-min mini |γ∗i | ≥ 2σ
√
log t+nλ
√
t
bmin
mini |γ∗i | ≥ 2σ
√
log t+nλ
√
t
b′min
In general, the eigenvalue condition is improved by adding a second pool. The mutual incoherence
condition is improved in the two-pool case with large m by a constant multiplier 11+η nm (≤ 1), and
the gamma-min condition lower bound is improved by a constant bminb′min (≤ 1).
For the eigenvalue condition, the key result is that adding clean data points will not hurt, i.e., it
makes the minimum eigenvalue smaller. A formal statement is provided in Proposition 8. Recall that
P⊥X′,TT = I −X ′T (X ′>X ′)−1X ′T ,
P⊥X,TT = I −XT (X>X)−1X>T ,
where X ′ =
(
X√
ηn
m X˜
)
, and we assume that X>X is invertible.
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Proposition 8 (Comparison of minimum eigenvalue conditions). We have
λmin(P
⊥
X′,TT ) ≥ λmin(P⊥X,TT ).
Note that the result of Proposition 8 does not require any assumptions on X˜ or η. However, the degree
of improvement depends on η, as seen in the proof. Usually when n is small, increasing η leads to a
big jump of the minimum eigenvalue; when n is large, increasing η does not change the minimum
eigenvalue much. A typical relationship between η and λmin
(
P⊥X′,TT
)
can be seen in Figure 3.
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Figure 3: How does η influence the minimum eigenvalue condition? The x-axis is the weight
parameter η and the y-axis is λmin(P⊥X′,TT ). We take t = 15, p = 20, and m = 5, and vary n from
30 to 500. Both pools are drawn randomly from N (0, Ip).
For mutual incoherence condition, it is possible to find settings for small m that make the mutual
incoherence condition worse. Consider the following example:
Example (Example where the mutual incoherence condition worsens). Suppose
XT =
[−1.8271 −1.6954 −1.1000
0.3020 −1.4817 −0.2284
]
,
XT c =

−1.7680 −0.0863 1.6822
−0.5750 −1.1013 0.4749
−0.6693 −0.6413 0.6126
−0.3271 0.3060 −1.0068
0.6177 0.3941 −2.6407
−0.7001 2.3465 0.4309
 ,
X˜ =
[−1.8722 0.5154 0.1560
−0.9036 0.6064 −0.2540
]
.
Then
‖P⊥X,T cT (P⊥X,TT )−1‖∞ = 0.96 < 1 < ‖P⊥X′,T cT (P⊥X′,TT )−1‖∞ = 1.28.
Despite this negative example, we can show that including a second pool helps when m is large.
Recalling the assumption that X>T cXT c is invertible, we can write
P⊥X,T cT (P
⊥
X,TT )
−1 = −XT c
(
X>T XT +X
>
T cXT c
)−1
X>T
(
I −XT
(
X>T XT +X
>
T cXT c
)−1
X>T
)−1
= −XT c
(
X>T XT +X
>
T cXT c
)−1
X>T
(
I +XT
(
X>T cXT c
)−1
X>T
)
= −XT c
(
X>T cXT c
)−1 (
X>T XT (X
>
T cXT c)
−1 + I
)−1 (
I +X>T XT
(
X>T cXT c
)−1)
X>T
= −XT c(X>T cXT c)−1X>T .
(39)
The first equality uses the definitions of P⊥X,T cT and P
⊥
X,TT , the second equality uses the Woodbury
matrix identity [6], and the third equality follows from simple linear algebraic manipulations.
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Similarly, we can simplify the mutual incoherence condition for the two-pool case, by replacing
X>T cXT c with X
>
T cXT c + η
n
mX˜
>X˜ in the inverse:
P⊥X′,T cT (P
⊥
X′,TT )
−1 = −XT c
(
X>T cXT c + η
n
m
X˜>X˜
)−1
X>T , (40)
where we know that X>T cXT c + η
n
mX˜
>X˜ must be invertible since X>T cXT c is invertible.
Given these simplifications, it is easy to see that the difference between these two terms lies
in the middle inverses. When m is large, we have (X>T cXT c)
−1 ≈ ((n − t)Σ)−1 and(
X>T cXT c + η
n
mX˜
>X˜
)−1
≈ ((n− t+ ηn) Σ)−1, where Σ is the covariance matrix for the com-
mon distribution of XT c and X˜ . Therefore, the mutual incoherence parameter in the one-pool case is
approximately equal to the mutual incoherence in the two-pool case scaled by
(
1 + η nn−t
)−1
, which
immediately implies that adding a second data pool improves the mutual incoherence condition. This
is stated formally in the following proposition:
Proposition 9 (Comparison of mutual incoherence conditions). Let BT = O(
√
t). In the one-pool
case, if n ≥ t+ c21σ4x(p+C1)‖Σ‖2
λ2min(Σ)
, then∣∣∣∣∥∥∥∥XT c Θn− tX>T
∥∥∥∥
∞
−
∥∥∥XT c (X>T cXT c)−1X>T ∥∥∥∞
∣∣∣∣ = O (t(n− t)−1(√p+√log n)) ,
with high probability.
In the two-pool case, if n ≥ t+ max
{
c21σ
4
x‖Σ‖2
λ2min(Σ)
, 1
}
m and m ≥ max{1, c21σ4x(p+ C ′1)‖Σ‖22}, then∣∣∣∣∥∥∥∥XT c Θn− t+ ηnX>T
∥∥∥∥
∞
−
∥∥∥∥XT c (X>T cXT c + ηnm X˜>X˜)−1X>T
∥∥∥∥
∞
∣∣∣∣
= O
(
t(n− t+ ηn)−1(√p+
√
log n)
)
,
with high probability.
Proposition 9 states that when m and n are sufficiently large, the one-pool mutual incoherence
parameter is close to
‖XTcΘX>T ‖∞
n−t and the two-pool mutual incoherence parameter is close to
‖XTcΘX>T ‖∞
n−t+ηn . Since the second expression has a larger denominator, the mutual incoherence
condition improves with the introduction of a second data pool with parameter η > 0.
For gamma-min condition, we need to compare the terms G and G′. Note that inequalities (37)
and (38) are equivalent to lower-bounding the “signal-to-noise" ratio. The order of the lower bound
for two-pool case is as same as the one-pool case, i.e., mini |γ
∗
i |
σ ≥ O(
√
t log n). However, adding
a second pool improves the constant by having a factor of 1b′min instead of
1
bmin
. As established in
Proposition 8, we have bmin ≥ b′min. Therefore, the lower bound in the two-pool case is smaller than
the lower bound in the one-pool case.
Note that the weight parameter η shows up in all the three conditions. However, recall that
the mutual incoherence condition is not always improved by adding a second pool, unless m is
sufficiently large. Therefore, an appropriate conclusion is that once we have a large clean data pool,
it is reasonable to place arbitrarily large weight on the second pool. On the other hand, if we have
fewer clean data points, we cannot be as confident about the estimator obtained using the second pool
alone. For example, in the orthogonal design, if we obtain clean points in the non-buggy subspace,
the mutual incoherence condition is not improved no matter how large we make η. In addition, the
gamma-min condition involves the randomness from noise, and in order to control the sparsity of γ,
we need the regularizer λ to match large η (cf. inequality (24)). Based on inequality (38), we need
the “signal-to-noise" ratio, i.e., nλ
√
t
σ , to be sufficient large. If η is too large, we cannot estimate
relatively small components of γ∗. In summary, selecting η too large or too small is not wise: If η is
too small, we do not improve the three conditions, whereas if η is too large, the range of controllable
“signal-to-noise" ratios decays.
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B.6 Proofs for Example 2
In this appendix, we provide proofs of the propositions appearing in Appendix B.5.
B.6.1 Proof of Proposition 6
We prove the results for the one- and two-pool cases sequentially. In each case, we begin with back-
ground calculations, and then analyze the eigenvalue condition followed by the mutual incoherence
condition.
For the one-pool case, by the results in Appendix B.4.2, we know that λ satisfies inequality (22)
with probability at least 1− e−C22 .
Note that xj , j ∈ T c are sub-Gaussian random vectors with parameter σx. By Theorem 4.7.1 and
Exercise 4.7.3 in Vershynin [19] and our assumption of n, we have∥∥∥∥Σ− X>T cXT cn− t
∥∥∥∥
2
≤ c1σ2x
√
p+ C1
n− t ‖Σ‖2, (41)
with probability at least 1 − e−C1 . We will later use this bound multiple times to establish the
eigenvalue condition and the mutual incoherence condition.
We first consider the eigenvalue condition. By the dual Weyl’s inequality [8], we have λmin(A+B) ≥
λmin(A) + λmin(B) for any square matrices A and B. Then
λmin
(
X>T cXT c
n− t
)
= λmin
(
X>T cXT c
n− t − Σ + Σ
)
≥ λmin(Σ) + λmin
(
X>T cXT c
n− t − Σ
)
≥ λmin(Σ)−
∥∥∥∥X>T cXT cn− t − Σ
∥∥∥∥
2
,
where the second inequality follows from the fact that λmin(A) ≤ λmax(A) for any square matrix A.
Combining this with inequality (41) and taking n ≥ t + 4 c21σ4x(p+C1)‖Σ‖22
λ2min(Σ)
by assumption (35), we
have that
λmin
(
X>T cXT c
n− t
)
≥ λmin(Σ)− c1σ2x
√
p+ C1
n− t ‖Σ‖2 ≥
1
2
λmin(Σ) > 0, (42)
with probability 1− e−C1 . We now derive the following result:
Lemma 4. Suppose X>T cXT c is invertible, where XT ∈ Rt×p and XT c ∈ R(n−t)×p. Then
λmin
(
P⊥X,TT
) ≥ 1− λmax(X>T XT )
λmax(X>T XT ) + λmin(X
>
T cXT c)
> 0,
implying that the eigenvalue condition for the one-pool case holds.
Proof. Define C = Q(I +Q>Q)−1Q> and Q ∈ Rs×p, and suppose rank(Q) = r. Let Q = USV >
be the SVD, where U ∈ Rt×p, V ∈ Rp×p, and S =
[
Jr×r 0r×(p−r)
0(t−r)×r 0(t−r)×(p−r)
]
. Here, J is a
diagonal matrix of positive singular values. Then
C = USV >(I + V S>SV >)−1V S>U>
= US(I + S>S)−1S>U>
= U
[
Jr×r 0r×(p−r)
0(t−r)×r 0(t−r)×(p−r)
]
·
[
(I + J2)−1r×r 0r×(p−r)
0(t−r)×r I(p−r)×(p−r)
]
·
[
Jr×r 0r×(p−r)
0(t−r)×r 0(t−r)×(p−r)
]
U>
= U
[
(J(I + J2)−1J)r×r 0r×(p−r)
0(t−r)×r 0(p−r)×(p−r)
]
U>.
(43)
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Therefore, λmax(C) =
a2max
1+a2max
, where amax is the maximum singular value appearing in J . Also
note that a2max is the maximum eigenvalue of Q
>Q.
Following (16.51) in Seber [15], given X>T cXT c is invertible, there exists a non-singular matrix A
such that AX>T cXT cA
> = I and AX>T XTA
> = D, where D is diagonal matrix.
Note that
XT (X
>
T XT +XT cXT c)
−1X>T = XTA
>(A(X>T XT +XT cXT c)A
>)−1AX>T
= XTA
>(AX>T XTA
> + I)AX>T
= Q(Q>Q+ I)−1Q>,
where Q := XTA>.
Based on our earlier arguments, we know that the matrix under consideration has maximum eigenvalue
λmax(AX
>
T XTA
>)
1+λmax(AX>T XTA
>) . Since AX
>
T XTA
> is similar to X>T XTA
>A, we haveλmax(AX>T XTA
>) =
λmax(X
>
T XTA
>A). Furthermore, we have A>A = (X>T cXT c)
−1, implying that
λmax(AX
>
T XTA
>) = λmax(X>T XT (X
>
T cXT c)
−1)
≤ max
v
∥∥X>T XT (X>T cXT c)−1v∥∥22∥∥(X>T cXT c)−1v∥∥22 ·maxv
∥∥(X>T cXT c)−1v∥∥22
‖v‖22
≤ λmax(X
>
T XT )
λmin(X>T cXT c)
.
Altogether, we have
λmax
(
XT
(
X>T XT +X
>
T cXT c
)−1
X>T
)
≤ 1
1 + λ−1max
(
X>T XT (X
>
T cXT c)
−1)
≤ 1
1 +
λmin(X>TcXTc )
λmax(X>T XT )
.
(44)
Finally, we may conclude that
λmin
(
P⊥X,TT
)
= λmin
(
I −XT
(
X>T XT +X
>
T cXT c
)−1
X>T
)
= 1− λmax
(
XT
(
X>T XT +X
>
T cXT c
)−1
X>T
)
≥ 1− 1
1 +
λmin(X>TcXTc )
λmax(X>T XT )
= 1− λmax(X
>
T XT )
λmax(X>T XT ) + λmin(X
>
T cXT c)
.
Since λmin(X>T cXT c) > 0, we have λmin
(
P⊥X,TT
)
< 1, implying the desired result.
We now consider the mutual incoherence condition. By the triangle inequality, we have
1
n− t
∥∥∥∥∥XT c
(
X>T cXT c
n− t
)−1
XT
∥∥∥∥∥
∞
≤ 1
n− t
∥∥∥∥∥XT cΘX>T −XT c
(
X>T cXT c
n− t
)−1
X>T
∥∥∥∥∥
∞︸ ︷︷ ︸
1
+
1
n− t
∥∥XT cΘX>T ∥∥∞︸ ︷︷ ︸
2
.
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We bound 1 and 2 separately. Note that
1 =
maxj∈T c
∥∥∥∥x>j (Θ− (X>TcXTcn−t )−1)X>T ∥∥∥∥
1
n− t
≤
√
t
n− t maxj∈T c ‖xj‖2
∥∥∥∥∥Θ−
(
X>T cXT c
n− t
)−1∥∥∥∥∥
2
∥∥X>T ∥∥2 .
In order to bound 1 , we bound three parts separately. By assumption, we have
∥∥X>T ∥∥2 ≤ BT . For
maxj∈T c ‖xj‖2, we leverage the Hanson-Wright inequality (Theorem 6.2.1 in [19]) and a union
bound. By the Hanson-Wright inequality, we see that for t > 0,
P
(‖xj‖22 − E[‖xj‖22] ≥ t) ≤ exp{−cmin( t2σ4xp , tσ2x
)}
,
where c is an absolute constant.
By a union bound, we then have
P
(
max
j∈T c
‖xj‖2 ≥
√
E[‖xj‖22] + ∆
)
= P
(
max
j∈T c
‖xj‖22 ≥ E[‖xj‖22] + ∆
)
≤
∑
j∈T c
P
(‖xj‖22 ≥ E[‖xj‖22] + ∆)
≤ (n− t) exp
{
−cmin
(
∆2
σ4xp
,
∆
σ2x
)}
.
Setting ∆ = c2σ2x max{
√
p log n, log n} with c2 ≥ 1 so that we have min
{
∆2
σ4xp
, ∆σ2x
}
≥ c2 log n,
we conclude that
max
j∈T c
‖xj‖2 ≤
√
E[‖xj‖22] + ∆
≤
√
trace(Σ) + ∆
≤
√
p‖Σ‖2 + c2σ2x(log n+
√
p log n),
(45)
with probability at least 1− n−(c2−1), where c2 ≥ max{2, 2/c}.
To bound
∥∥∥∥Θ− (X>TcXTcn−t )−1∥∥∥∥
2
, note that for two matrices A and B, we have
∥∥A−1 −B−1∥∥
2
≤ ‖A−B‖2
λmin(A)λmin(B)
.
Combining this fact with inequalities (41) and (42), we obtain∥∥∥∥∥Θ−
(
X>T cXT c
n− t
)−1∥∥∥∥∥
2
≤
∥∥∥Σ− X>TcXTcn−t ∥∥∥
2
λmin (Σ)λmin
(
X>
Tc
XTc
n−t
) ≤ 2
∥∥∥Σ− X>TcXTcn−t ∥∥∥
2
λ2min (Σ)
≤
2c1σ
2
x
√
p+C1
n−t ‖Σ‖2
λ2min (Σ)
. (46)
Altogether, we obtain the bound
1 ≤
√
t
n− t
(√
p‖Σ‖2 + c2σ2x(log n+
√
p log n)
)
·
2c1σ
2
x
√
p+C1
n−t ‖Σ‖
λ2min (Σ)
BT . (47)
26
We now consider 2 . Note that∥∥XT cΘX>T ∥∥∞
n− t =
1
n− t maxj∈T c ‖x
>
j ΘX
>
T ‖1
≤
√
t
n− t maxj∈T c ‖x
>
j ‖2‖Θ‖2‖X>T ‖2
=
√
t
n− t
(√
p‖Σ‖2 + c2σ2x(log n+
√
p log n)
)
· 1
λmin(Σ)
BT .
(48)
Therefore,
1 + 2 ≤
√
t
n− t
(√
p‖Σ‖2 + c2σ2x(log n+
√
p log n)
)
·
1 + 2c1σ2x
√
p+C1
n−t ‖Σ‖2
λmin (Σ)
 BT
λmin(Σ)
.
Finally, assuming n satisfies the bound (35), and taking a union bound over all the probabilistic
statements appearing above, we conclude that the mutual incoherence condition holds with probability
at least 1− e−C22 − 2e−C1 − n−(c2−1). This concludes the proof.
For the two-pool case, we will use the following inequalities:∥∥∥∥Σ− X>T cXT cn− t
∥∥∥∥
2
≤ c1σ2x
√
p+ C ′1
n− t ‖Σ‖2,∥∥∥∥∥Σ− X˜>X˜m
∥∥∥∥∥
2
≤ c1σ2x
√
p+ C ′1
m
‖Σ‖2,
with probablity at least 1− 2e−C′1 . Combining these inequalities and using the triangle inequality,
we obtain∥∥∥∥∥Σ− X>T cXT c + ηnm X˜>X˜n− t+ ηn
∥∥∥∥∥
2
≤ n− t
n− t+ ηn
∥∥∥∥Σ− X>T cXT cn− t
∥∥∥∥
2
+
ηn
n− t+ ηn
∥∥∥∥∥Σ− X˜>X˜m
∥∥∥∥∥
2
≤c1σ2x‖Σ‖2
n− t
n− t+ ηn
√
p+ C ′1
n− t + c1σ
2
x‖Σ‖2
ηn
n− t+ ηn
√
p+ C ′1
m
n≥t+m
≤ 2c1σ2x‖Σ‖2
√
p+ C ′1
m
,
(49)
with probability at least 1− 2e−C′1 .
Analogous to Lemma 4, we can conclude that if X>T cXT c +
ηn
m X˜
>X˜ is invertible, the eigenvalue
condition satisfies
λmin(P
⊥
X′,TT ) ≥ 1−
λmax(X
>
T XT )
λmax(X>T XT ) + λmin
(
X>T cXT c +
ηn
m X˜
>X˜
) > 0.
(This can be proved just by replacing X>T cXT c with X
>
T cXT c +
ηn
m X˜
>X˜ in the proof of Lemma 4.)
However, since we further wish to bound the minimum eigenvalue from below by λmin(Σ)/2, to
match the one-pool case and to be used in the proof for the mutual incoherence condition later, we
will consider X>T cXT c +
ηn
m X˜
>X˜ directly.
Note that
λmin
(
X>T cXT c +
ηn
m X˜
>X˜
n− t+ ηn
)
= λmin
(
X>T cXT c +
ηn
m X˜
>X˜
n− t+ ηn − Σ + Σ
)
≥ λmin
(
X>T cXT c +
ηn
m X˜
>X˜
n− t+ ηn − Σ
)
+ λmin(Σ)
≥ λmin(Σ)−
∥∥∥∥∥X>T cXT c + ηnm X˜>X˜n− t+ ηn − Σ
∥∥∥∥∥
2
.
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Thus, if we choose m ≥ 4c21σ4x(p+ C ′1)‖Σ‖22, we have
λmin
(
X>T cXT c +
ηn
m X˜
>X˜
n− t+ ηn
)
≥ 1
2
λmin(Σ) > 0,
with probability at least 1− 2e−C′1 .
We now consider the mutual incoherence condition. Similar to the derivation of inequality (46), we
have that ∥∥∥∥∥∥Θ−
(
X>T cXT c +
ηn
m X˜
>X˜
n− t+ ηn
)−1∥∥∥∥∥∥
2
≤
∥∥∥Σ− X>TcXTc+η nm X˜>X˜(1+η)n−t ∥∥∥
2
λmin (Σ)λmin
(
X>
Tc
XTc+η
n
m X˜
>X˜
(1+η)n−t
)
≤ 2c1σ2x
‖Σ‖2
λ2min(Σ)
√
p+ C ′1
m
.
Combining this with inequality (45), we obtain∥∥∥∥XT cΘX>T −XT c (X>TcXTc+ ηnm X˜>X˜n−t+ηn )−1X>T ∥∥∥∥
∞
n− t+ ηn
=
max
j∈T c
∥∥∥∥x>j (Θ− (X>TcXTc+ ηnm X˜>X˜n−t+ηn )−1)X>T ∥∥∥∥
1
n− t+ ηn
≤
√
t
n− t+ ηn maxj∈T c ‖xj‖2 ·
∥∥∥∥∥∥Θ−
(
X>T cXT c +
ηn
m X˜
>X˜
n− t+ ηn
)−1∥∥∥∥∥∥
2
∥∥X>T ∥∥2
≤
√
t
n− t+ ηn
(√
p‖Σ‖2 + c2σ2x(log n+
√
p log n)
)
· 2c1σ2x
‖Σ‖2
λ2min(Σ)
√
p+ C ′1
m
BT .
Therefore, together with the triangle inequality and inequality (48), we can bound the mutual
incoherence parameter as follows:∥∥∥∥XT c (X>TcXTc+ ηnm X˜>X˜n−t+ηn )−1X>T ∥∥∥∥
∞
n− t+ ηn
≤
∥∥∥∥XT cΘX>T −XT c (X>TcXTc+ ηnm X˜>X˜n−t+ηn )−1X>T ∥∥∥∥
∞
n− t+ ηn +
∥∥XT cΘX>T ∥∥∞
n− t+ ηn
≤
√
t
n− t+ ηn
(√
p‖Σ‖2 + c2σ2x(log n+
√
p log n)
)(
1 + 2c1σ
2
x
‖Σ‖2
λmin(Σ)
√
p+ C ′1
m
)
BT
λmin(Σ)
.
By the assumption on n in inequality (36), the mutual incoherence condition therefore holds with
probability 1− e−C′22 − 2e−C′1 − n−(c2−1).
B.6.2 Proof of Proposition 7
To achieve exact support recovery, we need all the three conditions to hold. The eigenvalue condition
and the mutual incoherence condition have already been discussed in the analysis of subset support
recovery in Appendix B.6.1, so it remains to analyze the gamma-min condition.
Recall that
G′ = ‖(P⊥X′,TT )−1P⊥X′,T ·′‖∞ + nλ
∥∥(P⊥X′,TT )−1∥∥∞ .
To simplify notation, we define
A := ‖(P⊥X′,TT )−1P⊥X′,T ·P⊥X′′‖∞, B := nλ
∥∥(P⊥X′,TT )−1∥∥∞ .
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We also define the random variables
Zi := e
>
i (P
⊥
X′,TT )
−1P⊥X′,T ·P
⊥
X′
′.
Since P⊥X′ is a projection matrix and the maximum singular value of P
⊥
X′,T · is smaller than the
maximum singular value of P⊥X′ ’s, we have∥∥(P⊥X′,TT )−1P⊥X′,T ·P⊥X′∥∥2 ≤ ∥∥(P⊥X′,TT )−1∥∥2 ≤ ∥∥(P⊥X′,TT )−1∥∥2 ≤ 1b′min ,
for all i ∈ T . Note that Zi is a zero-mean sub-Gaussian random variable with parameter at most σb′min .
By a sub-Gaussian tail bound, we then have
P
(
max
1≤i≤t
|Zi| > σ
b′min
(√
2 log t+ ∆
))
≤ 2e−∆
2
2 .
Therefore, with probability at least 1− 2e−c, we have A ≤ 2σ
√
log t+c
b′min
. Note that ‖(P⊥X′,TT )−1‖∞ ≤√
t‖(P⊥X′,TT )−1‖2 =
√
t
b′min
. We can then immediately obtain the bound B ≤ 2nλ
√
t
b′min
.
Combined with the fact that λ ≥ 2σn(1−α′) max
{
1,
√
ηn
mL
}(√
log 2(n− t) + C ′
)
, we then obtain
G′ ≤ 1
b′min
(
2σ
√
log t+ c+
2σ
√
t
(1− α′) max
{
1,
√
ηn
mL
}(√
log 2(n− t) + C ′
))
.
Thus, as long as mini∈T |γ∗i | is greater than or equal to the RHS of the inequality above, the gamma-
min condition holds with probability at least 1 − 2e−c − e−C′22 . Consequently, the exact support
recovery is achieved.
The proof of the one-pool case is similar as the proof of the two-pool case provided above, so we
omit the details here.
B.6.3 Proof of Proposition 8
By the Sherman-Morrison-Woodbury formula [6], we have
XT
(
X>X +
ηn
m
X˜>X˜
)−1
X>T
= XT
(
X>X
)−1
X>T −
ηn
m
XT
(
X>X
)−1
X˜>(I +
ηn
m
X˜(X>X)−1X˜>)−1X˜
(
X>X
)−1
X>T .
(50)
We now state and prove two useful lemmas:
Lemma 5. Assume X>X is invertible. Define
A := XT
(
X>X
)−1
X˜>(I +
ηn
m
X˜(X>X)−1X˜>)−1X˜
(
X>X
)−1
X>T .
Then λmin (A) ≥ 0. Equality holds when X˜
(
X>X
)−1
X>T is not full-rank.
Proof. First note that since X>X is invertible and X˜(X>X)−1X˜>  0, the matrix I +
ηn
m X˜(X
>X)−1X˜> is invertible. Note that
∀y ∈ Rt 6= 0, y>Ay ≥ 0,
so the minimum eigenvalue of A is nonnegative.
In order to study when the λmin = 0, let z = X˜
(
X>X
)−1
X>T y. When y 6= 0 and
X˜
(
X>X
)−1
X>T is full-rank, we have z 6= 0. Thus, if X˜
(
X>X
)−1
X>T is full-rank, we have
λmin(A) > 0. When y 6= 0 and X˜
(
X>X
)−1
X>T is not full-rank, there exists y 6= 0 such that
z = 0, which causes y>Ay = 0 and λmin(A) = 0.
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Lemma 6. The following equations holds:
λmin(P
⊥
X,TT ) = 1− λmax(XT
(
X>X
)−1
X>T ),
λmin(P
⊥
X′,TT ) = 1− λmax(XT
(
X>X +
ηn
m
X˜X˜>
)−1
X>T ).
Proof. Since XT
(
X>X
)−1
X>T is symmetric positive semidefinite, we can write
XT
(
X>X
)−1
X>T = QΛQ
>, where Q is an orthogonal matrix and Λ is a diagonal matrix
with nonnegative diagonals. Then
I −XT
(
X>X
)−1
X>T = Q(I − Λ)Q>.
Furthermore, we have shown in inequality (44) that
λmax
(
XT (X
>X)−1X>T
) ≤ 1
1 +
λmin(X>TcXTc )
λmax(X>T XT )
.
Hence, the maximum diagonal in Λ is upper-bounded by 1, and I − Λ has all diagonal entries in the
range [0, 1]. Thus, we have shown that min diag(I − Λ) = max(diag(Λ)), implying the conclusion
of the lemma.
Returning to the proof of the proposition, we have
λmax
(
XT
(
X>X +
ηn
m
X˜>X˜
)−1
X>T
)
≤ λmax
(
XT
(
X>X
)−1
X>T
)
− ηn
m
λmin
(
(XT
(
X>X
)−1
X˜>(I +
ηn
m
X˜(X>X)−1X˜>)−1X˜
(
X>X
)−1
X>T
)
(i)
≤ λmax
(
XT
(
X>X
)−1
X>T
)
,
Here, (i) comes from the fact that
λmin
(
XT
(
X>X
)−1
X˜> · (I + ηn
m
X˜(X>X)−1X˜>)−1X˜
(
X>X
)−1
X>T
)
≥ 0,
which follows from Lemma 5. Furthermore, by Lemma 6, we have
λmin
(
P⊥X′,TT
)
= 1− λmax
(
XT
(
X>X +
ηn
m
X˜>X˜
)−1
X>T
)
and
λmin
(
P⊥X′,TT
)
= 1− λmax
(
XT
(
X>X +
ηn
m
X˜>X˜
)−1
X>T
)
.
Altogether, we conclude that the minimum eigenvalue is at least improved by
ηn
m λmin
(
XT
(
X>X
)−1
X˜>(I + ηnm X˜(X
>X)−1X˜>)−1 ·X˜ (X>X)−1X>T ).
B.6.4 Proof of Proposition 9
The proof leverages arguments from the proof of Proposition 6 in Appendix B.6.1. The goal is to argue
that when n and m are sufficiently large, the empirical quantities are close to their population-level
versions. We will use Big-O notation to simplify our discussion.
As already stated in inequality (47), if n ≥ t+ c21σ4x‖Σ‖2
λ2min(Σ)
(p+ C1), then∥∥∥∥XT cΘX>T −XT c (X>TcXTcn−t )−1X>T ∥∥∥∥
∞
n− t
≤
√
t
n− t
(√
p‖Σ‖2 + c2σ2x(log n+
√
p log n)
)
·
2c1σ
2
x
√
p+C1
n−t ‖Σ‖
λ2min (Σ)
BT .,
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with probability at least 1− e−C1 − n−1, where c2 > max{2, 2/c}.
Also for the two-pool case, if n ≥ t+ max
{
c21σ
4
x‖Σ‖2
λ2min(Σ)
, 1
}
m and m ≥ max{1, c21σ4x(p+C ′1)‖Σ‖22},
we have∥∥∥∥XT cΘX>T −XT c (X>TcXTc+ ηnm X˜>X˜n−t+ηn )−1X>T ∥∥∥∥
∞
n− t+ ηn
≤
√
t
n− t+ ηn
(√
p‖Σ‖2 + c2σ2x(log n+
√
p log n)
)(
1 + 2c1σ
2
x
‖Σ‖2
λmin(Σ)
√
p+ C ′1
m
)
BT
λmin(Σ)
,
with probability at least 1− 2e−C′1 − n−1, where c2 is defined in the same way as above. Noting that
BT ∝
√
t and using the triangle inequality, we conclude the proof.
C Appendix for Section 4
In this appendix, we provide proofs and additional details for the results in Section 4. We will
establish several auxiliary results in the process, which are stated and proved in Appendix C.4. The
flow of logic is outlined below:
Theorem 3⇐ (Lemma 7, Lemma 13);
Lemma 7⇐ Theorem 2;
Lemma 13⇐ (Lemma 8, Lemma 12);
Lemma 12⇐ (Lemma 9, Lemma 10);
Lemma 10⇐ Lemma 8.
Corollary 1⇐ (Theorem 3, Corollary 2).
We sometimes write γ̂(λ) to represent the estimator from Lasso-based debugging with tuning
parameter λ.
C.1 Proof of Theorem 3
We will first argue that the algorithm will stop, and then argue that all bugs are identified correctly
when the algorithm stops. Finally, we will take a union bound over all the iterations in the while loop
to obtain a probabilistic conclusion.
Algorithm 1 stops: Note that if we have an iteration k such that λ̂k > 2λ∗ and C = 0, then the
algorithm must stop after at most blog2 λ
u
λ∗ c iterations. Otherwise, we know that C = 1 for all
iterations k such that λ̂k ≥ λ∗. Thus, after k = blog2 λ
u
λ∗ c iterations, we have
λk =
λu
2blog2
λu
λ∗ c
∈
[
λu
2log2
λu
λ∗
,
λu
2log2
λu
λ∗ −1
]
= [λ∗, 2λ∗].
As established in Lemma 7, we know that all true bugs will be identified with such a value of λk, so
the remaining points are (X(k), y(k)) = (XT c , yT c). Also note that
‖P⊥XTc yT c‖∞ = ‖P⊥XTc (XT cβ∗ + T c)‖∞ = ‖P⊥XTc T c‖∞.
Hence, by Lemma 13, we have
‖P⊥XTc T c‖∞ <
5
2
1
c¯
√
log 2n σ̂.
Therefore, the stopping criteria takes effect and the algorithm stops.
Algorithm 1 correctly identifies all bugs: A byproduct of the preceding argument is that λ̂ > λ∗.
By Theorem 1, we have supp(γ̂k) ⊆ supp(γ∗). Now suppose we are at a stage where l of the t bugs
are flagged, where l ∈ {0, 1, . . . , t}.
If l = t, then X¯ = XT c . As argued preveiously, the algorithm stops with high probability. Hence, we
output all of the bugs.
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Otherwise, we have l ≤ t − 1. Suppose this happens at the kth iteration. Then at least one bug
remains in (X(k), y(k)), and all the clean points are included. Let S denote the corresponding row
indices of X and let γ∗S denote the following subvector of γ
∗. Since bugs still remain, we must have
mini∈S |γ∗S,i| ≥ mini∈T |γ∗i |. Furthermore,
‖P⊥X(k)y(k)‖∞ = ‖P⊥X(k)(X(k)β∗ + γ∗S + S)‖∞ = ‖P⊥X(k)(γ∗S + S)‖∞.
By Lemma 13, we have
‖P⊥X(k)(γ∗S + S)‖∞ >
5
2
1
c¯
√
log 2n σ̂,
implying that C = 0. Thus, the procedure proceeds to the (k + 1)st iteration. If for all k such that
λ̂k ≥ 2λ∗, bugs still remain, then λ̂k keeps shrinking until the blog2 λ
u
λ∗ cth iteration. Then the tuning
parameter must lie in the interval (λ∗, 2λ∗], resulting in a value of γ̂ such that supp(γ̂) = supp(γ∗).
Probability by union bound: Now we study the probability for this algorithm to output a value of
γ̂ that achieves exact recovery. Firstly, the algorithm stops as long as Lemma 7 and Lemma 13 hold,
which holds with probability at least 1− 3n−t − 2 exp
(
−2 ( 12 − ct − ν)2 n).
Secondly, consider the argument that the algorithm correctly identifies all bugs. For each iteration,
the events {C = 0 if a bug still exists} and {C = 1 if no bugs exist} hold as long as Lemma 7 and
Lemma 13 hold, which happens with probability at least 1 − 3n−t − 2 exp
(
−2 ( 12 − ct − ν)2 n).
If the algorithm has K iterations, the probability that the algorithm flags all bugs is therefore at
least 1 − 3Kn−t − 2K exp
(
−2 ( 12 − ct − ν)2 n) by a union bound. Since we have argued that
K ≤ log2 λ
u
λ(σ∗) , the desired statement follows.
C.2 Proof of Corollary 1
According to the PDW procedure, we can set γ̂ = ~0, solve for zˆ via the zero-subgradient equation,
and check whether ‖zˆ‖∞ < 1, where ẑ is a subgradient of ‖γ̂‖1. The gradient of the loss function is
equal to zero, which implies that
ẑ =
1
λn
‖P>P⊥X′y′‖∞.
Therefore, we see that ‖ẑ‖∞ < 1 for λ > ‖P¯
>P⊥
X′y
′‖∞
n , which means the optimizer satisfies γ̂ = ~0.
Since λu =
2‖P¯>P⊥
X′y
′‖∞
n , the output with tuning parameter λu gives γ̂(λu) = 0.
Note that
‖P>P⊥X′y′‖∞ = ‖P>Pγ∗ + P>P⊥X′′‖∞ ≤ ‖P>Pγ∗‖∞ + ‖P⊥X′′‖∞
by the triangle inequality. The second term is bounded by 2 max{1,√ ηnmL}√log 2nσ∗ with prob-
ability at least 1− 1n , since e>j P⊥X′′ is Gaussian with variance at most max{1,
√
ηn
mL}σ∗. For the
first term, we have
‖P>Pγ∗‖∞ =
∥∥P>Pγ∗∥∥∞
(i)
≤ t∥∥P>P∥∥
max
‖γ∗T ‖∞
(ii)
≤ t‖γ∗‖∞
≤ Ccν
2
√
1− ct
√
log 2nncn+
1
2σ∗,
where (i) holds because ‖v>γ∗‖1 =
∑
i∈T |viγ∗i | ≤ t‖v‖∞‖γ∗‖∞ for any row v of the matrix
P>P , and (ii) holds because P>P is a submatrix of the projection matrix P⊥X′ and each entry of a
projection matrix is upper-bounded by 1. Altogether, we obtain
λu ≤
[
max
{
1,
√
ηn
mL
}
2
√
log 2n
n
+
Ccν
2
√
1− ct
√
log 2nncn+
1
2
]
σ∗.
32
By a similar argument as in Theorem 3 and Corollary 2, we know that Algorithm 1 stops with at most
log2
λu
λ(σ∗) with probability at least 1− 1n−t . Hence,
log2
λu
λ(σ∗)
= log2
[
max{1,√ ηnmL}+ Ccν4 √1− ctncn+ 32 ] 2√log 2nn σ∗
4
1−α′
√
2 log 2n(1− ct)
∥∥∥P⊥Tc∥∥∥2
n σ
∗
(1)
≤ log2
[
max{1,√ ηnmL}+ C4 ncn+ 32 ] 2√log n
4
1−α′
√
2 log 2n
(2)
≤ log2
[
max{1,√ ηnmL}+ C4 ncn+ 32 ]
2
≤ c
(
3
2
+ cn
)
log2 n+ max
{
0,
1
2
log2
ηn
mL
− 1
}
,
where (1) comes from the fact that P⊥T c is a submatrix of P
⊥
X′ , which has spectral norm 1 when
n ≥ t + p + 1; and (2) holds because 1 − α′ < 1. To illustrate that ‖P⊥T c‖2 = 1, note that it is
sufficient to show ‖P⊥X′,T cT c‖2 = 1 P⊥X′,T cT c is a principal matrix of P⊥X′ . By interlacing theorem
([10]), we know that λmax(P⊥X′,T cT c) is no less than the (t+ 1)
st largest eigenvalue of P⊥X′ , which
is a projection matrix and therefore has n− p eigenvalues equal to 1. Thus, if t + 1 ≤ n− p, i.e.,
n ≥ t+ p+ 1, then ‖P⊥X′,T cT c‖2 = 1.
Now that we have bounded the number of iterations, we consider probability that the statement holds.
Note that ′ is sub-Gaussian and all the statements based on λ(σ∗) hold with probability 1− 1n−t .
Compared to Theorem 3, note that on each iteration, we have subset support recovery with probability
1− 1n−t ; and on iteration log2 λuλ(σ∗) , we have exact support recovery with probability 1− 1n−t . Thus,
we conclude that Algorithm 1 outputs a value of λ̂ that achieves exact recovery with probability at
least
1− 5
(
c log2 n+ max
{
0, 12 log2
ηn
mL
})
n− t − 2
(
c log2 n+ max
{
0,
1
2
log2
ηn
mL
})
e−2(
1
2−ct−ν)
2
n.
C.3 Proof of Proposition 2
We consider the three cases in Appendices C.3.1, C.3.2, and C.3.3.
Let Σ = E[xix>i ] and Θ = Σ−1, and assume that X(k) corresponds to some XS with rows indexed
by S. Our goal is to prove that∥∥∥∥XSΣ−1X>Sp − I
∥∥∥∥
max
≤ cmax
{√
log |S|
p
,
log |S|
p
}
, (51)∥∥∥∥XS>XS|S| − Σ
∥∥∥∥
2
≤ λmin(Σ)
2
, (52)
for at most log2
λu
λ∗ of such sets S. Note that T
c ⊆ S ⊆ [n] holds with probability at least 1− log2
λu
λ∗
n−t .
C.3.1 Proof of Proposition 2 for Gaussian case
The spectral norm bound follows from standard results [18], which holds for a fixed set S with
probability at least 1 − e−|S| ≥ 1 − e−(n−t). Note that Algorithm 1 runs for at most log2 λuλ∗
iterations by Theorem 3. Taking a union bound over all sets S, we obtain an overall probability of
1− log2 λuλ∗ e−(1−ct)n ≥ 1− e−
n
2 +log log2
λu
λ∗ .
We now consider (51). Define zi = Θ1/2xi for 1 ≤ i ≤ n, so that
XΘ1/2 =
−z>1 −...
−z>n−
 .
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We know the Θ1/2xi’s are i.i.d. isotropic Gaussian random vectors. Hence, z>i zi ∼ χ2(p) satisfies
‖zi‖22
p
− 1 ≤ 4
√
log 1δ
p
,
with probability at least 1 − δ. Similarly, we can bound z>k zk and (zi + zk)>(zi + zk). Since
z>i zk =
1
2 [(zi + zk)
>(zi + zk)− z>i zi − z>k zk], we then have
〈zi, zk〉
p
≤ 8
√
log 1δ
p
, ∀i 6= k,
with probability at least 1− δ.
We now choose δ = 1nc for some c > 2 and take a union bound over all n
2 entries of the matrix
XΘX>, to obtain ∥∥∥∥XΘX>p − I
∥∥∥∥
max
≤ cmax
{√
log n
p
,
log n
p
,
}
with probability at least 1− 1
nc′−2
, where c′ > 2.
Finally, note that for all S ⊆ [n], we have∥∥∥∥XSΘXSp − I
∥∥∥∥
max
≤
∥∥∥∥XΘXp − I
∥∥∥∥
max
.
C.3.2 Proof of Proposition 2 for sub-Gaussian case
By Lemma 15, inequality (52) holds for a fixed set S, with probability at least 1 − e−c|S| ≥
1 − e−c(n−t) for some c > 0. Note that Algorithm 1 runs for at most log2 λuλ∗ iterations. We
then take a union bound over the possible subsets T c ⊆ S ⊆ [n] to reach a probability of at least
1− log2 λuλ∗ e−c(1−ct)n ≥ 1− e−
cn
2 +log log2
λu
λ∗ .
Next, we focus on verifying inequality (51). Assuming that the xi’s are independent random vectors
and the components of the xi’s are independent of each other, our goal is to prove that∥∥∥∥XΘX>p − I
∥∥∥∥
max
. max
{√
log n
p
,
log n
p
}
,
w.h.p., where Σ = Cov(xi) = Θ−1 =: D2 is a diagonal matrix.
Define zi = D−1xi. Since the zi’s are mutually independent with independent components, we
know that the vector gij = (zi1, ..., zip, zj1, ..., zjp)>, for i 6= j, also has independent components.
Furthermore, the sub-Gaussian parameter of gij is bounded by lmax = max
p
q=1
K
d2q
, where K is the
sub-Gaussian variance parameter of the xi’s. This is because for a unit vector u, we have
E
[
eλu
>gij
]
= Πpq=1E
[
eλuqziq
]
E
[
eλup+qzjq
]
= Πpq=1E
[
e
λ
uq
dq
xiq
]
E
[
e
λ
up+q
dq
xjq
]
≤ Πpq=1E
[
e
λ2
u2q
2d2q
K
]
E
[
e
λ2
u2p+q
2d2q
K
]
= E
[
e
∑p
q=1 λ
2
u2q+u
2
p+q
2d2q
K
]
≤ E
[
e
∑p
q=1(u
2
q+u
2
p+q)
λ2
2 lmax
]
= E
[
e
λ2
2 lmax
]
.
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Since we have assumed that ‖Σ‖2 is bounded, the dq’s are all bounded for each q, so lmax is bounded,
as well.
Now let A =
[
0p×p Ip×p
0p×p 0p×p
]
. By the Hanson-Wright inequality, with probability at least 1− δ, we
have ∣∣∣∣ 〈zi, zj〉p
∣∣∣∣ = g>ijAgijp ≤ c1
√
log 2δ
p
, (53)
where c1 is a constant related to lmax.
Now applying the Hanson-Wright inequality to the vector zi, we have∣∣∣∣∣‖zi‖22p − E[‖zi‖
2
2]
p
∣∣∣∣∣ ≤ c2 max

√
log 2δ
p
,
log 2δ
p
 , (54)
with probability at least 1− δ. Noting that E[‖zi‖22] = tr(ΘΣ) = p, we will finally have∣∣∣∣∣‖zi‖22p − 1
∣∣∣∣∣ ≤ c2 max

√
log 2δ
p
,
log 2δ
p
 .
Plugging in δ = 2n3 and taking a union bound, we then conclude that∥∥∥∥XΘX>p − I
∥∥∥∥
max
≤ 2 max{c1, c2}max
{√
log n
p
,
log n
p
}
,
with probability at least 1− 2n .
C.3.3 Proof of Proposition 2 for convex concentration case
Recall the following definition:
Definition 1 (Convex concentration property). Let X be a random vector in Rd. If for every
1-Lipschitz convex function ϕ : Rd → R such that E[ϕ(X)] <∞ and for every t > 0, we have
P (|ϕ(X)− E[ϕ(X)]| ≥ t) ≤ 2 exp(−t2/K2),
then X satisfies the convex concentration property with constant K.
Suppose xi has the convex concentration property with parameter K. Note that∥∥∥∥XΘX>p − I
∥∥∥∥
max
= max
i,j
∣∣∣∣e>i (XΘX>p − I
)
ej
∣∣∣∣
= max
i,j
∣∣∣∣x>i Θxjp − e>i ej
∣∣∣∣ .
By Lemma 14, we thus have the exponential tail bound
P
(∣∣∣∣x>i Θxip − 1
∣∣∣∣ ≥ w) ≤ 2 exp(− 1C min
{
w2p2
2K4‖Θ‖F ,
wp
K2‖Θ‖2
})
,
for all 1 ≤ i ≤ p, which implies that∣∣∣∣x>i Θxip − 1
∣∣∣∣ ≤ cK2 max

√
log 2δ
p
,
log 2δ
p
 ,
with probability at least 1− δ. Taking δ = 2/n3, we then obtain∣∣∣∣x>i Θxip − 1
∣∣∣∣ ≤ cK2 max
{√
log n
p
,
log n
p
}
, (55)
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with probability at least 1− 2n3 .
Now we consider the off-diagonals xiΘxjp , for i 6= j. We first rewrite
P
(∣∣∣∣x>i Θxjp
∣∣∣∣ ≥ ∆) = P(∣∣∣∣x>i Θxj‖Θxj‖2
∣∣∣∣ ≥ ∆p‖Θxj‖2
)
.
Conditioning on ‖Θxj‖2 for some w > 0, we obtain
P
(∣∣∣∣x>i Θxjp
∣∣∣∣ ≥ ∆) = P(∣∣∣∣x>i Θxj‖Θxj‖2
∣∣∣∣ ≥ ∆p‖Θxj‖2
∣∣∣∣‖Θxj‖2 ≥ w)P (‖Θxj‖2 ≥ w)
+ P
(∣∣∣∣x>i Θxj‖Θxj‖2
∣∣∣∣ ≥ ∆p‖Θxj‖2
∣∣∣∣‖Θxj‖2 < w)P (‖Θxj‖2 < w) .
Since we have a convex 1-Lipschitz function mapping from xi to x>i
Θxj
‖Θxj‖2 , we can further upper-
bound the probability using the convex concentration property:
P
(∣∣∣∣x>i Θxjp
∣∣∣∣ ≥ ∆) ≤ P (‖Θxj‖2 ≥ w)+ P(∣∣∣∣x>i Θxj‖Θxj‖2
∣∣∣∣ ≥ ∆p‖Θxj‖2
∣∣∣∣‖Θxj‖2 < w)
≤ P
(
‖xj‖2 ≥
w
‖Θ‖2
)
+ P
(∣∣∣∣x>i Θxj‖Θxj‖2
∣∣∣∣ ≥ ∆pw
)
(1)
≤ P
(
‖xj‖2 − E[‖xj‖2] ≥
w
‖Θ‖2
− E[‖xj‖2]
)
+ 2 exp
(
− ∆
2p2
w2K2
)
(2)
≤ P
(
‖xj‖2 − E[‖xj‖2] ≥
w
‖Θ‖2
−
√
E[‖xj‖22]
)
+ 2 exp
(
− ∆
2p2
w2K2
)
(3)
≤ 2 exp
−
(
w
‖Θ‖2 −
√
tr(Σ)
)2
K2
+ 2 exp(− ∆2p2
w2K2
)
≤ 2 exp
−
(
w
‖Θ‖2 −
√
p‖Σ‖2
)2
K2
+ 2 exp(− ∆2p2
w2K2
)
,
where (1) and (3) use the convex concentration property and (2) uses Jensen’s inequality. The last
inequality assumes that w ≥√p‖Σ‖2, can be guaranteed if we choose w sufficiently large.
Plugging ∆ = cmax
{
logn
p ,
√
logn
p
}
and w = c′
(√
p+
√
log n
)
into the above derivations, we
then obtain
P
(∣∣∣∣x>i Θxjp
∣∣∣∣ ≥ ∆) ≤ 2 exp(−c′′ log nK2
)
+ 2 exp
(
−c′′′max{(log n)
2, p log n}
(p+ log n)K2
)
.
If p > log n, then 2 exp
(
−max{(logn)2,p logn}(p+logn)K2
)
≤ 2 exp
(
− c′′′′ lognK2
)
; If p ≤ log n, then
2 exp
(
−max{(logn)2,p logn}(p+logn)K2
)
≤ 2 exp
(
− c′′′′′ lognK2
)
. Hence, we have
P
(∣∣∣∣x>i Θxjp
∣∣∣∣ ≥ ∆) ≤ 2 exp (−C log n) .
We can choose c and c′ sufficiently large to ensure that C > 2. Combining this with inequality (55)
using a union bound, we finally obtain the desired result.
C.4 Auxiliary lemmas
By Theorem 1, we have the following corollary:
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Corollary 2. For two data pools, suppose the eigenvalue and mutual incoherence conditions hold.
Let λ ≥ λ(σ∗). Then with probability 1− 1n−t , we have supp(γ̂) ⊆ supp(γ∗), and
‖γ̂(λ)− γ∗‖∞ ≤ G′(λ). (56)
Proof. Recall that the rule for regularizer selection in Theorem 1 is
λ ≥ 2
1− α′
∥∥∥∥P>T c (I − PT (P>T PT )−1P>T ) ′n
∥∥∥∥
∞
.
Note that e>j P
>
T c
(
I − PT (P>T PT )−1P>T
)
′
n is sub-Gaussian with variance parameter
max{1, ηnmL}‖P
⊥
Tc‖22σ∗2
n2 . We have
max
j∈T c
∣∣∣∣e>j P>T c (I − PT (P>T PT )−1P>T ) ′n
∣∣∣∣ ≤ 4 max{1, ηnmL}√log 2(n− t)‖P⊥T c‖2n σ∗2,
with probability at least 1 − 1n−t . According to the definition of λ(σ∗), we can further derive the
bound for γ̂, since
‖γ̂ − γ∗‖∞ ≤ ‖(P⊥X′,TT )−1P⊥X′,T ·′‖∞ + 2nλ(σ∗)
∥∥(P⊥X′,TT )−1∥∥∞ .
The following lemma suggests that if mini∈T |γ∗i | ≥ G′(2λ∗), then supp(γ̂(λ)) = supp(γ∗) if we
take λ ∈ [λ∗, 2λ∗].
Lemma 7. If mini∈T |γ∗i | ≥ G′(2λ∗), then taking λ ∈ [λ∗, 2λ∗] yields an estimator γ̂(λ) that
satisfies supp(γ̂(λ)) = supp(γ∗).
Proof. According to Theorem 1, for a regularizer λ ∈ [λ∗, 2λ∗], we have γ̂T c = 0 and
‖γ̂(λ)− γ∗‖∞ ≤ G′(λ). If mini∈T |γ∗i | ≥ G′(2λ∗), then by the triangle inequality, we have
|γ̂i| > min
i∈T
|γ∗i | −G′(λ) ≥ G′(2λ∗)−G′(λ) ≥ 0,
for all i ∈ T .
We use XS to represent some X(k) for S ⊆ [n], as shown in Algorithm 3. In each loop of the
algorithm, we know that the points in Sc all lie in T by the subset recovery result. Thus, S ⊇ T c. Let
l = n− |S|, and note that 0 ≤ l ≤ t.
Lemma 8. Suppose Assumption 1 holds. If λmin(Σ) and λmax(Σ) are bounded, then∥∥∥∥P⊥XS − (1− pn− l
)
I
∥∥∥∥
max
≤ Cmax{p,
√
p log(n− l), log(n− l)}
n− l .
Proof. Using the notation Θ = Σ−1 and Σ̂ = X
>
S XS
|S| , we have∥∥∥∥P⊥XS − (1− p|S|
)
I|S|×|S|
∥∥∥∥
max
=
∥∥∥∥XS(X>S XS)−1X>S − p|S|I
∥∥∥∥
max
≤
∥∥∥∥∥XS(Σ̂)−1X>S|S| − XSΘX>S|S|
∥∥∥∥∥
max
+
∥∥∥∥XSΘX>S|S| − p|S|I
∥∥∥∥
max
.
By assumption, we may bound the second term by∥∥∥∥XSΘX>S|S| − p|S|I
∥∥∥∥
max
≤ p|S| · cmax
{√
log |S|
p
,
log |S|
p
}
=
cmax{√p log |S|, log |S|}
|S| .
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For the first term, we have∥∥∥∥∥XS(Σ̂)−1X>S|S| − XSΘX>S|S|
∥∥∥∥∥
max
=
1
|S|
∥∥∥XS ((Σ̂)−1 −Θ)X>S ∥∥∥
max
≤
∥∥∥(Σ̂)−1 −Θ∥∥∥
2
· max
1≤i≤|S|
1
|S| ‖X
>
S ei‖22.
We now have the bound∥∥∥(Σ̂)−1 −Θ∥∥∥
2
≤
1
2λmin(Σ)
λmin(Σ)λmin(Σ̂)
≤
1
2λmin(Σ)
λmin(Σ)(λmin(Σ)− 12λmin(Σ))
=
1
λmin(Σ)
,
as well, where the second inequality holds by Weyl’s Theorem ([8]): λ(Σ̂) ≥ λ(Σ)−‖Σ− Σ̂‖2. The
basic idea for the first inequality is to use the multiplicativity of matrix norms to conclude that∥∥A−1 −B−1∥∥
2
≤ ∥∥A−1(A−B)B−1∥∥
2
≤ ∥∥A−1∥∥
2
‖A−B‖2
∥∥B−1∥∥
2
=
‖A−B‖2
λmin(A) · λmin(B) .
(57)
Hence, an upper bound on ‖A−B‖2—which we obtain from our assumptions—together with
minimum eigenvalue bounds on A and B, implies an upper bound on
∥∥A−1 −B−1∥∥
2
.
Finally, we have
max
1≤i≤|S|
1
|S| ‖X
>
S ei‖22 ≤ max
1≤i≤|S|
1
|S| ·
‖Θ1/2X>S ei‖22
λ2min(Θ
1/2)
=
1
λmin(Θ)
· max
1≤i≤|S|
‖Θ1/2X>S ei‖22
|S|
= λmax(Σ) · max
1≤i≤|S|
e>i XSΘX
>
S ei
|S|
≤ λmax(Σ) ·
∥∥∥∥XSΘX>S|S|
∥∥∥∥
max
.
By assumption, we have∥∥∥∥XSΘX>Sp − I
∥∥∥∥
max
≤ cmax
{√
log |S|
p
,
log |S|
p
}
.
Hence, rescaling and using the triangle inequality, we have∥∥∥∥XSΘX>S|S|
∥∥∥∥
max
≤ p|S|
(∥∥∥∥XSΘX>Sp − I
∥∥∥∥
max
+ 1
)
≤ p|S| +
p
|S| max
{√
log |S|
p
,
log |S|
p
}
.
Altogether, we have the bound∥∥∥∥∥XS(Σ̂)−1X>S|S| − XSΘX>S|S|
∥∥∥∥∥
max
≤ λmax(Σ)
λmin(Σ)
· p|S|
(
1 + max
{√
log |S|
p
,
log |S|
p
})
.
Finally, we have
cmax{√p log |S|, log |S|}
|S| + c
′′ p
|S|
(
1 + max
{√
log |S|
p
,
log |S|
p
})
≤ Cmax{p,
√
p log |S|, log |S|}
|S| .
This finishes the proof.
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We use α(k) to represent the kth order statistics of |i|, for i ∈ T c, where α(1) ≤ α(2) ≤ · · · ≤
α(n−t).
Lemma 9. For i.i.d. random variables {|i|}i∈T c , the kth order statistics, for any k ∈ {n−t2 , . . . , n2 }
satisfy
cνσ
∗ ≤ α(k) ≤ Cνσ∗,
with probability at least 1− 2 exp
(
−2 ( 12 − ct − ν)2 n), for ν ∈ (0, 12 ) such that ν < 12 − ct.
Proof. By the assumptions on the noise distribution, we have
ν = P [|i| ≤ cνσ∗] and ν = P [|i| ≥ Cνσ∗] .
Let ξi’s be i.i.d. Bernoulli variables such that
ξi =
{
1 if |i| ≤ cνσ∗,
0 otherwise.
Note that t = ctn for some positive constant ct ∈ (0, 12 ). We have
k − ν(n− t) ≥ n− t
2
− ν(n− t) = (1− ct)(1− 2ν)
2
n > 0
and (
k
n− t − ν
)2
(1− ct) ≥
(
1
2
− ν
)2
(1− ct) ≥
(
1− 2ν
2
)(
1− ct − 2ν
2
)
.
By Hoeffding’s inequality ([7]), we then obtain
P
[
n−t∑
i=1
ξi ≥ k
]
= P
[
n−t∑
i=1
ξi − ν(n− t) ≥ k − ν(n− t)
]
≤ exp
(
−2
(
k
n− t − ν
)2
(n− t)
)
≤ exp
(
−2
(
1
2
− ct − ν
)2
n
)
,
implying that
P [α(k) ≤ cνσ∗] = P
[
n∑
i=1
ξi ≥ k
]
≤ exp
(
−2
(
1
2
− ct − ν
)2
n
)
.
Similarly, let ηi’s be i.i.d. Bernoulli variables such that
ηi =
{
1 if |i| ≥ Cνσ∗,
0 otherwise.
Note that the assumption that ct < 12 − ν gives us
n− t− k − ν(n− t) > n− ctn− n
2
− ν(1− ct)n ≥
(
1
2
− ct − ν
)
n > 0,
and (
1− k
n− t − ν
)2
(1− ct) ≥
(
1
2
− ct − ν
)2
n
n− t ≥
(
1
2
− ct − ν
)2
.
Then by Hoeffding inequality, we obtain
P
[
n−t∑
i=1
ηi ≥ n− t− k
]
= P
[
n−t∑
i=1
ηi − ν(n− t) ≥ n− t− k − ν(n− t)
]
≤ exp
(
−2
(
1− k
n− t − ν
)2
(n− t)
)
≤ exp
(
−2
(
1
2
− ct − ν
)2
n
)
,
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so that
P [α(k) ≥ Cνσ∗] ≤ exp
(
−2
(
1
2
− ct − ν
)2
n
)
.
Lemma 10. Suppose the assumptions of Lemma 8 hold and
n1−2cn ≥ max
{
32C2
1− ct log(2n) (p
2 + log2 n),
(
24
cν
) 1
cn
}
,
and
max
i∈S
|γ∗S | ≤
cνC
2
√
1− ct
√
log 2n
n1/2+cn
t
σ∗,
for some constant cn ∈ (0, 12 ). Then the kth order statistic of |P⊥XS (γ∗S + S)| and the kth order
statistic of
∣∣∣(1− p|S|) (γ∗S + S)∣∣∣ have differences of at most c¯4σ∗, for any k ∈ [|S|], with probability
at least 1− 1n−t .
Proof. Recall that l = n − |S|. Now consider the sequences {zi = |e>i P⊥XS (γ∗S + S)|}n−li=1 and{
wi =
∣∣∣(1− pn−l) (γ∗S,i + S,i)∣∣∣}n−l
i=1
. By the triangle inequality, we have
|zi − wi| ≤
∣∣∣∣e>i (P⊥XS − (1− pn− l
)
I
)
(γ∗S + S)
∣∣∣∣
≤
∣∣∣∣∣∣∣∣e
>
i
(
P⊥XS −
(
1− p
n− l
)
I
)
γ∗S︸ ︷︷ ︸
vi
∣∣∣∣∣∣∣∣+
∣∣∣∣∣∣∣∣e
>
i
(
P⊥XS −
(
1− p
n− l
)
I
)
S︸ ︷︷ ︸
ui
∣∣∣∣∣∣∣∣ ,
for i = 1, . . . , n− l.
Since ui is sub-Gaussian with parameter at most
∥∥∥(P⊥XS )i· − e>i (1− pn−l)∥∥∥22 σ∗2, we can upper-
bound the maximum of {|ui|}. With probability at least 1− 1n−t , we have
max
i∈S
|ui| ≤ 2
√
log 2(n− l)σ∗
∥∥∥∥(P⊥XS )i· − e>i (1− pn− l
)∥∥∥∥
2
≤ 2
√
log 2(n− l)σ∗√n− l
∥∥∥∥P⊥XS − (1− pn− l
)∥∥∥∥
max
≤ 2C
√
log 2(n− l) (
√
p+
√
log(n− l))2√
n− l σ
∗,
where the last inequality follows by Lemma 8. Further note that since n1−2cn ≥ 32C21−ct log(2n) (p2 +
log2 n) for some cn ∈ (0, 12 ), we have maxi∈S |ui| ≤ 1ncn σ∗ .
For the vi’s, we have
max
i∈S
|vi|
(i)
≤ t
∥∥∥∥P⊥XS − (1− pn− l
)∥∥∥∥
max
max
i∈S
|γ∗S |
(ii)
≤
√
t2
n(1− ct)
(
√
p+
√
log(n− l))2√
n− l maxi∈S |γ
∗
S |
(iii)
≤ 1
2C
√
1
1− ct
t
n1/2+cn
1√
log 2n
max
i∈S
|γ∗S |,
(58)
where (i) holds because |a>γ∗S | ≤ ‖a‖∞‖γ∗S‖∞| supp(γ∗S)| for any vector a, (ii) holds by Lemma 8,
and (iii) holds by our assumption on n. Combining this with the assumption that maxi∈S |γ∗S | ≤
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cνC
4
√
1− ct
√
log 2n n
1/2+cn
t σ
∗, we obtain maxi∈S |vi| ≤ cν8 σ∗. Finally, using the fact that n ≥(
24
cν
) 1
cn , we obtain
|zi − wi| ≤ cν
6
σ∗,
with probability at least 1− 1n−t .
We then use the following lemma:
Lemma 11. For two sequences a1, . . . , an and b1, . . . , bn such that |ai − bi| ≤ c for some positive
number c, the jth order statistics of {ai} and {bi}, denoted by αa(j) and αb(j), satisfy
|αa(j)− αb(j)| ≤ c. (59)
Proof. Without loss of generality, suppose a1 ≤ a2 ≤ · · · ≤ an. If there exists j ∈ [n] such that
inequality (59) does not hold, then we have either aj > c+ αb(j) or aj < αb(j)− c. If the first case
occurs, we have
an ≥ · · · ≥ aj > c+ αb(j) ≥ c+ αb(j − 1) ≥ · · · c+ αb(1).
Pick a number z between c + αb(j) and aj . We see that at least j of the bi’s, denoted by ~b↓, are
smaller than z − c; and at least n− j + 1 of ai’s, denoted by ~a↑, are greater than z. This means that
at most j − 1 of ai’s are no larger than z. Note that for the~b↓, the components of the corresponding
vector ~a↓ are within a distance of c, so the elements of ~a↓ must be at most z. However, this contradicts
the fact that at most j − 1 of the ai’s are at most z. This concludes the proof.
From Lemma 11, we can compare the order statistics of sequences {zi}ni=1 and {wi}ni=1 and conclude
that they have differences of at most c¯6σ
∗, with probability at least 1− 1n−t .
Lemma 12. Suppose the conditions of Lemma 9 and Lemma 10 hold, and also mini∈T |γ∗i | >
4
√
log(2n)σ∗. Then (
cν − |S||S| − p
cν
6
)
σ∗ ≤ σ̂ ≤
( |S|
|S| − p
cν
6
+ Cν
)
σ∗,
with probability at least 1− 2 exp
(
−2 ( 12 − ct − ν)2 n)− 2n−t .
Proof. Let MP (S) denote the median of |P⊥XS (γ∗S + S)|. By Lemma 10, we know that MP (S)
is close to the median of
∣∣∣(1− p|S|) (γ∗S + S)∣∣∣. Thus, it remains to analyze the median of {|γ∗i +
i|}i∈S .
Note that for j ∈ T c, we have |γ∗j + j | = |j |. Therefore, for all j ∈ S ∩ T c = T c, we have
|γ∗j + i|∞ ≤ 2
√
log 2nσ∗, with probability at least 1− 1n .
For i ∈ T ∩S, by the assumption that mini∈T |γ∗i | > 4
√
log 2nσ∗, we have |γ∗i +i| ≥ |γ∗i |−|i| >
2
√
log 2nσ∗. Therefore, the median of |γ∗S + S | is actually the kth order statistics of |T c | for some
{k ∈ n−t2 , . . . , n2 }. By Lemma 10, we have(
1− p|S|
)
α(k)− cν
6
σ∗ ≤MP (S) ≤
(
1− p|S|
)
α(k) +
cν
6
σ∗.
In Algorithm 1, at some iteration k, we have σ̂ = |S||S|−pMP (S), where S is the corresponding set of
indices of
(
supp(γ̂(k))
)c
. Thus,
α(k)− |S||S| − p
cν
6
σ∗ ≤ σ̂ ≤ α(k) + |S||S| − p
cν
6
σ∗.
Combining this with Lemma 9, we have(
cν − |S||S| − p
cν
6
)
σ∗ ≤ σ̂ ≤
( |S|
|S| − p
cν
6
+ Cν
)
σ∗,
with probability at least 1− 2 exp
(
−2 ( 12 − ct − ν)2 n)− 2n−t .
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Lemma 13. Suppose n ≥ 12p,
min
i∈T
|γ∗i | ≥
5
4
(
cν + 5Cν
c¯
)√
log 2nσ∗,
and inequality (58) holds. Then
‖P⊥XTc T c‖∞ <
5
2c¯
√
log 2nσ̂, (60)
and for any γ∗S such that S ∩ T 6= ∅, we have
‖P⊥XS (γ∗S + S)‖∞ >
5
2c¯
√
log 2nσ̂, (61)
with probability at least 1− 3n−t − 2 exp
(
−2 ( 12 − ct − ν)2 n).
Proof. We first establish the bound on ‖P⊥XTc T c‖∞. Note that e>j P⊥XTc T c is Gaussian with variance
at most max
j∈T c
(P⊥XTc )jj , so
‖P⊥XTc T c‖∞ = maxj∈T c |e
>
j P
⊥
XTc
T c | ≤ max
j
(P⊥XTc )jj2
√
log 2(n− l)σ∗ ≤ 2
√
log 2nσ∗,
with probability at least 1− 1n−t . In addition, Lemma 12 implies that
‖P⊥XTc T c‖∞ ≤ 2
√
log 2n
1(
− cν6 |S||S|−p + cν
) σ̂ ≤ 2√log 2n 1(
− 16 |S||S|−p + 1
)
c¯
σ̂.
For n ≥ 12p, we therefore conclude the bound (60).
Now consider γ∗S with nonzero elements, i.e., S ⊃ T c. We have
‖P⊥XS (γ∗S + S)‖∞ ≥ maxi∈S |e
>
i P
⊥
XSγ
∗
S | − ‖P⊥XS S‖∞
≥ max
i∈S
|e>i P⊥XSγ∗S | − 2
√
log 2nσ∗,
with probability at least 1− 1n−t . We now split P⊥XS into P⊥XS − (1− pn−l )I and (1− pn−l )I . By the
triangle inequality, we have
max
i∈[n−l]
∣∣e>i P⊥XSγ∗S∣∣ ≥ maxi∈[n−l]
∣∣∣∣e>i (1− pn− l
)
Iγ∗S
∣∣∣∣− maxi∈[n−l]
∣∣∣∣e>i (P⊥XS − (1− pn− l
)
I
)
γ∗S
∣∣∣∣
≥
(
1− p
n− l
)
‖γ∗S‖∞ − max
i∈[n−l]
∣∣∣∣∣∣∣∣e
>
i
(
P⊥XS −
(
1− p
n− l
)
I
)
γ∗S︸ ︷︷ ︸
vi
∣∣∣∣∣∣∣∣ .
Plugging this into the result from inequality (58), we then obtain
max
i∈[n−l]
∣∣e>i P⊥XSγ∗S∣∣ ≥ (1− pn− l
)
‖γ∗S‖∞ −
cν
8
σ∗.
Therefore, we have
‖P⊥XS (γ∗S + S)‖∞ ≥
(
1− p
n− t
)
min
i∈T
|γ∗i | − (2
√
log 2n+ cν/8)σ
∗.
By the assumption that n ≥ 12p and Lemma 12, we then obtain
‖P⊥XS (γ∗S + S)‖∞ ≥
5
6
min
i∈T
|γ∗i | −
(2
√
log 2n+ cν/8)
cν − |S||S|−p cν6
σ̂
≥ 5
6
min
i∈T
|γ∗i | −
(2
√
log 2n+ cν/8)
cν − cν5
σ̂
≥ 5
6
min
i∈T
|γ∗i | −
13
6
√
log 2n
4cν
5
σ̂.
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Thus, ‖P⊥XS (γ∗S + S)‖∞ ≥ 52c¯
√
log 2n σ̂ if min
i∈T
|γ∗i | satisfies
min
i∈T
|γ∗i | ≥
√
log 2n σ̂
(
3
c¯
+
13
4cν
)
.
This can be further achieved according to Lemma 12 if
min
i∈T
|γ∗i | ≥
√
log 2nσ∗
(
3
c¯
+
13
4cν
)(
Cν +
cν
6
|S|
|S| − p
)
.
Also note that by the assumption of mini∈T |γi|, we have
min
i∈T
|γ∗i | ≥
5
4
(
cν + 5Cν
c¯
)√
log 2nσ∗ ≥
√
log 2nσ∗
(
3
c¯
+
13
5cν − c¯
)(
Cν +
cν
6
|S|
|S| − p
)
.
This concludes the proof.
Lemma 14 (Theorem 2.5 in Adamczak [1]). Suppose X is a zero-mean random vector in Rn
satisfying the convex concentration property with constant K. Then for any fixed matrix A ∈ Rn×n
and any w > 0, we have
P
(|X>AX − E[X>AX]| ≥ w) ≤ 2 exp(− 1
C
min
{
w2
2K4‖A‖2F
,
w
K2 ‖A‖2
})
.
Lemma 15. Suppose X ∈ Rn×p has i.i.d. rows from a zero-mean distribution satisfying the convex
concentration property with constant K. Then∥∥∥∥X>Xn − E
[
X>X
n
]∥∥∥∥
2
≤ cλmin(Σ)
2
,
with probability at least 1− exp(−n).
Proof. Note that for any fixed unit vector u ∈ Rp, the map ϕ : x 7→ 〈x, u〉 is convex and 1-Lipschitz.
Hence, by the definition of the convex concentration property, each x>i u is sub-Gaussian with
parameter proportional to K. In fact, this is enough to show the desired matrix concentration result
(cf. Vershynin [18]). We omit the details.
C.5 Experimental setup for Section 4
We now provide details for the experiments presented in Section 4.2. For each simulation, we generate
a synthetic data set with xi
i.i.d.∼ N (0, Ip×p), β∗i i.i.d.∼ Unif [−1, 1] for i ∈ [p], and γ∗i
i.i.d.∼ u ·v for
i ∈ T , where T has t elements sampled without replacement from [n], and u ∼ Bernoulli(0.5,±1)
and v ∼ 20√log 2nσ∗ + Unif [0, 10σ∗]. Set y = Xβ∗ +N (0, σ∗In×n) + γ∗. The parameters are
set to be d = 15, σ∗ = 0.1, and t = ctn, where ct ranges from 0.05 to 0.4 in increments of 0.05. We
input c¯ = 0.2 and λu =
2‖P⊥X y‖∞
n in Algorithm 1.
Table 1 presents the fraction of exact recovery successes for n = 3 · 103 over 50 random trials using
the output from Algorithm 1, where λ ∈ {40, 41, 42, 43} ·
√
log 2n
n σ
∗. Figure 1 displays the results
for n ∈ {1, 2, 3, 4, 5, 10, 20, 30} · 103.
D Appendix for Section 5
In this appendix, we provide proofs and additional details for the results in Section 5.
D.1 Proof of Theorem 4
Recall that the objective function is
(β̂, γ̂) ∈ arg min
β,γ
{
1
2n
‖y −Xβ − γ‖22 +
η
2m
‖y˜ − X˜β‖22 + λ‖γ‖1
}
. (62)
43
Given γ̂, we know that β̂ =
(
X>X + ηnm X˜
>X˜
)−1 (
X>(y − γ̂) + ηnm X˜>y˜
)
. Plugging in y =
Xβ∗ + γ∗, X˜ = XD, and y˜ = XDβ∗, we see that
β̂ − β∗ =
(
X>X +
ηn
m
X>DXD
)−1
X> (γ∗ − γ̂) .
Then the optimization problem becomes
min
γ
 12n
∥∥∥∥∥
[
I −X (X>X + ηnmX>DXD)−1X>√
ηn
mXD
(
X>X + ηnmX
>
DXD
)−1
X>
]
(γ∗ − γ)
∥∥∥∥∥
2
2
+ λ‖γ‖1
 . (63)
Denote P =
[
I −X (X>X + ηnmX>DXD)−1X>√
ηn
mXD
(
X>X + ηnmX
>
DXD
)−1
X>
]
. For a fixedD, pick a nonzero ∆ ∈ N(XD)∩
CA. By the definition of N(XD) and CA, we then have
P∆ = 0, and ∃ T, ‖∆T c‖1 ≤ ‖∆T ‖1.
Thus, a bug generator can choose γ∗ such that γ∗T = ∆T and γ
∗
T c = 0. This can always fool the
debugger because there exists some γ′ with γ′T = 0 and γ
′
T c = −∆T c which satisfies
1
2n
∥∥P (γ∗ − γ′)∥∥2
2
+ λ‖γ′‖1 = 0 + λ‖∆T c‖1 ≤ λ‖∆T ‖1 = 1
2n
∥∥P (γ∗ − γ∗)∥∥2
2
+ λ‖γ∗‖1.
Next, we argue sign(γ̂) 6= sign(γ∗). If not, then sign(γ̂) = sign(γ∗) = sign
([
∆T
~0(n−t)×1
])
. We
can choose γ′ = γ̂−c ·∆ where c = γ̂i∆i for i = arg minj∈T |
γ̂j
∆j
|, such that γ′i = 0 and |γ̂j | ≥ c|∆j |
for all j ∈ T . Also note that sign(γ̂T ) = sign(∆T ). We have sign(γ̂j − c∆j) = sign(γ̂j) for all
j ∈ T . Therefore, we further obtain
1
2n
∥∥P (γ∗ − γ′)∥∥2
2
+ λ‖γ′‖1 = 1
2n
∥∥P (γ∗ − γ̂)∥∥2
2
+ λ‖γ̂T − c ·∆T ‖1 + λ‖γ̂T c − c ·∆T c‖1
(i)
=
1
2n
∥∥P (γ∗ − γ̂)∥∥2
2
+ λ‖γ̂T ‖1 − c‖∆T ‖1 + c‖∆T c‖1
(ii)
≤ 1
2n
∥∥P (γ∗ − γ̂)∥∥2
2
+ λ‖γ̂‖1,
where (i) holds because sign(γ̂T − c∆T ) = sign(γ̂T ), |γ̂T | ≥ |c ·∆T |, and γ̂T c = 0; and (ii) holds
because ∆ ∈ C(T ). Hence, we find a vector γ′ 6= γ̂ such that supp(γ′) 6= supp(γ∗) for any λ. This
contradicts the assumption that sign(γ̂) = sign(γ∗).
D.2 Details for Example 3
We now provide more details for Example 3. First, we consider the one-pool case, where we
write N(∅) to denote N(XD) without any clean points. According to the definition, we have N(∅)
equal to the column space of three basis vectors: b1 = [0, 0, 0, 0, 1, 2]>, b2 = [0, 0, 2, 1, 0, 0]>, and
b3 = [2, 1, 0, 0, 0, 0]>. Note that with t = 1, we have ‖b1K‖1 = 2 ≥ 1 = ‖b1Kc‖1 for K = [6].
Therefore, condition (12) is satisfied, which means the bug generator can fool the debugger by
contaminating the last point. In fact, when m ≤ 2, one can test all (62) ways of adding clean points
to check that N(XD) ∩ CA 6= ∅ always holds. For example, if we add the first and the sixth point,
i.e., D = {1, 6}, then N(XD) = span([0, 0, 2, 1, 0, 0]>) and a bug generator can still cause support
recovery to fail by contaminating the fourth point.
D.3 Experiments for Section 5
We first explain the details of the experiments given in Section 5.2 for one-pool debugging. Then we
describe our active debugging strategies and report the results of empirical simulations.
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In Section 5.2, we use four UCI datasets: yacht2, slump3, winered4, and MSD5. For each data set, we
define the least squares solution on the whole data set to be β∗. For the systhetic dataset, we generate
n data points X , where xi ∼ N (0, Ip×p), and a β∗ from N(0, Ip×p). Since we study the noiseless
setting here, we have y = Xβ∗ + γ∗. We test four experimental settings where n = {2p, 4p} and
t = {1, 2}. In each trial, we randomly choose n data points from the data set. The debugger runs
one-pool debugging. The bug generator has
(
n
t
)
ways to contaminate t data points out of n by adding
a constant-sized bias. The takeaway message is that real-world data sets may not be as “weak" as
the orthogonal design described in Example 3. The fraction of bugs from small to large follows the
order of ct = tn =
2
2p >
1
2p =
2
4p >
1
4p . As can be seen from Table 3, the fraction of exact recovery
successes decreases as the contamination proportion ct increases. For the two cases when the fraction
of bugs is equal to 12p , the data set with larger n has a stronger defense using one-pool debugging.
Table 3: Exact recovery success for one-pool debugging.
dataset (p) yacht (5) slump (6) winered (10) MSD (91) synthetic (20)
n = 2p
t = 1 32 37 20 47 50
t = 2 0 0 0 44 50
n = 4p
t = 1 49 50 47 50 50
t = 2 42 50 24 49 50
For two-pool debugging, we propose five “active" debugging methods: D.random, D.gamma,
D.gamma-adapt, D.leverage and D.influence. Descriptions are provided below:
• D.random D.random randomly samples m rows of X˜ from X and produces the correspond-
ing labels y˜.
• D.gamma D.gamma estimates γ̂ using one-pool debugging, then picks the m points from
X corresponding to the largest values of |γ̂i| and queries their labels to produce the pair
(X˜, y˜).
• D.gamma-adapt D.gamma-adapt estimates γ̂ using one-pool debugging, then successively
picks a point xi corresponding to the largest value of |γ̂i|, queries its label, and adds it to
(X˜, y˜). Oh the next iteration, the debugger performs two-pool debugging with the current
pair (X˜, y˜) to obtain a new estimate γ̂ and adds the next point xi corresponding to the new
maximum value of |γ̂i|, until m points are added to the second pool.
• D.leverage D.leverage picks the m points with the largest leverage scores among X to form
the matrix X˜ and queries the corresponding labels y˜, where the leverage of the ith point is
defined to be the ith diagonal of the hat matrix H = X(X>X)−1X>.
• D.influence D.influence evaluates the estimator γ̂ and the estimators γ̂[−i] for i ∈ [n], where
γ̂[−i] is the estimator based on one-pool debugging with the data set (X[−i], y[−i]) formed by
removing the ith sample from (X, y). It then computes the influence values of all n points,
defined by JI([i]) = ‖γ̂[−i] − γ̂‖1, and adds the point corresponding to the largest value of
JI([i]) into the second data pool. Next, D.influence evaluates the new two-pool estimators
γ̂ and γ̂[−i] based on {(X, y), (X˜, y˜)} and {(X[−i], y[−i]), (X˜, y˜)}, respectively. It selects
the point corresponding to the largest new influence values and augments it to the second
pool. This process is iterated until the second pool contains m points.
D.gamma and D.gamma-adapt attempt to see whether the estimated bugs are true bugs or not.
D.leverage and D.influence borrows the concepts of leverage and jackknife from robust statistics [9].
The concept of leverage originally appears in linear regression where the noise is Gaussian with
variance σ2, so the variance of yi is equal to hiσ2. D.influence tries to query the points with
2https://archive.ics.uci.edu/ml/machine-learning-databases/00243/
3https://archive.ics.uci.edu/ml/machine-learning-databases/concrete/slump
4https://archive.ics.uci.edu/ml/machine-learning-databases/wine-quality/
5https://archive.ics.uci.edu/ml/datasets/YearPredictionMSD
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the largest jackknife influence. Also note that D.gamma-adapt and D.influence are adaptive, i.e.,
deciding which points to query are determined successively. In contrast, D.gamma and D.leverage
are one-shot methods. D.leverage only uses information from the design matrix X , while D.gamma,
D.gamma-adapt, and D.influence also make use of y.
We now describe the behavior of the bug generator. Note that except for D.random, each debugging
method has a fixed rule. Thus, the bug generator can test all
(
n
t
)
contamination schemes and choose
one which causes exact support recovery to fail (if such a choice exists). As for D.random, the
strategy of the debugger is not deterministic, so the bug generator simply looks for a contamination
scheme that causes exact recovery to fail for one-pool debugging.
We run 50 random trials to test exact support recovery for different datasets. In each trial, we randomly
sample n points from the whole data set. Results are presented in Figure 4.
Figure 4: Number of exact support recovery successes out of 50 random trials. In each setting, we
allow the debugger to add 1 or 2 clean data points. D.onepool means one-pool debugging.
From Figure 4, we see that adding a second pool generally aids the debugger. D.random performs the
worst. D.leverage performs the best for cases of small ct, like the results shown in the first, third, and
fifth rows, where n = 2p and t = 1. D.gamma-adapt performs almost the best when ct is large, like
the results shown in the second, fourth, and sixth rows, and the first column. In between, when ct
goes from small to large, D.influence performs above average in all situations. This seems to agree
with intuition: When ct is small, the bug generator cannot destroy the debugging system too much, so
ensuring that high-leverage points are correctly labeled can help greatly. When ct is large, however,
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the debugger is still fooled. This can be seen from the fact that the number of successes can be as low
as 0 for one-pool debugging. In such cases, it is the best to directly query points that are estimated as
bugs, so D.gamma and D.gamma-adapt work well. In addition, the adaptive methods are generally
advantageous. D.influence collects “the most information" from X, y by calculating the influence of
each point on the linear regression system, so it does fairly well in all situations.
In general, if we do not know whether ct is small or large, D.influence is recommended. The
disadvantage may be its running speed. Although each point is greedily chosen, we need to run
O(nm) Lasso optimizations to decide which point to query.
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