Chiral transition with magnetic fields by Ayala, Alejandro et al.
ar
X
iv
:1
40
4.
65
68
v2
  [
he
p-
ph
]  
8 J
un
 20
14
Chiral transition with magnetic fields
Alejandro Ayala1,4, Luis Alberto Herna´ndez1,4, Ana Ju´lia Mizher1, Juan Cristo´bal Rojas2, Cristia´n Villavicencio3
1Instituto de Ciencias Nucleares, Universidad Nacional Auto´noma de Me´xico,
Apartado Postal 70-543, Me´xico Distrito Federal 04510, Mexico.
2Departamento de F´ısica, Universidad Cato´lica del Norte, Casilla 1280, Antofagasta, Chile
3Universidad Diego Portales, Casilla 298-V, Santiago, Chile.
4Centre for Theoretical and Mathematical Physics, and Department of Physics,
University of Cape Town, Rondebosch 7700, South Africa
We study the nature of the chiral transition for an effective theory with spontaneous breaking
of symmetry, where charged bosons and fermions are subject to the effects of a constant external
magnetic field. The problem is studied in terms of the relative intensity of the magnetic field with
respect to the mass and the temperature. When the former is the smallest of the scales, we present
a suitable method to obtain magnetic and thermal corrections up to ring order at high temperature.
By these means, we solve the problem of the instability in the boson sector for these theories,
where the squared masses, taken as functions of the order parameter, can vanish and even become
negative. The solution is found by considering the screening properties of the plasma, encoded
in the resummation of the ring diagrams at high temperature. We also study the case where the
magnetic field is the intermediate of the three scales and explore the nature of the chiral transition
as we vary the field strength, the coupling constants and the number of fermions. We show that
the critical temperature for the restoration of chiral symmetry monotonically increases from small
to intermediate values of the magnetic fields and that this temperature is always above the critical
temperature for the case when the magnetic field is absent.
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I. INTRODUCTION
The nature of the QCD phase transitions has been
a subject of great interest over the last decades. High
quality data provided by the relativistic heavy-ion pro-
gram carried out at the CERN Super Proton Synchrotron
and under development at the BNL Relativistic Heavy
Ion Collider and the CERN Large Hadron Collider has
made it possible to test theoretical ideas about the prop-
erties of hadrons subject to extreme conditions of den-
sity and temperature. In addition, QCD on the lattice
has produced results guiding, as well as complementing
these findings with first principles calculations. Since ob-
servables are often defined in a regime where perturba-
tive techniques offer little hope to describe the nature of
strongly coupled systems, it has become important to re-
sort to effective models to gain analytical insight about
the QCD interaction within this environment.
More recently, there has been growing interest on the
effects that a magnetic backgroundmay have on the QCD
phase transitions. An external magnetic field can be
viewed as a control parameter for the thermodynamics.
Peripheral heavy-ion collisions can be used as a physi-
cally realizable situation to explore this possibility since
they generate magnetic fields that are very intense dur-
ing the very early stages of the collision, when they are
estimated to be even stronger than those in magnetars.
Magnetic fields are ubiquitous, appearing at all scales.
They can influence the statistical properties of particles
that make up these systems and can help catalyze the
phase transitions in different contexts [1–19].
Lattice simulations have also paid attention to the
QCD phase structure in the presence of magnetic fields.
Early results showed that the critical temperature in-
creased with the intensity of the magnetic field [20, 21].
This result agreed with most of the model calculations.
Later results, obtained by considering smaller lattice
spacing and physical quark masses, found an opposite
behavior [22, 23], which was afterwards also obtained in
Ref. [24] using the bag model and in Refs. [25, 26] postu-
lating a magnetic field and temperature dependent run-
ning coupling in the Nambu-Jona-Lasinio model. The
most recent results attribute such a decrease to a back
reaction of the Polyakov loop, which indirectly feels the
magnetic field and drives down the critical temperature
for the chiral transition [27]. This kind of behavior has
been obtained also in Ref. [28] using an extension of the
Polyakov-NJL model.
An important ingredient in the study of the chiral tran-
sition is the development of a condensate as the system
transits from the high to the low temperature phases.
Within effective models, this condensate is described in-
troducing boson degrees of freedom. When bosons are
electrically charged their condensation is also subject to
the influence of magnetic fields. The field theoretical
treatment of the condensation of charged-boson systems
at finite temperature in the presence of magnetic fields
is plagued with subtleties. For example, it is well known
that for massless bosons described at finite temperature,
there is a divergence in the occupation number coming
from the Bose-Einstein distribution at zero momentum.
This divergence is suppressed by the momentum phase
space factor in d ≥ 2 spatial dimensions. In contrast,
2this divergence is enhanced in the presence of a magnetic
field given that the energy levels separate into transverse
and longitudinal (with respect to the magnetic field di-
rection) and the former are accounted for in terms of dis-
crete Landau levels. Therefore, the system experiences
an effective dimensional reduction of the momentum in-
tegrals and thus the longitudinal mode alone is unable
to tame the divergence of the Bose-Einstein distribution
unless the system is described in a number of spatial di-
mensions d > 4 [29–31]. The problem can be solved by a
proper treatment of the physics involved when magnetic
fields are introduced. For instance, it has recently been
shown that even for d = 3 it is possible to find the appro-
priate condensation conditions when accounting for the
plasma screening effects [32, 33].
Another subtlety that appears when magnetic fields
are present occurs for systems whose condensate devel-
ops from an spontaneous breaking of symmetry. When
the boson fields are expanded around the true minimum
v0, the squared of their mass, m
2
b , becomes a function
of the order parameter v. m2b can become negative for
some values of v in the domain range, 0 ≤ v ≤ v0, which
is of interest to describe the phase transition at finite
temperature. When not properly treated, these negative
values produce a non-analytic behavior of the vacuum
energy. In a recent study [34], we have put forward a
method to cure such misbehavior at high temperature
for the case when the magnetic field strength is larger
than the mass parameter of a purely boson theory. In
this work we use a different approach suited for the case
where the magnetic field strength is smaller or of the
same order as the mass parameter. This is the infrared
regime and the non-analyticity is cured by accounting
for the plasma screening effects encoded in the contri-
bution of the ring diagrams at high temperature. We
account for the full ring dependence, as opposed to the
case treated in Ref. [34] where we carried out an expan-
sion to first order in the self-energy to account for these
contributions. This makes an important difference for
the behavior of the critical temperature. We find that
even for the purely boson sector the critical temperature
is always above the corresponding critical temperature
for zero magnetic field, whereas in Ref. [34] we obtained
that the critical temperature was below this critical tem-
perature, albeit this function also increased with the field
strength. We also include the effect of fermions and by
these means explore the nature of the chiral phase tran-
sition as a function of the magnetic field strength, the
couplings as well as the number of fermions. We show
that the system presents first and second order phase
transitions as we vary these parameters. If the system’s
phase transition is first order in the absence of the mag-
netic field, the latter produces that the transition eventu-
ally becomes second order as the field intensity increases.
Given that the critical temperature is larger when the
magnetic field is present, one can properly say that the
development of the condensate is aided, that is to say,
catalyzed by the field.
The work is organized as follows: In Sec. II we intro-
duce the model for the analysis, the so called Abelian
Higgs model. We set up the calculation providing the
general expressions for the one-loop effective potential,
both for bosons and fermions. In Sec. III we explore in de-
tail the effective potential in the weak field limit, namely,
the case where the hierarchy of scales is qB < |mb|2 < T 2.
We show that in this regime, it is necessary to account
for the plasma screening effects which we include in terms
of the so called ring diagrams. In Sec. IV we study the
effective potential in the intermediate field case, where
the hierarchy of scales is |mb|2 < qB < T 2. In Sec. V we
explore the parameter space looking for the values that
produce either a first or second order phase transition.
We also study the behavior of the critical temperature
as a function of the magnetic field strength. We finally
summarize and conclude in Sec. VI.
II. ONE LOOP EFFECTIVE POTENTIAL
To explore the interactions of charged bosons and
fermions with an external magnetic field, we use as the ef-
fective tool the Abelian Higgs model with fermions. This
model is given by the Lagrangian
L = (Dµφ)†Dµφ+ iψ¯γµDµψ + µ2φ†φ− λ
4
(φ†φ)2
− g√
2
(φψ¯ψ + c.c.), (1)
where φ and ψ are charged scalar and fermion fields, re-
spectively and
Dµ = ∂µ + iqAµ, (2)
is the covariant derivative. Aµ is the vector potential cor-
responding to an external magnetic field directed along
the zˆ axis,
Aµ =
B
2
(0,−y, x, 0), (3)
and q is the particle’s electric charge. Aµ satisfies the
gauge condition ∂µA
µ = 0. In the language of the co-
variant Rξ gauges, this gauge condition corresponds to
ξ = 0 and therefore the Goldstone mode does couple to
the gauge field. Since the gauge field is taken as classi-
cal, we do not consider its fluctuations and thus no loops
involving the gauge field in internal lines. In this sense
for our purposes, the Abelian Higgs model serves as an
effective tool to describe the thermodynamic properties
of charged scalars and fermions in the presence of a con-
stant magnetic field. The squared mass parameter µ2
and the self-couplings λ and g are taken to be positive.
We can write the complex field φ in terms of their real
components σ and χ,
φ(x) =
1√
2
[σ(x) + iχ(x)],
φ†(x) =
1√
2
[σ(x) − iχ(x)]. (4)
3To allow for an spontaneous breaking of symmetry, we
let the σ field to develop a vacuum expectation value v
σ → σ + v, (5)
which can later be taken as the order parameter of the
theory. After this shift, the Lagrangian can be rewritten
as
L = −1
2
[σ(∂µ + iqAµ)
2σ]− 1
2
(
3λv2
4
− µ2
)
σ2 − λ
16
σ4
− 1
2
[χ(∂µ + iqAµ)
2χ]− 1
2
(
λv2
4
− µ2
)
χ2 − λ
16
χ4
+
µ2
2
v2 − λ
16
v4 + iψ¯(∂µ + iqAµ)ψ − gvψ¯ψ + LI , (6)
where LI represents the Lagrangian describing the in-
teractions among the fields σ, χ and ψ, after symmetry
breaking. It is well known that for the Abelian Higgs
model, with a local, spontaneously broken gauge sym-
metry, the gauge field Aµ acquires a finite mass and thus
cannot represent the physical situation of a massless pho-
ton interacting with the charged scalar field. Therefore,
for the discussion we ignore the mass generated for Aµ
as well as issues regarding renormalization after symme-
try breaking and concentrate on the scalar and fermion
sectors. From Eq. (6) we see that the σ, χ and fermion
masses are given by
m2σ =
3
4
λv2 − µ2,
m2χ =
1
4
λv2 − µ2
mf = gv. (7)
A. Tree plus one-loop effective potential
The tree-level potential is given by
V (tree) = −1
2
µ2v2 +
λ
16
v4. (8)
The minimum is obtained for
v0 =
2µ√
λ
. (9)
Notice that
d2V (tree)
dv2
=
3λv2
4
− µ2
= m2σ (10)
and also that the field χ corresponds to the Goldstone
boson.
The expression for the one-loop effective potential for
one boson field with squared mass m2b at finite temper-
ature T in the presence of a constant magnetic field can
be written as
V
(1)
b =
T
2
∑
n
∫
dm2b
∫
d3k
(2π)3
∫ ∞
0
ds
cosh(qBs)
× e−s(ω2n+k23+k2⊥ tanh(qBs)qBs +m2b), (11)
where ωn = 2nπT are boson Matsubara frequencies. Per-
forming the integration over d2k⊥, introducing the sum
over Landau levels, integrating over ds, performing the
sum over Matsubara frequencies and the integration over
dm2b , we get
V
(1)
b =
1
2
2qB
4π
∑
l
∫
dk3
2π
[
ωl + 2T ln(1− e−ωl/T )
]
≡ V (1,vac)b + V (1,matt)b , (12)
where
ωl =
√
k23 +m
2
b + 2(l + 1/2)qB. (13)
Similarly, the expression for the one-loop effective poten-
tial for one fermion field with mass mf at finite temper-
ature T in the presence of a constant magnetic field can
be written as
V
(1)
f = −
∑
r=±1
T
∑
n
∫
dm2f
∫
d3k
(2π)3
∫ ∞
0
ds
cosh(qBs)
× e−s(ω˜2n+k23+k2⊥ tanh(qBs)qBs +m2f+rqB), (14)
where ω˜n = (2n+ 1)πT are fermion Matsubara frequen-
cies. The sum over the index r corresponds to the two
possible spin orientations along the magnetic field direc-
tion. Performing the integration over d2k⊥, introducing
the sum over Landau levels, integrating over ds, perform-
ing the sum over Matsubara frequencies and the integra-
tion over dm2f , we get
V
(1)
f = −
2qB
4π
∑
l,r
∫
dk3
2π
[
ωlr + 2T ln(1 + e
−ωlr/T )
]
≡ V (1,vac)f + V (1,matt)f (15)
where
ωlr =
√
k23 +m
2
f + 2[l+ (1 + r)/2]qB. (16)
Equations (12) and (15) are our master equations. On
each of these, the first terms represent the magnetic-
vacuum contributions whereas the second ones are the
magnetic-matter contributions. We proceed to explore
their behavior as we vary the strength of the magnetic
field from small to intermediate values.
III. WEAK FIELD LIMIT
The magnetic-vacuum contributions, both for bosons
and fermions, can be analytically expressed in closed
4form. This is shown in the appendix. For the present
purposes and in order to explicitly show the cancellation
of the infrared offending terms, let us first seek an ap-
proximation for the case where qB < |m2b |, m2f with the
temperature as the largest of the energy scales.
We start with Eq. (12). Note that we can write the
sum over Landau levels as
Sb ≡
∑
l
(2qB)gl, (17)
where
gl ≡
∫
dk3
2π
[
ωl + 2T ln(1 − e−ωl/T )
]
. (18)
From Eq. (13) we note that the increment in the summa-
tion index is h = 2qB and that the sum is evaluated
at the midpoint between consecutive values of l. We
can thus use the Euler-MacLauren approximation for the
sum, written as
Sb =
{∫
dy g(y)− 1
2
B2h
2
2!
[g′(y =∞)− g′(y = 0)]
}
,
(19)
where B2 = 1/6 is the second Bernoulli number, y =
(2l + 1)qB and we have kept the expression explicitly
only up to O(h2). Therefore, we can write
V
(1)
b =
m4b
64π2
[
ln
(
m2b
2µ2
)
− 1
2
+ ln
(
(4πT )2
m2b
)
− 2γE + 3
2
]
− π
2T 4
90
+
m2bT
2
24
− m
3
bT
12π
− (qB)
2
192π2
[
ln
(
m2b
2µ2
)
+ 1
+ ln
(
(4πT )2
m2b
)
− 2γE − 2πT
mb
+ ζ(3)
( mb
2πT
)2
− 3
4
ζ(5)
( mb
2πT
)4]
, (20)
where γE is the Euler gamma and ζ is the Riemann Zeta
function. We have refrained from combining the terms
coming from the vacuum and matter contributions to em-
phasize their origin. We have also introduced a counter
term −δm2b = m2b(1/ǫ+ ln(2π)− γE) to take care of the
boson mass renormalization and chosen the renormaliza-
tion scale as µ˜ = e−1/2µ. The charge-field renormaliza-
tion is explicitly performed in the appendix. Note that
the terms proportional to odd powers of mb ≡
√
m2b can
potentially cause a non-analyticity when m2b vanishes or
becomes negative. As we will show, these terms are can-
celled when considering the plasma screening properties
encoded in the resummation of the ring diagrams.
Let us now look at Eq. (15). We can write the sum
over Landau levels and the spin index as
Sf ≡
∑
lr
(2qB)glr (21)
where
glr ≡
∫
dk3
2π
[
ωlr + 2T ln(1 + e
−ωlr/T )
]
. (22)
From Eq. (16) the increment in the summation index is
still h = 2qB but this time the sum is evaluated at the
end points of consecutive values of l. We can thus use
the Euler-MacLauren approximation for the sum, now
written as
Sf =
{∫
dy g˜(y) +
B2h
2
2!
[g˜′(y =∞)− g˜′(y = 0)]
}
,
(23)
where g˜(y) = 2g(y), y = 2lqB and we have kept the
expression explicitly only up to O(h2). Therefore, we
can write
V
(1)
f = −
m4f
16π2
[
ln
(
m2f
2µ2
)
− 1
2
+ ln
(
(πT )2
m2f
)
− 2γE + 3
2
]
− 7π
2T 4
180
+
m2fT
2
12
− (qB)
2
24π2
[
ln
(
m2f
2µ2
)
+ 1 + ln
(
(πT )2
m2f
)
− 2γE
]
,
(24)
we have also refrained from combining the terms coming
from the vacuum and matter contributions to emphasize
their origin. We have also introduced a counter term
−δm2f = m2f (1/ǫ+ln(2π)−γE) to take care of the fermion
mass renormalization. The charge-field renormalization
is explicitly performed in the appendix.
A. Ring diagrams
The ring contribution to the effective potential repre-
sents the leading correction in the infrared for theories
where there are massless boson modes. The dominant
contribution is obtained from ωn = 0. For a single boson
field, this is given by
V
(ring)
b =
T
2
∫
d3k
(2π)3
ln[1 + Π ∆B(ωn = 0, k)], (25)
where ∆B(ωn, k) is the Matsubara propagator in the
presence a magnetic field. For the self-energy Π we will
consider the dominant contribution in the high tempera-
ture limit coming from the boson self-interaction as well
as from its interaction with fermions [35]
Π = λ
T 2
12
+Nfg
2T
2
6
, (26)
where we have allowed for an arbitrary number of
fermions Nf . Note that the self-energy is momentum
independent. We can write Eq. (25) as
V
(ring)
b =
T
2
∫
d3k
(2π)3
[
ln(∆−1B +Π)− ln(∆−1B )
]
. (27)
5The first (second) term in Eq. (27) corresponds to taking
the mass as Π +m2b (m
2
b). We write V
(ring)
b = V
(ring)
b I −
V
(ring)
b II . Let us compute explicitly the second term,
V
(ring)
b II =
T
2
∫
d3k
(2π)3
[
ln(∆−1B )
]
=
T
2
∫
d3k
(2π)3
∫
dm2b
d
dm2b
[
ln(∆−1B )
]
=
T
2
∫
dm2b
∫
d3k
(2π)3
∆B. (28)
We can now proceed in the same manner as we did to go
from Eq. (11) to Eq. (20). The result is
V
(ring)
b II =
(
T
8π
)[
2
3
(m2b + Λ
2)3/2 − 2
3
m3b +
(qB)2
12mb
]
,
(29)
where for the ease of the computation we introduced the
ultraviolet cutoff Λ. Therefore, we arrive at the expres-
sion for the ring contribution of a single boson species
V
(ring)
b = V
(ring)
b I − V (ring)b II
=
(
T
12π
)[
m3b − (m2b +Π)3/2
− (qB)
2
8mb
+
(qB)2
8(m2b +Π)
1/2
]
. (30)
After adding up Eqs. (20) and (30), we confirm that the
terms with odd powers of mb in Eq. (20) cancel and in
those, the boson mass is effectively substituted by the
combination (m2b + Π)
1/2. The self-energy encodes the
plasma screening properties in the infrared region.
The final expression for the effective potential, con-
sidering the contribution from the σ, χ and Nf fermion
fields in the weak magnetic field regime is given by
V (eff) = −µ
2
2
v2 +
λ
16
v4
+
∑
i=σ,χ
{
m4i
64π2
[
ln
(
(4πT )2
2µ2
)
− 2γE + 1
]
− π
2T 4
90
+
m2iT
2
24
− (m
2
i +Π)
3/2T
12π
− (qB)
2
192π2
[
ln
(
(4πT )2
2µ2
)
− 2γE + 1
− 2πT
(m2i +Π)
1/2
+ ζ(3)
( mb
2πT
)2
− 3
4
ζ(5)
( mb
2πT
)4]}
− Nf
{
m4f
16π2
[
ln
(
(πT )2
2µ2
)
− 2γE + 1
]
+
7π2T 4
180
− m
2
fT
2
12
+
(qB)2
24π2
[
ln
(
(πT )2
2µ2
)
− 2γE + 1
]}
, (31)
where m2σ, m
2
χ, mf and Π are given by Eqs. (7) and (26),
respectively. Note that Eq. (31) is free from non-
analiticities when m2σ, m
2
χ become zero or even nega-
tive. When v = 0, the combination m2b + Π (b = σ, χ)
→ −µ2 + Π. Therefore for Π given by Eq. (26), we see
that Eq. (31) is valid provided that
T >
µ√
λ
12 +
Nfg2
6
. (32)
IV. INTERMEDIATE FIELD REGIME
For the regime where |m2b |, m2f ∼ qB < T 2 we apply
the lessons learned during the analysis of the weak field
case where we found that the infrared offending terms
come exclusively from the Matsubara boson mode with
n = 0. This means that when looking for an approxi-
mation one needs to treat this mode separate from the
others.
A. Bosons
We start from Eq. (11) written in the form
V
(1)
b =
T
2
∑
n
∫
d3k
(2π)3
ln[∆B(ωn, k)
−1],
=
T
2
∑
n
∫
dm2b
∫
d3k
(2π)3
∆B(ωn, k). (33)
For the n 6= 0 modes in Eq. (33) one can resort to ex-
panding the Matsubara propagator in powers of qB/T 2,
in the same fashion as was done in Ref. [36]. Neverthe-
less, for n = 0, use of this approximation would amount
to describing the situation where qB ≪ |m2i |. To avoid
such limitation, we treat the zero frequency separately.
In this way
∑
n
∆B(ωn, k) =
∑
n6=0
∆B(ωn6=0, k) + ∆B(0, k). (34)
For the first term on the right-hand side of Eq. (34) we
use the expansion as in Ref. [36], valid for the case where
qB, m2b ≪ T 2 but that otherwise, when excluding the
zero mode, does not assume a hierarchy between m2b and
qB,
∆B(ωn6=0, k) ≈ 1
ω2n + k
2 +m2b
×
[
1− (qB)
2
(ω2n + k
2 +m2b)
2
+
2(qB)2k2⊥
(ω2n + k
2 +m2b)
3
]
. (35)
6For the second one we keep the Schwinger proper time
expression in Eucledian space for n = 0, that is
∆B(0, k) =
∫ ∞
0
ds
cos(qBs)
e−is[k
2
z+k
2
⊥
tan(qBs)
qBs
+m2b−iǫ].
(36)
Inserting Eqs. (36) and (35) into Eq. (33) we obtain
V
(1)
b = V
(1)
b I + V
(1)
b II (37)
where
V
(1)
b I ≡
T
2
∑
n6=0
∫
dm2i
∫
d3k
(2π)3
∆B(ωn6=0, k), (38)
and
V
(1)
b II ≡
T
2
∫
dm2b
∫
d3k
(2π)3
∆B(ωn=0, k). (39)
B. Non-zero modes
We can explicitly carry out the sum and integrals in
Eq. (38). The sum over the non-zero modes is performed
by means of the Mellin technique [37]. Under these con-
ditions, after mass renormalization and up to O(m4b) we
get
V
(1)
b I =
m2bT
2
24
+
m4b
64π2
[
ln
(
(4πT )2
2µ2
)
− 2γE + 1
]
− (qB)
2
192π2
[
ζ(3)
( mb
2πT
)2
− 3
4
ζ(5)
( mb
2πT
)4]
,
(40)
where we choose the renormalization scale, like before,
as µ˜ = e−1/2µ. Equation (40) coincides with Eq. (20),
except for v-independent terms, which are obtained upon
integrating over m2b after including the integration con-
stant.
C. Zero mode plus ring
We start by noticing that the ring contribution,
Eq. (25), can be written as
V
(ring)
b =
T
2
∫
dm2b
∫
d3k
(2π)3
d
dm2b
×
{
ln[∆B(ωn = 0, k)
−1 +Π]
− ln[∆B(ωn = 0, k)−1]
}
=
T
2
∫
dm2b
∫
d3k
(2π)3
[
∆B(ωn = 0, k)
−1 +Π
]−1
− T
2
∫
dm2b
∫
d3k
(2π)3
∆B(ωn = 0, k), (41)
where Π is the boson self-energy, given by Eq. (26). Note
that the second term in Eq. (41), cancels the zero-mode
contribution, Eq. (39). Furthermore, since the combina-
tion
[
∆B(ωn = 0, k)
−1 +Π
]−1
corresponds to evaluating
the propagator with the substitution m2b → m2b+Π, then
the combined contributions from the zero-mode and the
ring diagrams can be expressed in terms of the propaga-
tor
∆B =
∫ ∞
0
ds
cosh(qBs)
e−s(ω
2
n+k
2
3+k
2
⊥
tanh(qBs)
qBs
+m2b+Π).
(42)
Performing the momentum integrals, the integral over
the mass parameter and introducing the Landau levels,
we obtain for the contribution of the zero mode plus ring
V
(1)
b II + V
(ring)
b =
T (2qB)3/2
8π2
ζ
(
−1
2
,
1
2
+
m2b +Π
2qB
)
,
(43)
where ζ(s, q) is the Hurwitz Zeta function.
D. Fermions
We now use an approximation to write the fermion
propagator suited for the case qB ∼ m2f . For this purpose
we use the findings in Ref. [38] valid in the weak field
limit, that is, where qB ≪ T 2 but that otherwise does
not assume a hierarchy between qB andm2f . The fermion
contribution to the effective potential up to one-loop can
then be written as
V
(1)
f = −2T
∑
n
∫
dm2f
∫
d3k
(2π)3
{
1
ω˜2n + k
2 +m2f
+
2(qB)2k2⊥
(ω˜2n + k
2 +m2f)
4
}
. (44)
Performing the sum over the Matsubara frequencies, the
integration over the fermion mass and over the momen-
tum we obtain in the high temperature approximation
and after mass and charge renormalization
V
(1)
f = −
m4f
16π2
[
ln
(
(πT )2
2µ˜2
)
− 2γE
]
− 7π
2T 4
180
+
m2fT
2
12
− (qB)
2
24π2
[
ln
(
(πT )2
2µ˜2
)
− 2γE
]
. (45)
Note that Eq. (45) coincides with Eq. (24). This could
come as a surprise given that Eq. (24) was explicitly
obtained within the approximation qB < m2f whereas
Eq. (45) was obtained without reference to a hierarchy
between qB and m2f and only under the assumption that
7T 2 ≫ m2f , qB. A closer look to the derivation of these
equations reveals the reason for them to coincide. First,
unlike the boson case, the fermion contribution does not
have a zero mode and thus there is no need to treat this
mode separately. Second, the term ln[(πT )2/µ˜2] appear-
ing in both the qB-independent and dependent terms
comes from two different contributions, the vacuum one
and the matter one and can be written as
ln
(
(πT )2
µ˜2
)
= vac + matt,
vac = ln
(
m2f
µ˜2
)
,
matt = ln
(
(πT )2
m2f
)
. (46)
For the vacuum contribution, the analysis requires estab-
lishing the hierarchy between the only two relevant scales
m2f > qB, whereas for the matter contribution at high T ,
the calculation requires T 2 ≫ m2f , qB. When combin-
ing the vacuum and matter contributions, all reference
to the mass scale in this logarithmic term disappears, ef-
fectively making that the only surviving comparison of
scales is between T 2 and qB, and that the calculation
be valid for T 2 ≫ m2f , qB. In fact, note that in this
regime, the leading contribution from the magnetic field
in either of Eqs. (24) or Eq. (45) is independent of mf ,
which makes more evident that to obtain this contribu-
tion there is no need to establish a hierarchy between qB
and m2f .
Including the v-independent terms and choosing the
renormalization scale as µ˜ = e−1/2µ, the effective poten-
tial in the intermediate field regime can be written as
V (eff) = −µ
2
2
v2 +
λ
16
v4
+
∑
i=σ,χ
{
m4i
64π2
[
ln
(
(4πT )2
2µ2
)
− 2γE + 1
]
− π
2T 4
90
+
m2iT
2
24
+
T (2qB)3/2
8π
ζ
(
−1
2
,
1
2
+
m2i +Π
2qB
)
− (qB)
2
192π2
[
ln
(
(4πT )2
2µ2
)
− 2γE + 1
+ ζ(3)
( mb
2πT
)2
− 3
4
ζ(5)
( mb
2πT
)4]}
− Nf
{
m4f
16π2
[
ln
(
(πT )2
2µ2
)
− 2γE + 1
]
+
7π2T 4
180
− m
2
fT
2
12
+
(qB)2
24π2
[
ln
(
(πT )2
2µ2
)
− 2γE + 1
]}
. (47)
Note that Eq. (47) coincides with Eq. (31) after the re-
placement
− (m
2
b +Π)
3/2T
12π
− (qB)
2
96π2
πT
(m2b +Π)
1/2
→
T (2qB)3/2
8π
ζ
(
−1
2
,
1
2
+
m2b +Π
2qB
)
(48)
For the Hurwitz zeta function ζ(−1/2, z) in Eq. (47) to
be real, we need that
− µ2 +Π > qB, (49)
condition that comes from requiring that the second ar-
gument of the Hurwitz zeta function satisfies z > 0, even
for the lowest value of m2b which is obtained for v = 0.
Furthermore, for the large T expansion to be valid, we
also require that
qB/T 2 < 1. (50)
Notice that in case we were to study the large field
regime, namely, the case where |m2b |, m2f < T 2 . qB, one
can use the exact expressions for the magnetic-vacuum
contribution in Eqs. (12) and (15) which, as we show in
the appendix, can be written as
V
(1,vac)
b = −
m4b
64π2
ln
(
µ2
qB
)
+
(qB)2
192π2
ln
(
µ2
qB
)
+
(qB)2
8π2
ζ′
(
−1, 1
2
+
m2b
2qB
)
, (51)
and
V
(1,vac)
f =
(qB)m2f
8π2
ln
(
m2f
2qB
)
+
m4f
16π2
ln
(
µ2
qB
)
+
(qB)2
24π2
ln
(
µ2
qB
)
− (qB)
2
2π2
ζ′
(
−1, 1 + m
2
f
2qB
)
, (52)
where ζ′(−1, x) = (∂/∂y) ζ(y, x)|y=−1. We also show
in the appendix that the weak field limit of Eqs. (51)
and (52) coincide with the corresponding terms in
Eqs. (20) and (24), respectively. The magnetic-matter
contributions to Eqs. (12) and (15) however cannot be
easily approximated since, although T is large, a large
temperature expansion is not applicable. The reason is
that, as the index l becomes large, the quantity lqB even-
tually becomes larger than T 2. One needs to resort in-
stead to numerically find these last contributions. Note
that care has to be taken to also separate the boson Mat-
subara zero mode and replace it for the ring corrected
contribution, in order to consistently follow the evolu-
tion of observables such as the critical temperature as
functions of the magnetic field strength. Nevertheless,
since in this work we have in mind to look at situations
where the magnetic field is not the largest of the scales,
we do not explore in detail this regime.
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FIG. 1: Color on-line. Effective potential as a function of
x = v/µ for b = qB/µ2 = 0, 0.01, 0.02 for tb=0.01c = T
b=0.01
c /µ
and fixed values of λ = 0.2 and g = 0.7 and Nf = 2. For the
chosen set of parameters, the phase transition is first order.
V. PARAMETER SPACE
We now proceed to vary the parameters in the effec-
tive potential to explore the phase structure. Figure 1
shows the effective potential as a function of v in units of
µ (x = v/µ), in the weak field limit, Eq. (31), for three
values of qB in units of µ2, (b = qB/µ2), computed for a
given temperature tb=0.01c = T
b=0.01
c /µ, which is the crit-
ical temperature (in units of µ) when b = 0.01, and fixed
values of λ = 0.2 and g = 0.7, with Nf = 2. We note
that the figure shows a first order phase transition since
at tb=0.01c there are two minima separated by a barrier.
We also note that a finite value of b aids the phase tran-
sition since the system does not need to wait until the
temperature is lowered to transit from the symmetric to
the broken symmetry phase, as in the case with b = 0.
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FIG. 2: Color on-line. Effective potential as a function of
x = v/µ for b = qB/µ2 = 0, 0.03, 0.06 for fixed values of
λ = 0.1 and g = 0.6 and Nf = 2. Starting from first order,
the phase transition becomes second order as we increase the
field strength.
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FIG. 3: Color on-line. Separate contributions from the tree-
level, the boson one-loop (ring corrected) and fermion one-
loop to the effective potential, for λ = 0.1, g = 0.6, b = 0.03,
Nf = 2 evaluated at the critical temperature tc = 2.8. For
these values, the fermion contribution overcomes the boson’s
and the combined effect is to produce a small hump that sig-
nals a first order phase transition.
This point is further emphasized by looking at the curve
with b = 0.02 where we note that the phase transition al-
ready happened at a larger temperature. Therefore one
speaks of a phase transition catalyzed by the magnetic
field.
The first order nature of the phase transition is due
to the fermions and happens starting from b = 0 when
g > λ. However, the transition becomes second order as
we increase the field strength. This is shown in fig. 2 for
another choice of parameters also obeying g > λ, λ = 0.1,
g = 0.6 and the same number of fermions Nf = 2. In
this figure the curves are computed each at its critical
temperature. The phase transition for the curve with
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FIG. 4: Color on-line. Effect of the number of fermions on
the order of the phase transition for λ = 0.1, g = 0.5 and
b = 0. If the phase transition is second order for Nf = 1 this
becomes first order as we increase the number of fermions to
Nf = 5.
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FIG. 5: Color on-line. Phase diagram as a function of λ and g for different values of b: (a) b = 0, (b) b = 0.015 and (c)
b = 0.03, with Nf = 4. As the field strength grows, the corner of the parameter space that allows a first order phase transition
disappears.
the largest value of the magnetic field is second order
whereas the transition is first order for smaller values of
the magnetic field.
That the contribution of fermions is responsible for
the first order nature of the transition, for given combi-
nations of the parameters, is illustrated in fig. 3. This
figure shows the separate contributions from the tree-
level, the boson one-loop (ring corrected) and fermion
one-loop to the effective potential, computed for λ = 0.1,
g = 0.6, b = 0.03, Nf = 2 evaluated at the critical tem-
perature tc = 2.8. Note that in the absence of fermions,
the boson contribution pushes the effective potential to-
ward negative values and that its strength is larger than
the tree-level contribution. However, the fermion con-
tribution pushes the effective potential toward positive
values with an even larger strength to overcome the bo-
son contribution and therefore the combined effect is to
produce a small hump that signals the first order nature
of the phase transition. Since the fermion contribution is
proportional to Nf and to g, a first order phase transition
is more likely when these parameters grow.
Figure 4 shows the effect of the number of fermions on
the order of the phase transition for λ = 0.1, g = 0.5 and
b = 0. If the phase transition is second order for a small
Nf (= 1) this becomes first order as we increase Nf(= 5).
We emphasize that even if we start with a first order
phase transition, the transition becomes second order as
we increase the magnetic field strength. The above find-
ings are summarized in fig. 5 where we show the phase
diagram as we vary the parameters λ and g for different
values of b with a fixed number Nf = 4. Note that as the
field strength grows, the corner of the parameter space
that allows a first order phase transition disappears.
Figure 6a shows the critical temperature tc as a func-
tion of the field strength b in the weak, b ≤ 0.05, and
intermediate, 0.05 < b ≤ 2, field regimes for Nf = 2,
λ = 0.1 and three values of g = 0.1 , 0.3 , 0.5. The criti-
cal temperature is obtained computing the temperature
for degenerate minima of the effective potential when the
phase transition is first order and form setting the second
derivative of the effective potential to zero at v = 0 when
the phase transition is second order. Note that the crit-
ical temperature is an monotonically increasing function
of b for all values of g. However, for this case, that corre-
sponds to a low value of λ, the transition from the weak to
the intermediate field regimes is not smooth. The reason
is that the Euler-Maclaurin approximation that accounts
for the magnetic field contribution for b ≃ 0 worsens as
the field strength increases, given that the dominant con-
tribution is proportional to (m2b + Π)
−1/2, according to
Eq. (31), and this factor grows close to tc since m
2
b + Π
can become small for small values of λ and g. The ef-
fect is magnified by increasing the value of the magnetic
field. The situation improves if the coupling constants
grow. This is shown in figs. 6b and 6c where we show
tc as a function of the field strength in the weak and
intermediate field regimes for Nf = 2, the same three
values of g = 0.1 , 0.3 , 0.5 and λ = 0.3, 0.5, respec-
tively. The curves computed from the weak field limit
and the intermediate field regime join smoothly for the
cases considered.
VI. SUMMARY AND CONCLUSIONS
In this work we have studied the chiral phase transition
at finite temperature for a system consisting of charged
fermions and scalars with spontaneous breaking of sym-
metry and subject to the effects of a uniform magnetic
field. For the analysis we have computed the finite tem-
perature effective potential at one-loop, taking care of the
non-analyticities in the infrared region by the resumma-
tion of the boson ring diagram contributions. By these
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FIG. 6: Color on-line. Critical temperature tc as a function of the field strength b in the weak, b ≤ 0.05, and intermediate,
0.05 < b ≤ 2, field regimes for Nf = 2, three values of g = 0.1 , 0.3 , 0.5, and (a) λ = 0.1, (b) λ = 0.3 and (c) λ = 0.5. The
critical temperature is always a monotonically increasing function of the field strength. The curves join more smoothly as the
couplings grow.
means we have shown that, although the boson squared
mass can become zero or even negative, the system is
well behaved when accounting for the plasma screening
properties encoded in the boson self-energy. We have
studied the cases where the magnetic field satisfies the
hierarchy of scales qB < |m2b | < T 2 (weak field limit)
and |m2b | < qB < T 2 (intermediate field regime) and
the system’s phase structure as we vary the couplings,
the number of fermions and the strength of the magnetic
field. We have shown that the system presents first and
second order phase transitions depending on the values
of the parameters. The first order nature of the phase
transition is caused by the fermion contribution and hap-
pens when the coupling constant g between fermions and
bosons is larger than the boson self-coupling λ. This re-
sult is different from our previous findings [34] where for
the purely boson case we obtained first order phase tran-
sitions for small values of λ and small field intensities.
We can trace back this behavior to our previous poor
approximation of the ring diagram contribution which in
the present study has been corrected, accounting for the
full ring dependence, as opposed to the case treated in
Ref. [34] where we carried out an expansion to first or-
der in the self energy to account for these contributions.
When the phase transition is first order for zero magnetic
field, the latter makes the transition turn into second or-
der. If the phase transition is second order for zero field,
it continues being second order in the presence of the
field. The critical temperature is a monotonic increas-
ing function of the field strength. This is in contrast to
recent lattice results [22, 23] that find the critical temper-
ature for chiral symmetry restoration to be a decreasing
function of the field strength for large fields. Since the
critical temperature increases with increasing magnetic
field strength, our results show that the field catalyses the
development of the condensate. This result is also gener-
ically obtained in non-perturbative treatments, such as
Schwinger-Dyson techniques, of the QCD quark conden-
sate [39]. In this sense, the lattice results in Refs. [22, 23]
seem to go against the magnetic catalysis phenomenon
obtained in many contexts.
In conclusion, we have shown that the phase diagram
for a system of charged fermions and scalars in the pres-
ence of a magnetic field has a rich structure. Our proper
handling of the case where qB < |m2b | provides a power-
ful result that ensures that even for small field strengths
the critical temperature for chiral symmetry restoration
increases and that this behavior continues for larger field
strengths. The result makes it interesting to keep on
looking for the origin of the lattice findings regarding the
behavior of the critical temperature as a function of the
field intensity. This will be the subject of a forthcoming
work.
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Appendix
To compute the magnetic-vacuum contribution to
Eq. (12) we start from the expression for the one-loop
11
vacuum piece for a charged boson in terms of Schwinger’s
proper-time method in Eucledian space
V
(1,vac)
b =
1
2
∫
dm2b
∫
d4k
(2π)4
∫ ∞
0
ds
cosh(qBs)
× e−s(k20+k23+k2⊥ tanh(qBs)qBs +m2b). (53)
The momentum integrals are computed using dimen-
sional regularization in d → 4 dimensions. Introducing
the renormalization scale µ˜ and after carrying out the
integration over the transverse components, we get
V
(1,vac)
b =
qB
(4π)
µ˜4−d
∫
dm2b
∫
dd−2k‖
(2π)(d−2)
×
∑
l=0
∫ ∞
0
dse−s(k
2
‖+(2l+1)qB+m
2
b) (54)
where we have introduced the sum over Landau levels.
Performing the integration over dm2b and over d
d−2k‖ and
after a change of variable s→ t = s[(2l+1)qB+m2b ], we
get
V
(1,vac)
b = −
qB
(4π)2
µ˜4−d
(4π)d/2−2
∫ ∞
0
dt t−d/2e−t
×
∑
l=0
1
[(2l+ 1)qB +m2b ]
1−d/2
= −2(qB)
2
(4π)2
(
4πµ˜2
2qB
)2−d/2
× Γ(1− d/2)ζ
(
1− d/2, 1
2
+
m2b
2qB
)
. (55)
Taking d→ 4− 2ǫ
V
(1,vac)
b = −
2(qB)2
(4π)2
(
4πµ˜2
2qB
)ǫ
× Γ(−1 + ǫ)ζ
(
−1 + ǫ, 1
2
+
m2b
2qB
)
. (56)
Using that
Γ(−1 + ǫ) ≃ 1
ǫ
− 1 + γE ,
ζ
(
−1 + ǫ, 1
2
+
m2b
2qB
)
≃ ζ
(
−1, 1
2
+
m2b
2qB
)
+ ǫ ζ′
(
−1, 1
2
+
m2b
2qB
)
, (57)
we get
V
(1,vac)
b =
(qB)2
8π2
{[
1
ǫ
+ ln(2π)− γE + 1 + ln
(
µ˜2
qB
)]
× ζ
(
−1, 1
2
+
m2b
2qB
)
+ ζ′
(
−1, 1
2
+
m2b
2qB
)}
.
(58)
Introducing a counter term −δqB2 = (qB)2(1/ǫ +
ln(2π)− γE) to take care of charge-field renormalization
and taking the renormalization scale as µ˜ = e−1/2µ, we
get
V
(1,vac)
b =
(qB)2
8π2
{
ln
(
µ2
qB
)
ζ
(
−1, 1
2
+
m2b
2qB
)
+ ζ′
(
−1, 1
2
+
m2b
2qB
)}
. (59)
We now make use of the identity
ζ(−1, a) = −
(
1
2
)(
a2 − a+ 1
6
)
, (60)
to finally write Eq. (59) as
V
(1,vac)
b = −
m4b
64π2
ln
(
µ2
qB
)
+
(qB)2
192π2
ln
(
µ2
qB
)
+
(qB)2
8π2
ζ′
(
−1, 1
2
+
m2b
2qB
)
. (61)
Equation (61) is valid for any value of qB. It is interest-
ing however to take the weak field limit qB/m2b → 0 to
check whether this coincides with the magnetic vacuum
contribution in Eq. (20). For these purposes we use the
asymptotic expansion [40]
ζ′(−1, u) ≃ u
2
2
lnu− 1
4
u2 − u
2
lnu+
1
12
lnu+
1
12
, (62)
valid for large u, together with
ln
(
1
2
+
1
2x
)
≃ ln
(
1
2x
)
+ x− x
2
2
, (63)
valid for small x, to arrive at
V
(1,vac)
b
qB
m2
b
→0
−→ m
4
b
64π2
[
ln
(
m2b
2µ2
)
− 1
2
]
− (qB)
2
192π2
[
ln
(
m2b
2µ2
)
+ 1
]
. (64)
Equation (72) coincides with the contribution from one
boson species to the magnetic-vacuum in Eq. (20).
The magnetic-vacuum contribution to Eq. (15) follows
steps similar to the boson case. We also start from the
expression for the one-loop vacuum piece for a charged
fermion in terms of Schwinger’s proper-time method in
Eucledian space
V
(1,vac)
f = −2
∫
dm2f
∫
d4k
(2π)4
∫ ∞
0
ds
× e−s(k20+k23+k2⊥ tanh(qBs)qBs +m2f ). (65)
The momentum integrals are computed using dimen-
sional regularization in d → 4 dimensions. Introducing
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the renormalization scale µ˜ and after carrying out the
integration over the momentum components, we get
V
(1,vac)
f = −
2qB
(4π)d/2
µ˜4−d
∫
dm2f
∫ ∞
0
ds
×
[
e−sm
2
f + 2
∑
l=0
e−s[m
2
f+2(l+1)qB
]
(66)
where we have introduced the sum over Landau levels.
Performing the integration over dm2f and over ds, we get
V
(1,vac)
f =
2qB
(4π)d/2
µ˜4−dΓ(1 − d/2)
{
(m2f )
d/2−1
+ 2
∑
l=0
[
m2f + 2(l+ 1)qB
]d/2−1 }
.
=
2qB
(4π)2
Γ(1− d/2)

m2f
(
m2f
4πµ˜2
)d/2−2
+ 4qB
(
2qB
4πµ˜2
)d/2−2
ζ
(
1− d/2, 1 + m
2
f
2qB
)}
.
(67)
Taking d→ 4− 2ǫ
V
(1,vac)
f =
2qB
(4π)2
Γ(−1 + ǫ)
{
m2f
(
m2f
4πµ˜2
)ǫ
+ 4qB
(
2qB
4πµ˜2
)ǫ
ζ
(
−1 + ǫ, 1 + m
2
f
2qB
)}
.
(68)
In the limit ǫ→ 0 and using Eqs. (57), we get
V
(1,vac)
f =
2qB
(4π)2
{
m2f
[
−1
ǫ
− ln(2π) + γE
− 1− ln
(
2µ˜2
m2f
)]
+ 4qB
[(
−1
ǫ
− ln(2π) + γE
− 1− ln
(
2µ˜2
m2f
))
ζ
(
−1, 1 + m
2
f
2qB
)
− ζ′
(
−1, 1 + m
2
f
2qB
)]}
.
(69)
Introducing counter terms −δqB2 = (qB)2(1/ǫ+ln(2π)−
γE) and −δm2f = m2f (1/ǫ+ ln(2π) − γE) to take care of
charge-field and fermion mass renormalization and taking
the renormalization scale as µ˜ = e−1/2µ, we get
V
(1,vac)
f = −
(qB)
8π2
m2f ln
(
2µ2
m2f
)
− (qB)
2
2π2
[
ln
(
µ2
qB
)
ζ
(
−1, 1 + m
2
f
2qB
)
− ζ′
(
−1, 1 + m
2
f
2qB
)]
(70)
Once again we make use of the identity in Eq. (60) to
finally write Eq. (70) as
V
(1,vac)
f =
(qB)
8π2
m2f ln
(
m2f
2qB
)
+
m4f
16π2
ln
(
µ2
qB
)
+
(qB)2
24π2
ln
(
µ2
qB
)
− (qB)
2
2π2
ζ′
(
−1, 1 + m
2
f
2qB
)
(71)
Equation (71) is valid for any value of qB. It is interest-
ing however to take the weak field limit qB/m2f → 0 to
check whether this coincides with the magnetic vacuum
contribution in Eq. (24). Using Eqs. (62) and (63) we
arrive at
V
(1,vac)
f
qB
m2
f
→0
−→ − m
4
f
16π2
[
ln
(
m2f
2µ2
)
− 1
2
]
− (qB)
2
24π2
[
ln
(
m2f
2µ2
)
+ 1
]
. (72)
Equation (72) coincides with the contribution from one
fermion species to the magnetic-vacuum in Eq. (24).
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