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Abstract 
Mammography is the go Id standard for breast cancer detection. However, it has very 
high false positive rates and is based on ionizing radiation. This has lead to interest in 
using multi-modal approaches. One modality is diagnostic ultrasound, which is based 
on non-ionizing radiation and picks up many of the cancers that are generally missed 
by mammography. However, the presence of speckle noise in ultrasound images has a 
negative effect on image interpretation. Noise reduction, inconsistencies in capture 
and segmentation of lesions still remain challenging open research problems in 
ultrasound images. 
The target of the proposed research is to enhance the state-of-art computer vision 
algorithms used in ultrasound imaging and to investigate the role of computer 
processed images in human diagnostic performance. The results of the research can be 
used to improve existing computer vision algorithms in US CAD systems and propose 
methods that can enhance the perceptual tasks in US training systems. 
The thesis proposes an image pre-processing stage that uses hybrid filtering and 
multifractal analysis which reduces speckle noise in ultrasound images. Further it 
proposes two novel initial lesion detection techniques one of which is superior to 
other techniques, improved segmentation algorithms for lesion boundary 
identification, best feature descriptors that can be used to enhance the chances of 
better recognition and feature-classifier combinations that perform better than other 
systems in lesion type recognition. Their performances were better compared with 
that of the benchmark algorithms and suggestions are made for possible future 
enhancements. Moi-Hoon Yap, Nov 2008 
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Breast Cancer Glossary of Medical Terms 
(Courtesy oflmaginis [I] and Online Medical Dictionary [2]) 
Abscess: A closed pocket of tissue containing pus (a creamy, thick, pale yellow or 
yellow-green fluid that comes from dead tissue); most commonly caused by a 
bacterial infection. 
Acini: Another term for the lobules of the breast. Lobules are milk-producing glands. 
Adenosis: A more or less generalised glandular disease. 
Benign: Not cancerous, not malignant. The main types of benign breast problems are 
fibroadenomas and fibrocystic change. 
Breast density: Describes breast tissues that has many glands close. together. Density 
shows up as a white area on a mammogram film. Though fairly common (especially 
in younger women), dense breasts may make microcalcifications and many other 
masses difficult to detect. 
Calcifications: Small calcium deposits within the breast, singly or in clusters, that are 
usually found by mammography. 
Carcinoma: A cancerous tumour that begins in the lining layer (epithelial cells) of 
organs. At least 80% of all cancers are carcinomas, and almost all breast cancers are 
carcinomas. 
XVI 
Breast Cancer Glossary of Medical Terms 
Duct: a hollow passage for gland secretions. In the breast, a passage through which 
milk passes from the lobule to the nipple. 
Fat necrosis: The death of fat cells, usually following injury. Fat necrosis is a 
non-cancerous condition, but it can cause a breast lump, pulling of the skin, or skin 
changes that can be confused with breast cancer. 
Fibroadenoma: A type of non-cancerous breast tumour composed of fibrous tissue and 
glandular tissue. 
Fibroblasts: Connective tissue cells 
Fibrocystic change: A term that describes certain non-cancerous changes in the breast, 
also called fibrocystic disease. Symptoms of this condition include cysts (accumulated 
packets of fluid), fibrosis (formation of scar-like connective tissue), lumpiness, area of 
thickening, tenderness, or breast pain. 
Glands: Organs that produce and release substances used locally or elsewhere in the 
body. 
Hyperplasia: The abnormal multiplication or increase in the number of normal cells in 
normal arrangement in a tissue. 
Leucocyte: Generic term for a white blood cell. 
XVII 
Breast Cancer Glossary ofMedical Tenns 
Lumpectomy: Surgery to remove the breast tumour and a small margin of surrounding 
normal tissue. 
Lumina: plural of lumen, the cavity or channel within a tube or tubular organ. 
Malignant: Cancerous. 
Mastectomy: Surgery to remove all or part of the breast and sometimes other tissue. 
Nodularity: Increased density of breast tissue, most often due to hormonal changes, 
which cause the breast to feel lumpy in texture. 
Pathology: The branch of medicine concerned with disease, especially its structure 
and its functional effects on the body. 
Prognosis: A forecast as to the probable outcome of a disease, the prospect as to 
recovery from a disease as indicated by the nature and symptoms of the case. 
Stromal cells: Connective tissue cells of an organ found in the loose connective tissue. 
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Chapter 1: Introduction 
Breast Cancer is one of the most common and serious public health problems: 
Fortunately worldwide research efforts in a number of professional disciplines have 
led to significant progress against breast cancer. Better diagnosis and treatment 
methods that lower the chance of death from the disease and improve quality of life 
have been introduced. However through continuing research, knowledge about breast 
cancer keeps growing. Scientists are learning more about the causes of breast cancer 
and are exploring new ways to prevent, detect, diagnose and treat this disease. 
Early detection of cancer plays a vital role in reducing mortality rates. Therefore 
many countries have established screening programmes where citizen groups who are 
at higher risks of developing cancer are routinely monitored. Breast screening in the 
UK is a national programme involving over I 00 separate screening centres coupled 
with additional mobile screening vans which together annually screen approximately 
1.8 million women [3] in the age group of 50-70. However virtually all screening is 
currently carried out using analogue films, with a rather small number of centres 
trialling computed radiology and full field digital mammographic screening. It is 
planned that by 20 I 0 every screening centre will have at least one digital 
mammography unit. Therefore in the near future digital images are likely to play a 
major role in the screening, detection and treatment of cancer. 
The underlying premise for breast cancer screening is that it allows for the detection 
of breast cancers before they become palpable. Breast cancer is a progressive disease. 
Thus small tumours are more likely to be at an early stage ofthe disease and therefore 
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have a better prognosis capability and are more successfully treated (4]. 
There are a number of research groups worldwide who are investigating breast 
sonograms. The main focus of these research groups is to create automated, 
ultrasound, Computer Aided Diagnosis systems with high sensitivity, specificity and 
consistency. Furthering these research efforts, in this thesis the aim is to develop a 
new method of ultrasound image processing for extracting relevant tissue structure 
information that will help differentiate between normal and malignant tissues. The 
ultimate goal is to provide fast and reliable tools for the early detection of malignant 
tissues in ultrasound images. The portability and low-cost features of the screening 
tools will allow for the deployment of this device on large scale. 
This chapter provides an introduction to the problem domain and summarizes the 
solutions presented within this thesis. For clarity of presentation it is organized as 
follows: Section 1.1 identifies, defines and scopes the problem addressed in this thesis; 
Section 1.2 states the aims and objectives of the proposed research; Section 1.3 
summarises the proposed approach; Section 1.4 lists the contributions made by the 
thesis to the state-of-the-art; Finally, section 1.5 provides an insight to the structure 
and presentation of the thesis. 
1.1 Research Motivation 
Mammography is the Gold Standard for breast imaging and early detection of breast 
cancer. However, this sensitive screening and diagnosis technique has high 
false-positive (FP) rates [5]. Some of the limitations are: inability to change image 
2 
Chapter I futroduction 
contrast or brightness, problems in detection of subtle soft tissue lesions (dense 
glandular tissues), and the difficulty of archiving. Alternatively, it has been shown that 
ultrasound studies are good at picking up many of the cancers missed by 
mammograms, especially those which occur in women who have dense breasts [6, 7]. 
In addition it is non-invasive, portable, versatile, does not use ionizing radiations and 
is relatively low-cost. 
Unfortunately due to the relatively poor quality of ultrasound images, their 
segmentation is a difficult problem [8]. It has been shown that reasons for ultrasound 
image degradations include, primarily, speckle noise, which can be modelled as a 
multiplicative degradation field, the blurring of spatial information perpendicular to 
the propagation direction of ultrasonic waves and the non-linear attenuation of 
ultrasound (9]. 
Unfortunately, segmentation algorithms based only on global information (such as 
thresholding techniques, global clustering approaches and intensity-dependant edge 
detection) is not suitable for ultrasound image segmentation and gives poor results 
(10]. This emphasizes a need to develop segmentation techniques that can avoid the 
intensity inhomogeneity problem, i.e., approaches that take into account the 
non-uniformity of tissue classes. 
It is worthwhile noting that the automatic detection of Region-of-Interest (ROI) 
within a breast cancer screening scenario is not meant to replace the radiologist, but is 
to provide a tool to reduce the region labelling time of the radiologist. It has been 
shown that radiologists with different training backgrounds and experiences often get 
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rather different results in the reading of sonograms. Thus new techniques that assist 
physicians in improving the consistency of interpretation should be explored [ 11]: 
Currently there are many on-going research projects [12, 13] that are focusing towards 
creating Ultrasound Computer Aided Diagnosis (US CAD) systems with high 
sensitivity, specificity, and consistency. Unfortunately these systems are based on the 
assumption that the ROI will be pre-selected by the radiologist. Therefore there is a 
need to develop fully automatic ROI identification techniques that will assist in the 
decision making process of a radiologist. 
Further in recent years there has been a workforce related issue within the UK breast 
screening programme in that there has been a shortage of consultant radiologists in the 
specialist domain [3]. Fortunately this has been offset by a growth in specially trained 
radiographers as part of the changing landscape for the radiographic profession within 
the UK. Currently there are some I 09 screening centres regularly performing over 1.5 
million screening examinations per year and a growing number of individuals (circa 
650) nationally who report on these screening cases [3]. Hence, a need exists for the 
development and introduction of effective training tools that will help improve the 
performance quality of this relatively inexperienced workforce to acceptable national 
standards. 
1.2 Aims and Objectives 
Two main research efforts in early detection of breast cancer include the development 
of software tools to assist radiologists in identifying the abnormalities and the 
development of training tools to enhance their skills. Medical image analysis systems, 
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widely known as Computer-Aided Diagnos is (CAD) systems, play an important role 
in the deve lopment of such so ftware too ls. A typical US CAD system can be 
presented as in figure 1-1. In Ultrasound CAD systems the input consists o f a 
rectangular region of interests, manua lly se lected, and the output consists of a 
statistica l analys is to aid the radio logist. 
Selected region Cropped image CAD system Aid to decision 
Figure 1-1 An existing US CAD approach. 
The a ims of the research presented in this thesis are: ( i) to fi.trther enhance 
state-of-the-art computer vision algorithms and ( ii) to improve human vis ion and 
dec ision making accuracy, in the development of training too ls, by introducing the 
computer processed images in the training systems. Figure 1-2 illustrates the above 
aims. 
Original image Initial lesion detection processed imago: 
(a) automate the ROI selection 
(c) Human 
performance 
Aid to training? 
CAD system 
Aid to decision 
Figure 1-2 The aim of this research. (a) to automate the ROI selection, (b) to improve the 
segmentation and classification algorithms, (c) initial study in human performance by using 
the intermediate images. 
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A key objective of this research is to enhance the underlying algorithms in various 
stages of a CAD system. namely: f·ully automated initial lesion detection. boundary 
detection, and class ification. ln the case of breast cancer detection, an objective will 
be to develop an image-processing tool for extracting relevant tissue structure 
information that will differentiate between benign and malignant tissues. The ultimate 
goa l is to provide fast and reliable techniques for the early detection of malignant 
tissue using ultrasound images. The portability and low-cost features of ultrasound 
imaging will a llow the deployment of this dev ice on large scale. This could be an 
interesting case study fo r sending medica l U images from remote sites to general 
hospitals/referral centres. Further, in the deve lopment of training tools. the objective is 
to ass ist the rad io logists in perceptual and cogniti ve tasks by ado pting computer 
processed images into the training system. 
1.3 Proposed Approach 
The research presented in this thesis has been carried out in four different phases: 
I. Understand the anatomy and pathology of breasts and review the 
state-of-the-art in breast cancer detection technology. 
2. Review medical image ana lysis techniques used in reducing the speckle 
noise, shadowing and other a1tefacts in ultrasound images. Propose novel 
image fi ltering and segmentation methods to improve the initia l lesion (ROI) 
detection and boundary detection accuracy. 
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3. Apply and adopt suitable c lassification methods to classify the detected and 
segmented lesions into different diagnosis categories, e.g., benign and 
malignant. 
4. Conduct subjective studies in gro ups of experienced rad io logists and 
non-radio logists I trainee radiologists on the effects of processed images in 
human perception. 
In order to reduce the speckle no ise 111 ultrasound images, effective fi ltering 
a lgorithms are needed. As a so lution, the thes is proposes the use of a hybrid filtering 
approach, which combines nonlinear and linear filters. The resul~ shows that this 
approach is more efficient than the state-o r-the-art approaches, such as, non linear 
diiTus ion filtering, median filtering, and Gauss ian filtering. 
Accurate segmentation plays an important ro le in automatic ROI identification and 
ultimate les ion boundary detection. The thesis reviews state-of-the-art segmentation 
methods, such as, k-means, watershed, fr·actal, region growing and thresho lding 
segmentation. A multifi·actal based approach is proposed in this thes is that contributes 
more e ffective ly towards accurate segmentation o r lesions. 
The final computer based processing stage involves c lassification of detected lesions. 
This invo lves the use of feature extraction and their subsequent c lassification. To this 
extent the thes is investigates the use o r s tandard feature extract ion techniques and 
classi fication techniques such as appearance-based classifiers and texture-based 
classifie rs. The rev iew of literature has revea led that the application of standard 
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feature detectors and classifiers in ultrasound breast imaging has not been nllly 
explo ited. Therefore this thesis contributes to the knowledge of the state-of-art. 
Finally to study the effects of processed images in the decision making process of 
radiological investigations, subjective test were carried out on groups of expert and 
non-expert radio logists. Conclusions are drawn upon perceptual and cognitive tasks. 
1.4 Contributions 
The fundamental contributions ofthis thesis to the state-of-the-art are: 
.. 1.1 !\ hybrid filtering approach that combines linear and non-linear filtering [P3, 
P4J. 
.. 1.2 Application of multifractal theory in initial les ion detection and segmentation 
[PI , P6]. 
.. 1.3 Two nove l approaches to initial lesion detection: 
(i) !\ combination of hybrid filtering, watershed segmentation and k-means 
c lustering [PS]. 
(ii) A combination of hybrid filtering, multifractal process ing, thresholding 
segmentation and a ru le-based approach [PI , P7]. 
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.. 1.4 A novel approach to the accurate segmentation of lesions in ultraso und breast 
images, to o bta in the best poss ible boundary [P7] . 
.. 1.5 An Invest igat ion into the use of appearance based and feature based 
approaches to lesio n recognition in ultraso und images. In particu lar the use of 
various types of features (shape, texture and edge based), feature se lection and 
classification a lgorithms to determine optimum computer visio n pipelines fo r 
ultrasound image processing [PI 0, P 11]. 
.. 1.6 Investigatio ns in to the use of computer processed images in human perceptio n 
and cognition [P2, P8, P9]. 
These contributions have resulted in seven conference papers, o ne poster presentation 
in radio logica l meeting, and two journal papers publications in proceedings of 
reputable internationa l conferences and journals respectively (see Appendix B). 
1.5 Thesis Organisation 
This thesis is organised into three parts (see figure 1-3). The fu·st part includes 
non-co ntributo ry chapters providing fundamenta l and backgro und knowledge o f the 
subject area and the state-of-the-art in techno logical development. The second part o f 
the thesis inc ludes four contributory chapte rs. The third part conc ludes the thes is w ith 
an insight to future directions of research and deve lopment. 
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Part 1: Introduction, Background and Literature Review 
(non-contributory chapters) 
Chapter I provides an overview of the thes is. lt defines the problem domain. states the 
research motivation and specifies the thes is aims and objectives. lt further summarises 
the proposed approaches and highlights the contributions made by the thesis to the 
state-of-the-art. Finally it out li nes the thesis organisation. 
Chapter 2 presents fu ndame ntal knowledge about the anatomy, pathology of the breast, 
diagnosis of the cancer the history of breast cancer, and how to reduce breast cancer 
rates. It further reviews different breast cancer detection techniques. The advantages 
and disadvantages of each approach are compared and discussed. 
Chapter 3 provides a crit ica l technical review of state-of-the-art image analysis 
approaches used m ultrasound breast imaging. including di fferent filtering. 
segmentation and classi fication techniques. lt further highlights constraints and 
I imitation of the existing algorithms/algorithms. 
Part 2: Novel algorithms for breast cancer detection and a·ecognition 
(contributory chapters) 
Chapter 4 proposes two novel initial les ion detection techniques. The first approach 
uses hybrid filtering, watershed segmentation fo llowed by k-means clustering. In 
hybrid filtering, a unique combination of nonl inear filter and linear fi lter is used. The 
second approach adopts multifractal process ing and thresholding segmentation. 
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Results of both approaches are compared with a benchmark, state-of-the-art technique 
by Drukker et al [ 14]. 
Chapter 5 presents the novel so lution proposed for effect ive les ion boundary detection 
in ultrasound breast images. The results are compared with the state-of-the-art 
approaches of Kupinski et a l. [ 151 and Joo et al. [ 16] 
Chapter 6 presents a detailed investigation on the use o f appearance and feature based 
classificat ion approaches to lesion recognition. In particular the use of appearance 
based approaches such as PCA, LOA and the use of feature based approaches such as 
Support Vector Machines. Neural Networks, Bayes ian Neural Networks and other 
classi fiers are investigated. The best feature-class ifier combinations that are able to 
perfo rm the recognit ion tasks most accurately are studied. Finally conclusions are 
made based on the analysis of experimental results. 
Chapter 7 investigates the effects of computer processed images in human 
performance. both in perceptual and cognitive tasks. Two experiments were conducted 
on two distinct groups of subjects, namely, radiologists and non-radiologists. Results 
are critica lly ana lysed and conclusions made. 
Finally, Chapter 8 concludes the thesis with a summary of contributions made by the 
thes is, limitations of the present context of research and an insight into future 
directions ofresearch. 
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Chapter I 
Overview 
Chaptcr 2 
Breast Anatomy and Detection Techniques 
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Initial Lesion Detection 
Chapter 5 
Boundary Detection 
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Classification 
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Effect o f Processed Images in Human 
Performance 
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Figure 1-3 Thesis Organisation 
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This chapter introduces the readers to the anatomy of the breasts, breast screening and 
popu lar imaging techniques used. It provides vita l info rmation ofthe context in which 
research presented in this thesis has been built upo n. 
2.1 Anatomy of Breasts 
The breasts are a complex structure as illustrated in figure 2-1. Their sensitivity to 
ho rmonal influences predisposes them to a number of patho logica l conditio ns. 
Figure2- l Anatomy ofbreasts. (Courtesy of[17]) 
The breasts are composed of 15 to 20 lo bes in most women during their reprod uctive 
years [7], which have a re latively larger r isk of deve lop ing patho logical disorders. For 
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readers who are interested in studying deta ils of the anatomy of breasts, please refer to 
[7]. 
Most of the human breast diseases are palpable , pa inful, nodules in the masses which 
are recognizab le via human inspect ion often aided by effect ive medica l imag ing 
techniques. Fortunately there a re many features/characteristics that can he lp a 
Sonographer i.e. a medica l technician training in performing ultraso und exams [ 18], 
identify the abnorma lities of a sonographic image ofthe breast to prov ide an info rmed 
diagnosis. 
Due to the relatively high risk of developing various pathologica l abno rma lities in 
breasts in some countries, routine breast screening programmes have bee n introduced 
for women of specific age groups. 
2.2 The UK Breast Screening Programme 
ln the United Kingdom Screening for breast abnormalities (that can lead to cancer) is 
carried o ut na tio nally for a ll woman aged between 50 and 70 years at regular three year 
intervals [3] . Fundamenta ll y, screening invo lves imaging both medio- latera l oblique 
(MLO) and cranio-caudal (CC) views of each breas t. These a re then examined and a re 
typica lly dual read by breast screening radio log ists and/or specia lly tra ined 
radiographers (known in the UK as 'advanced practitioners'). It is noted that both 
profess ional gro ups are referred to as 'Mammographers ' in this thesis, unless otherwise 
specifica lly stated . In breast screening, after a carefu l manua l examination, if the 
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presence of an abnormality is suspected, imag ing procedures (e.g. ultrasound) and/o r 
further clinica l investigations are subsequently undertaken. The role of 
Mammographers is therefore pivotal in first identifying suspicious mammographic 
appearances, making their level of professional ski ll crucia l to the overall success ofthe 
national breast screening programme. 
The most recently available data from the NHS Breast Screening Programme 
(NHSBSP) fo r the period 2005/2006 indicated that a total of 2,382,122 women were 
invited for screening and approximate ly I ,89 1,408 underwent screen ing. Of this, 
some 87,469 were recalled fo r further assessment of which 14,841 women with 
cancerous cond itions were identified. The aim of the NHSBSP is to reduce the 
mortality caused by breast cancer through their early detection. The latest data show 
that this nationa l screening programme has been instrumental in saving approximately 
I ,400 lives annua lly [3]. 
Currently in the UK, breast screen ing IS perfo rmed using mammographic films 
although several trials of digital mammography that has greater potential in machine 
aided diagnosis have been undertaken. lt is highly likely that nationwide full field 
digital mammography screening will be introduced in the near future. Several 
research projects are underway in the U K examining the use of digital screening and 
Computer Aided Diagnosis (CAD), bui lding on well established. worldwide research 
efforts. Despite the lack o f use of digital mammography in breast screening, it is 
noted that within the remainder of the UK hea lth system, radio logical imaging is 
predominant ly digital, with PACS (Picture Archiving and Communication System) 
be ing very prevalent. The large high reso lution digital images required for the 
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examination of breast images require associated high reso lution workstations for their 
examination, coupled with robust hardware and so ftware to enable these images to be 
viewed. when required, often at places remote to the orig inating screening centre. This 
has been identified as the bottleneck to the full sca le digit ization of the N il BSP. 
2.3 Diagnos tic Breast Ultrasound 
The objecti ve of a diagnostic Breast Ultrasound (BU ) is to make a more specific 
non-invas ive diagnosis in patients who have clinical or mammographic abnormalities 
than could be achieved with mammography and clinical findings a lone [7l 
Ultrasound has a greater abi lity than mammography to differentiate among types of 
normal tissues and to characterize complex cysts and so lid nodu les [7]. 
Ultrasound 
lHz 20Hz 
I I 
20kHz 
I 
IMHz IOMHz 
I I 
IOOM Hz 
I 
"--y----J 
Human hearing Diagnostic Ultrasound 
Figure 2-2. Frequency range of diagnostic ultrasound 
A diagnostic Ultrasound (US) lies in the frequency range of approximately I to I 0 
megahertz (MHz) [6], as illustrated in Figure 2-2. The basic idea of diagnostic US is 
to transmit waves through the human body, which are partially re flected at the 
interfaces between tissue [ 19]. T hese reflections help te rm the US images that can 
16 
Chapter 2 Background 
later be inspected for abnormalities. U imaging or Sonography is an important 
modality in the evaluation and treatment of breast masses. Lt is most often tailored to 
the patient, so as to answer a specific questions raised in the findings from 
mammography or physica l examinations [20] . 
In US tmagmg, a so-called 'Brightness-mode scan (B-sean) provides a 
two-dimensional image which is generated by the diffraction or back-scattering of an 
ultrasonic pulse from a cross section of the object that is scanned [21]. The term, 
'attenuation', refers to total propagation loss due to absorption, scattering, and 
reflection. Absorption is a process to convert ultrasound beam energy to heat. 
Scattering at a tissue interface is ca lled backscattcr. whi le scattering from an irregular 
tissue interface is ca lled d iffusion. Both backscatter and diffusion result in increased 
ultrasound attenuation [6]. Meanwhi le, re flect ion is proportiona l to the difference in 
acoust ic impedance. In mechanical waves, the veloc ity is decreased when it is more 
compressib le and denser [ 19]. 
The ultrasound wave propagation speed is generally called ' ultrasound velocity'. The 
ve locity figures of different materia l can be summarized as in table 2- 1 [6]. 
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Table 2-1 . Velocity figures of different material 
Materia l Velocity (m/s) 
Air 330 
Fat 1450 
Water 1480 
Human oft tissues 1540 
Blood 1570 
Muscle 1585 
Bone 4080 
The most widely used moda lities to construct a B-scan are linear, sector and arc 
shaped transducer movements. In US image database CD used in our experiments 
(221, the images have been obtained via a linear scan, which means the transducer has 
been moved in a straight line while scanning. 
lt is noted that the clinical use of ultrasound imaging commenced in 1962 and has 
since become very popular particular ly in breast cancer screening. Given that the 
imaging vo lume capable of a US 8-Scan is less than 20cm it is well app licable in 
breast imaging. 
18 
Chapter 2 Background 
Figure 2-3. The radiologist holds the ultrasound transducer aga inst the skin while imaging the 
breast. Image courtesy of [23]. 
Figure 2-4. Sonography layer anatomy. 
(Courtesy of Breast Ultrasound CD [22]) 
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Figure 2-3 shows the radiologist ho lds the ultrasound transducer aga inst the skin 
whi le imaging the breast. The ultrasound image appearance is illustrated in figure 2-4. 
Typically the sk in of the breasts shows a thickness of up to 2mm (and up to 3mm in 
the periphery of the lower quadrants) . During ultrasonography with a stand-off pad , 
the skin is displayed as a double hyper-echo ic layer with a hypo-echo ic intervening 
layer lying superficial ly [22]. Ultrasound can disting uish among different types of 
normal water-density tissues by echogenicity as well as thickness and compressibility 
[7]. However, from the figure 2-4 , the limitation of u ltraso und imaging is the 
existence of speckle noise. 
2.4 Speckle Noise in US Imaging 
US images in genera l are complex due to data composition which can be described in 
terms of speck le in fo rmation. The term 'speckle' is used for the granular pattern that 
appears in 8-scan images and can be considered as a k ind of multiplicative noise [24]. 
Upo n visual inspection, speckle no ise cons ists of a relat ively high grey level intensity, 
qua litatively rang ing between hyper-echo ic (bright) and hypo-echo ic (dark) domains 
[25]. 
lmaging speckle is a phenomenon that occurs when a coherent source and a 
non-coherent detector are used to interrogate a medium, w hich is rough o n the scale of 
the wavelength [26] , in other words, it is caused by the constructive and destructive 
interference of back-scattered signals due to unreso lved tissue inhomogeneity. Due 
to this, speckle noise is a major limitation of ultrasound images, which affects human 
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interpretation of the images as we ll as the accuracy of the Computer-ass isted 
diagnostic techniques/tools [27). 
2.5 Benign Tumours 
The histological spectrum of benign diseases includes les ions that produce 
microcalc ifications such as cysts, adenosis, and irregular mammograp hic densities 
mimicking cancer; e.g. rad ial scars and fibrocystic change. None of these have 
malignant potential unless associated with epithelial hyperplasia [28]. Radiologica l 
correlates arc changes in density with o r without nodularity, ducta l prominence, 
ca lcification or microcalcifications and mass les ions. These appearances result fro m 
changes in the lobu tar. ductal and stromal components of the breast. 
Benign masses of the so ft. tissue density include cysts, and fibroadenomas [22]. In 
genera l, benign masses tend to be low density, and vessels may be seen through the 
mass. Malignant masses however are often denser than the adjacent parenchyma and 
may appear too dense for their size. A number o f different types of benign tumours 
exist as described below: 
2.5.1 Fibroadcnoma 
Fibroadenomas are the most common benign tumours in women between 20-30 years 
of age [28]. Figure 2-5 shows the Fibroadenomas tumours. From visual appearance, 
the masses present as firm, smooth, oval shaped, well-marginated (sometimes 
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lo bulated) [28], ·fl-ee ly movable entities. They grow as spherical nodules that are 
usua lly sharply circumscribed and movable from the surround ing breast substance. 
Histologica lly, a Fibroadenoma tumo ur is composed of various amounts o f connective 
tissues and g landular elements and o ften has epithe lium clefts [28]. 
(a) (b) 
Figure 2-5. Benign tumours- Fibroadenoma 
Fibroadenomas fi·equent ly occur in the upper outer quadrant o f the breast. T hey vary 
in s ize fi·om under I cm to 15cm diameter. On a sectional view they are grey ish w hite, 
and contain s ilt like spaces, often well c ircumscribed and she lled o ut. 
2.5.2 Cysts 
A cyst is ro und, anecho ic, well-marginated, ovoid, o r lobulated . Bes ides, from figure 
2-6, it shown that cyst has well-defined posterior walls with acoustic enhancement. 
Breast cyst developed when the lumina of the ducts and acini become dilated and are 
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lined by atrophic epithelium. Simple cysts are often moveable within the breast, 
although they can also appear deep within the breast tissue [28]. Cysts may be divided 
into two catego ries, micro cysts which are less than 3mm in diameter and 'gross 
cysts' which are 3mm or more in diameter. 
(a) (b) 
Figure 2-6. Benign tumours- Cysts 
2.6 Malignant Tumours 
Characteristics of malignant lesions include hypo-echo ic nature and irregular 
margination (especially interior margins, heterogeneous internal echoes, and acoustic 
shadowing). as illustrated in Figure 2-7. Malignant proliferation of breast ep ithelium 
results in breast carcinoma [22]. Carc inoma is the most common malignancy seen in 
the female breast. Breast carcinoma can be categorized into two main groups: (i) 
ductal carcinoma, where the malignancy originates from ductal epithelia l cells and ( ii) 
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lobular carcinoma, where the malignancy originates from more dista l cells of the 
lobule [7]. 
(a) (b) 
Figure 2-7. Malignant tumours 
Each category can be subdivided into ' in-situ (non-invas ive) and infiltrati ng (invasive) 
types depending on whether the malignant cells have penetrated the underlying 
basement membrane. Infi ltrating carcinomas have a much worse prognosis than in 
situ carcino mas. Each ind ividual breast carcinoma is composed of a heterogeneous 
population of cell types including fibroblasts, leucocytes, and blood vessels [7]. With 
improved mammographic techn iques, in situ ductal carcinomas are being detected 
with increased accuracy. On the other hand invasive carcinoma can be detected at 
very early stages, when the mass is only a few mi llimetres in size. 
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2.7 Review of Breast Cancer Detection Techniques 
Breast cancer can be detected at a very early stage o f development with modern 
techno logies. lt has been sho wn that early detection can significantly reduce the 
morbidity and mortality rates. The detection and diagnos is of breast cancer invo lves 
emotive issues and a test is required that is sens itive and specific for both the 
symptomatic and screened population [29) . 
Breast se lf-examination (BSE) (30] or manual pa lpat io n is a very impo rtant part o f 
every adult wo man 's persona l health care. lt is recommended that B E should be 
perfo rmed o nce each month beginning at age 20 and should continue each mo nth 
throughout a woman 's life time. In additio n to BS E, it is recommended that adu lt 
women sho uld rece ive regular phys ician-perfo rmed clinica l breast exams. 
However there are some limitatio ns to BSE and c linical breast exams. The major 
limitatio n is that the abnorma l ce lls can o nly be pa lpated or fe lt when it grows to a 
certain size [30] . Therefore these techniques are not sensit ive enough in breast cancer 
detectio n espec ially when the tumo urs are small in s ize. 
A viable a lte rnative to manua l examination is the use o f modern techno logy, such as 
imag ing dev ices and signa l processing a lgorithms, in deve lo ping too ls/systems tha t 
are capab le of improving the accuracy o f human vis ion and judgment. In the 
fo llowing sections the popular techniques are introduced to the readers. 
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2.7. 1 Screen Film Mammography (SFM) 
In general a mammogram is an x-ray o f the breasts, consisting of two pictures per 
breast that are usua lly obtained on an annua l bas is [51. They can be used to detect 
sma ll cancers, known as a lump o r a mass. Bes ides, ca lcifications and micro 
calc ifications can be de tected, which are white spots or granules s imilar to g rains of 
salt. 
SFM in particular is the Go ld Standard for imaging of the breast and detection of earl y 
breast cancer. In th is approach. a ' photographic fil m ' serves as the image receptor. 
d isplay as well as the storage medium (Sl The major advantage of SFM is that likely 
breast cancers can be found before pa lpation. However, compress ion of the breasts 
and radiation are necessary to create c lear images. This causes considerable pa in to 
those who have to undergo FM examinati.on. 
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Although SFM is sensitive in screening and diagnosis of breast cancer, it results in a 
high false-pos itive (FP) rate. o me of the limitations of this technique are inability to 
change image contrast or brightness, problems in the detection of subt le so ft tissue 
lesions (dense glandular tissues), and difficulty in archiving. 
2.7.2 Full-Field Digital Mammography (FFDM) 
A Digital mammography unit looks like a conventional mammography unit as both 
use x-rays to image the breast. However, in a digital system. a phosphor screen is used 
instead of a photographic film as the image reecptor. This screen converts these x-ray 
photons into light and the light is converted into a digitized signal that is displayed on 
a computer monitor. 
The main advantage of such a dig ital imaging system is the possible separation of 
image acquis ition, process ing and display, allowing optimization of each of these 
steps. In add ition, adva nced applications such as computer-assisted 
detection/diagnosis (CAD) can be easily applied to the digital mammograms to ass ist 
in image interpretation [32]. 
Although there are benefits from image manipulation, transfer and storage, data from 
studies have not demonstrated a meaningful improvement in screening accuracy [33]. 
Some of the disadvantages of FFDM are high-cost, spatial reso I ut ion of detector used 
fo r high contrast objects being less than SFM, and no di fference detection accuracy 
when comparing OM using both so ft: copy and hard copy fo rmats (34]. 
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2.7.3 Ultrasound (US) 
Ultraso und is not perceptible to the human ear as it consists of sound waves with a 
fi·equency higher than 20 kHz. U uses some harmless and pa inless so und waves to 
produce a v isua I picture of the breast. 
It has been shown that ultrasound studies are good at picking up many of the cancers 
missed by mammograms, especia lly those which occur in women who have dense 
breasts [35]. Ullrasound is non-invasive, portable and versati le. lt does not use 
ionizing radiations and is relatively low-cost. Ultrasound applications for breast 
imaging inc lude aspirating cysts. distinguishing solids from cystic lesions and guiding 
biopsies. 
The main disadvantage of ultrasound is the poor quality of images due to 
mu ltiplicati e speckle noise and artefacts that cause information loss. However the 
pertormance of a high quality breast ultrasound examination not only depends on the 
scanner, but also requires a trained and experienced examiner with knowledge of the 
normal echo anatomy of lhe breast and the changes caused by the pathology. 
Therefore having trained sta!T is a vital part of the success of the use of US imaging in 
breast examination. 
Modern U devices are digital in their design and can use rea l-time, image 
enhancement and computer-aided diagnosis systems (US CAD) very easily. For 
example on-device enhancement o f images is possible via contrast changes and colour 
manipulation. Novel techniques for US colour pre process ing are presently under 
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development and promises new insights into the use of U in breast imaging. 
2.7.4 Magnetic Resonance lmaging (MRI) 
Research into breast MRI began in the 1980s [33). MRI uses magnetic fi elds and the 
magnetic properties of the body to image various atoms and mo lecules in the body. 
Breast tumours have their own blood supply when they reach a ce1tain size. MRl does 
not detect calcifications but images blood flow to determine the shape and size of 
tumours. 
MRI is a sensitive method for the detection of breast cancer. Sensitivity is one of the 
strengths of MRI (36). Some other advantages are the non-invasive nature and the 
ability to generate multivariate images. lt is a lso useful in the detection of recurrences 
after surgery has been performed for mastectomy or lumpectomy cases. 
The disadvantages of MRI are that it is expensive and time consuming. Besides, 
patients using cardiac pacemakers and other metallic devices or implants cannot be 
examined via the use of MRl . The lack of specific ity will decrease its acceptability to 
clinicians and patients [29]. MRI is an impractical too l for routine screening, but plays 
a majo r role as an adjunct to mammography and US imaging for specific problems. 
2.7.5 Positron Emission Tomography (PET) 
PET is one of the imaging modalities that can be used for taking pictures of the breast 
to sec if cancer is present in the breast tissues. The basis of tumour imaging with PET 
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is a specific uptake mechanism of positron emitting radiopharmaceuticals [37l PET 
appeared to be effective in the study of patients with ambiguous mammography. 
PET provides more accurate information in discriminating between viable tumour, 
scar or necrosis. PET will be primarily utilized for four indications in breast cancer: 
patients who have breasts that are difficult to evaluate, patients who have had 
previous surgery, patients who have had radiation therapy, and patients who have had 
breast implants [38]. 
Unlike most other imaging tests that arc based on changes tumours cause in the body's 
structure, PET scanning depends on changes in tissue metabolism. PET is being used 
to detect the metastatic disease (cancer spread) and has been successfitl in this role. It 
is not currently used for primary breast cancer detection because it does not reliably 
detect tumours smaller than I cm but research to improve the accuracy of this test is 
currently in progress. 
2.7.6 Terahertz Rays (T-rays) 
Terahertz radiation lies in between microwave and infrared rad iation in the 
electromagnetic spectrum and it attracts attention for various imaging purposes [39]. 
Terahcrtz imaging is becoming a more recognized imaging technique. which is still at 
the early stages of development. 
T-rays carry much less energy than X-rays, but T-ray can penetrate through matter 
without the damage associated with the ionizing X-rays (40]. T-ray imaging does not 
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pose a safety risk and allows for excellent imaging detai l. T-rays provide good 
contrast between diseased and health ce lls, because they arc sensitive to the water 
content and chemical markers of cancer and other diseases. 
The major complication in the use of T-rays is that the signal is not ' pure'. The ir 
generation is no isy. Their detection. each point on the object, is represented by the 
burst of energy extended in time and space. Hence the image received does not consist 
o f simple pixels. The use of Terahertz imaging has been limited due to lack of cheap 
methods fo r generating and detecting terahertz rays. 
2.8 Summary 
This chapter introduced the readers to the anatomy of the breasts breast screening and 
popular imaging techniques used in breast screening. lt provided vita l information of 
the context in which the research presented in this thesis will be built upon. The 
advantages of using ultrasound imaging in breast screening were highlighted. The 
importance of image enhancement in ultraso und imaging and the poss ibil ity of 
subsequent computer ass isted diagnostics were discussed. 
In Chapter 3 the reader is presented with a report of the state-of-the-art in 
automat ic/semi-automatic breast cancer detection. The idea is to critica lly review 
them so as to be ab le to design nove l systems that wi ll perform better in terms of 
accuracy and funct iona lity as compared to those of the state-of-the-art. 
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3.1 Introduction 
The typica l pipeline of a conventional Ultrasound Computer-Aided Diagnosis (CAD) 
system (or the typica l processing stages for 20 medical breast images) is illustrated in 
figure 3- 1. 
Origina l images 
ROI manually selected by radio logist 
} Input 
~- ------ ---------------- ------ ----------------------, 
Segmentation I boundary detection 
I 
I 
I 
I 
I 
tages processed 
by computer 
automat ica lly 
•.••••..•••.... -. ~ ;~~~~~ ;: ~~:~ ;t~--.•... -- •• - ...• --.l Output 
Figure 3- 1 Diagram illustrates the flow of CAD processes. 
In this chapter, the detailed reviews on literature are organized and presented 
according to the processing stages depicted in figure 3- 1. In Section 3.2, research 
associated with common pre-processing and filtering issues in ultrasound images is 
discussed. In Section 3.2. 1, a literature review and ana lys is of automated and manual 
selection of ROis is presented. ection 3.2.2 reviews the segmentation methods that 
have recently been applied in a number of state-of-the-a1t US CAD systems. The 
classification methods used in ex isting research work are discussed in section 3.2.3. 
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Finally, a review of research in mammography is conducted and presented in section 
3.3. 
3.2 Ultrasound 
A crucial step m ultraso und image processing 1s 'despeckling' or speckle noise 
reduction. To improve clinical d iagnosis. speckle reduction is generally used for 
visualization enhancement and auto-segmentation improvement [ 4 1 J. 
To visually illustrate the difficulties in process ing ultrasound images, three efli cient 
edge detectors, namely, Canny, Susan and Oriented Grad ient Detector (OGD) are 
applied on the popular greysca le test image of Lena and on a number of ultrasound 
breast images (see figure 3-2). lt is shown that the edge detectors worked well fo r 
the Lena image. but not for the ultrasound test images used. US images produce too 
many edges and fa il to show the edges of the likely regions of interest. Based on this 
fact it can be concluded that edge detector are not suitable in labelling the regions of 
likely tumours in an US image. A thorough review in fi ltering algorithms is needed to 
obtain the best filtering algorithm for ultrasound images. 
Median Fi lter is a well-known filtering algorithm in computer vision. lt is popularly 
used in filtering speckle noise in images. A number of researchers, to name a few, Joo 
et al (16), Kupinski et al (IS) , Drukker et al (14) implemented median filtering in the 
pre-processing stage of the proposed CAD systems. However further analys is of the 
effects of using median filtering revealed that it affected the accuracy of the boundary 
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detection as it removes important edge in format ion, while removing speckle noise. 
Orig inal Images Canny Susan OGD 
Figure 3-2 Speckle noise causing difficulties in detecting the edges in ultrasound images 
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Chen at al [42] implemented Gaussian blur in their work. Gaussian blur is a linear 
filtering approach which is implemented to reduce the common oversegmentation 
problem in ultrasound images. This is a very effective way in remov ing the speckle 
noise, but blurs and dis locates the edges when moving from finer to coarser scales 
[43] . Therefore, even though linear filtering is unique and is easy to handle, it cannot 
positively handle any additional information on structures, wh ich are worth being 
preserved or enhanced [44] . 
Chen D.R et al [45] pre-processed the ultrasound images using a combination of 
morphological operations and histogram equa lization. Morphology is an approach to 
image process ing based on shape information. Morphological approaches, such as 
erosion and dilation, are based on curve evolution and are therefore difficult to handle 
and require prohibitive ly small time steps for effective operation. Further. they suffer 
from the problem o f coping with singularities and topological changes [46]. 
Perona and Malik [47] proposed a Non-linear Partial Differential Equation (PDE) 
approach for smoothing images on a continuous doma in. [t was shown that 
Anisotropic Diffusion per~orms well for images corrupted by additive noise. However 
in cases where images contain speckle no ise, it can be shown that aniso tropic 
diffusion enhances the speckle noise. instead of eliminating [48]. Non linear 
Diffusion filtering, introduced by Weickert [ 44] has deservedly attracted much 
attention in the field of image process ing for its ability to reduce noise whi le 
preserving (or even enhancing) important features of the image, such as edges or 
discontinuities as opposed to linear diffusion. 
35 
Chapter 3 Literature Review 
Original Images Median Filtering Linear Filtering 
(Gaussian blur) 
Nonlinear Diffusion 
Filtering 
Figure 3-3 Comparison between speckle reduction filters. 
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Summarising the above rev iew it can be said that the ex isting algorithms have their 
strong points as well as shortcomings. Thus there is scope fo r further improv ing the 
pre-process ing a lgorithms used in US imag ing. In Chapter 4 we propose 
improvements to the exist ing a lgorithms and compare the ir perfo rmance with that of 
the key pre-processing a lgorithms discussed above. 
3.2.1 Initial lesion detection 
A reg ion of interest (ROl) is defined as a reg ion that contains the suspected 
lesion/tumour. In computer based ana lys is these regions are often cons idered as 
rectangular areas enclosing the les ion/tumour. It is wott hwhile noting that the 
automatic detection of Region-of-Interest (ROI) within a breast cancer screening 
scenario is not meant to replace the radio to g ist, but is to provide a too l to save the 
region labe ll ing time of the radio logist. It has been shown that radio log ists w ith 
d ifferent training backgrounds and experiences often get rather different results in the 
read ing of sonograms [11]. Thus new techn iques that ass ist physicians in improving 
the consistency of interpretation should be exp lo red. 
A significance proportion of on-go ing research projects are focused towards creating 
U ltrasound Computer Aided Diagnos is (US CAD) with high sens itivity, high 
spec ificity, and high consistency, to name a few, Gurney 1994 [49] , Boone 1993 [50], 
Chen et a l 2003 [5 1], and Sehgal et a t 2004 [52]. Unfortunate ly these systems are 
based on the assumption that the ROT will be pre-selected by the radio logist. Chen e t 
a t managed to develop an accurate CAD system (51] , but according to them, the 
manua l operations by the phys ician to locate the ROI be fore the computer analys is a re 
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still needed. In [53], the lesion boundaries were delineated manually. In [8, 10, 45, 54], 
the ROI is manually picked up by experts. 
The review of existing literature revealed that most CAD systems rely on an initial, 
manual identification of the ROI by an experienced radiologist. Only Drukker et al 
(2002) [ 14] has initially worked on the full images to subsequently obta in the 
labelling of lesion using an automated approach. In this work they used a combination 
of median filtering, Radia l Gradient Index (RGI) filtering, thresholding, in order to 
detect the in itial lesions automatically. Segmentat ion o f les ion candidates is done by 
se lecting the maximum average radial grad ient (ARG). At an overlap of 0.4 with a 
radiologist lesion out line, 75% o f the lesions were correctly detected. 
3.2.2 Segmentation 
Methods fo r segmentation vary depending on the type of application, image modality, 
and other factors. There is currently no single segmentation method that can produce 
acceptable results I'Or every medical image. Further, segmentation algo rithms have 
had fa irly limited application in ultrasound imag ing. 
This section describes several common segmentation approaches that have been 
proposed in the recent literature. The segmentation methods can be divided into 
thresholding approaches, region growing approaches, clustering approaches, Markov 
rm1dom field mode ls multiresolution texture segmentation, watershed segmentation, 
and the use of defo rmab le models. 
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Thresholding approach is the simplest segmentation algorithm. A thresholding 
procedure attempts to determine an intensity va lue called the threshold, which 
separates the pixels into desirable c lasses. Joo et al implemented one valued binary 
thresho lding and edge detection to obtain the boundary of ultrasound images [ 161. 
Thresholding is often used as an initial step in a sequence o f image process ing 
operations. For instance, an automated thresho lding is app lied by [5 1] to obtain the 
initia l boundary of the tumour which is subsequent ly enhanced by an active contour 
model. 
Region growing is a technique for extracting a region of an image that is connected 
based on some predefined criteria, which can be based on the intensity information 
and/or edges in the image [55]. Drukker et al [14] implemented region growing by 
using the Average Radial Gradient index in obtaining the best boundary of the les ion. 
Kupinski et al [56] implemented region growing with Maximum Radial Grad ient 
Index to obtain the best boundary. 
Clustering algorithms are an unsupervised method. In order to compensate for the lack 
of training data, clustering methods iterate between segmenting and characterizing the 
properties of the each class. Some of the breast ultrasound imaging approaches that 
uses clustering approaches for segmentation inc ludes, Boukerroui et. al 's [54] and 
Ashton et. al's [8] work. The common cl.ustering algorithms used in medical image 
analys is are k-means clustering and adaptive c lustering. 
Markov random field (MRF) modelling is a statistical model that can be used in 
segmentation. ln practice a MRF is incorporated into clustering segmentation 
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algorithms under a Bayesian prior model. Pappas [57] modified the popular k-means 
clustering algorithm, by incorporating spatial smoothness constraints. Markov random 
fie lds arc used to model the region segmentation process and assumes that the pixel 
intensities are given by slowly varying c lass mean corrupted by globally uniform 
add itive white Gaussian no ise. 
Muzzo lini et al. (58] proposed a multireso lution texture segmentation approach. They 
genera lized the conventional simulated annealing methods to a multireso llllion 
ft·amework and minimized an energy function, which is dependent of the reso lution 
and the size of the texture blocks ofthc image. 
Watershed Segmentation is simple and :intuitive, can be parallelized, and a lways 
produces a complete divis ion of the image [59]. Huang et al. [601 integrated the 
advantages of neural network classification and morphological watershed 
segmentation to extract the precise contours of breast tumours from ultrasound 
images. 
Deformable models, snakes, or active contour models are curves defined within an 
image domain that can move under the influence of internal forces within the curve 
and externa l forces computed fi·om the image data [61] . Yezzi et a l. [62] applied the 
deformable model to segment cysts in ultraso und breast images. In Chen et al. 's [5 11 
research, after an initia l contour of the segment has been detected. an active contour 
model is used to improve the init ial segmentation resu lts. Furthermore, the rea l-time 
acq uisition capabi lity of ultrasound images makes it better suited for motion 
estimation tasks [63, 64], where dynamic nature o f active contours are oft:en exploited. 
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Future research in medical image segmentation will strive towards improving the 
accuracy, precision. and computational speed of the state-o f-the-art methods. 
3.2.3 Classification 
The fina l stage o f a CAD system is class ification. In classification, it is very important 
to achieve high sensitivity and specificity. It is known that benign and malignant 
tumours differ in shape, contour, margin and echogenicity of the lesions (35], which 
provide means of di fferentiat ion between the two types of les ions. To further elaborate 
on ultrasound breast image class ification, section 3.2.3. I explains the existing related 
standards of human interpretation and associated class ification, fo llowed by section 
3.2.3.2, which discusses the state-of-the-art in computer aided classification 
algorithms. 
3.2.3. 1 Sttmdartlf of human interpretation 
The Breast lmaging Reporting and Data System (BIRADS) [65] is an international 
standard used for the reporting of mammographic findings, clarification of its 
interpretations and facili tates communication between clinicians. It was pub lished by 
American Co llege of Radiology {ACR) in 1993. A careful study of the Positive 
Predicti ve Value (PPV) of mammographic features described in the mammography 
BIRADS lexicon. shows that it is useful in cliffercntiating the diagnosis of the breast 
les ions (65]. 
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From the expert interpretation of humans, Heinig et a l. [65] characterized lesions 
using BIRJ\DS ultrasound descriptors of: 
i) Mass margin: circumscribed, obscured, microlobulated, 
ill-defined/indistinct, or speculated. 
ii) Shape: oval, round. lobular, or irregular 
iii) Orientation: parallel or not parallel to skin 
iv) Matrix echogenicity and homogeneity: anechoic. hypo-echoic or 
hyper-echoic; homogeneous or heterogeneous 
v) Attenuation: indi fferent, shadowing or enhancement 
vi) Others: any associated findings (architectural distortion) or ax illary 
lymphadenopathy 
3.2.3.2 Computer based methods in classification 
A neural network is a model that is inspired by the functions of bio logical neurons. 
They are extensive ly used in data class ification. In 1999 Chen et al. [66] proposed the 
use of a neural network class ifier with autocorrelation features to class ify tumours in 
ultrasound images. In year 2000, Chen et a l. [67] implemented another neural network 
model, using 24 autocorrelation texture features in class ification. Chen et a l. 2002 [68] 
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classified the benign and malignant tumours with a multilayered perceptron (MLP) 
neural network which trained using the error back-propagation algorithm with 
momenlllm. The class ification was based on three feasible features, the variance 
contrast, autocorrelation contrast, and distribution distortion of wavelet coefficients. 
In 2003, Chen et al. 2003 (53] extracted seven morphological featu res, and classified 
the tumours by using a multi layer feed-forward neural network. Joo et al. 2004 [ 161 
used ANN models to distinguish the benign and malignant tumours based on five 
morphological features representing the shape, the edge characteristics, and the 
darkness of the nodule. Drukker et al. (2002) (14] implemented a Bayesian neura l 
network with round robin analysis. 
Fractal analysis based classification methods have main ly focused on the 
classification of digital mammographic images. Garra et al. [69] used &actal 
ana lys is and statist ical texture ana lysis methods in ultrasound images and concluded 
that the most useful features in classification are the eo-occurrence matrix of the 
ultrasound images. Subsequently, Chen et al. [45] developed a CAD system in which 
fractal ana lys is was used to class ify tumours. 
Principa l component ana lysis (PC/\) and Linear Discriminant Analys is (LOA) played 
impottant roles in classificat ion. Horsch et a l. (70] implemented LOA in their 
research, while 1-ladj iiski et al. [7 1] class ify the malignant and benign masses based on 
adaptive resonance theory mixed with a supervised linear discriminant classifier. 
namely the hybrid ART2LDA approach. 
43 
Chapter 3 Literature Review 
Most o f the latter work in ultraso und image classificat ion invo lved the use of Support 
Vector Machines (SVM), for example, Chang et al. 2005 [ 12] , Huang et al. 2005 [72) 
and Huang et al. 2008 [ 131. upport Vector Machines (SVMs) are a set of related 
supervised learning methods used fo r classification and regress ion [731. Feature 
extraction is a pre-stage in VM. Morphological features such as form factor, 
roundness, aspect ratio, so lid ity, convexity, and extent features were utilized in Chang 
et al. 's work [ 12]. Huang et. al 2005 [72] evaluated a series of pathologica lly proven 
breast tumours using SVM in the dirferential diagnosis of so lid breast tumours. The 
inter pixc l textual features are used in the SVM class ifier. Huang et a l. 2008 [ 13 J 
appl ied the combination of mo rphological fea tures in Chang et al. 's work [ 12] and 
Chen et al. 's work [53] to enhance the accuracy of classification. 
From the study, it is important to realize that the use of texture descriptors alone, or 
shape descriptors alone, does not provide e ffect ive classification. llence, research into 
the combined use of texture descriptors, shape descriptors, fractal dimensions and 
Fourier descriptors is important. f-u rther the use of fea ture se lection and feature based 
class ifiers can be used as means of providi ng improved classification accuracy. 
3.2.4 Test Per formance Measures 
In medical diagnosis, the principles of diagnosis modelling and computation are 
identica l to that used in engineering, scientific evidence fi nance etc. The test 
characteristics can be illustrated as in Table 3- 1. 
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Table 3- 1 Test characteristics 
~ Disease present Disease absent Total If( 
Positive True positive (TP) Fa lse positive (FP) :rr +FP 
Negative Fa lse negat ive (FN) lfrue negative (TN) FN+TN 
T P+FN FP+TN 
There are two types o f errors in medica l diagnosis: false-negative (FN) and false 
positive (FP) findings. True positive fraction (fPF) or sensitivity is the percentage of 
diseased patients that have a posit ive test. Sensitivity also known as recall. True 
negative fract ion (TNF) or speciflcity is the percentage of non-diseased patients that 
have a negative test. Positive predictive value. a lso known as precision, is the 
percentage of positive tests on patients that actually have the disease. Negative 
predictive value is the percentage of negat ive tests is on pat ients who arc free rrom the 
disease. 
P . . d . . I TP ostttve pre tcttve va ue=---
TP+FP 
Negative predictive value 
TN+FN 
TN 
It is noted that the sensitivity and specificity depend on the cu t off va lue between 
no rmal and abnorma l. lt can be shown that there is a lways a trade off in setting the 
cut-off po int. ( ee figure 3-4). 
45 
Chapter 3 Literature Review 
ROC CURVE DEMONSTRATION 
relative 
fre quency 
< 
rolativo 
frequency 
Testvolue> 
re la tive 
froqtJancy 
T QSt valu~> 
I / 
/ 
,/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ , 
/ 
/ 
11 f- 1'1-
ROC curve 
> T!!tt thrc,;tu, ld 
0 
/ 
/ 
/ 
/ 
/ 
/ 
FPF 
ROC curve 
1 
> I P t lltrPo;hnl rl 
TPF 
0 rrr 
ROC curve 
> Ten threshold 
1 
Figure 3-4 The trade off of the cut off value (courtesy image to [741) 
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The perfo rmance of a CAD system or the results of a c lass ification experiment a re 
o ften eva luated/measured using Rece iver Operating Charac teristic (ROC) curves. 
ROC curves are a way of estimating the best cut-off point for a test measured o n a 
continuous sca le. For comparing the relative perfo rmance of two tests, ROC curves 
plo t the sens itivity versus 1-specific ity. The s ing le measure, area under curve (A=) is 
no rmally used fo r comparison. Figure 3-5 shows an example of the ROC curves. 
0 .0 L-- ------ ------- -----.1 
00 05 1.0 
Fa I se positive fi·action ( 1-specific ity) 
Figure 3-5 Examples ofROC curves. 
3.3 A Survey of state-of-the-art CAD systems 
This sectio n presents a number of Computer Aided Diagnostic systems, i.e. systems 
that provide a total so lutio n to the detectio n and recognition/c lass ificatio n problem of 
US images. 
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tavros et al. [35 J proposed a set of classification rules for human judgement. Their 
research had reported 99.5% (424/426) negative predictive value and 98.4% ( 123/ 125) 
sensitivity when fo llowing their approach. it was based on 20 specific sonographic 
features of breast masses, including morpho logic descriptors of shape, margin, texture 
of a mass and acoustic properties (sound transmission, mass echogenicity), etc. 
Chcn et al. [661 proposed an alternat ive CAD system, which was tested on a US 
database containing 140 pathologica ll y proved tumours, i.e. , 88 benign and 52 
carcinomas. Initially the ROI is manuall y extracted by the physician. The texture 
in formation of the ROI is subsequently extracted, and a neural network class ifier with 
autocorrelation features is used to class ify the tumour. The accuracy of the proposed 
system was 95.0%, with sensitivity 98%, specificity 93%, positive predictive va lue 
89%, and negative predictive va lue 99%. 
Chen et al. [67] studied the texture analys is of breast tumours on so no grams. A total 
of I 020 images from 255 patients were used in the experiment. The ROI images were 
initia lly identified by the physician. Subsequently, a neural network model, using 24 
autocorrelat ion texture features. was used in the classifi.cation of tumours. The area 
under the ROC curve (A=) for the mode l was reported to be 0.9840±0.0072. 
In 2002 Chen et al. [68] proposed a further novel CAD system. Initially the ROI is 
manually selected by the phys ician. This is fo llowed by a segmentation algorithm 
based on wavelet transform. Three features, variance contrast, autocorrelation contrast, 
and distribution distortion o f wavelet coefficients were extracted from the ROI images. 
These features are subsequently used in a multilayered perceptron (MLP) neural 
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network which is trained by a error back-propagatio n a lgorithm with momentum. The 
authors repo tted that A= fo r the proposed system was 0.9396±0.0 183, with sensitivity 
is 98.77%. specificity is 8 1.37%. positive prediction value is 72.73%. and negative 
predictive va lue is 99.24%. 
Horsch et al. [70] presented a CAD method for the detection of breast lesions in 
ultrasound images tha t is based on the automatic segmentation of les ions and the 
automatic extraction of four features related to les ion shape, margin, texture, and 
poste rio r acoustic behaviour. The database used consisted of 400 cases (94 maligna nt 
lesions, 124 complex cysts, and 182 benign so lid lesions). The use of linear 
discriminate ana lys is as a c lass ification method of breast lesions was investigated. An 
average A= va lue o f 0.87 was reported in the task o f distinguishing malignant from 
benign lesions. 
Drukker et a l. (2002) [ 14] used a radial g radient index (RGI) filtering technique to 
automatically detect lesions o f a breast ultrasound image, and segmented the lesion 
candidates by max imiz ing an average radia l grad ient (ARD) index for regions grown 
from the detected po ints. Testing on a large database o f 757 images it was reported 
that at an overlap o f 0.4 with a lesion outl ine identified by an expert radio logist, 75% 
of the lesions were correctly detected . Bayes ian neura l ne twork was used in 
c lassification stage and the quality was assessed by a round rob in analysis, and 
yielded an A= va lue of0.84. with 94% sens it ivity at 0.48 false-positive per image. 
Chen et al. [53] proposed a CAD system by setting independent features (i.e., features 
extraction) and using a AN N. The database contained 2 sets of images, first set w ith 
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160 images, and second set with Ill images. Seven morpho logical features were used, 
and a multilayer feed-forward neural network was used as the classifier. The A; 
reported for the ROC curve was 0.950±0.005. overall. 
Joo et al. [ 16] proposed a CAD algorithm by using multiple ultrasound features and a 
ANN. The test database consisted 584 histological confirmed cases. The ROis of 
images were manually se lected by expert radio logists. Median filtering was in it ia lly 
app lied to the ROt images and a simple segmentation consisting of contrast 
enhancement and thresho lding segmenta tion, were subsequently app lied. The reported 
accuracy of the system was 91.4%, sensitivity: 92.3% ( 131/ 142). and specificity: 
90.7% ( 136/150). Further experimental results were reported during which the cut-ofT 
level of the thresholding segmentation was adjusted. It was shown that this resulted in 
an increase in accuracy (99.3% ( 14 1 I 142) and I 00% ( 142/142)) but resulted in a 
decrease of sensitivity (53.3% (136/ 150) and 7.3% ( 11 /150) respectively). In the 
above work. even though a simple segmentation approach was ado pted, high level of 
class ification accuracy was achieved. The errors in class ificat ion were thought to be 
caused mainly due to the inaccuracies of edge detection rather than due to the ANN. 
Chen et al. (45] proposed a CAD system based on fi·actal features. The database 
contained 11 0 ma lignant tumours and 140 benign tumours. The ROI was selected by 
the authors. The images are pre-processed by using morpho logical operation and 
histogram equalization. The fractal dimension of the ROI images was ca lculated by 
using the fractal Brownian motion, and the tumours were class ified by k- means 
classification methods. The reported ROC area index A= was 0.9218. 
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Chang et al. [ 12] proposed a CAD system with automated ultrasound segmentation 
and morpho logy based diagnos is of so lid breast tumours. The database consisted o f90 
malignant tumours and 120 benign tumours. The ROis were pre-sc leetcd by a 
rad io logist. Anisotropic diffusion filtering is used to pre-process the images, followed 
by the level set method of segmentation introduced by the authors. Support Vector 
Machine (S VM) based on six morpholog ical features is used to classify the tumours. 
They reported results were: accuracy 90.95%. sensitivity 88.89%, speciftcity 92.5%, 
positive predictive va lue 89.89%, and negative predictive value 9 1.74%. 
Huang et a l. 2005 [72] evalu ated two patho logica lly proven ultrasonic databases, DB I, 
which contained 140 images, and DB2, which contained 250 images. The ROis of the 
images were selected by a phys ician. Textural features were used in SVM based 
class ification of tumours. The ROC indexes reported for for DB I and DB2 arc 
0.9695±0.0 150 and 0.9552±0.0 16 1 respectively. 
In the most recent work in class ificat ion of les ions, i.e. Huang et al. 2008 [1 3], 11 8 
breast lesions were eva luated out of which 34 were mal ignant and 84 were benign. 
The RO I were manually selected by a phys ic ian. 19 morphologica l features from the 
extracted contour were obtained and PCA was used to find the independe nt features. A 
VM classifier was finally used in the classification. The reported A: value when 
using a ll morphological features and then when using only the lower-dimensiona l 
principa l vector were, 0.9 1 and 0.90, respectively. 
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3.4 Mammography 
Mammography is a specific type of imaging that uses a low-dose x-ray system as the 
source [751. It plays an important role in early detection of breast cancers as it can 
show changes in the breast up to two years before it is palpable. As a result there is an 
increasing interest by governments, radio logists and medical service providers in 
using mammography in breast screening programmes [76] . 
3.4.1 Mammographic CAD ystems 
Due to the specific nature of mammographic images, a number of special image 
process ing techniques have been developed in the past, specifically app licable to such 
images [77]. They include: Manual intensity windowing (MIW), histogram-based 
intensity windowing (HIW), mixture-model intensity windowing (MMlW), 
contrast- limited adaptive histogram equalization (CLAHE), unsharp masking, 
peripheral equalization, Trex processing, MU !CA [77] (a Mu lt iscale wavelet-based 
contrast enhancement techn ique developed by 1\gfa). 
CAD techniques in medical imaging arc developed for the automated different iation 
between benign and malignant les ions and go beyond computer-aided detection by 
providing a measure of the likelihood of cancer for a detected lesion, given image 
and/or patient characteristics [78]. 
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Table 3-2 Summary or state-o f-the-art mammographic CAD systems 
Method Used Class ification Algorithm Performance Comment 
features 
Artificial Neural Descriptors of Automated Sensitivity: fnsensitive to 
Networks (ANN) individual detection, 100%. segmentation 
[78] character. segmentation Spec ific ity: and detection 
Distribution of and 85%. errors (FP 
the cluster. class ification A:= signals). 
steps (wavelet 0.98±0.0 1. 
filters and 
ANN). 
Genera I ized Texture GDFNN TP fraction: Novelty: 
Dynamic Fuzzy parameters algo rithm. 95%. a lleviates the 
Neura l Networks derived from I 51 DB: DD M. FP fraction: problem of 
(GDFNN). order gradient 180 benign 52.8%. . . acqUtnng a 
[79] distribution and masses. A:= des igner to 
gray- level 163 malignant 0.868±0.020. examine a ll 
eo-occurrence masses. Accuracy: the 10 
matrices, 70%. relationship 
computed fi·om o f a training 
the ROI. db. 
Knowledge-based A learning Quantitatively A:= 0.83. S ignificant 
Approach process to characteriz ing 51% of reduction in 
[80] establish a the set of previous FP detections. 
knowledge base known masses, identified FP Maintains 
that is then used based on a ll regions were reasonab le 
to determine 'known" eliminated. sensitivity. 
whether a masses to 90% A potentially 
previously determine the sensitivity good 
ide ntified state of the maintained. approach. 
suspicious suspicious 
region is likely region. 
to depict a true 
mass. 
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Over the last two decades, CAD systems have been develo ped to aid radio logists in 
detecting mammographic abnormalities suspic ious of being breast cancers. A typical 
mammographic CAD system uses computer software to assist the film reader in 
ident ify ing abno rma lities o n a mammogram; this is do ne by placing prompts over 
areas of concern. 
T here are two commerc ia lly ava ilable mammographic C AD systems [32] at present: 
I . R2: " Image checker", R2 Techno logy, Los Altos, Califo rnia, USA 
2. CA Dx: ' econd Look'\ CADx Medical ystems, Quebec, Canada. 
3.4.2 Current Trends in Mammographic R&O and Applications 
There are currently 127 Picture Archiving and Communications Systems (PACS) in 
Eng land ; which have been emp loyed in over 25.5 millio n patient studies generating 
some 640 millio n sto red images. Traditio na lly breast sc reening has been o utside such 
PACS. However at present a number of novel approaches a re be ing investigated to 
integrate breast screen ing into hospita l radio logy informatio n systems (RlS) and 
PACS. Inte ll igent tutoring systems play an important ro le is this respect. 
In the UK, all sc reening personnel invo lved in the N HS Breast Screening Programme 
undertake PERFORMS, an annual se lf assessment scheme [81 ]. Twice a year 560 
individua ls interpret care fu lly selected sets o f recent difficult screening cases. In 
do ing this they identi fy certa in key mammographic features, as we ll as defining their 
locat ion, and rates each case o n whether they consider it to be normal, benign o r 
ma lignant. Partic ipants ga in immediate feedback o n their dec isio ns as well as 
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subsequently being able to see how they have fared as compared anonymously to al l 
other screencrs. An individual can rapidly gain insight into the level o f their 
mammographic interpretation skills. Importantly. their skill in correctly locating and 
identifying key mammographic features, represents their detection ability and the 
overa ll decision of the case. The correct identification of the key mammographic 
features, indicates their interpretation skill. Knowledge of such detection and 
interpretation abilities can then be used as an input to inform the subsequent structure 
of a training scheme for each person whi lst still maintaining the anonymity o f each 
individual's performance data. 
Ideally any tutoring system requires a large cohort of suitable mammographic images 
which can be used in different ways to aid learning. uch a large database o f high 
resolution cases can be difficult both from a storage point of view (if stored at the 
point of training delivery) and also from a logistica l point of view - as diiTerent breast 
screening and university research departments develop their own co llections of 
images for differing purposes [82]. However, the 'Grid ' concept greatly facilitates 
such a large endeavour by allowing images both to exist. and be harvested, via 
different databases in different geographica l locations without the need for the full 
dataset and user to coexist at the same phys ical location. (The Grid is defined as 
" flex ib le, secure, coord inated resource sharing among dynamic co llections of 
individuals, institutions and resources'' [83]1. Grid technology enables that the 
medica l community can explore co llaborative approaches for manag ing image data 
and exchanging knowledge [84]. The EU-funded MammoGrid and UK-funded 
eDiamond projects are to achieve the above aims [85]. In breast cancer research, 
MammoGrid project has recently delivered its first proof-of-concept prototype 
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enabling clinic ians to store (digital) mammographic images along with appropriate ly 
anonymised patient meta-data and to prov ide contro lled access to mammograms 
stored both locally and remotely (84 1. 
3.5 Summary & Conclus ion 
The aim of this chapter was to critica lly review existing approaches to Ultrasound 
CAD. Apart from ana lyzing approaches which prov ided an end-to-end solution for 
CAD. the chapter also rev iews existing research on particular stages of the CAD 
systems, namely pre-processing for noise reduction. initial lesion detection etc. 
The chapter initially provided detai ls about the presence of speckle noise 111 
ultrasound images, which has motivated a number of research projects in the past to 
investigate the de-speckling of US images before processing within CAD systems. 
Continuing with these efforts in this thesis we propose a hybrid filtering approach (see 
Chapter 4) for noise reduction in ultrasound images, which is experimenta lly proved 
to perform better than existing de-speck ling algorithms. 
The detailed review presented in this chapter concludes that in most US CAD systems 
the labelling of the initial ROI is done manually, by a radiologist Only a single effort 
has been made to automate the initial les ion detection process. However this approach 
has known shortcomings. Therefore in Chapter-4 we propose a novel algorithm for 
fully automated initial lesion detection. 
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Further, the review particularly emphas ised the problem of segmentation in ultraso und 
breast images. lt was po inted out that due to the inaccuracies in segmentation, the 
overa ll class ification accuracy, sensitivity, specific ity, and A= metrics of the CAD 
systems can suffer significantly. Although a number of segmentation algorithms have 
been proposed in literature, developing an e fficient algorithm still remains an open 
research problem. Towards providing a so lution to this problem, in Chapter-S we 
propose a les ion segmentation approach based on multifi·actal analys is and Isotropic 
Gaussian process ing. 
Classification algorithms also play a key role in US CAD systems. A number of 
approaches for classificat ion of lesions have been in vestigated in literature. However 
the determining the best classifier for a given CAD system not only depends on the 
genera l accuracy of the classifier selected, but also on the nature o f the dataset (e.g. 
US. mammographic) and the feature set used in classification. To this effect in the 
classification of US images there is a significant research gap in identifying the best 
featu re set - classifier combinations that can direct ly impact in improving the 
accuracy, sensitivity and specificity of CAD systems. Addressing this issue 
chapter-6 presents a detailed study of using difTerent feature sets, feature select ion 
approaches and class ifiers in identifying the best feature set - c lassifier combinations 
for US CAD systems. 
The literature review presented in this chapter also shows that despite propos ing 
number of approaches for the CAD of US images. no study has invest igated the 
effects of computer processed images when used as an aid in human processing of US 
images. Despite the presence of automated CAD systems, human intervention of these 
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systems at various key stages of the image process ing pipeline (e.g. initia l lesion 
detection) is o ftcn envisaged. Therefore in Chapter-7 we present a study that was 
carried o ut as a part of this researc h to investigate the effects of processed images on 
human perception of US images. 
In general breast cancer diagnosis systems are moving towards dig ita l and 
grid-enabled systems. Further multi-moda l systems are w idely considered to be more 
accurate and are therefore better trusted. Mammography CAD systems enhanced by 
the co-existence of US CAD systems can demonstrate better accuracy and robustness 
against specific conditions under which mammography a lone may perform sub 
optimally. Hence further deve lopment of the state of the art methods adopted within 
US CAD systems is of s ignifica nt importance. 
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4.1 Introduction 
This chapter introduces and evaluates two novel methods for initial les ion detection. lt 
further introduces and analyses Drukker et al. 's [ 14) algorithm for initia l lesion 
detection, which is subsequently used as a benchmark to evaluate the performance of 
the algorithms proposed . 
. ------------ ------- ~ 
I I 
I I 
I 
' 
' I 
I 
I 
I 
Proposed 
method 
' ' I I 
------------ -------- · 
Image 
{ ROl of US 
Replaces the involvement ofl.he 
radiologist in locating the ROI 
Figure 4-1 Illustration of the use of the proposed solution 
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4.2 Research Motivation 
ln most ex isting breast screening approaches, the so-ca lled ' initial lesion' (i.e. the 
suspected region) is manually located by a trained radio logist in a pre-process ing 
stage by marking its topmost, leftmost, bottommost and rightmost boundary limits 
with crosses. These crosses (and hence the initial lesion) are then manually 
encompassed within a rectangular Region o f Interest (ROl) [42] by the radiologist. 
The ROI is subsequently presented to a CAD system for further analysis leading to 
the segmentation and class ification of the tumour. There fore both the se lection of 
extreme points (i.e. crosses) and the rectangular region, require human intervention 
and arc open to subjectivity and human error. As a result a well trained and 
experienced examiner with knowledge o f the normal echo anatomy o f the breast and 
the changes caused by the patho logy is required for accurate breast cancer screening. 
The non-inclusion of the entire les ion within the ROI, missing ROI 's containing 
lesions etc. can severely undermine the performance o f a CAD system. Our present 
research focus is to provide the radiologist with an automated tool that can effectively 
assist in the selection of the ROl. lt is worthwhile noting that the automatic detection 
of ROI is not meant to replace the radiologist, but is to provide a tool to reduce the 
region labelling time of the radiologist and to warn of possible ROl 's that could be 
otherwise missed due to the poor quality of the ultrasound image. rt has been further 
shown that radiologists with different training backgrounds and experiences often get 
different results in the reading of so no grams [ 11]. This provides further justification to 
the idea of researching into novel techniques that assist physicians in improving the 
consistency of interpretation of ultrasound images. 
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4.3 Measurement 
The evaluation of the performance o f the proposed algorithm requires a suitable test 
image database, an evaluation metric and a des ign goa l. Due to the practical 
difficulties in obtaining databases with ultrasound images of normal and nearly 
normal breasts, current state-of-the art algorithms [14J of initial lesion detection have 
used US image databases that so lely consist of malignant and benign tumours. In the 
proposed experiments we have used a U image database of 360 malignant and 
non-ma lignant images. This database additionally consists of location information of 
the extreme points (in the form of marked ·crosses') of tumours. marked by a number 
of expert radio logists which is useful for evaluation purposes. The metric used to 
evaluate the performance ofthc algorithm on such databases is an 'overlap' figure [14) 
defined as the ratio of the intersection and the union o f the two lesion areas that have 
been manually identified by the rad iologists and the computer based algorithm. 
Specifica lly in Drukker et al. 's work achieving an overlap value of in excess of 0.4, 
has been used as the des ign goa l. This can be represented as: 
X r~ Y 
overlap = ~ 0.4 
X v Y 
(4-1 ) 
Where X is the lesion area extracted by the computer based algorithm, and Y is the 
lesion labelled manually by the radiologist. In other words it has been assumed that if 
an overlap of more than or equal to 0.4 results, a computer based algorithm has been 
success ful in accurately and automatically performing the otherwise manual task of 
initial les ion identification. Therefore a secondary metric of ' accuracy' can be defined 
as the percentage of experiments obtaining an overlap value of beyond 0.4. Within the 
context of the proposed research we use ' accuracy' as the objective metric to eva luate 
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and compare the results of the performance of the proposed algorithm w ith that of the 
s tate of art methods. Further, subjective results have been illustrated for visua l 
comparison. 
4.4 Benchmark Algorithm 
The state-of-the-art technique o f automatic RO I labelling of US breast images, used as 
benchmark to compare the performance o f the proposed technique, can be 
summarised as fo llow: 
(a) (b) (c) 
(d) (e) (f) 
Figure 4-2 Illustration of the operation of the intermediate stages of Drukker et a l. 's algorithm 
(a) original image, (b) gray-sca le inverted image, (c) median fi ltered image, (d) RG I fi ltered 
image, (e) thresholded RGI image, (I) fina l detection. 
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In [ 14) Drukker et al. investigated the use of the radial gradient index (RGI) tiltering 
technique to automatica lly detect les ions on breast ultrasound images (see Figure 4-2). 
lt is common that in ultrasound images, lesions are almost in variab ly darker than the 
background. Thus in Drukker 's work the gray-scale of the original ultrasound images 
are initiall y inverted. Subsequently images are pre-processed by a median filter to 
remove speckle noise and the resu lting image is fed to a RGI filter. In RGI- filtering. 
the images are sub-sampled by a factor of 4. The thresho ld for the RGI-filtered 
image is varied iteratively fi·om 0.74 to 0.62, until at least one lesion of interest is 
detected. The detected areas, smaller than 5mm2, are discarded. Lesion cand idates arc 
segmented from the background by maximizing an Average Radial Grad ient (ARD) 
index [ 14] for regions grown from the detected points. According to Drukker et al. , 
maximizing the ARD index is more accurate than maxi miz ing the RGI index. At an 
overlap level of 0.4 with les ions outlined by a radio logist, 75% accuracy of lesio n 
detection was repotted. 
4.5 Da tasets 
It should be noted that any automatic system that is designed to detect abnormal 
les ions in ultrasound images should be finally verified/compared with the judgment of 
a medical expert/radiologist. The test images used in this thesis are obtained !Tom a 
professionally compiled Breast Ultraso und CD [22], which consists of explanations 
and verifications from several quali fied expert radiologists. A total o f 360 images 
from the Breast Ultrasound CD were selected for the experiments. Of the 360 images, 
20 were ma lignant, 76 were simple cysts, 76 were complex cysts, 58 were 
fibroadenoma, 38 were carcinoma, 18 were occult lesions, 15 were adenosis, and 59 
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were combination of other diagnosis. Each image has been manually processed by 
an expert radiologist and the extreme points of the suspected lesions have been 
marked with ' crosses' . 
4.6 Pre-processing 
lt was mentioned previously that the credibility of a high quality breast ultrasound 
examination depends on the scanner, the quality of the orig ina l US image and the 
experience of the examiner. The pre-process ing stage deals with the issue of 
guaranteeing the homogeneity of the origina l ultraso und images, thus improv ing the 
chance of more accurate, subsequent, lesion ROI detection. In the proposed 
approaches, histogram equa lization and hybrid fi ltering is used as pre-processing 
stages to achieve the above. 
4.6. 1 Histogram Equa lisation 
11 istogram equalisation [86] is simi lar to contrast stretching in that it attempts to 
increase the dynamic range ofthe pixel va lues in an image. However unlike contrast 
stretching, there is no provision for interactiv ity, as applying histogram equalisation 
algo rithm to an image, with a fixed number of bins, will always yield the same resu lt. 
The ultrasound images are in 8-bit greyscale fo rmat. Let i be the gray leveL and n, be 
the number of occurrence of gray leve l i. The probabi lity of an occurrence of a pixe l 
of level i in the image, x, is by: 
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n 
p,(x) =-' 
n 
for i E 0, .... L - I (4-2) 
where L is the total number of grey levels in the image (L=256 in this case), n is the 
tota l number o f pixe ls in the image. Let cd.f be the cumulative distribution function 
corresponding to p, cdfis delined by: 
I 
cdf,(x) = LP/X) (4-3) 
J=O 
Let x be a 3 x 3 8 bit grey scale image has the fo llowing value: 
The probability of an occurrence of the grey levels in image x is shown by table 4-1. 
Please note that grey level with count 0 are excluded for brevity. 
Table 4- I. T he probability of an occurrence of grey level. 
grey level, i p,(x) grey level, i p,{.t} grey level, i p;(x) 
50 I 
-
63 I 76 2 
- -
9 9 9 
80 I 
-
100 2 142 2 
- -
9 9 9 
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The cumulative distribution function (cdj) is calculated, as in table 4-2. 
Table 4-2. The cumulati ve distribut ion function (cdj) 
grey level, i cdj;(x) grey level, i cdf;(,'() grey level, i cdj;(,t} 
50 1 63 2 76 4 
- - -
9 9 9 
80 5 100 
-
7 142 9 
- -
9 9 9 
Let cdfmtu(x) be the cdfwith minimum grey level, i.e .. _!_ for this case. /\nd cdfmnx(x) 
9 
be the cdfwith maximum grey level, i.e., I. To get the corresponding output image y 
for grey level i. the general histogram equalisation formula is defined by: 
/( cdf,(x) - cdfnun(x) ( ) ) y, (x) = rom1C1 x L - I 
cdf.nruc (x) - cdfmon (x) 
For instance, i=76 
y,. (x) = round[~~ i x (256 - I) J = 96 
By repeating for all grey leve l. i , the output image: 
[
255 
y = 32 
96 
96 128] 
0 191 
100 255 
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4.6.2 Hybrid Filtering 
Filtering stage is used to remove noise, which is a major obstacle for accurate 
segmentation of US images. The fimdamcntal requirements of noise filtering methods 
for medical images are: safeguarding important information of the object boundaries 
and detailed structures, ability to efficiently remove noise in the homogeneous regions 
and the ability to enhance morphologica l definitions by sharpening discontinuities 
[12]. lt was discussed that generally the quality o f ultrasound images is poor as a 
result of multiplicative speckle noise and artefacts that cause information loss. There 
are many noise filtering methods, which can be broadly categorized into, linear 
diffusion filtering and non-linear diffusion filtering. Linear diffusion filtering, e.g. the 
Gaussian filter can remove the noise ef'ficiently, but at the same time, the 
semantically useful information can be eliminated. In addit ion to this, linear diffusion 
filtering dislocates edges when moving from finer to coarser scales (44] of image 
representation. 
In f47], Perona and Malik proposed a Non-linear Partial Differential Equation (PDE) 
approach for smoothing images on a continuous domain. ft was shown that 
Anisotropic Diffusion performs well for images corrupted by addictive noise. 
However in cases where images contain speck le noise, anisotropic diffusion actually 
enhances the speckle noise, instead of eliminating [ 48]. Despite this fact anisotropic 
diffusion techniques are used for filtering ultrasound images [ 12). 
On a more positive note, Nonlinear D({fusion filtering [44] has attracted much 
attention m the fie ld of image process ing for its abi lity to reduce noise while 
preserving (or even enhancing) important features of the image, such as edges or 
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discontinuities as opposed to linear diffusion filtering (e.g., Gaussian filtering, linear 
sca le-space representation) which not only removes no ise but also blurs and dislocates 
edges [43) . 
In o rder to take advantages of bo th, Non linear and Linear Diffusion Fi ltering 
approaches we propose the use of a Hybrid filtering approach as a pre-process ing 
stage. Hybrid filtering combines the key strength o f Nonlinear Diffusion filtering, i.e. 
its abi lity to produce edge-sensitive speckle reduction. with linear filtering (Gaussian 
blur), i.e. its ability to smoothen the edges, and eliminate over segmentation. 
(a) (b) 
(c) (d) 
Figure 4-3. (a) origina l image (b) Gaussian blur (c) Nonlinear diffusion filtering. (d) hybrid 
filtering. 
Figure 4-3 compares the three filtering approaches when applied to lesion boundary 
detection of a complexly shaped les ion. lt is clear that the hybrid filtered image has 
sharper, better defined edges that will increases its chances of more accurately being 
detected at the latter process ing stages. 
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The above pre-process ing stage has been used in both of the proposed approaches to 
initial lesion detection. In the fo llowing sections of this chapter present details of the 
subsequent processing stages of the two approaches and eva luate their performance in 
comparison to the benchmark algorithm (see Section 4.4). 
4.7 Mcthod-1 
Figure 4-4 illustrates the block diagram of the first approach adopted. The design and 
operational detai ls of the relevant stages arc detailed below. Note that the ultrasound 
images arc lirst pre-processed using Hybrid Filtering and subsequently enters the 
segmentation stages. 
Ultrasound image 
Region of Interest 
Figure 4-4 Overview of the methodology. 
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The individual stages of the approach proposed can be detai led as fo llows: 
4.7.1 Watershed Segmentation 
In general segmentation is a process used to divide an image into its constituent parts. 
The watershed transform is a we ll established tool for the segmentation of images. 
Instead of using the image directly. the trans form uses a grad ient image extracted 
from the original image for segmentation [87]. [Note: In geography, watershed is the 
ridge that divides areas drained by different river systems. A catchment basin is the 
geograph ica l area draining into a river or reservoir. The watershed transform applies 
these ideas to gray-scale image process ing in a way that can be used to so lve a variety 
of image segmentation problems [88]] 
Direct application of the watershed transfo rm to greyscale images usually leads to 
oversegmentation due to noise and other local irregularities [88] as illustrated in 
Figure 4-5 (note: lines in red illustrate the segment boundaries). 
(a) (b) 
Figure 4-5 Illustration of over segmentation (a) original image (b) Over segmented image 
A solution is to apply a noise reduction algorithm before segmentat ion. Speckle noise 
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and artefacts can be removed by implementing Gaussian blurring [89) to ultrasound 
images (see Figure 4-6). In figure 4-6, it is illustrated that the image on the left, with 
higher sea le of blur, (i.e. higher si gm a, o'"). yie lds a smoother image. 
(a) (b) 
Figure 4-6 Some speckle noise and artefacts arc removed after applying Gaussian Blur, with 
(a) low scale of blur, u =2; and (b) high scale of blur, u =8. Note that image (b) consists of 
less noise, and is smoother than image (a). 
Resu lts illustrated in Figure 4-7 (b) shows that the number of segments will be 
reduced when watershed segmentation is applied on the blurred image. Note that in 
Figure 4-7 (a), the region of interest is segmented into smaller segments making it 
hard for the subsequent stages of process ing. 
(a) (b) 
Figure 4-7. Gaussian blur reduces the number of segments. Image in (a) shows the result of 
watershed segmentation on an image, obtained with a low scale of blur, u =2, overlapped with 
the original image. Image in (b) shows the result of watershed segmentation on an image, 
obtained with a high sca le of blur, u =8, overlapped with the original image. 
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) 
Figure 4-8 Applicati on of watershed segmenta tion to different types of lesions. Observe tha t 
there are differences between segmenta tion patterns for different types of lesions. For 
'normal" lesions, the distribut ion of the segments are genera lly even, as illustrated in (a) and 
(b). For others types of les ions, the suspected regions consist of less segments. (c) and (d) 
are the images with cysts, where no segmentation has occurred within the ROI (areas pointed 
by the arrows). For images with libroadenoma ((c) and (f)) and malignant ((g) and (h)) 
les ions. the number of segments in the suspected region is less than (a) in an image with a 
normal les ion (area pointed by the arrows). 
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Experiments were carried out on four different types o f lesio n categories diagnosed by 
the expert radio logists, namely, no rmal, cyst fibroadenoma and ma lignant. lt is 
expected that there are some di fferences in the number of segments fo r different 
diagnosis. The results are illustrated in Figure 4-8. Jt is seen that comparatively, 
watershed segmentation can g ive better results in segmenting cysts, when compared 
to the segme ntations o f other lesion types. This is expected as cysts consist of clear, 
more accura te ly defined boundaries o f simpler, rounded shapes. 
A more efficient approach used to control oversegmentation is based on the concept of 
markers, name ly. Marker-Contro lled Watershed egmenta tion [88] . T he result of 
using marker contro lled watershed segmentation on ultrasound images is illustrated in 
Figure 4-9. lt c learly shows that the approach is better than s imple watershed 
segmentation. llence in the proposed approach we use marker contro lled watershed 
segmentation fo r the purpose of segment ing the ROI. 
(a) (b) 
Figure 4-9 (a) Markers. (b) Results of usi ng Marker-controlled watershed segmentati on. 
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4.7.2 Segment oflnterest 
The location of the Region of Interest (ROI) of an abnormal lesion is crucial. The 
location of the abnormal lesions requires the specification of both position and 
orientation (assuming 20 ultrasound images). Within the context of current research, 
two methods of ana lysis have been used to define the segment of interest, namely, 
statistical analysis and !Tactal analysis. 
4. 7.2.1 Statistical A nalysis 
In statistica l analysis, the suspected lesions, both of benign and malignant type, are 
compared to the normal lesions. The local mean of each segment, centred at its 
centre of gravity (cog) and with radius of9 (for example) is calculated. The segment 
with the minimum local mean (i.e. the darkest segment), is considered the segment o f 
interest. 
4. 7.2.2 Fractal A nalysis 
Fractal analysis has been investigated in many application domains, such as, med ical. 
satellite and texture image ana lysis [90]. In the proposed approach, a modified fractal 
dimension ( D, ) calculation based on a dimension normalization technique is carried 
out to extract the information of each segment in ultrasound breast images. ln the 
proposed modification, the fi·actal dimension N, is first normalized by the surface 
area covered by the window size, L unit x L unit. The normal ized N, can then be 
related to maximum gray level H by the Power Law (91 ]: 
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N N = - = H 1 
" L2 (4-5) 
where f is the partial fractal surface dimension, and from equation 4-5. logarithm of 
equation 4-5 yields: 
f = log(N, ) 
log( H) (4-6) 
In the case of segments, since all the segments consist of uneven areas, the surface 
area, L1 , is substituted by the total area of the segment. The modified fl-acta l surlace 
dimension, D,. is obtained by adding the physical dimension (2 for 2-0 ultrasound 
image) to the partial fracta l surface dimension,/ 
Dill = 2 + f (4-7) 
Note that the modified fracta l dimension will enable the differentiation between 
smooth and rough textured areas. In fractal analysis, the normal les ions have ro ugher 
surfaces as compared to the abnormal lesions. The rough surfaces have higher va lue 
of D
111
, while smooth surfaces have low value of D,. Hence, in detecting the 
segment of interest. the segment with minimum D"' is se lected. 
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4.7.3 k-means clustering 
The basic idea of clustering is to group similar objects together. More forma lly. 
clusters are connected regions of a multi-dimensional space containing a relatively 
high density of points, separated from other such regions by a region containing a 
relatively low density of points [92]. Clustering problems arise in many different 
app lications, such as data mining and knowledge discovery data compression vector 
quantization, pattern recognition and pattern class ification [93]. Among clustering 
formulations that are based on minimizing a formal objective funct ion, perhaps the 
most widely used and studied is k-means c lustering (93]. 
k-means clustering is an unsupervised machine learning algorithm. The objective of 
k-mea ns clustering is to minimize the sum o f distances to the nearest centre and the 
geometric k-centre problem, and to minimize the maximum distance from every point 
to its closest centre. k-means clustering aims at minimizing an objective function 
[94] in this case a squared error funct ion J, where: 
(4-8) 
where JJx,(J) - c1 JJ
2 
is the distance measure between the data point x~1 ' and cluster 
centre c1. 
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The algorithm is explained in [94) with the fol lowing steps: 
I. Make initial guesses for means( cluster centres) in k clusters 
2. Check the distance of the data points to the cluster centres. assign 
each data po int to the cluster that has the minimum distance. 
3. When all the data poi nts has been assigned, recalcu late the means 
·- · ----~.----~-~P.~~~-~~~-~~-~~~~-~-~-~!~~ -t-~:~.:-~~~-~?-~~~~~~-~~-~~-~-~t~:~.~:- ·- · -·-·-
In order to capture the complete ROI , the simi lar segments are clustered as a group. 
Thus k-means clustering is implemented, and the segments with a low va lue of local 
mean (section 4. 7 .2. 1) or a minimum of fracta I va lue (section 4. 7 .2.2) are grouped 
under the same cluster as the Point-of-Interest. In our experiments, k=5 is used, 
which produced the best results, compared to other va lues tested. LTI-LIB [951, a 
computer vis ion library, is used as the clustering program. 
4.7.4 Results and Analysis 
Figure 4- 10 illustrates the resu Its obta ined at various intermediate stages of the 
proposed approach to initial lesion detection. The graph in figure 4- 11 plots the local 
mean and the fi·aetal dimension, Dm of each segmented region. The graphs indicate 
that both metrics identify that segment no . 50 is the segment of interest. 
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(a) (b) 
(g) (lt) 
Figure 4-1 0 (a) origina l image. After; (b) histogram equalization, (c) nonl inear diffusion 
fil tering , (d) watershed segmentation, (e) mapping of watershed segmented image with the 
orig ina l image, (f) labelling of segments, (g) locati on o f the segment of interest, (h) a utomatic 
labelling of the region of interest using a rectangle. 
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Figure 4- 11 (a) the plot of mi nimum local mean, showing that segment number 50 is the point 
of interest. (b) the plot of minimum Dm. confirmi ng that segment number 50 is the point of 
interest. 
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Using the measure of ' Accuracy' defined in section 4.2. 1, the overall results of the 
proposed initial lesion detection approach can be summarized as in Table 4-3. 
Table 4-3 Initial lesion detection accuracy when using local mean and D,, as metrics 
Method Positive Negative Accuracy 
Local mean 263 11 7 69.21 % 
Fractal Analysis 206 174 54.21 % 
The results illustrate that l'racta l analys is is significantly less accurate in initial les ion 
detection as compared to using the local mean. The reason is that the value of Dm is 
highly dependent on the characteristics of the neighbourhood pixcts. The lesions with 
high intensity and homogeneity may produce very tow va lues o f 0 111 • However, 
referring to the graphs in figure 4-11 , there is a clear cut separation between the 
average and low va lue points in fractat ana lys is as compared to that of stat istica l 
analysis. This implies that the segments in fractat analys is are more separable. 
Further detailed ana lysis of our results revealed that statistical analysis is accurate in 
the detection of cysts and malignant lesions, but less accurate in the case of detection 
of fibroadenoma. Most of the positive results in the experiment refer to the detection 
of cysts and malignant lesions, i.e., the les ions with tow intensity. On the other hand, 
the negative cases in this experiment refer to fibroadenoma. 
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(a) (b) (c) 
{d) (e) (f) 
Figure 4- 12 Illustration of the operation of the intermediate stages of the proposed method (a) 
Original image (b) Image after pre-processing (histogram equalization) (c) Image after hybrid 
fi ltering (d) Watershed segmentation mapped on to the original image (e) Segments with the 
same cluster with the initia l lesion (I) Labelling or region of interest (ROI) by using the 
proposed method. 
Figure 4- 12 illustrates the stage-by-stage operation of the proposed algorithm. The 
proposed method worked well in detecting cyst lesions malignant lesions. and some 
of the fibroadenoma lesions as illustrated in figure 4- 13. A comparison with the 
manual labe lling is included. 
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(a) (b) 
(c) (d) 
(e) (f) 
(g) (h) 
(i) (j) 
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Figure 4- 13 (a), (c), (e), (g),(i) Manual labelling of ROI. (b), (d), (f), (h},G) The results of 
automated labelling by using our method. 
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Fibroadenoma are fibre tissues very similar to the normal tissues and was found to be 
the main cause behind missed detection of ROI. The proposed technique failed to 
detect some ofthe suspected Fibroadenoma lesions as illustrated in Figure 4-1 4. 
(a) (b) 
(c) (d) 
Figure 4- 14 (a), (c) Manua l labell ing of ROI. (b), (d) The resu lts of automated labelling of 
the proposed method. 
4.8 Mcthod-2 
Figure 4- 15 illustrates a modular block diagram of the second proposed approach to 
automatic lesion detection. It uniquely combines histogram equalisation, hybrid 
filtering multifractal ana lysis, tlu·esholding segmentation, and a rule-based approach 
in fu lly automated ROJ labelli ng. 
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Ullrasound images 
Pre-processing 
Multifractal processing 
·n,resholding segmentation 
Rule-based approach 
Initial lesion detect ion 
+ R..:gions of Interest (ROI) 
Figure 4-15 Overview of Method-2. 
The operation and functionality of the individual stages can be described in detai l as 
fo llows (note: a ll a lgorithms were implemented in LTI-Lib [95] on a Linux platform): 
Subsequent to pre-processing stage (see section 4.4) multifractal processing [96] is 
used to further enhance the partially processed images. In section 4.6 . 1, experimental 
results are prov ided to show that this stage enables better segmentat ion of lesions as 
compared to so lely app ly ing hybrid fi ltering. The fo llowing section prov ides a brief 
overview ofmultitracta l processing and the assoc iated analysis methodology. 
4.8. 1 Multifracta l Processing 
A ITactal is genera lly "a rough or ITagmented geometric shape that can be subdivided 
in parts, each of which is (at least approximately) a red uced-size copy of the who le" 
[97] , a propetty called self-s imilarity. In ana lysing the fractal geometry of an image an 
84 
Chapter 4 Initial Lesions Detection 
attempt is made to exploit self-similarity present. In rractal geometry, the term, fractal 
dimension, refers to a statist ical quantity that gives an indication of how complete ly a 
fractal appears to fill space, as one zooms down to finer and finer scales [97J. 
Multifractal analys is re fers to the ana lys is of an image using multiple fracta ls ( i.e. not 
just one as in rractal analysis). 
The generalized formulation for Multifi·actal Dimensions (D) of order q can be 
represented as follows [96] : 
D = ,, 
1 . log(x" (c)) 
--ILm __ ..!...,__ 
q - I c-+o log( c) 
'L .u, log,u, 
lim ---'''-------
t:-+0 log(&) 
for q E Rand q * I 
(4-1 0) 
forq = I 
where E is the linear size of the cells (Note: in our case we use 3 x 3 pixe l mask, 
hence, e = 3, q is the order for cell size E. Note that when q<O Dq is sensitive to the 
parts where the measure is very dense. On the other hand, if q>O, information on the 
sparse region can be obtained. In theory, q is in the range -oo to oo, and Dq can have an 
infinite number of va lues. In practice computing fo r a ll va lues of q is not possible. 
Hence only four values of q were empirically decided to be used in our experiments, 
which are, -I , 0, I, and 2. 
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N (c) 
The partition function X 11 is defined as. xq (e)= Lf-l,q (e) , where N(&) is the total 
l = l 
number of cells of size£, J-l,q (e) is the measure that is defined on a given set. In 
this case, the measures are de·fined as the probability of the grey scale level in the 
images, where all the grey levels fa ll in the range ofO- I. 
To investigate the effect of different q va lues on ultrasound images, further empirical 
experiments are carried out. 
M .. dtifractals value with different q 
-
M 
.... 
0> 
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Figure4-16 Graph plotted for multifractals dimension with di fferent value ofq. 
The graph in figure 4-16 shows that the multifractals with - oo < q < oo yield four 
types of results. The results can be classified into, q=O, q=l , O<q<l , and (q<O or 
q> 1). Note that O<q<l is the inverted value of (q<O or q> 1). From the results 
illustrated in figure 4-17, it is seen that any va lue range O<q<l or (q<O or q> /) wi ll 
help improve the segmentation results. The value q = -1 , i.e. D _1 is chosen as it 
has the lowest associated computational complexity compared to other values. 
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(a) (b) (c) 
(d) (e) (f) 
Figure 4-1 7 Result of multifractal ana lys is with (a) q<O or q> I, (b) O<q< l , (c) q= l, (d) 
threshold of(a), (e) threshold of(b), (f) threshold of(c). 
To the author's knowledge hybrid fi ltering has not been used in prev ious research in 
breast ultrasound bo undary de tection or contrast enhancement, and hence is an 
additio na l aspect of nove lty o f this approach. 
Afte r the applicatio n of hybrid and multifi·actal filtering the images are ready for 
les ion segmentation. The fo llowing section introduces the reader to the approach 
ado pted. 
87 
Chapter 4 Initial Lesions Detection 
4.8.2 Thresholding Segmentation 
In genera l. segmentation is a process used to divide an image into its constituent parts. 
Thrcsholding segmentation [98] is the most basic, simplest, and fastest algorithm in 
segmentation. A thresholding procedure attempts to determine an intensity va lue, 
named the threshold, which separates the pixels into desirable classes. A parameter (}, 
named the brightness threshold is chosen and applied to the image as fo llow: 
if a[m,nJ ~ e 
thena[m.n] := l(object) 
e/sea[m.n] := O(background) 
Within the present research context a fixed thresho Id is used for segmentation, i.e. a 
threshold that is chosen independently of the image data. ff it is known that one is 
dealing with very high-contrast images where the objects are very dark and the 
background is homogeneous and very light. then a constant threshold of 128 on a 
scale ofO to 255 was experimentally found to be sufficiently accurate, i.e. the number 
of fa lsely-classi fied pixels is kept to a minimum. The sensitivity of the threshold 
selection on segmentation accuracy was found to be low, further justi fy ing the use of 
an image independent fixed threshold. 
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4.8.3 Rule-based Approach 
T he thresho lding segmentation of section 4.8.2 o ften leads to the identification o f 
multiple RO ts. of which genera lly only o ne o r two regions would be o f diagnostic 
importance, i.e. would belo ng to abnormal les io ns. Further the location of the 
abnorma l lesions requires the specification of both pos ition and orientation (assuming 
20 ultraso und images). Therefore the use of rule-based approach is proposed to 
ident ify these important ROts, as discussed in be lo w: 
The first criterion used fo r the identificat ion of lesio ns is the s ize of the segments. The 
suspected lesio ns, are identified as the la rgest segments o ut o f the like ly multiple 
segme nts that results fro m applying the s ing le thresho ld segmentatio n. Jn addition, 
based on the additiona l guidance prov ided in the Ultrasound CD used to obtain the 
test data, it was o bserved that 95% of the tumo urs are located at the upper regions of 
the images. Hence a re fe rence point at (x. y), where, 
image height d image width x = . an y = _ ___;;_ _ _ 
3 2 
is chosen as the centre of attentio n. The lesio n that is located c losest to the above 
po int, satisfying the above mentioned size re lated c riteria is selected as the fina l 
detected lesio n. [t is noted that the above criteria can be s lightly re laxed appro pria te ly 
if more than o ne lesio n is required to be detected . 
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4.8.4 Result and Analysis 
A deta iled presentation o f results and an ana lys is can be g iven as fo llows: 
Figure 4-18 Comparison of segmentation approaches (a) original image, when using only (b) 
Gaussian filtering + Multifractal (c) Non-linear+ Multifractal fi ltering (d) Hybrid + 
Multi-fractal fil tering 
Figure 4-18 compares the e ffects o f using different filtering techniques discussed in 
section-4.4 with multifractal processing. When using Gaussian filtering (sec figure 
6(b)), due to the smoothing effects introduced at the edges the no isy regions which 
should ideally be disconnected, remain connected. T his is a problem in the subsequent 
lesion detection stage as the largest connected region may now not refer to the true 
lesion tha t should be detected. The use of Non-linear filtering results in over 
segmentation and causes many problems, as illustrated by figure 6(c). However, it is 
noted that the use of hybrid filte ring with multifracta l processing results in the sing le 
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largest segmented area detected, to be the les io n. 
Figures 4-1 9 illustrates the stage-by-stage operatio n the proposed multirracta l based 
approach to initia l lesio n de tection. A comprehensive performance comparison with 
the benchmark a lgorithms, based o n the accuracy of the fina l, detected, lesion reg ions, 
is g iven later (see figure 4-23). 
(a) (b) (c) 
(d) (e) (f) 
Figure 4-1 9 Illustration of the operati on of the intermediate stages of the proposed algorithm 
(a) The original image. Image after, (b) pre-processing (histogram equalization) (c) hybrid 
fil tering (d) multifractal processing (e) thresholding segmentation (f) and labelling of region 
of interest (ROI). 
Deta iled experiments are perfo rmed using the 360 test ultrasound images revealed that 
the pro posed method performs exceptiona lly well in identify ing RO is of most cyst 
lesions. ma lignant lesio ns, and some o f the fibroadenoma lesio ns. lt is no ted that due 
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to the high degree of s imilarity in texture between normal and fibroadenoma regions, 
the accurate identification o f such regions is always a cha llenge. A visua l comparison 
of results when using the proposed algorithm on different types of abnormalities is 
illustrated in figure 4-20. Figure 4-21 illustrates two examples of fibroadenoma ROls 
which are not detected accurate ly. 
(a) (b) 
(c) (d) 
Figure 4-20 The results of automated lesion ROI labelling when using the proposed method, 
(a) malignant tumour (b) simple cyst (c) fibroadenorna (d) complex cyst. 
Figure 4-2 1 Examples of un uccessful lesion identification for two cases of fibroadenoma. 
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4.9 Comparison of the proposed methods against benchmark 
algorithm 
Based on the diagnosis perfo rmed by rad io logists and included in the ultrasound 
breast imag ing CD used in our experiments, the accuracy figures obtained for each 
type of abnormality for the two proposed methods and the benchmark algorithm o f 
Drukkcr ct.a l. [ 14) are summarized in table 4-4. 
Table 4-4. Summary of the ROI detection accuracy for each type of abnormality. 
Diagnosis Tota l Accuracy 
number Drukker et Method- I Method- I Method-2 
of a l. (statistical (fTactal 
images analys is) ana lys is) 
Malignant 20 80.00% 65.00% 45.00% 90.00% 
Simple Cysts 76 67.1 1% 60.53% 55.26% 86.84% 
Complex Cysts 76 72.37% 7 1.05% 59.2 1% 89.47% 
Fibroadenoma 58 62.07% 63.79% 46.55% 77.59% 
Carcinoma 38 57.89% 78.95% 52.63% 78.95% 
Occult lesio ns 18 94.44% 88.89% 66.67% 88.89% 
Adenosis 15 80.00% 73.33% 46.67% 93.33% 
Others 59 59.32% 64.4 1% 54.24% 89.83% 
Total 360 67.78% 68.05% 53.89% 86. 11 % 
Figure 13 shows the graphica l presentation o f the ROI detection accu racy for each 
type of abno rmality o f the two approaches presented in this chapter (method- I and 
method-2) and that of the benchmark a lgo rithm. Results clearly prove the lesion ROI 
detection accuracy improvements obtainable by the approach adopted by method-2 
are better. The detection accuracy for Fibroadenoma type lesions have genera lly been 
the lowest for a ll methods. However the a lgorithm of method-2 indicates a 15% 
improvement in accuracy, in this category as compared to Drukker et. a t's [ 14] 
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method and that of method- I (using local mean and the fracta l dimension). lt is noted 
that a 90% accuracy is indicated in detecting malignant type lesions when using the 
proposed algorithm, which is a significant result. 
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Figure 4-22 Graphical presentation of the ROI detection accuracy for each type of 
abnormality of Drukker's a lgorithm, method-1 (with the use of loca l mean and fractal 
dimension) and method-2. 
Figure 4-23 visually compares the performance o f the proposed melhod-2 to that of 
method-! (using both local mean and fi·actal dimensions) and Drukker et al. 's 
algorithm. lt clearly illustrates the improved accuracy of lesion identification 
demonstrated by the second approach proposed by method-2. It is seen that the other 
three algorithms are more likely to identify non-les ion regions or only parts o f les ions, 
as ROis in the presence of rather challenging diagnostic cases. 
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(a) (b) (c) 
(d) (e) 
(f) (g) (h) 
(i) 
Figm e 4-23 Visual performance comparison or mcthod-2 against that or method- I and the 
benchmark algorithm. (a) (f) a re the original images. (b).(g) are the results of Drukker et al. 's 
algorithm. (c),(h) are the results of method-! (using loca l mean). (d),(i) are the results of 
method- I (using the fractal dimension). (e),G) are the results of the proposed method. 
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4.10 Summary & Conclusion 
The chapter focused on investigating the possibility of fully automatic ROI labelling 
in ultrasound breast images. The current CAD systems use manual labelling of ROis 
by radiologists. Although a number of automatic ROI labelling approaches have been 
proposed in literature Drukker et al.'s work presented in [14] is one of the best 
performing state of the art algorithms. Therefore in this chapter we introduced it in 
detail and have critically eva luated its performance. The results were later used in 
evaluating the performance of the novel approaches that were presented in the chapter. 
Further the performance of a hybrid filtering approach that combines two different 
filters was investigated. lt was later utilized for the reduction of speckle noise in the 
design and implementation o f the novel ROI labe lling algorithms. 
Two novel methods for automatic ROI labelling were proposed. In the first method, it 
was shown that marker-controlled watershed segmentation can be used to overcome 
the over-segmentation problem in ultrasound breast image process ing. The use of a 
statistical analysis approach and a fractal analysis approach in separating lesion 
regions from non- lesion regions were investigated. lt was concluded that statistical 
analysis performs better than fractal analysis. In add ition it was shown that k-means 
clustering can be used to further increase the accuracy of the initia l lesions detection. 
However it was observed that k-means clustering increases the false positive rate. 
Multifi·actal analysis played an important role in second novel approach proposed for 
initial lesion detection. lt was shown that multifractal ana lysis enables improved 
separability of tumour regions trom normal regions. A performance comparison 
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between the two novel approaches proposed for initial lesion detection and the 
benchmark algorithm, proved that the multi-tractal analys is based approach 
performed best for the experimental dataset used. lt was found that due to the 
inconsistency issues in ultraso und images, some parameters in the process ing stages 
wi ll have to be adjusted depend ing on the dataset being experimented. 
The multifractal based approach that performed best indicated a 90% accuracy in 
identifying malignant lesions. lt 's worst performance was for fibroadenoma, i.e. an 
accuracy of 77.59%. In chapter 8 we discuss possible improvements to the proposed 
approaches. 
Chapter-S proposes novel methods for the les ion segmentation, 1.e. les ion boundary 
detection of the ROts identified in this chapter. 
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5.1 Introduction 
This chapter focuses on the segmentation problem, i.e., obtaining the best boundary 
detection of lesions in US images. Two methods are proposed. The first method 
namely multifractal RGI (Radial Gradient Index) approach, performs lesion 
segmentation in cropped US images by adopting multifractal processing and region 
growing segmentation. The performance o f this approach is compared with that of the 
benchmark algorithms, Joo et al. r 16], and Kupinski et a l. [ 15). The second method, 
namely the multifracta l !so-Gauss approach, is a fu lly automated segmentation 
algorithm that can be applied directly on un-cropped U images. The performance of 
this approach is compared with that o f the benchmark algorithm of Drukker et al. 's 
[14]. Note that the dataset/images used in the experiments of this chapter are fro m the 
Breast Ultrasound CD [22], of which a detai led discussion has been prov ided in 
Chapter-4. 
5.2 Method-I: Multifractal RGI A pproach 
This sections presents the frrst novel approach proposed in this chapter for lesion 
segmentation. 
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5.2.1 Research Motivation and Benchmark Algorithms 
Ultrasound images suffer from speckle noise due to the interference of back scattered 
signals. This noise significantly degrades the image quality and hinders discriminating 
the finer details [35]. Due to this relative ly poor quality of ultrasound images, their 
segmentation is a difficult problem. Despite this. segmentation is an important 
intermediate stage of an ultraso und imaging system as the natu re/shape of the 
boundary of a lesion play an important role in differentiating between malignant and 
benign tumours [I 5]. i.e. in many CAD systems, a lesion segmentation step is initia lly 
used to obtain an accu rate representation o f the boundary of a tumour whose features 
arc subsequently determined and used in lesion type class ification [ 16). According to 
Joo et al. [ 16], the reason behind the inaccuracy of many existing ultrasound CAD 
systems is not the classification stage. but the segmentation stage. Even if corrective 
adjustments of the labe lling were performed by the radiologists, obtaining the perfect 
boundary of the tumour lesions remains a c hallenge. 
Besides the speckle noise of ultrasound images the shape of the tumours is another 
factor that complicates obtaining an accurate boundary. rt has been estab lished that 
the benign lesions of Ultrasound breast images are regular in shape, but the malignant 
lesions are irregular in shape. 
One way to describe the size and the se lf similarity of a data set is to cal.culate its 
fractal dimension [99]. The preliminary research indicated that a single fi·actal 
dimension alone is not sufficient to fu lly discriminate textures and natural surfaces 
[I 00]. Based on the above observations, it is crucial to study and further investigate 
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the practical use of multifracta l analys is, which are rotation and intensity invariant. 
This chapter shows that by processing an ultrasound image in a multifracta l 
dimension, a possibility exists to improve segmentation, which directly results in a 
refinement of the boundary of les ions. 
Two existing, state-of-the-art techniques [ 15, 161 on boundary detection in US breast 
images, used as benchmarks to compare the performance of the first approach 
proposed in this chapter, can be summarised as fo llows: 
In Kupinski et al. 's research work. a radial gradient index (RGI)-based algorithm is 
used for segmenting lesions in mammographic images. In order to apply the 
algorithm to ultrasound images, the images are inverted and filtered by median 
filtering [14l The centre of the rectangular ROI is chosen as the seed of the 
algo rithm, based on the assumption that the lesion is located at the centre of the ROt. 
Note that conventional region growing algorithms are constrained by the grey leve l of 
the images, but not the shape. In the RGI-based algorithm adopted in [56], in order 
to incorporate the lesion shape into the creation of the partition, the original image 
.f(x,y) is multiplied by an Isotropic Gaussian function centred at the seed point location 
(;..t~ ,p> ) with a fixed variance a-: as the constraint function [56J. The resulting 
image, h{.t,y) is given by: 
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The radial gradient segmentation is used to obtain the lesion bounda ry. The RGl 
va lue is calculated from the original image as fo llows: 
L G(x,y) . r(x,y) 
RGI =~<·=·'~)•N_I~~--~--
.L IIccx,y)ll 
(< .y)~M 
(5-2) 
where M is the boundary point of the partition, G(x,y) is the grad ient vecto r ofj(-'C, y) 
at position (,r., y), and r(x,y) is the normalized radial vector at position (,v:, y). From 
the definit ion, due to normalizat ion. RGI va lues are between -I and I, where a RGI 
va lue of + I signifies that along the contour all gradients point rad ially outwards, and a 
va lue of - I means that all grad ients po int radially inwards. Actua l lesions are expected 
to have (absolute) RGI va lues close to I [14]. Finally, the partit ion with the 
maximum RGI is returned as the final lesion partition . 
..._,. . 
~ ~ <~ 
. T -
(a) (b) 
(c) (d) 
Figure 5-1 RG I based algorithm of Kupinski et al. (a) original image (b) inverted image 
preprocessed by median fi ltering. (c) detected boundary. (d) the detected boundary mapped on 
the original image. 
In Joo et al. 's research work [ 16], med ian fi ltering is used fo r pre-processing. The ROI 
is processed with a median fil ter to remove no ise and enhance features [16]. To 
improve the perceptibility of the edges of breast nodules, unsharp masking, which is 
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well-known in enhancing the structures in images, is used. Then, the contrast of the 
ROI is enhanced by using a contrast stretching transformation. The ROt is 
subsequently converted to a binary image by using binary thresholding. The noise 
generated by binary thresho Id ing is removed by another median filtration stage. 
Finally, island areas, smaller than 500 pix.els are removed from the ROI , and an edge 
detection algorithm is used to detect the final boundary. In the work presented in 
[ 161. some of the detected boundaries arc manually corrected by a radiologist. Note 
that in the results shown in this chapter all presented results are automatically 
generated by the boundary detection algorithms discussed and are not corrected by a 
radiologist. 
(a) 
- . .; 
~. . .. 
_· ; ' 
I. 
t~ 
l 
(c) 
(c) 
(g) 
I 
L 
(b) 
(d) 
( f) 
(h) 
Figure 5-2 Boundary detection algor ithm of Joo et al.[ 16] (a) original image. After, (b) median 
filtering, (c) unsharp masking, (d) contrast enhancement. (e) binary thresholding, ( f) med ian 
filtering and (g) the detected boundary (h) the boundary mapped on to the origina l image. 
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5.2.2 The Methodology 
Figure 5-3 illustrates the block diagram of the first approach proposed, 1.e. the 
mu ltifracta l RGf approach. Each section is subsequently discussed in detail. 
Cropped US images 
Region oflntcrcst (RO!) 
Figure 5-3 Block diagram depicting stages of Approach- I. 
The pre-process ing, hybrid fi ltering, and mu ltifractal processing algorithms used 
with in the current context o f research were discussed in Chapter 4. Thus only the fina l 
stage, i.e. the region growing algorithm that leads to the ultimate segmentation of 
lesion boundaries, is presented in the fo llowing section. 
5.2.2. 1 Region Growing Segmentation 
Region growing segmentation is used to detect the boundaries of the images. The 
thresholds used to control the growing of each partition, is in the range of 128- 180. 
For each of the partitions produced, the RGI value is calculated, as shown in Figure 
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5-4. The boundary of the partition with the maximum va lue of RGI is se lected as the 
best boundary [56]. 
RGI vs partition 
0.33 
0.31 
0.29 
0.27 
~ 
0.25 
0.23 
0.21 
0.19 
0.17 
0. 15 f4'T-''r--F-..-.--r-r..-...,..,....,..,...,....,....-rT...,....,-,..,-.--........ ,.,.....-.-,.............,....,.....,....,..,..,....,....,_,...,....,.--,-,-.--,-,-,.....,..., 
~ ~ ~ ~ ~ ~ ~ ~ ~ ~ o/ ~ ~ ~ ~ ~ ~ ~ 
partition 
Figure 5-4 The RG I value of each partition. Note that the partitioning is based on the 
threshold value used. The partition with the largest RGI value is returned as the final lesion 
partition. 
5.2.3 Results and Analysis 
The implementation of algorithm proposed was carried out using C++, with the help 
of the Computer Vision Library, LTI-LI B [95]. Figure 5-5 illustrates the results 
obtained by the proposed method, in particular the outputs at the various intermediate 
stages. 
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(a) (b) 
(c) {d) 
(c) (f) 
Figure 5-5 Results of the proposed method. (a) The original image. The processed image after. 
(b) histogram equalization, (c) hybrid filtering, (d) multifractal dimension/analysis, (e) the 
boundary detected by using the region growing method (Note: the boundary with highest RGI 
is selected.), ( t) the detected boundary mapped on to the original image. 
To justi fy the pos itive contribution of using multifractal analys is in the proposed 
methodology, in Figure 5-6 we illustrate the effect of directly using region growing 
segmentation on the output o f the hybrid filtering stage. i.e. on the image illustrated in 
figure 5-S(c). In other words. the multifractal analys is stage has been removed from 
consideration. When the identified region illustrated in Figure 5-6 is compared to that 
illustrated in Figure 5-S( f), the positive contribution of the multifractal stage is c learly 
illustrated. lt is noted that when multifractal analysis is not used. the les ion includes 
unwanted no isy areas that should not be a part of the les ion detected. 
V -
- ~ 
' -
Figure 5-6 Detected boundary when multifracta l analysis is excluded. 
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In Figure 5-7 we illustrate and compare the results obtained by the two benchmark 
algorithms and the proposed method on tive different ultrasound images. lt clearly 
illustrates the improved performance obtainable by using the proposed algorit hm. 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
. _,. 
.. 
- -·-:· ..... ' 
- ' 
- -
.... 
'Jio:. -
(i) (k) (I) 
(m) (n) (o) (p) 
(q) (r) (s) (t) 
Figure 5-7 Comparison between the three boundary detection methods. (a),(e),(i),(m),(q) are 
the original images. Results produced by; (b),(t),U),(n),(r) Kupinski et al. 's[ 15] method. 
( c),(g),(k),( o ),(s) Joe et at.· s method [ 16). And ( d),(h),(l),(p),(t) the proposed method. 
A careful comparison of the results illustrated in figure S-7 show that the proposed 
method is capable of accurately detecting the edges of the lesions. Further the 
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detected edges are smoother and thus better satis fy acceptability requirements o f an 
automatic detection method. The above final conc lusions have been made based on 
experiments carried out on a larger set of test images. 
5.3 Method-2: MultifractallsoGauss Approach 
This section presents the details of the second novel approach proposed in this thesis 
fo r lesion segmentation. 
5.3.1 Research Motivation and Benchma•·k Algorithms 
At present ultrasound Computer Aided Diagnostic (CAD) systems requtre the 
identification of ROl and the initial marking or the centre or interest by an expert 
radiologist, be fore being able to automatica lly produce lesion boundaries. Thus the 
process of lesion boundary detection and segmentation in ex isting CAD systems is, 
semi-auto matic. Thus there is a need for a fully automated approach, which will not 
require human judgment or decision making at an intermediate stage. 
In the proposed Multifractal lsoGauss approach histogram equalization is initia lly 
used to pre-process the images followed by hybrid filtering and multi fractal analysis 
stages. Subsequently, a single va lued thresholding segmentation stage and a rule-base 
approach is used fo r the identification of the les ion ROI and the point of interest that 
is used as the seed-point. Subsequently, starting from this point , an Isotropic Gaussian 
function is applied on the inverted, original ultraso und image. The lesion area is then 
107 
Chapter 5 Boundary Detection 
separated from the background by a thresholding segmentation stage and the initial 
boundary is detected via edge detection. Finally to further improve and refine the 
initial boundary, a state-of-the-art active contour method (i .e. gradient vector flow 
(GYF) snake mode l) is implemented. 
The proposed Multifractal lsoGauss approach (proposed method) is compared with an 
existing state-of-the-art method, namely the radial gradient index filtering (RGl) 
technique of Drukker et al. [14J in justify ing its robustness and accuracy. The above 
algorithm has been specifica lly se lected as a benchmark as it is the only exist ing fully 
automatic lesion detection and segmentation approach. 
5.3.2 The Methodology 
Figure 5.8 illustrates the block diagram of the proposed approach. Stage I is to obtain 
the position of the region of interest. ln stage 2, we obtain the initial contour of the 
tumour by using an Isotropic Gaussian function, and enhance the init ial contour by 
using a special type ofsnake. namely, Gradient Vector Flow (G VF) [ lOI) . The two 
main objectives of this section are to investigate the effect of lsotropic Gauss ian 
function in obtaining a more accurate initial boundary, and the use of GYF in 
boundary detection and segmentation. The detailed operation o f the proposed 
algorithm is presented in this section. 
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Stage I Stage 2 
US images 
~ 
Pre-processing 
Muhifractal processing 
1l1rcsholding scgmcmm ion l'u \ mg poml ol 
Boundary 
Initial lesion detection 
Regions of' Interest (ROI) 
Figure 5-8 Overview of methodology. 
5.3.2.1 Ultrasound Images 
A total o f 360 images from the Breast Ultrasound C D [22) are used in this experiment. 
Please refer to Chapter 4 fo r fu rther explanation. 
5.3.2.2 Initial Lesion Detection 
The detailed discuss ion on the init ia l les ion detection stage, i.e. stage I of figure 5-8, 
is presented in Chapter 4, section 4.8, Method-2. 
5.3.2.3 Initial Contour Detection 
ln genera l. segmentation is a process used to d ivide an image into its constituent parts. 
lt is cred ib ly accepted that there are no standard segmentation methods that perform 
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equally well in all images. In medical imag ing, more specifically, breast ultrasound 
images, segmentation is an important intermediate stage of an ultrasound imaging 
system as the nature of the boundary of a les ion play an important role in 
differentiating between malignant and benign tumours [ 15]. In many CAD systems, a 
les ion segmentation step is initially used to obtain an accurate representation of the 
boundary of a tumour whose features are subsequently determined and used in lesion 
type classification [16]. According to Joo et al. (16) , the reason behind the inaccuracy 
of many existing ultrasound CAD systems is not the classificat ion stage, but the 
segmentation stage. Even if corrective adjustments of the labelling were performed 
by the radio logists obtaining the perfect boundary of the tumour lesions remains a 
cha llenge. 
In order to inco rporate the lesion shape into the creation of the partition, the inverted 
image f(x,y) is multiplied by an isotropic Gaussian function centred at the seed point 
location (p , ,p ),) fi·om stage I. with a fi xed variance o-,2 as the constraint function 
(15] . ee section 5.2. 1 for detailed explanat ion in isotropic Gauss ian function. The 
isotropic Gauss ian images are segmented by threshold ing segmentation with a fixed 
va lue of threshold. The initial boundary is obtained in a number of steps as illustrated 
in Figure 5-9. 
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(a) (b) 
(c) (d) 
Figure 5-9 Output at various intermediate stages of stage 2: (a) Inverted image, (b) after 
applying fsotropic Gaussian on the inverted image, (c) after thrcsholding segmentation and (d) 
the final lesion boundary. 
5.3.2.4 Active Contour Models 
Deformable mode ls snakes. or Active contour models are curves defined within an 
image domain that can move under the influence of internal fo rces within the curve 
and external forces computed fro m the image data [61 ] . Yezzi et al. [62] applied the 
deformable model to segment cysts in ultrasound breast images. In Huang et al.'s [72] 
research, the initia l contour was detected. followed by the implementation of an active 
contour model to improve the segmentation results. 
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The traditional active contour model consists of two key shortcomings. The first is 
that the initial contour must be close to the exact boundary, otherwise it may converge 
to the wrong result. The second problem is that acti ve contours have difficu lties 
process ing into boundary concav ities [I 0 I] . Xu and Prince [61] introduced the 
gradient vector flow (GVF) based approach, which they claimed can resolve the 
above problem. An edge mapf(x,y) is defined by derived from the image 1(,-c,y) . From 
their definition of GYF in [6 I], the gradient vector flow field is the vector field 
v(x,y) = [u(x.y) v(x y)] that minimizes the energy functional 
c(u,v) = Jf,u(u~ + u ~ + v; + u! )+ I V.f 12 1 v - Vf 12 dxdy (5-3) 
where parameter ,u is a regularization parameter governing the trade off between the 
first term and the second term in the integrand. Jl should be set according to the 
amount o f noise present in the image. Using ca lculus of variations. it has been shown 
that the GVF fie ld can be fo und by so lving the Euler Equations [611 : 
;.l\1 2u - (u - f x)(J} + f } )=O 
;.t'l 2v - (v - / y)(f} + / y2 ) = 0 
(5-4a) 
(5-4b) 
where \1 2 is the Laplacian operator. The detai ls of the GVF concept and its 
implementation are we ll-explained in [6 1, lO I] . The grad ient vector flow (GVF) 
algorithm is a fi·ee source avai lab le in Internet provided by Xu and Prince [I 0 I]. We 
performed our experiments on the initial boundary using the above implementation. 
The enhancement of the boundary obtainable is c learly illustrated in figure 5- 10. 
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(a) (b) (c) 
(d) (e) (f) 
Figure 5-10 (a),(d) Original image (b),(e) Initial boundary (c),(l) Final boundary obtained by 
the grad ient vector flow based approach. 
5.3.3 Results & Analysis 
In figure 5-1 I we illustrate the results obtained when the proposed system is used. In 
figure 5- 12 we compare the results of the proposed algo rithm with that of Drukk.er et 
a l. 's [ 14] algorithm. A visual comparison of the results illustrated in figure 12 (given 
the diagnostic results in the Breast Ultrasound CD [22]) demonstrates that the 
proposed method performs better as compared to the benchmark algo rithm. 
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) 
Figure 5- 11 Output at various stages: (a) Original image. After; (b) histogram equalization, 
hybrid filtering and multifractal enhancement, (c) thresholding segmentation, (d) Labelling of 
region of interest (ROt), (e) Isotropic Ga ussian on inverted US images, (f) thresholding 
segmentation (g), initia l boundary and (h) the final detected boundary. 
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(a) (b) 
(d) (e) 
(g) (h) 
.. _ --~~:<t:~-· .~ :-·-:--~ ... :~--'-""-
: ~-~- . ~ -~-~ .-c-~ ;_~-,J~;:s::· 
-- ~-:--~~~ 
........... -=. -- -~ ;.- _.~ 
~-~---~~-
:~-­
= ~:--:-
-
(c) 
(f) 
( i) 
Figure S- 12 Visual performance comparison with benchmark algorithms. (a),(d),(g) T he 
orig ina l images. (b),(e),(h) T he result of Druklcer et al. 's a lgorithm. (c),(l),(i) The result of the 
proposed Multi fracta l lsoGauss approach . 
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Table 5- 1 summarises the novelty of the work presented. lt is noted however that full y 
automated functio nality w ill not completely replace the ro le of a rad iolog ist in 
detecting tumo urs. Nevertheless it provides an a lternative way to save the 
radiologist's t ime in picking up the suspected regions manually. Altho ugh the added 
capability will improve the funct iona lity o f a CAD system, the med ica l 
expert/ rad io logist w ill take the final decision as to whether or not a tumour has been 
detected. Another contribution of the wo rk is that it preserves the local and g loba l 
details. The loca l details are referred to as the dens ity of the tumo ur, boundary, w idth , 
he ight, and size o f the tumours, while the g loba l deta ils are referred to as the 
shadowing effects, hyper-echo ic, hypo-echo ic, and the speckles no ise o n the fu ll 
images. The loca l details are important in the class ification of tumours. However w ith 
experience so me radiologists may learn to identify tumo urs by only using the g lobal 
details. Hence, it is important to preserve the g lobal detai ls. 
Table 5-1 Novelty of the multifractall soGauss approach 
Operation Current CAD methods Proposed method 
ROI Manua lly se lected by Fully automated selectio n 
Detection rad iologist 
Segmentati The bo undary is shown on The boundary is detected fi·om the fi.t ll 
on/ the cro pped ROI. Therefo re ultrasound images which ma intain 
Boundary decisio ns that would need the the loca l details as well as g loba l 
Detectio n consideration o f g lo ba l details. 
image detai ls cannot be 
made. The g lobal dimensio n 
of the image (co ntext) will 
a lso be lost. 
11 6 
Chapter 5 Boundary Detection 
5.4 Summary & Conclusion 
This chapter proposed two novel algorithms for the segmentation of lesions, based on 
multifractal ana lysis of processed ultraso und images. In general it was shown that 
further process ing an ultrasound image in a multifractal dimension, can result in 
improved segmentation, which directly results in a refinement of the boundary of 
lesions. 
In the first approach proposed, the initial lesions detected were first analysed in 
multifractal domain. Subsequently region growing segmentation was used to further 
refine the les ion boundaries identified by multirracta l ana lys is. Our detai led 
experiments revea led that the direct application of region growing segmentation on 
initial les ion areas (i.e. ROis) detected by the method proposed in Chapter-4, results 
in unwanted no isy areas that are not a part of the lesions being detected as parts of 
segmented lesions. Further, the presence of the multifractal stage before the region 
growing segmentation stage, results in smoother more accurate lesion boundary 
detections. The detailed experiments carried out to compare the proposed approach 
with two benchmark algorithms proved that the proposed approach performs 
significantly better than the benchmarks 111 detecting the lesion boundaries on 
different types of lesions, especially those of the more complicatedly shaped 
malignant tumours. 
In the second approach proposed, the region growing segmentation stage of the first 
approach is replaced by the use of an Isotropic Gauss ian function to obtain an initial 
contour of the lesion which is fo llowed by the use of a special type of 'snake·, i.e. the 
GVF to enhance the initial contours. We have shown that th is approach to 
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segmentation can result in a fu lly automated approach that performs better than the 
existing state of the art method of fully automatic les ion segmentation proposed by 
Drukker et al. In future, an aim is to improve the proposed algorithm into a more 
adaptive a lgorithm, fo r instance, the approach should be able to auto matica ll y se lect 
the optimum parameter set for the snake model. Further, an invest igat ion on the 
application of implicit active contour models, or level sets, in ultrasound images is 
proposed. 
The accuracies of any subsequent lesion type classificat ion algorithms are highly 
dependent on the accuracy of the lesion boundary detection a lgorithm used. Hence, 
the more accurate of the two novel approaches proposed fo r lesion segmentation, i.e .. 
the second method based on lsoGauss processing and GVF ana lysis, is selected as the 
algorithm that is used to perform lesion boundary detection. which provides input to 
the classilication a lgorithms investigated in the subsequent, Chapter-6. 
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6.1 Introduction 
This chapter aims to identify suitable feature-c lassifier combinations that will perform 
optimally for a g iven dataset of ultrasound images. It is noted that the American 
College of Radiology (ACR) has introduced a standard for the description of 
ultrasound images. the Breast lmaging Reporting And Data System (BIRAD ) that 
aims to standardize the reporting of findings related to ultrasound images, c larifies 
interpretations and facilitates communication between clinicians (see Chaptcr-3, 
section 3.2.3). These BIRADS descriptors arc widely used by radiologists in manua l 
classification of les ions. Therefore a CAD based system that is capable of providing 
an automated description of U image lesions can provide vital input to 8 1 RAD and 
its use by radiologists. 
Previous research in US image lesion classification (see Chapter-3, section 3.2.3.2), 
have focused on finding the optimum feature set that can be used by a selected single 
classi fier. This thesis evaluates the use of ten different class ifiers and experimenta lly 
determines the optimum feature set for each classifier and make conclusions on the 
optimum feature-classifier combinations suitable fo r US image lesions. In particular 
the performance of a signjficant number of shape, texture and edge descriptors are 
compared with the aim of identifying the best feature set to be used in conjunction 
with the most efficient classi fiers. 
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Initially a detailed study was carried out to evaluate the performance of two 
commonly used appearance based classification algorithms, based on the use of 
Principal Component Analysis (PCA) [102], and two dimensiona l linear discriminant 
analys is (20-LDA) [I 03]. The study showed that these two appearance based 
class itication approaches are not capable of hand ling the classification of ultrasound 
breast image lesions. Therefore further investigations in the use of a number of 
popular feature based classifiers. name ly. Bayesian Network (BayesNet) [I 04] Na"ive 
Bayes (NaiveBayes) [105], Support Vector Machine (SVM) [106], Mu lti Layer 
Perceptron (MLP) [104], Rad ial basis function Network (RBFNetwork) [104], 
Bagging [I 071. Adaptive Boosting (AdaBoost) [I 081, Logistic Regression Boosting 
(LogitBoost) [I 09] Random Tree [I 041, and Random Forest [ 11 0] were conducted 
with appropriate feature extraction phases used as pre-processing stages. Feature 
extractions stages are divided into three categories, namely shape, texture and edge 
based descriptors, and are investigated individually using the feature based classifiers. 
Due to the fact that a combinat ion of features have a better abi lity to improve 
classification, deta iled investigations into using various feature combinations based on 
the feature selection tools provided by the widely used WEKA data mining tool [I 04J 
is subsequently conducted. Note that in the above investigations, the defau lt 
parameters of WEKA have been used. Finally a number of wel l known classification 
measures such as, success rate, sensitivity, specificity, positive predictive value (PPV), 
negative predictive va lue (NPV), F-measure and area under ROC curve (Az) are used 
to evaluate the performance of different feature set - classifier combinations making 
conclusions on the optimum selections/combinations. 
For clarity of presentation the chapter is divided into a number of sections: Section 
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6.2 discusses the use of appearance based approaches, i.e. PCA and 20-LOA, in 
lesion classification. Section 6.3 discusses the use of feature-based approaches giving 
details o f vario us feature detection. se lection and classification a lgorithms. ection 6.4 
provides experimental results and ana lys is g iving deta iled comparisons of the 
performance of various feature detection, selection and classification algo rithms. 
Fina lly section 6.5 concludes the chapter. 
6.2 Appearance Based Classification 
T his section presents two popular appearance based approaches to US les ion 
class ification, namely PCt\ and 20-LOA. lt further provides information on the 
dataset used in the eva luat ion of the two approaches. For the preliminary study of the 
perfo rmance o f PCA and 20-LDA approaches. 40 images from the orig ina l tesl image 
database was chosen and resized to 128 pixel by 128 pixel. Figure 6- 1 illustrates some 
o f the rcsized images with the corresponding Eigen images. 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
Figure 6- 1 Resized test images (a-d) and their corresponding Eigen images (e-h) 
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6.2.1 Principal Component Analysis (PCA) 
PCA is a powerful too l that is widely used in data reduction. lt is a popular 
unsupervised statistica l method that can be used to find use ful image representations 
[ 102] . PCA is the earliest appearance-based c lassification approach. lt operates 
directly on the images or appearances of objects and processes the images as two 
dimensional ho listic patte rns. In face recognition, facial images are projected to a 
feature space which best describes the variation amongst known facial images [I 02]. 
Th is feature space is subsequently used in effective facial recognition. Further details 
of the theory and app licat ions of PC/\ can be found in [I 02). 
Figure 6-2(i) illustra tes the success of the PCA classifie r. H illustrates that the 
diagnosis is accurate. Figure 6-2(ii) illustrates the failure of c lassification of the PCA 
classifier. Following the approach proposed in [Ill] the performance of PCA based 
les ion classification was eva luated. lt was observed that PCA performed poorly in the 
classi fication of ultrasound breast images. The results are illustrated in Figure 6-2. 
The overa ll success rate obtained was only 55%. 
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Figure 6-2(i) uccessfu l classifications in PCA Classifier 
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Figure 6-2(ii) mis-classificaLions in PCA Class ifier 
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6.2.2 1\vo Dimensional Linear Discriminant Analysis (2D-LDA) 
LOA is a fu rther appearance based approach that may be used in lesion classification. 
lt optimizes the low-dimensional representation of image objects with the a im o f most 
d iscriminant feature extraction [I 031- In LOA, the image is linea rly projected into a 
feature subspace. The projection method is based upon Fisher's linear discrim inant 
and produces we ll separated classes in a low-d imensiona l subspacc [103]. In pattern 
recognition research it has been shown that LOA based algorithms outperfo rm 
PCA-bascd algorithms [11 21 in image class ification. A variant of LOA, 20-LDA 
(Two Dimensional - LOA), proposed by Li et a l. [ I 031 , directly extracts features from 
the image matrix, rather than a featu re vector created out of an image to compute the 
between-class and within-c lass scatter matrices. Interested readers a rc referred to [ 11 2] 
and [103] for further details of LOA and 20-LDA. By using the same dataset as used 
with PCA the success rate of the 20 -LDA approach to c lass ification of lesions was 
rep01ted to be 50%. 
T here fore it can be concluded that both PCA and 20-LDA based approaches, i.e. 
appearance based approaches, are ine fficient in the class ificat ions o f lesions of US 
images. 
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6.3 Feature Based Class ification 
Feature based approaches to image class ification generally consist of two stages, 
namely, feature extraction and feature class ification. Often when the number of 
features extracted is very high, an additional intermediate stage of feature selection is 
used. 
6.3.1 Featu res Extraction Approaches 
Features can generally be used as a concise representation of an image. In particular 
feature extraction in ultraso und images is a challenging task due to the speckle noise. 
For ease of discuss ion and analysis, we class ify the typical features of an ultraso und 
image into three groups. namely, shape, texture and edge descriptors. These categories 
are detai led in the fo llowing sub-sections. 
6.3. 1.1 Shape descriptors 
Shape analys is has been widely uti lised in computer vision and has been intensively 
developed over the past decades in both theoretica l and app lied domains [ 11 3]. Due to 
the fact that most US image lesions vary in shape according to their type (e.g. cyst, 
malignant etc.), shape descriptors have been used in their classification. This section 
discusses the shape descriptors uti lised by previous methods of feature based US 
lesion classificat ion and a number of further shape descriptors that have been utilised 
in general with in other computer vision applications [11 2]: 
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Area to Perimeter ratio (AP}: AP= a~'ea , where area is the area of the tumour, 
peruneler 
and perimeter is the perimeter of the tumour. Tumour perimeter and tumour area are 
dependent on size of a tumour. Hence as a standalone feature, it does not provide 
usefu l information. However, the aspect ratio of the area to perimeter will provide 
useful information as a malignant tumour has an irregular boundary, which implies a 
higher value in perimeter. 
Convex hul l provides important information in the description of shape. Figure 6-3 
illustrate the shape of the lesions that correspond to their convex hulls. From the 
above ana lysis, the convexity and so lidity of the lesions can be ca lculated as follows: 
(a) (b) 
(c) (d) 
Figure 6-3 Lesions and Convex hull. (a), (b) malignant tumours, (c), (d) benign tumours. 
area Solidity: Solidity= , where area is the area of the tumour region, and 
convex area 
convexarea is the area of the convex hull. lt is clearly shown that the malignant 
127 
Chapter 6 Classi fie a tion 
tumours (as in Figure 6-3 (a) and (b)) has a larger convex hull area as compared to the 
benign tumours (as in Figure 6-3 (c) and (d)). 
C . convex perimeter Convexity: onvexlly , where perimeter is the perimeter of the 
perimeter 
tumour, and convex perimeter represents the perimeter of the convex hull. Figure 6-3 
clearly illustrates that a malignant tumour has a higher perimeter va lue as a result of 
its irregular nature. Hence this feature is fairly important in boosting the separability 
of the lesions. 
. length Elongation: Elongation=--, where Length and width denotes the length and 
width 
width of the bounding rectangle as illustrated in the fo llowing figure 6-4. 
width 
t 
length 
+ 
Figure 6-4 Illustration of the bounding rectangle with it 's width and length. 
area . Extent: Extent = , where area IS the area of the tumour, 
area of bounding rectangle 
and the area of bounding rectangle is the area of the rectangle as illustrated in figure 
6-4. 
A . (AR) AR major axis h . . . h 1. . hr 1 spect ratio : = . . , w ere ma;or ax1s 1s t e me passmg t oug 1
mmor ax1s 
the foci, centre and vertices of the ellipse, and minor axis is a line through the centre 
of an ellipse which is perpendicular to the major axis, as illustrated in ftgure 6-5. 
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Figure 6-5 illustration of the major axis and rninor axis 
~4n x area Compactness: Compactness = . . , where area IS the area o f the tumour, 
maJOr OX IS 
and major axis as de fined in Figure 6-5. 
Roundness: Roundness 4 x area --------~,where area denotes the area of the 
1r x J'vfa.x: Diameter · 
tumour, and Max_Diameter denotes the length of the major axis. Figure 6-6 illustrates 
the roundness va lues for benign and ma li gnant tumours. Note that a benign tumour 
has a higher roundness va lue as compare to a ma lignant tumour. 
(a) (b) 
Roundness=0.65 Roundness=0.37 
Form factor=0.74 Form factor=0.32 
Figure 6-6 Illustration of the shape of a: (a) benign tumour. (b) maligna nt tLJmour witb the 
respective roundness and form factor values. 
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4tr x area Form factor: Form factor = , where area and perimeter denotes the ~perimeter 
area and the perimeter of the tumour. Figure 6-6 shows that a benign tumour has a 
higher form factor value than a malignant tumour. 
1 ,, I M ' d' . Maximum radius from the circle's centre Max!Min radii : JvLCIX m ra 11 = . The 
.Minirnum radius from the circle's centre 
detailed explanation of this parameter is ill.ustrated in figure 6-7. 
M in 
rad iu 
Figure 6-7 Illustra tion of maximum radius and mini mum radius. 
6.3. 1.2 Texture descriptors 
Texture descriptors can be used to differentiate between lesio ns hav ing d ifferences in 
internal texture. Figure 6-8 illustrates that texture within tumours vary from benign to 
malignant types. 
(a) (b) (c) 
Figure 6-8 Texture within contours of the detected lesions. (a) Cysts, (b) Fibroadenoma 
(c) Malignant 
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The texture can be represented in the form of four central moments and by entropy of 
a pixel value distribution: 
Mean/Average Intensity: This re fers to the first central moment, i.e. the average 
intensity of the lesion. in grey-scale. 
Standard Deviation: This refers to the second central moment, i.e. a measure of the 
sparsity o fthc pixe l value intensity within a les ion. 
Skewncss: This refers to the third central moment, i.e. a measure o f the degree o f 
asymmetry of the pixel va lue distribution. 
Kurtosis: This refers to the normalised form o f the fo urth central moment of a 
distribution, or the degree o f peakedness of a distribution. lt measures if the data are 
peaked or flat relative to a norma l distr ibution. 
Minimum Cross E11tropy (MCE): The cross entropy of a probability distribution q 
with respect to a prior distribution p is defined by 
q 
H (q,p) = 2:C1, log-' 
; P, 
The idea of Jv!CE is to choose the distribution q that has the least cross entropy, with 
respect to the given prior p [ 11 4]. In classifying benign tumours !Tom malignant 
tumours, a pa1t icular challenge met is that typica lly the pixel intensity va lue 
distribut ion of a fibroadenoma lesion is close in resemblance to pixel intensity va lue 
distribution of a normal lesion. There fore if a normal lesion acts as the prio r 
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distribution p, it is expected that fibroadenoma lesions will have the least MCE as 
compared to the MCEs that results from other types of diagnosis. 1-.tence. MCE can be 
used to separate fibroadenoma lesions f:i'om lesions of the benign class. 
6.3.1.3 Edge descriptors 
Polar coordinate analysis, Fourier descriptors, and fTactal ana lys is are widely used in 
literature as edge descriptors. The following sections define these parameters and 
summarises their potentia l use in c lass ification. 
Polar Coordinate Analysis: The edge irregularity can be measured by using polar 
coordinate analys is. However our observations of the characteristic features of 
datasets revealed that while some lesions can be analysed perfectly (as in Figure 6-9 
(a)) some cannot be ana lysed by polar coord inate analys is as they consist of multiple 
edge points on a given diagona l (as in Figure 6-9 (b)). 
(a) (b) 
Figure 6-9 (a) single point (b) multiple points. 
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Fouriea· descriptor: Fourier descriptors are commo nly used in pa ttern recognitio n 
applications due to the ir in va riance to the starting po inl of the boundary and ro tation 
[ ll 5]. 
Figure 6-10 illustrates the efficiency of Fourier descriptors in diffe rentiating 
malignant tumo urs fi·o m benign tumo urs. ln low fi·equency domain, it provides the 
genera l shape information of an edge while the details o f the edges are represented by 
the relevant high frequency do main. There fore it is expected tha t ma lignant tumo urs, 
w ith irregular edges, produce higher va lues in high frequency domain as compared to 
benign tumo urs. The Fourier descriptors of a lesion boundary are presented by a n 
array o f complex numbers whic h correspo nd to the pixels of the object bo undary if 
the image is placed in the complex pla ne. Fourier descriptors a re calculated by 
combining Fo urier transform coefficients of the complex array [ 11 5]. lt is noted that 
using a lower number of Fo urier descriptors, the genera l shape can be described 
( figure 6-1 O(a) and 6-l O(b), I 0 descriptors). T he detailed informatio n of the shape is 
described by us ing the high frequency compo nents o f the series (as shown in figure 
6-l O(a) and figure 6-1 O(b), 50 descripto rs). Fo r cons istency, in our preliminary 
experiments the bo undaries are re-sampled to the same size and I 00 descriptors are 
obta ined fo r each. Note that in our experiments the descriptor Fourier I represents the 
summatio n of the coeffic ients of real numbers while descripto r Fourier2 represents 
the summatio n of the coeffic ients o f the complex numbers. 
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(a) 
(b) 
Figure 6- 10 Fourier Descriptors for a (a) malignant tumour and a (b) benign tumour, and their 
corresponding reconstructions of edges using different numbers of descriptors/coefficients. 
Fractal Dimension: Chapter-4. sectio n 4.7.2.2 detai led the explanation of fracta l 
analys is. The simple box-counting method is used in extracting the edge information. 
In the other words, fracta l dimens ion can be used to describe the ro ughness of the 
edges. Note that in o ur experiments, the descripto r, Fractall represents the mean of 
the fracta l dimensio n, while Fmcta/2 represents the s tandard deviatio n of the fracta l 
dimensio n. 
134 
Chapter 6 Classification 
6.3.2 Classifiers 
There are many cho ices for an appropriate lesion classi fier in US imaging ranging 
from Bayes classifiers to neura l networks. To further investigate the re liability of 
different feature sets, experiments with di ffe rent class ifiers were conducted. The 
c lassification stage is experimented by using WEK.A (The Wa ikato Environment fo r 
Knowledge Analys is) [I 04], the popular open source, Java based data mining too l. 
WEK/\ is a co llection of implementations o f popular machine learning algorithms for 
data mining tasks [ I 04] which includes the implementation of a number of different 
classifiers. WEKA is still in active development (vers ion 3.5.8) at the time of 
publication of this thesis. Ten class ifiers in WEKA were chosen for investigation. 
namely, BayesNet, NaiveBaycs, SVM, Multi Layer Perceptron (MLP), Radial bas is 
fu nction networks (RBF Networks), Bagging, Adaptive Boosting (AdaBoost), 
LogitBoost, Random Tree, and Ra ndom Forest due to their general popularity in a 
wide range of other applications. A summary of explanation of each of the above 
classifiers can be presented as fo llows: 
BayesNet: Bayes ian approach is based on the probability theory ll 04]. Given the 
probability distribution, a Bayes Classifier can achieve optimal results. 
NaiveBayes: Na"lve Bayes classifier is a simple probabilistic class ifier based on 
applying Bayes ' theorem with strong (na"lve) assumptions o f independence [I 05]. lt is 
also known as an " independent feature model". For further reading, readers are 
referred to [ I 05]. 
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SVM: The support vector machines (SVMs) were introduced by Vapnik [106] and 
are based on statistica l learning theory. In pattern classi fication applicat ions, it has 
been proved that SVMs provide better genera lization performance than the traditional 
techniques, such as neural networks [I 04]. The benefits of VMs include, rapid and 
excellent classification capability [13] and the abi lity to genera lize m 
high-dimensional spaces. Hence it is widely accepted as an exce llent choice m 
classification. In addition, the task of classifying ma lignant tumours fi·om benign 
tumours can be defined as a so-called binary class ification problem. According to 
[106], VM is powerful in so lving binary classificat ion problems. This thesis 
implements John Platt's [1161 sequential minimal optimization (SMO) algorithm for 
training a suppott vecto r class ifier. For further discussions on SVM, readers are 
referred to [I 16]. 
MLP: MLP is a type of artificia l neural network that uses back propagation to class ify 
instances. Refer to [I 04] for further reading. 
RBFNetwork: WEK.A implements a normalized Gaussian radial basis function 
network (RBFNetwork). lt uses the k-means clustering a lgorithm to prov ide the basis 
functions and learns either a logistic regress ion (d iscrete class problems) or linear 
regression (numeric class problems) on top ofthat. ymmetric multivariate Gaussians 
are fit to the data from each cluster. Refer to [ 104] for further details. 
Bagging: Bagging also known as bootstrap aggregating, is a meta-algorithm to 
improve machine learning of c lassification and regression models in term of stability 
and classification accuracy [1 07 1. Refer to [ 107] for further deta ils. 
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AdaBoost: AdaBoost is a boosting method based on Freund et al. 's [108] original 
work. This meta-c1ass ifier is adaptive in the sense that subsequent classifiers built are 
tweaked in favour of those instances misclass ified by previous classi fiers [I 08]. 
LogitBoost: LogitBoost is a boosting algorithm formu lated by Friedman et al. [ I 09]. 
lt casts the AdaBoost algorithm into a statistica l fi·amework. 
Random Tree: With k random features at each node, a Random tree is a tree drawn at 
random from a set of poss ible trees (104]. In this context 'at random·· means that each 
tree in the set of trees has an equal chance of being sampled. Another way of saying 
this is that the distribution of trees is uniform". Random trees can be generated 
etlic iently and the combination of large sets of Random trees genera lly leads to 
accurate models. Random tree models have been extensive ly developed and used in 
the field of Machine Learning in the recent years. 
Random Forest: A Random Forest is a meta-1earner that comprises of many individual 
trees. They arc designed to operate quickly over large datasets and to be diverse by 
using random samples to build each tree in the forest. Random forest [ 11 0] is an 
ensemble o f unpruned classification or regression trees, induced from bootstrap 
samples of the training data, using random feature selection in the tree induction 
process. For further reading refer to [ 11 0]. 
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6.3.3 Feature Selection 
A ltho ugh a large number o f features can be derived fi·om an image, but not a ll the 
features are suitable fo r class ification, some of the irrelevant features will increase 
complications and can reduce the accuracy of the c lass ifie r to be used. Hence, it is 
important to filter out the irre levant features, or remove the features tha t reduce the 
accuracy of a given classifier. Feature selection is to select a subset of relevant 
features to build robust c lassifiers based o n measures of separability constructed from 
the training set [117). 
Exhaustive search is the most stra ightforward and the earliest feature selection 
approach, which investigates a ll possible combinatio ns of subsets. However as the 
number of su bsets grow, exhaust ive search becomes impractical. Best First [I 04J 
searches the space of attribute subsets by greedy hillclimbing [I 041 augmented with a 
backtracking facility. Linear Forward Selection is an extensio n of BestFirst, which 
takes a restricted number o f k attributes into account. fo r further reading, refer to 
[ 11 8]. Genetic carch performs a search using a simple genet ic a lgorithm described in 
Go ldberg [ 11 9]. Greedy tepwise [ I 04] algorithm performs a greedy forward or 
backward search through the space of attribute subsets. Greedy stepwise algorithm 
can move either forward or backward thro ugh the search space. while Best First 
a lgorithm has the option to consider both at any given point in the search. However 
the Greedy stepwise a lgo rithm is faster but tends to generate errors. 
This thesis implements feature selection using WEKA software [I 04]. WEKA has 
implementations of a range of feature selection methods. Correlation-based Feature 
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Subset Selection (CfsSubsetEva l class in WEKA) evaluates the worth of a subset of 
attributes by considering the individual predictive ability of each feature along with a 
degree of redundancy between them. ubscts of features that are highly correlated 
with the class while having low intercorrelation are preferred. For further explanations, 
please refer to [ 1201. The classifier-based feature selector, namely 
Classifier ubsetEval [ 120] , uses a class ifier to estimate the "merit" of a set of 
attributes. 
6.4 Experimental Results and Ana lysis 
In line with experiments conducted in relevant literature [8, 41 , 68-70 122], in our 
experiments, the dataset is divided equally into a training sub-set and a testing sub-set. 
The training set is used to build the class ifier models, while the testing set is used fo r 
evaluation o fthe models. 
The measurements used to evaluate the performance includes accuracy, sensitivity. 
spec ificity, positive predictive value (PPV), negative predicti ve value (NPV) and the 
predicted A: value, as implemented by the so flware tool WEKA. The measure of 
accuracy is defined as the percentage of correct class ifications obtained, which is not 
suitable as a so le performance measurement measure in les ion c lassification, for e.g., 
terms such as false pos itives can play an important role in the suitability of a 
classification a lgorithm [Note: Chapter-3, section 3.2.4 defines explain the remain ing 
statistica I measures]. 
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In order to use a single measurement for comparison, most of the medical research 
projects have used A= va lue. However though A= value is a better single measure of 
performance as compared to using accuracy. due to the prediction approach adopted 
by WEKA to ca lculate the A= va lue, our experiments revealed that its use is far fi·om 
being perfect. For binary classifiers, a number of authors of previous literature have 
used the success rate as a single performance metric. It is defined as: 
TP +TN 
success rate=--------
TP +FP+ TN + FN 
where, TP (true positives), TN (true negatives). FP (fa lse posit ives) and FN (fa lse 
negatives) arc defined as in Chaptcr-3. section 3.2.4. 
A further single measure that has been used popularly in characterizing performance 
of is the F-measure [I 04 J, which can be defined as: 
2 x recall x precision 2 x TP F-measure = = -------
recall+ precision 2xTP+ FP+ FN 
Where, recall and precision is defined as in Chapter-3, section 3.2.4. 
Due to the fact that a number of different single performance metrics have been used 
in previous literature for performance characterisation, in this thesis we use a ll 
popular measures with the aim of identifying the best metrics for eva luating 
algorithms tested on ultrasound images. 
For clarity of presentation the performance is ana lysed under a number of sub 
headings in the following sections. Section 6.4. 1 ana lyses the use of different 
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performance metrics defined above when using SVM as the classifier and different 
selections of fea ture descriptors. ection 6.4.2 cont inues to analyse the remain ing 
classifiers as defined and implemented by the WEK.A tool. ection 6.4.3 analyses 
different feature selection algorithms as defined and implemented by the WEKA 
so ftware too l. 
6.4.1 Performance evaluation of the SYM classi fier 
Lt is important to study the use of individua l features in class itication before the 
class ification is conducted using combinations of features. This approach will provide 
a rough idea on how single features perform and how different feature combinations 
may po tentia lly perform. Figure 6- J I illustrates the performance characterist ics when 
a number of single features are used in classificat ion. ll shows that the lesion classes 
are not ideal ly separable using any of the single features. 
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Figure 6-11 Analysis of the use of single di fferent features in classification. The blue and red 
areas represent malignant and benign classes, respecti vely. The x-axes represents the value of 
each parameter represented in feature extraction. 
Support Vector Machines (SVM) have been popularly used as a c lass ifier in existing 
literature [1 3, 72, 73, 12 1) due to its general accuracy in classification as compared to 
other class ifiers. Hence we have selected it as the classifier to investigate the use of 
s ingle features in class ification. In table 6-1 the class ification metrics accuracy, 
sensitivity, spec ificity and A,. obta ined when using individual features with SVM as 
the classifier, is tabulated. it shows that the feature convexity, provides the best 
separability to the classes as it consistently g ives a c lear maxima (or minima) for 
different measures tested. Note the use of additional metrics, positive predictive value 
(PPV) and negati ve predictive value (NPV), see section 3.2.4 for the definition of 
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PPV and N PV. 
Table 6-1 . urnmary statistics in using s ingle feature inS VM based classilication 
Features Success Sensitivity Specificity PPV NPV F-mea A.._ 
rate sure 
(I) AP 0.713 0 I 0 0 .7 13 0 0.500 
(2)Solidi ty 0.839 0.52 0.968 0.867 0.833 0.650 0.744 
(3)Convexity 0.862 0.6 0.968 0.882 0 .857 0.7 14 0.784 
( 4 )Elongation 0.724 0.04 I I 0.72 1 0.077 0.520 
(S)Extent 0.724 0.04 I I 0.72 1 0.077 0.520 
(6)AR 0.7 13 0 I 0 0 .7 13 0 0.500 
(7)Comp 0.713 0 I 0 0 .7 13 0 0.500 
(8)Round 0.7 13 0 I 0 0 .7 13 0 0.500 
(9)Form Factor 0.724 0.04 I I 0.72 1 0.077 0.520 
( I O)Max/min 0.713 0 I 0 0.7 13 0 0.500 
radii 
(ll)Mean 0.7 13 0 I 0 0.7 13 0 0.500 
(12)Std dcv 0.713 0 I 0 0.7 13 0 0.500 
( 13 )Skewness 0.713 0 I 0 0.7 13 0 0.500 
( 14)Kurtosis 0.7 13 0 I 0 0.7 13 0 0.500 
( IS)mce 0.7 13 0 I 0 0.7 13 0 0.500 
( 16)Fourier I 0.7 13 0 I 0 0.7 13 0 0.500 
( 17)Fourier2 0.713 0 I 0 0.7 13 0 0.500 
( 18)Fractall 0.7 13 0 I 0 0.7 13 0 0.500 
( 19)Fracta l2 0.713 0 I 0 0.7 13 0 0.500 
Further experiments were performed to evaluate the performance of SVM based 
c lassification when a ll shape, texture and edge descriptors are used as individua I 
g roups. Table 6-2 tabulates the results. An important observation is that the use of 
shape descriptors consistently performed best with a ll metrics used for performance 
eva luation. A further observation is that the use of only the shape descriptors is no t 
more efficient than the use of all features. This provides a hint as to the fact that 
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optimal feature combination may consist of shape descriptors plus a number of other 
non-shape descriptors. This implies that feature selection is crucia l in obtaining the 
optimal performance of any classification a lgo rithm. This aspect is further 
investigated in section 6.4.3. 
Table 6-2 Summary statis tics in using different groups of featu res in SVM based class ificati on 
Features Success Sensitivity Specific ity PPV NPV F-mea Az 
rate sure 
All features 0.93 1 0.840 0.968 0.9 13 0.938 0.875 0.904 
Shape 0.93 1 0.800 0.984 0.952 0.924 0.870 0.892 
descriptors 
Texture 0.851 0.680 0.9 19 0.773 0.877 0.723 0.800 
descriptors 
Edge 0.712 0 I 0 0.7 13 0 0.500 
descriptors 
6.4.2 Performance eva luation of other classifiers 
This section compares the performance of other popular classi fiers implemented 
within the WEKA so fl.ware tool, when using a combination of 19 different features 
(see table 6- 1 for a list) and us ing different metrics for the performance evaluation. 
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Table 6-3 Summary statistics for different c lassifiers implemented within WEKA when using 
all of the 19 fea tures 
Classifier Success Sensiti vity Specific ity PPV NPV F-mea Az 
rate sure 
BaycsNet 0.85 1 0.880 0.839 0.688 0.945 0.772 0.9 14 
NaiveBayes 0.897 0.880 0.903 0.786 0.949 0.830 0.944 
SVM 0.93 1 0.840 0.968 0.913 0.938 0.875 0.904 
MLP 0.897 0.720 0.968 0.900 0.896 0.800 0.944 
RBFNetwork 0.908 0.880 0.919 0.8 15 0.950 0.846 0.955 
Bagging 0.839 0.720 0.887 0.720 0.887 0.720 0.899 
AdaBoost 0.885 0.720 0.952 0.857 0.894 0.783 0.940 
LogitBoost 0.885 0.800 0.919 0.800 0.919 0.800 0.891 
Random 0.839 0.760 0.87 1 0.704 0.900 0.73 1 0.8 15 
Tree 
Random 0.862 0.800 0.887 0.74 1 0.9 17 0.769 0.926 
Forest 
Table 6-3 shows that the 19 features se lected provides a good feature combination to 
achieve consistently high A: va lue, success rate, sensitivity and specificity measures in 
class ification. ln particular the A: value illustrates a clear high va lue for all c lass ifiers. 
lt is also noted that SVM classifier resulted in the highest reading when using four of 
the eight measures used for evaluation, including the F-measure and success rate, 
proving reasons for its popularity in general class ification tasks. The results tabulated 
in table 6-3 proves that classi lication can be reliably performed using the combination 
of features, providing proof that the boundary detection step of lesion as proposed in 
Chapter-S has provided accurate, classifiable results. 
Figure 6-12(b) illustrates the fitted ROC curves obtained when using ten di fferent 
class ifiers, further prov ing the best performance provided by the VM class ifier. 
Please note that in binary classification, A: is a predicted value and therefore depends 
on the technique used to fit the ROC curve. For example, the predicted A: va lues 
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generated by WEKA and shown in table 6-3 are different fro m the predicted A= values 
generated by ROCKIT [I ll] and shown in Figure 6-12(b). A visua l comparison of the 
predicted curve for BayesNet is illustrated in figure 6- 12(a) and figure 6-12(b). 
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Figure 6-12 Fitted ROC curve shows the performance of ten classifiers with 19 features. 
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In the following section, we analyse the performance of different classifiers when 
using all features belonging to different groups namely, shape, texture and edge 
feature groups. The purpose of this study is investigate towards the possibility of 
identifying the optimum feature set for different c lass ifiers. 
Table 6-4 compares the performance of different classifiers when using all shape 
based feature descriptors. The results show that the RBFNetwork has the highest 
success rate (i.e. 0.93 1 ), sensitivity, specificity and F-measure. SVM performs equally 
we ll when using success rate as a metric and fi·om F-measure, RBFNctwork performs 
the best. 
Table 6-4 Summary statistics for diiTerent classifiers when using a combination of all shape 
features 
Classifier Success Sensitivity Specificity PPY NPV F-mea A.,. 
rate sure 
BayesNet 0.839 0.84 0.839 0.677 0.929 0.750 0.894 
NaiveBayes 0.897 0.88 0.903 0.786 0.949 0.830 0.942 
SVM 0.93 1 0.8 0.984 0.952 0.924 0.870 0.892 
MLP 0.897 0.8 0.935 0.833 0.921 0.816 0.928 
RBFNetwork 0.93 1 0.92 0.935 0.852 0.967 0.885 0.926 
Bagging 0.862 0.76 0.903 0.76 0.903 0.760 0.898 
AdaBoost 0.85 1 0.76 0.887 0.73 1 0.902 0.745 0.9 13 
LogitBoost 0.874 0.84 0.887 0.75 0.932 0.792 0.935 
Random 0.93 1 0.84 0.968 0.9 13 0.938 0.875 0.904 
Tree 
Random 0.828 0.68 0.887 0.708 0.873 0.694 0.901 
Forest 
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Table 6-5 compares the performance o f different classifiers when using a ll texture 
based featu re descriptors. Results show that SVM performs best when using success 
rate, specificity and F-measure. However overall, the combination of texture features 
performs worse as compared to the combination o f shape features, indicating that 
shape descriptors will play a more important ro le in lesion classification tasks as 
compared to texture based features. This is further discussed in section 6.4.3 under 
feature se lect ion 
Table 6-5 Summary statistics for difTerent classifiers when us ing a combination of all texture 
features 
C lassifier Success Sensitivity Specificity PPV NPV F-mea A~ 
rate sure 
BayesNet 0.747 0.76 0.742 0.543 0.885 0.633 0.795 
NaiveBayes 0.724 0.880 0.661 0.5 12 0.932 0.647 0.86 1 
SVM 0.85 1 0.680 0.9 19 0.773 0.877 0.723 0.800 
MultiLayerP 0.793 0.76 0.806 0.6 13 0.893 0.679 0.870 
erceptron 
RBFNetwork 0.747 0.680 0.774 0.548 0.857 0.607 0.825 
Bagging 0.701 0.800 0.661 0.488 0.891 0.606 0.834 
AdaBoost 0.759 0.680 0.790 0.567 0.860 0.6 18 0.7 14 
LogitBoost 0.632 0.480 0.694 0.387 0.768 0.429 0.7 18 
Random 0.644 0.480 0.7 10 0.400 0.772 0.436 0.595 
Tree 
Random 0.770 0.720 0.790 0.58 1 0.875 0.643 0.777 
Forest 
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Table 6-6 compares the performance of different class ifiers when using a ll edge based 
feature descriptors. The results illustrate that none of the c lassi fiers performs 
consistently we ll when using different metrics and the overall performance is 
significant ly poor as compared to using all shape or texture features. This implies that 
a combination of edge features will not provide a viable so lut ion for feature 
classification. However there may be individual edge features that may help improve 
the c lass ification when used within an ensemble of other shape and texture based 
features. This is the focus of invest igations carried out in section 6.4.3. 
Table 6-6 Summary statistics for different classifiers when using a combination of all edge 
features 
Classifier Success Sensitivity Specificity ppy NPV F-mea Az 
rate sure 
BayesNet 0.828 0.440 0.984 0.9 17 0.813 0.595 0.768 
NaiveBayes 0.793 0.600 0.871 0.652 0 .844 0.625 0.829 
SVM 0.7 16 0 I 0 0 .7 13 0 0.500 
MLP 0.793 0.400 0.952 0.769 0.797 0.526 0.788 
RBFNetwork 0.793 0.440 0.935 0.733 0.806 0.550 0.759 
Bagging 0.8 16 0.400 0.984 0.909 0.803 0.556 0.8 14 
AdaBoost 0.805 0.520 0.9 19 0.722 0.826 0.605 0.806 
LogitBoost 0.770 0.480 0.887 0.632 0.809 0.545 0.785 
Random 0.7 13 0.640 0.742 0.500 0.836 0.561 0.69 1 
Tree 
Random 0.7 13 0.480 0.806 0.500 0.794 0.490 0.732 
Forest 
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6.4.3 Comparison of feature selection methods 
To obtain more re liable results. a detailed experiment on the use of well-known 
feature selection algorithms (Best First, LFS, Genetic Search, and Greedy Stepwise) 
was conducted. Table 6-7 summarises the feature combinations se lected when 
different feature selection algorithms implemented within WEKA were used. 
Table 6-7(i) Feature sets selected by different feature selection algorithms implemented within 
WEKA. 
Feature I 2 3 4 5 6 7 8 9 I I I I I I I 1 I I 
Method 0 I 2 3 4 5 6 7 8 9 
CfsSubsctEval ..J ~ ~ ~ ~ 
Classi fierSubsetEval 
BayesNet, Best First ..J ..J ..J 
BayesNet, LFS ..J ..J ..J 
Bayes et, Genetic Search ~ ~ ~ 
Bayes et, Greedy Stcpwise ..J ..J ..J 
NaiveBayes, BestFirst ..J ..J ..J ..J ..J 
NaiveBayes, LFS ..J ~ ..J ..J ~ 
aivcBayes, Genetic Search ..J ~ ..J ..J ..J ..J 
NaiveBaycs,Grcedy Stepwise ..J ..J ~ 
SVM, Best First ~ ~ ~ ..J ..J 
SVM, LFS ..J ..J ..J ..J ~ 
SVM, Genetic Search ~ ~ ~ ~ ~ ~ ~ ~ 
SVM, Greedy Stepwise ~ ..J ~ ~ ~ 
MLP, Best First ..J ..J ..J 
" " MLP, LFS 
" 
~ 
" " " MLP. Genetic Search ..J 
" " " 
..J 
" 
~ ..J 
" " MLP, Greedy Slepwise ~ ..J ..J ..J ..J 
RBF et, Best First 
" 
~ 
" 
~ 
" " " " RBFNet, LFS 
" " " " " " 
..J 
" RBFNet, Genetic Search ..J ..J 
" 
..J ..J ..J 
" 
..J 
" RBF et, Greedy Stepwise 
" " " 
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Table 6-7(ii) Continue from Table 6-7(i) Featllre sets selected by different feature selection 
algorithms implemented within WEKA. 
Feature I 2 3 4 5 6 7 8 9 I I I l I I I I I I 
Method 0 I 2 3 4 5 6 7 8 9 
Bagging, Best f-irst 
" " " Bagging, LFS 
" " " Bagging, Gene tic Search 
" " " " " " " Bagging, Greedy Stepwise ~ ~ 
" AdaBoost, Best f-irst 
" " " " " AdaBoost, LFS 
" " " " " " AdaBoost. Genetic Search 
" " " " " " " " AdaBoost, Greedy Stepwise 
" " " LogitBoost, Best First 
" " " " 
.J 
" LogitBoost, LFS 
" " 
.J 
" " " LogitBoost, Genetic Search .J .J 
" 
,I 
.J .J .J .J 
LogitBoost, Greedy Stepwise 
" " RandomTrec. Best First 
" RandomTrce, LFS 
" RandomTrce, Genetic Search 
" 
.J 
" RandomTrce, Greedy Stepwise 
" RandomForest, Best f-irs t .J 
RandornForest, LFS .J 
RandornForest, Genetic Search .J .J .J 
Random Forest, Greedy Stepwise .J 
For example, ft·om table 6-7(i) and table 6-7(ii) it is seen that the feature selection 
technique, CfsSubsetEval, picked up a feature subset that cons ists of features, 2 
(so lidity), 4(elongation), 9 (form facto r), 11 (mean) and 12( standard deviation) as the 
best fi tting set of features fo r subsequent c lassi fication. 
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Table 6-8 A comparison of sta tistics when features 2,4,9, 11 , 12 (CfsSubsetEva l selection) are 
used by di fTcrent classifiers. 
Classifier Success Sensitivity Specificity PPV NPV F-mea Az 
rate sure 
BayesNet 0.897 0.800 0.935 0.833 0.921 0.8 16 0.894 
NaiveBayes 0.897 0.880 0.903 0.786 0.949 0.830 0.930 
SVM 0.9 12 0.760 0.986 0.950 0.9 10 0.844 0.872 
MLP 0.908 0.800 0.952 0.870 0.922 0.833 0.937 
RBFNetwork 0.920 0.840 0.952 0.875 0.937 0.857 0.925 
Bagging 0.862 0.720 0.9 19 0.783 0.89 1 0.750 0.9 11 
AdaBoost 0.85 1 0.840 0.855 0.700 0.930 0.764 0.897 
LogitBoost 0.885 0.880 0.887 0.759 0.948 0.815 0.940 
Random 0.782 0.720 0.806 0.600 0.877 0.655 0.763 
Tree 
Random 0.874 0.800 0.903 0.769 0.9 18 0.784 0.94 1 
Forest 
Table 6-8 shows the comparison of statist ics by us ing the subset chosen by 
CfsSubsetEva l, which proves that feature selection has lead to an improvement in 
c lass ifica tion. RBFNetwork performed the best among the class ifiers w ith a success 
rate or 0.920, sensitivity of 0.840, specificity of 0.952, and F-measure o r 0.857. Figure 
6-13 visually compares the performance of different c lassifiers when using the above 
feature set, by using ROC curves. It illustrates that SVM perfo rms best when us ing 
the selected fea tures. 
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Performance with CfsSubsetEval selected features 
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Figure 6-13 Fitted ROC curve illustrates the performance of different classifiers with features 
selected by CfsSubsetEval 
Further performance evaluations under combinations o f different features were 
conducted . .lt was observed that although the reduction of features resulted in a 
reduction of complexity, the feature reduction cannot be carried out without limits. In 
certain cases removal of certain features resulted in an improved performance o f 
classification. However in genera l the purpose of reducing the features is to find a 
trade-off between complexity and the cost. In medical analysis the sensitivity and 
speciflcity is far more important than complexity issue. Although the complexity of a 
machine is affordable, reduction of sensitivity and specificily is not acceptable due to 
the nature of app lication and impact on human life. 
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Table 6-9 Results for BayesNet with selected feature sets 
Feature Success Sensitivity Specificity PPV NPV F-mea Az 
Selection rate sure 
Method 
Best First 0.885 0.760 0.935 0.826 0.906 0.792 0.886 
LFS 
Greedy 
Step wise 
(2,4, 11) 
Genetic Search 0.874 0.800 0.903 0.769 0.9 18 0.784 0.898 
(4,5, 15) 
Table 6-10 Results for NaiveBayes with selected feature sets 
Feature Success Sensitivity Speciticity PPV NPV F-mea A._ 
Selection rate sure 
Method 
Best First 0.874 0.800 0 .903 0.769 0.918 0.784 0.926 
LFS 
( I ,2,8, 12, 17) 
Genetic Search 0.874 0.88 0.87 1 0.733 .0947 0.800 0.934 
( I ,4,5,9,12, 15) 
Greedy 0.874 0.80 0.903 0.769 0.9 18 0.784 0.928 
Step wise 
( 1.2,8) 
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Table 6- 11 Results for SVM with selected feature sets 
Feature Success Sensitivity Speci ftci ty ppy NPY F-mea Az 
Selection rate sure 
Method 
Best First 0.908 0.800 0.952 0.870 0.922 0.833 0.876 
LFS 
Greedy 
Stepwise 
(2,3,4,12, 15) 
Genetic Search 0.908 0.76 0.968 0.905 0.909 0.826 0.864 
(3,4,5,9, 12, 13, 
15, 17) 
Table 6- 12 Results for MLP with selected feature sets 
Feature Success Sensitivity Speciftcity ppy NPV F-mea Az 
Selection rate sure 
Method 
Best First 0.897 0.760 0.952 0.864 0.908 0.809 0.95 1 
Greedy 
Step wise 
( I ,2,3,4, 19) 
LFS 0.920 0.760 0.984 0.950 0.9 10 0.844 0.93 1 
(2,3,4,9, 15) 
Genetic Search 0.885 0.800 0.9 19 0.800 0.9 19 0.800 0.9 15 
( 1,4,7, 10. 11 , 12 
, 15, 16, 17, 18) 
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Table 6-13 Results for RBFNetwork with selected feature sets 
Feature Success Sensitivity Specificity PPV NPV F-mea Az 
Selection rate s ure 
Method 
Best First 0.943 0.880 0.968 0.917 0 .952 0 .898 0.939 
( 1,2,4.7, 12, 16, 
17, 18) 
LFS 0.943 0.880 0.968 0.9 17 0.952 0 .898 0.948 
( 1,2,4,8, 12, 16, 
17, 18) 
Genetic Search 0,908 0.840 0.935 0.840 0.935 0.840 0.942 
( I ,4,6,9, 12, 13, 
1.6, 17, 18) 
Greedy 0.885 0.800 0.919 0.800 0.919 0 .800 0.947 
Step wise 
(2,4, 17) 
Table 6-14 Results for AdaBoost with selected feature sets 
Feature Success Sensitivity Specific ity PPV NPV F-mea Az 
Selection rate sure 
Method 
Best First 0.897 0.720 0.968 0.900 0.896 0.800 0.884 
( I ,2,3, 12, 19) 
LFS 0.828 0.720 0.87 1 0.692 0.885 0.706 0.875 
(2,7,9, 11, 15, 17 
) 
Genetic Search 0.874 0.72 0.935 0.8 18 0.892 0.766 0.889 
(1,2,4, 11 , 12, 14 
' 17, 18) 
Greedy 0.828 0.640 0.903 0.727 0.862 0 .68 1 0.873 
Stepwise 
( 1,2, 19) 
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Table 6- 15 Results for Random Forest with selected feature sets 
Feature Success Sensitivity Specificity PPV NPV F-mea Az 
Selection rate sure 
Method 
Best First 0.701 0.640 0.726 0.485 0.833 0.552 0.770 
Greedy 
Step wise 
(4) 
LFS (10) 0.678 0.400 0.790 0.435 0.766 0.4 17 0.588 
Genetic earch 0.8 16 0.640 0.887 0.696 0.859 0.667 0.852 
(5,8, 19) 
Tables 6-9 to 6- 15 summarise the statistical results of classification when using 
features selected by CfsCiass ificrSubset in conjunction with each class ifier. It is 
observed that the RBFNetwork with Best First feature selection approach or 
RBFNetwork with LFS featu re select ion approach (Table 6- 13) resulted in an 
improved performance and produced reliable results with a success rate of 0.943, 
sensitivity of 0.88, !lpecificity of 0.968 and F-measure of 0.898. By using 8 features 
( 1.2 4, 7, 12, 16, 17, 18) or ( I ,2,4,8, 12, 16, 17, 18), RBFNetwork performed best with 
reduced complex ity. On the other hand single feature se lection by using Rando m Tree 
and Random Forest approaches are not reliable as indicated by the results tabulated in 
Table 6-1 5. 
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6.5 Summary & Conclusion 
After obtaining the boundaries of the lesions (Chapter 5), it is impottant to categorise 
lesions into being benign or malignant . The focus of Chapter 6 was to identify the best 
approaches for the above class ification task. 
The use of appearance based approaches, PCA and LOA in lesion classification was 
investigated first, proving that they are not suitable for les ion type recognition. 
Secondly feature based approaches to c lassification were investigated. A thorough 
investigation into di(ferent types of features, divided into three groups, shape based. 
texture based and edge based. that can be used in class ification was subsequently 
carried out. Experimental results conclude that in general, shape based features are the 
most reliable for class ifica tion of lesion type, while edge based features are the least 
reliab le. Further investigations revealed that different feature combinations perform 
best when used in conjunction with different classifiers. Thus identi fy ing the 
feature-classifier combination that performs optimally is a matter of significant 
impottance. The high accuracy levels in recognition also reflect the accuracy of the 
lesion boundary detection algo rithms proposed in Chapter 5. 
It was shown that feature selection algorithms can help reduce the complexity of the 
classification process and achieve reasonable A: values in classifiers' performance. In 
medical applications, a maximum sensitivity and specificity is crucia l, as the matter 
concerns to human li fe and wellbeing. Hence. a high accuracy algorithms always 
receives priority in app licat ions even if they are more complicated as compared to 
others. 
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In conclusion, the combination of features I (area to perimeter ratio), 2 (so lidity), 4 
(elongation), 8 (Roundness), 12 (standard deviation), 16(fourier I) , 17 (fourier2). 
18(fractall ) has provided the best A: va lue (predicted value of 0.948). This feature 
combination worked best with RB FNetwork classifier when tested on the given 
dataset. Due to the difficulties in maintaining the consistency in obta ining ultrasound 
breast images, it is predicted that this choice of features may vary from database to 
database. llowever significant changes are not expected. 
Chapter 7 investigates the relationship between human vision and computer vision by 
in vestigating the effects of computer processed images in human perception. 
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7.1 Introduction 
In Chapter- ! it was discussed that the aim of CAD systems is to provide too ls that will 
assist rad iologists and physicians to make more informed and accurate decis ions in 
diagnostics. In this process, CAD systems produce a multitude of processed dig ital 
images that will enhance the perceptual quality and/or interpretation of images that 
would otherwise be d ifficu lt to examine clue to the presence of imaging artefacts such 
as speckle no ise in US images. Therefore once a CAD system has been designed and 
implemented it is vital to determine whether the associated processed images have a 
positive impact on the decision making abi lity and performance accuracy of its users. 
Further the detailed analysis of the results of the subjective experiments may provide 
vital feedback that can be used to further optimize and develop the CAD system and 
to find a correspondence between the level of experience of an individual and need for 
particular fu nctionality in the CAD systems, which is vital in developing intelligent 
tutoring systems for specific profess ional groups associated with cancer screening. 
This chapter presents the findings of a subjective experiment carried out to determine 
the effects of computer processed images (i.e. using the novel CAD techniques 
presented in this thesis) on human performance. Fina lly a detai led analys is of the 
results is used to draw up conclusions. 
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7.2 Research Motivation 
In the UK. currently there are some 109 cancer screening centres and a growing 
number of individua ls (c irca 650) nationall y performing approximately 1.5 million 
examinations per year [3]. As a result there is increasing interest in Intell igent 
Tutoring Systems (ITS) in the area of medical training [ 122, 123]. In general the 
rationa le of ITS is based on the assumption that the learner s cognitive processes can 
be modelled. traced, and corrected in the context of problem-so lving [ 123]. To this 
effect. Crowley and Medvedeva [ 1241 have worked on the adaptation of ITS and 
Knowledge- based systems (KBS) for creating intelligent educational systems. 
However, though ITS have provided a basic pedagogical approach with proven 
efficacy in domains outside the fie ld of medicine. it was not designed to be used in 
large, frequently changing, or existing knowledge bases [ 124) within the area of 
medical diagnosis. 
The aim o f the research presented in this chapter is to investigate the effects of using 
computer processed images alongs ide non-processed images traditionally used in fTS, 
particularly within knowledge bases with wide variations. In particular the effects of 
computer processed images in the judgment of individuals with backgrounds in 
rad iology, computer science, engineering, mathematics and arts are analysed. The 
results of this study provide va luable input and justifications to the use ofCADflTS in 
medical diagnosis, in particular screen ing of breast cancer. 
For Ultrasound images, based on the perspective of human visual system, the 
abnormalities are difficult to detect if they are above psycho-visual thresholds. If 
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below thresho ld, perceptual skills of pattern recognition or matching are needed to 
detect the abnormality. Once the suspicious region is detected, the cognitive skill of 
dec ision making (c lassification) is needed to group the feature to malignant or benign 
categories [ 125]. 
To become an expert genera l rad iologist, one needs to equip with radiological 
expertise. thoroughly acquiring knowledge of relevant anatomy, physio logy, 
pathology, phys iopathology, projective geometry of radiography, and the essentials of 
medic ine and surgery [ 123). Provid ing add itional processed images a ims to further 
assist rad iologists in detection and interpretation in ultrasound examinations. It is 
believed that the additional information will boost the confidence level or the human 
psycho-visua l system in dec ision mak ing. Within the context of the research presented 
in this chapter the effects of providing such add itional information to non-expert 
radiologists and non-radio logists is investigated. In the following section. details of 
the subjective testing methodology adopted to prove the contribution of processed 
images in ultrasound medical training systems arc provided. 
7.3 Methodology 
Two experiments were conducted to examine the effect of processed images towards 
two groups of subjects in: 
-the detection (perceptual) tasks of non-radio logists and 
-the detection and interpretation (perceptual and cognitive) tasks of radiologists. 
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7.3.1 Experimental design and rationale 
The experiments were des igned to subjectively measure the level of human perception. 
perceptual tasks and cognitive tasks, in ultraso und breast imaging. Initia lly, the 
experiments were performed on non-radiologists (perceptual task) and were 
subsequently extended to cover a larger sample of people, with diverse leve ls o f 
exposure to ultrasound imaging, particularly to those groups who have had experience 
as radiographers and radiologists (perceptual and cognitive tasks). In particular the 
interest lies in further ana lys ing the possibility of performance improvement of the 
latter groups of professionals by the effective use o f computer processed images. 
The survey invo lved the fo llowing steps: 
• Randomly se lect 5 original ultrasound images. Then select a further fi ve 
images with simi lar diagnostic difficulty and obtain their corresponding 
computer processed (using our work in Chapter-4 , summarised in section 
7.3.3) images as sample test images. 
• Design questionnaires to impartiall y investigate subjective judgment. 
• Conduct the survey on two distinct subject groups: expert radiologists and 
non-radio logists. 
• Analyse the results using statistica l and ROC based methods. 
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• Draw suitable conclusions. 
Each of the steps is described in detai l in the following sub-sect ions. 
7.3.2 Test image dataset 
The test images used in our work are obtained from a professionally compiled Breast 
Ultrasound CD [22], in which each image is accompanied by an accurate explanation 
of its diagnosis from an expert radiologist. A total of 5 1 clin ical ultrasound cases 
and more than 200 instructional videos are inc luded in the CD ROM. lt is particularl y 
noted that the CD only contained images/videos of abnormal breast ultrasound images. 
In order not to overload the subject [1 26], the length of the questionnaires was limited 
to I 0 questions. The subjects were required to study and comment on five randomly 
selected original ultrasound breast images of different diagnostic, and five further 
specially selected original ultrasound breast images and their corresponding processed 
images. All subjects were presented with the same set of randomly selected images. 
However to avo id subjectivity due to performance variations due to human fatigue, 
the five images were presented to each subject in a random order within the 
questionnaires. 
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Figure 7-1. (a,b), (c,d), (e, f) , (g,h), (i,j) are five pairs of orig inal ultrasound images selected 
for the survey. (a, c, e, g, i) are selected randomly, while (b, d, f, h, j) are purposely selected to 
be of same level of diagnostic difficulty. 
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In order to maintain the consistency of the survey, orig inal ultrasound breast image 
pairs with similar level of diagnostic difficulty were chosen from the test ultraso und 
image database. These images are illustrated in Figure 7-1 . 
7.3.3 Processed images 
In medical image analysis, a number of algorithms are ava ilable to pre-process 
ultraso und images to improve chances of subsequent correct diagnosis either by 
manual, semi-automatic or automatic means. These algorithms use different filtering 
methods to produce an enhanced image for object segmentation. The degree of 
enhancement (or the level of visual aid) offered by alternative image process ing 
algo rithms may vary. However, human vision has a lot or constraints. Hence, not all 
the processing/filtering algorithms are suitable to r human vision. 
Amongst the state-of-the-art pre-process ing algo rithms, isogauss process ing approach 
has been proven to perform the best in the vis ibility to human perception (see figure 
7-2 for a comparison of perfo rmance). Essentia lly, isogauss processing invo lves the 
multiplication of the inverse of the image by an Isotropic Gaussian function (with a 
fixed variance as the constraint function) centred at a seed point location. Readers 
interested in more technical details are referred to Chapter-S, section 5.2. 1. 
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(a) (b) 
(c) (d) 
(e) (r) 
Figure 7-2 (a) Original image (b), (c), (d), (e), (!) Processed images by using different 
algorithms: (b) isogauss process ing, (c) his togram equa lization (d) Multifractal liltering (c) 
Non- linear fi ltering, (!) median filtering. 
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7.3.4 Subjects 
The Experiments were conducted on two groups of subjects, non-radio logists and 
radiologists. The non-radio log ist group was represented by 40 subjects from different 
academic backgrounds, i.e. in computer science, engineering, mathematics and arts. 
One major difficulty in setting up the experiments was the search for partic ipants to 
represent the gro up of expert radiologists. For this reason only ten expert radiologists 
participated in the survey. The conv incing, conclusive evidence gathered from the 
subjective tests confirm this number of subjects as sufficient. 
7.3.5 Design of the questionnaire 
Two types o f questions were des igned, one for analys ing and commenting on a 
random set of origina l images and the second for similar on the set of 
orig inal-processed image pairs. Due to the differences between the two sets of subject 
groups (e.g. familiarity with med ica l terms, abilities etc.), the questionna ires had to be 
appropriate ly re-worded fo r each group. Readers interested in the details of the 
questionnaires are referred to Appendix A. In the above process, careful consideration 
has been given to the re-wording to mai ntain impartia lity o f responses from the group 
o f subjects. The popular Abso lute Category Rating (ACR) [1 27] method was used to 
measure the level of percept ion of subjects. ACR involves a five scale eva luation, in 
which the subjects are asked to observe the images and determine whether an 
identifiable object is present in terms of, certainly not exist, probably not exist, not 
sure, probab ly ex ist and certa inly exist. 
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In the case of the volunteer rad io logists, the questions were directed in medical terms. 
First they were asked to dec ide the suspected region. If e ither probab ly exist or 
cet1ainly exist was selected, the subjects were asked to draw the boundary of the 
suspected reg ion on the images, and provide the diagnosis of the suspected reg ion 
with five sca le evaluation: benign probably benign, unknown, probab ly ma lignant, 
malignant. In the case of non-radio logist, some appropriately-guided questions, 
without med ical terms, were presented in the questionnaire. First they were asked to 
dec ide the existence of objects in the images. If an object was detected the subjects 
were further asked to provide the locat ion/size of the suspected region in terms of (x 
y) coord inate values and to determine how the width compares with the height. 
Subjects were further asked to e laborate on the shape o f the object by classifying it to 
be of regular, smooth o r unknown shape. The detection was cons idered to be 
success fu l if the subjects managed to accurately detect the presence of an object 
while the interpretation was considered to be successful if the subjects managed to 
provide accurate width he ight, and boundary information. 
Further subjective experimentation considerations such as, quality o f the images 
presented the ir o rdering, human fatigue, lighting conditions, time-of-day and age 
group etc., were a lso carefully considered. 
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7.3.6 Receiver Operating Characteristics (ROC) analysis 
As a means of illustrating the experimental results, two ROC curves arc plotted for 
each group of subjects with the help of the so ftware package ROCKJT [Ill]. ROC 
ana lys is is a popular tool used to assess, define and compare classification results in 
medical diagnostics. In medical research, decision threshold represents how often one 
is right or wrong in a diagnostic test. ROC analys is shows the trade ofT between the 
sensitivity and specificity as a decision threshold is varied and uses maximum 
likelihood estimation to fit a binomial ROC curve [ 128 1 to the test data. 
The sensitivity is represented by the True Positive Fraction (TPF) and is defined as 
TPF = (TP I (TP + FN)) x I 00, where TP and PN are respective ly the number of true 
positive results and false negative results. The specificity is represented by the False 
Positive Fraction (FPF) and is defined as FPF = (TN I (TN + FP)) x I 00, where TN 
and FP are respectively the number of true negatives and false positives. ln other 
words the sensitivity is the fi·action of cancerous (i.e. malignant) images that were 
correctly recognized from the total number of cancerous images, whereas spccificity 
is the fi·action of images that arc recognized as non-cancerous (i.e. benign) from the 
total number of non-cancerous images. As the non-radio logists group will not be 
sutliciently experienced to decide whether an abnormality represents a malignant or 
non-malignant lesion, this decision is deduced by the authors using the answers given 
by the group members to the additional questions asked in the relevant questionnaire 
(see section 7.4). 
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Section 7.4 presents the experimental results and a detailed analys is, leading to 
conclus ions that are presented in section 7.5. 
7.4 Results and Analysis 
Table 7-1 illustrates the overa ll results of detection accuracies obta ined in the survey, 
i.e. the perceptual task by no n-radio log ists. The experimental results a re c lassified 
according to the subjects' profess ional background. The computed resu lts are 
presented in a sca le ofO to I, where I refers to 100%. 
Table 7- 1 Detection accuracies. 
Gro ups Images presented to the subject 
Orig ina l images Processed images Both images 
Computer Science 0.64 0.66 0.76 
Mathematics 0.5556 0.4222 0.8667 
Eng ineering 0.56 0.52 0.82 
Arts 0.44 0.54 0.76 
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Figure 7-3. Comparison of the detection accuracy between subj ects from di fferent 
professiona I backgrounds. 
Figure 7-3 is provides a graphical presentation of the accuracy results obtained fo r the 
different sub-groups of subjects (of the group of non-radiologists). lt is noted that 
subjects having a computer science background, most of whom having expertise in 
computer vision and image analys is, managed to obtain the highest accuracy rates 
when individual images, i.e. the orig inal and processed images, were separately 
shown. When only the original images were shown, subjects with an arts background 
performed worse and when only the processes images were shown subjects with a 
mathematical background performed worse. When further queried it was revealed that 
these results were mostly due to the amount of previous exposure each group has had 
with ultrasound images and any sort of computer processed images. Therefore it can 
be concluded that the experience one has had with images play an important ro le in 
their ability to use them in perceptual tasks. 
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The most important observation from figure 7-3 is the abi lity of all groups of subjects 
to improve their detection accuracy (perceptual task) significantly when both images 
are provided simultaneously. as compared to showing them separately. For example 
the overall average detection accuracy when using original images is 54.89%, which 
increases to 80.17% when both images were provided simultaneously for inspection. 
Interestingly the best percentage improvement has also been illustrated by the group 
of people, mathematicians, who had the least performance accuracy when the images 
were shown separately. 
Figure 7-4 il lustrates the results obtained from the ROC tool for the group of 
non-radiologists. It shows that providing the original and processed images 
side-by-side a llows the non-radiologists to perfo rm substantially better, compared to 
providing them with only the original images. A lack of experience in identifying 
abnormalities in ultrasound images results in either: (i) wrong judgements or (ii) more 
uncertainties in the decision making process. when only original images are examined 
by this group of people. The processed images provide a clearer segmentation of 
abnormal regions which increases the accuracy of judgement substantially. 
Summarising the above observations it can be concluded that computer processed 
images, when provided as an aid, alongs ide original images, increases the perceptual 
capabi lity of most non-radiologists. 
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Figure 7-5, illustrates that providing the original and processed images, side-by-s ide, 
allows the group of radiologists to perform marg inally better. lt is noted that subjects 
in this group, who have expertise in accurately reading ultrasound images in their 
original format, managed to obtain the high sensitivity and specificity when only the 
original images were presented. 
Given the above observations it can be concluded that radio logica l experience with 
ultrasound images plays an important role in accurate diagnostics, which involved the 
cognitive process. It can be concluded that the provision of processed images 
significantly aids the perceptual performance of non-rad iologists and marginally 
improves the performance of experienced rad iologists. Given the fact that a trainee 
radiologists at the start of training. may not be significantly different experience wise 
as compared to a subject from the group of non-rad iologists, it can be concluded that 
computer processed images may be a useful way to boost their confidence in 
diagnostics and improve speed oftrain ing. Further, despite the marginal improvement 
in performance accuracy shown by the expert radiologists group, computer processed 
images can help in decision making, particularly when diagnos ing images with noise 
and artefacts. 
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7.5 Summary & Conclusion 
ln this chapter subjective experiments ha ve been carr ied out to ana lyse the 
improvement of human performance, in perceptua l and cognitive aspects, that can be 
obta ined by providing computer processed images a longside o rig inal images when 
using ultrasound images in breast cancer screening/detection. lt has been shown that 
the sensiti vity and spec ific ity are improved when both images are made avai lable fo r 
j udgment. IL can be concluded that computer processed images. when provided as an 
a id, a longside orig inal images, increase the perceptua l task capability o f most 
individua ls, particularly those who arc inexperienced radio logists or tra inees. T hese 
observations clearly prove the effectiveness o f using imaging techno log ies/a lgorithms 
in CAD systems. Therefo re in an era where there is a shortage o f experienced 
radio logists, CAD systems that prov ide computer processed images as an a id fo r 
diagnostics arc highly benefic ial. We suggested that processed images could be 
adapted in the radio logist 's tra ining system. 
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8.1 Summary 
This chapter summarizes the original contributions made by the thes is to the research 
area of breast cancer detection and recognition in ultraso und images. It further 
summarises the conclusions made in previous chapters, based on the ana lysis of the 
experimenta l results. lt also highlights possible future improvements and directions of 
research related to the work presented. 
This thesis has presented enhanced algorithms in ultrasound breast cancer detection 
and an initia l investigation in the e ffects of processed images on human performance. 
It has shown that the proposed algorithms enhanced existing state-of-art computer 
vision algorithms and the intermed iate images fr·om CAD supported human observers 
in making more accurate decisions in breast cancer detection. The novel ideas in this 
thesis contribute to the US CAD system and improvement of existing training systems. 
The contributions relate to the design and development of novel algorithms for initial 
lesion detection (Chapter 4), segmentation (Chapter 5), classification (Chapter 6), and 
a study on the effects of processed images on human performance (Chapter 7). The 
detailed summary o f contributions are: 
Chapter-4 presents the first application of hybrid littering and multifractal analys is in 
ultrasound breast images. Hybrid fi ltering was implemented at the pre-processed stage 
while multifTactal ana lysis was use fu l in separating the segment of interest from the 
normal les ions. Subsequently, two nove l algorithms in initial lesions detection were 
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proposed with the aim of achieving a fully automated initial lesions detection process. 
Method-2 had shown promise by increasing the accuracy relative to a benchmark. 
Overa ll comparison showed that Method-2 out-performed the other algo rithms in 
initial lesion detection. However, the algorithm has a number of limitations: failure in 
detecting hyper-echo ic lesions, i.e. lesions in cases where suspect regions are brighter 
than normal tissues; and the algo rithm is constrained to a single region of interest in 
each image. 
Chapter-S has demonstrated an improvement in boundary detection. Two nove l 
algorithms fo r segmentation were discussed and proposed. lt was shown that with 
multifractal processing, segmentation, i.e. refinement of the boundary of lesions was 
improved. Further it has shown that the use of an Isotropic Gaussian function with 
GVF can enhance the results. The output of the segmentation provides the input to the 
classification algorithms, where the credibility measure was done. From the 
experimentation in chapter 6, the accuracy of the segmentation algo rithm has been 
deduced. However, they had limitations; they fa iled to segment some fibroadenoma in 
cases where the fi broadenoma lesions appeared to be very similar to the appearance in 
the normal cases. 
Chapter-6 featured experiments involving classification algorithms. lt was shown that 
appearance-based classifiers fa iled to separate benign from malignant tumours, whilst 
feature-based classifiers were successful in classification of tumours. It was shown 
that feature selection algorithms can help to reduce the complexity o f the 
classification and achieve reasonable performance. The focus of previous research 
works were concentrated in finding the optimum feature set that can be used by a 
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selected classifier. The new breakthrough in this chapter was the atlempt in eva luating 
the use of ten different feature-based classifiers and experimenta lly determining the 
optimum feature set for each class ifier. From the overa ll performance, RBFNetwork 
with feature set { I (area to perimeter ratio), 2 (so lidity), 4 (elongation), 8 (roundness), 
12 (standard deviation), 16 (fourier I), 17 ( fourier2), 18(fractall )} out-performed other 
combinations of feature-classifier, with an achievement of predicated A: va lue of 
0.948. Within a limited dataset the feature based class ifiers performed reasonably 
well, but there is still scope for improvement - as implied by data mining principle 
"the larger the tra ining set, the better the classifier model'·. 
In a conventional US CAD system, the input to the system is a manually cropped 
rectangular region of interest (ROI) by a radio logist. As a result, the statistica l 
analys is of the ROl is presented to the rad iologists. Computer vision researches have 
developed various pre-processing algo rithms to improve the performance of computer 
vision. Thus, investigat ions into the intermediate images in the CAD were undertaken 
in Chapter-7. Experiments on lesion detection and recognition perfo rmance amongst 
non-radio logists and radiologists were conducted. The results of these experiments 
show that the algorithms support an improvement in perceptual task, but no 
significant difference in the cognitive task. The experiment opened a door for 
researchers to further investigate the relationship between computer vision and human 
vision. The research in this area could be extended to wider range of subjects and 
broader examinat ion by applying different algo rithms to the pre-processed images. It 
may be o f interest to study which algorithm works the best for human vision and to 
compare its re lative efficiency in computer vision. 
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8.2 Future Work 
Ultraso und breast cancer detection is a compl icated and involved mu lt idisc iplinary 
fie ld . lt is clear that not all aspects of thi s task could be encompassed in th is research. 
Some findings o fthe thesis suggest new areas of investigation. The research presented 
has resulted in a number of original contributions in the area of ultraso und breast 
cancer detection algor ithms. Arising fi.·om these contributions, a number of 
possibilities ex ist for the future extension and enhancement ofthe proposed ideas: 
• Detectio n of hyper-echoic lesions 
The current algorithms performed we ll in detecting hypo-echoic lesions, th is is 
due to the assumption that the abnormali ties wo uld appear of lower intensity 
when compared to the normal lesions. Rarely, the lesions appeared to be brighter 
than the normal lesions. Future work invo lves the adjustment of parameters and 
alterations to the selection rules to overcome this problem. 
• Larger database, to include more normal images 
To further improve the algorithms, a larger database is needed. Normal images 
arc not captured or stored by the sonographer during the diagnostic process, as 
they are only interested in capturing the abnormal lesions. Consequently it is 
common to find paucity of normal images in the database. To overcome this 
problem, close collaborative work with hospita ls and clinics is needed. With a 
larger training set, a beuer classification model can be achieved. Ult imately, a 
better to lerance and consistency in classification might be realised. 
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• Processed images adaptation in a training tool 
In late 2007 it was announced that breast cancer screening was to be extended 
again to women aged 47 to 73 years by 20 12. Thus, there wi ll be a high 
demands on rad iologists in 20 12. Consequently, more training tools are needed to 
prov ide options for radiologists. As an impot1ant adjunct to mammography, the 
demand fo r sonographers is expected to increase in relative proportion. Hence. 
developing a reliable training tool for US breast cancer detection is impottant. 
The potential to adapt processed images in a training tool can only be assessed by 
empirica l experiments. A potentia l downside to the algorithm is that the reliabil ity 
of processed images in training might create some decision making dependency. 
These arc research problems that have yet to be addressed. 
• Effects of computer vision on human performance 
Chapter-7 demonstrates the study of the e !Tect of computer processed images on 
human performance; it might motivate researchers in both computer vision and 
human perception to work together. Further investigation invo lves examining the 
relationship between level of tra in ing, training methods. age and background of 
trainees, and the improvement of diagnostic accuracy that can be provided by 
CAD systems. Additionally. it is worth in vestigating the e!Tects of different 
state-of-the art segmentation algorithms on human performance. 
• Real time and 30 breast ultrasound 
The initial les ion detection algorithm works on 20 images. In rea l time scanning, 
there are series of slices. lt is useful to adapt the initia l lesions detection algorithm 
to process the slices simultaneously and provide feedback if there are suspected 
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lesions in a given slice. Such an app lication might then raise a real time alert to 
the radio logist to suggest further inspection of the slice. Currently, research is 
moving from 20 images to 30 images [129, 130, 13 1]. Thus, it is imperative that 
20 algorithms be adapted or replaced in order that they facilitate lesion detection 
and classification in 30 breast ultrasound images. 
• Multi-modalities 
The field of breast cancer diagnosis involves multip le diagnostic techniques. lt is 
crucia l to investigate how U is used alongside other modalities. especially in 
mammography and Magnetic Resonance lmaging (MRJ). 
• Contributions to ontological descriptions of ultrasound images 
lt has been shown that shape descriptors, texture descriptors and edge descriptors 
could discern most benign from malignant tumours. These features might be 
use ful in onto logical descriptions for data mining purposes. 
8.3 Final Conclusions 
The enhancement of algorithms for lesion detection and recognition m US breast 
images remains an active area of research exploration of computer vision algorithms, 
pattern recognition, data mining, perceptual and cognitive supports for identifying 
suspect regions in US breast images. However these computer vision related factors 
might be considered alongside other refinements; e.g. larger image archives, updated 
images, fi·equcnt perceptual exposure and performance feedback. Additionally, the use 
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of processed US images might provide valuable insights into the perceptual and 
cognitive processes underlying the complex search and recognition procedure. 
This thesis has provided four significant contributions to US breast imaging: (i) initia l 
lesion detection, (ii) segmentation, (iii) c lassification algorithms and (iv) assessments 
of human performance in computer processed images. Experimental results and 
detailed analyses have been provided to support the novel ideas presented here. These 
original contributions have been published as a number of journal and conference 
papers (see Appendix B). An additional research article on the classification has been 
submitted fo r publication. 
183 
References: 
[I] lmaginis Corporation, "Breast Cancer Glossary of Med ica l Terms" 
http://www.imaginis.com/glossary/ (accessed on 10/ 11 /2008). 
[2] Univers ity of Newcastle upon Tyne, Dept. of Medical Onco logy, "Online 
Medica l Dictionary," http://cancerweb.ncl.ac.uk/omd/ (accessed on 
10/ 11 /2008). 
(3] U. K. National Health ervice, "National Health ervice Breast Screening 
Programme," http://www.cancerscreening.nhs.uklbreastscreenlindex.html, 
(accessed on 15/0 I /2008). 
[41 R. A. mith, D. Saslow, K. A. awyer, W. Burkc, M. E. Costanza, W. P. Evans, 
R. S. Foster, E. Hendrick, H. J. Eyre, and S. cncr, "American Cancer Society 
guidelines for breast cancer screening: update 2003," CA Cancer J Clin, vol. 
53. pp. 141-169, 2003. 
[5] Breastcancer.org, 2008, "Mammograms," 
http://www.breastcancer.org/symptoms/testing/mammograms/, (accessed on 
30/1 0/2008). 
[6] S. C. Bushong, Diagnostic Ultrasound. United tates: McGraw-ll il l. 1999. 
[7] A. T. tavros, Breast Ultrasound. USA: LippincotL Williams & Wilkins, 2004. 
[8] E. A. Ashton and K. J. Parker, "Multiple reso lution Bayesian segmentation of 
ultrasound images," Ultrasonic lmaging, vol. 17 pp. 291-304 1995. 
[9] D. I. Hughes and F. A. Duck "Automatic attenuation compensation for 
ultraso nic imaging," Ultrasound Med. Bioi., vo l. 23, pp. 65 1-664, 1997. 
[10] D. Boukerroui, A. Baskurt, N. J. Alison, and 0 . Basset, "Segmentation of 
ultraso und images- multiresolution 2D and 30 algorithm based on global and 
local statistics." Pal/ern Recognition Leflers, vol. 24, pp. 779-790, 2003. 
184 
References 
[11] D. R. Chen, R. F. Chang, and Y. L. Huang, "Breast Cancer Diagnosis using 
Self-Organiz ing Map fo r Sonography," Ultrasound in Med. & Bioi. , vol. 26. 
pp. 405-411 , 2000. 
[ 12] R. F. Chang, W. J. Wu, W. K. Moon, and D. R. Chen, "Automatic ultrasound 
segmentation and morphology based diagnosis of so lid breast turners," Breast 
cancer research and treatment, vo I. 89 pp. 179-185, Jan 2005. 
[ 13] Y. L. Huang, D. R. Chen, Y. R. Jiang, S. J. Kuo, H. K. Wu, and W. K. Moon, 
"Computer-aided Diagnosis Us ing Morphologica l Features for Class ifying 
Breast Lesions on Ultrasound," Ultrasound Obstet.Gynecol., 2008. 
[ 141 K. Drukker, M. L. Giger, K. 1-lorsh. M. A. Kupinski. and C. J. Vyborny, 
"Computerized Lesion Detection on Breast Ultraso und," Med. Physics, vol. 29. 
pp. l438-1446.2002. 
[15] M. Kupinski, M. L. Giger, P. Lu, and Z. lluo, "Computerized detection of 
mammographic les ions: Performance of artificial neura l network with 
enhanced feature extraction," SPIE, vo l. 2434. pp. 598-605, 1995. 
[ 16] S. Joo. Y. S. Yang, W. K. Moon, and H. . Kim "Computer-a ided diagnosis of 
so lid breast nodules: use of an artificial neural network based on multip le 
sonographic features." IEEE Transactions on Medical Jmaging, vo l. 23, pp. 
1292- 1300, Oct 2004. 
[ 17] NCI/NI H, 2008. "National Cancer Institute." 
(accessed on 08/06/2008). 
http://www.cancer.gov/, 
[18] lnvision, Rad iology lrnaging Associates, 2008,"Giossary of Medical Terms," 
http://www. riainv is io n.cornl in v isio nip at ientin fa/resources/pat in fo _res _gloss.as 
p, (accessed on 3 1/08/2008). 
[1 9] P. uctens, Fundamental of Medical lmaging: Cambridge University Press, 
2002. 
[ l 0] L. A. Venta, C. M. Dudiak, C. G Salornon, and M. E. Flisak, " onographic 
Eva luation ofthe Breast," RadioGraphies, vo l. 14. pp. 29-50, 1994. 
185 
References 
[2 1] J. M. Black ledge Digital Image Processing. Chichester, West Sussex: 
Horwood Publishing, 2005. 
[22] S. T. Prapavesis, B. D. Fornagc, C. F. Weismann, A. Palko, P. Zoumpoulis, and 
et al. Breast Ultrasound and US-Guided Interventional Techniques. 
Thessaloniki Greece. 200 I . 
[23] S iemcn, "Siemen Medica l," http ://www.SiemensMedica l.com, (accessed on 
I 0/ I 0/2006). 
[24] X. llao, S. Gao, and X. Gao "A Novel Multisca le Nonlinear T hresho lding 
Method for Ultrasonic peckle Suppressing," IEEE Transactions on 1\!ledical 
lmaging, vo l. 18. pp. 787-794. 1999. 
[25] N. Fried land and D. Adam, "Automatic ventricular cav ity bo undary detection 
from seq uential ultrasound images us ing s imulated annea ling," IEEE Trans on 
Mecl lmaging, vo l. 8 pp. 244-253, 1989. 
[26] A. Achim, A. Bezerianos. and P. Tsakalides, "Novel Bayes ian Multiscale 
Method for Speckle Removal in Medica l Ultrasound Images.'' IEEE 
Transactions on Medical lmaging, vo l. 20, pp. 772-783, 200 I . 
[27j K. Z. Abd-Elmoniem, A. M. Youssef, and V. M. Kadah. "Rea l-Time Speck le 
Reduction and Coherence Enhancement in Ultrasound lmaging via Nonlinear 
Anisotropic Diffusion." IEEE Transactions on Biomedical Engineering, vo l. 
49, pp. 997- 10 14, 2002. 
[28] lmag inis Corporation, "Breast Hea lth (Non-cancerous Breast Issues)," 
http://www.imaginis.com/breasthealth/benign.asp (accessed on 3 1/08/2008). 
[29] S. C. Rankin, "MRI of the breast," British Journal Radiology. vol. 73 pp. 
806-8 18, 2000. 
[30] Brcastcancer.org, "Breast Self-exam (BSE)," 
http://www. breastcancer.o rg/symptoms/test ing/se If_ exam/ ( accessed on 
30/ I 0/2008). 
186 
References 
[3 1] Ucsa nDiego, "Phys ica l Sc iences," 
http ://physicalsc iences. ucsd.edu/news_articles/ (accessed on 02/08/2008). 
[32] J. J. James, "The current status of dig ital mammography," Clin Radio/. vo l. 59, 
pp. 1-1 0, 2004. 
[33] Co llege of Radio logy Ma laysia homepage, "Radio logy Malaysia." 
http://www.radio logyma lays ia.o rg (accessed on 08/02/2006). 
[34] E. D. Pisano, C. Kuzmiak, and C. Koomen, "Perspective on digital 
mammography," Semin Roentgenol, vo l. 36, pp. 195-200, 200 1. 
[35] /\. . T. Stavros, D. Thickman. C. L. Rapp, M. /\.. Dennis, S. H. Parker and G A. 
Sisncy, "Solid Breast Nodules: Use of Sonography to Distinguish between 
Benign and Malignant Lesions," Radiology, vo l. 196, pp. 123- 134, 1995. 
[36] Breastcancer.org, "Magnetic Resonance lmaging (MRI )," 
http://www. breastcancer.org/symptoms/testing/mri .jsp (accessed on 
30/1012008). 
[37] E. Bo mbardie ri and F. Crippa, "PET lmaging in Breast Cancer," Nucl Med. , 
vo l. 45 , pp. 245-256, 200 I. 
[38] Review Journal, "Review Journal," http://rcv iewjournal.com (accessed on 
08/07/2006). 
[39] Wikiped ia, Media Wiki, "Terahertz," http ://en.wikipedia.o rg/wik i/Terahertz 
(acccsed on 08/ 11 /2008). 
[40] Bio-medicine, "Terahertz lmag ing Promises To Revo lutionize Breast Cancer 
Treatments," 
http://www.bio-medicine-news/Terahertz-lmaging-Promises-To-Revolutionize 
-Brast-Cancer-Treatment-97 15- l/, (accessed on I 0/ I 0/2006). 
[4 1] Y. Yue, M. M. Croito ru, J. B. Zwischenberger, and J. W. C lark, "Nonlinear 
Mu ltiscale Wave let Diffusion for Speckle uppression and Edge Enhancement 
in Ultrasound lmages," IEEE Trans on Med fmaging, vol. 25, pp. 297-3 11 , 
2006. 
187 
References 
[42] D. R. Chen, R. F. Chang, W. J. Wu, W. K. Moon, and W. L. Wu "3-D Breast 
Ultrasound Segmentation Usiing Active Contour Model." Ultrasound in Med 
& Bioi., vo l. 29, pp. I 017-1026, 2003. 
[43] P. Mrazek, "Nonlinear DiiTusion tor Image Filtering and Monotonicity 
Enhancement." vo l. PhD Prague: Czech Technica l University, 200 I. 
l44l J. Weickert, "Nonlinear Diffusion Filtering," Signal Processing and Pallern 
Recognition, vo l. 2, pp. 424-446, 1990. 
[45) D. R. Chen, R. F. Chang, C. J. Chcn. M. F. Ho. S. J. Kuo, S. T. Chen. S. J. 
Hung. and W. K. Moon, "Classificat ion of breast ultrasound images using 
n·actal feature," Clinical imaging, vo l. 29, pp. 235-245, Jui-Aug 2005. 
[461 A. B. Arehart, L. Vincent, and B. B. Kimia, "Mathematical morphology: The 
Hamilton-Jacobi connection," in Proc. Fourth Int. Conf on Computer Vision 
(ICCV '93) , Los Alamitos, 1993, pp. 2 15-2 19. 
[47] P. Perona and J. Ma lik, " ca le-space and edge detection using anisotropic 
diiTusion," IEEE Tram;. Pallern Anal. Machine lntell., vol. 12. pp. 629-639, 
1990. 
[48] Y. J. Yu and S. T. Acton, "Speckle Reducing Anisotropic Diffusion," IEEE 
Trans. on Image Processing, vo l. 11 2002. 
(49] J. W. Gurney, "Neural Networks at the Crossroads: Caution Ahead," Radiology, 
vol. 193, pp. 27-28, 1994. 
[50] J. M. Boone, "Neural Networks at the Crossroads," Radiology, vo l. 189, pp. 
357-359, 1993. 
[51] D. R. Chen, R. F. Chang, W. M. Chen, and W. K. Moon. "Computer-aided 
diagnosis fo r 3-dimensional breast ultrasonography," Archives of Surgery 
(Chicago, Ill. : 1960), vol. 138 pp. 296-302, Mar 2003. 
188 
References 
[52] C. M. Sehgal, T. W. Cary, S. A. Kangas, S. P. Weinste in, S. M. Schultz, P. H. 
Arger, and E. F. Conant, "Computer-Based Margin Analys is of Breast 
Sonography for Differentiating Malignant and Benign Masses," J Ultrasound 
Med. vo l. 23, pp. 1201-1 209,2004. 
[53] C. M. Chen, Y. H. Chou, K. C. Han, G. S. Hung, C. M. Tiu, H. J. Chiou, and S. 
Y. Chiou, "Breast lesions on sonograms: computer-aided diagnosis with nearly 
setting-independent features and artificial neural networks," Radiology, vo l. 
226, pp. 504-514, Feb 2003. 
[54] D. Boukerroui, 0 . Basset, N. Guerin, and A. Baskurt, "MultiresoJution texture 
based adaptive clustering algorithm for breast lesion segmentation," European 
journal of ultrasound : official j ournal of the European Federation of Societies 
.for Ultrasound in J\lfedicine and Biology. vol. 8, pp. 135-144, Nov 1998. 
[55) R. M. llaralick and L. G. hapiro, "Image Segmentation Techniques," 1985, pp. 
I 00-1 32. 
[56] M. A. Kupinski and M. L. Giger. "Automated Seeded Lesion egmentation on 
Digita l Mammograms," IEEE Trans on Medical Imaging, vo l. 17 1998. 
(57] T. N. Pappas, "An Adaptive Clustering algo rithm for image segmentation," 
IEEE Trans. on Signal Processing, vo l. 40, pp. 90 1-9 14, 1992. 
[58] R. Muzzolini. Y. H. Yang, and R. Pierson, "Multireso lution texture 
segmentation with application to diagnostic ultrasound images." IEEE Trans. 
Pal/ern Anal. Machine Jnte/1., vol. 12, pp. I 08- 123, 1993. 
[59] V. Grau, U. J. Mewes, M. Alcaniz. R. Kikinis and S. K. Warfie ld, "Improved 
Watershed Transform for Medica l Image Segmentation Using Prior 
Info rmation," IEEE Trans on Medical lmaging, vol. 23 pp. 447-458, 2004. 
[60] Y. L. Huang and D. R. Chcn, "Watershed segmentation for breast turner in 2-D 
sonography," Ultrasound in medicine & biology, vo l. 30, pp. 625-632, May 
2004. 
(61] C. Xu and J. L. Prince, " nakes, Shapes, and Gradient Vector Flow," IEEE 
Transactions on Image Processing. vo l. 7, pp. 359-369, 1998. 
189 
References 
[62] A. Yezzi, S. Kichenassamy, A. Kumar, P. Olver and A. Tanncnbaum, "A 
geometric snake model for segmentation of medical imagery," IEEE Trans on 
Med lmaging. vol. 16, pp. 199-209 1997. 
[63] J. M . B. Dias and J. M . N. Leitao, "Wall position and thickness estimation 
from sequences of echocardiographic images," IEEE Trans on Med lmaging, 
vo l. 15. pp. 25-38, 1996. 
[64] I. Mikic, S. Krucinski, and J. D. Thomas, "Segmentation and tracking in 
echocardiographic sequences: active contours guided by optical flow 
extimates," IEEE Trans on /vied lmaging, vol. 17, pp. 274-284, 1998. 
(65] J. Heinig R. Witteler, R. chmitz, L. Kiesel, and J. Stcinhard, "Accuracy of 
Classificat ion of Breast Ultrasound findings based on Criteria used for 
BI-RAD ," Ultrasound Obstet.Gynecol .. 2008. 
[66] D. R. Chen, R. F. Chang, and Y. L. Huang, "Computer-aided Diagnosis 
Applied to US of olid Breast Nodules by Using Neural Networks." Radiology, 
vol. 2 13, pp. 407-4 12, 1999. 
[67] D. R. Chen, R. F. Chang, Y. L. Huang, Y. 11. Chou, C. M. Tiu, and P. P. Tsai, 
"Texture Analysis of Breast Tumors on onograms," Seminars in ultrasound, 
CT, and MR. vol. 21, pp. 308-316, 2000. 
[68] D. R. Chcn, R. F. Chang, W. J. Kuo. M. C. Chen, and Y. L. Huang, "Diagnosis 
of Breast Tumors with Sonographic Texture Analysis Using Wavelet 
Transform and Neura l Networks," Ultrasound in i\1/ed. & Bioi., vol. 28, pp. 
1301-1 3 10, 2002. 
[69] B. . Garra, B. H. Krasncr. S. C. Horii. S. Ascher. S. K. Mun. and R. K. 
Zeman, "Improving the distinction between benign and malignant breast 
les ions: the value of sonography texture ana lysis," Ultrasonic fmaging, vo l. 15, 
pp. 267-285, 1993. 
[70] K. Horsch, M. L. Giger, L. A. Venta, and C. J. Vyborny, "Computerized 
diagnosis of breast lesions on ultrasound," i\1/edica/ physics, vol. 29, pp. 
157- 164, Feb 2002. 
190 
References 
[71] L. Hadjiiski, B. Sahiner, 11. P. Chan, N. Petrick, and M. Helvic, "Classification 
of Malignant and Benign Masses Based on Hybrid ART2LDA Approach," 
IEEE Trans on Medical fmaging, vo l. 18. pp. 1178-1187, 1999. 
[72] Y. L. Huang and D. R. Chen, "Support vector machines in sonography 
application to decision making in the diagnosis of breast cancer," Journal of 
Clinical Imaging, vol. 29, pp. 1.79- 184, 2005. 
[73J Wikipedia, Media Wiki, " upport 
http ://en.wikipedia.org/wiki/Support _vector_ machine, 
10/ 11 /2008). 
Vector Machine," 
(accessed on 
[741 R. Ho p1ey and J. V. Schalkwyk, "The Magnificent ROC," 
http://www.anaesthetist.com/mnm/stats/roc/Findex.htm, (accessed on 
03/ 1 0/2008). 
[75] RSNA, "Mammography,'' http://www.radio logyinfo.org, (accessed on 
29/08/2006). 
[76] K. C. Young and D. Kitou. "Review o f Literature on Dig ital Mammography in 
Screening," NHS Cancer Screening Programmes, Sheffield, UK, Report 0502, 
2005 . 
[77] E. D. Pisano, E. B. Co te and a. et. "Rad io logists ' preferences for digital 
mammography display. The Internationa l Dig ital Mammography Development 
Group," Radiology. vo l. 2 16 pp. 820-830, 2000. 
[78] M. Kallerg i "Computer-aided Diagnos is of mammographic microcalcification 
c lusters," Med. Phys, vol. 3 1, pp. 3 14-326,2004. 
[79] W. K. Lim and M. J. Er. "Class ification o f mammographic masses us ing 
genera lized dynamic fbzzy neura l networks," Ultrasound in Med. & Bioi. , vol. 
3 1' pp. 1288-1 295, 2000. 
[80] Y. H. Chang, L. A. Hardesty, and et a l. , "Knowledge-based computer-aided 
detection of masses on digitized mammograms: a preliminary assessment," 
Med. Physics, vol. 28, pp. 455-46 1, 200 1. 
191 
References 
[81] H. J. Scott and A. G Gale, "Breast Screening: PERFORMS Identifies Key 
Mammographic Training Needs," British Journal of Radiology, vol. 79, pp. 
S 127-S 133, 2006. 
[821 M. H. Yap and A. G. Gale, "Grid-enabled Mammographic Auditing and 
Training System,'' Proc. SPIE vo l. 6919, 69 190A, March 2008. 
(83] I. Foster, C. Kesse lman. J. Nick. and S. Tueke, "The physiology of the Grid -
An Open Services Grid Architecture for Distributed Systems Integration," 
2002. 
[841 D. Rogulin, F. Estrella, T. Hauer, R. McCiatchey, S. R. 1\mendolia, and A. 
Solomonidcs, "A Grid Information Infrastructure for Medical Image 
Analysis," in DiDaMIC 2004 workshop, 2004. 
[85] A. olomonides M. McCiatchey, M. Odeh, M. Brady, M. Mulet-Parada, D. 
Schottlander, and S. R. Amendolia, "MammoGrid and eDiamond : Grids 
Applications in Mammogram Ana lys is." in Proceedings of the IADIS 
International Conference: e-Society 2003, pp. I 032- 1033, 2003. 
[86J P. Wintz and R. Gonzalez, "Digital Image Processing." vol. 2nd, Anonymous, 
Ed. , pp. 146-1 52, 1987. 
[87] P. R. Hill, C. N. Canagarajah, and D. R. Bull, "Image Segmentation using a 
Texture Gradient Based Watershed Transform," IEEE Transactions on Image 
Processing. vo l. 12, pp. 1618-1 633,2003. 
[88] R. C. Gonzalez, R. E. Woods, and S. L. Eddins, Digital image Processing 
using Mat/ab: Pearson Prentice Hall, 2004. 
(89) B. M. T. Romeny, Front-End Vision and Multiscale image Analysis: Kluwer 
Academic Publishers, 2002. 
[90] M. F. Barnsley, R. L. Devaney, B. B. Mandlebrot, H. Peitgen, D. Saupe, and R. 
F. Voss, The Science of Fractallmages: Springer-Vcrlag, 1988. 
[9 1] M. R. chroeder, Practals, Chaos, Power Laws: Minutes Prom an Infinite 
Paradise: W H Freeman & Co (Sd), 199 1. 
192 
References 
(92J A. K. Jain and R. C. Dubes, Algorithms/or Clustering Data: Eng lewood Cliffs: 
Prentice Hall 1988. 
[93) T. Kanungo, D. M. Mount, N. S. Netanyahu, C. D. Piatko, R. ilvcrman, and 
A. Y. Wu, "An Efficient k-means clustering Algorithm: Ana lys is and 
Implementation," IEEE Transactions on PAMI, vo l. 24 pp. 881-892, 2002. 
[94] Wikipedia, "k-means c lustering tutorial," 
http://en.wikipedia .org/wiki/K-means_algorithm, (accessed on 1 0/ 11 12008). 
f95] LTl-LIB, "Computer Vision Library." 
http://ltilib.sourceforge.net/doc/homepage/index.shtml (accessed on 
08/ I 0/2005). 
[96 1 G Du and T. S. Yeo, "A Multifracta l Approach fo r Auto-segmentation of SA.R 
I magcs," 200 I . 
[97] B. B. Mandlebrot, The Fractal Geomet1y of Nature: W.H . Freeman and 
Company, 1982. 
[98] P. K. Sahoo, S. oltani, A. K. C. Wong, and Y. C. Chen, "/\ Survey of 
Thresho Id ing Techniques," Computer Vision, Graphics and Image Processing, 
vo I. 4 1' pp. 233-260, 1988. 
[99] H. David, Multifractals - Theo1y and Application: Chapman & Hali/CRC. 
2001 . 
[ I 001 B. B. Mand lebrot and N. Sarkar, "Texture segmentation using fi·acta l 
dimension," IEEE Trans on Pal/ern Analysis and Machine Intelf., vol. 17, pp. 
72-76, 1995. 
[101] C. Xu and J. L. Prince, "Generalized gradient vector flow external forces for 
active contours," Signal Processing, vol. 71 , pp. 13 1- 139, 1998. 
(102] M. Turk and A. Pentland, ''Eigenfaces for Recognition," Journal of Cognitive 
Neuroscience, vo I. 3, pp. 71-86, 199 1. 
193 
References 
(I 03] M. Li and B. Yuan, "20-LDA: A Statistica l Linear Discriminant Analysis for 
Image Matrix." Pa/lern Recognition Letters, vol. 26, pp. 527-532, 2005. 
[I 04 J I. 11. Witten and E. Frank, Data }.;fining - Practical Machine Learning Tools 
and Techniques. United States of America: Morgan Kaufmann, Elsevier, 2005. 
[I 05) G. 11. John and P. Langlcy. "Estimating Continuous Distributions in Bayesian 
Classifiers,'' in Proceedings of the Eleventh Conference on Uncertainly in 
Artificial fntelligence, San Mateo, pp. 338-345, 1995. 
[I 06] V. Vapnik. The Nature of Statistical Learning The01y: Springer-Verlag, 1995. 
[I 07] L. Breiman, "Bagging Predictors," Machine Learning, vo l. 24. pp. 123-140, 
1996. 
[I 08] Y. S. Freund R.E., "A hort Introduction to Boosting,'' Journal of Japanese 
Society for Artificial Intelligence, vo I. 14, pp. 771-780, September, 1999. 
[109] J. Friedman T. Hastle. and R. Tibshirani. "Additive logistic regression: a 
statistical view of boosting." Annals of Statistics, vol. 28, pp. 337-407, 2000. 
[11 0] L. Breiman, "Random Forests," Machine Learning, vo l. 45, pp. 5-32, 200 I. 
(Ill] C. D. Metz. B. A. llerman. and C. A. Roe, " tatistical Comparison of Two 
ROC Curve Estimates Obtained from Partially-paired Datasets." /vied Decis. 
Making, vo l. 18, pp. 110-121 , 1998. 
(112] J. Lu, K. N. Plataniotis, and A. N. Venetsanopoulos, "Face Recognition Using 
LOA-Based Algorithms." IEEE Tt·ans. on Neural Networks, vol. 14, pp. 
195-200. 2003. 
(113] J. C. Russ, The image processing handbook, 5th Edition. Boca Raton, Fla: 
CRC Press, 2007. 
[114] T. Oja la, M. Pietikainen and T. Maenpaa "Multireso lution Gray-Sca le and 
Rotation Invariant Texture Classification with Local Binary Patterns," IEEE 
Transactions on Pal/ern Analysis and Machine fntelligence, vol. 24. pp. 
97 1-987 2002. 
194 
References 
[ 11 5 J L. D. F. D. Costa and R. M. Cesar Shape Analysis and Classificalion: Themy 
and Practise, lsl Edition. Boca Raton, FL, USA: CRC Press lnc, 2000. 
l11 6l J . Platt, B. Scholkopf, C. Burges, and A. Smo la, "Fast Training of Support 
Vector Machines using Sequential Minimal Opt imization," Advances in Kernel 
Alethod'i- Support Vector Learning, Anonymous, Ed.: MIT Press, 2006. 
[11 7] T. Mu, A. K. Nandi, and R. M. Rangayyan, "Classification of Breast Masses 
Using Selected Shape, Edge-sharpness, and Texture Features with Linear and 
Kernel-based Classifiers," Journal of Digital lmaging, vol. 2 1, pp. 153-169, 
2008. 
l11 8] M. Guetlein, "Large Scale Attribute elect io n Using Wrappers." 2006. 
[ 1191 D. E. Goldberg, Genelic Algorithms in Search, Oplimization & Machine 
Learning. Reading, MA: Addison Wesley, 1989. 
( 1201 M. A. Hall, "Correlation-based Feature Subset Selection fo r Machine 
Learning." vol. PhD Hamilton, New Zealand: University of Waikato, 1998. 
(12 1. ] R. F. Chang, W. J. Wu, W. K. Moon, and D. R. Chen, "Jmprovement in breast 
tumor discrimination by support vector machines and speckle-emphasis 
texture analysis," Ullrasound in medicine & biology, vol. 29 pp. 679-686, 
May 2003. 
ll 221 R. S. Crowley and 0. Medvedcva, "A General Architecture for Intelligent 
Tutoring for Diagnostic Class ification Problem Solving," AM/A. Annu. Symp. 
Proc., pp. 185-189, 2003. 
[ 123] R. Azevedo and S. P. Lajoie, "The Cognitive Basis for the Design of a 
Mammography lnterpretation Tutor." /nternalional Journal of Artificial 
Intelligence in Education, vol. 9, pp. 32-44, 1998. 
[1 24) R. S. Crowley and 0 . Medvedcva, "An Intelligent Tutoring System for Visual 
Classificat ion Problem So lving," Arlif.lnteli.Med. , vol. 36, pp. 85-1 17, 2006. 
195 
References 
[ 125] A. G. Gale, "PERFORMS - a self assessment scheme for radio logists in breast 
screen ing," Seminar in Breast Disease: Improving and Monitoring 
Mammographic Interpretation Skills, vol. 6, pp. 148- 152, 2003. 
[ 126] Market Research Society (MRS), "Questionnaire Design Guidelines," Report 
May 2006 2006. 
[ 1271 S. Mo ll er. "Chapter 3." in Assessment and Prediction of Speech Quality in 
Telecommunication, Anonymo us, Ed.: Springer 2000. 
[ 1281 S. Carsten, W. Sebastian, S. Tania, and 1. Klaus, "Comparison of Eight 
Computer Programs for Rece iver-Operating Characteristc Ana lysis," Clinical 
Chemistry, vo l. 49, pp. 433-439.2003. 
( 129 1 Y. H. Chou, C.M. Tiu, J. Chen. and R.F. Chang, "Automated Full-field Breast 
Ultrasonography: The Past and The Present," J i\!Jed Ultrasound, vo l. 15, pp. 
3 1-44, 2007. 
[ 1301 Breast Cancer Source, "3D Ultrasound distinguishes malignant from benign 
breas t masses." AstraZeneca, 2008. 
http://www.breastcancersource.com/78454? itemld=3959767, (accesscd 
20/11/2008). 
[ 13 1] B. ahiner. I-LP. Chan M.A. Roubidoux, et a l. "Malignant and Benign Breast 
Masses on 3D US Volumetric Images: Effect of Computer-aided Diagnos is on 
Radio logist Accuracy," Radiology, vo l.242, Number 3. pp. 7 16-724. March 
2007. 
196 
Appendix A: Sample Questionnaires 
Questionnaire (Radiologist) reference: 
Do you have any knowledge in ultrasound images? 
Not at all D beginner D intermediate D good D expert D 
What is your background? 
Physician D Res ident D Technologist D other (please state): __ 
Your contact (optional): ________________ _ 
The Objective of this research is to deve lop an efficient training system in breast 
cancer detection. Thanks for yo ur kind contribution (to save life) ! 
Look at the images below and select the answer that best fit. 
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Any suspected abnormal 
region? 
l - certainly not exist D 
2 - probably not exist D 
3 - not sure D 
4 - probably exist D 
5 - certa inly exist D 
If you choose 4 or 5, please 
draw the boundary of the 
abnormal lesion, then give the 
diagnosis: 
! - benign D 
2 - probably benig n D 
3 - unknown D 
4 - probably malignant D 
5 - malignant D 
Appendix A: Sample Questionnaires 
Any suspected abnormal 
region? 
~~~;i~;::m::==a 1 - cettainly not exist D 
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2 - probably not exist D 
3 - not sure D 
4 - probably exist 0 
5 - cettainly exist D 
If you choose 4 or 5, please 
draw the boundary of the 
abnormal lesion, then give 
the diagnosis: 
l - benign 
2 - probably benign 
D 
D 
3 - unknown D 
4 - probably ma lignant D 
5 - malignant D 
Any suspected abnormal 
region? 
I - certa inly not exist D 
2 - probably not exist D 
3- not sure D 
4 - probably exist D 
5 - cetta inly exist D 
If you choose 4 ot· 5, please 
draw the boundary of the 
abnormal lesion, then give 
the diagnosis: 
l - benign 
2 - probably benign 
D 
D 
3 - unknown 0 
4 - probably malignant 0 
5 - malignant D 
Appendix A: Sample Questionnaires 
Any suspected abnormal 
gj~;l region? 
I - certainly not exist D 
2 - probably not exist D 
;;:,..o;!¥i~l 3 - not sure D 
4 - probably exist D 
5 - cettainly exist D 
If you choose 4 or 5, please 
~~~rg:~1 draw the boundary of the 
abnormal lesion, then give 
=-~~~~~ the diagnosis: 
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I - benign 
2 - probably benign 
D 
D 
3 - unknown D 
4 - probably malignant D 
5 - ma lignant D 
Any suspected abnormal 
region? 
I - certainly not ex ist D 
2 - probably not exist D 
3- not sure D 
4 - probably exist D 
5 - cettainly exist D 
If you choose 4 or· 5, please 
draw the boundary of the 
abnormal lesion, then give 
the diagnosis: 
! - benign 
2- probably benign 
D 
D 
3 - unknown D 
4 - probably malignant D 
5 - ma lignant D 
N 
0 
0 
suspe 
region? 
1 - certainly not exist D 
2 - probably not exist 0 
3- not sure D 
4 - probably exist D 
5 - certa inly exist 0 
If you choose 4 or 5, 
I) lease draw the bounda!}' 
of the abnormal lesion. 
then give the diagnosis: 
1 - benign D 
2- probably benign D 
3 - unknown 
0 
4 - probably malignant 
D 
N 
0 
suspe 
region? 
1 -certainly not exist 0 
2 - probably not exist 0 
3- not sure 0 
4 - probably exist 0 
5 - certainly exist 0 
If you choose 4 or 5,, please 
draw the boundary of the 
abnormal lesion, then give 
the diagnosis: 
1 - benign 0 
2 - probably benign 0 
3 - unknown 0 
4 - probably mali gnant 0 
5- malignant 0 
N 
0 
N 
susp 
region? 
1 - certain ly not exist 0 
2- probably not exist 0 
3- not sure 0 
4- probably exist 0 
5 - certain ly exist 0 
If you choose 4 or 5. please 
draw the boundary of the 
abnormal lesion, then give the 
diagnosis: 
1 - benign 0 
2 - probably benign 0 
3 - unknown 0 
4- probably malignant 0 
5 - malign ant 0 
N 
0 
w 
y suspecte 
aegion? 
1 - certainly not exist D 
2 - probably not exist D 
3- not sure D 
4 - probably exist D 
5 - certainly exist D 
If you choose .l or 5, please 
draw the boundary of the 
abnormal lesion, then give 
the diagnosis: 
1 - benign D 
2 - probably benign D 
3 - unknown D 
4- probably malignant D 
5 - malignant D 
> 
"0 
"0 
"' §, 
X 
> 
N 
0 
""" 
Do you think the processed image assist you in detecting the ROI? Yes/No 
Do you think the processed image assist you in classification? Yes/No 
Additional Comments: 
ny suspecte 
region? 
1 - certainly not exist 0 
2 - probably not exist 0 
3 - not sure 0 
4 -probably exist 0 
5 - certainly exist 0 
If you choose 4 or 5. please 
draw the boundary of the 
abnormal lesion, then give 
the diagnosis: 
1 - benign 0 
2 - probably benign 0 
3 - unknown 0 
4- probably malignant 0 
5 - malignant 0 
-------------------------------------------------------------------------------------
Appendix A: Sample Questionnaires 
Questionnaire (Non-radiologists) 
Oo you have any knowledge in ultrasound images? 
NoL at all D beginner D intermediate D good D expert D 
What is your background? 
Computer science D mathematics D Ergonomics D psychology D 
management 0 medical 0 other (please state): __ 
Look at the i 
0 2 
below and select the answer that best fit. 
3 4 5 6 7 
X 
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Any object in the image? 
I - certainly not exist 0 
2 - probably not exist 0 
3- not sure 0 
4 - probably exist D 
5 - certainly exist D 
If you choose 4 or 5, please 
describe the features : 
Object 
locatioo(approximation): 
X: to 
Y: to 
Object size: 
Height > width D 
Width > height D 
Width = height D 
Unknown D 
Object Boundary: 
Smooth 0 
Irregular 0 
Unknown 
Appendix A: Sample Q uestionna ires 
Any object in the image? 
I - certainly not exist D 
2 - probably not exist D 
3- not sure D 
4 - probably exist D 
5 - certainly exist D 
If you choose 4 or 5, please 
describe the features: 
Object location(approximation): 
X: to 
Y: to 
Object size: 
He ight > width D 
Width > height D 
Width = height D 
Unknown D 
0 2 3 4 5 6 7 
X Object Boundary: 
Smooth D 
Irregular D 
Unknown D 
Any object in the image? 
I - certainly not ex ist D 
2- probably not ex ist D 
3- not sure D 
4 - probably ex ist D 
5 - certainly exist D 
If you choose 4 or 5, please 
describe the features: 
Object location(approximation): 
X: to 
Y: to 
Object size: 
He ight > width D 
Width > he ight 0 
0 2 3 4 5 6 7 Width = height D 
X Unknown D 
Object Boundary: 
S mooth 0 
Irregular D 
Unknown D 
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0 2 
0 2 
3 
3 
4 
X 
4 
X 
5 6 7 
5 6 7 
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Any object in the image? 
I - cetta inly not exist D 
2 - probably not exist D 
3 - not sure D 
4 - probably exist D 
5 - certa inly exist D 
If you choose 4 or 5, please 
describe the features: 
Object location 
(approximation): 
X: to 
Y: to 
Object size: 
Height > width 
Width > height 
Width = height 
Unknown 
Object Boundary: 
Smooth D 
Irregular D 
Unknown 
D 
D 
D 
D 
Any object in the image? 
I - certa inly not exist D 
2 - probably not exist 0 
3 - not sure 0 
4 - probably exist 0 
5 - certainly exist 0 
If you choose 4 or 5, please 
describe the features: 
Object location 
(approximation): 
X: to 
Y: to 
Object size: 
Height > width 
Width > height 
Width = height 
Unknown 
Object Boundary: 
Smooth D 
Irregular 0 
Unknown 
D 
D 
D 
D 
I'V 
0 
00 
0 2 3 4 
X 
5 6 7 0 2 3 4 5 6 7 
X 
Any object in the image? 
1 - certainly not exist 0 
2 - probably not exist 0 
3- not sure 0 
4- probably exist 0 
5 - certainly exist 0 
If you choose 4 or 5. please describe 
the features: 
Object location (approximation): 
X: to 
Y: to 
Object size: 
Height> width 0 
Width > height 0 
Width = height 0 
Unknown 0 
Object Boundary: 
Smooth 0 
Irregular 0 
Unknown 0 
0 2 3 4 
X 
5 6 7 0 2 3 4 
X 
5 6 7 
Any obj ect in the image? 
1 - certainly not exist 0 
2 - probably not exist 0 
3 - not sure 0 
4 - probably exist 0 
5 - certainly exist 0 
If you choose 4 or 5. ple<~se describe 
the features: 
Object location {<l l)prox imation): 
X: to 
Y: t o 
Object size: 
Height > width 
Width > height 
Width = height 
Unknown 
Obj ect Boundary: 
Smooth 0 
Irregular 0 
Unknown 0 
0 
0 
0 
0 
N 
0 
0 2 3 4 
X 
5 6 7 
X 
m age 
1 - certainly not exist 0 
2 - probably not exist 0 
3- not sure 0 
4 - probably exist 0 
5 - certainly exist 0 
If you choose 4 or 5. please describe 
the features: 
Object location (approximation): 
X: to 
Y: to 
Object size: 
Height > width 
Width > height 
Width = height 
Unknown 
Object Boundary: 
Smooth 0 
Irregular 0 
Unknown 0 
0 
0 
0 
0 
0 2 3 4 
X 
5 6 7 0 2 3 4 
X 
5 6 7 
Any obj ect in th e image? 
1 -certainly not exist 0 
2 - probably not exist 0 
3 - not sure 0 
4- probably exist 0 
5 - certainly exist 0 
If you choose :l.2.!..i. I> lease descri lle 
the featur es: 
Obje ct location (appr oximation): 
X: to 
Y: to 
Obj ect size: 
Height >width 
Width > height 
Width = height 
Unknown 
Object Boundary 
Smooth 0 
Irregular 0 
Unknown 0 
0 
0 
0 
0 
N 
N 
X X 
Any objP.r.t in thP. imagP.? 
1 - ct>rtainly not exist C 
? - rrnh~hl y 1nl FHis1 0 
:1 - nnt srr r~ D 
4 - rrnMhly ~lCist 0 
~ - r.P.rtain ly P.ll ist C 
If you choose UL5.. please describe 
the features: 
Object location (approximation): 
:<: to 
Y: to 
Object size: 
-i ei~rt > widt1 0 
Widtr > height 0 
'Nidtr = hei~ht 0 
JnknJwn 0 
Object Boundarv: 
3mocth 0 
rre~Liar 0 
JnknJwn 0 
Tl1 s researcl1 is to develop an eff ci~nt training system in breast cc:nce r detec:ion. Tha1ks for you· kind con tributi.:m (t:~ save life)! 
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A novel algorithm for initial lesion detection in ultrasound 
breast images 
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This paper proposes a novel approach to in itial lesion detection in ul trasound 
breast images. The objective is to automate the manual process of region of interest 
(ROI) labeling in computer-aided diagnosis (CAD). We propose the use of hybrid 
filtering, multifractal processing, and thresholding segmentation in initial lesion 
detection and automated ROI labcling. We used 360 ultrasound breast images to 
evaluate the performance of the proposed approach. Images \Vcre preprocessed 
using histogram equalization before hybrid liltcring and multifractal analysis were 
conducted. ubsequently. thrcsholding segmentation was applied on the image. 
f-ina lly, the initial lesions arc detected using a rule-based approach. The accuracy 
or the automated RO I labcling was measured as an overlap of 0.4 with the lesion 
outline as compared with lesions labcled by an expert radiologist. We compared 
the pcrfbm1ance of the proposed method with that of three state-of- the-art methods. 
namely, the radial gradient index lil tcring technique. the local mean technique. 
and the fractal dimension technique. We conclude that the proposed method is 
more accurate and performs more cfTccti vely than do the benchmark algorithms 
considered. 
PAC numbers: 87.57. k 
Key words: medical image analysis. ultrasound i m aging. region-of-interest. hybrid 
filtering. multifractals 
I. INTRODUCTION AND SCOPE 
13rcast cancer is the most common of a ll cancers affecting women in the developed count ries.<1> 
More middle-age women die of breast cancer than of any other sing le cause.< 1l In the United 
Kingdom, more than 4 1 000 cases arc diagnosed annually, and it is predicted that I in every 9 
women wi ll develop breast cancer at some point in lifc.C2l Early detection plays a signilicant role 
in the fata lity of breast cancer. Technologies that aid in the early detection of cancers have 
therefore attracted much attention from the research community. 
Mammography and ultrasound imaging arc the standard technologies used in cancer screening. 
Mammography is accepted as the "gold standard" fo r breast imaging. lt is widely used as the 
primary tool for cancer screening. llowcver, in diagnostic workup, mammography and breast 
ul trasound arc o flcn used as complementary investigations. Mammography has been shown to 
cause high fal c-positive rates in diagnosi , and the radia tion dose to the breast is harmful.(3) 
Further, cost considerations have resulted in most countries choosing to use screen lilm 
mammography instead of a digitized vcrsion. llowcvcr, the inabi lity to change image contrast or 
brightness. problems in detecting subtle soil-tissue lesions (dense glandular tissues), and di mcuhies 
with archiving have limited the application of crecn lilm mammography. 
• Corresponding author. Moi Hoon Yap, Department of Computer Science, Loughborough University, Holywell 
Park, U.K.; phone: +44(0)15-0963·5739; fax. +44(0)19·0963·5709; email: M H.Yap@lboro.ac.uk 
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U ltrasound studies have been shown to be good at picking up many of the cancers missed by 
mammography, especially in women who have dense breasts. In addition, ultrasound is 
noninvasivc, portable, and versatile. Further, it does not use ionizing radiation, and it is relatively 
lower in cost. llowever, ultrasound images have a major disadvantage: poor quality because o f 
mult iplicative speckle noise that results in artifacts. Segmentation oflesions in ultrasound images 
is therefore a challenging task that remains an open problem despite many past research efforts. 
In most existing breast screening approaches, the " initialles ion"- that is, a suspect region-
is manually located by a trained radiologist in a pre-processing stage by mark ing i ts topmost, 
left most, bottom most, and rightmost boundary limits w ith crosses. T hese crosses (and hence the 
initial lesion) are then manually encompassed within a rectangular region o f interest (ROI)<4> by 
the radiologist and subsequently presented to a computer-aided diagnosis (CAD) system for 
further analysis leading to the segmentation and classification o f the tumor. Because the selection 
of extreme points (that is, the crosses) and the rectangular region both require human intervention, 
lhesc steps are open to subjectiv ity and human error. A s a result, a well-trained and experienced 
exam iner w ith knowledge of the normal echo anatomy o f the breast and the changes caused by 
pathology is required for accurate breast cancer screening. A fai lure to include an entire lesion 
with in the ROI or to outline ROls containing les ions (among other errors) can severely undermine 
the performance of the CAD system. Furlher, it has also been shown that radio logists w ith 
varying training backgrounds and experiences o ften reach rather different resuhs in the read ing 
of sonograms.<5> 
Our current research focus is to provide the radiologist w ith an automated tool that can 
effectively ass ist in the selection of the RO I and in improving the consistency of interpretation. 
llowcver, it is worthwhile noting thallhe automatic detection ofROis is not meant to replace the 
radiologist, but to provide a tool to reduce the radiologist 's ROI labcling time (sec Section 11 ) 
and to wam o f possible RO is that might otherwise be missed because of the poor quality of the 
ultrasound image. 
Evaluation of the performance oflhc proposed algorithm requires a sui table test image database, 
a suitable evaluat ion metric, and a design goal. Because of the practical d ifficuhies in obtaining 
data bases w ith ultrasound images ofn01mal and nearly normal breasts, previous state-of- the art 
algori thms<6·7> of initial lesion detection have used U .S. image data bases that consist solely o f 
malignant and benign tumors. ln our experiments, we used a U.S. image database of 360 malignant 
and nonmalignant images that additionally contains location information concerning the extreme 
points of tumors (marked w ith crosses by a number o f expert radiologists). T he metric used to 
evaluate the performance of the algorithm on I he database is an " over lap" ligure<6> de lined as the 
ratio o f the intersection and the union of the two les ion areas that were manually identified by 
the radiologists and by the computer-based algorithm . Speci lically, in work by Drukker et al.(6) 
and Yap et al.,(7) the design goal has been to achieve an overlap va lue of in excess of0.4, which 
can be represented as 
X f"' Y 
overlap=-- 2: 0.4 
X u Y ' ( I) 
where X is the lesion area extracted by the computer-based algorithm, and Yis the lesion labeled 
manually by the radiologists. In other words, the assumption has been that, i f an overlap of 0.4 
or m ore results, then the computer-based algori thm has been success ful in accurately and 
automatically per forming the otherwise manual task of initial lesion identification. A secondary 
metric, "accuracy," can therefore be defined as the percentage o f experiments obtaining an overlap 
value of beyond 0.4. In the present research context, we use " accuracy" as the objective metric to 
evaluate and compare the results o flhc performance oft he proposed algorithm w ith that o f state-
of-the-art methods. Further subj ective results have been i llustrated for v isual compari son. 
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T he present paper is divided into live sections for clarity o f presentation. Section 11 discusses 
our research motivat ion and the existing solutions to the problem. Section Ill introduces the 
proposed approach and provides a detai led discussion of each stage. Section I V sets out the 
experimental results and discusses the resul ts in detail. Finally, Section 5 concludes with further 
directions for improvement and research. 
11. MOTIVATION AND RESEARCH BACKGROUND 
Many ongoing ultrasound breast imaging research projects arc focused on creating CAD tools 
that have high sensitivity, specilicity, and consistency in lesion classification. Examples include 
Boone,<8> Gurncy,(9) Boukcrroui et aJ.,<10> Chcn et aJ.,(S) and Schgal et aJ.(ll) Unfortunately, these 
systems are based on the assumption that the ROI will be prc-sclected by a radiologist and that 
the analysis w ill be performed on ly on the cropped ROI. This requirement improves accuracy in 
detecting lesion shape because the noisy, dark, poor-quality surrounding areas can be excluded 
from consideration because of the manual selection of the specific ROI. ltthcrcforc fo llow s that 
a fully automated CAD tool used in cancer screening w ill require a preprocessing stage that is 
capable of automatic ROI labeling. Our work is focused on providing an effective solution to that 
prob lem (sec Fig. I ). 
T wo existing state-o f-the-art techniques for automatic ROI Iabeling of existing breast images, 
used as benchmarks to compare the performance of the proposed technique, can be summarized 
as follows: 
• Drukkcr et aJ.C6> investigated the use of the radial g radient index (RGI) filtering technique to 
automatically detect lesions on breast ultrasound images. In ultrasound images, lesions arc 
almost invariably darker than the background. Thus, in Drukkcr's work, the grayscalc of the 
original ultrasound images is initially inverted. Subsequent ly, images arc pre-processed by a 
~--
1 
I 
I 
I 
I 
I 
I 
I 
I 
Original US 
Breast Im a.g es 
-------f------- -.... ,, 
Proposed 
method 
I 
Y' I 
I 
I 
I 
I 
---------------
-· 
, 
ROIUS 
Image s { 
Replace (or aid in): 
the involvement of 
the radiologist in 
locating the ROI 
FIG. I . Use of the proposed solution. US uhrasound: ROI = region ofintcrcsl. 
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median fi l ter to remove speckle noise. The resul ting image is fed to a RGI filter.<6> In RGI 
fi ltering, the images are sub-sampled by a factor of 4./\ brightness threshold (see Subsection 
Ill. E) for the RGI-fi ltcred image is varied iteratively from 0.74 to 0.62 until either at least one 
lesion o r interest is detected. The detected areas smaller than 5 mm2 arc discarded. Lesion 
candidates are segmented from the background by max imizing an average radial gradient 
(ARD) index for regions grown from the detected points. According to Drukker et al. , 
maximizing the 1\RD index is more accurate than maximizing the RGI indcx.<6> At an overlap 
level of 0.4 with lesions outlined by a radiologist, 75% accuracy of lesion detection was 
reported for the test set of ultrasound images used. 
• Yap et alP > analyzed the use of statist ical methods ( for example, local mean) and values o f 
fractal dimensions in initial les ion detection. The images were preprocessed using histogram 
cqualization,<12> and then hybrid filtering (sec Subsection III.C) and marker-controlled 
watershed segmentation were appl ied. (A "watershed" is the ridge that divides areas drained 
by different river systems. A catchments basin is the geographic area draining into a river or 
reservoir. The watershed transform applies these ideas to grayscale image processing in a way 
that can be used to solve a variety of image segmentation problems.) Marker-controlled 
watershed segmentation is an approach based on the concept o f markers to contro l 
overscgmcntation in watershed transform.<13l T hc minimum local mean and the minimum of 
the fractal dimensions (see Subsection Ill. D) of the identified segments were then used to 
identify the initial les ion. Subsequently, neighborhood segments arc identified, and these arc 
finally combined to form the ROI. The accuracy o f the automated ROI Iabcling is measured 
by an overlap of 0.4 between its lesion outline and the lesions labcled by the rad iologists. T he 
accuracy ofROI detection when using local mean was reported to be 69.2 1 %; fractal dimension 
was54.2 1%. 
T he proposed approach detailed in the next section intends to further extend the accuracy of 
ROL detection by fo llowing an effective multistagc algorithm. 
Ill. PROPOSED APPROACH 
Fig. 2 shows a modular block diagram oftJ1c proposed technique. lt uniquely combines histogram 
equalization as a preprocessing stage, followed by hybrid filter ing, multifractal analysis, 
thrcsholding segmentation, and a rule-based approach in fully automated ROI labcl ing. 
T he operation and functionality of the individual stages arc described in detail in the subsections 
that follow. A ll algorithms were implemented in LTI-Lib<1'1l on a Linux plat form. 
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Ul trasouncl images 
t 
Pre-pro cessing 
Hybrid Filtering 
Multifractal Processing 
Thresh a 1 din g s egmen tati on 
Initial Lesion Detection 
Regions of Interest (RO I) 
FtG. 2 Overview of the methodology. 
A. Ultrasound images 
In general , ultrasound images arc complex because of data composition, which can be described 
in terms o f speckle information. Upon visual inspection, speckle noise consists of a relati vely 
high- level gray intensity, qualitat ively ranging between hypcrechoic (bright) and hypoechoic 
(dark) domains.<'5l 
Notably, any automatic system that is designed to detect abnormal lesions in ultrasound images 
should, in the end, be verified or compared with the j udgment o f a medical expert or radiologist. 
T he test images used in our work were obtained from a professionally compiled compact disc 
(CD) of breast ultrasound imagcs,< 16l which consists of explanations and verifications from several 
qualified expert radiologists. We selected 360 images from the CD for our experiments. Of the 
360 images, 20 were malignant, 76 were simple cysts, 76 were complex cysts, 58 were 
fibroadenomas, 38 were carcinomas, 18 were occul t lesions, 15 were adenosis lesions, and 59 
were a combination of other d iagnoses. Each image had been manually processed by an expert 
radio logist, and the extreme points of the suspected lesions were already marked w ith crosses. 
Because the obj ective metric of the experiment (see Section I) required identification of the 
lesion boundary marked by a radiologist (rather than the extreme points or ROI), we obtained 
the services o f an expert radiologist to mark these boundaries manually and to verify the extreme 
points given in the ultrasound CD.l 16> 
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B. Preprocessing 
As mentioned previously, the credibility o f a high-quality breast ultrasound examination depends 
on the scanner (that is, the quality of the original image) and the experience of the examiner. The 
preprocessing stage deals with the issue of guaranteeing the homogeneity of the original ultrasound 
images, which thus subsequently improves the chances of les ion ROI detection being more 
accurate. In the proposed approach, we use a histogram equalizat ion strategy tested in earlier 
cxpcriments< 17> as a preprocessing stage to achieve the homogeneity guarantee. 
1-Jistogram cqualization<12l is similar to contrast stretching, in that it attempts to increase the 
dynamic range of the pixcl values in an image. However, unlike contrast stretching, no provision 
is made for intcractivity, because applying a histogram equalization algorithm to an image with 
a fixed number of bins will always yield the same resul t. Let 
P,(r),J = I ,2, ... ,L (2) 
denote the histogram associated with the intensity levels of a given image, and recall that the 
values in a normalized histogram are approximations to the probability of occurrence of each 
intensity level in the image. For discrete quantities, the equalization transformation becomes 
(3) 
for k = I ,2, ... ,L, where sk is the intensity value in the output (processed) image corresponding to 
value rk in the input image, n is the total number ofpixels, and n1 is the number of pixels in bin). 
C. Hybrid filtering 
The function of the filtering stage is to remove noise, which is a maj or obstacle to accurate 
segmentation of the images. M edian filtering is a popular approach used in removing speckle 
noise in ultrasound imagcs.<6•18•19> l lowcvcr, Yap et al.< 17> proved that part of the reason for the 
inaccuracy of the boundary detection in Drukker et a1.,<6> Joo et al.,<18> and Kupinski et al.<19> was 
that, although the median filter managed to filter out the speckle noise, it also removed the 
important edge information- in particular, edges that belonged to the lesion. 
FUI1hcr, Gaussian blur<4> is a linear filtering technique that has been widely used to reduce the 
ovcrsegmentation problem in ultrasound images. Gaussian blur is very efTective in removing 
speckle noise, but it blurs and dislocates edges,<20> which may negatively afTcct subsequent lesion 
segmentation. Pcrona and Malik<2 1> proposed a non linear partial difTcrcntial equation approach 
for smoothing images on a continuous domain. Anisotropic difTusion was shown to perfonn well 
for images corrupted by additive noise. llowevcr, in cases where images contain speckle noise, 
anisotropic diffusion enhances that noise instead of eliminating it.<22l On a more positive note, 
non linear diffusion filtering,<23> as compared with linear diffusion, has deservedly attracted much 
attention in the field of image processing for its abi lity to reduce noise whi le preserving (or even 
enhancing) important features of the image such as edges or discontinuities. 
Within the context o f proposed research, we make use of a hybr id filtering approach that 
combines the strength of non linear diffusion filtering to produce edge-sensitive speckle reduction, 
with linear filtering (Gaussian blur) to smooth the edges and to eliminate overscgmentation. The 
result of hybrid filtering is visually compared in Fig. 3. Section I V sets out our experimental 
results and a detailed analysis to j ustify the use of hybrid filteri ng as compared w ith either 
nonlinear diffusion filtering or Gaussian blur alone. 
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Subsequent to hybrid filtering, we use multi lractals<24l to lurthcr enhance the partially processed 
images. Section IV sets out experimental results to show that th is stage allows for bellcr 
segmentation of lesions than does the appl ication of hybrid filtering only. ubsection 0 , next, 
provides a brief overview of multi fractals and associated analysis methodology. 
(a) (b) 
(c) (d) 
l'tG 3 Companson offiltcringapproaches {a)ongmattmagc. (b) Gnusstan blur, (c) nonhncardtfTuston liltcnng, (d) h) bnd 
liltcnng. 
D. Multifractal dimensions 
A fractal is generally "a rough or fragmented geometric shape that can be subdivided in parts, 
each of which is (at least approximately) a reduced-size copy of the whole,"<25l a property called 
self-similarity. In analyzing the fractal geometry of an image, an attempt is made to exploit the 
self-similarity present. In fractal geometry, the term " fractal dimension" refers to a statistical 
quantity that indicates how completely a fractal appears to fill space, as one zooms down to finer 
and finer scalesP5> Multifractal analysis relers to the analysis of an image using multiple fractals-
that is, not just one fractal, as in fractal analysis. 
The generalized fonnulation for multifractal dimensions D of order q<24l can be represented 
as 
1 I' log(xq(c)) for q e 9l and q * I -- tm 
q- 1• •O log( c) 
D = (4) 
• l: .u, log.u, 
lim ' forq = I 
• •O log( c) 
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where e is the linear size o f the cells (in our case, because we use a 3 x 3-pixel mask, e= 3). and 
q is the order for cell size E. Note that when q < 0, Dt is sensitive to the parts where the measure 
is very dense. On the other hand, i f q > 0, informati6n on the sparse region can be obtained. In 
theory, q is in the range -oo to oo, and Dt can have an infinite number of va lues. In practice, 
computing for all values of q is not possrblc. Hence, we empirica lly decided to use only four 
values o f q in our experiments: - I , 0, I , and 2. 
T he partition function Xq is defined as 
N(c) 
xq (&) = L f../ ,q (&) ' (5) 
•=I 
where N(e) is the total number of cells of size e, and 11;''<e) is the measure that is defined on a 
given set. In this case, the measures are defined as the probability o f the grayscale level in the 
images, where all the gray levels fall in the range of O- I . 
To investigate the c fTcct of various q values on ultrasound images, we carr ied out further 
empirical experiments. 
T he graph in Fig. 4 shows that the multi fractals with -oo < q < oo y ields four types of results. 
We can classi fy those results into q = 0, q = I , 0 < q < I , and (q < 0 or q > I). Note that 0 < q < 
I is the inverted value of(q < 0 or q > I ). From the results illustrated in Fig. 5, it is seen that any 
value range 0 < q < I or (q < 0 or q > I) will help improve the segmentation results. T he va lue q = 
- I (that is, 0 _1) is chosen in our work because, as compared w ith other va lues, it has the lowest 
associated computational complex ity. 
To our knowledge, hybrid fi ltering has not been used in previous research in breast ultrasound 
boundary detection or contrast enhancement, and hence its use is an addi tional novel aspect of 
our approach. 
Afier application of the hybrid and multi fractal fi ltering, the images are ready for lesion 
segmentation. ubsection E introduces the approach adopted. 
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(a) (b) (c) 
(d) (e) (f) 
FIG. 5. Result ofmultifractal analys1s wilh (a)q < 0 or q> I ; (b) 0 <q < I, (c) q I: (d) threshold of(a); (e) threshold of(b): 
and (f) threshold of(c). 
E. Thresholding segmentation 
In general, segmentation is a process used to div ide an image into its constituent parts. 
Thresholding segmentation<26> is the most basic, the simplest, and the fastest algorithm in 
segmentation. A thresholding procedure attempts to determine an intensity value, called the 
" threshold," that separates pixels into desirable classes. A parameter 9, called the " brightness 
threshold" is chosen and applied to the image alm, nl as fo llows: 
If a[m, nl 3 q 
then alm.nj := I (obj ect) 
else a[m.nJ := 0 (background). (6) 
Within our present research context, we used a fixed threshold for segmentation- that is, a 
threshold chosen independently of tl1e image data. If it is known that very high-contrast images 
(where the objects are very dark and the background is homogeneous and very light) are being 
dealt w ith, then a constant threshold of 128 on a scale o f O to 255 was experimen tal ly found to be 
sufficiently accurate. That is, the number of falsely-classified pixels is kept to a minimum. The 
sensitivity of the threshold selection on segmentation accuracy was further found to be low, 
j usti fy ing the use of a image-independent fixed threshold. 
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F. Initial lesion detection 
T he thrcshold ing segmentation of Subsection III.E oficn leads to the identification of multiple 
RO is, of which generally only one or two would be of diagnostic importance ( that is, belonging 
to abnormal lesions). Further, the location of the abnormal lesions requires the specification of 
both position and orientation (assuming two-d imensional ultrasound images). We therefore 
propose the use of a rule-based approach to identify these important ROis. 
The first criterion for the identification of lesions is the size of the segments. The suspect 
lesions arc identified as the largest segments among the like ly multiple segments that result 
from applying the single-threshold segmentat ion. In addition, based on the additional guidance 
provided in the ultrasound image CD from which we obtained our test data,O 5> we observed that 
95% oftumors arc located at the upper regions of the images. l l cnee, a reference point at (x,y), 
where 
tmage ltetglll d tmage wtdtlt 
x -
3 
, M y = 
2 (7) 
i chosen as the ccntcr of attention. T he lesion that is located closest to that point and that 
satisliCl> the above rncntioncd size-related criterion is selected as the final detected lesion. T he 
si~c-rclatcd criterion can be appropriately slightly relaxed i fmorc than one lesion must be detected. 
IV. RESULTS AND ANALYSIS 
Fig. 6 compares the effects of using the various filtering techniques discussed in Section 11 I with 
multifractal processing. When Gaussian filtering is used rsce Fig. 6(b)] , the smoothing effects 
introduced at the edges result in no isy regions that ideally should be disconnected remaining 
connected. This effect is a problem in the subsequent lesion detection stage, because the largest 
connected region may not now refer to the true lesion that should be detected. The useofnonlinear 
filtering results in ovcrsegmcntat ion and causes many problems, as i llustrated by Fig. 6(c). 
llowcvcr, with the use of hybrid fi ltering and multi fractal processing, the single largest segmented 
area detected is identified as the les ion. 
Fig. 7 compares final lesion boundary detection accuracies for the use of hybrid liltering 
alone and for hybrid filtering followed by multi!ractal proccssing. ll1c boundary detection accuracy 
in Fig. 7(e) is better than that in Fig. 7(c), j usti fy ing the posi tive contribution of mult ifractal 
processing to subsequent boundary detection. The boundary in Fig. 7(e) is closer to the boundary 
that a typical radiologist might intend to identity, because the boundary is smoother and excludes 
cllccts of noise and other artifacts more effectively. 
Figs. 8, 9, and I 0 i llustrate the stage-by-stage operation of the algorithms from Drukker et 
al.,<6> Yap et al.,(7) and the present proposal. T hese three algorithms use di ITcrent steps in 
idcnti fy ing les ions. The intentions at each stage w ithin the three algorithms are significant ly 
different, and hence, the intem1ediate results arc not comparable. A more comprehensive 
performance comparison based on the accuracy o f the linal detected lesion regions is given 
later in the present paper. 
Our detai led experiments, performed using the 360 test ul trasound images, revea led that the 
proposed method per forms exceptiona lly well in identifying ROis for most cyst lesions and 
malignant lesions, and for some libroadcnoma lesions. 13ccause of the high degree o f similarity 
in texture between normal and fibroadenoma regions, accurate identification of such regions is 
always a challenge. Fig. I I provides a visual comparison o f the results o f using the proposed 
algorithms on various types of abnormalities. Fig. 12 illustrates two examples of fibroadenoma 
ROis that arc not detected accurately. 
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(a) (b) 
(c) (d) 
FtG. 6. Comparison of segmentation approaches: (a} onginai image, and use of(b) Gaussinn plus multifrnctai filtering, (c) 
non linear plus muiufractal filtering, (d) hybrid plus muhifmctal fihenng. 
Based on diagnoses by radiologists as provided on the test ultrasound breast imaging CD used 
in our experiments,<16l Table I summarizes the accuracy figures obtained for each type of 
abnormality for the three benchmark algorithms and the proposed algorithm. Fig. 13 graphically 
presents ROt detection accuracy for each of the four algorithms and each type of abnom1al ity. 
The resul ts clearly show the improvements obtainable with the proposed improved approach to 
ROllcsion detection accuracy. The detection accuracy for libroadenoma-type lesions has generally 
been the lowest for all methods, but in this category, the proposed algorithm shows a 15% 
accuracy improvement as compared with the methods ofDrukker et al.<6l and Yap et alP> Further, 
when using the proposed algorithm, 90% accuracy in detecting malignant-type lesions is indicated. 
rig. 14 visually compares the performance of the proposed approach with that of the three 
benchmark algorithms. This comparison clearly illustrates the improved accuracy of lesion 
identification demonstrated by the proposed approach. The three benchmark algorithms can be 
seen to be more likely to identi fY non-lesion regions- or only parts oflesions- as ROis. 
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(a) 
(b) (c) 
(d) (e) 
riG. 7. Justification of boundary cnhanccmcm with muhifractal processing. (a) Original image: (b) hybrid fi hered image; (c) 
boundary detected on hybrid fi ltered image. {d) multifractal processed image: (c) boundary deiCcted on muhifractal processed 
image. 
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(a) (b) (c) 
(d) (e) (I) 
FtG. 8. Illustration of the operation oft he imcm1cdiatc stages oft he Drukkcr et al.<6> algorithm. (a) Original image; (b) gray scale 
invencd unagc; (c) median fihcrcd image: (d) radial gradient index (RGI) fihercd tmagc. (c) thrcsholdcd RGI image; (f) final 
detecuon 
(a) (b) (c) 
(d) (e) (I) 
FtG. 9 Illustration ofthcopcmtion of the intcnnedime stages oft he Yap et al.(7) algorithm (local mean). (a) Original image; (b) 
image after prcprocessing(histogram equali7.ation); (c) image after hybrid filtering; (d) watershed segmentation mapped onto 
the onginal image: (e) location of the initial lesion; (f) combination of the ncighborhood segments with the initial lesion. 
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(a) (b) 
(c) (d) 
(e) (f) 
FIG. 10. Illustration of the operation of t he intcnnediatc stages of the proposed algorithm. (a) Original image. (b) image aflcr 
prc-processmg(histogram equalization); (c) image aflcr hybrid filt ering; (d) image aflermultifractal processing; (c) 1magc 
aflcr thrcsholdmgsegmentauon; (f) labcling of region of interest. 
Journal of Applied Clinical Medical Physics, Vol. 9, No. 4, Fall 2008 
195 Yap et al.: A novel algorithm for Initial lesion detection ... 195 
(a) (b) 
(c) (d) 
f'IG. I I. Resuhs of automated region or interest lesion labcling us ing the proposed method. (a) Malignant tumour; (b) simple 
cyst; (c) fibroadenoma; (d) complex cyst 
FIG. I 2. Examples of unsuccessful lesion identification for two cases offi broadenoma. 
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T ABLI' I Summary of rcg1on of mtcrcst dctccuon accuracy for each type of abnonnahty under four dirrcrcnt algorithms 
DiagnosiS 
Malignant 
Simple cysts 
Complex cysts 
Fibroodcnoma 
Carcinoma 
Occult lesions 
Adcnosis 
Others 
Total 
100% 
\ .. ..  \ . ' ~- .. · ~ 
Toraltmages 
(11) 
20 
76 
76 
58 
38 
18 
15 
59 
360 
Dmkker et al. (~I 
80.00 
67. 11 
72.37 
62.07 
57.89 
94.44 
80.00 
59.32 
67.78 
R OI Detection Acnu acy 
90% +----.r-----------,.---------------
80% +T-~--fi-----~-----------------=~~ 
70% -+-e::a---ill!------ -
60% 
50% 
40% 
30% 
20% 
10% 
Accuracy(%) 
Yap er al. Yap er al. Proposed 
method (local me01U(7) (fi·acral)f11 
65.00 
60.53 
71.05 
63.79 
78.95 
88.89 
73.33 
64.41 
68.05 
45.00 
55.26 
59.21 
46.55 
52.63 
66.67 
46.67 
54.24 
53.89 
90.00 
86.84 
89.47 
77.59 
78.95 
88.89 
93.33 
89.83 
86.11 
Sllocal mean 
c fractal 
g Propo"'d 
method 
FIG. 13 Graph1cal presentation of the region of interest (ROI) detection accuracy for each of the four algorithms and each type 
ofabnonnality. 
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(c) 
(h) 
(i) 
FIG 14. Visual pcrfonnance companson with the benchmark algorithms. (a,f) Original images; (b.g) results oft he Drukker et 
a1.<6l algorithm: (c,h) results oft he Yap et al (7} algorithm (local mean); (d,i) results of the Yap et alP> algonthm ( fractal 
dimension); (ej) results of the proposed method. 
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V. SUMMARY AND CONCLUSIONS 
We propose a method that is able to fu lly automate ultrasound CAD. We have successfully proved 
that the proposed algorithm achieves an improvement as compared w i th benchmark algori thms. 
T he proposed method is able to very accurately label most les ions, with its best per formance 
being the identification of malignant lesions (90%) and its worst being the identi fication o f 
fibroadenomas (77.59%). We are currently considering the useof shape infom1ation and frequency 
domain analysis, among other techniques, to further improve the per formance of the approach 
presented here. 
1\ complete computer-aided ultrasound diagnostic system (ultrasound CAD) must be able to 
classi fy the diagnosis of each ROI. In f1tture, we will investigate the use of classification techniques 
such as neural netw orks and support vector machines, among o thers, to form a ful ly automated 
breast cancer detection system. 
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Two main research efforts in early detection of breast cancer include the development of software tools 
to assist radiologists in identifying abnormalities and the development of training tools to enhance their 
skills. Medical image analysis systems. widely known as Computer-Aided Diagnosis (CA Ox) systems, play 
an important role in this respect. Often it is important to determine whether there is a benefit in including 
computer-processed images in the development of such software rools. In this paper, we investigate the 
effects of computer-processed images in improving human performance in ultrasound breast cancer 
detection (a perceptual task) and classification (a cognitive task). A survey was conducted on a group of 
expert radiologists and a group of non-radiologists. In our experiments, random test images from a large 
database of ultrasound images were presented to subjects. In orderto gather appropriate forma l feedback, 
questionnaires were prepared to comment on random selections of origina l images only. and on image 
pairs consisting of original images displayed alongside computer-processed images. We critically compare 
and contrast the performance of the two groups according to perceptual and cognitive tasks. From a 
Receiver Operating Curve (ROC) analysis, we conclude that the provision of computer-processed images 
alongside the original ultrasound images. significantly improve the perceptual tasks of non-radiologists 
bur only marginal improvements are shown in the perceptual and cognitive tasks of the group of expert 
radiologists. 
1. Introduction 
Breast cancer is the leading ca use of death of women in devel-
oped countries 111. lt is now the most common cancer in the UK 
121. According to recent statistics [21. more than 44,000 women are 
diagnosed with breast cancer in the UK each year and worldwide. 
more than a mill ion wome n are diagnosed with breast cancer every 
year. These alarming statistics have mot ivated research towards 
deve loping Com puter-Aided Detection (CAD) tools that can effec-
tively be used in the early detection of breast ca ncer. which is the 
key to reducing mortality. 
Medical image a nalys is is an important e lement in the develop-
ment of CAD and Computer-Aided Diagnosis (CADx) systems. Over 
the past rwo decades. a n umber of CAD tools have been d eveloped 
to aid radiologists in detecting likely cases of breast cancer. Further 
CAD tools have been developed fo r the automated differentiation 
belween benign and malignant lesions. In some tools the technol-
ogy provides functionality beyond straightforward computer-aided 
• Corresponding author. Tel.: +44 1509 635739: fax: +44 1509 635709. 
E-mail addresses: M.li.Yap@lboro.ac.uk. moihoon@gmail .com (M.Ii. Yap). 
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detection by providing a measure of the cancer likelihood for a 
detected lesion, given the image and/or patient characteris tics 13 }. 
However, it is widely accepted that CAD is not intended to 
complete ly rep lace the role of a radiologist. Though compute r-
processed images have the potentia l to improve the functionality 
of a CAD syste m. a medical expert or a s pecially trained radiolo-
gist w ill take the fina l decision in the detection and interpretation 
of any lesion. However. in the recent pas t the re has been a serious 
worldwide shortage of consu ltant radiologis ts which has resulted 
in a s ignifican t growth in the use of specially trained radiographers 
and other non- radiologists 141 in the a bove decision-making pro-
cess. This trend is expected to continue in the future. Therefore , the 
d evelopme nt of reliable CAD systems to aid the decision-making 
process of such individuals. is timely. 
In the UK. currently there are some 109 cancer screening centres 
and a growing number o f ind ividuals (circa 650) na tionally per-
formi ng a pproximately 1.5 mi llion exa minat ions per year IS!. As a 
result there has increasing interest in Intelligent Tutoring Systems 
( ITS) in the area of medical training [6,7). In genera l the rationale of 
ITS is based on the assumption that the learner's cognitive pro-
cesses can be modelled, traced . and corrected in the context of 
problem-solving 17). To this effect, Crow fey and Medvedeva [ 8 J have 
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vorked on the adaptation of ITS a nd knowledge-based systems 
KBS) for creating intelligent educational systems. However. though 
rs have provided a basic pedagogical approach with proven effi-
acy in domains outside the field of medicine. it was not designed to 
1e used in large, frequently changing, or existing knowledge bases 
B 1 w ithin the area of medical diagnosis. The aim of the proposed 
esearch is to investigate the effects of using computer-processed 
mages alongside non-processed images traditionally used in ITS. 
1articularly within knowledge bases with wide variations. In par-
icula r we analyse the effects of computer-processed images in 
he judgement of individuals with backgrounds in radiology, com-
'uter science. engineering, mathematics and arts. The results of 
his study provide valuable input a nd j ustifications to the use of 
:AD/ITS in medical diagnosis, in particular screening of b reast 
ancer. 
For clarity of presentation, the paper is d ivided into five sec-
ions. Section 2.1 details the background and the mo tivation behind 
he proposed research. Section 2.2 provides an explanation of the 
·xperimental methodology adopted, including information on test 
mages a nd a s ummary o f the adopted computer processing tech-
lique. The experimental results are presented and discussed in 
leta il in Section 3. Finally Section 4 concludes with an insight into 
uture directions of research. 
!. Materials and methods 
~. I. Background and motivation 
Mammography is well accepted as the golden s tandard in breast 
·ancer detection. lt is a s pecial type of X-ray imaging that can be 
1sed to create detaile d images of a breast [9[. However. ma mmog-
aphy alone cannot for certain differentiate between benign and 
nalignant tumours [10[. Hence, there is a need to look into differ-
:nt modalities to increase the sensitivity and specificity of breast 
·ancer detection. Sonography. i.e. ultrasound images, is an impor-
ant modality in the evaluation and treatment of breas t masses. In 
:eneral its use is often tailored to the case of a particular patient in 
tnswering a specific question/doubt that may have been raised in a 
Ire-examination involving mammography or physical exam ination 
11[. 
For ultrasound images, based on the perspective o f human visual 
ystem, the abnormalities are hardly de tected if they are above 
1sycho-visual thresholds. If be low threshold, perceptual ski lls of 
1attern recognition or matching are needed to detect the abnor-
nality. Once the sus picious region is detected, the cognitive skill of 
lecision-making (classification) is needed to group the feature to 
nal ignant or benign categories [4[. 
To become an expert general radiologist. one needs to equip with 
·adiological expertise, thorough acquiri ng knowledge of re levant 
111atomy, physiology, pathology, physiopathology. projective geom-
:try of rad iography, and the essentials of medicine and surgery [7). 
ly providing add itional processed images, we aim to assist rad iol-
lgists in detection and interpretation in ultrasound examinations. 
Ne believe that the additional information will boost the confi-
lence level of t he human psycho-visual system in decision- making. 
Nithin the context of our present research we are particularly inter-
:sted in the effects of providing such additional information to non-
:xpert radiologists and non-radiologists. In the following section, 
rve provide de tails of the subjective testing methodology adopted 
1y us within our present research context to prove the contribution 
1f processed im ages in ultrasound medica l t raining systems. 
!.2. Methodology 
Two experiments were conducted to examine the effect of pro-
:essed images in 
- the detection (perceptual tasks) of abnormalities by a group of 
non-radiologists and 
- the detection and interpretation (perceptual and cognitive tasks) 
of abnormalities by a group of expert radiologists. 
2.2.1. Experimental design and rationale 
The experiments we re designed to subjectively measure the 
leve l of huma n perception (and cognition for the group of radiolo-
gists) in ultrasound breast imaging. Initially, t he experiments we re 
performed on the g roup of non-radiologists (pe rceptua l tasks) and 
were subsequently extended to cover a larger sample of people, 
with dive rse levels of exposure to ultrasound imagi ng, particu-
larly to those groups w ho have had experience as radiographers 
and radiologists (perceptual and cognitive tasks). In particular. we 
are interested in further ana lysing the possibility of performance 
improvemen t of the latter groups of professionals by the effective 
use of computer-processed images. 
The survey involved the following steps: 
• Randomly select five original ultrasound images. Then select a 
further five images with similar diagnostic d ifficulty and obtain 
their co rresponding computer-processed (using Yap et a l.'s work 
of [12[, see Sect ion 3.3) images as sample test images. 
• Design questionnaires to impartially investigate subjective judge-
me nt. 
• Conduct the survey on two distinct subject groups: expert radi-
ologists and non- radiologists. 
• Analyse the results using statistical and ROC-based methods. 
• Draw suitable conclusions. 
Each of the steps is described in detail in the following sub-
sections. 
2.2.2. Test image dataset 
The test images used in our work are obtained from a profes-
s ionally compiled Breast Ultrasound CD [131. in which each image 
is accompanied by an accurate explanation of its d iagnosis from 
an expert Radiologist. A total of 51 clinica l u ltrasound cases a nd 
more than 200 instructiona l videos are included in the CD ROM. 
lt is particula rly noted that the CD only contained images/videos 
of abnormal b reast ultrasound images. In order not to overload the 
s ubject [14[. the length of the questionnaires was limited to 10 ques-
tions. The subjects were required to study and comment on five 
randomly selected original ultrasound breast images of d ifferent 
diagnostic. and five further specially selected original ultrasound 
breast images a n their corresponding processed images. All subjects 
were presented with the same set of randomly selected images. 
However, to avoid subjectivity due to performance variations as a 
result of to human fatigue, the five images were presented to each 
subject in a ra ndom orde r within the questionnaires. 
In o rder to maintain the cons istency of the survey, o riginal ultra-
sound breast image pai rs with similar level of diagnostic difficulty 
were chosen from the test ultrasound image database. These images 
are illustrated in Fig. 1. 
2.2.3. Processed images 
In medical image analysis, a number of algorithms are avai lable 
to pre-process ultrasound images to improve chances of subsequent 
correct diagnosis e ither by manual, semi-automatic or automatic 
means. These algorithms use different filtering methods to pro-
duce an enhanced image fo r object segmentation. The degree of 
enhancement (orthe level of visual aid ) offered by alternative image 
processing algorithms may vary. However. human vision has a lot 
of constraints. Hence, not all the processing/filtering algori thms 
are suitable for human vision. Amongst the state-of- the-a rt pre-
processing algorithms, lsogauss processing [121 has been proven 
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Fig. 1. {a and b), {c and d ), (e and f). (g and h ), (i and j ) are live pairs of original 
u ltrasound images selected for the survey. (a. c. e. g and I) are selected randomly. 
while(b,d, f. h andj)are purposely selected to be of same level of diagnostic difficulty. 
to perform the best (see Fig. 2 fo r a comparison of performance). 
Essentially, lsogauss processing involves the multiplication of the 
inverse of the image by an Isotropic Gaussian Function (with a fixed 
variance as the constraint function ), centred at a seed point loca-
tion. Readers interested in more technica l deta ils are referred to 
[12,15]. 
2.2.4. Subjecrs 
The experiments were conducted on two groups of subjects, 
non-radiologists and radiologists. The non-radiologist group was 
represented by, 40 subjects. from different academic backgrounds, 
i.e. in computer science. engineering, mathematics and arts. One 
major difficulty in setting up the experiments was the search for 
participants to represent the group of expert radiologists. For this 
reason only 10 expert radiologists participated in the survey. The 
convincing, conclusive evidence gathered from the subjective tests 
confirm this number of subjects as sufficient. 
2.2.5. Design of the questionnaire 
Two sets of questionnaires w ere designed, one for analysing and 
comme nting on a random set of original images and the second 
for simila r on the set of original-processed image pairs. Due to the 
differences between the two sets of subject groups (e.g. familiar-
ity with medica l terms, abilities, etc.), the quest ionnaires had to 
be appropria tely re-worded for each group. Readers interested in 
the details of the questionnaires are referred to [ 16[. In the above 
process, careful conside ration has been given to the re-wording 
to mainta in impartiality of responses from the group of subjects. 
We use the popular Absolute Category Rating (ACR) (17( method to 
measure the level of perception of s ubjects. ACR involves a five-scale 
evaluation, in w hich the subjects are asked to observe the images 
and de termine whether an identifiable object is present in terms 
Fig. 2. (a) Original image (b- 1). Processed images by using different algorithms: (b) 
isogauss processing, {c) histogram equalization, {d) multifractal fil tering (e) non-
linear filte ring and ( f) median filtering. 
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)election accuracies of the group of non-radiologisrs. 
:ob-group/background Images presented to the subjecr 
Original images Processed images Both images 
:omputer science 0.64 0.66 0.76 
~athematics 0.5556 0.4222 0.8667 
'ngineering 0.56 0.52 0.82 
lrls 0.44 0.54 0.76 
>f. certa inly not exist, probably not exist, not s ure. probably exist 
md certainly exist. 
In the case of the volunteer expert radiologists. the questions 
Nere directed in medical terms. First they were asked to decide 
:he suspected region. If either probably exist or certainly exist 
Nas selected. the subjects were asked to draw the boundary of 
:he suspected region on the images. and provide the diagnosis of 
:he suspected region with five-scale evaluation: benign. probably 
>enign. unknown, probably malignant and malignant. In the case 
>f non-radiologist. some appropriately guided questions. without 
nedica l terms, were presented in the questionnaire. First they were 
1sked to decide the existence of objects in the images. If an object 
Nas detected the s ubjects were fu rther asked to provide the loca-
:ion/size of the suspected region in terms of(x.y) coordinate values 
md to determine how the width compares with the height. Sub-
ects were further asked to e laborate on the shape of the object 
>Y classifying it to be of regular. smooth or unknown s hape. The 
ietection was considered to be successful if the subjects managed 
:o accurately detect the presence of an object. while the interpre-
:ation was considered to be s uccessful if the subjects managed to 
>rovide accurate wid th. height. and boundary information. 
Further subjective experimentation considerations such as. 
~uality of the images presented. thei r ordering. human fatigue. 
ighting conditions. time-of-day, age group. etc .. were a lso carefully 
:onsidered. 
?.2.6. Receiver Operating Characteristics (ROC) analysis 
As a means of illustrating the experimental results. two ROC 
:urves are plotted for each group of subjects with the help of the 
;oftware package ROCKIT (18 (. ROC analysis is a popular tool used 
:o assess. define and compare classifica tion results in medical diag-
nostics. In medica l research. decision threshold represents how 
)ften on is right or wrong in a diagnostic test. ROC analys is shows 
the trade off between the sensi tivity and specificity as a decision 
threshold is va ried and uses maximum likelihood estimation to fit 
a binormial ROC curve (191 to the test data. As the non-radio logists 
group will not be sufficiently experienced to decide whether an 
abnormality represents a malignant or non-mal ignant lesion, this 
decision is deduced by the authors using the answers given by the 
group members to the additional questions asked in the relevant 
questionnaire (see Section 3). 
Section 3 presents the experimental results and a detailed anal-
ysis. leading to conclusions that a re presented in Section 4. 
3. Results and discuss ion 
Table 1 illustrates the detection accuracies of the perceptual 
tasks of the group of non-radiologists. The expe rimental results are 
classified according to the subjects' professional background. The 
detection accuracies a re presented in a scale of0-1. where 1 refers 
to 100% detection. 
Fig. 3 provides a graph ical presentation of the accuracy results 
obtained for the different sub-groups of subjects (of the group of 
non-radiologists). lt is noted that subjects having a computer sci-
ence background. most of whom having expertise in computer 
vision and image analysis, managed to obtain the highest accu-
racy rates when individual images. i.e. the original and processed 
images. were separately shown. When only the original images 
were shown. subjects with an arts background performed worse 
and when only the processed images were shown s ubjects with a 
mathematica l background performed worse. When furthe r queried 
it was revealed that these results were mostly due to the amount 
of previous exposure each group has had with ultrasound images 
and forms of computer-processed images. Therefore. it can be 
concluded that the experience one has had wi th images play an 
important role in thei r abili ty to use them in perceptual tasks. 
The most important observation from Fig. 3 is the abili ty of all 
groups of subjects to improve their detection accuracy (perceptual 
task) significantly when both images are provided simultaneously, 
as compared to the accuracy shown by them separately. For exam-
ple the overall average detection accu racy when using origina l 
images is 54.89%, which increases to 80.17% when both images 
were provided simultaneously for inspection. Interestingly the best 
percentage improvement has also been illustrated by the group of 
people. mathematicians. who had the least performance accuracy 
when the images were shown separately. 
Fig. 4 illustrates the results obtained from the ROC tool for the 
group of non-radiologists. it shows tha t provid ing the original and 
processed images side-by-side allows the non-radiologists to per-
Object Detection Accuracy 
., 
0.9+------------------------------------------------------
0.8+--------------------E==~--------===---------------
0.7 +--------E==~---------E==~---------t==:----------4=:=r-
~ 0.6 
c fl 0.5 
et 0.4 
0.3 
0.2 
0.1 
0 original Images 
1:5 processed Images 
1:1 both Images 
0+-~~~~~~~--~~~~~~_u~~~~~--~~--~ 
Computer Science Maths Engineering Arts 
Group 
Fig. 3. Comparison oft he dcteccion accuracy between subjeccs from different professional backgrounds. 
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fo rm substantially better. compared to providing them w ith only 
the original images. A lack of experience in identifying abnormal-
ities in ultrasound images results in either: (i) wrong judgements 
or (ii) more uncertainties in the decision-making process, when 
only original images are examined by this group of people. The 
processed images provide a clearer segmentation of abnormal 
regions which increases the accuracy of judgement substantially. 
Summarising the above observations, it can be concluded that 
computer-processed images, when provided as an aid, alongside 
original images. increases the perceptual capability of most non-
radiologists. 
Fig. 5 illustrates that providing the original and processed 
images, side-by-side, only allows the group of expert radiologists 
0.9 
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0.4 0.6 0.8 
FPF 
Fig. 5. Comparison ofROC curves (radiologists). 
ro perform marginally better. it is noted that subjects in this group, 
who have expertise in reading ultrasound images in their original 
fo rmat, managed to obtain the high sensitivity and speciftcity when 
only the origina l images were presented. 
Given the above observations. it can be concluded tha t radiolog-
ical experience with ultrasound images plays an important role in 
accurate diagnostics, which involved the cognitive process. lt can 
b e concluded that the provision of processed images significantly 
aids the perceptual performance of non-radiologists and marginally 
improves the pe rformance of expe rienced radiologists. Given the 
fact that a trainee radiologists at the start of training. may not be sig-
nificant ly different experience wise as compared to a subject from 
our group of non-radiologists. it can be concluded that computer-
processed images may be a useful way to boost their confidence in 
diagnostics and improve speed of t rai ning. Further we believe that 
despite the margina l improvement in performance accu racy shown 
by the expert radiologists group, computer-processed images can 
help in decision-making, particularly w hen diagnosing images with 
noise and artefacts. 
4 . Conclusions 
We have carried out subjective experiments to ana lyse the 
improvement of human performance, in perceptual and cognitive 
aspects, that can be obtained by providing computer-processed 
images a longside original images when usi ng ultrasound images 
in breast cancer screening/detection. We have show n that the 
sensitivity and speciftcity are improved when both images are 
made available fo r judgement. lt can be concluded that computer-
processed images, when provided as an aid, alongside original 
images. increases the perceptual taskcapabil ityofmost individuals, 
part icularly those who are inexperienced radio logists or trainees. 
These observations clearly prove the effectiveness of using imag-
ing technologies/algorithms in CAD systems. Therefore, in an era 
where there is a shortage of experienced radiologists. CAD systems 
that provide computer-processed images as an aid for diagnostics 
are highly beneficial. We suggested tha t processed images could be 
adapted in the radiologist's training system. 
At present we are investigating the relationship between level 
of training, training methods, age/background of trainees and the 
improvement of diagnostic accuracy that can be provided by CAD 
systems. We are also invest igating the effects of different state-of-
the-art segmentation a lgorithms in subjective performance. 
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