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ABSTRAK
Kabupaten Solok merupakan salah satu kabupaten yang ada di Sumatera Barat yang memiliki
jumlah kecelakaan yang terbilang tinggi, yakni sebanyak 497 kejadian selama tahun 2015-2018,
hal ini disebabkan oleh jumlah kendaraan yang kian meningkat, perkembangan transportasi sangat
mempengaruhi resiko akan terjadinya kecelakaan dan memerlukan penanganan serius karena
dapat menyebabkan kerugian yang besar. Pada unit kecelakaan (Laka) Polres Solok, data ini
digunakan untuk pelaporan sehingga bisa diketahui berapa banyak korban setiap tahunnya. Karena
banyaknya data kecelakaan maka diperlukan pengelompokkan data dengan metode clustering.
Proses ini bertujuan untuk mengelompokkan berdasarkan karakteristik tiap objek, data yang sudah
dikelompokkan akan diolah dan diproses sehingga dapat memberikan sebuah rekomendasi dalam
mengurangi resiko terjadinya kecelakaan. Penelitian ini menggunakan metode algoritma K-Means
untuk clustering dan FP-Growth untuk mendapatkan aturan asosiasi. Dari data yang diproses
maka didapatkan hasil berupa kecelakaan terjadi pada usia muda (16-35 Tahun), keadaan jalan
sepi, jenis kendaraan sepeda motor, pengendara tidak memiliki sim, pengendara berjenis kelamin
laki-laki, jenis luka dengan kondisi luka ringan. Dalam menanggulangi kecelakaan lalu lintas
dapat dilakukan pada usia muda dengan memberikan arahan dan sosialisasi pada sekolah serta unit
lainnya, sedangkan untuk keadaan jalan sepi yaitu memberikan fasilitas umum berupa penerangan
lampu pada jalan dan infrastruktur yang terdekat.
Kata Kunci: Association Rule, Data Mining, FP-Growth, K-Means, Lakalantas
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ABSTRACT
Solok Regency is one of the districts in West Sumatra which has a fairly high number of accidents,
namely 497 incidents during 2015-2018, this is due to the increasing number of vehicles, the
development of transportation greatly affects the risk of accidents and requires handling serious
because it can cause huge losses. In the Solok Police accident unit (Laka), this data is used for
reporting so that we can find out how many victims each year. Due to the large number of accident
data, it is necessary to group the data using the clustering method. This process aims to classify
based on the characteristics of each object, the grouped data will be processed and processed so
that it can provide a recommendation in reducing the risk of accidents. This study uses the K-Means
algorithm for clustering and FP-Growth to obtain association rules. From the processed data,
the results are in the form of accidents that occur at a young age (16-35 years), the road is quiet,
the type of motorbike vehicle, the driver does not have a driver’s license, the driver is male, the
type of injury with minor injuries. In overcoming traffic accidents, it can be done at a young age
by providing direction and socialization to schools and other units, while for quiet roads, namely
providing public facilities in the form of lighting on the nearest roads and infrastructure.
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Kecelakaan lalu jlintas seringkali terjadijkarna kelalaianjmanusia,jseperti
bermain smartphonejketika berkendara, jberkendara saatjkeadaan mengan-
tuk, dan tak mengamatijrambujlalu lintas.jSebagian tahunjterakhir jum-
lahjkecelakaanjalamijkenaikan, sehingga memerlukanjperhatian yang dikhususkan
dan jpenanggulangan yangjsungguh-sungguh buatjkurangijefek kecelakaan
(Saragih, 2017).
Pemerintah Kabupaten Solok harus lebih memperhatikan kecelakaan
lalu lintas yang terjadi belakangan ini, dimana kecelakaan lalujlintas meru-
pakanjmasalah yang memerlukan penanganan serius yang dapat menyebabkan
kerugianjyang besar. Pada tahun 2015-2018 mencatat terjadi 497 kasus kecelakaan
yang menimbulkan 509 orang mengalami luka ringan, 377 orang mengalami luka
berat dan 124 orang meninggal dunia. Angka yang terdapat pada data kecelakaan
ini hanyalah yang melaporkan pada pihak berwenang saja, karna pada kenyataannya
banyak masyarakat yang enggan melaporkan kejadian ini pada lembaga kepolisian
setempat.
Jumlah korban kecelakaan cenderung meningkat setiap tahun. Peningkatan
produksi kendaraan bermotor, terutama di Indonesia tidaklah demikian berkon-
tribusi langsung terhadap bertambahnyajnilai kasus kecelakaanjlalujlintasj. Tidak
hanya dari meningkatnya jumlah kendaraan, aspek lainjserupa kelalaianjserta min-
imnyajpengetahuan ialah aspek utamajpemicu terbentuknya kecelakaanjlalu lin-
tas. Bertambahnya kasus kecelakaanjlalujlintas dari tahun ke tahun membu-
tuhkan kepedulian serta tindakan penghindaran yang serius dimana jkasus kece-
lakaan lalu lintas aspekjkematian yang lumayanjtinggi (Saragih, 2017). Pena-
nganan kecelakaan lalu lintas bisa dicoba dengan menerapkan langkah-langkah
pendekatanjseperti sosialisasi, pengawasanjrambu lalujlintas. Untuk bisa mene-
mukan penyelesaian kegiatan penanggulanganjyang sesuai, dibutuhkan data dan
infrmasijmengenai kecelakaan lalujlintas yangjada pada saat ini.
Adapun metode dan cara yang efektif dalam analisis dan bisa ditrapkan
trhadap data kecelakaan lalujlintas yaitu jmenggunakan teknik data mining. Kare-
na di jdata mining ada metodejdan teknik untuk memperoleh informasijyang luas.
Data miningjadalah suatu cara dalam mengekstrasijpola sebuah penggunaan data
yang sangat besar (Han, 2006). Kumpulan data mempunyai banyak potensial yang
digunakan sebagai tujuan yang tepat dalam mengambiljkeputusanj yang tepat yang
dilakukan dengan cara menganalisa dan mencari informasi sebaik mungkin yang
ada pada data yang dipakai(Ali Ikhwan, 2015). Dalam penelitianjini jyang akan di-
pakai dalam memperoleh informasi yang luas ialah dengan teknik association rule
mining. Association rulejmining yakninya sebuah teknikjyang digunakan dalam
ditemukannya aturanjasossiatif antarajgabungan himpunan item.
Teknik ini yakninyajbagian dari himpunan pengolahan data yang ada pa-
dajdata mining. Metode ini dipakaijuntuk mennemukan krelasijatau assosiasi setiap
item setiap dataset item, denganjmenerapkan support (nilai pendukung) serta con-
fidence (nilai kepastian) darijsetiap item yang digunakan (Lestari, 2015). Metode
ini bisajditerapkan di data yangjjumlah datanya sangat banyak contohnya saja ter-
hadap data jjual-beli sebuah produk(Maskuroh, 2014). Algoritma Assosiation rule
yangjdipakai adalah Algoritma FP-Growth.
PenerapanjAlgoritma terhadap FP-Growth terletak pada pemrosesan a-
sosiasi dalam menentukan pola keterkaitan datajkecelakaan lalujlintas supaya
bisajmencari serta menemukan polajkecelakaan yang sering terjadi pada saat ini.
Algoritma FP-Growth merupakan peninggkatan darijalgoritma apriori. Frequent-
Pattern Growth (FP-Growth) adalah algoritmajalternatif yangjbisa dipakaijdalam
mencari jdata himpunanjyang sering sekai jterlihat (frequent itemset). Pada al-
goritma apriori sangatlah dibutuhkan generate candidate dalam mencari nilai fre-
quent itemsets. Oleh sebab itu, di algoritma FP-Growth memakai caraj pembu-
atan tree dalamjmencari sebuah jitemset. Hal inilah yangjmengakibatkan algoritma
FP-Growth lebih bagus dalam jmenemukan aturanjasosiasinya dari pada Apriori.
Dalam menganalisa keterkaitan data pada sejumlah data pada aturan asosiasi cen-
derung mengabaikan itemset besar sehingga untuk data yang besar menjadi kurang
akurat (Wiwit A.G., 2015). Untuk mengatasi masalah tersebut, atribut yang ada
dikluster terlebih dahulu menggunakan algoritma K-Means guna mencari sebuah
atribut umum dalam sebuah kelompok serta jdalam mencari pola assosiasi di seti-
ap klompok, supaya memudahkan pencarian kombinasi yang sering terjadi supaya
nilai yangjdidapatkan lebihj terjamin akurasinya (Santosa dkk., 2016).
Algoritma K-Means adalah Algoritma pengelompokkan yang efisiensi dan
sederhana (Sardar, 2018). Kelebihan dari Algoritma K-means adalah kemampuan-
nya untuk melakukan klasisikasi mendasarkan objek denganjsangat cepat sehing-
gajmempercepat prosesjpengelompokan dan memiliki waktu komputasi yang cepat.
Pada penelitian sebelumnya, Natalia Mamahit (2019) menunjukkan hasil
bahwa pertama, rule yang dihasilkan tidak selalu sama. Kedua, rule yang dihasil-
kan lebih memiliki banyak rule, adapun pada penelitian ini menggunakan 2 algorit-
ma dalam pengolahan data trasaksijpeminjaman bukujyaitu algoritma K-Means dan
2
FP-Growth. Teknik yang digunakan yaitu Assosiation Rule, menghitung nilai sup-
port, confidence dan lift ratio. Pada pengolahan ini dilakukan 2 eksperimen yaitu
mengolah data menggunakan 2 algoritma (K-Means dan FP-Growth) dan meng-
gunakan algoritma FP-Growth saja. Pada tahap ini dilakukan untuk mengetahui
perbandingan antara 2 eksperimen tersebut manakah rule yang lebih efektif.
Maka berdasarkan latar belakang sebelumnya, dalam Tugas Akhir ini
peneliti akan mengambil judul tugas akhir Penerapan Algoritma K-Means dan FP-
Growthjuntuk AnalisajPola Data KecelakaanjLalu Lintas.
1.2 Perumusan Masalah
Berdasarkan gambaranjdari latar belakang diatas, rumusanjmasalah di
dalam tugas akhir ini yaitu ”Bagaimana cara menganalisa pola kecelakaan lalu lin-
tas dengan menggunakan Algoritma K-Means dan FP-Growth pada Polres Solok”.
1.3 Batasan Masalah
Dalam penelitian ini, batasan masalah yang digunakan yaitu:
1. Studi Kasus dilakukan pada Kepolisian Resor Solok;
2. Hanya menganalisis data kcelakaan lalu lintas yang didapatkan dari institusi
Polres Solok dari bulan Januarijtahun 2015 sampaijbulan DesemberjTahun
2018;
3. Variabel itemsetjyang digunakan adalahjvariabel yangjterdapat pada dataset
kecelakaanjlalu lintas dimana didapatkan langsung dari institusi Polres Kab.
Solok;
4. Tools yangjdipakai dalam mengolahjdata penelitian tugas akhir ini adalah
RapidMiner Studio 8.0 dan Microsoft Excel;
5. Algoritma yang dipakaijdalam penelitianjini ialah algoritma K-Means dan
FP-Growth;
1.4 Tujuan
Mengenai tujuan penelitian dari tugas akhir ini ialah:
1. Untuk mencari dan menemukanjfaktor apa saja dalam terjadinyajkecelakaan
terhadap data kecelakaanjlalu lintas yang terjadijpada Kabupaten Solok pa-
dajtahun 2015-2018;
2. Untuk mengetahui hasil rule yang lebih efektif dengan membandingkan ni-
lai support yang didapat menggunakan algoritma K-Means dan FP-Growth
dengan hasil rule yang didapat menggunakan FP-Growth saja;
1.5 Manfaat
Manfaat penelitian ini pada penelitian tugas akhir ini ialah:
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1. Membrikanjinformasi kepada institusi Polres Solok dalamjmenurunkan
angkajkecelakaan lalujlintas.
2. Memberikan rekomendasi dalam membantu pihak Polres Solok dalam
mencarikanjaspek yang terlibatjbisa memengaruhi terjadinyajkecelakaan
lalujlintas.
3. Menjadi referensi dan acuan untuk pembelajaran dalam penelitian berikut-
nya jdalam bidang kecelakaanjlalu lintasjmaupun dalam bidang lainnya.
1.6 Sistematika Penulisan
Sistematika penulisanjpada tugas akhirjini dibuat untukjmemberikan
penggambaran umum tentangjpenelitian yang saat ini dilakukan. Adapun
jpenulisan pada tugas akhir saat ini terdiri dari 5 (lima) bab, dengan sistematika
penulisan sebagai berikut:
BAB 1 PENDAHULUAN
Bab ini berisi penjelasan tentang: (1) latar belakang masalah; (2) rumusan
masalah; (3) batasan masalah; (4) tujuan dari penelitian yang dilakukan; (5) manfaat
penelitian; dan (6) sistematika penulisan laporan tugas akhir;
BAB 2 LANDASAN TEORI
Bab ini membahas tentang: (1) teori-teori yang berasal dari jurnal; (2) buku;
(3) studi kepustakaan yang digunakan sebagai landasan teori dalam pembuatan la-
poran tugas akhir ini;
BAB 3 METODOLOGI PENELITIAN
Bab ini berisi uraian tentang: (1) metodologi tugas akhir yang digunakan
dalam penyusunan tugas akhir ini; (2) pengumpulan data; (3) praproses data; (4)
hasil dan pembahasan;
BAB 4 HASIL DAN PEMBAHASAN
Bab ini membahas tentang: (1) hasil pengumpulan data; (2) praproses data;
(3) hitungan manual algoritma k-means dan fp-growth; (4) eksperimen menggu-
nakan algoritma k-means dan fp-growth; dan (5) eksperimen algoritma fp-growth;
BAB 5 PENUTUP





2.1 Kecelakaan Lalu Lintas
Berdasarkan Undang-undang Nomor 22 tahun 2009 pasal 1 ayat 24 tentang
lalu lintasjdan angkutanjjalan, Kecelakaan lalu lintasjmerupakan suatu peristiwajdi
jalan yangjtidak terdugajdan tidakjdisengaja yangjmelibatkan kendaraanjdengan
ataujtanpa penggunajjalan lain yang mengakibatkanjkorban manusia dan/atau keru-
gian harta benda. Faktor penyebabkanjterjadinya kecelakaan lalu lintas yang se-
ringjdiabaikan oleh pengguna jalan, yaitu: mengendara saat keadaan mengantuk,
menggunakan handphone saat berkendara, tidak mematuhi rambu-rambu lalu lin-
tas, dan sebagainya.
2.2 Knowledge Discovery in Database (KDD)
Data mining merupakan sebuah teknik dalam menggali informasi tersem-
bunyi untuk memperoleh manfaat lebih dari data yang tersedia. Data mining
dapat didefenisikan sebagai serangkaian proses untuk memperoleh pengetahuan.
Salah satu tujuan dari data mining ialahj mengklasifikasi, mengelompokkan,
mennemukan aturan assosiasi serta menemukan pola peramalan dimasa depan
(predicting). Istilah data miningjlebih dikenal dengan sebutan Knowledge Discov-
ery from Database (KDD). Proses KnowledgejDiscovery in Database dapatjdilihat
pada Gambar 2.1 mulai dari pemilihan atribut data hingga terciptalah sebuah penge-
tahuan (knowledge)(Ali Ikhwan, 2015).
Gambar 2.1. Tahapan proses knowledge discovery database
2.3 Data Mining
Menurut Ali Ikhwan (2015), data mining ialah proses pencarian dari be-
berapa besar informasi buat menciptakan pola ataupun ketentuan tertentu yang
tersembunyi buat menciptakan informasij. Sedangkan menurut Mujiasih (2011),
data mining atau dinamakan knowledge discovery in database (KDD) meru-
pakan sesuatu kegiatan menemukkan informasijdari sebuah data yang berdimen-
si sangatbesar agar bisa menciptakan konsistensijpola sertajhubungan pada se-
buah itemset data,jtahap pendapatan informasi dapatjdilakukan juga dengan pen-
gunaanjdata histori sebelumnya. Bersamaan berkembangnya waktu pemakaian
pattern recognition terus menjadi menurun, perihal ini diakibatkan sebab terda-
patnya pertumbuhan KDD dan sudah menjadi bagianjdari data mining. Dengan
memakai metodejyang digunakan oleh tiap-tiap subjeknya bisa dicarikan informasi
sertajpola yang bagus dalamjperhimpunan data, perihal tentang ini dapat disebut-
pula dengan metodedata mining. Metode ataupun teknik association rule ialah
metode yang yang sangat kerap dipakai dalam data mining(Wardiman A., 2016).
Metode ini merupaknjpaduan dari 4 (empat) telatenjilmu sains yaitu statistik, visu-
alissasi,jbassisdata, serta machine jlearing. Ada pula machine learning yakni zon-
ajdalam sebuah artificialjintelligence ataupun kcerdasanjbuatan dimana berinteraksi
langsung dengan peningkattanjteknik pemprograman bersumber pada pengetahuan
waktu lampau serta bersamaan jdengn ilmu statistik serta optimassi. Adapunj5
(lima) Tahap pengolahan pada proses Knowledge Discovery in Database (KDD)
dapat dijabarkan dengan keterangan sebagai berikut (Ali Ikhwan, 2015):
1. Data Selection
ialah proses dalam pemilihan data dari berbagai sumber data dengan men-
sterilkan datajyang mempunyai noise maupun missingjvalue.
2. Data Preprocessing
ialah pengabungan semua sumber data yang telah dikumpulkan saat se-
belum tahapan dari prosesnya dilanjutkan.
3. Data Transformation
ialah tahap pemprosesan untuk menubahjdata kedalam sebuah jbentuk di-
manaa lebih sesuai dalam melakukan proses data mining.
4. Data Mining
Prosesjdata mining merupakan prosesjpencarian polajserta bisa mendapat-
kan informasijyang bagus dalam sebuahjdata yang dipilih menggunakan
metode trtentu.
5. Interpretation/Evaluation
merupakan tahap interpretasi serta penilaianjpola dimanajdidapatkan secara
langsung, sehingga bisa diidentifikasi apakah pola tersebut telah bisa mem-
punyai knowledge yang mau dicapai. Dalam proses KDD, tata cara data
mining tersebut untuk mengekstraksi pola dari data. Pola itu dapat ditemui
bergantung pada data yang diterapkan. Biasanya ada dua jenis tugas penam-
bangan data antara lain tugas penambangan data deksriptif yang menggam-
barkan umum sifat data yang digunakan, dan data mining yang prediktif
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tugas yang berupaya menerapkan prediksi bersumber pada data yang ada.
Data mining bisa dicoba pada data yang bersifat kuantitatif, tekstual dan
multimedia.
Menurut Kadafi (2018), data mining dipecah jadi sebagian kelompok berlan-
daskan tugas/pekerjaan yang bisa dilakukan, yakni:
1. Deskripsi
merupakan sebuah metode buat dalam menggambarkan serta mendiskrip-
sikan pola serta trend yang tersembunyi didalam informasi.
2. Estimasi
ialah variabel nilai target yang diestimasi digunakan lebih ke penggunaan
numerik dari pada arah kategorik.
3. Prediksi
Pridiksi hasilnya menampilkan yang belum berlangsung serta cuma
barangkali berlangsung di era berikutnya.
4. Klasifikasi
Dalam penggunaan metode klasifikasi ini bersifat kategorik. Misal-
nyajingin menerapkan klasifikasi penjualn menjadi tigajkategori, yakni pen-
jualnjbesar, penjualnjsedang serta penjualnjrendah.
5. Pengklasteran (Clustering)
Clusteringj mengarah terhadapjpenggelompokan catatan, observasi,
ataupun masalah serupa dalam sebuah kelas. Suatu cluster merupakan
kumpulan catatan yang mirip satu sama lain tidak memiliki kesamaan
denganjrecord dalamjcluster lainya.
6. Asosiasi
adalah mengenali j jkejadian atau pristiwa yangjterjadi pada satu masa. Pen-
dekatn assosiasij menekankan suatu kategori permasalahan yangjdirincikan
oleh analissisjkranjang pasar. Metode data mining yang terdapat dalam a-
sosiasi adalah, FP-Growth, Apriori, Coefficient of Correlation, Chi Square
serta ECLAT.
2.4 Metode Association Rule
Association Rulejatau aturanjasosiasi ialah suatu teknikjdata mining untuk
mendapatkan aturanjasosiatif atau pola kombinasijdari sebuah barang. Misalkan
dalam aturanjasosiatif dalam sebuah transaksijpembelian barang disuatu minimar-
ket dapat dilihat seberapa besar kemungkinanjkonsumen membelijsuatu barang
bersamaanjdengan barang lainnya, misalnya: saat membeli rotijbersamaan de-
nganjselai. Karena itu berasaljdari jtentang basis datajtransaksi pelanggan untuk
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menilai kebiasaanjsuatu produkjyang dibeli secara bersamaan dengan produk lain-
nya, aturanjasosiasi tersebut disebut dengan analisis keranjang pasar (Risianingrum,
2017).
Analisisjasosiasi juga dikenal sebagaijsalah satu teknikjdata mining yang
mendukung berbagaijteknik penambangan datajlainnya. Terutama salah satu
tahapjdari analisisjasosiasi yang disebutjanalisis pola frekuensijtinggi (frequent pat-
tern mining). Dengan menggunakanjdua parameterjdapat dilihat seberapa jaturan a-
sosiasijyang berlaku, nilai support (nilai dukungan) yakninya persentasejkombinasi
item tersebutjdalam basis data dan nilaijkepercayaan (Wahdi, 2018).
Menurut Risianingrum (2017) dalamjmenentukan aturan asosiasi, ada uku-
ran yang menarikj(ukuran kepercayaan) yang diperoleh jhasil memproses da-
tajdenganjmenggunakan kalkulasi tertentu. Secara umum terdapat dua tipe ukuran,
yaitu:
1. Support
Menunjukkan seberapa jbesar ukuranjtingkat dominasijsuatu
item/itemsetjdari total transaksi. Ukuran ini menentukan apakah su-
atujitem/itemset layakjuntuk menemukan confidencenya (misalnya,
dari transaksi keseluruhan, seberapa besar dominasijsuatu item
yangjmenunjukkan bahwajitem A dan item B dibelijbersamaan).
2. Confidence
jbesarnya hubungan antaraj2 jberbeda (misalnya, menghitung seberapa be-
sarjitem B joleh pelangganjjika pelangganjmembeli item A).
Kemudian dua ukuran ini dapat bergunajdalam menentukanjkekuatan po-
lajyang akan dimanfaatkan, dengan membandingkanjpola dengan nilaijminimum
keduajparameter tersebut yang telah ditentukanjoleh pengguna.jJika suatu po-
lajsudah memenuhijnilai minimumjparameter yangjditentukan sebelumnya, maka
polajitu dapat disebut sebagai aturanjyang menarik ataujaturan yang akurat.
2.5 Clustering
Clustering adalah proses pengelompokkan data dalam sebuah kelas atau
klaster sehingga pada sebuah data terhadap sebuah klaster mempunyai jenis keseru-
paan yang sangat tinggi antara data satu dengan yang lainya namun sangat bertolak
belakang dengan data pada cluster lain. Clusteringpun dapat didefenisikan sebagai
bentuk kompresi data, dimana sebanyak besar sampel diolah menjadi sejumlah ke-
cil perwakilan prototype atau kelas. Tergantung pada data dan aplikasi, berbagai
jenis ukuran kesamaan dapat dipakai untuk mengidentifikasi kelas, dimana ukuran
kesamaan mengontrol suatu cara cluster itu terbentuk. Beberapa contoh nilai yang
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dapat digunakan sebagai parameter keserupaan termasuk jarak, konektivitas serta
intensitas (Ivan Hardiyanto, 2012).
2.6 Algoritma K-Means
K-Means adalah metodejdalam clustering atau pengelompokkan. Clustering
membentuk sebuahjpegelompokanjdata, observsij berdasarkan kemiripanjsebuah
objek penelitian. Kluster adalah sebuah kelompok pada kumpullanjdata yang sangat
miripjterhadap data lainnya (Larose, 2005). Clusteringjdijabarkankan oleh Xu Rui
(2009), yang berarti membagijsebuah objek data atau item (entitas,jcontoh,unit)
terhadap kelompok objek tertentu. Adapunjtujuan dari tahap-tahap pemproses-
sanjclustering yang dijabarkanjoleh Agusta (2007), yakninya menimimalkan objec-
tivejfunction yang ditetapkan dalam prosesjclustering, biasanya digunakan untuk
menimimalkan variasijdalam sebuah cluster. Algoritma metode K-Means menurut
Agusta (2007), antara lain:
1. Memastikan jumlahjklaster
2. Alokasikan datajyang sesuai dengan jumlahjcluster yang sudah ditentukan
3. Hitung nilaijcentroid di tiap-tiap cluster
4. Alokasikanjtiap datajterhadap centroidjyang terdekat
5. Kembali ke langkah 3, bila masih terdapat transfer datajdari satujklaster ke
klaster yang lain,jataupun jikajperubahan yang didapat padajnilai sentroid
diatas nilaijthreshold yang ditentukn.
Untuk mendapatkan nilaijcentoid cluster ke-i, vi, digunakan sebuah rumus
yang dapat dilihat pada persamaan ini.
Di j =
√
(X1i − (X1 j)2 +
√




(Xki − (Xk j)2 (2.1)
Dimana:
D(ij) = jarakjdata ke (i) kejpusat cluster(j)
X ki = Dataj(i) padajatribut data ke (k)
X kj = Titikjpusat (j) padajatribut (k)
2.7 Algoritma Frequent Pattern Growth(FP-Growth)
Algoritma FP-Growthjadalah algoritma aturan asosiasijyang sering dipakai
dalamjmencarikan kumpulan item yang seringkali bermunculan j(frequent itemset)
pada sebuahjkumpulan data. Peningkatanjterhadap algoritmajapriori jdapat dilihat
pada akurasi pemindaianjdatabase dan akursijrules yang digunakan. FP-Growth
menguntungkan dikarenakan selesai satu ataupun duakali saja dalam pemindai-
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an basis datanya. Pada aturan apriorijakrasi rulnyajlebih akurat daripada FP-
Growth. Akantetapi, dikarenakanjscanning jdilakukan secara berulangkali, kece-
patannyajmenjadikan lebih lambat dalam pengolahan datanya. Akan tetapi kedua
metode algoritma yang digunakan ini mempunyai haljdengan fungsinya yang sama
yaitu mendapatkan frequent itemset yang sering muncul (Rizky Fitria, 2017).
Algoritma FP-Growth memilikijtiga tahapanjutama yakninya:
1. Tahap jpembangkitan Conditional Pattern Base
ialah sebuah tahapjsubdatabase yang berisijprefix path jsuffix pattern.
2. Tahap pembangkitan Conditional FP-Tree
ialah sebuah tahap supportjcount darijsebuah itemjterhadap conditional pat-
tern basejyang ditambahkan.
3. Tahap pencarian Frequent Itemset
ialah jlintasan tunggalj(single path), yang dimana pada tahap selanjutnya
didapatkan nilai frequent itemset denganjcara melakukanjpengabunganjitem
untukjconditionl fp-tree.
2.8 Algoritma K-Means dan FP-Growth di Rapidminer 8.0
Menurut Luluk E. (2017), RapidMiner antaralain sebuah perangkat lu-
nakjyang bersifatjbebas dan bisa digunakan oleh siapa saja (open source). Rapid
Miner adalah sebuahjpenyelesaian dalam melakukan penganalisaan terhadap da-
ta mining, text miningjdan analisisjpridiksi. RapidMinerjmenggunakan jteknik
desriptifjdan prediktifjdalam memberikan wawsan kepada penguna maka dapat di-
gunakan dalam membuat keputusanterbaik. RapidMinerjmempunyai sekitar 500
operasijdata mining, termasukjoperator untukjinput, output,jpraproses data serta
jvisualisasi. RapidMiner dibuat dan digunakan dalam bahasa pemrogramanjjava
olehkarna itu dapatj digunakanj pada semua sistem operasi pada saat ini. Rapid-
Miner sebelumnyajdinamakan dengan YALE (Yet Another Lerning Enviroment),
versijpada perilisannya jdidistribusikan pada tahun 2001 yang dikembangkan ole-
h Ralf Klinenberg, Ingo Mierwa, dan Simon Ficher di Artificial Inteligence Unit
dari University of Dortmund. RapidMinerjdiditribusikan dijbawah lisensi dengan
nama AGPL (GNU Affero General Public License)jtipe 3. RapidMiner tersedi-
ajGUI (Graphic User Interface)juntuk mendesain pipelinejanalisis. GUI akan men-
dapatkan hasil berupa file XML (Extensibel Markup Laguange) dalam menentukan
tahapan analisis yang ingin digunakan dan diterapkan.
2.8.1 Halaman Utama Rapidminer 8.0
Halamanjutama merupakanjtampilan awal jdimana akan mentampilkan be-
berapajpanel dengan fungsi dalam jmemudahkan pada tahap pengolahan data.
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Berikut ini mrupakan tampilan utama Rapidminer 8.0 yang dapat dilihat pada Gam-
bar 2.2
Gambar 2.2. Halaman utama rapidminer 8.0
2.8.2 Tahap Penginputan Data
Pada Tampilanjpertama adajpanel Repository dimanajkemudian submenu
berisi importjdatajyang tujuannya berguna sebagai pencarianjdata di penyimpanan
komputer dan memasukkannya ke dalam tools Rapidminer. Berikut merupakan
gambar import data yang dapat dilihat pada Gambar 2.3
Gambar 2.3. Import data pada rapidminer 8.0
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Setelah terlihatjsubmenu importjdata langkah selanjutnya yaitu mencarijfile
datajyang diolah terhadap Directoryjkomputer dengan caraj mengklik my computer.
Menu pencaharian data bisa dilihat pada Gambar 2.4
Gambar 2.4. Tampilan menu pencarian data
Selanjutnya dataj dipilihjmelalui prosesjpenyeleksian atribut data, dimana
padajtahap selanjutnya akan dilakukanjpemeriksaan pada semua data yang akan di-
gunakan. Proses penyeleksian data bisa dilihat pada Gambar 2.5
Gambar 2.5. Tampilan seleksi atribut data
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Setelah itu data yang dimasukan akan melalui proses penyeleksian data.
Tipe data yang ada pada menu ini antara lain Polinominal, Bynominal, Real, Int,
Date, serta Time.
Tahapjselanjutnya dalam pengiputanjdata ialah kegiatan prosesjpemberian
nama item danjmenentukan posisijletak data pengiputan data. Dimana pada peneli-
tian ini jpenulis menyipan pada Local Repository yang diberi nama data lapo-
ranjkecelakaan 2015 - 2018. Proses peyimpanan data bisa dilihat pada Gambar 2.6
Gambar 2.6. Tampilan seleksi atribut data
2.8.3 Tahap Penerapan Algoritma K-Means
Tahap penerapanjAlgoritma K-Means bisa dikerjakanjpada jproses
yangjterdaoat pada tampilan awal Rapidminer.jSelanjutnya mengiputkan data
akan melalui proses analisis terhadap panel proses dengan teknik mendrag
data. Padajproses ini akan digunakan algoritma K-Means. K-Means digunakan
untukjmengelompokkan semua data kecelakaan menjadij sebagian cluster yang
dimana digunakan untukjmengecilkan sebuah dataset yang ada. Pada panel
parameter dari operator K-Means ada penggunaan penentuan cluster. Selanjutnya
menggunakan Operator Cluster Distance Performance. Dimana operator ini digu-
nakan untuk mengevaluasi metode pengelompokkan berbasis centroid dan dapat
memberikan nilai kriteria berdasarkan centroid cluster. Contoh konfigurasi dalam
mengelompokkan data kecelakaan lalulintas menggunakan algoritma K-Means
bisa dilihat pada Gambar 2.7
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Gambar 2.7. Tampilan konfigurasi algoritma K-Means
Kemudian dalam jmelewati tahapan konfigurasi Operasi terhadap panel pro-
cess, selanjutnyajmemilihkan menu run agar bisa menampilkan hasil pengujian
yang telah diinputkan, data dapat dilihat pada tampilan menu Result. Contoh p-
nentuan cluster pada Parameter clustering bisa dilihat pada Gambar 2.8
Gambar 2.8. Tampilan panel penentuan cluster
2.9 Tahap Penerapan Algoritma FP-Growth
Tahap penerapan Algoritma FP-Growth bisa dicoba jpada paneljproses
yang terdapatjpada tampilan utama toolsRapidminer.jBerikutnya mengiputkan da-
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tajkedalam paneljproses dengan trik mendragjdata yang sudahjdiinputkan ke
dalamjpanel proses. Pada tahapjini memanfaatkan Operator Nominal to Binomi-
nal. Berikutnya operator yang digunakan ialah FP-Growth. Operator algoritma
FP-Growth digunakan buat mencarijketentuan yangjterdapat padajdata kecelakaan
lalu lintas. Padajpanel parameterjdari operasi FP-Growth ada ketentuanjpenentuan
nilai support. Berikutnya meletakkan Operasi Create Assosiation Rule. Operasi
ini dengan fungsi sebagaijsebagai penentu dalam membuatjketeraturan assosiation
terhadap hasil algoritma FP-Growth. Pada panel ini terdapat penentuan nilai Con-
fidence. Penerapanjkonfigurasi assosiation padajkecelakaan bisa dilihat pada Gam-
bar 2.9
Gambar 2.9. Tampilan konfigurasi algoritma FP-Growth
Contohjdalam menentukan nilai minimaljsupport danjminimal confi-
dencejterhadap parameter FP-Growth dan Create Association Rule bisa dilihat pada
Gambar 2.10 dan Gambar 2.11
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Gambar 2.10. Penentuan minimal nilai support
Gambar 2.11. Penentuan minimal nilai confidence
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2.10 Profil
Gambar 2.12. Kepolisian resor (Polres) Solok
Keberadaan Polres Solok pada Gambar 2.12 tidak terlepas dari perjuangan
mempertahankan kebebasan dalam memerdekan RI di distrik Kota/Kab. Solok.
Awalnya pada tahun 1963 Polres Solok pada mulanya didirikan di Kota Solok yang
dimana adalah Pos bayangan polisi yang pada saat tersebut masih bangunan pe-
ninggalan zaman Belanda. Setelah tahun 1973 baru terbentuk sebagai Polres Solok
yang pada waktu tersebut sebagai Kapolres Solok dipimpin Mayor R. WIDODO da-
ri tahun 1974 – 1978 dengan distrik Hukum menrangkum wilayah Kota serta Kab.
Solok termasuk juga Kab. Solok Selatan.
Wilayah Hukum Polres Solok terdiri dari 3 ( tiga ) Pemerintahan Daerah:
1. Kota Solok terdiri dari 2 Kecamatan (Kecamatan Tanjung Harapan dan Ke-
camatan Lubuk Sikarah) dengan 1 (satu ) Polsek yakni Polsek Kota Solok
yang terletak di Kecamatan Lubuk Sikarah sementara Kecamatan Tanjung
Harapan belum mempunyai Polsek (masih dalam etape perencanaan)
2. Kabupaten Solok terdiri dari 14 Kecamatan dengan 13 Polsek dan satu
kecamatan belum mempunyai Polsek yakni Kecamatan Tigo Lurah dalam
Wilayah Hukum Polsek Payung Sekaki, adapun kecamatan / Polsek yang
ada dalam wilayah Kabupaten Solok antara lain:
a) Kecamatan Kubung / Polsek Kubung
b) Kecamatan IX Koto sei Lasi / Polsek IX Koto sei Lasi
c) Kecamatan X Koto Dibawah / Polsek X Koto Dibawah
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d) Kecamatan X Koto Diatas / Polsek X Koto Diatas
e) Kecamatan Bukit Sundi / Polsek Bukit Sundi
f) Kecamatan Gunung Talang / Polsek Gunung Talang
g) Kecamatan Payung Sekaki / Polsek Payung Sekaki
h) Kecamatan Lembang Jaya / Polsek Lembang Jaya
i) Kecamatan Lembah Gumanti / Polsek Lembah Gumanti
j) Kecamatan Pantai Cermin / Polsek Pantai Cermin
k) Kecamatan Junjung Sirih / Polsek Junjung Sirih
l) Kecamatan Hiliran Gumanti / Polsek Hiliran Gumanti
m) Kecamatan Danau Kembar / Polsek Persiapan Danau Kembar
n) Kecamatan Tigo Lurah / Pospsel Tigo Lurah Polsek Payung Sekaki
3. Kabupaten Solok Selatan terdiri dari 5 ( lima ) Kecamatan dengan 5 ( lima
) Polsek yaitu:
a) Kecamatan Koto Parik Gadang Diateh / Polsek Koto Parik Gadang
Diateh
b) Kecamatan Sungai Pagu / Polsek Sungai Pagu
c) Kecamatan Sangir / Polsek Sangir
d) Kecamatan Sangir Jujuan / Polsek Persiapan Sangir Jujuan
e) Kecamatan Sangir Batang Hari / Polsek Sangir Batang Hari
Pada tahun 1978 – 1981 yang sebelumnya disebut dengan Pos Bayangan
berubah menjadi Polres Solok yang dipimpin oleh Letkol M.A.DINAR. Ketika
Kapolres AKBP MISRAN MUSA menjabat, terjadi pemekaran Polres Solok men-
jadi tiga Polres yakni Polres Solok menjadi Polres Solok Kota, Polres Solok dan
Polres Solok Selatan.
Pada tahun 2004 berdasarkan Keputusan Kapolri No. Pol.: Kep / 30 / VI /
2004 tanggal 30 Juni 2004 mengenai Pengembangan kewilayahan dan pembentukan
Polres Persiapan di jajaran Polda Sumbar sejumlah 8 (delapan) Polres diantaranya:
Polres Persiapan Kabupaten Solok di Kayu Aro dan Polres Persiapan Solok Selatan
di Sangir ada penambahan 1 (satu) Polsek yaitu Polsek Junjung Sirih yang terdapat
di Nagari Paninggahan Kec. Junjung Sirih Kab. Solok. Maka pada Tahun 2005
Polres Solok mulai beroperasi dengan sejumlah unit kantor bagian. Saat ini Polres
Solok dipimpin oleh Kapolres AKBP Ferry Irawan,S.IK
2.11 Struktur Organisasi
Adapun struktur organisasi Unit Laka pada Kepolisian Resor Solok bisa di-
lihat pada Gambar 2.13.
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Gambar 2.13. Struktur organisasi
2.12 Penelitian Terdahulu
Pada penelitian sebelumnya mengenai penggunaan algoritma K-Means dan
FP-Growth yang dilakukan oleh Evi D. (2018), tentang Implementasi Algoritma K-
Means dan FP-Growth Untuk Rekomendasi Bimbingan Belajar Berdasarkan Seg-
mentasi Akademik Siswa, yang dimana dataset yang digunakan 190buah data dan
jumlah cluster ada k=2 dan maksimal 3item set. Dan dihasilkan 2 buah kelom-
pok siswa terhadap rata-rata nilai raport semester 1-5 sebagai bahan pertimbangan
pemilihan sebuah mata pelajaran. Dan pola yang dihasilkan adalah Inggris Kimia
dan Kimia Inggris dan Biologi.
Selanjutnya penelitian yang dilakukan oleh Winda Aprianti (2018), tentang
K-Means Clustering Untuk Data Kecelakaan Lalu lintas Jalan Raya di Kecamatan
Pelaihari. Dataset yang digunakan adalah 32 buah kejadian yang dimana penyebab-
nya dikarenakan kesalahan pengemudi, pengujian silhoutte coefficient pada setiap
distance measure yang paling akurat ialah jumlah cluster=4 yaitu 0,685351106.
Selanjutnya penelitian yang dilakukan Domi Sepri (2017), tentang Anali-
sa dan Perbandingan Algoritma Apriori dan FP-Growth untuk mencari pola daerah
strategis pengenalan kampus studi kasus di STKIP Azka Padang. Hasil peneli-
tiannya membandingkanjalgoritma apriori dan FP-Growth yang mengunakanjdata
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mhasiswa tahun pelajaranj2015/2016 dimana minimal support = 0,05% dan juga
minimal confidance = 0,7% didapatkan hasil 19 assosiation rule serta 2 rulejtertingi
yangjbisa digunakan jsebagai informasi dan pengetahuan yang terbarukan.
Kemudian penelitian yang dilakukan Natalia Mamahit (2019), tentang Pe-
nerapan Algoritma FP-Growth dan K-Means pada Data Transaksi Minimarket. Di-
mana hasil perbandingannya pada penelitian ini, hasilnya berupa dataset dibagi
kedalam 5 cluster. Pada metode pertama menggunakan FP-Growth dan yang ke-
dua FP-Growth dan K-Mean, dengan Min support 5%, confidence 10% FP-Growth
menghasilkan 4 rules, dan antara kedua metode menghasilkan 264 rule.
Lalu penelitian yang dilakukan Rizky Fitria (2017), tentang Implemen-
tasi Algoritma FP-Growth dalam penentuan jpola hubungan kecelakaanjlalu lintas.
Berdasarkan hasil pengujianjlift ratio,jpola yang menjadi penyebab terjadinya, yaitu
luka ringan, jalan arteri dan padatnya kendaraan dengan nilai nilai lift ratio 1,20%.





Padajbab ini akanjmenjelaskan langkah-langkahjyang digunakanjdalam
menyelesaikan permasalahanjdalam penelitian ini maupun metodejyang digunakan.
Metodologijpenelitian digunakan sebagaijpedoman dalamjpelaksanaan jagar hasil
yang dicapaijtidak menyimpangjdari tujuan hasiljyang telah dilakukanjsebelumnya.
Berikut inijadalah metodologijyang digunakan dalamjpenelitian tugas akhir yang
berjudul “Penerapan Algoritma K-Means dan FP-Growth Untuk Analisa Pola Data
Kecelakaan Lalu Lintas” dapat dilihat pada Gambar 3.1.
Gambar 3.1. Tahapan metodologi penelitian
3.1 Identifikasi Masalah
Tahap ini merupakan jtahapan metodologijpenelitian denganjmencari
danjmempelajari tentangjpermasalahan penelitian, selanjutnya dilakukan men-
carijsolusi dalam mengatasijpermasalahan tersebut. Didalam tahapan ini juga
akanjditentukan ruangjlingkup dan latarjbelakang dari topik penelitian. Identi-
fikasijmasalah dalam penelitian ini dilakukan dengan cara wawancara. Wawancara
dilakukan kepada salah satu aparatur kepolisian yang bertugas di Unit Laka Polres
Resor Solok. Wawancara dilakukan terkait dengan masalah lakalantas yang sering
terjadi saat ini. Adapun perumusanjmasalah dalamjpenelitian ini telah ditentukan
yaitu bagaimana cara menganalisa polajkecelakaan lalu lintas menggunakan algo-
ritma K-Means Clustering dan algoritma FP-Growth. Untuk mencapaijtujuan yang
jditentukan, maka perlu dipelajarijbeberapa literatur yangjdigunakan kemudian di-
seleksi dan dapatjditentukan literatur mana yang akanjdigunakan dalamjpenelitian
ini. Melalui studi literatur, dipelajari teori-teorijyang berhubungan dengan teknik
Clustering pada algoritma K-Means dan association rule pada algoritma Frequent
Pattern Growth (FP-Growth) yangjakan dibahas. Teori yang dipakai jberdasarkan
sumber yakninya buku,jsitus internet, serta jurnal dimana berhubungan dengan
tahapanclustering dan association rule.
3.2 Pengumpulan Data
Tahap pengumpulan data merupakan tahap kedua dalam mengerjakan la-
poran tugas akhir dimana ada beberapa tahap yang akan dikerjakan adapun penje-
lasannya sebagai berikut:
1. Studi Pustaka
Studijliteratur yaitu dasarjteori yang digunakanjdalam penelitian un-
tuk menyelesaikanjpermasalahan danjmerupakan jyang kuat dalam
melakukanjanalisa dengan tujuan untuk menyelesaikan permasalahan
yangjakan diteliti.
2. Wawancara
Dalam kegiatanjini penelitijmelakukan wawancara denganjsalah satu a-
paratur kepolisian yang bertugas langsung dibagian unit Laka Polres Solok
mengenai data kecelakaan lalu lintas.
3. Observasi
Melakukan pengamatanjsecara langsungjterhadap objekjpenelitianjdi Unit
bagian Laka Polres Solok mengenai data kecelakaan lalu lintas.
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3.3 Preprocessing Data
Tahapan inijantara lain sebagai sebuah prosesjpengolahan data ser-
tajmenggunakan metodejyang telahjdigunakan yaitujmetode Association Rule
dengan menggunakanjAlgoritma K-Means dan FP-Growth. Adapun pro-
sesjpengolahan data tersebut sebagai berikut:
1. Data Selection
Dalamjtahapan ini akan dilakukan untuk proses selection atau menyeleksi
data, seleksi datajoperasional dilakukanjsebelum tahapjpencarian informasi
itu dimulai.
2. Data Cleaning
Pada tahapjini dilakukan prosesjperbaikan datajyang tidak lengkap dan
memperbaikijkesalahan padajdata. Proses cleaning data dilakukan terhadap
data yang redudan atau ganda, missing value, inkonsisten dan outlier data.
3. Data Transformation
Tahap selanjutnyajadalah transformasijdata. Pada tahapjini datajinput yang
digunakan terlebihjdahulu agar dinormalisasikan. Kemudian data diga-
bungkan kedalamjformat yang lebih sesuaijuntuk diprosesjdalam data mi-
ning.
3.4 Desain Eksperimen
Eksperimen pada Tugas Akhir ini menggunakan algoritma K-Means dan
Frequent Pattern Growth (FP-Growth) kemudian pada data yang sama juga akan di-
uji dengan datase langsung diasosiasikan menggunakan algoritma Frequent Pattern-
Growth (FP-Growth) tanpa menggunakan clustering. Desain eksperimen dapat di-
lihat pada Gambar 3.2.
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Gambar 3.2. Desain eksperimen
Eksperimen pada penelitian ini diawali dengan cara menerapkan algoritma
K-Means untuk proses clustering dan algoritma FP-Growth sebagai pendekatan a-
sosiasi terhadap tiap-tiap cluster. Pada dataset ini di cluster menggunakan algoritma
K-Means dengan ketentuan cluster (k) = 2. Tujuan dari clustering adalah agar da-
ta yang diassosiasi menjadi sangatjkecil supayajpola dalam menghasilkan pola da-
pat lebihjakurat. Tiapjcluster yang dibentuk akan diasosiasijdengan FP-Growth un-
tuk mendapatkan pola penyebab kecelakaan yang sering terjadi bersamaan. Dalam
tahap asosiasi akan diukur nilai support, confidence dan lift rationya. Kemudi-
an dilakukan eksperimen menggunakan algoritma FP-Growth tanpa melalui proses
clustering. Selanjutnya memandingkan 2 eksperimen dan menyimpulkan hasil ni-
lai akurasi support, confidence dan lift ratio yang dimana lebih efektif digunakan
terhadap pengolah data kecelakaan lalu lintas pada Unit Laka Polres Solok.
3.5 Hasil dan Pembahasan
Hasil danjpembahasan dalamjtugas akhirjini berbentukjpola informasijyang
dihasilkanjdari perbandingan eksperimen 2 proses yaitu pertama, dengan dikluster
terlebih dahulu menggunakan algoritma K-Means selanjutnya dari masing-masing
hasil cluster di asosiasikan menggunakan algoritma FP-Growth dan kedua tidak
menggunakan proses clustering melainkan langsung pada proses pencarian asosi-
asinya. Dari rule yang didapat hasil rule yang terbaik dengan nilai akurasi support





Berdasarkanjhasil terhadap prosesjAlgoritma K-Means dan Algoritma Fre-
quent Pattern Growth pada data kecelakaan lalu lintas pada Polres Solok dapat dis-
impulkan:
1. Nilai minimal support dan minimal confidence yang digunakan pada data
kecelakaan lalu lintas pada Polres Solok dengan menggunakan algoritma K-
Means dan FP-Growth adalah pada cluster 0 60% dan 100%, pada cluster 1
60% dan 100%, sedangkan pada algoritma FP-Growth 50% dan 80%.
2. Dari hasil penelitian pengolahan data pada semua datajkecelakaan
darijtahun 2015 sampaijtahun 2018 dimana dapatjdisimpulkan bah-
wajkecelakaan lalujlintas yangjpaling dominan terjadi pada usia muda de-
ngan rentang usia 16-35 tahun, pengendara pada jenis kelamin laki-laki
rentan terhadap kecelakaan lalu lintas, kondisi waktu saat kecelakaan dalam
keadaan sepi, kecelakaan sering terjadi pada jenis kendaraan sepeda motor,
kecelakaan sering terjadi pada pengendara yang tidak memiliki SIM, jenis
luka yang dialami pengendara dengan keadaan luka ringan.
3. Dengan adanya perbandingan dari 2 eksperimen yaitu eksperimen I (Algo-
ritma K-Means dan FP-Growth) dan Eksperimen II (Algoritma FP-Growth
saja) dapat diketahui nilai support tertinggi yaitu dengan menggunakan al-
goritma K-Means dan FP-Growth dengan rule yang didapat, if Kecelakaan
dengan kategori B2 (Waktu kecelakaan dalam keadaan sepi) then pengen-
dara dengan kategori F1 (Berjenis kelamin laki-laki) dengan nilai support
menggunakan algoritma K-Means dan FP-Growth lebih tinggi yaitu 61%
dibandingkan dengan menggunakan FP-Growth saja didapat nilai support
58%.
4. Darijhasil penelitianjini, dapat membrikan rekomendasijpada PihakjPolres
Solok khususnyajunit laka, bahwasanya dalam mengurangi kejadian kece-
lakaan lalu lintas dapat dilakukan dengan cara melaksanakan sosialisasi dan
pengarahan ke sekolah maupun umum yang berkaitan dengan lakalantas,
dan juga dapat dilakukan dengan pembuatan traffic atau pembuatan mar-
ka jalan yang sesuai dengan arah kendaraan dengan melaporkan pada dinas
terkait.
5.2 Saran
Berdasarkan kesimpulanjyang diperolehjdalam penelitian ini,
penulisjmemberikan beberapa saran yangjdapat digunakan sebagai berikut:
1. Menggunakan algoritma Clustering dan aturan asosiasi lainnya atau meng-
gabungkan metode lainnya untuk mendapatkan hasil yang optimal.
2. Penelitian selanjutnyajdiharapkan dapatjmelanjutkan penelitianjini
seperti apakah dengan menanggulangi hasiljdata yangjdominan da-
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LAMPIRAN A
HASIL WAWANCARA
Nama : Ronnal Yandra, SH
Jabatan : Kanit Laka
Tempat & Waktu : Ruangan Unit Laka, 29 November 2019
1. Pertanyaan : Bagaimanakah alur proses atau kegiatan informasinya jika ada
kejadian lakalantas, dan adakah SOP nya ?
Jawaban : Tahap 1 : Menerima Laporan Secara langsung:dibantu ole-
h anggota unit laka, ditemukanlangsung oleh petugas,Tidak langsung :
dibantu dari masyarakat disekitar kejadian atau melalui Layanan call cen-
ter bagian Unit Laka (110)
Tahap 2 : Mendatangi TKP
Mengamankan TKP,Mengolah TKP, Mencatat saksi, mengamankan barang
bukti dan mengamankan tersangka
Tahap 3: Membuat Laporan
Membuat Laporan Polisi, Membuat Sket TKP, Membuat BA
TKP,Permintaan Visum Et Revertum
Tahap 4 : Proses Penyidikan
Lengkapi MINDIK,BAP Saksi/tersangka,Mengirimkan SP2HP
Tahap 5 : Penjilidan bErkas perkara pengiriman B.P ke JPU
Tahap 6 : Pemeriksaan berkas perkara oleh JPU
P21(Berkas Lengkap) dan P19(Berkas belum lengkap dan dikembalikan
keapada penyidik)
Tahap 7 : Pengiriman tersangkan dan barang bukti
Tahap 8 : Putusan pengadilan (Hukuman)
Dipenjara, masa percobaan, dibebaskan
2. Pertanyaan : Berapa rata-rata kejadian laka yang terjadi setiap bulannya ?
Jawaban : Rata-rata ada 5 atau 6 kejadian setiap bulan
3. Pertanyaan : Bagaimana penanganannya kepada setiap korban yang men-
galami laka?
Jawaban : Korban dibawa kerumahsakit, diambil identitas , data yang men-
galami korban langsung , mitra dengan jasa raharja jika ada 2 kendaraan
mobil dengan mobil, maka langsung ditangani oleh jasa raharja dan men-
jamin jaminan keselamatan dan biaya perawatan selama dirumah sakit akan
ditanggung oleh jasaraharja.
4. Pertanyaan : Data dari setiap kecelakaan lalulintas berasal darimana ?
Jawaban : Data kecelakaan berasal dari hasil pencatatan dan pelaporan dari
setiap polsek yang ada di setiap kejadian yang dilaporkan
5. Pertanyaan : Apa kegunaan dari data kecelakaan lalu lintas saat ini ?
Jawaban : Data lakalantas digunakan untuk menghitung angka kecelakaan
baik itu yang mengalami luka ringan, luka berat, yang meninggal dunia, dan
yang tidak mengalami luka, dan kegunaan lainnya untuk sebagai bukti rekap
untuk diserahkan kepengadilan terhadap pelaku lakalantas, dan juga untuk
diserahkan kepada BPS (badan pusat Statistik) untuk menghitung statistik
lakalantas setiap tahun nya .
6. Pertanyaan : Berapa jumlah personel yang menangani setiap kasus kece-
lakaan ?
Jawaban : 1 admin, 1Kasatlantas 1Kanit Laka, dan 6 Anggota Unit Laka
7. Pertanyaan : Pada daerah kabupaten solok ini Biasanya kecelakaan yang
sering terjadi seperti apa ?
Jawaban : Kecelakaan lakalantas sering terjadi pada pengendara pengendara
sepeda motor dan mobil yang tidak menaati peraturan lalu lintas dimana
terjadi saat ingin saling mendahului dan didahului dalam kecepatan tinggi
yang membuat terjadinya lakalantas.
8. Pertanyaan : Apa saja faktor-faktor yang mempengaruhi terjadinya kejadian
lakalantas ini ?
(a) Faktor jalan (ekstrim, berliku, patah’, liku” tanjakan,licin,)
(b) Faktor cuaca (curah hujan tidak menentu dalam keadaan cerah)
(c) Faktor manusia ( human error, sering mengabaikan keselamatan kita
sendiri)
(d) Faktor kendaraan yang tidak layak untuk dipakai
9. Pertanyaan : Pihak mana yang bertanggung jawab atas kejadian laka yang
baru terjadi ,apakah ada asuransi nya ?
Jawaban : Ada, Pihak Jasa raharja yang dimana langsung menanggung se-
mua perawatan dirumah sakit baik itu luka berat maupun ringan,
10. Pertanyaan : Apa saja Jenis kecelakaan” yang sering terjadi pada saat ini.?
Jawaban : Tabrakan Depan-depan, Tabrakan arah belakang, Tabrakan sear-
ah, tabrakan samping, dan tabrakan Pertigaan
11. Pertanyaan : Bagaimanakah solusi untuk mengurangi kejadian lakalantas
ini , dan apa upaya yang ingin dilakukan agar tidak terjadi lagi ?
Jawaban : dengan cara memberikan sosialisasi atau penyuluhan ke dalam
lingkungan masyarakat seperti ke skolah ke kantor” agar selalu menaati
peraturan lalu lintas dalam mengurangi terjadinya lakalantas, dengan cara
A - 2
melakukan pendidikan dikmaslantas pada generasi milenial agar selalu taat
pada peraturan yang ada, jika ada faktor jalan yang tidak mendukung maka
dilakukan dengan memberikan marka jalan kepada dinas Pekerjaan umum
dan rambu-rambu ke dishub.
12. Pertanyaan : Apakah ada kendala dalam penerapannya ?
Jawaban : Kendalanya dalam sosialisasi ke skolah yang jauh yang tidak
dijangkau oleh polres ini, dibantu oleh polsek-polsek terdekat.
A - 3
Gambar A.1. Lampiran Bukti Wawancara
A - 4























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Gambar C.1. Dokumentasi Wawancara
Gambar C.2. Dokumentasi Laporan Data Lakalantas
Gambar C.3. Dokumentasi Unit Laka
Gambar C.4. Dokumentasi Unit Laka
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