Von Neumann's original proof of the ergodic theorem is revisited. A convergence rate is established under the assumption that one can control the density of the spectrum of the underlying self-adjoint operator when restricted to suitable subspaces. Explicit rates are obtained when the bound is polynomial or logarithmic, with applications to the linear Schrödinger and wave equations. In particular, decay estimates for time-averages of solutions are shown.
Introduction
Let H be a separable Hilbert space and let U t : H → H be a one-parameter group of unitary transformations. Let H : D(H) ⊂ H → H be its self-adjoint generator: U t = e itH .
It is well-known that if H has a spectral gap then von Neumann's ergodic theorem has a polynomial convergence rate. In this note we assume the opposite: that H has continuous spectrum in a neighborhood of 0 (and 0 itself is often an eigenvalue). We show that a bound on the density of the spectrum near 0 also leads to a uniform converge rate, albeit on a suitable subspace X ⊂ H. We apply this to the linear Schrödinger and wave equations, to obtain the decay estimates (3.4) and (3.8), respectively. 
This last expression tends to 0 as T → +∞.
The strong convergence P T → P can be improved to uniform convergence if H has a spectral gap:
Theorem 1.2 (Ergodic theorem: case of spectral gap). Assume that σ(H) ⊂ I c β ∪{0} where I β = (−β, β) and β > 0. Then
Proof. See Remark 2.1 below.
1.2. Main results. As mentioned above, we assume the opposite of a spectral gap: we assume that σ(H) contains a neighborhood of 0. However, we do not want to have "too much" spectrum near 0. We make this precise as follows. As above, letting {E(λ)} λ∈R be the resolution of the identity of H, our main assumption is:
Assumption A1. There exist i. a Banach subspace X ⊂ H which is dense in H in the topology of H, is continuously embedded in H, and whose norm · X is stronger than norm · H ,
ii. and a positive number r > 0, such that the following bound on the density of states (DoS) of H holds:
where I r = (−r, r), and where ψ ∈ L 1 (I r ) is strictly positive a.e. on I r .
To state our main theorem we first define the continuous and strictly increasing function
and we define the continuous and strictly increasing function Ξ : (0, ∞) → (0, r) as the inverse of the function ε → ε 2 Ψ(ε). We note that both functions can be extended to 0 as continuous functions by defining Ψ(0) = Ξ(0) = 0.
Theorem 1.3. Under Assumption A1 the following uniform rate in von Neumann's ergodic theorem holds:
where X * ⊃ H is the dual space to X with respect to the inner product in H. We give now more precise computations in the cases of polynomial or logarithmic bounds in the DoS estimate:
Corollary 1.5 (Polynomial and logarithmic bounds).
1. Assume that there exist C, p > 0 for which
Then
2. Assume that the following bound holds
Then (for T > 1)
.
(1.5) Remark 1.6. We note that as p → +∞ the rate T − p 2+p in (1.4) approaches the rate T −1 which holds in the case of a spectral gap.
1.3. Organization of the paper. In Section 2 the main theorem and its corollaries are proven. In Section 3 we apply these results to the linear Schrödinger and wave equations, to obtain decay estimates for averages of solutions.
Proof of the main results
Proof of Theorem 1.3. Our starting point is the observation [Kat95, V- §2.1] that if the bi-
where ·, · is the (X * , X ) dual space pairing. Moreover, the operator norm of A(λ) shares the same bound as the bilinear form. Now, recalling von Neumann's proof (1.1), we have
We split this integral as follows:
where I ε = (−ε, ε) and 0 < ε < r is to be determined later. We start by estimating the second integral:
Now we turn to the first integral:
Altogether, both estimates lead to
The previous inequality is optimal for ε such that
Recalling the definitions of Ψ and Ξ, there holds
Remark 2.1 (Spectral gap). In the case of a spectral gap (1.2) immediately follows.
Indeed, with gap of size β in the above proof one has
Note that in this case the subspace X is no longer needed.
Proof of Corollary 1.5. 1. In the case of a polynomial bound ψ(λ) = C|λ| p−1 , with some p, C > 0, the function Ψ is given by Ψ(ε) = Cε p . The inverse of the function ε → ε 2 Ψ(ε) = Cε p+2 is simply Ξ(y) = C −1/(2+p) y 1/(2+p) . Then the rate in (1.3) is
which verifies (1.4).
2. In the case of a logarithmic bound ψ(λ) = λ −1 | log(λ)| −2 we see that Ψ(ε) = | log(ε)| −1 .
The question is then to compute Ξ, the inverse function of the strictly increasing function ε → ε 2 Ψ(ε) = ε 2 | log(ε)| −1 near ε = 0. It is evident that Ξ(0) = 0. Writing ε = Ξ(y), we have that y = Ξ −1 (ε) = ε 2 Ψ(ε) = Ξ(y) 2 Ψ(Ξ(y)) so that
Note also that Ξ(y) 2 Ψ(Ξ(y)) = y implies in particular that Ξ(y) 2 /y → +∞ as y → 0. This leads to the asymptotic
In the end we get then the asymptotic
This implies there is a constant C > 0 such that (1.5) holds. 
Examples
For the Laplacian, we use the fact that the Fourier transform is a unitary map relating −∆ to multiplication by |ξ| 2 in order to get:
Let us show how different choices of subspaces X can give different results.
3.1.1. Hilbertian subspace. Differentiating (3.1) in λ we get
where dσ is the Lebesgue (uniform) surface measure on the d − 1-dimensional sphere of 
We therefore conclude that we can bound (3.2) using the L 2,s -norms of f and g, which are stronger than their H-norms:
where we denote L 2,s rather than L 2,s (R d ) for brevity. Hence we have that
In the case of the Schrödinger equation (ϕ = id) we get
and from (1.4) we get a convergence rate of T − 1 5 . Moreover, since −∆ has no eigenvalues in this setting (and, in particular, a trivial kernel), we conclude that
This also implies that
Restricting to any bounded domain Ω ⊂ R d we may take L 2 norms rather than weighted norms (the weight is uniformly bounded away from 0 and +∞ in Ω) so we have
1 This is not entirely optimal, since we are not making use of the fact that this hypersurface is in fact a sphere.
3.1.2. Non-Hilbertian subspace. Considering (3.2) again, we may change variables so that the integration takes place on the unit sphere in R d :
where dτ is the uniform measure on the unit sphere in R d . Another way to make sense of the restriction of L 2 functions to a hypersurface is if they are bounded, i.e. one can bound:
Thus we obtain
We again consider the Schrödinger case where we obtain ψ(λ) = 1 2 |S d−1 |λ d 2 −1 so that
From (1.4) we get a convergence rate of T − d 4+d .
2T
As for the case of an Hilbertian subspace, we obtain global in time estimates as there
holds
(3.6)
Remark 3.1. It is natural to compare the estimates (3.5) and (3.6) with:
1) The well-known Strichartz estimates
where 2 ≤ q, r ≤ ∞, 2 q + d r = d 2 and (q, r, d) = (2, ∞, 2) (see [Tao06] ).
The bound on the DoS is therefore simply ψ(λ) = 1, so that from (1.4) we get a convergence rate of T − 1 3 (noting that the kernel is empty):
(3.7)
To obtain direct bounds for the average of the solution f (t) of the wave equation, we use
Using the estimate (3.7), the definition of the vector F and the bound
we obtain that for triplets satisfying 2 ≤ p, q ≤ ∞ and
In particular, we can compare (3.9) with the Strichartz estimate for (q, p, s) = (∞, 2, 0):
