Forecasting is a common statistical task in business, where it helps inform decisions about scheduling of production, transportation and personnel, and provides a guide to long-term strategic planning. However, business forecasting is often done poorly and is frequently confused with planning and goals. They are three different things.
Planning is a response to forecasts and goals. Planning involves determining the appropriate actions that are required to make your forecasts match your goals.
Forecasting should be an integral part of the decision-making activities of management, as it can play an important role in many areas of a company. Modern organizations require short-, medium-and long-term forecasts, depending on the specific application.
Short-term forecasts are needed for scheduling of personnel, production and transportation.
As part of the scheduling process, forecasts of demand are often also required.
Medium-term forecasts are needed to determine future resource requirements in order to purchase raw materials, hire personnel, or buy machinery and equipment.
Long-term forecasts are used in strategic planning. Such decisions must take account of market opportunities, environmental factors and internal resources.
An organization needs to develop a forecasting system involving several approaches to predicting uncertain events. Such forecasting systems require the development of expertise in identifying forecasting problems, applying a range of forecasting methods, selecting appropriate methods for each problem, and evaluating and refining forecasting methods over time. It is also important to have strong organizational support for the use of formal forecasting methods if they are to be used successfully.
Commonly used methods
Typically, businesses use relatively simple forecasting methods that are often not based on statistical modelling. However, the use of statistical forecasting is growing and some of the most commonly used methods are listed below.
Time series methods
Let the historical time series data be denoted by y 1 , . . . , y n , and the forecast of y n+h be given bŷ y n+h|n , h > 0.
• Naïve forecasting is where the forecast of all future values of a time series are set to be equal to the last observed value:ŷ n+h|n = y n , h = 1, 2, . . . . If the data follow a random walk process (y t = y t−1 + e t , where e t is white noise -a series of iid random variables with zero mean), then this is the optimal method of forecasting. Consequently, it is popular for stock price and stock index forecasting, and for other time series that measure the behaviour of a market that can be assumed to be efficient.
• Simple exponential smoothing was developed in the 1950s (Brown 1959 ) and has been widely used ever since. Forecasts can be computed recursively as each new data point is observed:ŷ t+1|t = αy t + (1 − α)ŷ t|t−1 , where 0 < α < 1. (Longer-term forecasts are constant:ŷ t+h|t =ŷ t+1|t , h ≥ 2.) Consequently, only the most recent data point and most recent forecast need to be stored. This was an attractive feature of the method when computer storage was expensive. The method has proved remarkably robust to a wide range of time series, and is optimal for several processes including the ARIMA(0,1,1) process (Chatfield et al. 2001 ).
• Holt's linear method (Holt 1957 ) is an extension of simple exponential forecasting that allows a locally linear trend to be extrapolated. Forecasts are given byŷ t+h|t = t + hb t , where
and the two parameters α and β must lie in [0, 1]. Here t denotes the level of the series and b t the slope of the trend at time t.
• For seasonal data, a popular method is the Holt-Winters method, also introduced in Holt (1957) , which extends Holt's method to include seasonal terms. Thenŷ t+h|t = t + hb t + s t−m+h + m , where There is also a multiplicative version of the Holt-Winters method, and damped trend versions of both Holt's linear method and the Holt-Winters method (Makridakis et al. 1998) . None of these methods are explicitly based on underlying time series models, and as a result the estimation of parameters and the computation of prediction intervals is often not done. However, all the above methods have recently been shown to be optimal for some state space models (Hyndman et al. 2008) , and maximum likelihood estimation of parameters, statistical model selection and computation of prediction intervals is now becoming more widespread.
Other time series models sometimes used in business forecasting include ARIMA models, GARCH models (especially in finance), structural models and neural networks.
Explanatory models for forecasting
The use of explanatory models in business forecasting does not have such a long history as the use of time series methods.
• Linear regression modelling is now widely used (e.g., Pardoe 2006) where a variable to be forecast is modelled as linear combination of potential input variables:
where e t denotes an iid error term with zero mean. An interesting application of regression model to forecasting is given by Byron & Ashenfelter (1995) who use a simple regression model to predict the quality of a Grange wine using simple weather variables. However, it is far more common for regression modelling to be used to explain historical variation than for it to be used for forecasting purposes.
• In some domains, the use of nonparametric additive models for forecasting is growing (e.g., Hyndman & Fan 2009) . Here, the model is often of the form
where f j is a smooth nonlinear function to be estimated nonparametrically.
• In advertising, there is a well-developed culture of using distributed lag regression models (e.g., Hanssens et al. 2001 ) such as
where x t denotes advertising expenditure in month t, 0 < λ < 1 and α > 0.
Data mining methods for business forecasting
Outside of traditional statistical modelling, an enormous amount of forecasting is done using data mining methods. Most of these methods have no formal statistical model, prediction intervals are not computed, and there is limited model checking. But some of the data-mining methods have proven powerful predictors in some contexts, especially when there is a vast quantity of available data. Predictive methods include neural networks, support vector machines and regression trees. Many of the most best-known business predictive algorithms are based on data-mining methods including the prediction of Netflix ratings and recommended books on Amazon.
