A picture of Nash taken the day of his graduation in Princeton.
1950 he earned a PhD degree with his celebrated work on noncooperative games, which won him the Nobel Prize in Economics thirty-four years later.
In the summer of 1950 he worked at the RAND (Research and Development) Corporation, and although he went back to Princeton during the autumn of the same year, he remained a consultant and occasionally worked at RAND for the subsequent four years, as a leading expert on the Cold War conflict. He was fired from RAND in 1954 after being arrested for indecent exposure in Santa Monica, although the charges were dropped. John and Alicia Nash on the day of their wedding.
groundbreaking paper "Real algebraic manifolds", cf.
[39], much of which was indeed conceived at the end of his graduate studies: According to his autobiographical notes, cf.
[44], Nash was prepared for the possibility that the game theory work would not be regarded as acceptable as a thesis at the Princeton mathematics department. Around this time Nash met Eleanor Stier, with whom he had his first son, John David Stier, in 1953.
After his work on real algebraic manifolds he began his deep studies on the existence of isometric embeddings of Riemannian manifolds, a fundamental and classical open problem, which Nash solved completely in his two subsequent revolutionary papers [40] and [41] . During the academic year 1956-1957 he received an Alfred P. Sloan grant and decided to spend the year as a temporary member of the Institute for Advanced Study in Princeton. It is during this period that he got interested in another classical question, the continuity of solutions to uniformly elliptic and parabolic second order equations, which would have lead to a solution of the 19th Hilbert problem. Nash published his solution [42] and learned slightly after that a different independent proof, in the case of elliptic equations, had just been given by De Giorgi [14] .
During his academica sabbatical at the Institute for Advanced Study Nash married Alicia Lopez-Harrison de Lardé and shortly after, in 1958, he earned a tenured position at MIT. In the last months of 1958 and the early months of 1959 the first signs of mental disorder had become evident, while his wife was pregnant with their child, John Charles. This was the start of a long miserable period of mental illness, during which Nash still managed to produce some remarkable pieces of mathematics, such as [45] , [43] , [46] (published a couple of decades later) and the idea of the "Nash blow-up."
Nash and de Lardé divorced in 1962. However, after his final hospital discharge in 1970, Nash lived in the house of his former wife and the couple eventually remarried in 2003. After a long period Nash gradually recovered from his paranoid delusions, was allowed by Princeton to audit classes and finally to teach again.
After he received the Nobel Memorial Prize in Economic Sciences in 1994, jointly with John Harsanyi and Reinhard Selten, Nash's dramatic life attracted the attention of the media and was the subject of Sylvia Nasar's bestseller A Beautiful Mind, which inspired the 2001 movie with the same title. During this period Nash became an icon of genius in popular culture.
In 1978 he was awarded the John von Neumann Theory Prize for his discovery of the Nash Equilibria. In 1999 he received a Leroy P. Steele Prize for Seminal Contribution to Research from the American Mathematical Society and finally in 2015 he was one of the two recipients of the Abel Prize, the other one being Louis Nirenberg. On May 23, 2015 , on their way back home after spending one week in Oslo on the occasion of the Abel prize ceremony, John and Alicia Nash were killed in a taxi accident on the New Jersey Turnpike.
John Milnor

About John Nash
John Forbes Nash was an amazing person, highly original, and determined to make a name for himself by attacking the most difficult and important mathematical problems.
His most widely influential work is surely the 1950 Princeton Thesis, in which he introduced what we now call a Nash equilibrium . I have heard that this was described by von Neumann as "just another fixed point theorem". Whether or not this is a true quotation, this evaluation is certainly valid from the point of view of pure mathematics. However, when mathematics is applied to the real world, the important question is not whether it represents the most cutting edge mathematical techniques, but whether it tells us something meaningful about reality. The theory of two-person zero-sum games had been firmly established by the work of Zermelo, von Neumann and Morgenstern; but before Nash's work the theory of any more general form of conflict between two or more parties was a wasteland of complicated mathematics with no apparent relation to reality. Nash's ideas transformed Nash had not forgotten about application of mathematical ideas to real world problems. A 1954 RAND Corporation memorandum described his ideas for the architecture and programing of a parallel processing computer. This was well before any such machine existed. In 1955, he wrote a letter to the National Security Agency which proposed an encypherment procedure, and explained his ideas about computational complexity and cryptography. Long before such ideas were generally known, he realized that a key criterion for secure cryptography is that the computation time for determining the key, given other information about the system, should increase exponentially with the key length. He conjectured that this criterion should be satisfied, but very hard to prove, for many possible encryption schemes. (This is perhaps an early relative of the P versus NP problem, which was posed by Stephen Cook sixteen year later, see [12] .) More explicitly, Nash stated that "I cannot prove [this conjecture], nor do I expect it to be proven." His message was filed and presumably forgotten by the NSA, but declassified and released in 2012.
Returning to the study of smooth manifolds, the following classical statement could easily have been proved by Gauss, if he had considered such questions: A compact surface which is smoothly embedded in 3-dimensional Euclidean space must have points of positive Gaussian curvature. More precisely, the proof requires that the embedding should be twice continuously differentiable. A reasonable person would assume that 2 -differentiability is just a technicality, but Nash was never a reasonable person. His 1954 paper, as sharpened one year later by Nicholaas Kuiper, shows in particular that every compact surface with a smooth Riemannian metric can be 1 -isometrically embedded in Euclidean 3-space. Such exotic 1 -embeddings are very hard to visualize, and it is only in the last year or so that a determined French team
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Nash and his first son John David Stier in a picture taken at Princeton in the mid-1970s.
has managed to provide computer visualizations, and even 3-D printed models, for a flat torus 1 -isometrically embedded in 3-space (see [7] biology. Within game theory, the single most important tool has proven to be Nash equilibrium. Our objective here is to explain why John Nash's introduction of Nash equilibrium (Nash called it an "equilibrium point") in [37] and [38] caused a radical shift in game theory's research program.
We start with some terminology. A finite strategic-form game (henceforth simply game), is a triple = ( , , ) where = {1, … , } is a finite set of players, = ∏ ∈ , where denotes the finite set of strategies available to player , and = ( 1 , … , ) where ∶ → ℝ describes the utility achieved by player at each strategy profile ∈ . A mixed strategy is a probability distribution over . Players attempt to maximize their utilities, or, if facing randomness, the expected value of their utilities; we extend our notation by letting ( 1 , … , ) be the expectation of with respect to the independent distribution over strategy profiles induced by ( 1 , … , ) .
Two-player zero-sum games (two-player games for which 1 ( ) + 2 ( ) = 0 for all ∈ ) are games of pure conflict. 
Player 1 can thus guarantee an average utility of at least , called the security value of the game, while Player 2 can guarantee that Player 1 achieves at most , or equivalently (since the game is zero-sum) that Player 2 achieves at least − . This provides a strong basis for the prediction that players will achieve average utilities of and − . Any other outcome involves some player achieving less than he or she could have guaranteed. In standard formalizations of Rock-Paper-Scissors, for example, = 0, which players can guarantee by randomizing equally over "rock", "paper", and "scissors".
In game theory, the single most important tool has proven to be Nash equilibrium.
At the time Nash began working on game theory, the de facto bible in the discipline was [56] by von Neumann and Morgenstern (hereafter VN-M). VN-M made the following proposal for how to extend the Minimax Theorem to general games, games that may combine elements of both cooperation and conflict. Given a general -player game, construct an ( + 1)-player zero-sum game by adding a dummy player. For each coalition (nonempty set of players), construct a two-player zero-sum game in which the two players are the coalition and its complement; implicitly, each coalition is assumed to cooperate perfectly within itself. The value of the coalition is the value from the Minimax Theorem in the induced two-player zero-sum game. VN-M thus converted a general -player game in strategic form into an ( + 1)-player game in coalition Courtesy of John D. Stier.
Nash and his second son John Charles.
form. For games in coalition form, VN-M proposed a solution concept now called a stable set, consisting of a set of payoff profiles with certain properties. Finally, VN-M proposed that for a general -player game in strategic form, the solution is the set of utility profiles that correspond to elements of the stable set for the associated ( + 1)-player game in coalition form, with the additional restriction that the solution maximize the total utility to the nondummy players.
The VN-M solution is difficult to compute for games of four or more players. When there are only two players, however, the VN-M solution is simply the set of all utility profiles such that (1) each player gets at least his security value (which is defined even in a nonzero-sum game) and (2) the sum of player utilities is maximal. We refer to such utility profiles as efficient.
Consider, in particular, a game of the Prisoner's Dilemma form.
4, 4 0, 5 5, 0 1, 1 Here, player 1 is the row player and player 2 is column. If they play the strategy profile ( , ), for example, then player 1 gets 0 and player 2 gets 5. The VN-M solution for this game is the set of utility profiles such that the utilities sum to 8 and each player gets at least 1.
As an alternative to the VN-M solution, Nash ([37]) proposed what is now called a Nash equilibrium (NE): a NE is a strategy profile (possibly involving mixed strategies) such that each player maximizes his or her own expected utility given the profile of (mixed) strategies of the other players. The focus of NE is thus on individual, rather than collective, optimization.
The zero-sum game Rock-Paper-Scissors has a unique NE in which each player randomizes equally over "rock", "paper", and "scissors". This NE yields an expected utility profile of (0,0), which is the VN-M solution.
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On the other hand, in the Prisoner's Dilemma, the unique NE is ( , ). The induced utility profile (1, 1) is inefficient, hence is not an element of the VN-M solution. The Prisoner's Dilemma is the canonical example of a game in which individual incentives lead players away from collective optimality. The VN-M solution, in contrast, assumes this inefficiency away.
Nash proved:
Theorem 2 (Existence of Nash Equilibrium Thus, both the VN-M solution and NE generalize the Minimax Theorem, but along very different paths. To characterize the difference between the approaches, Nash ([38]) coined the terms cooperative game theory (for games in coalition form, solved by concepts such as the stable set) and noncooperative game theory (for games in strategic form, solved by NE and related concepts). This choice of language can be deceptive. In particular, noncooperative game theory does not rule out cooperation.
For example, a standard explanation for cooperation in the Prisoner's Dilemma is that the players interact repeatedly. But if this is the case, then the actual game isn't the Prisoner's Dilemma as written above but a more complicated game called a repeated game. If, in this repeated game, players are sufficiently patient, then there are NE that are cooperative: the players play ( , ) in every period, and this cooperation is enforced by the threat of retaliation in future periods if either player ever deviates and plays .
As this example illustrates, noncooperative game theory requires that the analyst specify the strategic options for the players correctly: if the game is played repeatedly, or if players can negotiate, form coalitions, or make binding agreements, then all of that should be represented in the strategic form. By highlighting both individual optimization and the importance of the fine details of the strategic environment, non-cooperative game theory Photo credit: Princeton University.
A press conference in Princeton on occasion of Nash winning the 1994 Nobel Prize. At left facing the camera is Princeton mathematician and game theorist Harold Kuhn.
allows us to investigate when, or to what degree, cooperation can be sustained. Such questions could not even be posed within the research program advocated by VN-M.
Noncooperative game theory has become the dominant branch of game theory, and research on noncooperative game theory began with Nash's formulation of NE, [37] and [38] . It was appropriate, therefore, that the 1994 Sveriges Riksbank Prize in Economic Science in Memory of Alfred Nobel (the Nobel Prize in Economics), which Nash shared with two other prominent game theorists, cited Nash not only for Nash equilibrium, but also for launching noncooperative game theory as a whole.
Additional Reading
For more on game theory generally, see [17] and [48] . For motivation for, and interpretation of, NE, see [8] (introspective reasoning), [36] (learning), and [49] (evolution). For a gloss on whether NE is predictively accurate, and why testing this is not straightforward, see [29] . For connections between cooperative and noncooperative game theory (often called the Nash program), see [52] . Finally, see [35] for a more thorough history of NE. In particular, [35] discusses at length an issue that we omitted: the relationship between Nash's work and that of Cournot ([13] ).
Henry C. King
Nash's Work on Algebraic Structures
I first learned of Nash's work on algebraic structures from Dick Palais who shaped my understanding of the subject. I never met Nash, but am grateful to him for the many enjoyable mathematical excursions his work made possible. Elimination theory tells us that this image is an algebraic set , as long as we include any real images of complex solutions 3 of 2 = 3 − . Then ( 0 ) is a representation of the circle but is not proper since ( 1 ) intersects ( 0 ) at (−1, 0) = (1, 0) = (−1, 0).
Nash finds an algebraic representation of by writing ⊂ ℝ as the zeroes of some differentiable functions, approximating these functions by polynomials, and concluding that the zeroes of the polynomials have connected components which are a slightly perturbed copy of . Unfortunately, to make this work Nash must add some auxiliary variables and the proper representation ends up in ℝ + . Let ( ) denote the closest point in to ; then is the zeroes of − ( ). Approximate − ( ) (and its derivatives) near by some polynomial ( ). We would not expect the zeroes of to approximate ; after all, ( ) = 0 is equations in unknowns so we expect its solutions to have dimension 0. Let ( ) be the matrix of orthogonal projection to the − plane normal to at ( ). If we could approximate ( ) by a polynomial ( ) so that ( ) had rank − near we would be in business; { | ( ) ( ) = 0} would have connected components which are a perturbed copy of . To see this, restrict to the plane normal to at a point , ( ) ( ) ( ) approximates the identity and thus has a unique zero 1 Nash functions are only needed for uniqueness; we shall ignore them here.
2
The map ( , ) ↦ (2 + 1, 2 /√1 − ) gives a Nash diffeomorphism from 0 to . near . But ( ) ( ) ( ) = 0 implies ( ) ( ) = 0 near , so we have a one-to-one correspondence between and the components of { | ( ) ( ) = 0} near . If we approximate ( ) by a polynomial ( ) we would not expect to have rank − . But let ( ) = + 1 −1 + ⋯ + = ( − 1 )( − 2 ) ⋯ ( − ) where the are the eigenvalues of ( ) close to 0. Then ( ) = ( ( )) has rank − and ( ) ≈ ( ) = ( ). The coefficients are polynomially related to , set to 0 the remainder of the quotient of the characteristic polynomial of ( ) by . So at the expense of adding the auxiliary variables , we can perturb to a proper algebraic representation.
Nash's paper mentions the following questions, among others.
(1) Can every compact differentiable submanifold of ℝ be approximated by a proper algebraic representation in ℝ ? He tried proving this without success. (2) Can every compact differentiable submanifold of ℝ be approximated by a pure algebraic representation in ℝ ? He speculated that this is plausible. (3) Does every compact differentiable manifold have a pure algebraic representation in some ℝ ? He thought this was probably true. In [57] , Wallace claimed to prove conjecture 1. Unfortunately, there was a serious error (he neglected to include the real images of complex solutions in his projections). However he did prove conjecture 3 in the case where is the boundary of a compact differentiable manifold . Glue two copies of together along . By Nash, we may assume this is a component 0 of an algebraic subset of some ℝ . Let be a differentiable function which is positive on one copy of , negative on the other copy of , zero on , and positive on − 0 . Approximate by a polynomial and then ∩ −1 (0) is a pure representation of .
In [53] , Tognoli proved conjecture 3 by greatly improving on this idea of Wallace. By work of Thom and Milnor, we know that any compact differentiable manifold is cobordant to a nonsingular real algebraic set ; i.e., there is a compact differentiable manifold whose boundary is ∪ where is a pure representation of some manifold. Glue two copies of together along their boundaries. Tognoli then does a careful version of Nash to make the result a component 0 of a real algebraic set so that ⊂ is still a nonsingular algebraic set. Let be a differentiable function which is positive on one copy of , negative on the other copy of , zero on and , and positive on − 0 . Approximate by a polynomial , being careful to ensure that still vanishes on , and then ∩ −1 (0) = ′ ∪ is an algebraic set with ′ diffeomorphic to . It turns out that ′ is by itself an algebraic set and the conjecture is proven.
This method of Tognoli ends up being very useful and gives us a general rule of thumb: If a differentiable situation is cobordant to a real algebraic situation, then it can be perturbed to be real algebraic.
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Notices of the AMS only if there is a compact differentiable submanifold of ℝ ×[0, 1] whose boundary is × 0 ∪ × 1 where ⊂ ℝ is a pure representation of some manifold. The proof in [2] consists of being careful with the images of complex solutions. Nash's proof gives a nonsingular component 0 of a real algebraic set and a polynomial embedding ∶ 0 → ℝ so that ( 0 ) is a perturbation of . We alter one coordinate of to make sure that ( − 0 ) is far from ( 0 ) and also any real images of nonreal solutions of the polynomial equations of lie far from ( 0 ). Then ( 0 ) is a proper representation approximating .
Camillo De Lellis and László Székelyhidi Jr.
Nash's Work on Isometric Embeddings
Nash wrote three papers on isometric embeddings of Riemannian manifolds in Euclidean space, which are landmark papers not only for the mathematical problem they solved, but more importantly because of the impact they had on other fields, encompassing applications that go well beyond differential geometry. In these papers Nash studied the following problem:
Given a smooth compact -dimensional Riemannian manifold with metric , can we find an embedding of into some Euclidean space ℝ which preserves the metric structure? This was a fundamental issue, aimed at linking the notion of submanifolds of ℝ , and hence of classical surfaces, to the abstract concept arising from the pioneering work of Riemann and his contemporaries.
In the statement of the problem there are two complementary requirements on the map ∶ → ℝ : (i) it should be a topological embedding, that is, continuous and injective; (ii) it should be continuously differentiable and preserve the length of curves; in other words the length of any rectifiable curve ⊂ should agree with the length of its image ( ) ⊂ ℝ :
(1) ℓ( ∘ ) = ℓ( ) for all rectifiable ⊂ .
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In local coordinates the condition (ii) amounts to the following system of partial differential equations
consisting of ∶= ( + 1)/2 equations in unknowns. An important relaxation of the concept above is that of short embedding. A 1 embedding ∶ → ℝ is called short if it reduces (rather than preserving) the length of all curves, i.e. if (1) holds with ≤ replacing the equality sign. In coordinates this means that ( ⋅ ) ≤ ( ) in the sense of quadratic forms.
Nash realized that given a smooth embedding ∶ → ℝ , which is not necessarily isometric but it is short, one may try to solve (2) via local perturbations which are small in 0 , because being an embedding is a stable property with respect to a large class of such perturbations (since (2) alone guarantees that the differential of has maximal rank, i.e. that is an immersion). Let us assume for simplicity that ∈ ∞ . The three main theorems concerning the solvability of the system of partial differential equations (2) constant. Thus, (A), (B) and (C) are not merely existence theorems: they show that the set of solutions is huge (essentially 0 -dense). Naively, this type of flexibility could be expected for high codimension as in (B) and (C), since then there are many more unknowns than equations in (2). Statement (A) on the other hand is rather striking, not just because the problem is formally over-determined in dimension ≥ 3, but also when compared to the classical rigidity result concerning the Weyl problem: if ( 2 , ) is a compact Riemannian surface with positive Gauss curvature and ∈ 2 is an isometric immersion into ℝ 3 , then is uniquely determined up to a rigid motion [11, 24] . Notice on the other hand that if is required merely to be Lipschitz, then condition (ii) still makes sense in the form (1) and it is not difficult to construct a large class of non-equivalent isometric embeddings of any (orientable) surface in ℝ 3 : just think of crumpling paper! The results (A) and (B)-(C) rely on two, rather different, iterative constructions, devised by Nash to solve the underlying set of equations (2). In order to explain the basic idea, let us write (2) in short-hand notation as
Assuming that we have an approximation , i.e. such that ∶= ‖ ⋅ − ‖ 0 is small, we wish to add a perturbation so that +1 ∶= + is a better approximation. The quadratic structure of the problem yields the following equation for :
A basic geometric insight in both constructions is that, assuming is a short embedding, the perturbation should increase lengths and thus it makes sense to choose normal to the image ( This can be reduced to an algebraic system for by using ⋅ = 0 and ⋅ = − 2 ⋅ . The central analytic difficulty in carrying out the iteration is that, by solving the corresponding algebraic system, estimates on will depend on estimates of 2 -the mathematical literature refers to this phenomenon as loss of derivative and Nash dealt with this by introducing an additional regularization step.
The latter obviously perturbs the estimates on how small +1 − is. However, Nash's key realization is that Newton-type iterations converge so fast that such loss in the regularization step does not prevent the convergence of the scheme. Regularizations are obviously easier in the ∞ category, where for instance standard convolutions with compactly supported mollifiers are available. It is thus not surprising that the real analytic case requires a subtler argument and this is the reason why Nash dealt with it much later in the subsequent paper [43].
Nash's scheme has numerous applications in a wide range of problems in partial differential equations where a purely functional-analytic implicit function theorem fails. The first author to put Nash's ideas in the framework of an abstract implicit function theorem was J. Schwartz, cf. [51] . However the method became known as the Nash-Moser iteration shortly after Moser succeeded in developing a general framework going beyond an implicit function theorem, which he applied to a variety of problems in his fundamental papers [32] , [33] , in particular to the celebrated KAM theory. Several subsequent authors generalized these ideas and a thorough mathematical theory has been developed by Hamilton [23] , who defined the categories of "tame Fréchet spaces" and "tame nonlinear maps."
It is rather interesting to notice that in fact neither the results in (B) nor those in (C) ultimately really needthe Nash-Moser hard implicit function theorem. In fact in case (B) Günther has shown that the perturbation can be generated inverting a suitable elliptic operator and thus appealing to standard contraction arguments in Banach spaces. Case (C) can instead be reduced to the local solvability of (2) in the real analytic case (already known in the thirties, cf.
[25], [9] ); such reduction uses another idea of Nash on approximate decompositions of the metric (compare to the decomposition in primitive metrics explained below).
Contrary to the iteration outlined above to handle the results in (B) and (C), in the construction used for (A) and have different orders of magnitude. More
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then the linear term is ( −1 ) whereas the quadratic term is (1). For the sake of our discussion, assume for the moment the following: (*) can be chosen with oscillatory structure (4) in such a way that ⋅ ∼ − ⋅ . Then the amplitude of the perturbation will be ‖ ‖ 0 ∼ ‖ − ⋅ ‖ 1/2 0 whereas the new error will be +1 = ( −1 ). Since
the 1 convergence of the sequence is guaranteed when ∑ √ < ∞, which is easily achieved by choosing a sequence which blows up sufficiently rapidly. Furthermore, ‖ +1 − ‖ 0 = ( −1 ), so that topological properties of the map (e.g. being an embedding) will be easily preserved. On the other hand it is equally clear that in this way ‖ ‖ 2 → ∞, so that the final embedding will be 1 but not 2 .
Nirenberg did not hesitate to use the word 'genius'.
It should be added that in fact it is not possible to achieve (*) as stated above: it is easy to check that a single oscillatory perturbation of the type (4) adds a rank-1 tensor to ⋅ , modulo terms of order ( −1 ). Nash overcame this difficulty by decomposing − ⋅ as a sum of finitely many (symmetric and positive semidefinite) rank-1 tensors, which nowadays are called primitive metrics: the actual iterative step from to +1 consists then in the (serial) addition of finitely many oscillatory perturbations of type (4).
Nash's iteration served as a prototype for a technique developed by Gromov, called convex integration, which unraveled the connection between the Nash-Kuiper theorem and several other counterintuitive constructions in geometry, cf. [19] . In recent decades this technique has been applied to show similar phenomena (called ℎ-principle statements) in many other geometric contexts. More recently, Müller and Šverak [34] discovered that a suitable modification of Gromov's ideas provides a further link between the geometric instances of the ℎ-principle and several theorems with the same flavor proved in the 1980s and in the 1990s in partial differential equations. This point of view can be used to explain the existence of solutions to the Euler equations that do not preserve the kinetic energy, cf. [15] . Although the latter phenomenon was discovered only rather recently in the mathematical literature by Scheffer [50] , in the theory of turbulence it was predicted already in 1949 by a famous paper of Onsager, cf. [47] . Mil Even nowadays the Nash-Kuiper theorem defies the intuition of most scholars. In spite of the fact that Nash's iteration is constructive and indeed rather explicit, its Photo: Eirik Furu Baardsen.
Nash at the Abel Lectures. Courtesy of the University of Oslo.
numerical implementation has been attempted only in the last few years. After overcoming several hard computational problems, a team of French mathematicians have been able to produce its first computer-generated illustrations, cf. [7] .
Cedric Villani
On Nash's Regularity Theory for Parabolic Equations in Divergence Form
In the fall of 1958 the American Journal of Mathematics published what may possibly be, to this date, the most famous article in its long history: Continuity of solutions of elliptic and parabolic equations, by John Nash. At twentyfour pages, this is a quite short paper by modern standards in partial differential equations; but it was solving a major open problem in the field, and was immediately considered by experts (Carleson, Nirenberg, Hörmander, to name just a few) as an extraordinary achievement. Nirenberg did not hesitate to use the word "genius" to comment on the paper; as for me, let me say that I remember very well the emotion and marvel which I felt at studying it, nearly forty years after its writing.
Here is one form of the main result in Nash's manuscript. The two key features in the assumptions of this theorem are that (a) no regularity assumption of any kind is made on the diffusion matrix: the coefficients should just be measurable, and this is in contrast with the older classical regularity theories for parabolic equations, which required at least Hölder continuity of the coefficients;
(b) Equation (1) is in divergence form; actually, equations in nondivergence form would later be the object of a quite different theory pioneered by Krylov and Safonov.
The fact that the equation is of parabolic nature, on the other hand, is not so rigid: elliptic equations can be considered just the same, as a particular, stationary, case. Also, this theorem can be localized by classical means and considered in the geometric setting of a Riemannian manifold.
The absence of regularity assumptions on the diffusion matrix makes it possible to use this theorem to study nonlinear diffusion equations with a nonlinear dependence between the diffusion matrix and the solution itself. In this spirit, Nash hoped that these new estimates would be useful in fluid mechanics. Still, the first notable use of this theorem was the solution of Hilbert's nineteenth problem on the analyticity of minimizers of functionals with analytic integrand. Namely, consider a nonnegative minimizer for ∫ (∇ ( )) , with a uniformly convex analytic : is analytic too? Classical calculus of variations shows that 1, solutions are analytic; then Nash's estimate completes the proof by establishing the Hölder-continuity of ∇ . Indeed, if is a minimizer, then for any index , = solves the divergence form linear elliptic Euler-Lagrange equation ∑ ( ) = 0, where = 2 (∇ ) is uniformly elliptic (this requires a few clever manipulations of mixed derivatives). Note that in this case, when we apply the theorem, absolutely nothing is known on the regularity of , which directly depends on the unknown function .
Still, it is not only its contents, and this foray into Hilbert's problem, that would make this paper unique, but also the amazing set of circumstances and human passion surrounding it.
First, although a complete outsider in the field, Nash had managed to solve in just a few months the problem, which had been submitted to him by Nirenberg.
Then it was discovered by accident that De Giorgifuture icon, but completely unknown at the time-had just published an alternative solution [14] , in the form of an even shorter article in a journal that was obscure (at least in comparison with the AJM). For decades to come, the coincidence of the solutions of Nash and De Giorgi would be regarded by all analysts as the example par excellence of simultaneous discovery.
As for his own paper, Nash, amazingly, withdrew it immediately upon its acceptance by Acta Mathematica, where the referee was none other than Hörmander; and he resubmitted it to the AJM, in an unsuccessful hope of winning the 1959 Bôcher Prize. Just a few months later, Nash's health would deteriorate to a point that would (among other much more tragical consequences) stop his scientific career for many years, leaving him only a couple of later opportunities for additional contributions.
In spite of all this, when I read the detailed account by Nasar [44, Chapters 30-31] or when I had the opportunity to discuss with a prime witness like Nirenberg, what most fascinated me was the genesis of the paper. (How I would have loved that the movie A Beautiful Mind pay proper tribute to this truly inspiring adventure, rather than choosing to forget the science and focus on the illness with such heavy pathos.)
In order to get to his goal, Nash had not developed his own tools, but rather orchestrated fragmented efforts from his best fellow analysts, combining his own intuition with the skills of specialists. A typical example is Nash's interpolation inequality
As Nash acknowledged in the manuscript, this inequality was actually proven, on his request, by Stein; but it was Nash who understood the crucial role that it could play in the regularity theory of diffusion processes, and which has been later explored in great generality.
One should praise Nash's informal style, intended to convey not only the proof, but also the ideas underlying it.
Another example is the jaw-dropping use of Boltzmann's entropy, = − ∫ log , completely out of context. Entropy became famous as a notion of disorder or information, mainly in statistical physics; but it certainly had nothing to do with a regularity issue. Still, Nash brilliantly used the entropy to measure the spreading of a distribution, and related this spreading to the smoothing. Again, the tool was borrowed from somebody else: I learnt from Carleson that it was him who initiated Nash to the notion of entropy. This was the start of a long tradition of using nonlinear integral functionals of the solution as an approach to regularity bounds.
The next thing that one should praise is Nash's informal style, all intended to convey not only the proof, but also the ideas underlying it -or "powerful."
But then, it is also the construction of the proof which is a work of art. Nash uses a rather visual strategy, inspired by physics: think of the solution as the spreading of some quantity of heat, But then, it is also the construction of the proof which
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Notices of the AMS and be interested in the contribution of an initial point source of heat; displacement of "sources of heat" will imply strict positivity, which in turn will imply overlapping of nearby contributions, which in turn will imply the continuity. He also uses fine tactics, in particular to find dynamical relations between appropriate "summary" quantities. As a typical start: Nash shows how the 2 norm of the solution has to decrease immediately, which implies an unconditional bound on the maximum temperature, which in turn implies a lower bound on the entropy. Then he shows that entropy goes with spreading (high entropy implies spreading; but through diffusion, spreading increases entropy). These ideas have been quite influential, and can be found again, for instance, in the beautiful work [10] by Carlen and Loss on the 2-dimensional incompressible Navier-Stokes equation.
Various authors rewrote, simplified and pushed further the De Giorgi-Nash theory. The two most important contributors were Moser [31] and Aronson [3] . Moser introduced the versatile Moser iteration, based on the study of the time-evolution of successive powers, which simplifies the proof and avoids the explicit use of the entropy. , where only depends on , and the ellipticity bounds. As for Aronson, he established a Gaussian-type bound on the associated heat kernel: ( , ) is bounded from above and below by functions of the form
These three results-the Hölder continuity, the MoserHarnack inequality, and the Gaussian type bounds-are all connected and in some sense equivalent. Fine expositions of this can be found in Bass [5] (Chapter 7), [6] , and Fabes & Stroock [16] . They have also been extended to nonsmooth geometries. Actually, these techniques have been so successful that some elements of proof now look so familiar even when we are not aware of it! To conclude this exposition, following Fabes & Stroock, here is a brief sketch of the proof of Aronson's upper bound, using Nash's original strategy. By density, we may pretend that is smooth, so it is really about an a priori estimate. First fix ∈ (1, ∞) and consider the timeevolution of the power of the solution: the divergence assumption leads to a neat dissipation formula, for some = ( ) > 0. This relates the evolution of the norm and the evolution of the /2 norm; it implies a bound for ‖ ‖ in terms of and ‖ ‖ /2 , which can be made explicit after some work. Iterating this bound up to infinity, we may obtain an estimate on ‖ ‖ as → ∞, and eventually to ‖ ‖ ∞ : writing 0 = (0, ⋅ ) we have ‖ ‖ ∞ ≤ /4 ‖ 0 ‖ 2 .
Combining this with the dual inequality ‖ ‖ 2 ≤ /4 ‖ 0 ‖ 1 (which can also be proven from Nash's inequality), we obtain ‖ ‖ ∞ ≤ /2 ‖ 0 ‖ 1 .
This is the sharp
∞ estimate in short time. Now do all the analysis again with replaced by − ⋅ , for some ∈ ℝ . Error terms will arise in the differential equations, leading to Iteration and the study of these ordinary differential inequalities will lead to a similar bound on − ⋅ as on ; after some optimization this will imply the Gaussian bound.
As can be seen, the method is elementary, but beautifully arranged, and obviously flexible. Whether in the original version, or in the modern rewritings, Nash's proof is a gem; or, to use the expression of Newton, a beautiful pebble.
At left: An excerpt from a six-page letter Nash wrote to the NSA describing a conjecture that captures the transformation to modern cryptography, which occurred two decades after he wrote this letter. At right: Diagrams Nash drew, as part of another multi-page letter to the NSA, describing an enciphering machine he invented. Both formerly classified letters are now available in full at https://www.nsa.gov/public_info/_files/ nash_letters/nash_letters1.pdf.
Above are excerpts from two Nash letters that the National Security Agency (NSA) declassified and made public in 2012. In these extraordinary letters sent to the agency in 1955, Nash anticipated ideas that now pervade modern cryptography and that led to the new field of complexity theory. (In the obituary for Nash that appears in this issue of the Notices, page 492, John Milnor devotes a paragraph to these letters.) Nash proposed to the NSA the idea of using computational difficulty as a basis for cryptography. He conjectured that some encryption schemes are essentially unbreakable because breaking them would be computationally too difficult. He cannot prove this conjecture, he wrote, nor does he expect it to be proved, "[but] that does not destroy its significance." As Noam Nisan wrote in a February 2012 entry in the blog Turing's Invisible Hand (https://agtb.wordpress.com), " [T] his is exactly the transformation to modern cryptography made two decades later by the rest of the world (at least publicly…)." Nash also discussed in the letters the distinction between polynomial time and exponential time computations, which is the basis for complexity theory. "It is hard not to compare this letter to Gödel's famous 1956 letter to von Neumann also anticipating complexity theory (but not cryptography)," Nisan writes. "That both Nash and Gödel passed through Princeton may imply that these ideas were somehow 'in the air' there."
The handwriting and the style of Nash's letters convey a forceful personality. One can imagine that the letters might not have been taken seriously at first by the NSA. "I hope my handwriting, etc. do not give the impression that I am just a crank or a circle-squarer," Nash wrote, noting that he was an assistant professor at the Massachusetts Institute of Technology.
After receiving a reply from the NSA, Nash sent another letter describing a specific "enciphering-deciphering machine" he had developed while at the RAND Corporation. At the Eurocrypt 2012 conference, Ron Rivest and Adi Shamir presented an analysis of the actual security level of Nash's proposed machine and found it was not as strong as Nash had thought (www.iacr.org/conferences/eurocrypt2012/Rump/nash.pdf). Their conclusion: "John Nash foresaw in 1955 many theoretical developments which would appear in complexity theory and cryptography decades later. However, he was a much better game theorist than a cryptographer…".
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