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In this study, nature inspired algorithms e the Differential Evolution (DE) and the Simulated Annealing
(SA) e are utilized to seek a global optimum solution for ball bearings link system assembly weight with
constraints and mixed design variables. The Genetic Algorithm (GA) and the Evolution Strategy (ES) will
be a reference for the examination and validation of the DE and the SA. The main purpose is to minimize
the weight of an assembly system composed of a shaft and two ball bearings. Ball bearings link system is
used extensively in many machinery applications. Among mechanical systems, designers pay great
attention to the ball bearings link system because of its signiﬁcant industrial importance. The problem is
complex and a time consuming process due to mixed design variables and inequality constraints
imposed on the objective function. The results showed that the DE and the SA performed and obtained
convergence reliability on the global optimum solution. So the contribution of the DE and the SA
application to the mechanical system design can be very useful in many real-world mechanical system
design problems. Beside, the comparison conﬁrms the effectiveness and the superiority of the DE over
the others algorithms e the SA, the GA, and the ES e in terms of solution quality. The ball bearings link
system assembly weight of 634,099 gr was obtained using the DE while 671,616 gr, 728213.8 gr, and
729445.5 gr were obtained using the SA, the ES, and the GA respectively.
Copyright  2014, Karabuk University. Production and hosting by Elsevier B.V. All rights reserved.1. Introduction
Mechanical system design problems are complex activity in
which computing capabilities are more and more required. Most
mechanical systems are essential to modern development pro-
cesses, where the efﬁcient optimization methods are used for
ever-increasing demands for high quality, low cost, and compact
size. Developments in computer technology have proved to be a
great chance to the world of mechanical systems design optimi-
zation. Any efﬁcient optimization algorithm explores to investigate
new and unknown areas in search space and exploit to make use
of knowledge found at point previously visited to help ﬁnd better
solution point. Nature inspired algorithms can provide a remark-
able balance between exploration and exploitation of the search
space. Most of real world engineering problems characteristics are
mixed discrete, integer, and continuous variables. It is required to
satisfy a set of inequality and equality constraints imposed on theitsaruhan@hotmail.com.
ity.
duction and hosting by Elsevier Bproblems. Gradient based optimization methods are not suitable
to be used in such problems. Although there are many studies
such as [15,16] on optimizing mechanical system design problems,
there are a few studies reported in the literature using discrete
design variables whose values may be taken in normalized tables.
Some considerable study on using discrete design variables ref-
erences [7,19,20] can be cited. From this point of view, this study
provides use of Differential Evolution (DE) and Simulated
Annealing (SA) to seek a global optimum solution to problem in
hand. The problem contains non-linear equations, equality con-
straints and mixed variables. Also there are independent discrete
parameters taken from standardized tables. The DE and the SA
imitate optimization processes found in nature. The DE is a pop-
ulation based direct search method that utilizes a set of parameter
vectors that interact in a way that is inspired by the evolution of
living species [13]. The DE is motivated by genetic annealing [5].
The SA algorithm imitates the process of annealing in metals as
they cool from liquid to solid states. These algorithms both employ
the generation of random numbers when they search for the op-
timum solution. They do not require the evaluation of gradients of
the objective function..V. All rights reserved.
Fig. 1. The DE mutation and crossover schema in 2-D search space.
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In this section of the paper, the fundamental intuition of the SA
and the DE and how they process are given. The SAwas proposed by
Kirkpatrick et al. [8] to deal with complex non-linear problems. It
showed the analogy between simulating the annealing of solid as
proposed by Metropolis et al. [9]. The SA is an iterative improve-
ment algorithm for a global optimization. It is inspired from ther-
modynamic to simulate the physical process of annealing of molten
metals [2,10]. The method attempts to model the behavior of atoms
in the mechanical procedure of annealing of metals. It obtains the
minimum value of energy by simulating annealing which is a
process employed to obtain a perfect crystal by gradual cooling of
molten metals [11] in order to keep the system of melt in a ther-
modynamic equilibrium at given temperature. Thus, it exploits an
analogy between the way in which a metal cools and freezes into a
minimum energy crystalline structure. At high temperature, the
atoms in the molten metal can move freely with respect to each
other as the cooling proceeds, the atoms of metal become more
ordered and the system naturally converges towards a state of
minimal energy. This formation of crystal mostly depends on the
cooling rate. If the metal is cooled at very fast rate, the atoms will
form an irregular structure and the crystalline state may not be
achieved. The SA makes use of the algorithm [9] which provides an
efﬁcient simulation according to a probabilistic criterion stated as:
PðDEÞ ¼
 1; if DE < 0
eðDE=TkÞ; otherwise (1)
Thus, if DE < 0, the probability, P, is one and the change - the
new point- is accepted. Otherwise, the modiﬁcation is accepted at
some ﬁnite probability. Each set of points of all atoms of a system is
scaled by its Boltzmann probability factor e(DE/Tk) where DE is the
change in the energy value from one point to the next, k is the
Boltzmann’s constant and T is the current temperature as a control
parameter. The general procedure for employing the SA as follows;
Step 1: Start with a random initial solution, x, and an initial tem-
perature, T, which should be high enough to allow all candidate
solutions to be accepted and evaluate the objective function. Step 2:
Set i¼ iþ 1 and generate new solution ðxnewi ¼ xi þ rSLiÞwhere r is
random number and SLi at each move should be decreased with the
reduction of temperature. EvaluateFnewi ¼ Fðxnewi Þ. Step 3: Choose
accept or reject themove. The probability of acceptance (depending
on the current temperature) if Fnewi < Fi1, go to Step 5, else accept
Fi as the new solution with probability e(DE/T), where DE ¼ Fnewi 
Fi1 and go to Step 4. Step 4: If Fi was rejected in Step 3, set
Fnewi  Fi1. Go to Step 5. Step 5: If satisﬁed with the current
objective function value, Fi, stop. Otherwise, adjust the temperature
(Tnew ¼ TrT) where rT is temperature reduction rate called cooling
schedule and go to Step 2. The process is done until freezing point is
reached. The major advantages of the SA are an ability to avoid
becoming trapped in local optimum and dealing with highly
nonlinear problem with many constraints.
The DE is an evolutionary optimization algorithm proposed by
Storm and Price [17]. It has been successfully applied to wide range
of engineering design problems. The DE is a population based direct
search method that utilizes a set of parameter vectors that interact
in a way that is inspired by the evolution of living species [13]. The
population based search algorithms are becoming increasingly
popular for solving highly nonlinear, complex, and constrained
optimization problems. A number of parameters include the pop-
ulation size, step size parameter, and crossover rate play a key role
for convergence of the DE. The DE algorithm is robust and well
suited to handle non-differentiable functions. The DE algorithm
works as follows: It starts with initial population generatedrandomly. For creating next generation, the population is then
evolved by evolutionary operators including mutation, crossover,
and selection, special kind of differential operators that differ from
classical mutation and crossover of the Genetic Algorithm (GA). The
role of the operators is to ensure better solutions from good ones
(exploitation) and to cover sufﬁciently the solution space for
discovering the global optimum (exploration) [14]. The mutation
operator applies the vector differentials between the existing
population members of determining both the degree and direction
of perturbation applied to the individual [4]. This self-referential
mutation operator allows a gradual exploration of the search
space [18]. A mutation process begins by randomly selecting three
individuals in the population to form a triplet [4]. The general
procedure for employing the DE as follows; Step 1: Uniformly
initialize the population of individuals with random positions in
the search space and evaluate the objective values of all individuals
in the population. The initial population is set as;
xi;jð0Þ ¼ xLj þ randð0;1Þ

xUj  xLj

(2)
where i indicate design variable, j indicate the population member,
rand(0,1) is a uniformly distributed random number lying between
0 and 1. U and L are the upper and lower limits of each design
variable respectively. Step 2: Create the trial vector for each indi-
vidual using mutation and crossover operators. Fig. 1 gives the DE
mutation and crossover schema in 2-D search space. xi,G (i ¼ 1, 2,
3,.NP) is target vector where NP is population size, i indexes the
population, and G is the generation to which the population be-
longs. For each individual, three different individuals; one base
vector,xr1,G, and others randomly selected vectors xr2,G and xr3,G are
chosen from the current population. Next, a differential variation
vector is generated by subtracting vector xr3,G fromvectorxr2,G. Then
a mutation scale factors, F, is multiplied with difference term and
added to the third term xr1,G to form a mutant vector, vi,G. Following
mutation process, crossover operator takes place. The crossover
operators mixes the target vector xi,G of the current generation and
mutant vector vi,G to form a trial vector ui,Gþ1.
vi;G ¼ xr1;G þ F

xr2;G  xr3;G

(3)
ui;Gþ1 ¼

vi;G if rand

0;1
  CF
xi;Gþ1 else
(4)
Table 1
Parameters choice of the two ball bearing system.
Ri, Rj di (mm) Di (mm) bi (mm) Ci (N) mi (gr)
1 30 42 7 4490 27
2 30 47 9 7280 51
3 30 55 9 11,200 85
4 30 55 13 13,300 120
5 30 62 16 19,500 200
6 30 72 19 28,100 350
7 30 90 23 43,600 740
8 35 47 7 4750 30
9 35 55 10 9560 80
10 35 62 9 12,400 110
11 35 62 14 15,900 160
12 35 72 17 25,500 290
13 35 80 21 33,200 460
14 35 100 25 55,300 950
15 40 52 7 4940 34
16 40 62 12 13,800 120
17 40 68 9 13,300 130
18 40 68 15 1600 190
19 40 80 18 30,700 370
20 40 90 23 41,000 630
21 40 110 27 63,700 1250
22 45 58 7 6050 40
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different integer. F is a real and constant mutation factor which
controls the application of the differential variation (xr2,G xr3,G). CF
is another control parameter called crossover factor lies in the
range of 0.0e1.0. F and CF affect the robustness of search process.
The robustness of the process guarantees a high probability of
getting the optimum result. Typical value of F is in the range of 0.4e
1.0 [1]. Thus, the mutation factor scales the difference of any two of
the three vectors. Step 3: Evaluate the objective values of all points
in the trial vector. Step 4: Select the better vector from the
competitor using selection operator. The selection operator is used
to determine which one of the individual will survive for the next
generation. The objective function value of each trial vector, F(ui(t)),
is composed to that of its corresponding target vector, F(xi(t)), in the
current population. The selection operator process can be
expressed as:
xiðt þ 1Þ ¼

uiðtÞ if FðuiðtÞÞ  FðxiðtÞÞ
xiðtÞ if FðuiðtÞÞ > FðxiðtÞÞ (5)
Step 5: If satisﬁed with current objective value stop. Otherwise
go back to Step 2.23 45 68 12 14,000 140
24 45 75 10 15,600 170
25 45 75 16 20,800 250
26 45 85 19 33,200 410
27 45 100 25 52,700 830
28 45 120 29 76,100 15503. Problem statement
The design optimization of a ball bearing pivot link, using Ge-
netic Algorithm (GA) and Evolution Strategy (ES), which is per-
formed in the study by Moreau and Lafon [12]; will be a reference
for the examination and validation of the DE and the SA performed
in this study. Fig. 2 shows the ball bearing pivot link system which
was taken partially from Ref. [12]. It is desired to size the lengths x1
and x2 and the two ball bearings Ri (numbered 1) and Rj (numbered
2) for minimizing the weight of the assembly system composed of a
shaft and two ball bearings.
Table 1 gives the constant parameters which are deﬁning and
selecting choice of the problem at hand. Ri and Rj represent the
selection choice of the two ball bearings. This selection of the ball
bearings having a diameter of 30 mm to45 mm, from 1 to 28 in the
same order as standardized table. The constant parameters which
deﬁne the problem are do ¼ 28 mm, d5 ¼ 28 mm, bo ¼ 30 mm,
b3 ¼ 6 mm, and mass r ¼ 7800 kg/m3.
For the formulation of the problem in hand, the list of functional
relations and conditions to describe the behavior of the linkage
system are given as geometrical conditions, stress conditions on theFig. 2. Ball bearing pshaft, and conditions on the bearing life span. The formulations are
simpliﬁed in order to deal with numerical structure of the problem.
The formulations of the problem are given in the following:
F

x1; x2;Ri;Rj
 ¼ m1 þm2 þ rp4
h
0:5

d21ðb1  boÞ
 ðd2 þ 2ððd4  d2Þ=2ÞÞ2ðb1 þ b2Þ
i
þ r p
4
h
ðd1 þ 2ððd3  d4Þ=2ÞÞ2b3 þ d22L2 þ x1d21
þ d22ðx2  b3Þ
i
(6)
Subject toivot link system.
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g1

x1; x2;Ri;Rj
 ¼ 0:5b1  x1 þ ð0:5bo þ 8Þ  0 (9)
g2

x1; x2;Ri;Rj
 ¼ 0:5b1 þ 0:5b2  x2 þ 13  0 (10)
g3

x1; x2;Ri;Rj
 ¼ D2  D1  0 (11)
g4

x1; x2;Ri;Rj
 ¼ do  d1  0 (12)
g5

x1; x2;Ri;Rj
 ¼ d5  d2  0 (13)
g6

x1; x2;Ri;Rj
 ¼ D1  100  0 (14)
g7

x1; x2;Ri;Rj
 ¼ x2 þ x1 þ 0:5b2  177  0 (15)
g8

x1; x2;Ri;Rj
 ¼ ð615:51x1 þ 3930Þ1=3  d1  0 (16)
g9

x1; x2;Ri;Rj
 ¼ 29216

1þ x1
x2

 C1  0 (17)
g10

x1; x2;Ri;Rj
 ¼ 29216

x1
x2

 C2  0 (18)
Handling of constraints is an important issue when solving
complex real world problems. In this study, penalty function is used
to improve convergence of the algorithm performance. In case of
any violation of a constraint boundary, the ﬁtness of corresponding
solution is penalized by penalty function, PF, and thus kept within
feasible regions of the design space by increasing the value of the
objective function. A unique static penalty function developed by
Homaifar et al. [6] is used with multiple violation levels set for each
constraint in order to maintain a feasible solution. Each constraintFig. 3. The plot of the design objective function and constraints with global optimum
solution point.is deﬁned by the relative degree of constraint penalty coefﬁcient, rj,
for the j-th constraints have to be judiciously selected.
PF ¼
XNC
j¼1
rj

max
h
0; gj
i2
NC is number of constraints
(19)
4. Employing the algorithms
In the optimization problem in hand, the design variables vec-
tors,x1 and x2, Ri, and Rj, represent a solution that minimizes the
objective function for weight of the assembly system. By employing
the SA, a random initial point is selected at high temperature and a
series of moves are made according to deﬁned annealing schedule.
The change in the objective function values,DE, is computed at each
move. A new solution is generated in the neighborhood of the
current conﬁguration in each of iteration. This new solution is
automatically accepted with probability of 1, if it results in
decreased objective function value. Otherwise, if the new solution
is increased the objective function value, the acceptance is given
with a small probability, e(DE/Tk), where T is the current tempera-
ture and k is Boltzmann’s constant. The probability expression
suggests that if the temperature of the system is large, the proba-
bility of accepting the solution increases. Otherwise, if T is low, the
probability of accepting solution decreases. Therefore, the tem-
perature needs to be high at the beginning. As the iteration pro-
ceeds, the temperature is gradually decreased until the stopping
condition is met. There are many ways to determine when to stop
running the algorithm: One is the temperature when reduced to a
threshold. Another is to reach a pre-speciﬁed number of temper-
ature transitions. All the generating and acceptance depend on the
temperature. The global optimum point can be converged by
carefully controlling the rate of cooling of the temperature. The
important setting parameters of the SA for this study are chosen as
follows: Initial temperature T¼ 10,000, temperature reduction rate
rT ¼ 0.6, and number of iterations performed at a particular tem-
perature n ¼ 5.
By employing the DE, the DE has several variant versions: DE/
rand/1/bin, DE/best/1/bin, DE/rand/1/exp, DE/best/1/exp, DE/rand/
2/bin, DE/best/2/bin, DE/rand/2/exp, DE/best/2/bin, DE/
randtobest/1/bin, DE/randtpbest/1/exp which are in general
form DE/x/y/zwhere DE stands for the DE, x is a string denoting the
vector to be perturbed, y is the number of difference vectors
considered for perturbation of x, z is for the type of crossover used
(exp: exponential; bin: binomial) [3].The version used in this study
is the DE/rad/1/bin which appears to be the most frequently used
variant. Thus, “DE” stands for differential evolution, “rand” stands
for the randomly selected individuals to compute the mutation
values, “1” is the number of pairs of chosen solutions, and “bin”
stands for binomial recombination. The DE initializes the popula-
tion by assigning values from a uniform random distribution be-
tween the upper and the lower limits of each design variable. The
population size remains the same through out the process. The
parameter vectors are modiﬁed for locating better solution in each
generation. Initial values selected for control in the DE algorithm
are: population size ¼ 100; number of generations ¼ 1000, differ-
ential evolution factor (F ¼ 0.5), crossover rate ¼ 0.9.
5. Results
In general design optimization, concerning the convergence
reliability, the algorithms should ﬁnd a design to the global
Fig. 4. The lengths x1 and x2 for the weight of the Ball bearing pivot link system versus
the design constraints by the SA.
Table 2
Comparison of the best overall solution found for assembly system by the DE, the SA,
the GA, and the ES.
DE SA GA ES
Length (mm), x1 30 30 35.5 35.5
Length (mm),x2 75 79.99 65.03 68.84
Ball bearing
numbered 1, Ri
7 7 14 14
Ball bearing
numbered 2, Rj
13 13 6 4
Weight of the
assembly (gr)
634094.0 671616.4 729445.5 728213.8
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The problem in hand is carried out for the best combination of the
design variables to ﬁnd the global optimum solution with no limits
on the execution time. The algorithms are repeated until no search
direction can be found that will improve objective functionwithout
violating the constraints. Thus, the algorithms are performed for
complete search to get the best possible solution of the design. See
Fig. 3. So, the comparison mainly focuses on the empirical solution.
Figs. 4 and 5 give plots of the design spaces for weight of assembly
systemwhen two ball bearings R7(numbered 1) and R13 (numbered
2)-obtained as optimum selection- versus design constraints, gj.
The plots show how the objective function varies for different
design variables by visualizing the design space. The optimal design
solution which satisﬁes the inequality constraints is marked on the
plots. Since the algorithms conduct a search through search space
of potential solutions to the problem, similar behavior of the al-
gorithms is observed in the case of ﬁnding the optimum solution.
Comparing the performance of the DE with the others algorithms
for the problem in hand, the DE was more effective in obtaining
better solutions, which are more stable with relatively smaller
standard deviations, and higher success rates. Also, the DE has aFig. 5. The lengths x1 and x2 for the weight of the ball bearing pivot link system versus
the design constraints by the DE.few parameters that they have a great impact on the performance
of the algorithm from aspects of optimal value and convergence
rate.
Table 2 shows a comparison of the best overall solution found
for theweight of assembly system by the DE, the SA, the GA, and the
ES. The ball bearings link system assembly weight of 634,099 gr
was obtained using the DE while 671,616 gr, 728213.8 gr, and
729445.5 gr were obtained using the SA, the ES, and the GA
respectively. It can be seen in Table 2 that the SA, the GA, and the ES
give good approximation to the global optimum but not the exact
solution. So, better convergence reliability is obtained with the DE.
The assembly weight of 634,099 gr was found for the ball bearing
numbered 1 (R7) with the length x1¼30mm, diameter d1¼30mm,
diameter D1 ¼ 90 mm, width b1 ¼ 23 mm, dynamic load capacity
C1 ¼ 43,600 N, and mass m1 ¼740 gr while the length x2 ¼ 35 mm,
diameter d2 ¼ 35 mm, diameter D2 ¼ 80 mm, width b2 ¼ 21 mm,
dynamic load capacity C2 ¼ 33,200 N, and massm2 ¼ 460 gr for the
ball bearing numbered 2 (R13).6. Conclusion
In this study, nature inspired algorithms, the Differential Eval-
uation (DE), and the Simulated Annealing (SA), are employed to
ﬁnd the minimumweight of the ball bearings link system. The ball
bearings link system is used extensively in many machinery ap-
plications. Among mechanical systems, designers pay great atten-
tion to the ball bearing link system because of its signiﬁcant
industrial importance. Nature inspired algorithms have been
implemented successfully. They are very efﬁcient and can be used
to ﬁnd out the global optimum solution with high probability. It is
observed that the DE and the SA can be easily used to handling
mixed design variables and constraints imposed on design opti-
mization of mechanical systems. The DE and the SA are population
based optimization algorithms which make them less prone to get
trapped in local optima. It can be concluded that the DE and the SA
are proven to be robust and have demonstrated their capability to
produce an efﬁcient solution to the problem. Beside, the compari-
son conﬁrms the effectiveness and the superiority of the DE over
the others algorithms in terms of solution quality.References
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