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ABSTRACT This paper proposes reduction of mul-
tiple narrow-band noise signals from radio signals. The
multiple narrow-band noise signals are suppressed one-
by-one basis by using sinusoidal signal generators and
an adaptive filter. The frequencies are estimated from
the amplitude spectrum. Based on the histogram of fre-
quency differences, low-power harmonic components can
be detected. Fine tuning on frequency is carried out by
using the averaged power pattern of three narrow-band-
filter outputs. Peak filters are introduced in order to sup-
press influence of wide-band signals. The performance
are examined by using real measured signals.
1 Introduction
Artificial satellites are one of the most important in-
frastructure for communications, transportation, navi-
gation, etc. Failures and anomalies of such satellites
might cause troubles on our daily life[1]. Analyses on
such failures and anomalies show that the reasons in-
clude space environments such as ions, electrons, plas-
mas[2].
Measurements of radio waves from space is one of the
useful tools for investigation of the space environments.
Analyses of radio waves derive information on charged
particles in the magnetosphere. Ground-based obser-
vation can continuously capture signals with high time
resolution[3]. However, recorded signals contain interfer-
ences such as narrow-band noises from power line, pulses
from GPS receiver.
This paper discusses reduction of multiple narrow-
band noise signals from radio waves. Section 2 describes
measured signals, followed by conventional methods for
narrow-band noise reduction. Section 4 proposes a noise
reduction algorithm. Experimental results with a real
data shows the performance of the proposed method.
2 Measurement Data
In this research, observations of very low frequency
(VLF) radio waves at Athabasca, Canada[3] are used.
The VLF waves have been recorded continuously for
several days with a sampling frequency of 100 kHz.
This measurement results in a large number of samples.
Therefore, efficient signal processing is necessary.
An example of the waveform is shown in Fig. 1. It con-
tains two types of interferences: impulsive and narrow-
band noise signals. Periodic impulses in Fig. 1 come
from leakage of GPS pulses. Some impulsive noise are
generated from thunder.
Figure 2 depicts the spectrogram of a noisy measured
signal. Three groups of rising-tone chorus from 2 to 3.5
kHz can be seen around 10, 30 and 50 seconds. Such













Figure 1: Waveform of noisy signal.
Input signal x2





































Figure 2: Spectrogram of noisy signal.
signals will be detected and used for further analysis.
The horizontal lines in the spectrogram correspond to
narrow-band noise signals. The main source of these
signals is AC power line, which generates multiple har-
monic components. The impulses look like vertical bars
in the spectrogram. This work concentrate on the re-
duction of the narrow-band noise signals.
3 Narrow-Band Noise Reduction
There are many methods for suppressing narrow-
band interference. Examples are adaptive notch filters
with a parametric spectral estimation[4] and frequency-
domain speech-enhancement based on spectral subtrac-
tion (SS)[5]. Frequency-domain approaches are also ap-







Figure 3: Sinusoidal noise reduction.
caused by noise removal is a drawback. Therefore, this
work uses time-domain adaptive filtering[7].
A single sinusoidal signal case is shown in Fig. 3. It
consists of two signal generators for sin and cos signals.
The amplitude and the phase are controlled by a two-tap
adaptive filters with s(n) and c(n):
dˆ(n) = s(n) sin(ωn) + c(n) cos(ωn) (1)
e(n) = e(n)− dˆ(n). (2)
Assuming the LMS (Least-Mean-Square) algorithm[7],
the coefficients are updated by
s(n+ 1) = s(n) + µe(n) sin(ωin) (3)
c(n+ 1) = c(n) + µe(n) cos(ωin) (4)
where µ is a step-size parameter which controls the con-
vergence.
A drawback of this approach would be a frequency
estimation of narrow-band signal especially for a multi-
ple unknown signal case. For such an estimation, high-
resolution estimation algorithms such as the multiple sig-
nal classification (MUSIC) algorithm[8] and Estimation
of Signal Parameters Via Rotational Invariance Tech-
niques (ESPRIT)[9] are available. In this work, a simple
FFT (Fast Fourier Transform)-based method is used be-
cause comparison of the computation time for some algo-
rithms including the MUSIC [10] shows that FFT-based
algorithm is very light-weight.
4 Proposed Method
4.1 Overview





After detecting the peaks in the frequency domain, low-
power peaks which are not detected in the previous stage
are estimated. By using a list of frequencies, the narrow-












Figure 5: Frequency interpolation.
4.2 Frequency Estimation
Although many algorithms such as MUSIC are avail-
able, an FFT-based algorithm is used for simplicity. An
averaged amplitude spectrum X(f) over multiple seg-
ments is used.
Figure 4 shows the peak-detection method. If X(f) is
a local maxima at the frequency fP , the peak amplitude
AP and the estimated background amplitude AB are
compared. These amplitude are calculated by
AP = X(fP ) (5)
AB =
X(fP − fB) +X(fP + fB)
2
. (6)
where fB is a frequency width wider than narrow-band
peaks. The peak at fP will be detected as a narrow-band
noise signal if
AP > aThAB (7)
is satisfied where aTh is a constant for amplitude ratio.
This process will be repeated over pre-defined frequency
region.
4.3 Frequency Interpolation
Sometimes, low-power narrow-band noise signals can-
not be detected. By assuming harmonic signals, low-
power peaks can be recovered. As the frequency interval,
the mode of the frequency interval between neighboring
peaks from the histogram is used. If the interval between
neighboring peaks is almost equal to the multiple of the
mode, new peaks will be inserted.
Figure 5 demonstrates a simple example. The interval




















Figure 6: Proposed noise reduction.
4.4 Noise Reduction
The block diagram of the proposed noise reduction
for one narrow-band signal is shown in Fig. 6. One
sinusoidal noise will be cancelled by
dˆi(n) = si(n) sin(ωin) + ci(n) cos(ωin) (8)
ei(n) = ei−1(n)− dˆi(n) (9)
e0(n) = x(n). (10)
This process will be repeated for all the detected sinu-
soids.
In order to suppress the influence of the wide-band
signals or the impulses, peak filters are introduced. Fig-
ure 6 shows the structure of the noise reduction system
for one narrow-band noise signals. The adaptation fil-
ter updates the filter coefficients si(n) and ci(n). The
reduction filter uses the coefficients from the adaptation
filter.
As the peak filters, 2nd-order IIR (Infinite Impulse
Response) filter defined by
H(z) =
g(1− z−2)
1− 2g cos(pif0) + (2g − 1)z−2
(11)
are used, where f0 is the normalized central frequency.












The normalized band-width parameter fW specifies the
frequency where the filter gain is −3dB smaller than the
peak.
The adaptation filter updates the filter coefficients
si(n) and ci(n)4 by using the filtered versions of the
input signals and the desired signal. The adaptation is
carried out by
dˆFi(n) = si(n) sinF (ωin) + ci(n) cosF (ωin) (14)
eFi(n) = eFi−1(n)− dˆFi(n) (15)
si(n+ 1) = si(n) + µeFi(n) sinF (ωin) (16)






















Figure 8: Principle of frequency control.
The filtered input signals sinF (ωin) and cosF (ωin) are
generated by filtering the sinusoidal functions sin(ωin)
and cos(ωin) with the IIR peak filters. Similarly, dFi(n)
is the filtered version of the error di(n).
4.5 Frequency Fine-Tuning
The frequency fi of the i-th sinusoidal signal is con-
trolled by using peak-filters and power calculators. Fig-
ure 7 shows the block diagram of the frequency con-
troller. The signal powers PP , P− and P+ of the peak
filter outputs at the frequencies fi, fi−fc and fi+fC are




< PP < P+ (18)
is satisfied as shown in Fig. 8, the frequency fi is modi-
fied by
fi = fi + fC (19)
and vice versa. As the peak filters, 2nd-order IIR filters
in (11) are used.
(20)
5 Experimental Results
The performance of the proposed method has been
examined by using measured signal shown in Figs. 1
and 2. For frequency estimation, 16,384-point FFT and
averaging over 20 frames are used. The power-ratio pa-
rameter aTh is chosen as 1.8 by experiments. Figure
9 shows the averaged amplitude spectrum of noisy sig-
nal with detected peaks marked by red asterisks. The
proposed peak detection algorithm cannot detect small
peaks around 2kHz and 3kHz because their amplitude
are not so higher than other signals.
The detected peaks after the interpolation stage are
shown by Fig. 9. The small peaks around 2kHz and
3kHz are successfully detected.


















Figure 9: Detected narrow-band noises.


















Figure 10: Narrow-band noises after interpolation.
Figure 11 depicts estimated frequency for 6-th sinu-
soid. Two horizontal lines correspond to frequencies by
the FFT. The frequency-control step-size fC is chosen
as 0.01 ∗ fS/NFFT where fS is the sampling frequency
(100kHz), NFFT is the FFT windows size (16,384). The
narrow-band noise detection and their frequency estima-
tion requires almost three seconds of the input signal.
The fine tuning starts just after detection stage. The
estimated frequency converges at 8 seconds. After con-
vergence, a long-term variations can be seen.
The noise-reduced waveform and its spectrogram are
shown by Figs. 12 and 13, respectively. The adaptation
step-size µ is 0.001. Almost all narrow-band noise sig-
nals are successfully suppressed. No distortion can be
found. Figure 14 demonstrates the effect of the interpo-
lation stage. Comparing Figs. 13 and 14 clearly shows
cancellation of narrow-band noise signals at 2kHz and
3kHz.
Figure 15 shows the spectrogram by the standard si-
nusoidal signal cancellation shown by Fig. 3 Multiple
horizontal lines can be seen. The standard canceller fails
to suppress some narrow-band noise signals.

















Figure 11: Estimated frequency.













Figure 12: Power spectrum of output signal.
The main reason of such residual noises can be exam-
ined by introducing the frequency fine-tuning. The spec-
trogram by the standard cancellers with the frequency
fine-tuning is shown in Fig. 16. The step-size µ is 0.0001,
which is ten-times smaller than the proposed method.
By using the frequency fine-tuning, the cancellation per-
formance is greatly improved. Although noises can be
suppressed with µ = 0.001, the degradation of the signal
quality by over-cancellation are seen.
The effect of the peak filters can be examined by com-
paring Figs. 13 and 16. Although the difference is not
so large, some over-cancellation at the impulsive noise
(vertical bars) can be found in Fig. 16 without the peak
filters. Another benefit of the peak filters is easier step-
seize selection than that without the peak filters. By
using the peak filters, a larger step-size can be used with-
out spectrum degradation. Even the step-size of µ = 0.2
results in a similar quality as shown in Fig. 16.
6 Conclusions
A method for the reduction of multiple narrow-band
signals has been proposed. It consists of frequency es-
timation, frequency interpolation, and reduction stages.
Output signal y2





































Figure 13: Power spectrum of output signal.
Output signal y2





































Figure 14: Power spectrum without interpolation.
Low-power harmonic components can be detected by the
frequency-interpolation stage. Fine tuning of the esti-
mated frequency within the reduction stage improves the
reduction performance. The introduction of the peak fil-
ters improves output signal quality and also makes step-
size selection easier.
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Figure 15: Power spectrum by standard canceller.
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Figure 16: Power spectrum without peak filters.
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