[1] Sunlit and shaded leaf separation proposed by Norman (1982) is an effective way to upscale from leaf to canopy in modeling vegetation photosynthesis. The Boreal Ecosystem Productivity Simulator (BEPS) makes use of this methodology, and has been shown to be reliable in modeling the gross primary productivity (GPP) derived from CO 2 flux and tree ring measurements. In this study, we use BEPS to investigate the effect of canopy architecture on the global distribution of GPP. For this purpose, we use not only leaf area index (LAI) but also the first ever global map of the foliage clumping index derived from the multiangle satellite sensor POLDER at 6 km resolution. The clumping index, which characterizes the degree of the deviation of 3-dimensional leaf spatial distributions from the random case, is used to separate sunlit and shaded LAI values for a given LAI. Our model results show that global GPP in 2003 was 132 AE 22 Pg C. Relative to this baseline case, our results also show: (1) global GPP is overestimated by 12% when accurate LAI is available but clumping is ignored, and (2) global GPP is underestimated by 9% when the effective LAI is available and clumping is ignored. The clumping effects in both cases are statistically significant (p < 0.001). The effective LAI is often derived from remote sensing by inverting the measured canopy gap fraction to LAI without considering the clumping. Global GPP would therefore be generally underestimated when remotely sensed LAI (actually effective LAI by our definition) is used. This is due to the underestimation of the shaded LAI and therefore the contribution of shaded leaves to GPP. We found that shaded leaves contribute 50%, 38%, 37%, 39%, 26%, 29% and 21% to the total GPP for broadleaf evergreen forest, broadleaf deciduous forest, evergreen conifer forest, deciduous conifer forest, shrub, C4 vegetation, and other vegetation, respectively. The global average of this ratio is 35%.
Introduction
[2] The terrestrial carbon cycle is the most variable component of the global carbon cycle [Canadell et al., 2007; Le Quéré et al., 2009] , contributing most to the interannual variability of the atmospheric CO 2 concentration [Zhao and Running, 2010] . However, our ability to estimate the quantity of the terrestrial carbon sink and its interannual variability is still limited, and the estimates are still uncertain [Gurney et al., 2002; Baker et al., 2006; Rayner et al., 2008] , especially with process-based ecosystem models [Schulze and Schimel, 2001; Schwalm et al., 2010] . This makes it unreliable to assess the possible changes in the terrestrial carbon cycle under future climate scenarios [Friedlingstein et al., 2006] .
[3] The variability of the terrestrial carbon cycle is caused mainly by the variable rates of plant growth and fire and insect disturbance under variable weather conditions. The gross primary productivity (GPP), quantifying the rate of carbon uptake from the atmosphere through photosynthesis, is arguably the most variable component of the terrestrial carbon cycle, and our ability to model this component accurately is critical in global carbon cycle and climate research. Cramer et al. [1999] carried out the first comprehensive research on global net primary productivity (NPP) and found that NPP estimated by terrestrial ecosystem models of varying complexity ranged between 44.4 and 66.3 Pg C y
À1
. NPP is GPP minus autotrophic respiration and is about 47% of GPP [Ruimy et al., 1996] . Various estimates of the global GPP have been reported, including 1 (1) 133 Pg C y À1 by Ruimy et al. [1996] ; (2) 129 Pg C y
by Demarty et al. [2007] ; (3) 107-167 Pg C y À1 by Knorr and Heimann [2001] and Cramer et al. [2001] ; and (4) 123 AE 8 Pg C y À1 by Beer et al. [2010] . These estimates differ considerably because of different data sets used and different ways of estimating photosynthesis. Alton et al. [2007] conducted an interesting study to compare global GPP values estimated using different photosynthesis models with the same data inputs. They showed that the global GPP is estimated to be 129-131 Pg C y À1 by a big-leaf model, which treats a canopy as a big-leaf, but it is 118 Pg C y À1 by a sunlit-shaded leaf model, which separates a canopy into sunlit and shaded leaf groups. This study suggests that the way that photosynthesis is estimated at the canopy level would be the main cause of global GPP estimation uncertainty, given accurate input data sets.
[4] Since the pioneering works of Norman and Jarvis [1974] , Norman [1982] , and Norman and Welles [1983] , among others, canopy-level photosynthesis modeling has advanced considerably in the last decade or so. It is now clearly recognized that big-leaf models are conceptually flawed and practically inaccurate [Chen et al., 1999] and sunlit-shaded leaf stratification is necessary to make accurate canopy-level GPP estimation [De Pury and Farquhar, 1997; Wang and Leuning, 1998 ]. For sunlit and shaded leaf stratification, we need accurate description of the canopy structure with at least two structural parameters. One is the leaf area index (LAI), defined as one half the total (all sided) leaf area per unit ground surface area [Chen and Black, 1992] . The other is the foliage clumping index characterizing the way that leaves in a canopy are spatially organized. Leaves in canopies are generally grouped into various sub-canopy structures, such as tree crowns, branches, and shoots in forests, foliage clumps in shrubs, and rows in crops. These structures make the leaf spatial distribution non-random, and the foliage clumping index is used to quantify the degree of the deviation of this distribution from the random case. In addition to LAI, the foliage clumping index is also an important parameter for accurate separation of sunlit and shaded leaf groups and for accurate canopy-level GPP modeling [Chen et al., 2003] . For the same LAI, there will be fewer sunlit leaves and more shaded leaves if the leaf distribution is clumped. As photosynthetic rates of shaded leaves are generally 2-3 times lower than those of sunlit leaves, we would expect that foliage clumping has a considerable effect on the canopy-level GPP. In fact, vascular plants may have evolved to have canopy architectures that can optimize the total canopy photosynthesis under given light conditions [Schieving, 1998 ]. This optimization would be achieved through maximizing the contribution from shaded leaves receiving diffuse irradiance in clumped canopies [Sterck and Schieving, 2007] , as the contribution of sunlit leaves is mostly limited by the direct irradiance.
[5] Through multiangle remote sensing, the first ever global clumping index map has been produced at 6 km resolution [Chen et al., 2005] , although some regional maps were produced using a different methodology . This provides an opportunity to conduct sunlit and shaded leaf photosynthesis modeling at the global scale in a meaningful way. The purpose of this study is to assess the importance of canopy architecture characterization in global GPP estimation. It will be demonstrated through this assessment that accurate mapping of vegetation structure in terms of both the foliage amount (LAI) and the foliage organization pattern (clumping) should be pursued as we work to improve global GPP estimation. Although rigorous validation of the coarse resolution global clumping index map must be deferred until high-resolution multiangle satellite sensors become available, it is our intention that through this explorative study we raise the awareness of the foliage clumping issue in global carbon cycle research in order to stimulate remote sensing technological development useful for clumping mapping.
Modeling Methodology
[6] The Boreal Ecosystem Productivity Simulator (BEPS) is used for global GPP modeling in this study. Although BEPS was initially developed for boreal ecosystems, it has been expanded and used for temperate and tropical ecosystems in Asia [Matsushita and Tamura, 2002; Matsushita et al., 2004] , China , and Germany [Wang et al., 2003] . BEPS was initially a daily model [Liu et al., 1997; Chen et al., 1999] , developed based on Forest-BGC [Hunt and Running, 1992] . It was recently upgraded as an hourly model [Ju et al., 2006] with a canopy energy balance module [B. Chen et al., 2007] . BEPS follows the sunlit-shaded leaf stratification strategy [Norman, 1982] in modeling canopy-level photosynthesis. Various sunlit-shaded separated models, dubbed "two-leaf" models, are shown to be effective in canopy-level photosynthesis modeling De Pury and Farquhar, 1997; Wang and Leuning, 1998 ]. Using simultaneous CO 2 flux measurements above and below two forest canopies, Chen et al. [1999] demonstrated that "big-leaf" photosynthesis models lack the ability to simulate day-to-day variations in canopy photosynthesis and a two-leaf model can avoid this problem (see more discussions in section 2.2).
Sunlit and Shaded LAI Separation
[7] The key to successful separation of sunlit and shaded leaf groups is accurate description of the canopy structure. Usually, LAI is the only structural parameter used for photosynthesis modeling and the angular and spatial distributions of leaves are assumed to be random. The assumption of random leaf angle distribution, i.e., the normals to leaves are distributed spherically, is often not met and can sometimes incur considerable error in radiation interception estimation [Baldocchi et al., 2002] . For daily estimation, the random leaf angle distribution can often be a reasonable approximation, and even for well structured erectophile conifer forests, the error in radiation transmission estimation is within 20% [Chen, 1996a] . However, the assumption of the random leaf spatial distribution is generally seriously violated because of the sub-canopy structures [Chen, 1996b] . The effect of a non-random leaf spatial distribution on radiation transmission through an azimuthally symmetric canopy has been described using a leaf dispersion parameter W [Nilson, 1971] :
where P(q) is the probability of radiation transmission through the canopy at zenith angle q, G(q) is the projection coefficient, defined as the area projected on a plane perpendicular to the direction of radiation per unit leaf area, and often taken as 0.5 for the random (spherical) leaf angle distribution, and L is the LAI. In plant canopies, the grouping of leaves in the sub-canopy structures causes more overlapping of leaves vertically or in any direction than the random case, and hence increases the probability of radiation transmission through the canopy. The more W departs from unity, the more non-random is the foliage spatial distribution. Clumping effectively reduces the influence of LAI on radiation interception, and therefore the W value is usually smaller than unity and is often referred to as "clumping index" . The product of W and L effectively determines the radiation transmission through the canopy, and therefore is called the effective LAI .
[8] For a given canopy structure as described by L and W, the total LAI can be separated into sunlit LAI (L sun ) and shaded LAI (L sh ) for the purpose of canopy-level photosynthesis modeling using a two-leaf model. The method of Norman [1982] has been modified to consider the effect of foliage clumping on the sunlit and shaded LAI separation [Chen et al., 1999] :
It can be inferred from equation (2a) that as the foliage clumping increases (decreasing W value), L sun decreases. This is because clumping, i.e., grouping of leaves, increases the probability of leaf overlapping from the random case, and as a result it decreases the probability of a leaf exposing to the direct light. This decrease in L sun as a result of clumping leads to an increase in L sh (equation (2b)). The typical values of W are 0.5-0.7 for conifer forests and 0.7-0.9 for broadleaf forests [Chen, 1996b; Ryu et al., 2010a] . For crops, limited W measurements fall in the range from 0.4 to 0.8 depending on the row structure [Cohen et al., 1997; Demarez et al., 2008] . For dense wetland grass and shrub, W is found to be close to unity [Sonnentag et al., 2007] . As W is usually considerably smaller than unity (the random case), it is critically important to consider this factor in productivity models because foliage clumping alters the way plants interact with incident radiation. From the mathematical way that L and W are used in equation (2a), we can say that these two parameters are of equal importance in radiation modeling. However, LAI naturally has a larger variability than clumping, and would still be the most important parameter to be used in ecosystem models. The clumped architecture of forest canopies, in particular, makes the stratification between sunlit and shaded leaves essential. This is because the fraction of the shaded leaves is much larger in clumped canopies than in random canopies and shaded leaves play an important role in forest and shrub productivities [Goulden et al., 1997; Baldocchi and Harley, 1995; Chen et al., 2003] .
Sunlit and Shaded GPP Modeling
[9] The methodology developed by Chen et al. [1999] for computationally efficient estimation of sunlit and shaded leaf irradiances is used in this study (Appendix A), and these irradiances are used for sunlit and shaded leaf photosynthesis estimation. To investigate the importance of foliage clumping in estimating photosynthetic carbon uptake, the photosynthesis rates of representative sunlit and shaded leaves need to be simulated separately. The canopy-level photosynthesis (A canopy ) can then be obtained as the sum of the total photosynthesis of sunlit and shaded leaf groups:
where the subscripts "sun" and "sh" denote the sunlit and shaded components of photosynthesis and LAI. This twoleaf formulation is based on the estimation of the photosynthesis rates of a representative sunlit leaf (A sun ) and a representative shaded leaf (A shade ). These photosynthesis rates are calculated using Farquhar's leaf biochemical model [Farquhar et al., 1980] . This model can be combined with a physical model describing the CO 2 flow from the free air to the inside of the stomatal cavity [Leuning, 1990] for sunlit and shaded leaves separately [Chen et al., 1999] . Some key parameters, the canopy-level mean maximum carboxilation rate (V cmax ) at 25°C and the maximum electron transport rate (J max ) of sunlit leaves, used in Farquhar's model, are provided in Table 1 . The mean leaf nitrogen content, the standard deviation of V cmax for each PFT are also provided in Table 1 for estimating the mean values of V cmax and J max for sunlit and shaded leaves separately according to vertical leaf nitrogen content gradient in the canopy (Appendix B).
[10] Using Leuning's method, the photosynthesis rate of a leaf can be estimated using Farquhar's model once the stomatal conductance of the leaf is known. Ball [1988] found that leaf stomatal conductance is linearly related to its photosynthesis rate (A, representing either A sun or A sh ):
where g is stomatal conductance expressed in mmol m À2 s À1 , m is a plant species dependent coefficient (Table 1) , h s is the relative humidity at the leaf surface, p is the atmospheric pressure, C s is the CO 2 concentration at the leaf surface, and b is a small value due to leaf dark respiration (Table 1) . Equation (4) is often called Ball-Berry equation. As g is needed in A calculations and A is needed in g calculations (equation (4)), an iteration procedure is usually followed for simultaneous estimations of A and g [Collatz et al., 1991] . In our model, g is obtained this way for sunlit and shaded leaves separately. We use an analytical solution of g [Baldocchi, 1994] in order to improve the computation efficiency for global simulations. The values of V cmax in Table 1 for the various plant functional types (PFTs) except for C4 plants are adopted from Kattge et al. [2009] who conducted metadata analysis with 723 leaf-level V cmax data points. The V cmax and m values for C4 plants are obtained from Hanan et al. [2005] . The J max values in Table 1 are estimated using the equation established by Medlyn et al. [1999a] through metadata analysis. The values of m for the various PFTs vary in a large range from 5 to 16, but we have chosen the most frequently used values.
[11] The intercept values b are generally very small and treated as a constant for all PFTs. It was shown that the big-leaf formulation has two serious drawbacks [Chen et al., 1999] . First, the influence of radiation on photosynthesis is lacking in big-leaf models during the growing season. Even under overcast conditions, sky radiation is still nearly sufficient for a big-leaf canopy at proxy, while in reality, shaded leaves or bottom leaves are much less exposed to sky radiation than top leaves and often have insufficient light for photosynthesis. In the big-leaf formulation, the light-limited photosynthesis rate is almost always larger than the nutrientlimited rate, practically diminishing the radiation control over photosynthesis, while in reality radiation is often the main limitation to photosynthesis of shaded leaves in the canopy. Second, big-leaf models assume that photosynthesis takes place in one leaf (or conceptually one layer of leaves), while in reality several layers of leaves operate simultaneously. This assumption dramatically distorts the carbon flow path. In the big-leaf formulation, only one leaf internal resistance operates against the flow of CO 2 from the stomatal cavity (represented by C i ) to the photosynthetic apparatus (represented by the compensation point G), and the use of canopy resistance rather than the stomatal resistance only modifies part of the pathway to consider the fact that the carbon flow would meet less resistance through multiple stomatal openings. This description of the flow pathway is quite different from that for multiple layers of leaves that are operating simultaneously, where several internal leaf resistances operate in parallel, as they occur in reality. The two-leaf model used in this study avoids these drawbacks and is effective in investigating the role of shaded leaves in the canopy level photosynthesis, which is altered considerably by canopy architecture.
Soil Water Influence on Stomatal Conductance
[12] For global GPP modeling, we changed our stomatal conductance scheme from the multiple environmental factor scaling method [Jarvis, 1976] to the Ball-Berry formulation shown in equation (4). The reason is that we do not have enough empirical data to establish various scaling functions used in Jarvis' method for the various PTFs. The Ball-Berry formulation provides stable outcomes of the computed stomatal g and A under given meteorological and vegetation structural conditions. However, the important influences of soil water on g and A are not mechanistically included in the original Ball-Berry formulation (equation (4) 
where f w is a soil moisture scaling factor. The root water uptake modeling scheme developed by Ju et al. [2006] is used to calculate f w in this study. In this scheme, the rate of root water uptake is directly proportional to the soil water availability to the roots. The soil water availability factor f w,i in layer i is calculated as:
where f i (y i ) is a function of matrix suction y i (m) [Zierl, 2001] . Through simulating tower flux data, we adjusted Where V cmax is the leaf maximum carboxylation rate at 25°C, J max is the maximum electron transport rate, N is the leaf nitrogen content, constants in Zierl's [2001] function depending on the plant functional type.
[13] For broadleaf evergreen forest:
For broadleaf deciduous and evergreen and deciduous conifer forests:
For other four plant functional types:
This function increases with increasing matrix suction in the soil, resulting in less soil water available to roots (decreasing f w,i ). The exponent for forest types in equations (7)- (9) is larger than that for other vegetation types in equation (9) because of their long soil-plant-atmosphere continuum [Williams et al., 1996] . The effect of soil temperature on soil water uptake is described as follows [Bonan, 1991] :
where t 1 and t 2 are two parameters determining the sensitivity of water uptake by roots to soil temperature. In this study, t 1 = 0.02 and t 2 = 2.0.
[14] To consider the variable soil water potential at different depths, we follow the scheme of Ju et al. [2006] to calculate the weight of each layer to f w :
where R i is the root fraction in layer i. The overall soil water availability f w of the whole soil profile is then:
The main purpose of equations (11) and (12) is to allow vegetation to optimize the use of its energy by extracting water preferentially from soil layers that require the lowest levels of energy [Radcliffe et al., 1980] . The combination of root distribution and soil water availability in calculating this water stress factor is important in simulating the root water uptake, soil water content, and energy and carbon fluxes [Li et al., 2001; Prihodko et al., 2005] .
[15] This scaling factor is based on the physics of soil water potential and its influence on the water flow from roots to leaves. However, the coefficients are empirical and have considerable effects on f w and the global GPP estimation.
Validation of the final GPP modeling results with ground measured GPP is therefore critical in improving the overall accuracy of the modeled global GPP values and its distribution.
Input Data
[16] Input data for our global GPP modeling include gridded meteorological data, global land cover map, global LAI maps, and a global clumping index map. The data sources and their processing methodologies are described as follows.
Gridded Meteorological Data
[17] The original meteorological data, including incoming shortwave radiation, air temperature, specific humidity, precipitation and wind speed, are from the National Center of Environmental Prediction (NCEP) of USA. For hourly modeling at 1°resolution, spatial and temporal interpolations were made to the 6 hourly NCEP data. Spatially NCEP data with the T62 Gaussian grid were linearly interpolated into 1 Â 1 degree grids. To interpolate NCEP reanalysis data temporally from 6 hourly to 1 hourly, different methodologies were used for different variables. Hourly values of specific humidity and wind speed were taken the same as NCEP 6 hourly values for each 6 h period. Hourly values of precipitation were simply taken as one-sixth of NCEP 6 hourly values. Hourly radiation was calculated as a function of solar zenith angle for each hour based on daily total radiation from NCEP. The bias in NCEP radiation data is corrected using an equation suggested by Hicke [2005] . The average bias is +16%, larger at higher latitudes. Hourly temperature was determined with 6 hourly values and maximum/minimum values in NCEP data, assuming that the maximum temperature happens at local solar time 2:00 p.m. and minimum at 2:00 a.m. NCEP data also have considerable errors in precipitation and temperature [Zhao et al., 2006] that would also have effects on GPP estimated in this study. As these errors are mostly random rather than systematic, they are not yet corrected.
Global Land Cover Map
[18] Globally, the land cover map in 2000 at 1 km resolution is the GLC2000 (http://www.eogeo.org/GLC2000) produced by individual countries using the SPOT4 VEGETATION data. For the purpose of global GPP modeling, the detailed land cover types are aggregated to six plant functional types (PFT), including broadleaf evergreen forest, broadleaf deciduous forest, evergreen conifer forest, deciduous conifer forest, shrub, and others (mostly crops and grass). For each 1 degree modeling grid, the areal fractions of these PFTs are computed to upscale from 1 km to 1 degree resolution. The C4 vegetation distribution map of Still et al. [2003] is used to separate the areal fraction of others into C4 and C3 types in each 1 degree grid. This results in seven functional types in total. We assume that this global land cover map in 2000 is still reliable for our modeling of GPP in 2003.
Global LAI Maps
[19] The LAI maps in 2003 were produced with cloud-free 10-day synthesis VEGETATION images. These images are atmospherically corrected by the European Space Agency before they are distributed, and reflectances in red, nearinfrared (NIR), and mid-infrared (MIR) are used for LAI retrieval using the algorithm developed by Deng et al. [2006] . This algorithm, developed based on the 4-Scale geometrical optical model Leblanc, 1997, 2001 ], makes use of not only the reflectances but also the angular information at the time of data acquisition for each pixel, including solar zenith angle, view zenith angle, and the difference between sun and satellite azimuth angles. In this way, the variations of the reflectances in the various bands with the angles of sun and satellite, i.e., the bidirectional reflectance distribution functions, are considered. The main characteristics of this algorithm include: (1) the effective LAI is first retrieved based on the reflectances, and a clumping index map (see section 3.4) is used to convert the effective LAI to LAI; and (2) the MIR reflectance is used for forests in order to improve the sensitivity of the algorithm to forest LAI (leaves absorb strongly in MIR) but not used for crops where irrigation might affect MIR. In our remote sensing algorithm, the non-green woody contribution is not included in the effective LAI, and the clumping index includes all scales of clumping. The conversion from effective LAI to LAI is simply: LAI = effective LAI/clumping index, without involving the woody-to-total area ratio and the shoot-to-needle area ratio (in the case of conifer) .
[20] For reliable terrestrial applications of these LAI images, the residual cloud and atmospheric effects in the LAI images are detected and removed using a Locally Adjusted Cubic-spline Capping (LACC) method based on the seasonal trajectory of each pixel . This LAI algorithm has been validated using data from Canada and USA and also evaluated against MODIS LAI products in these studies. An example of the global LAI map at 1 km resolution for July [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 2003 , is shown in Figure 1 . The mean of the peak growing season LAI and its standard deviation for each PFT are provided in Table 1. [21] For GPP modeling at 1°resolution, the LAI images at 1 km resolution are aggregated to obtain the mean LAI values for the six PFTs (section 3.2). This allows for separate GPP calculation for each PFT in each grid. The GPP for each grid cell is then obtained as the sum of GPP for each PFT multiplied by its areal fraction. In the study of B. , it is demonstrated that this way of upscaling to a large grid cell can minimize the nonlinear effects of LAI on photosynthesis and is more accurate than the estimation of GPP using the mean LAI for the grid cell for the dominant cover type.
Global Clumping Index Map
[22] The clumping index of a vegetation canopy can be measured on the ground using an optical instrument named TRAC [Chen and Cihlar, 1995] , developed based on the canopy gap size distribution theory Norman, 1971a, 1971b] . TRAC measurements for various cover types show distinct ranges of values and correlate well with an angular index obtained from an airborne sensor POLDER . An improved angular index, named Normalized Difference between Hot spot and Darkspot (NDHD) was proposed for retrieving the clumping index using multiple angle remote sensing data [Leblanc et al., 2005a; Chen et al., 2005] . The physical principle underlying the derivation of NDHD is that well structured canopies, consisting of foliage clumps at various levels such as shoots, branches and tree crowns, usually cause large variations in reflectance from the hot spot, where the sun and view angles coincide, to the darkspot, where shadows of these clumps are maximally observed. The more clumped is a canopy, the more shadow it has, and hence the darker is the darkspot. The relative variation from the hot spot to the darkspot minimizes the influence of the leaf optical property and accentuates the canopy structural effect.
[23] Through geometric-optical modeling using 4-Scale, linear relationships between the clumping index and NDHD were derived, and these relationships were first used to derive a global clumping index map using POLDER I data at 6 km resolution [Chen et al., 2005] . The POLDER sensor uses the imaging array technology that allows for data acquisition for a ground target at up to 14 angles during one overpass, and these multiangle observations are accumulated monthly in order to obtain a sufficient cloud-free coverage of the view angle range to retrieve the hot spot and darkspot for each pixel. As POLDER I was short-lived from 30 October 1995 to 30 June 1996, the clumping index map shown in work by Chen et al. [2005] has many pixels with missing values because of clouds. We have processed POLDER III data for a full year of 2005, and produced an updated clumping index map (Figure 2) . In tropical areas, frequent clouds made it difficult to acquire reliable data for some pixels, and measurements of POLDER I and II are used to supplement the map. This map shows distinct clumping distribution patterns at the global scale. For areas with continuous time series, the temporal variation of the clumping index within the growing season is found to be small relative to measurement noise, and therefore only the seasonal mean value is used in this study. Forested areas generally have low clumping index values (high clumping) while agricultural and grassland have high clumping index values. We realized that 6 km resolution is too coarse to capture the true variability of vegetation structure on the ground, as heterogeneity of the surface due to cover type variation or ground objects with variable heights can also produce shadows and influence the satellite measurements of NDHD. Topographical shadows would also increase NDHD and therefore cause considerable negative biases on the vegetation clumping retrieval. In this new clumping map, the first order effects of topographical variation has been removed based on the standard deviation of the digital elevation model at 1 km resolution within each 6 km pixel [Pisek et al., 2010] .
[24] This clumping map is the basis for our evaluation of the importance of 3-dimensional canopy structure in global GPP estimation. As the resolution is low (6 km), it is currently not feasible to validate this map. However, we have conducted a preliminary evaluation of the map using existing ground-based measurements using TRAC reported in the literature. There are 39 data points collected in forests, woodlands and savannas in Canada, USA, China, Japan, Zambia, Botswana, Israel, Belgium, Estonia, and Czech Republic, and the majority of them were taken in forest stands. When a simple comparison between a ground point and a 6 Â 6 km pixel was made for all points, the mean bias error (MBE) was 0.104. However, when we select data points that match with the dominant cover type in the clumping map, the MBE becomes 0.027 for woodlands and savannas (7 sites) and 0.046 for forest stands (17 sites) [Pisek et al., 2010] . These small errors give us some confidence in the clumping map. The mean and standard deviation of the clumping index for each PFT are provided in Table 1 . The mean values for C4 and other vegetation (including crops and grass) seem to be smaller than their expected typical values [Chen et al., 2005] . This may be due to shadowing effects on NDHD caused by surface heterogeneity rather than stand structure, indicating a limitation of this coarse resolution data set. In addition to clouds in tropical areas, aerosols from biomass burning would also influence the surface reflectance measurements. However, as NDHD is based on the ratio of the hot spot and darkspot, the error caused by aerosols is greatly minimized. Field-measured clumping index values are shown to have significant variations with solar zenith angle [Chen, 1996b; Leblanc et al., 2005b] and season [Ryu et al., 2010b] . However, only a fix clumping index value is used per pixel because we don't yet have sufficient knowledge of its diurnal and seasonal variation patterns.
Global Soil Texture Map
[25] Soil texture for each 1 Â 1 degree grid was determined based on the fractions of clay, silt and sand in soil. The data were obtained from NASA [Webb et al., 1991] . They are used to estimate hydrological parameters, including porosity, field capacity (water potential at 33 kPa), wilting point (water potential at 1500 kPa), saturated hydraulic conductivity, and air entry water potential [Saxton et al., 1986; Campbell and Norman, 1998 ]. These parameters Figure 2 . Global clumping index map derived from mostly POLDER III at 6 km resolution.
were used to calculate the water holding capacity and the soil water scaling parameter f w (section 2.3).
Modeling Cases and Model Validation
[26] For the purpose of investigating the impact of foliage clumping on the global GPP estimation, we conduct model simulations for the following three cases:
[27] 1. Case I: The clumping index is considered in both LAI retrieval and in GPP modeling. In this case, the effective LAI retrieved from remote sensing is converted to LAI using the clumping index map. This converted LAI is assumed to represent the true LAI. The clumping index map is also used in sunlit and shaded leaf separation (equations (2a) and (2b)). This case is considered to be unbiased and representative of the reality.
[28] 2. Case II: The same true LAI as in Case I is used, but the clumping is ignored, i.e., clumping index = 1 is assumed. This is the case that the true LAI is available (such as those obtained through destructive sampling or using allometric equations) but a random leaf spatial distribution is assumed. In this case, the sunlit leaf area is overestimated and the shaded leaf area is underestimated as compared with Case I.
[29] 3. Case III: Only the effective LAI (L e ) retrieved from remote sensing is used and the clumping index is taken as unity (i.e., WL in equation (2a) is replaced by L e ). In this case, the sunlit leaf area is the same as Case I, but the shaded leaf area is underestimated.
[30] By comparing Case II to Case I, we demonstrate the importance in considering clumping when the true LAI is available. By comparing Case III to Case I, we demonstrate the importance in considering clumping when LAI is derived indirectly from remote sensing images. Case III may be particularly relevant to global GPP estimation as the essential signal from optical remote sensing at one angle is the canopy gap fraction (or the percent canopy cover) at that angle, which is then converted to the effective LAI, while the true LAI is unknown. Some global and regional LAI products in previous intercomparison studies [Morisette et al., 2006; Garrigues et al., 2008] are in fact effective LAI products. Although several products have considered the clumping effect to some extent, the consideration is often incomplete, causing largest differences among different LAI products for most clumped canopies [Garrigues et al., 2008] . The effective LAI derived from remote sensing is often conveniently assumed to be the true LAI, causing underestimation of the shaded LAI, while the sunlit LAI is unaffected by this assumption. As the sunlit leaves have higher productivity than shaded leaves, we may tend to think that this assumption is reasonable and may not cause considerable errors in the global GPP estimation. One of the main purposes of this study is to evaluate the impact of this assumption.
[31] The BEPS model has been validated extensively with GPP data derived from eddy-covariance (EC) measurements for boreal and temperate ecosystems in Canada and USA [Ju et al., 2006; Chen et al., 2008] and for tree ring-derived NPP for temperate and semi-arid ecosystems in China [X. Wang et al., 2007; Zhou et al., 2007; Zheng et al., 2007] . Hourly GPP modeled by BEPS is recently compared against EC measurements 11 sites in North America, with r 2 ranging from 0.71 to 0.92 for 10 sites and equal to 0.32 for 1 site. The modeled annual total GPP differs from EC-derived GPP by less than 10% at each of these 11 sites [Sprintsin et al., 2012] , respectively. The accuracy of the LAI values for these stands is the major uncertainty for our model validation for tropical forests. Considerable uncertainties exist in the global GPP simulated by BEPS, and a set of sensitivity tests are made to assess these uncertainties and discussed in section 6.
Results
[32] Using the various vegetation, soil and meteorology inputs, a global GPP map is computed at one degree resolution in hourly time steps for 2003 for each of the three cases. The resulting global GPP map for Case I, the ideal case representing the reality in our study, is shown in Figure 3 . The global GPP value is 132 AE 22 PgC y
À1
, where the uncertainty AE22 PgC y À1 is the sum of the uncertainty (AE21 PgC y À1 ) caused by the input vegetation data and model parameters and the standard deviation (AE1 PgC y À1 , Table 2 ) of the annual global GPP over the period from 2000 to 2007 caused by meteorological variations. The uncertainty caused by input data and model parameters is approximated by the range of global GPP variation caused by LAI uncertainty of 20% (see section 6 and Table 3 ). Although uncertainties caused by other parameters would be additive to the uncertainty caused by LAI in the error theory if other parameters are independent of LAI, it is reasonable to use the uncertainty caused by LAI to represent the total uncertainty because other parameters (such as clumping index) could be correlated with LAI to some extent and also because in the calibration of BEPS against tower flux and other data, many model parameters are finetuned with given LAI values (measured with errors of about 15%) and the effects of the errors of model parameters on modeled GPP are generally absorbed into the uncertainty caused by the error in measured LAI. The standard deviation in annual global GPP caused by meteorological variations is much smaller than the uncertainty caused by LAI. It is obtained using the same model parameters and the same seasonal LAI variation in 2003 but actual hourly meteorological data from 2000 to 2007. This standard deviation in GPP is similar to the standard deviation of 0.8 PgC y À1 in NPP or about 1.6 PgC y À1 in GPP from 1990 to 2001 [Piao et al., 2009] , which includes both meteorological and ecosystem variations.
[33] The GPP distribution pattern shown in this map broadly resembles those of Alton et al. [2007] and Beer et al. [2010] . When it is scaled to NPP, the distribution pattern is also similar to those of Cramer et al. [1999] , Goetz et al.
[2000], and Krinner et al. [2005] . However, our results tend to show higher GPP or NPP values for the tropical areas than most existing results. We obtain larger GPP values for tropical forests mostly due to leaf clumping in these forests as shown in the global clumping index map (Figure 2 ). In the study by Chen et al. [2005] , reflectances from tropical forests were found to vary pronouncedly with view angles due to their multilayered structure and large tree crowns at the top layer casting large shadows. This shadowing effect is captured in the multiangle remote sensing images and is taken as the indication of foliage clumping. In other words, the use of the clumping index would more or less correctly compensate for the amount of shaded leaf area which would otherwise have been underestimated if the canopy were assumed to be random. As few of the models (including ours) used for global GPP or NPP mapping have been intensively validated using reliable site level data in productive rain forests, the estimation of GPP for tropical rain forests remains error prone and further improvement is yet to be made. We have also found no ground-based clumping measurements reported in the literature and therefore would like to encourage this parameter to be measured at various heights to address the issue of different clumping levels of the different layers of vegetation.
[34] On the basis of Case I, the effect of foliage clumping on global GPP estimation is evaluated. Figure 4 shows the (1) LAI is accurate and clumping is considered (Case I); (2) LAI is accurate but clumping is ignored, i.e., clumping index = 1 under the assumption of random leaf spatial distribution (Case II); and (3) the effective LAI is available and no clumping is considered (Case III). The uncertainty range is the standard deviation of the annual GPP for the period from 2000 to 2007 for each PFT and each case. (The total uncertainty is this uncertainty plus that due to 20% LAI error, see Table 3 .) Based on double-tailed t tests, the differences between Case I and Case II and between Case I and Case III for each PTF and the global total GPP are all statistically highly significant (p < 0.001) against the interannual variation of GPP.
total GPP values for each PFT for the three cases. GPP values for Case II are always higher than the corresponding values for Case I. This is because the sunlit LAI is overestimated in Case II in which the correct LAI is used without considering the clumping effect. In reality, foliage clumping increases the light penetration through the canopy and reduces the sunlit LAI, although in the meantime it increases the shaded LAI. When this clumping effect is ignored, sunlit LAI is overestimated and shaded LAI is underestimated. As sunlit GPP is larger than shaded GPP per unit leaf area, the total GPP is overestimated in Case II (Table 2 ). Opposite to Case II, ignoring clumping in Case III results in underestimation of GPP. This is because the effective LAI is much smaller than the true LAI for a clumped canopy. When the effective LAI is used without considering clumping, the sunlit LAI is the same as that in Case I, but the shaded LAI is much smaller than that in Case I. The shaded GPP values in Case III are therefore smaller than those in Case I for the various PFTs (Table 2 ). There are slight differences in sunlit GPP between Case I and Case III because clumping has a slight effect of the diffuse irradiance on sunlit leaves due to multiple scattering [Chen et al., 1999] .
[35] Through the conventional two-tailed t test, the significance of the clumping effect is assessed against the GPP interannual standard deviation. The differences in GPP between Case I and Case II and between Case I and Case III for the individual PFTs (Table 2 ) are all statistically significant at p < 0.001, meaning that the clumping effect for either Case II or Case III is highly significant relative to the combined effect of the interannual variations in meteorological conditions. Another way of assessing the statistical significance of the clumping effect is shown in Figures 5  and 6 . The overall difference in GPP is +15.88 PgC y À1 (12.0%) between Case II and Case I and À12.09 PgC y À1 (9.2%) between Case III and Case I. GPP in Case III is negatively biased to a considerable extent because of the large contributions of shaded leaves to the total canopy GPP. The fraction of the shaded to total GPP is 50%, 38%, 37%, 39%, 26%, 29% and 21% to the total GPP for broadleaf evergreen forest, broadleaf deciduous forest, evergreen conifer forest, deciduous conifer forest, shrub, C4 vegetation, and other vegetation, respectively (Table 2, for Case I). The difference in the total GPP between Case I and Case II is larger than that between Case I and Case III The percentage in the brackets in the last two columns is the difference relative to Case I. b The baseline represents the ideal case shown in Table 2 and Figure 4 . Figure 4 . The effect of foliage clumping on GPP of the various plant functional types. Case I: the LAI is accurate and clumping is considered (representing the reality); Case II: the LAI is accurate but the clumping is ignored; and Case III: the effective LAI is available and no clumping is considered.
because GPP is more sensitive to the overestimation of sunlit LAI than to the underestimation of shaded LAI. Alton et al. [2007] claimed that foliage clumping affects global GPP by less than 5% when they effectively examined the difference between Case I and Case II through the use of a 3-dimensional canopy radiative transfer model which presumably uses the true LAI rather than effective LAI. We found that this clumping effect is sensitive to the treatment of the vertical leaf nitrogen gradient in the canopy. The exponential decrease of the leaf nitrogen content assumed in our study (Appendix B) results in V cmax for sunlit leaves being considerably larger than that for shaded leaves, making the canopy-level GPP sensitive to the overestimation of sunlit LAI when clumping is ignored. This may be part of the reason that the clumping effect found in our study is larger than that of Alton et al. [2007] .
[36] The spatial distributions of the difference in GPP between Case II and Case I and between Case III and Case I display consistent signs of the clumping effects, either positive ( Figure 5 ) or negative (Figure 6 ), demonstrating that these clumping effects are consistent spatially, in spite of large variations in other factors including vegetation, soil and meteorology. In other words, the clumping effects are important in both cases. Both Figures 5 and 6 illustrate that the largest biases due to ignoring the clumping effect occur in tropical areas where considerable clumping is derived from multiple angle remote sensing (Figure 2) . Although the relative effect of clumping is similar among functional types (Table 2) , the absolute differences are largest for broadleaf functional types because of their large total GPP values. Figure 5 demonstrates that by ignoring the clumping effect when accurate LAI is available, the GPP value is overestimated in almost all locations of the globe. Figure 6 shows the opposite effect of clumping in all locations of the globe when the effective LAI is used without considering the clumping. In these spatial distribution patterns showing the clumping effect on GPP, the largest uncertainty in terms of the absolute values belongs to the tropical forests as few clumping index values are available for the validation. Shrubs, C4 and other vegetation types would also have considerable errors because the BEPS model has not been extensively validated for these functional types and because the clumping values may be negatively biased due to shadow effects other than the canopy structure on the remote sensing of NDHD [Chen et al., 2005] .
[37] It is particularly interesting to note that the detailed spatial variations of the clumping effects shown in Figures 5  and 6 are relatively different. In Case II (Figure 5 ), the largest clumping effects on GPP do not occur where the LAI is largest. This is because the relative change in the amount of shaded LAI with clumping is larger at lower LAI values, while the absolute amount of shaded LAI changes little with LAI (equations (2a) and (2b)). In Case III (Figure 6 ), the largest clumping effects occur in areas with the largest LAI. Figure 5 . GPP estimates are positively biased when accurate LAI is available but clumping is ignored. Case I: the LAI is accurate and clumping is considered, and Case II: the LAI is accurate but the clumping is ignored. The global average positive bias (Case I À Case II) is 15.88 PgC y À1 , which is 12% of the global GPP. This is because if the clumping index is the same, the shaded LAI is more underestimated with larger LAI values.
Discussion
[38] It is obvious that uncertainties in our GPP estimation due to errors in input and model parameters would be as large as the clumping effects reported above. In order to explore the reliability of our conclusion about the clumping effects as shown in Figures 5 and 6 , we conducted a set of sensitivity tests and the results are shown in Table 3 . When the LAI in each modeling grid is uniformly increased or decreased by 20% (assessed LAI error), the global GPP is increased or decreased by about 11%. However, the relative differences between Case I and Case II and between Case I and Case III change very little (less than 1%) with these LAI changes. This is because a LAI change in one direction would affect all cases in the same direction. Similarly, forcing the soil water scalar (f w ) and V cmax to increase or decrease by 20% in the model would result in increases or decreases in the global GPP in similar magnitudes, while the relative differences between the cases quantifying the clumping effects are affected very little. In general, modifying other parameters in the model, such as J max and m values (Table 1) would move all of the three cases in the same direction, and the clumping effects quantified as the relative differences in GPP would not be much affected by these modifications. This set of sensitivity analysis underpins the reasons for the spatially consistent clumping effects shown in Figures 5 and 6 and supports the levels of their statistical significance.
[39] As expected, increasing or decreasing the clumping index value by 20% changes the relative differences among the cases considerably (Table 3 ). In our preliminary evaluation using existing ground data, the mean bias error of the clumping map is found to be smaller than 0.05 (6%) (section 3.4), and this 20% change would therefore be generous for most cover types. We have made the range variation large in order to cover the large uncertainty in the clumping estimation for tropical forests. Although the clumping is reduced by 20% (the clumping index is increased), we would still have 8% difference between Case I and Case II and 7% difference between Case I and Case III, suggesting that the influence of clumping cannot be ignored even if there is still considerable uncertainty in its measurement.
[40] For the purpose of GPP estimation, the description of the complex canopy structure requires at least two parameters: the commonly used LAI and the clumping index Both parameters can be obtained from remote sensing. However, their accuracies are still in question. Currently, several LAI products are available using various remote sensing algorithms [Myneni et al., 2002; Baret et al., 2006 Baret et al., , 2007 Deng et al., 2006] . Depending on ground data and models used in the algorithm development, some LAI products are close to the effective LAI while some are more or Figure 6 . GPP estimates are negatively biased when the effective LAI derived from remote sensing is used without considering clumping. Case I: the LAI is accurate and clumping is considered, and Case III: the effective LAI is available and no clumping is considered. The global average negative bias (Case I À Case III) is -12.09 PgC y
À1
, which is 9% of the global GPP. less close to the true LAI. If the ground data are obtained through destructive sampling or based on allometric equations, the LAI is likely to be close to the true LAI. If the ground data are obtained with optical instruments, such as the LAI-2000 or hemispherical cameras, without making the clumping correction, the LAI is likely to be the effective LAI. Many remote sensing LAI algorithms were developed based on optical measurements on the ground without the clumping correction, and therefore these algorithms produces the effective LAI rather than the true LAI, although some of the recent LAI products have considered the clumping effects in various ways [Morisette et al., 2006; Garrigues et al., 2008] . Although our LAI algorithm (GLOBCARBON algorithm in work by Garrigues et al. [2008] ) has included the clumping effect, the accuracy of the clumping index map used for LAI production is still unsatisfactory. Multiple angle optical remote sensing required for clumping mapping is so far available at very low spatial resolution (6 km). Although other sensors, such as MISR or MODIS, provide multiple angle measurements at 250 m or 275 m resolutions, their view angles are too far from the principle plane to derive the hot spot and darkspot accurately. Remote sensing technology is yet to be further developed to meet the requirement of global terrestrial carbon cycle research.
[41] Many early models use the parameter of the fraction of photosynthetically active radiation absorbed by the canopy (FPAR) [Potter et al., 1993; Ruimy et al., 1996; Goetz et al., 2000; Running et al., 2004] . These models apparently avoid the problems mentioned above associated with the use of LAI. However, it must be realized that FPAR is not an intrinsic canopy structural parameter. It changes with solar zenith angle greatly during a day, and it also differs between sunny and cloudy conditions. The FPAR parameter cannot be used to differentiate between sunlit and shaded leaves, which are biochemically controlled by different processes during photosynthesis. The use of FPAR for GPP or NPP estimation is therefore only a gross first approximation. Although many errors in photosynthesis estimation due to the complex canopy structure can be absorbed into the light use efficiency, the use of cover type specific light use efficiencies cannot capture the spatial and temporal variabilities in GPP or NPP. One way to improve global GPP estimation using process models would be to acquire better description of the canopy architecture in terms of the foliage abundance (LAI) and organizational pattern (clumping). In this study, the possible variation of the clumping index with zenith angle [Chen, 1996b; Leblanc et al., 2005b] is ignored, but it can be considered in later studies when this variation can be better quantified through more field measurement.
Conclusion
[42] The importance of foliage clumping in its influence on the terrestrial primary productivity is investigated in two ways: (1) through its influence on sunlit and shaded leaf stratification, and (2) through its influence on LAI retrieval from remote sensing. Through global GPP modeling with and without a new global clumping index map, the following conclusions are drawn:
[43] 1. Even if we have an accurate LAI map for the globe, ignoring the foliage clumping effect would result in an overestimation of the global GPP by about 12%. This is because clumping decreases the sunlit LAI and increases the shaded LAI, causing an overall decrease in GPP.
[44] 2. When the effective LAI is obtained from optical remote sensing, ignoring the foliage clumping effect would cause an underestimation of the global GPP by 9%. This is because the effective LAI is much smaller than the true LAI when a canopy is clumped. When the effective LAI is used in GPP modeling without considering the clumping effect, the shaded LAI is considerably underestimated, resulting in the underestimation of GPP.
[45] 3. Even though the uncertainties in the global GPP estimation are large, i.e., the true value of global GPP remains unknown, the clumping effects found as the relative differences between the cases with and without the clumping consideration are still reliable because errors in input and model parameters would move all cases in the same directions.
[46] The underestimation case is particularly relevant to remote sensing because global LAI maps are often generated using algorithms developed with ground data measured with optical instruments without considering the clumping effect. The overestimation case suggests the importance of using the clumping index as the second parameter even if the true LAI is derived. According to this study, we make the following suggestions:
[47] 1. In global GPP modeling, we should use not only LAI but also clumping index. Both parameters are needed in sunlit and shaded LAI calculations and in GPP estimation using two-leaf models. This separate two-leaf estimation is essential as sunlit and shaded leaves are controlled by different biochemical processes during photosynthesis.
[48] 2. To better serve the need of global carbon cycle research, the remote sensing community should produce accurate maps for both clumping index and LAI. Multiple angle remote sensing sensors that are capable of capturing the vegetation structural effect near the principle plane at moderate resolutions (250-1000 m) are still lacking for this purpose.
Appendix A: Sunlit and Shaded Leaf Irradiances
[49] Sunlit and shaded leaf irradiances are important variables for computing sunlit and shaded leaf photosynthesis rates. The input total solar irradiance above the plant canopy (S g ) is first partitioned into direct and diffuse irradiances using an empirical formula of Erbs et al. [1982] , which was modified and validated by Black et al. [1991] for northern environment. The fraction of diffuse radiation in the total is determined by:
where S g is the global solar radiation in W m À2 . R is a ratio equal to S g /(S o cosq) where S o is the solar constant (= 1367 W m À2 ). The direct radiation fraction above the canopy (S dir ) is the remainder of the diffuse fraction. This empirical equation is derived based on data obtained under a midlatitude marine air mass near Vancouver, Canada. The diffuse radiation fraction estimated from this equation is within the variation range of data assembled by Spitters et al. [1986] from 9 locations over the globe, but is about 5-10% lower than the mean value across the entire R range. However, this equation would underestimate the diffuse fraction for air masses with large aerosol contents.
[50] With S dif and therefore S dir determined from equation (A1), the sunlit leaf irradiance (S sun ) is calculated as [Norman, 1982] :
where a is the mean leaf-sun angle. a = 60°is a good approximation for a canopy with spherical leaf angle distribution [Chen, 1996a] . Because S dir is proportional to cosq, S sun changes little in a day. With the consideration of the foliage clumping effect, a different method for estimating the mean shaded leaf irradiance (S shade ) is developed based on radiative transfer physics. It is summarized as follows:
where S dif, under is diffuse radiation under the plant canopy, d is a correction for nonlinear response of leaf photosynthesis to the vertical variation of diffuse radiation within the canopy (see equation (A7) below), and C represents the additional source of diffuse radiation in the canopy due to multiple scattering of direct radiation [Norman, 1982] :
[51] Equation (A3) states that diffuse irradiance on shaded leaves originates from two sources: sky irradiance and multiple scattering of the incident radiation within the canopy. This term is verified using a geometric-optical model 5-Scale with a multiple scattering scheme [Chen and Leblanc, 2001] . The first term in equation (A3) makes the average of the total intercepted diffuse radiation from the sky for the total LAI involved (sunlit leaves also contribute to the interception). The diffuse radiation reaching to the forest floor is calculated using the simple equation with the consideration of the clumping effect (W):
where q is a representative zenith angle for diffuse radiation transmission and slightly dependent on LAI:
This is a simple but an effective way to calculate the transmitted diffuse radiation. It avoids the integration of the sky irradiance for the hemisphere by using a representative transmission zenith angle q , which is obtained through a numerical experiment with the complete integration. Under the assumption of isotropic sky radiance distribution, it is near a constant of 57.5°but also a weak function of LAI. This angle is larger than the mean of 45°because the hemisphere is more heavily weighted against the lower sphere in the integration. The dependence on LAI is found because it modifies slightly the weight distribution.
[52] The nonlinearity correction factor d is expressed as
This correction is near zero when LAI is small and increases with LAI to a maximum of 0.2. This semi-empirical equation is derived according to the probability of shaded leaves at depth L and the shape of the curve J = S dif (L)J max / (S dif (L) + 2.1J max ) against S dif (L), where J max is the maximum electron transport rate (Table 1) , and S dif (L) is the diffuse irradiance at L. Numerical integration of J weighted by shaded leaf probability is conducted with respect to L, and the results are approximated as equation (A7).
[53] Our methodology for sunlit and shaded leaf irradiance calculation differs substantially from those of De Pury and Farquhar [1997] and Wang and Leuning [1998] . They calculate the total radiation absorptions by sunlit and shaded leaf groups and treat each group as a big leaf, and therefore their models are two-bigleaf models. Our model aims at obtaining the incident irradiances on representative sunlit and shaded leaves, and in this way the problem of CO 2 flow distortion associated with bigleaf formulation (see section 2.3) is entirely avoided. Through numerical experiments, we have reduced some radiation transfer physics into simple equations suitable for regional and global applications using remote sensing data.
Appendix B: Nitrogen-Weighted V cmax and J max for Sunlit and Shaded Leaves where N 0 is the nitrogen content at the top of the canopy, and k n is the leaf nitrogen content decay rate with increasing depth into the canopy, i.e., LAI (L). In this study we assume k n = 0.3 [De Pury and Farquhar, 1997] . The leaf maximum carboxylation rate at 25°C V cmax is generally proportional to leaf nitrogen content and therefore is also a function of L:
where V cmax,0 is V cmax at the top of the canopy (i.e., L = 0), and c n defines the relative change of V cmax with N. N has a unit of g m À2 , and c n has a unit of m 2 g À1 . The values of c n , the mean values of V cmax and its standard deviation, and the mean values of N and its standard deviation for the various PFTs are provided in Table 1 . The values at the top of the canopy, i.e., V cmax,0 and N 0 , are taken as their mean values plus one standard deviation.
[55] The fractions of sunlit and shaded leaf areas to the total leaf area vary with the depth into the canopy and can be described as:
and
where k = G(q)W/cosq, where G(q) is the projection coefficient, usually taken as 0.5 for spherical leaf angle distribution, W is the clumping index, and q is the solar zenith angle. Because these fractions vary with L, the mean values of leaf nitrogen content for sunlit and shaded leaves and their corresponding V cmax values can be obtained through vertical integrations with respect to L:
Equations (B5) and (B6) derived above are similar to those of Wang and Leuning [1998] but differ in detail because our leaf-to-canopy upscaling methodology is fundamentally different from their methodologies. They calculate canopylevel photosynthesis as the sum of two big-leaves, and therefore their vertical integrations result in the total accumulated values of photosynthetic capacity for the two bigleaves. Our methodology is to avoid using the big-leaf formulation by first obtaining the photosynthesis values of a representative sunlit leaf and a representative shaded leaf separately and multiplying them with their respective LAI (see equation (3)). Equations (B5) and (B6), therefore, represent the mean V cmax values for the representative sunlit and shaded leaves, respectively, obtained through weighting against sunlit and shaded leaf occurrence probabilities.
[56] After V cmax values for the representative sunlit and shaded leaves are obtained, the maximum electronic transport rate for the sunlit and shaded leaves are obtained from [Wullschleger, 1993] : In this way, the effects of the vertical nitrogen gradient in the canopy on both the maximum carboxylation rate and the maximum electron transport rate are considered.
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