With the continuous increase of grid-connected photovoltaic (PV) installed capacity and the urgent demand of synergetic utilization with the other power generation forms, the high-precision prediction of PV power generation is increasingly important for the optimal scheduling and safe operation of the grid. In order to improve the power prediction accuracy, using the response characteristics of PV array under different environmental conditions, a data driven multi-model power prediction method for PV power generation is proposed, based on the seasonal meteorological features. Firstly, through the analysis of PV power characteristics in typical seasons and seasonal distribution of the weather factors, such as solar irradiance and ambient temperature, the influences of different weather factors on PV power prediction are studied. Then, according to the meteorology characteristics of Beijing, different seasons can be divided. The historical data corresponding to different seasons are acquired and then the seasonal PV power forecasting models are established based on optimized multi-layer back propagation neural network (BPNN), realizing the multi-model prediction of PV power. Finally, effectiveness of the seasonal PV power forecasting method is compared and validated. The performance analysis of the neural network forecasting model under typical seasonal conditions shows that the multi-model forecasting method based on seasonal characteristics of PV power generation is better than that of single power forecasting model for the whole year. The results show that the proposed method can effectively improve the power forecasting accuracy of PV power.
Introduction
In recent years, solar energy utilization has gained great development, and the grid-connected PV power generation has become more and more [1] . From 2005 to 2016, the annual average growth rate of PV installed capacity is higher than 30 percent in the world. By the end of 2016, the global PV installed capacity reached 305 GW. From 2009 to 2016, the annual average growth rate of PV installed capacity is higher than 100 percent in China. By the end of 2016, the Chinese PV installed capacity had reached 77.42 GW. Among them, the distributed PV power generation contributes a proportion of 13.3 percent, capacity had reached 77.42 GW. Among them, the distributed PV power generation contributes a proportion of 13.3 percent, and the centralized PV power generation contributed a proportion of 86.7 percent [2]. Worldwide, PV power generation will play a more and more important role in the future energy supply system.
Affected by varying irradiance levels and different weather conditions, output power of PV plants has obvious intermittent volatility and randomness [3] . Currently, the large-scale integration of PV power into the existing energy supply structure has brought about a critical challenge for the power grid's security and economy. The PV power forecasting techniques, which are timely and accurate, can be very helpful to reasonably schedule PV plants, and to efficiently balance the operation of the power-grid [4] . Reliable forecasting information can strongly support the synergetic utilization of different power supply forms. It will help to integrate more PV power into the power-grid and promote the deployment of large-scale renewable energy resources.
Currently, the time scales such as ultra-short term (15 min to 4 h ahead), short term (several hours to 3 days ahead), medium term (several days to 1 month ahead) and long term (1 month ahead or longer), have been studied for PV power forecasting. The spatial scales such as the micro-scale, small-scale, meso-scale and large-scale, can be interpreted by corresponding to a PV unit, a PV plant, PV plants cluster, and regional PV plants, respectively, shown in Figure 1 . With different combinations of time scales and spatial scales, the power forecasting accuracy will be different [5] . Time scale and spatial scale of the studied PV plant here are located in Figure 1 . As a result, the short-term and small-scale forecasting problem is addressed. In practice, the direct and the stepwise approaches are both utilized for PV power forecasting [6] . For the direct approaches, the inputs include historical weather, PV power, and forecasted weather, and the output is PV power [7, 8] . Only one forecasting model needs to be established for a direct approach. The stepwise approaches mainly include two steps. The first step is the forecasting of relevant weather factors, such as solar irradiance, ambient temperature and relative humidity, etc. The second step is the modeling of PV power generation characteristics [9, 10] , and the output is PV power. Compared with the single holistic model of direct approaches, the two steps of stepwise approach have clear physical meaning, and the steps are independent, to bring in greater flexibility. Any improvement of each step can effectively raise the whole forecasting performance. As a result, the stepwise approach will be further studied in this paper.
For a stepwise approach, the forecasting of weather factors, such as solar irradiance, ambient temperature, relative humidity, wind speed, wind direction, and atmospheric pressure, etc., plays an important role. Among them, solar irradiance is the most important factor. An overview of In practice, the direct and the stepwise approaches are both utilized for PV power forecasting [6] . For the direct approaches, the inputs include historical weather, PV power, and forecasted weather, and the output is PV power [7, 8] . Only one forecasting model needs to be established for a direct approach. The stepwise approaches mainly include two steps. The first step is the forecasting of relevant weather factors, such as solar irradiance, ambient temperature and relative humidity, etc. The second step is the modeling of PV power generation characteristics [9, 10] , and the output is PV power. Compared with the single holistic model of direct approaches, the two steps of stepwise approach have clear physical meaning, and the steps are independent, to bring in greater flexibility. Any improvement of each step can effectively raise the whole forecasting performance. As a result, the stepwise approach will be further studied in this paper.
For a stepwise approach, the forecasting of weather factors, such as solar irradiance, ambient temperature, relative humidity, wind speed, wind direction, and atmospheric pressure, etc., plays an important role. Among them, solar irradiance is the most important factor. An overview of different Energies 2018, 11, 326 3 of 17 approaches to forecast solar irradiance is given in [11] . For short-term forecasting in a temporal range up to some hours, the utilization of satellite data has been proposed [12] . For forecasting up to two days ahead or even more, the output from numerical weather prediction (NWP) is used [13, 14] . With the accuracy enhancement of NWP and post-data reduction technology, more accurate prediction of solar irradiance and relevant weather factors in specific sites during specific times can be achieved [15] [16] [17] .
According to the spatiotemporal resolution of NWP, there are mainly two modes: the global NWP and the meso-scale NWP. In spatial scale, the resolution of meso-scale NWP is 5-20 km, and even to 1 km. In the time scale, the resolution is 15 min-1 h. For the power-grid, the time resolution requirement of 15 min can be fulfilled. Considering the occupied space scale of a PV plant, the spatial resolution of meso-scale NWP can fulfill the requirement with properly downscaling technologies, to obtain the NWP data for a specific PV plant site [9] .
As a result, the weather factors, such as solar irradiance and ambient temperature, etc., in the first step of a stepwise approach, can be provided by the meso-scale NWP, and then the modeling of PV power generation characteristics is mainly studied in this paper. Currently, it mainly includes two classes of methods: physical modeling [18] and statistical modeling [19] . For physical modeling, the major equipment, such as PV array and inverter efficiency, etc., need to be modelled. The accurate modeling of their dynamics has become an attractive research field now [20] [21] [22] . However, in practice, the physical modeling is more complex, and the model parameters are difficult to be identified. Always, the simplified models that are obtained are easily disturbed by external influences. In addition, operation characteristics of the major equipment often change with time, such as degradation of PV array and varying efficiency of inverter, etc., which cause a great challenge for physical modeling [23] . Especially, for PV power generation, the influence from local site environment, such as sand dust cover, rain scour, and shadow shelter to the PV panels, cannot be properly represented in a physical way, which further increases the modeling difficulty [24, 25] .
For statistical modeling, a data-driven model can be established to approximate the nonlinear dynamics of PV power generation [26, 27] . In [28] , the radial basis function neural network (RBFNN) was utilized to obtain the 24 h forecast of the solar irradiation on the horizontal plane. In [29] , the RBFNN was adopted to establish the PV power forecasting model, taking the difference of meteorological feature vector between the nearest similar day and the forecasted day as inputs. Besides, the associated data model is used to represent PV power generation characteristics in [7] . According to the literature, it can be found that the historical data of PV power generation contained abundant operation information. Meanwhile, the statistical methods have reliable theory support and matured application experiences, which bring in appropriate model complexity and convenient program implementation [8] . As a result, the statistical method has great potential to accurately model the PV power generation characteristics and to be efficiently applied into the practice.
The statistical algorithms generally used for solar irradiance and PV power prediction include artificial neural network (ANN), classification and regression, time series, wavelet analysis, random forest, probabilistic prediction, and integrated methods. Thereinto, due to the good generalization and fault tolerated performance, the ANN algorithms have been popularly used for PV power forecasting [30, 31] .
As a nonlinear dynamic process, PV power generation is affected by many factors, such as solar irradiance, ambient temperature, and PV cells themselves, etc., and thus, different operating conditions exist [32] . According to the literature [33] [34] [35] , it is significantly affected by solar irradiance and ambient temperature, which vary with weather conditions and seasons. Different operating conditions correspond to different dynamics of PV power generation. As a result, PV power forecasting with a single model is inaccurate, as it does not have enough generalization performance for the whole year, and different PV models should be established to improve the forecasting accuracy. A forecasting method that extracts data from similar days to train the data-driven model has been proposed [36] [37] [38] [39] . Different weather types are partitioned, and the data of days with similar weather types are extracted for the modeling of PV power generation characteristics [40] . As a result, Energies 2018, 11, 326 4 of 17 different models can be established corresponding to different weather types. It inspired a way to improve PV power forecasting accuracy under a multi-model structure from the point of weather types. Meanwhile, under the multi-model structure, the other forecasting methods can also be studied from the other points.
Solar cycle movement induces seasonal changes in solar irradiance and ambient temperature, etc., which may have a seasonal impact on PV output power. Meanwhile, different seasons have their representative weather types [39] . Then, establishing PV system models in different seasons may be an effective solution. The multi-model forecasting method is proposed [41] . In this paper, seasonal characteristics of different weather factors are analyzed, and the feasibility to establish multi-model of PV system is studied.
Beijing area has four distinct seasons, a large number of sunny days, while each season contains a variety of weather conditions. Considering these features and the advantages of ANN on data-driven modeling, the multi-layer BPNN is adopted in this paper to build multiple models of PV power generation in the Beijing area. The multi-layer BPNN model has strong generalization ability, suitable for various weather types in single seasons. Meanwhile, optimize the model parameters of BPNN, such as initial weights and thresholds, using genetic algorithm (GA), determine BPNN structure via k-cross validation (k-CV) method, and use the sliding time window mechanism for data update. These will further improve the forecasting accuracy of PV power. The paper is organized as follows: Section 2 analyzes the seasonal distribution characteristics for some important weather factors to PV power generation. Section 3 introduces the multi-model approach for PV power forecasting, based on the optimized multi-layer BPNN. A simulation example is analyzed and shown in Section 4; Finally, Section 5 concludes the paper.
Seasonal Characteristics Analysis of PV Power Generation
PV power generation is closely related to weather conditions of which the changes can be described by multiple meteorological parameters. According to meteorological conditions and the operation principles of PV power generation, the parameters such as solar irradiance, ambient temperature, relative humidity, wind speed, wind direction, and atmospheric pressure can affect PV power generation in varying degrees. On the one hand, the impact of each factor on PV power generation is different; on the other hand, impact of the same factor often changes under different working conditions. Moreover, there are multiple correlations and coupling relationships among the meteorological factors, which need to be analyzed and evaluated.
According to the existing literature, the factors such as solar irradiance and ambient temperature are generally used as input variables in the physical modeling of PV power generation [42] . A typical PV power generation physical model is shown in Equation (1), which takes solar irradiance and ambient temperature as inputs, and generation power as output. The basic principle of PV power generation is PV effect, using PV modules to convert solar energy into electricity. The actual output power P t of a PV module at instant t can be calculated using Equation (1):
where, P STC is the standard output power of a PV module which corresponds to the solar radiation intensity G STC = 1000 W/m 2 and the temperature T STC = 25 • C; a t is the power-temperature coefficient of a PV module; G t is the actual solar irradiance at instant t received by the PV module; T t is the ambient temperature at instant t [43] . Obviously, output power of a PV module is mainly determined by the solar irradiance and the ambient temperature. Via regulating solar irradiance and ambient temperature, I-V curve of the PV module changes significantly. Meanwhile, the output power also changes. According to the season division criteria in meteorology, the four seasons from spring to winter correspond to the time intervals by months, such as from March to May, from June to August, from September to November, and from December to February in the Gregorian calendar, respectively. Adopting the real-time monitoring data of a PV power station in North China Electric Power University, the seasonal characteristics of the main meteorological factors, such as solar irradiance and ambient temperature, can be analyzed. Meanwhile, the relationship between them and the PV power generation characteristics will be further studied.
Select data samples of the above PV power station from November 2016 to October 2017, and then set the sampling period as 15 min. In order to ensure data quality, the data preprocessing methods, such as abnormal data elimination and missing data interpolation reconstruction, are carried out for the data samples.
For the PV plant, the historical data of solar irradiance and ambient temperature from November 2016 to October 2017 is analyzed, as shown in According to the season division criteria in meteorology, the four seasons from spring to winter correspond to the time intervals by months, such as from March to May, from June to August, from September to November, and from December to February in the Gregorian calendar, respectively. Adopting the real-time monitoring data of a PV power station in North China Electric Power University, the seasonal characteristics of the main meteorological factors, such as solar irradiance and ambient temperature, can be analyzed. Meanwhile, the relationship between them and the PV power generation characteristics will be further studied.
For the PV plant, the historical data of solar irradiance and ambient temperature from November 2016 to October 2017 is analyzed, as shown in Figures 3-5. According to the season division criteria in meteorology, the four seasons from spring to winter correspond to the time intervals by months, such as from March to May, from June to August, from September to November, and from December to February in the Gregorian calendar, respectively. Adopting the real-time monitoring data of a PV power station in North China Electric Power University, the seasonal characteristics of the main meteorological factors, such as solar irradiance and ambient temperature, can be analyzed. Meanwhile, the relationship between them and the PV power generation characteristics will be further studied.
For the PV plant, the historical data of solar irradiance and ambient temperature from November 2016 to October 2017 is analyzed, as shown in Figure 4a shows the average solar irradiance per month at different times of a day. Along the abscissa axis, the differences of the amplitudes in different months at a certain time vary between 150-300 W/m 2 . Along the ordinate axis, the amplitudes at different times in a certain month vary greatly, and are affected by the sunrise and sunset. At all timepoints, the amplitudes of spring and summer are greater than autumn and winter. In January, the minimum amplitudes appear mostly at all times of a day. Figure 5a displays the average solar irradiance of each season at different times of a day, such as 8, 10, 12, 14, 16, and 18 o'clock. It can be seen that the solar irradiance obviously changes with the season. The descending order of the average solar irradiance in different seasons at all times of a day is spring, summer, autumn, and winter. Figure 4b shows the average ambient temperature per month at different times of a day. Along the abscissa axis, the differences of the amplitudes in different months at a certain time vary around 30 centigrade. Along the ordinate axis, the amplitudes at different times in a certain month vary obviously. At all the times, the amplitudes in July are at the maximum, which suggests a cluster of unimodal curves, of which the overall trend has a single peak. In January, the minimum amplitudes appear at all times of a day. Figure 5b displays the average ambient temperature of each season at different times of a day, such as 8, 10, 12, 14, 16, and 18 o'clock. It can be seen that the ambient temperature has obvious seasonal distribution characteristics. The descending order of the average ambient temperature in different seasons at all times of a day is summer, spring, autumn, and winter. Figure 4a shows the average solar irradiance per month at different times of a day. Along the abscissa axis, the differences of the amplitudes in different months at a certain time vary between 150-300 W/m 2 . Along the ordinate axis, the amplitudes at different times in a certain month vary greatly, and are affected by the sunrise and sunset. At all timepoints, the amplitudes of spring and summer are greater than autumn and winter. In January, the minimum amplitudes appear mostly at all times of a day. Figure 5a displays the average solar irradiance of each season at different times of a day, such as 8, 10, 12, 14, 16, and 18 o'clock. It can be seen that the solar irradiance obviously changes with the season. The descending order of the average solar irradiance in different seasons at all times of a day is spring, summer, autumn, and winter. Figure 4b shows the average ambient temperature per month at different times of a day. Along the abscissa axis, the differences of the amplitudes in different months at a certain time vary around 30 centigrade. Along the ordinate axis, the amplitudes at different times in a certain month vary obviously. At all the times, the amplitudes in July are at the maximum, which suggests a cluster of unimodal curves, of which the overall trend has a single peak. In January, the minimum amplitudes appear at all times of a day. Figure 5b displays the average ambient temperature of each season at different times of a day, such as 8, 10, 12, 14, 16, and 18 o'clock. It can be seen that the ambient temperature has obvious seasonal distribution characteristics. The descending order of the average ambient temperature in different seasons at all times of a day is summer, spring, autumn, and winter. Figure 4a shows the average solar irradiance per month at different times of a day. Along the abscissa axis, the differences of the amplitudes in different months at a certain time vary between 150-300 W/m 2 . Along the ordinate axis, the amplitudes at different times in a certain month vary greatly, and are affected by the sunrise and sunset. At all timepoints, the amplitudes of spring and summer are greater than autumn and winter. In January, the minimum amplitudes appear mostly at all times of a day. Figure 5a displays the average solar irradiance of each season at different times of a day, such as 8, 10, 12, 14, 16, and 18 o'clock. It can be seen that the solar irradiance obviously changes with the season. The descending order of the average solar irradiance in different seasons at all times of a day is spring, summer, autumn, and winter. Figure 4b shows the average ambient temperature per month at different times of a day. Along the abscissa axis, the differences of the amplitudes in different months at a certain time vary around 30 centigrade. Along the ordinate axis, the amplitudes at different times in a certain month vary obviously. At all the times, the amplitudes in July are at the maximum, which suggests a cluster of unimodal curves, of which the overall trend has a single peak. In January, the minimum amplitudes appear at all times of a day. Figure 5b temperature has obvious seasonal distribution characteristics. The descending order of the average ambient temperature in different seasons at all times of a day is summer, spring, autumn, and winter.
From the above statistical analysis, both the solar irradiance and ambient temperature have significant seasonal characteristics.
Due to the Equation (1), it can be found that the PV output power is mainly determined by the solar irradiance and ambient temperature. In order to reveal the relevance between PV output power and the above two external factors, the PV output power can be analyzed as follows. Figure 6 is the PV power analysis in statistic of the demonstration PV power station from November 2016 to October 2017. Figure 6a is the annual time-sharing display chart of PV output power in the whole year from November 2016 to October 2017. The overall trend of PV output power in one year can be seen. From the above statistical analysis, both the solar irradiance and ambient temperature have significant seasonal characteristics.
Due to the Equation (1), it can be found that the PV output power is mainly determined by the solar irradiance and ambient temperature. In order to reveal the relevance between PV output power and the above two external factors, the PV output power can be analyzed as follows. Figure 6 is the PV power analysis in statistic of the demonstration PV power station from November 2016 to October 2017. Figure 6a is the annual time-sharing display chart of PV output power in the whole year from November 2016 to October 2017. The overall trend of PV output power in one year can be seen. Figure 6c is the display chart of seasonal average PV output power at different times of a day. It can be seen that the differences are obvious in different seasons. However, the distribution characteristics are varying, which is different from that of solar irradiance and ambient temperature. It suggests that PV output power is comprehensively affected by solar irradiance and ambient temperature. Under different combinations of solar irradiance and ambient temperature, the PV output power and generation efficiency are varying. Actually, it shows the natural nonlinearity of PV power generation process, which is the most critical challenge in PV power forecasting.
Furthermore, the statistical value of solar irradiance, ambient temperature, and PV power are shown in Table 1 . It can be seen that the statistical indicators, such as maximum, minimum, and average values of the above three variables in different seasons are significantly different. Taking the average indicator as an example, it shows that under the combination of solar irradiance and ambient temperature in different seasons, the PV power characteristics have clearly seasonal changes. It suggests that the PV modules operate under significantly different operating conditions. Therefore, it is necessary to establish the PV forecasting models in different seasons to improve the modeling accuracy. Figure 6c is the display chart of seasonal average PV output power at different times of a day. It can be seen that the differences are obvious in different seasons. However, the distribution characteristics are varying, which is different from that of solar irradiance and ambient temperature. It suggests that PV output power is comprehensively affected by solar irradiance and ambient temperature. Under different combinations of solar irradiance and ambient temperature, the PV output power and generation efficiency are varying. Actually, it shows the natural nonlinearity of PV power generation process, which is the most critical challenge in PV power forecasting.
Furthermore, the statistical value of solar irradiance, ambient temperature, and PV power are shown in Table 1 . It can be seen that the statistical indicators, such as maximum, minimum, and average values of the above three variables in different seasons are significantly different. Taking the average indicator as an example, it shows that under the combination of solar irradiance and ambient temperature in different seasons, the PV power characteristics have clearly seasonal changes. It suggests that the PV modules operate under significantly different operating conditions. Therefore, it is necessary to establish the PV forecasting models in different seasons to improve the modeling accuracy. 
A Multi-Model Approach of PV Power Forecasting Based on Optimized BPNN
Besides the data validity, the performance of BPNN depends on the selection of input variables, the design of network structure, and the optimization of network parameters. This determines the performance of BPNN.
Selection of Input Variables for PV Power Forecasting Model
For the model of PV power characteristics, in addition to the general inputs such as solar irradiance and ambient temperature used in statistical models [29, 44] , many factors such as relative humidity, wind speed, and air pressure, etc., also affect the PV power. Reasonably increasing the input space dimension of forecasting model is helpful to approximate the actual PV power characteristics more accurately. Due to that the above meteorological factors are mutually coupled to influence PV power generation, their influence degrees to the PV power generation are different. Through path analysis, the meteorological factors which have greater influence can be selected as the additional input variables [45] . Besides, according to the analysis in Section 2, the meteorological conditions are obviously different in four seasons. Thus, in each season, the path analysis should be executed.
Generally speaking, PV power generation are influenced by the weather factors, such as solar irradiance, ambient temperature, relative humidity, wind speed, wind direction, and atmospheric pressure, which are also readily available in weather stations and NWP. Taking the historical data of PV power demonstration platform in North China Electric Power University for 2016 as data samples, seasonal characteristics of the influence factors are analyzed through path analysis. The results suggest that the highest correlation exists between the four factors (such as solar irradiance, ambient temperature, relative humidity, and wind speed) and PV power. It keeps in line with the research of [46] . As a result, it is reasonable to select the four variables for the forecasting modeling of PV power and the results of path analysis are shown in Tables 2-6 . From the results, the relationship among different influence factors and PV power are clear. It is easy to select the input variables of seasonal model and the annual model. There are many weather factors affecting PV power generation, whose influence ways and effects are different. The complex nonlinear relationships exist between the different weather factors and PV power, while influences of different weather factors are also coupled with each other. However, statistical methods can be used to measure and contrast it quantitatively, so as to identify the critical weather factors which play a key role. From Tables 2-6, the terms such as realsun, realtem, realhum, and realwin represent the surface solar irradiance, ambient temperature, relative humidity, and wind speed, respectively.
Structure and Parameter Optimization of BPNN via k-Cross Validation
BPNN is a kind of supervised machine learning algorithm. The output error is propagated back from output layer to input layer via the hidden layer, and then the weight coefficient of each neuron is modified dynamically. BPNN can process the information in a distributed parallel manner. The properly trained BPNN has great approximating performance to the nonlinearity, which can approximate the nonlinearity with arbitrary precision. Besides, BPNN has good fault tolerance and generalization ability. Thus, the constructed model has good robustness and strong advantages in PV power generation modeling, a complex nonlinear system.
In order to approximate the actual characteristics of PV power, the GA is adopted to optimize the initial parameters of multi-layer BPNN. The output of a typical neuron structure is
, where p i is the i-th input and the input vector is P; w i,j is the weight coefficient of the i-th input to the j-th hidden layer node, and the weighting coefficient matrix is W; b is the threshold of a neuron; f is a transfer function.
Based on the analysis in Section 3.1, the BPNN in each season selects different variables as input. The output variable is PV power. However, there is no uniform standard to determine the number of layers and the hidden layer nodes. Besides, the initial values of weighting coefficient and threshold also have important influence on the performance of BPNN.
On the basis, the k-CV is adopted to properly determine the layers of BPNN, while the GA is adopted to optimize the approximating performance. The detailed implementation scheme is shown in Figure 7 .
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where 1 n is the number of hidden layer nodes; n is the number of input variables; m is the number of output variables; a is a constant value between (1,10) [46] .
If the required accuracy cannot be achieved, the layers can be gradually increased and evaluated. As the number of hidden layers increases, selection of the optimal number of hidden layer nodes needs to consider the balance between training time and fitting accuracy using the trial and error method [47] . For example, heuristic grid search can be used. When the BPNN structure has been determined, the GA is used to optimize its initial weights and thresholds.
Based on the historical operation data of a PV power station in Beijing, the samples are preprocessed. In order to obtain a reliable and accurate model, the k-CV method is used to optimize the structure and parameters of BPNN model. The advantage of the k-CV method is that all sample data are used for training and verification by random equal, and each part is used only once [48] . If the input and output variables have been determined, the implementation scheme above can be used to optimize the layers of BPNN. Usually, BPNN prefer to adopt a three-layer structure, where a commonly used empirical formula to determine the hidden layer nodes is shown as follows:
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Based on the historical operation data of a PV power station in Beijing, the samples are preprocessed. In order to obtain a reliable and accurate model, the k-CV method is used to optimize Energies 2018, 11, 326 12 of 17 the structure and parameters of BPNN model. The advantage of the k-CV method is that all sample data are used for training and verification by random equal, and each part is used only once [48] .
Multi-Model Approach for PV Power Forecasting
In this paper, NWP is used to obtain the solar irradiance and other meteorological data. By improving the modeling accuracy of PV power generation characteristics, the prediction accuracy of PV power generation is improved.
The multi-model building process of PV power generation based on BPNN is divided into the following three steps.
Step 1: Data quality control and data pretreatment. The effective sample data is of great significance to improve the accuracy of PV power generation prediction model, and the outlier data points are identified and eliminated. Then, the data acquisition is normalized. Through the above steps, we can complete the acquisition of massive effective data samples, and improve the effectiveness of the data sample.
Step 2: Based on the four seasons division method of meteorology, the BPNN model of different seasons is established according to the implementation scheme proposed in Section 3.2 in spring, summer, autumn, and winter, respectively.
Step 3: The performance of the multi-model BPNN for PV power generation is evaluated. In addition, considering the adaptability of the model, the BPNN model of the four seasons is introduced into the error feedback system. Through the data update to improve and optimize the prediction model, this can make it more adaptive to the current operating conditions of PV power station.
All in all, the multi-model power prediction implementation scheme of PV power plant based on seasonal characteristics is shown in Figure 8 . 
Instance Verification
Determination of Seasonal Multi-Model Structure
The annual data for 2017 are divided into four seasons. The setting of model structure is shown in Table 7 . The maximum training times is about 5000. The training accuracy goal is about 0.01. The learning rate is 0.1. 
Performance Verification
In order to verify the availability and universality of the multi-model power prediction method for PV power plant based on seasonal characteristics, this paper randomly selects 1 day data from each month of 2017 for comparative analysis. To quantitatively verify the prediction results, the indexes of MAE (mean absolute error) and RMSE (root mean square error) are used to evaluate the accuracy of different methods.
The model accuracy is calculated as Equation (3):
The following conclusions could be summarized according to Tables 8 and 9 and Figure 9: • Both of the seasonal model and annual model have good prediction results, and the prediction accuracy is more than 90 percent.
•
The root mean square error and mean absolute error of the multi-layer BPNN model PV power prediction method based on seasonal characteristics are less than the annual model and the single-layer BPNN model. The prediction error improves, and the stability of prediction results also obviously improves.
Multi-layer BPNN model PV power prediction method based on seasonal characteristics is more accurate than the whole year model and the single-layer BPNN model. It has better performance, and can be used to design more accurate PV power prediction algorithms.
Multi-layer BPNN model is superior to support vector machine (SVM) model in accuracy, root mean square error, and mean absolute error. 
Performance Analysis and Evaluation
The PV power is obviously affected by the weather conditions. The weather factors, such as solar irradiance, ambient temperature, relative humidity, wind speed, wind direction, and atmosphere pressure, etc., are the possible influence factors. According to the simplified physical-based model (1), the solar irradiance and ambient temperature are the dominant influence factors. Then, the I-V curve in Figure 2 can be obtained, due to the silicon-based solar cells work in the maximum power point tracking (MPPT) mode all the time. A single combination of solar irradiance and ambient temperature corresponds to a maximum power point in theory. Therefore, a single combination of solar irradiance and ambient temperature represents a kind of external operation condition which corresponds to a maximum power point. In practice, a combination of more weather factors also represents a kind of external operation condition. However, it is more complex. Then, the multi-layer BPNN is used to represent the mapping relation between external operation conditions and PV power based on the practical data. For the seasonal models and annual model, different weather factors, data, and PV power data are acquired as samples for the modeling, and the mapping relations which the BPNN represent are different, though they have the same model inputs and outputs. Besides, different seasonal models and the annual model have different structures of multi-layer BPNN, including different hidden layers and neuron nodes. As a result, they have certain differences in forecasting accuracy of PV power. It explains well the accuracy difference of the different forecasting models shown in Figure 9 .
In summary, the seasonal models established in this paper can reflect the unique output characteristics of PV plants under different season conditions, and have superior forecasting performance. 
The PV power is obviously affected by the weather conditions. The weather factors, such as solar irradiance, ambient temperature, relative humidity, wind speed, wind direction, and atmosphere pressure, etc., are the possible influence factors. According to the simplified physical-based model (1), the solar irradiance and ambient temperature are the dominant influence factors. Then, the I-V curve in Figure 2 can be obtained, due to the silicon-based solar cells work in the maximum power point tracking (MPPT) mode all the time. A single combination of solar irradiance and ambient temperature corresponds to a maximum power point in theory. Therefore, a single combination of solar irradiance and ambient temperature represents a kind of external operation condition which corresponds to a maximum power point. In practice, a combination of more weather factors also represents a kind of external operation condition. However, it is more complex. Then, the multi-layer BPNN is used to represent the mapping relation between external operation conditions and PV power based on the practical data. For the seasonal models and annual model, different weather factors, data, and PV power data are acquired as samples for the modeling, and the mapping relations which the BPNN represent are different, though they have the same model inputs and outputs. Besides, different seasonal models and the annual model have different structures of multi-layer BPNN, including different hidden layers and neuron nodes. As a result, they have certain differences in forecasting accuracy of PV power. It explains well the accuracy difference of the different forecasting models shown in Figure 9 . In summary, the seasonal models established in this paper can reflect the unique output characteristics of PV plants under different season conditions, and have superior forecasting performance.
Conclusions
The seasonal distribution of PV power prediction parameters is obvious. It is affected by the seasonal climatic conditions. Without consideration, the prediction accuracy of PV power prediction is truly affected. Therefore, this paper proposes a multi-model PV power prediction method based on seasonal characteristics, and establishes the prediction model according to the seasonal classification variables as input. The key points of this paper are summarized as follows.
The output power of PV plant will be affected by the solar irradiance and temperature. The revolution of the earth will lead to the solar irradiance and temperature in most regions of China presenting a seasonal pattern. If the factors of the season are not considered, the generality and generalization of the model are poor, and the prediction accuracy of the power station is affected.
The output power curve of the same season is highly similar. Based on the principle of difference and relativity, it proposes to classify the historical data, which are taken as a sample to establish the BPNN prediction model according to the season. The multi-model PV power forecasting method based on seasonal characteristics is more targeted.
Multi-model PV power prediction method based on seasonal characteristics is simple and effective, and shows better prediction performance.
The results show that the multi-model PV power prediction method based on seasonal characteristics has better prediction accuracy, and has a certain practicability and feasibility.
