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1. INTRODUCTION 
The continuous time programming problem, originating from Bellman’s 
bottleneck problems [l], has been considered by number of authors. A partial 
list of references can be found in Farr and Hanson [2, 31. More recently, Singh 
and Farr [A established the optimality criteria of Kuhn-Tucker and Fritz 
John type without assuming differentiability of functions involved. However, all 
the work done so far in the nonlinear case is based on the assumption the 
functions involved are either convex or concave. In this paper we weaken the 
convexity/concavity restrictions by considering quasi-convex/quasi-concave 
and pseudoconvex functions. More specifically we will assume that the objective 
function involve pseudoconvexity “almost everywhere” and the constraints 
involve quasi-convex and quasi-concave functions. Having this set up we esta- 
blish a sufficient optimality criterion of the classical type as presented in 
Mangasarian [5]. Functions are assumed to be FrCchet differentiable. For 
definition and properties of FrCchet differential the reader is referred to 
Luenberger [4] and Rall [6]. 
2. PRELIMINARIES 
Let Dk (for R integer, K > 1) be the collection of all k dimensional bounded and 
measurable (in the Lebesgue sense) functions defined on the closed interval 
[O, T] and D+k be the collection of all such nonnegative functions. Let e(.) be a 
function defined on D” and taking values in DQ where p and q are positive 
integers greater than or equal to 1. 
DEFINITION 1. (i) We say 0(,) is quasi-convex at g(t) E D9 if for z(t) E DP, 
@w> > @G)) * Pl rm ies 0(%(t)) 2 Q&(t) + (1 - X) a(t)) for all t E [0, T] and 
forallhsuchthatO<A<l. 
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(ii) We say 0(.) is quasi-concave at z(t) E Dp if for z(t) E Dfl, 0(%(t)) :< 
e(z(t)) implies 0(~(t)) < 0(&z(t) + (1 - A) g(t)) for all t E [0, 2’1, and for all h 
such that 0 < h < 1. 
The function 0(.) is said to be quasi-convex (quasi-concave) on Da if it is 
quasi-convex (quasi-concave) at each z(t) E Do. Clearly if 6’ is quasi-convex 
(quasi-concave) at y(t), then -0 is quasi-concave (quasi-convex) at 5(t). 
DEFINITION 2. Let #(.) be a real-valued function defined on 13~. 
(i) We say #(.) is pseudoconvex at z(t) E Dfl almost everywhere (a.e.) 
on [0, T] if $(.) is FrCchet differentiable at z(t) and for each x(t) E D”, d#(%(t); 
z(t) - g(t)) > 0 a.e. on [0, T] implies #(z(t)) 2 #(z(t)) a.e. on [0, T], where 
&(5(t); z(t) - z(t)) is the FrCchet differential of 4(.) at z(t) with increment 
z(t) - z(t). 
(ii) We say #(.) is pseudoconcave at z(t) E Dp a.e. on [0, T] if $J(.) is 
FrCchet differentiable at z(t) E DP and for each z(t) E DP d#(,%(t); z(t) - y(t)) < 0 
a.e. on [0, T] implies #(x(t)) < #(s(t)) a.e. on [0, T]. 
Note that if $(.) is pseudoconvex (pseudoconcave) at z(t) a.e., then -#(.) 
is pseudoconcave (pseudoconvex) at z(t) a.e. The function $(.) is said to be 
pseudoconvex (pseudoconcave) a.e. on Dp if and only if it is pseudoconvex 
(pseudoconcave) a.e. at each point z(t) E D”. 
THEOREM 1. Let O( .) be a function defined on D” taking values in Dq. 
(i) Suppose 0( .) is FGchet d#erentiable and quasi-convex at zl(t) E Dp. Then 
for x2(t) E Dp, e(z,(t)) < e(zl(t)) implies d@,(t); zz(t) - zl(t)) < 0 for all 
t E [O, T]. 
(ii) Suppose e(.) is FGchet d@rentiable and quasi-concave at zl(t) E Dv. 
Then for q(t) E Dp, B(z,(t)) > O(zl(t)) implies de(z,(t); zz(t) - x,(t)) > 0 for all 
t E [0, T]. 
Proof. We prove (i). The proof of (ii) is similar. If q(t) = .z2(t) then the 
result is trivial. So we let xl(t) f x2(t). For 0 < h < 1, let zs(t) = kg(t) $- 
(1 - A) zl(t). Th en e(z,(t)) > e(x,(t)) for all t E [0, n implies e(z,(t)) > 
e(Az,(t) + (1 - A) q(t)) for all t E [0, T]. Since B(.) is FrCchet differentiable at 
3(t), 
where 
0 z e+,(t) + (1 - 4 m) - +,(t)) 
= e(e) + wdt) - m) - f-+,(t)) 
= ~doh(t); 3(t) - %(Q + W,(t); q%(t) - %W), 
l$ ~(%(~); wm - dt)))P = 0. 
Hence de(z,(t); zz(t) - xl(t)) < 0 for all t E [0, T]. 
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3. THE MAIN RFSULT 
We consider the following maximization problem (MP): 
Maximize 
Z(z) = s’ h@(t)) dt 
0 
subject to 
where 
fMt)) < c(t) + lot gh t, 44) ds, O<t<T, 
z(t) 2 0, O<t<T, 
x( .) E D”, 
f (.) is an m x 1 vector-valued function defined on DP, 
c(e) is an m x 1 vector-valued function defined on [0, T], 
id*, -9 a) is an m x 1 vector-valued function defined on [0, t] x 10, T] x DP 
for each t E Dn, 
h(.) is a real-valued function defined on DP. We let 
f&W) = f W> - 49 - lo’ g@, t, 4s)) dt. 
All integrals are in the Lebesgue sense. Further let H( .) be Lebesgue measurable 
and 
S = (z(t) E D+p: H(z(t)) < 0 for all t E [0, T]). 
That is, S is the set of all feasible solutions of MP. If there exists a z(t) E S such 
that Z(Z) = max,(t)ES Z(Z) we say 5(t) is an optimal solution of MP. We assume 
that each of the space Dk under consideration is suitably normed. [Say z(t) E Dk, 
II zII = m~t,~o,&~l I 4Wl 
THEOREM 2. Let 
(9 x”(t) E D+“, 
(ii) h(e) be pseudoconcave on D* a.e. on [0, T], 
(iii) f(e) be dajferentiable and quasi-convex on DP, 
(iv) g(., .) be dzferentiable and quasi-concave with respect to the third 
component, 
(v) H(0) = 0 and H(z(t)) is Frkhet dzjjkrentiable on DP, 
(vi) there exists a u”(t) E D* such that 
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(a) 4h(z0(t); z(t) - zO(t)) + u’O(t) dH(zO(t); z(t) - z”(t)) ;2 0, 
(b) J; do(t) H(zO(t)) dt = 0, 
(c) H(zO(t)) < Ofor aEE t G [0, T], 
(d) uO(t) 3 0 for all t E [0, T]. 
Then x0(t) is an optimal solution of MP. 
Proof. By (vi) (c), H(z”(t)) < 0 for all t E [0, T]. Let 
-3, = {t E [0, T]: E&co(t)) = 0; 
Bj := {t E [0, T]: Hi(zo(t)) < O} 
for i = I,..., m. Let 
Note that 
A = fiAi, B=ijBi. 
a=1 i--l 
[0, T] 1 A u B = B u 
( 1 
fi A, = fi (B u Ai) 2 fi (Bi u Ai) = [0, T]. 
i=l i==l i=l 
Now 
0 == .I“ do(t) H(zO(t)) at 
0 
= Fl s,r ui’(t) f&(x0(t)) dt 
= $,, [JA Ui’(t) ff,(z”(t)) dt +s, u,‘(t) f&(z”(t)) dt] 
= El s, uO(t) fhW(tN d *
Since H,(zO(t)) = 0 for all t E A. This implies that 
f 
u,O(t) Hi(zo(t)) dt = 0 for i = I,..., m. 
B 
[This is because ujo(t) 3 0 and Hj(zo(t)) < 0 for all t E [0, T] and for all 
i = l,..., m. Hence either p(B) = 0 or u,O(t) H,(xO(t)) = 0 almost everywhere 
on B for all i = I,..., m; where p is the Lebesgue measure restricted to the u-field 
of Lebesgue measurable subsets of [0, T]. 
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Case 1. Suppose p(B) = 0. 
Let 
z*(t) = .zO(t) if t E A\B, 
= 0 if ttzB, 
where A\B = (t E [0, T]: t E A and t $ B}. Since A u B = [0, T], p(B) = 0, 
x*(t) = z”(t) a.e. on [0, 7’1. By the construction of A and hypothesis (v), 
H(x*(t) = 0 for all t E [0, T]. Therefore for any feasible solution z(t), H@(t)) < 
0 = f@*(t)) for all t E [0, 7’1. Nowf(x(t)) ’ q IS uasi-convex in z(t) and g(s, t, z(s)) 
is quasi-concave in z(s), it follows that H@(t)) is quast-convex in x(t). Therefore 
by Theorem 1 (i) dH(z*(t); x(t) - z*(t)) < 0 for all t E [0, T]. This means 
dH(zo( t); x(t) - z”(t)) < 0 a.e. on [0, T]. Hence by hypothesis (via), -dh(zO(t); 
z(t) - x0(t)) > 0 a.e. on [0, T]. That is dh(zO(t); z(t) - zO(t)) <O a.e. on 
[0, T]. By the pseudoconcavity of h(z(t)) at z”(t) a.e., h(z(t)) < h(zO(t)) a.e. on 
[O, T]. This implies that 
Z(z) = j-’ h@(t)) dt < 1’ l@‘(t)) dt = Z(9) 
0 0 
for any feasible solution z(t). That is X0(t) is an optimal solution. 
Case 2. Suppose u,D(t) Hi(zo(t)) = 0 a.e. on B for i = l,..., m. Now for any 
feasible solution x(t), H,(z(t)) < 0 = Z&(zO(t)) for all t E A. Therefore for 
i = I,..., m 
u,O(t) &(x(t)) < 0 = u?(t) I&(x0(t)) if tEA 
zqyt) H&z(t)) = 0 = Q(t) H&O(t)) a.e. on B 
That is for i = I,..., m 
u?(t) H&x(t)) < 0 = u?(t) H&z@(t)) a.e. on to, Tl. 
Therefore 
u’@(t) Hf.%(t)) < 0 = u’O(t) H(z(t)) a.e. on P, Tl 
Next let 
C = (t E [0, T]: u’O(t) H@(t)) > u’O(t) E&F(t))). 
Note that p(C) = 0. Now define 
u*(t) = u”(t) if t E LO, Tl\C, 
= 0 t E c. 
It follows that u*(t) H@(t)) < u*(t) l&O(t)) for all t E [0, T] and for all feasible 
solutions z(t). Next, H(z(t)) being quasi-convex and u*(t) >, 0 for all t E [0, T], 
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u’*(t) H(x(t)) is quasi-convex for all feasible solutions z(t). Therefore 
u’*(t) dH(zO(t); z(t) - z”(t)) < 0 for all feasible solutions z(t). This implies that 
do(t) dH(zO(t); z(t) - z”(t)) < 0 a.e. on [0, 7’1. By hypothesis (via), 
dh(zO(t); x(t) - zO(t)) < 0 a.e. on [0, T]. Therefore h(z(t) < h(zO(t)) a.c. on 
[0, T]. Hence 
Z(z) = s’ /(z(t)) dt < [’ h(zO(t)) dt = Z(z”) 
0 “0 
for all feasible solutions x(t). That is, zO(t) is an optimal so!ution. 
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