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ABSTRACT 
 
Mechanical Behavior of Small-Channels in Acid-etched Fractures. (December 2010) 
Jiayao Deng, B.S., Tsinghua University, Beijing, China; 
M.S., Tsinghua University, Beijing, China 
Co-Chairs of Advisory Committee: Dr. A. Daniel Hill 
   Dr. Ding Zhu 
 
The conductivity of acid-etched fractures highly depends on spaces along the 
fracture created by uneven etching of the fracture walls remaining open after fracture 
closure. Formation heterogeneities such as variations of mineralogy and permeability 
result in channels that contribute significantly to the fracture conductivity. Current 
numerical simulators or empirical correlations do not account for this channeling 
characteristic because of the scale limitations. The purpose of this study is to develop 
new correlations for conductivity of acid-etched fracturing at the intermediate scale. The 
new correlations close the gap between laboratory scale measurements and macro scale 
acid fracture models. 
Beginning with acid-etched fracture width profiles and conductivity at zero 
closure stress obtained by the previous work, I modeled the deformation of the fracture 
surfaces as closure stress is applied to the fracture. At any cross-section along the 
fracture, I approximated the fracture shape as being a series of elliptical openings. With 
the assumption of elastic behavior for the rock, the numerical simulation presents how 
many elliptical openings remain open and their sizes as a function of the applied stress. 
 iv 
The sections of the fracture that are closed are assigned a conductivity because of small-
scale roughness features using a correlation obtained from laboratory measurements of 
acid fracture conductivity as a function of closure stress. The overall conductivity of the 
fracture is then obtained by numerically modeling the flow through this heterogeneous 
system. 
The statistical parameters of permeability distribution and the mineralogy 
distribution, and Young’s modulus are the primary aspects that affect the overall 
conductivity in acid-etched fracturing. A large number of deep, narrow channels through 
the entire fracture leads to high conductivity when the rock is strong enough to resist 
closure stress effectively. Based on extensive numerical experiments, I developed the 
new correlations in three categories to predict the fracture conductivity after closure. 
Essentially, they are the exponential functions that incorporate the influential 
parameters. Combined with the correlations for conductivity at zero closure stress from 
previous work, the new correlations are applicable to a wide range of situations. 
 
 v 
DEDICATION 
 
To my parents, sister, wife and daughter 
 vi 
ACKNOWLEDGEMENTS 
 
I would like to express my deepest gratitude to my advisors, Dr. A. Daniel Hill 
and Dr. Ding Zhu, for their guidance and support throughout the course of this research. 
As well, I would like to extend my appreciation to Dr. Ahmad Ghassemi and Dr. Amine 
A. Benzerga for serving as my committee members. 
Thanks also go to my colleagues in our research group: Jianye Mou, Maysam 
Pournik, Luis Antelo, and Cassandra Beatty. I also want to thank my friends and the 
department faculty and staff for making my time at Texas A&M University a great 
experience. I would like to acknowledge the financial support from the acid fracturing 
conductivity JIP and the Crisman Institute in the Harold Vance Department of Petroleum 
Engineering of Texas A&M University. 
Finally, thanks to my mother and father for their encouragement and to my wife 
for her patience and love. 
 vii 
NOMENCLATURE 
 
a Major radius of ellipse, L, in. [m] 
a  Average crack half-length, L, in. [m] 
Aa Crack area, L
2
, m
2
 
A Area of fracture surface, L
2
, m
2
 
Ac Contact area of fracture surface, L
2
, m
2
 
b Minor radius of ellipse, L
2
, m
2
 
c Focus of ellipse, L, in. [m] 
cs Stress correction factor 
E Young’s modulus, m/Lt2, psi [Pa] 
flimestone Percentage of limestone 
F Body force per unit mass, L/t
2
, N/kg 
G Shear modulus, m/Lt
2
, psi [Pa] 
h Grid height, L, m 
ha Asperity height, L, m 
hf Fracture height, L, in. [m] 
kf Fracture permeability, L
2
, md [m
2
] 
K Kurtosis of asperity height distribution 
l Element half-length, L, in. [m] 
L Entire length of cross-section, L, in. [m] 
m Constant 
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M Root mean square of asperity height distribution 
N Number of data points 
n Number of cracks 
n(ha) Asperity height distribution function 
p Pressure, m/Lt
2
, psi [Pa] 
P Load, m/t
2
, Pa-m 
q Flow rate, L
3
/t, m
3
/s 
Q Total elastic energy, m/Lt
2
, Pa 
SRE Rock embedment strength, m/Lt
2
, psi [Pa] 
T Transmissivity, L
4
, m
4
 
u Displacement, L, in. [m] 
U Airy stress function 
Un Strain energy without crack, mL/t
2
, N 
UT Total strain energy, mL/t
2
, N 
v Displacement, L, in. [m] 
v  Average crack closure, L, in. [m] 
vf Fracture deformation, L, m 
V Acid volume, L
3
, in.
3
 
w Fracture width, L, in. [m] 
wi Ideal fracture width, L, in. [m] 
w0 Initial fracture width, L, in. [m] 
w  Average fracture width, L, in. [m] 
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wkf Fracture conductivity, L
3
, md-ft [m
3
] 
(wkf)0 Initial fracture conductivity under zero closure stress, L
3
, md-ft 
(wkf)ideal Ideal fracture conductivity, L
3
, md-ft [m
3
] 
xf Fracture half-length, L, in. 
X Volumetric dissolving power of acid 
z Individual data point 
 Constant 
c Contact ratio 
 Constant 
 Angle, radian, semivariogram 
 Additional deformation, L, in. [m] 
  Average additional deformation, L, in. [m] 
 Strain component 
 Elliptical coordinate 
 Muskhelishvili’s coefficient 
 Fluid viscosity, m/Lt, cp [Pa-s] 
 Poisson’s ratio 
 Elliptical coordinate 
(z) Potential function 
 Constant 
 Density, m/L3, kg/m3 
 x 
 Standard deviation of asperity height distribution 
0 Initial closure stress, m/Lt
2
, psi [Pa] 
c Closure stress, m/Lt
2
, psi [Pa] 
e Effective modulus of asperity, m/Lt
2
, psi [Pa] 
Y Rock yield stress, m/Lt
2
, psi [Pa] 
∞ Far-field stress, m/Lt2, Pa 
 Stress component, m/Lt2, Pa 
 Porosity 
(z) Potential function 
(z) Potential function 
 Analytical function for coordinate transformation 
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CHAPTER I  
INTRODUCTION 
 
1.1 Background 
Acid fracturing is one of the widely used techniques for stimulating well 
production. It is an alternative to proppant fracturing for limestone or dolomite 
formations. The purpose of acid fracturing is to bypass a damaged zone around the 
wellbore and/or stimulate an undamaged formation by altering the flow pattern. This 
technique has been a successful stimulation technique in oilfields for more than 60 years 
(Kalfayan, L.J, 2007).  
In an acid fracturing treatment, either acid alone is injected into the formation at 
a high rate, or the acid is preceded by a pad fluid (usually a viscous fluid). The fracture 
will be short and narrow without a pad fluid because the rate of fluid loss for acid is 
high. A treatment with a viscous pad fluid prior to the acid is more widely used under 
normal circumstances. A pad fluid is injected into the formation at pressure built up 
above the breakdown pressure of the formation. This pressure overcomes compressive 
earth stresses and the rock’s tensile strength to create a hydraulic fracture. Then plain 
acid, gelled acid, foamed acid, or emulsion containing acid is injected into the fracture to 
react with the formation. The acid reacts nonuniformly with the fracture walls so that the  
 
 
 
____________ 
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fracture props itself open after closure with the relatively undissolved regions acting as 
pillars that leave more dissolved regions as open channels. When the injection pressure 
is withdrawn, the fracture is subjected to the force attempting to close the fracture. The 
uneven etching along the fracture walls yields the lasting conductivity after closure 
(Ruffet et al., 1997). 
Success of acid fracturing highly depends on the resulting conductivity that is a 
measure of capacity for fluid flow through an acid-etching fracture. Flow channels 
created by the acid differentially etching mainly contribute to the fracture conductivity. 
Thus, the conductivity of the acid fracture is affected by the volume of rock dissolution, 
the etching pattern, the rock strength, and the closure stress on the fracture. In order to 
obtain sufficient conductivity after closure, we need to have an adequate amount of rock 
dissolution and the flow channels as a result of uneven reaction with the rock surface or 
preferential reaction with minerals heterogeneously placed in the formation. The rock 
needs to be strong to sustain the closure stress and prevent the channel closure. The 
carbonate formation with very soft rock is not a good candidate for acid fracturing. The 
closure stress is a function of the depth. The acid fracture in the shallow formation gives 
higher conductivity than in a deep one. 
In order to design an acid fracturing treatment precisely, a model that can 
simulate each step of acid fracturing and predict the conductivity is necessary. A good 
acid fracturing model must be able to describe the fracture geometry and the etching 
pattern with different acid types, injection conditions and formation characteristics like 
permeability and lithology. After the acid treatment, the model must incorporate the 
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mechanical behavior of the fracture under closure stress, determine the channels 
remaining open, and evaluate the fluid flow capacity through the fracture.  
The fracturing process with a pad injection is identical to that employed with 
proppant fracturing. By using the standard hydraulic fracturing theory, including 
analytical or numerical calculations, we can determine the fracture geometry as a 
function of the injection rate and time. The etching pattern is much more difficult to 
design because the rock dissolution is significantly affected by the leakoff behavior and 
the rock heterogeneity. The prediction of conductivity is not easy to achieve as well. The 
etching pattern, rock properties, and closure stress are the major factors that influence 
largely the conductivity of an acid-etched fracture. 
Many researchers (Williams and Nierode, 1972; Nierode et al., 1972; van 
Domselaar et al., 1973; Coulter et al., 1974; Roberts and Guin, 1975) have studied the 
fracturing process and acid reaction. Most of them have emphasized on the fracture 
geometry and the acid penetration distance rather than the fracture conductivity. In 
industry, some conductivity correlations (Nierode and Kruk, 1973; Williams et al., 1979) 
founded on laboratory measurements are used to design the acid fracturing treatments 
based on the experience with the similar formations. Currently, neither a definite 
mechanism to optimize the conductivity nor an accurate conductivity model exists for 
the acid-etched fracture. 
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1.2 Literature Review 
Hydraulic fracturing is one of the primary stimulation methods for improving 
well productivity. For a carbonate formation, two main kinds of hydraulic fracturing 
exist: proppant fracturing and acid fracturing. Proppant fracturing has been studied for a 
long time and used widely. This project will focus on acid fracturing. By its own nature, 
the success of acid fracturing depends on heterogeneous dissolution created by acid. 
Uneven etching is the main mechanism for maintaining the fracture open to generate 
conductivity. The objectives of this research are to investigate the effects of mechanical 
behavior during fracture closure numerically, calculate conductivity that influences acid 
fracture performance, and develop new conductivity correlations for industrial use. This 
section will review the literature on these three aspects. 
 
1.2.1 Fracture Closure Models 
The first part of this project is to model the closure behavior of acid fractures. I 
can simplify this process as two rough surfaces coming into contact. Many researchers 
have developed numerical models to describe fracture closure behavior. 
Gangi (1978) proposed his “bed of nails” model (Fig. 1.1) to study fracture 
permeability variation with pressure. He chose the rod-shaped asperities for the model 
and assumed the height distribution of asperities satisfying a simple power-law variation. 
Hopkins (1990) developed another similar model, in which the asperities were treated as 
columns with circular cross-sections. He used the Boussinesq solution to calculate the 
deformation around the circular contact area and employed Hooke’s law for a column to 
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obtain the deformation of the asperity. Cook (1992) pointed out that the deformation 
under normal stress of the void space (apertures) adjacent to the asperities was necessary 
to take into account in addition to the deformation of asperities themselves. Other than 
the asperities and apertures, the process should include the deformation of the rock 
matrix near the fracture as well. From Hopkins’ model, Lee and Harrison (2001) 
developed a method that considered both asperity compression and half-space 
deformation. They also determined the parameters in the empirical equations using 
nonlinear regression. Although they assume elastic behavior, their model seems 
appropriate for the nonlinear fracture closure process. 
 
 
Fig. 1.1—“Bed of nails” model. (From Gangi.) 
 
Another conceptual model proposed by Greenwood and Williamson (1966) 
treated the fracture surface as a rough elastic surface and used Hertzian contact theory to 
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analyze the deformation of asperities. They investigated a single fracture surface and 
showed that the contact deformation depends on the topography of the surface and 
provided a criterion that indicates whether contact will be elastic or plastic. The surface 
density of the asperities, the standard deviation of their height distribution, and their 
mean radius are three topographic properties controlling the contact deformation. Swan 
(1983) developed a discrete numerical technique to examine the mechanical behavior of 
a number of different slate fractures. He showed that the peak heights of asperities 
followed a Gaussian distribution. Brown and Scholz (1985) extended models above for 
two random, nominally flat elastic surfaces. They pointed out that the deformation 
depended as much on the details of the surface topography as on the elastic properties of 
the material. Malama and Kulatilake (2003) derived a new semi-empirical model that 
can be used to predict fracture deformation behavior under normal compression. 
Compared with the other available asperity models, the modified exponential model 
proposed by Malama and Kulatilake (2003) provided the best fit to the experimental 
data. 
The aperture model is an alternative to the asperity model mentioned above. 
Myer (2000) idealized the noncontacting region by cracks and described the deformation 
of cracks arranged in simple 2D geometries analytically. Usually, a crack is a very thin 
elliptical hole when the major axis is much bigger than the minor one. In his model, a 
collection of cracks, instead of a collection of asperities, represented a fracture (Fig. 
1.2). The comparison indicated that crack models and asperity models were generally 
equivalent in capturing the volumetric deformation of the void space in a fracture. 
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Fig. 1.2—Idealization of fracture by coplanar array of cracks. (From Myer.) 
 
In this project, the laboratory will provide the data that are obtained by scanning 
the fracture surfaces. To use asperity models, I need to describe the different kinds of 
data by a certain distribution, which is not easy to identify. Therefore, the simple crack 
models developed by Myer (2000) are more suitable for my project. 
 
1.2.2 Conductivity Calculation Methodology 
The second part of this project is to calculate the conductivity of the closed 
fracture. In other words, I am going to do the research on fluid flow through two 
contacting rough surfaces. According to the fundamentals of fluid mechanics, Navier-
Stokes equations govern fluid flow in a fracture. In practice, the Navier-Stokes equations 
have been simplified to more tractable equations, which have been studied by many 
researchers. 
In the steady state, the Navier-Stokes equations can be simplified without 
considering the gravity effect. Zimmerman and Bodvarsson (1996) solved these 
equations exactly for a simple case, in which the fracture consisted of two smooth, 
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parallel walls separated by a uniform aperture. They showed that the permeability of the 
fracture can be identified as, 
12
2w
k f  ,         (1.1) 
where w is the fracture width in meter, and kf is the permeability of the fracture in m
2
. 
They also suggested that the transmissivity is the product of the permeability and area. 
The well known cubic law represents this relationship, 
12
3wh
AkT
f
f  ,        (1.2) 
where A is the cross-sectional area in m
2
, h is the fracture height in meter, and T is the 
transmissivity in m
4
. In practice, two smooth, parallel walls cannot represent real 
fracture surfaces, so this model is not accurate enough for a whole fracture. 
By definition, conductivity is the product of the fracture permeability and 
fracture width. It doesn’t account for the fracture height. Thus, the cubic law is often 
written in the form of, 
12
3w
wk f  ,         (1.3) 
where wkf is the conductivity in m
3
. 
The Stokes equations provide another option that derives from the Navier-Stokes 
equations by ignoring the advective acceleration terms. Many approaches have tried to 
solve the Stokes equations. One of them was Skjetne et al. (1999) that conducted 
numerical simulations of flow through simulated fracture apertures. The results showed 
that flow rate was linear to pressure gradient. 
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The Stokes equations can be reduced even further to the Reynolds lubrication 
equation (or Reynolds equation), which requires that the fluctuations of apertures cannot 
be too rough. However, this simplification is inadequate for fracture flow. Yeo et al. 
(1998) used the finite element method to solve the Reynolds equation and found that it 
over predicted the conductivity by 40 to 100%. 
Although the cubic law is not suitable at the scale of a single fracture, it holds 
locally when fluid flows through the subdivided or local fracture voids (Walsh, 1981). 
This model is referred to as the local cubic-law (LCL) that represents the state of the art 
for fluid flow simulation in a fracture. Brush and Thomson (2003) created synthetic 
rough walls to simulate fluid flow through them. By comparison with the Navier-Stokes 
equations, Stokes equations, and the local cubic-law, they found that the local cubic-law 
was an acceptable approximation to the Navier-Stokes equations. But Konzuk and 
Kueper (2004) pointed out that the local cubic-law still over predicted the observed flow 
rate. It required more investigation into the effect of fracture surface undulation and 
other causes of abrupt aperture change. 
The local cubic-law is our choice to calculate the conductivity in this project, 
because it represents the state of the art for fluid flow simulation. More importantly, it is 
feasible according to our computational ability. I believe that the conductivity is 
proportional to the cube of the aperture in our small scale grids, especially when our grid 
blocks of simulations are fine enough. 
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1.2.3 Conductivity Correlations 
The final goal of the project is to develop a correlation to estimate the 
conductivity for an acid fracture at the intermediate scale. The conductivity prediction is 
difficult because it is a function of the rock strength, heterogeneities present in the rock, 
the transportation and dissolution of acid, the closure stress, and other variables. 
One estimate of the conductivity (Williams et al., 1979) assumed that the fracture 
walls are uniformly dissolved, leaving an open channel of width, w, defined by, 
 

12 ff hx
XV
w ,        (1.4) 
where X is the acid dissolving power, V is the total volume of acid injected, xf is the acid 
penetration distance (i.e. the fracture half-length), hf is the fracture height, and  is the 
formation porosity. Therefore, the ideal fracture conductivity is proportional to the cubic 
power of the channel width, 
 
3
12
12
108.7 






w
wk
idealf
,       (1.5) 
where w is the channel width in inch, (wkf)ideal is the ideal fracture conductivity in md-ft. 
This approach overestimates the conductivity observed in laboratory, primarily because 
it doesn’t take the closure stress into account. 
Nierode and Kruk (1973) developed an empirical correlation for fracture 
conductivity, which is widely used in industry. At a small scale, they conducted a series 
of experiments on different rocks acidized by HCl acid. In this experiment-base 
correlation, the conductivity is a function of rock dissolution, rock strength, and closure 
stress, 
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 cfwk   exp ,       (1.6a) 
822.01703.0 DREC ,       (1.6b) 
 
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
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

psiSS
psiSS
RERE
RERE
000,500000,20for  ,10ln28.08.3
000,200for  ,10ln3.19.13
3
3
 ,  (1.6c) 
where c is the closure stress in psi, DREC is the dissolved rock equivalent conductivity 
in md-ft, SRE is the rock embedment strength in psi, and wkf is the conductivity in md-ft. 
Rock embedment strength, SRE, is a parameter representing the rock strength, which 
defined as “the force required to push a steel ball bearing into a rock surface to a 
distance equal to radius of the ball, divided by the projected area of the bearing”. 
Compared with the original publication, the correlation presented here has two 
differences. The first one is the constant of Eq. 1.6b is 0.1703 instead of 0.265 in the 
original publication, because the unit for wkf and DREC is md-ft, which is more popular 
than md-in used originally. The other one is a typographical error occurring in the 
equation presented here as Eq. 1.6c. The value 13.9 given here is the correct constant 
rather than 19.9 in the original publication. Although the correlation includes the effect 
of closure stress, the author ignored the effect of acid leak-off and etching pattern on 
conductivity. The authors claim that the correlation can predict the lower bound on 
fracture conductivity. 
In order to calculate the dissolved rock equivalent conductivity, DREC, I apply 
the cubic law (Eq. 1.3) directly. The unit conversion results in the different constant, , 
in Eq. 1.7. Gong (1997) presented the derivation in Appendix A of his dissertation. In 
this case, 
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466.271047.1 w ,        (1.7) 
where w is the fracture width in inch. Gomaa and Nasr-El-Din (2009) suggested another 
expression for DREC by material balance after the acid concentration profile was 
predicted. It is, 
371011.3 wDREC  ,       (1.8) 
where DREC presented here is in md-ft instead of md-in in original publication. 
Substitution into Eq. 1.6b leads to, 
466.251046.2 w ,        (1.9) 
where w is in inch. 
Nasr-El-Din et al. (2008) pointed out the correlation developed by Nierode and 
Kruk (1973) were lumped together and not separated by lithology. They graphed and 
evaluated the data again as a lumped set and as individual sets by lithology. The 
modified correlations kept the same form as the original ones, but made the constants 
different. The lumped set has the expression as, 
 cfwk   exp ,       (1.10a) 
7518.05205.0 DREC ,       (1.10b) 
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          (1.10c) 
The correlations pertaining to limestone are, 
 cfwk   exp ,       (1.11a) 
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8746.0121.0 DREC ,       (1.11b) 
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          (1.11c) 
The correlations pertaining to dolomite are, 
 cfwk   exp ,       (1.12a) 
5592.044.4 DREC ,        (1.12b) 
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          (1.12c) 
In the equations above, wkf and DREC are all in md-ft. That is the reason why the 
constants in the expressions of  are different from the original publication. 
Pournik (2008) developed another correlation following the same form of the 
Nierode and Kruk’s correlation (Eq. 1.6a). The differences are the description of the 
constants,  and . The lithology in his experiments consists of two kinds of rock, 
limestone and dolomite. The constant, , is defined as, 
 RESln000664.00063.0  .     (1.13) 
The other constant, , is defined differently relying on the type of rock. For limestone, 
 
12
3
1 cwa   ,        (1.14) 
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where a1=0.32,  w  is the average fracture width before closure in inch, c is the contact 
ratio before closure in fraction. In this case, the rock embedment strength, SRE, is in the 
range between 30,000 and 35,000 psi. For dolomite, 
 
12
1a
w
 ,        (1.15) 
where a1=3.78. The rock embedment strength, SRE, is around 60,000 psi in this case. 
Besides the correlations based on experiments, several researchers have derived 
some theoretical expressions to predict the fracture conductivity for certain stochastic 
distributions of asperity height. By using a “bed of nails” model (Fig. 1.1), Gangi (1978) 
developed a correlation to estimate the fracture permeability with closure stress. The 
model assumed a simple power-law variation for the asperity height distribution. The 
product of the fracture permeability and fracture width leads to the conductivity 
presented as, 
 
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c
ff wkwk


,       (1.16) 
where e is the effective modulus of the asperities defined as, 
A
A
EE cce   .        (1.17) 
In the expressions above, m is a constant (0<m<1) which characterizes the 
distribution function of the asperity heights, c(=Ac/A) is the contact ratio of the fracture 
surfaces, and E is Young’s modulus for the rock. This theoretical correlation showed 
good agreement with several experimental data on fractured carbonate rocks. However, 
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the requirement of asperity height distribution is not realistic. The universality of the 
power-law distribution functions needs further investigation. 
Walsh (1981) suggested that 2D heat flow in a medium with constant 
conductivity was entirely analogous to laminar flow of an incompressible fluid. By this 
analogy, the author found the conductivity for a fracture where the surfaces have 
approximately random surface topography by the following equation, 
 
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,      (1.18) 
where M is the root mean square of asperity height distribution, w0 is the initial fracture 
width under initial closure stress, 0, and subscript e refers to effective pressure that is 
the combination of applied stress and pore pressure. Walsh described the conductivity 
with respect to the effective pressure, the effect of aperture, and the effect of flow path 
tortuosity. But for acid fracturing treatment, the initial condition, which is the condition 
after acid injection but before fracture closure, is not known in practice. 
Following an earlier formulation by Walsh (1965), Tsang and Witherspoon 
(1981) used a dual-concept model, which encompassed a void deformation model for 
stress-normal closure behavior and a distributed asperity model. The authors used a 
collection of flat voids between contacting asperities to represent a fracture. The closure 
behavior results from the deformation of these voids rather than the deformation of 
asperities as modeled by others. But this model also requires asperity height distribution. 
Once the roughness characteristics are available, the statistical average width is a 
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function of normal deformation and effective normal stress. Then the authors used the 
cubic law (Eq. 1.3) to calculate the fracture conductivity as, 
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where w0 is the maximum width at zero closure stress, vf is the fracture deformation, ha 
is the asperity height, and n(ha) is the asperity height distribution function. The unit of 
wkf is m
3
 if the SI unit applies in the expression above. The model showed good 
agreement with some experimental data. But it needs more efforts to investigate the key 
parameters extracted from the experiments. 
By assuming an exponential distribution of asperity height and peak-to-peak 
contacts for the asperities, Swan (1983) developed another model to predict fracture 
conductivity. The expression is similar to the model of Walsh (1981). The contact area 
and the normal stiffness are proportional to the normal stress. Combining the roughness 
and closure behavior, the conductivity has the expression, 
   
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,      (1.20) 
where  is a constant and  is the standard deviation of the asperity heights. The 
parameters in this model need to be fixed by experimental data. 
Gong et al. (1999) considered the effect of etching pattern and rock strength after 
acid treatment. The etching pattern is a strong function of acid contact time while acid 
leak-off doesn’t play an important role. The correlation also takes the plastic 
deformation of asperities into account. Therefore, the conductivity prediction depends on 
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initial fracture conductivity, fracture wall roughness, rock yield stress, and closure stress 
as, 
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where (wkf)0 is the initial fracture conductivity under no closure stress, K is the kurtosis 
of asperity height distribution, Y is the rock yield stress, and cs is the stress correction 
factor, which is empirically determined by roughness or asperity shape. In reality, this 
model is not easy to apply, because some of the parameters, such as surface roughness 
after acid injection and rock yield stress, are not attainable in field conditions. 
Except for the empirical correlation by Nierode and Kruk (1973), other models 
mentioned above ask for the fracture topography as input. During an acid fracturing 
treatment, the instantaneous status of fracture surfaces after acidizing is nearly 
impossible to capture. In addition, the uneven distribution of the asperities on the 
fracture surface creates high permeable region. However, these open spaces do not 
uniformly spread out on the facture surfaces. In practice, connected void spaces between 
contacting asperities lead to channels. Some channels will keep open even under high 
closure stresses. Hakami and Larsson (1996) demonstrated this point of view by their 
experimental work on natural fractures. They pointed out all fractures exhibited 
“channeling” to some extent. Current correlations are not accurate enough to predict the 
fracture permeability, because further research on the “degree of channeling” is 
necessary. 
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1.3 Problem Description 
During the procedure of acid fracturing, the fracture closure occurs after the 
fracture propagation. The fracture closure research in this dissertation is the second part 
of a project investigating acid fracture performance. 
First of all, an introduction of the whole project is necessary. The success of acid 
fracturing depends upon heterogeneous dissolution along the fracture faces. 
Conductivity after fracture closure results from uneven etching, because asperities 
created by acid hold as pillars to keep a fracture open. Small channels or wormholes are 
likely to form to enhance production. Such features are sometimes seen in laboratory 
tests of acid fracture conductivity (Beg et al. 1998), but this is not common or easily 
repeatable because the breadth of the fracture in lab tests is typically only an inch or two. 
Meanwhile, this heterogeneity is unlikely to occur at the scale of typical acid fracture 
simulations, in which the length scale is much larger than the scale of the 
heterogeneities. Small channels or wormholes have the widths on the order from inches 
to a few feet. Therefore, the channels created by the acid can be predicted by modeling a 
fracture domain that is on the order of a few feet in extent in both height and length. 
Current fracture models have a larger length scale than channels that are on the 
order of inches in breadth. So they must then extrapolate laboratory-based correlations of 
acid fracture conductivity, measured on samples that are a few inches in each direction, 
to the macro scale of the fracture propagation model. This modeling approach does not 
incorporate the effects of channeling on fracture conductivity or the larger scale stress 
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effects that result from rock removal in an acid fracture. Thus, current models are not 
good enough at estimating acid fracture performance accurately or effectively. 
In this dissertation, I introduce an entirely new approach to acid fracture 
modeling that uses intermediate scale simulation of acid transport and dissolution, and 
rock elastic deformation under closure stress, to close the gap between laboratory scale 
measurements and macro scale acid fracture models. From extensive simulations, I 
develop a new correlation of acid fracture conductivity that takes the heterogeneous 
features into account. The new correlation is appropriate for a macro-scale fracture 
model. I also incorporate the effect of the rock removal along the fracture face on the 
local stress condition in the macro scale fracture model. Current models of the acid 
fracturing process do not include this major effect. 
This modeling work consists of two parts. The first half is to model acid transport 
and heterogeneous dissolution at intermediate scale. Two rough surfaces are created at 
the end of this simulation. The second half, which is also my research topic in this 
proposal, is investigating the effects of in-situ stresses on the fracture closure behavior. 
After modeling the rock deformation, I calculate the conductivity of an acid fracture 
numerically. Based on extensive simulations, new empirical correlations of the acid 
fracture conductivity at intermediate scale are developed. 
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1.4 Objectives 
The research work in this dissertation investigates mechanical effects on 
conductivity of acid-etched fractures at intermediate scale. It accomplishes the following 
objectives: 
1. Simulating 2D elastic closure behavior of acid fractures and obtaining fracture 
width profile after closure. 
2. Estimating conductivity numerically after acid-fracture closure by using the 
local cubic-law (LCL) and comparing results with the experimental data. 
3. Developing a new set of conductivity correlations at intermediate scale to 
close the gap between laboratory scale measurements and macro scale acid fracture 
models. 
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CHAPTER II  
ANALYTICAL MODELS OF ACID FRACTURE CLOSURE 
 
Fracture surfaces etched by acid consist of two uneven walls. When they come 
into contact, the rock will deform under closure stress. It is difficult to understand the 
closure process directly and completely. So I started from a simple problem: an elliptical 
opening, known as a crack, in an infinite rock mass subject to closure stress. The 
analytical solution to the problem has been fully studied and derived. I can get a basic 
concept of the closure behavior for a single, small opening from the derivation. 
In numerical simulation, an acid fracture is divided into a certain amount of 
cross-sections along the fracture length. Fig. 2.1 shows a cross-section selected from an 
acid-etched fracture. Every cross-section has many small openings along the fracture 
height after some rock asperities touch. The openings interact with each other during the 
closure. The analytical solution to an elliptical opening is not precise enough to describe 
it. Therefore, I continue to study a scenario with elliptical openings in an infinite rock 
mass under closure stresses. The analytical solution will be derived and shown in this 
chapter. 
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Fig. 2.1—A cross-section selected from an acid etched fracture. 
 
By the approach of elliptical openings on every cross-section, I am able to 
investigate the closure behavior along the entire fracture. The deformation of the rock 
can be estimated. The openings under closure stresses contribute to the flow capacity of 
the fracture. Based on the model developed by Mou et al. (2007), the numerical 
calculation with the local cubic law gives the conductivity for the fracture after the width 
profile after closure is obtained. 
In this chapter, I will introduce the methodology of the closure model and 
conductivity calculation. 
 
2.1 Deformation of an Elliptical Opening 
The closure behavior of a fracture can be analogous to the wellbore stability 
problem. Fjaer et al. (2008) presented the analytical solutions, which included the stress 
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and deformation distribution around the wellbore, to perform the stability analysis. 
However, the real fracture is never created as a cylinder like the wellbore. The cylinder 
will not be closed even under extremely high closure stresses unless the rock fails and it 
crushes. An ellipse cross-section fracture is more realistic than a circular one to describe 
the deformation of a fracture. Then I derived the analytical solution for the deformation 
of an elliptical opening in an infinite rock mass as follow. 
Jaeger et al. (2007) presented the derivation of this analytical solution based on 
Airy stress function and complex variable method (Appendix A). I briefly review it 
below. I assume that the shape of fracture cross-section is an ellipse, which leads to a 2D 
problem, and consider a traction-free elliptical hole (Fig. 2.2) in an infinite rock mass 
with the major radius a and minor radius b. A far-field stress, ∞, acts in a direction 
rotated from the major axis Ox of the ellipse by an angle . Because the application of 
Cartesian or polar coordinates on elliptical problems is complex, the transformation from 
Cartesian coordinates, (x, y), to elliptical coordinates, (, ), is necessary. 
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Fig. 2.2—An elliptical hole in an infinite rock mass. (From Jaeger et al.) 
 
The definition of a transformation is, 
 z ,        (2.1) 
where  is an analytic function. This transformation maps points  i  in the  -
plane into points iyxz   in the z-plane. Consider the specific mapping as below, 
  icciyxz  coshcosh ,    (2.2) 
where c is the focus of the ellipse. Note that Eq. 2.2  is equivalent to Eq. 2.3, 
 coscoshcx  ,  sinsinhcy  .     (2.3) 
Notice that the curve in the z-plane that corresponds to 0   satisfies the 
equation, 
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Therefore an ellipse having semiaxes, 
0coshca  , 0sinh cb  .      (2.5) 
Based on the Airy stress function and complex variable method (Appendix A), 
the displacements in the new coordinates, u  and u  is, 
              2/1/2   zzzziuuG ,  (2.6) 
where G is the shear modulus,  is Muskhelishvili’s coefficient defined as, 
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 is Poisson’s ratio in Eq. 2.7. Using the transformation, I can calculate the 
displacement in Cartesian coordinates, 
       zzzzivuG  2 .     (2.8) 
The potentials  z  and  z  (Maugis, 1992) that satisfy the stress boundary 
conditions are  
         sinh1cosh4 00 22 ii eecz   ,   (2.9 a) 
       sinh/2sinh2cos2cosh4 020 0 iecz   . (2.9b) 
I calculate the terms in Eq. 2.8, 
        ieez ii   coth1
4
1 2222 00 .   (2.10) 
Then, 
 26 
     
        
        
        






iieic
iec
iecieic
zzzz
i
i







0
2
0
22
222
2sinh2cos2coshsinh
4
2
sinh2cos2cosh1
4
1
sinh1
4
1
2sin2cosh
4
1
0
0
00
, 
          (2.11) 
where   12cos2cosh   . 
Substitution of Eq. 2.11 into Eq. 2.8 yields the displacements in x and y 
directions, respectively. The displacement in x direction, u, is the real part of the 
solution, while the displacement in y direction, v, is the imaginary part. 
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          (2.12b) 
The most important case is that a far-field stress, ∞, acts perpendicular to the 
crack. With 2/   and 00   to represent a thin crack, the displacement at the 
surface of the crack is found by setting 00   , in which case  i , 
cx /coscosh   . By substituting all these conditions in to Eq. 2.12b, the normal 
displacement of the crack face is in the form of, 
    2/122
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,      (2.13) 
where I have made use of the fact that, for a thin crack, the focal distance c coincides 
with the crack half-length, a. 
Generally, two in-situ stresses have effects on fracture closure: vertical 
(overburden) stress and horizontal (minimum) stress. For most cases, plane strain 
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condition will be valid because the dimension of fracture length is much larger than the 
dimension of fracture width. From Eq. 2.7, I have Muskhelishvili’s coefficient, , for the 
plane strain condition. Once the elliptical hole is able to stay open, the superposition of 
normal displacement caused by each in-situ stress leads to the total displacement of the 
fracture surface. When 0 , 0  , and  43 , the normal displacement caused 
by vertical stress is, 
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When 
2

  , 0  , and  43 , the normal displacement caused by 
horizontal stress is,  
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The total normal displacement of the crack surface is the summation of Eq. 2.14 
and Eq. 2.15, which leads to Eq. 2.16, 
 
 00021 sinhsinhcosh2sin
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When considering a crack having a small but finite value of , from Eq. 2.5, we 
can see that 00tanh/  ab . So  essentially represents the aspect ratio of the crack 
in its unstressed state. 
For a crack, the major axis of the ellipse is much larger than the minor axis, so 
the vertical closure stress has much less effect on closure behavior than the horizontal 
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one. Therefore, the vertical stress is negligible. Eq. 2.13 is good enough to represent the 
displacement. From Eq. 2.4, the initial shape of the crack can be described by, 
  2/1220 xay   .       (2.17) 
The crack will be fully close along its entire length when the displacement, v, 
calculated by Eq. 2.13 is equal to y  in Eq. 2.17, which yields 
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For plane strain case, the pressure required to close a crack of initial aspect ratio 
 is 
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I use Eq. 2.19 to determine if the closure stress is big enough to close the ellipse. 
When the ellipse keeps open, Eq. 2.16 can give the normal displacement under closure 
stresses in both the vertical and horizontal directions. 
 
2.2 Deformation of Elliptical Openings in Line 
 Apparently, a single ellipse is not able to represent a whole fracture, because the 
fracture surfaces are rough and many asperities will come into contact under certain 
closure stresses. For analytical purpose, I still consider one cross-section of a fracture, 
which means a 2D problem. Those contacting asperities separate the fracture into a 
collection of cracks with length much larger than width. Therefore, I will introduce the 
analytical solution (Myer, 2000) to calculate the deformation of cracks. 
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As shown in Fig. 1.2, a collection of coplanar cracks is subject to the far-field 
closure stress, c. I investigate one of elements with one crack (Fig. 2.3), because the 
cracks distribute periodically. The total deformation at a large distance from the crack is 
L. Compared to the element without crack, we observe an additional deformation 
called . Distribution of the additional deformation over the length of crack gives the 
average displacement of the crack surface, which is defined as the average crack closure, 
v . 
 
 
 
Fig. 2.3—Deformation of elemental volume with and without a crack. (After Myer.) 
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Myer (2000) presented the analytical solution to this problem. Appendix B 
provides a brief introduction about the strain energy method used to obtain the solution. 
The additional deformation, , because of the crack is, 
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where G is the shear modulus,  is Poisson’s ratio, a is the half length of the crack, and l 
is the half length of the element. I do not use the absolute value of the cosine function as 
the original publication does. Because the crack length is always smaller than element 
length in my cases, the absolute value is not necessary in the expression. 
If the element length is much larger than the crack length, which means the 
interaction between cracks is negligible, I rewrite Eq. 2.20 by taking the leading terms in 
the expansion of the trigonometric and natural logarithm functions, 
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By definition,  is an additional displacement at a large distance from the cracks. 
In order to obtain the crack closure at the crack surface, I distribute the deformation over 
the crack length shown as, 
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The closure behavior of the separate cracks in this case ought to be the same as 
the single elliptical hole deformation, because the interaction between cracks is 
negligible. I examine the similarity from Eq. 2.13. For plane strain condition, the crack 
closure in terms of the position, x, is, 
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The average closure along the crack length is, 
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Comparison of Eq. 2.22 and Eq. 2.24 leads to the same crack closure. It also 
validates the correctness of the solution to a collection of cracks. 
The cracks caused by acid fracturing treatment are of varying sizes. In order to 
use the analytical solution, the average crack half-length, a , is defined by, 
 
n
a
a
n
i
i
 1 ,        (2.25) 
where n is the number of cracks over the entire length, L. Then the contact ratio, c, is, 
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Rewriting Eq. 2.20 and Eq. 2.21 yields the average additional displacements,  , 
in terms of average crack half-length and contact ratio, 
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Notice that the constant 2 in Eq. 2.26 or Eq. 2.28 is not seen in the equations 
originally published by Myer (2000). The author might make some mistake. My 
 33 
derivation yields these 2’s in the equations. Finally, I have the average crack closure 
with respect to contact ratio shown as, 
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.        (2.29) 
The equation above is not rigorous for acid-etched fractures. But it is valid when 
the variations in crack size and spacing are small. 
The deformation calculation for a collection of cracks is one of 2D aperture 
models. By comparison with the asperity models introduced in the literature review, 
Myer (2000) pointed out that the results were very close. The array of cracks can 
represent the fracture geometry. This crack model is basically equivalent to the asperity 
models in capturing the volumetric deformation of void space. Therefore, I will use this 
analytical 2D model to calculate fracture closure in this project. 
 
2.3 Closure Behavior of an Acid Fracture 
As mentioned previously, the analytical approach is on every cross-section along 
fracture surface. In order to demonstrate the method, I selected a typical cross-section 
from an experimental core sample. Pournik
 
(2008) pumped acid between two dolomite 
rock samples. The acid treatment created surface roughness which was measured with a 
laser profilometer which scans the rock surface to obtain the fracture width distribution. 
Fig. 2.4 shows the geometry for one cross-section of the rough surfaces. The fracture 
height is 1.7 inches of this cross-section, while the fracture width for this cross-section is 
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on the order of 10
-2
 inches. Notice that the scale of the x-axis is greatly exaggerated for 
demonstration. The fracture is subject to a closure stress of 3,000 psi. 
 
 
Fig. 2.4—Width profile of a fracture’s cross-section. 
 
The cross-section touches and deforms under the closure stress. First of all, I 
generate an ellipse to approximate the geometry of the cross-section (Fig. 2.5). The 
major axis of the ellipse is the fracture height while the minor axis is equal to the 
maximum fracture width. The problem becomes that an elliptical opening in an infinite 
rock mass is subject to a far-field stress. By using the Airy stress function and complex 
theory introduced in the previous section, the deformation for an ellipse has been solved 
analytically (Jaeger et al., 2007). According to Eq. 2.13, the normal closure of the 
elliptical face is found to be 
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For the consistency of the units, I define Δw as the closure, which is the same as 
v in Eq. 2.13. By applying the plane strain condition, the substitution of Eq. 2.7 in Eq. 
2.30 yields 
    212212 xa
G
w c 



.      (2.31) 
 
 
Fig. 2.5—Fracture’s cross-section approximated by an ellipse. 
 
 
Ideally, the ellipse keeps open under the closure stress if the closure obtained by 
Eq. 2.31 is smaller than the ellipse width. Subtracting the closure from the original width 
for each data point, (wi – Δw), where i is 35 for this particular case, yields the width 
profile after the closure. But most likely, it is not the case. In Fig. 2.4, the fracture height 
is several hundred times larger than the fracture width. When the closure calculated by 
Eq. 2.31 exceeds the length of the ellipse minor axis, this ellipse tends to be closed along 
h
, 
in
. 
w, in. 
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its entire length. That happens commonly for most acid fracture cross-sections. 
Therefore, the narrowest points, which are the highest asperities, come into contact first 
and act as pillars to support the fracture (Fig. 2.6). The subtraction, (wi – wmin), leads to 
the new width profile for the next calculation step. By following the same procedure, I 
generate smaller ellipses to approximate the irregular shapes. However, Eq. 2.31 is not 
able to deal with multiple ellipses because they affect each other during the closure 
process. 
Myer (2000) presented the analytical solutions for a collection of ellipses as 
introduced above. He idealized the noncontacting region by ellipses and described the 
deformation of ellipses by the strain energy method. The average ellipse closure with 
respect to contact ratio is obtained by Eq. 2.27, 
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where w  has the same definition of   in Eq. 2.27 for the consistency of the units. 
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Fig. 2.6—Fracture’s cross-section approximated by multiple ellipses. 
 
 
A comparison of the deformation calculated by Eq. 2.32 and the average fracture 
width determines if these ellipses can keep open. If the deformation is larger than the 
narrowest width, ( minww  ), more asperities come into contact. I conduct the 
subtraction for each point, (wi – wmin), to get the new width profile for the next 
calculation step. As more and more asperities touch, ellipses become smaller and 
smaller. Meanwhile, the displacement decreases dramatically as the contact ratio is 
higher. Some of ellipses are totally closed because the deformations exceed the ellipse 
widths. I repeat this procedure as long as the contact happens. The transitional process of 
the closure is shown in Fig. 2.7. 
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Fig. 2.7—Transitional process of closure simulated by analytical theory. 
 
 
Finally, some large ellipses remain open even when a high closure stress is 
applied. At this stage, the average closure calculated by Eq. 2.32 is smaller than the 
narrowest width, ( minww  ). Then, the width for each point minus the average 
deformation, ( wwi  ), comes up with the width profile after the fracture closure shown 
in Fig. 2.8. 
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Fig. 2.8—Width profile for a fracture cross-section after closure. 
 
 
To clarify the procedure, I plot the flow chart shown in Fig. 2.9. This approach 
gives a criterion to find openings for each cross-section of an acid fracture. If every 
cross-section has some openings after closure, channels exist through the fracture 
surfaces because I assume that the geometries of the adjacent cross-section are similar 
and ignore the mechanical effects between them. Therefore, the deformation for the 
entire fracture is attainable. I will use the method introduced above to obtain width 
distributions for different acid fractures under closure stress. 
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Fig. 2.9—Flow chart of fracture closure calculation. 
 
The application of the procedure on every cross-section along the fracture leads 
to the width distribution after closure. Fig. 2.10 shows the width distribution of one 
fracture wall at the experimental scale after acidizing but before closure. The previous 
example is one cross-section picked from this profile. Because the experimental design 
neglects the effect of gravity, the fracture is shown laterally instead of vertically. The 
fracture length is approximately 6 in., while the fracture height, which is the width in the 
figure, is about 1.7 in. 
 
The width distribution after acidizing 
Calculate the deformation, Δw, for one ellipse 
Calculate the width distribution after 
the closure by  wwi   
Calculate the width distribution by (wi-wmin) 
Calculate the deformation, w , for 
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No 
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Fig. 2.10—Width distribution before closure. 
 
After the application of the procedure, the width distribution of the fracture under 
3000 psi closure stress is obtained as shown in Fig. 2.11. The dark blue area indicates 
that the rock at this point comes into contact and no space is left open. By the 
comparison with the distribution before closure, the rougher area around the inlet has 
more open space left, while the outlet area with less acid contact has more rock 
contacting. The channels do not form in this case because the roughness is the main 
feature resulting from the acid treatment at this experimental scale. But some 
conductivity from the openings is still possible. In the next section, I will introduce the 
methodology to calculate the conductivity for an acid fracture. 
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Fig. 2.11—Width distribution after closure. 
 
 
2.4 Conductivity of Acid Fracture 
For steady state flow, Zimmerman and Bodvarsson (1996) introduced exact 
solutions to the simplified Navier-Stokes equations for a simple case, in which the 
fracture consisted of two smooth, parallel walls separated by a uniform aperture. They 
showed that the permeability of the fracture can be identified as 
12
2w
k f  ,        (2.33) 
where w is the fracture width, kf is the permeability of the fracture. By definition, 
conductivity is the product of fracture permeability and fracture width. Thus, the cubic 
law is often written in the form of 
12
3w
wkC ff  .       (2.34) 
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The cubic law can exactly give the conductivity of a fracture with two smooth, 
parallel walls separated by a uniform aperture. But it is not a good solution for a real 
fracture etched by acid. Fig. 2.12 shows an example to compare the results from 
measurements and calculations by the cubic law. The laboratory provides the 
conductivity under different closure stresses for a fracture. I use the closure model to 
compute the width distribution after the fracture is closed numerically, and then 
substitute the average width of the fracture into the cubic law (Eq. 2.34) to calculate the 
conductivity. According to Fig. 2.12, the conductivity under high closure stress has the 
close estimate by both methods. However, the laboratory obtains high conductivity for 
low closure stress cases while the cubic law underestimates the values significantly. The 
conductivity by the cubic law looks linear to the increment of closure stress. It is not true 
because the rock will fail at certain high confining pressure. The experimental curve 
shows this failure between 2,000 psi and 3,000 psi. Therefore, the cubic law in terms of 
the average width after closure is not able to perform the conductivity calculation 
precisely. 
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Fig. 2.12—Comparison between experimental results and calculations by the cubic law. 
 
Apparently, the cubic law can’t predict conductivity precisely for a fracture 
etched by acid unevenly. However, it holds locally when fluid flows through the 
subdivided or local fracture voids (Walsh, 1981), because a grid block is so small that 
two fracture surfaces in this grid block can be approximated as being be parallel to each 
other. This model is referred to as the local cubic-law that represents the state of the art 
for fluid flow simulation in a fracture. Brush and Thomson (2003) created synthetic 
rough walls to simulate fluid flow through them. By comparison with the Navier-Stokes 
equations, Stokes equations, and local cubic-law, they found that the local cubic-law was 
an acceptable approximation to the Navier-Stokes equations. Therefore, I use this 
algorithm to calculate conductivity for acid fractures with rough surfaces. 
For each grid block, I can calculate flow rates in two directions along the fracture 
height and length according to the local cubic-law as: 
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where q is the flow rate, h is the grid length, μ is the fluid viscosity, and p is the pressure. 
The fracture closure models provide a width, w, under closure stress for each grid block. 
It is much smaller than the fracture length and height, so the flow perpendicular to the 
fracture surface is negligible. The 2D mass balance equation is expressed as 
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Substitution of Eqs. 2.35 and 2.36 into Eq. 2.37 yields the partial differential 
equation 
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I discretize the equation and solve it numerically. The flow chart for the 
conductivity calculation is shown in Fig. 2.13. With the width profile after fracture 
closure, I can calculate the pressure drop all along the flow path. The flow rate is then 
achievable by the local cubic-law (Eqs. 2.35 and 2.36). Finally, Eq. 2.39 gives the 
overall conductivity for the acid etched fracture. 
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where xf is the fracture length and hf is the fracture height. 
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Fig. 2.13—Flow chart of conductivity calculation. 
 
The application of the numerical conductivity calculation on the laboratory core 
samples makes it possible to compare with the measured results. I still select the same 
example as in section 2.3 to demonstrate the comparison. As shown in Fig. 14a, the 
width profile calculated by the analytical solution is a 2D illustration, which is the same 
width profile as in Fig. 2.11. After the fluid injection is modeled numerically, the 2D 
flow velocity profile, which is Fig. 14b, is also attainable. The red regions represent the 
high velocity while the blue regions represent the low velocity or even no flow. From 
these two profiles, the velocity is generally large in the area where the fracture width is 
small, because the mass balance requires the flow rate that is the product of the flow 
velocity and the area of cross-section to be the same all through the fracture. A large 
width leads to a large cross-section area that reduces velocity. In this case, the largest 
width occurs in the area between 2 and 3 in. Clearly, the velocity is lower than other 
areas.  Also, the etching near the inlet is more intensive than near the outlet, so the 
velocity becomes larger along the fracture. However, fluid flows towards the direction 
Input the width distribution after closure 
Define the inlet and outlet pressures 
Calculate the pressure drop 
Calculate the flow rate 
Calculate the overall conductivity 
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with the smallest resistance. Thus, when we look into one single cross-section, the 
velocity at wider spot is still relatively larger than other narrower spots. Therefore, the 
flow velocity profile is reasonable based on the explanations. It also validates the 
conductivity calculation method introduced previously. 
 
 
(a) Width Profile after Closure 
 
(b) Flow Velocity Profile 
Fig. 2.14—Comparison between width profile and flow velocity after closure. 
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I generate the pressure drop curve by the program I developed for conductivity 
calculation (Fig. 2.15). The x-axis is the distance from the inlet of the fracture. It starts 
from 0.75 to 6.35, because the beginning and the end of the core sample does not have 
the same boundary as the rest. The inlet pressure is 10,000 Pa while the outlet pressure is 
set to zero. According to this curve, the slope in the first half is plain in general, 
especially during the section between 2 and 3 in. It is corresponding to the analysis 
above. The bigger width creates a high conductive flow path for fluid. Low resistance 
leads to low pressure drops. In contrast, the pressure drop for the second half of fracture 
declines much faster. Thus, small aperture results in high resistance for fluid flow. But 
high flow rate caused by high resistance yields a sharp pressure drop. 
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Fig. 2.15—Pressure drop curve used in conductivity calculation. 
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In the next chapter, I will use the methods introduced above on different scales of 
acid fractures: the experimental scale and the intermediate scale. The width profiles after 
closure and the conductivity of acid fractures will be presented and compared. 
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CHAPTER III  
APPLICATIONS OF MODELS ON DIFFERENT SCALES 
 
Nierode and Kruk (1973) developed the most widely used correlation of acid 
fracture conductivity based on the experimental data from laboratory tests. Many 
researchers (Williams, et al. 1979, Anderson and Fredrickson, 1989, Van Domelen, 
1992) also conducted numerous experiments to investigate the acid fracture conductivity 
under different conditions. In the first section of this chapter, I will apply the analytical 
solutions introduced in Chapter II on some width profiles from the lab (Pournik, 2008) 
and compare with the experimental results. The second section of this chapter will 
continue to study the acid fracture conductivity after closure at the intermediate scale 
based on the work accomplished by Mou et al. (2009, 2010a, 2010b). The intermediate 
scale simulation on rock deformation and conductivity calculation will close the gap 
between laboratory scale measurements and macro scale acid fracture models. 
 
3.1 Acid Fracture Closure on Experimental Scale 
After obtaining the analytical solutions for a single ellipse and a collection of 
cracks, I apply them to approach the deformation of acid-etched fracture created in our 
laboratory. The plots of width distribution after deformation show the effect of closure 
stress. Comparison of numerical and experimental results present the accuracy of this 
method. 
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3.1.1 Experimental Conditions 
The laboratory apparatus built by Zou (2005) has been used to conduct a variety 
of experiments on different kinds of rock. At small scale, they acidized core samples and 
measured the conductivity under different closure stresses. The publications (Melendez 
et al. 2007; Pournik et al. 2007; Malagon et al. 2008; Antelo et al. 2009) present the 
experimental results. I will apply the analytical solutions derived above to the lab cases. 
The comparison between the numerical model and experiment is used to validate the 
simulation. 
An introduction of the experimental procedure is necessary. The core sample 
prepared in the lab has a surface approximately 7 in. long by 1.7 in. wide, with a 
thickness around 3 in. shown in Fig. 3.1. Pournik (2008) placed the rock samples inside 
a modified API conductivity cell and used a pump to allow injection at different rates. 
Cylindrical ceramic radiant heaters and a back pressure regulator were also installed to 
control the temperature and leakoff to represent field conditions appropriately. Acid 
injection and rock surface etching started after the desired cell pressure, leakoff rate, and 
temperature were achieved. After the acid treatment, a profilometer scans the rough 
surfaces created by the acid and outputs the width profiles (Antelo et al., 2009). In order 
to measure the fracture conductivity, they apply closure stress and flow nitrogen between 
two acid etched core samples and record the pressure drop across the fracture. The 
closure stress is in increments of 1,000 psi, starting from 1,000 to 6,000 psi. Based on 
the measurements, the Forchheimer’s equation for flow through a porous medium 
yielded the conductivity values of the closed fractures. 
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Fig. 3.1—Core sample in laboratory. (From Pournik et al.) 
 
By using the profilometer (Antelo et al. 2009), the laboratory provides the width 
profiles after acid treatment but before fracture closure, so I can use cracks to 
approximately describe the geometry of fracture cross-sections. The fracture height is 
about 1.7 in. while the fracture width is on the order of 10
-2
 in., which is similar to the 
shape of a crack defined previously. Fig. 3.2 is one of the outputs from the profilometer. 
From the previous description, the analytical solutions are able to give the width profile 
after closure and calculate the conductivity for the acid fracture. Therefore, I will 
continue to model the deformation of other experimental cases and present the results. 
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Fig. 3.2—Width distribution before closure. 
 
3.1.2 Modeling Closure Behavior 
The laboratory gives the basic width information for five core samples listed in 
Table 3.1. 3,000 psi is the closure stress applied on every fracture. After the fractures are 
closed, I plot the width distribution at the same scale as in the experiments. Fig. 3.3 
demonstrates one of two fracture surfaces for these five samples before and after closure 
respectively. The laboratory scans the profile before closure while I plot the profile after 
closure based on the calculations. 
 
TABLE 3.1—WIDTH INFORMATION FOR FIVE DOLOMITE CORE SAMPLES 
Core 
samples 
Acid contact 
time, min 
Width before closure, in. Width after closure, in. 
Maximum Minimum Average SD,   Maximum Average 
CD1 20 0.170 0.012 0.038 0.011 0.035 0.0030 
CD2 20 0.163 0.007 0.023 0.008 0.029 0.0030 
CD3 30 0.289 0.010 0.037 0.013 0.107 0.0056 
CD4 10 0.283 0.015 0.027 0.006 0.045 0.0018 
CD5 30 0.142 0.013 0.032 0.007 0.025 0.0036 
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The acid contact time in Table 3.1 shows the different acid injection conditions. 
The longer the acid contact time is, the rougher the fracture surfaces are.  is the 
standard deviation of asperities before closure, which describes the dispersion of the 
widths on either side of the average values. The minimum width after closure is 
apparently zero, so I did not list it in the table. 
 
 
 
 
Fig. 3.3—Width profiles of fracture surfaces before and after closure. 
DolomiteCD1 (before) 
DolomiteCD2 (before) 
DolomiteCD3 (before) 
DolomiteCD1 (after) 
DolomiteCD2 (after) 
DolomiteCD3 (after) 
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Fig. 3.3 Continued 
 
CD1 and CD2 are comparable because they have the same acid contact time, 20 
minutes. However, their etching patterns are different from each other. The standard 
deviation of CD1, 0.011, is higher than the one of CD2, 0.008. But CD1 has rough 
regions near inlet and outlet while the middle region is much flatter (Fig. 3.3). It leads to 
more closure and fewer openings left in the middle of fracture. Relatively, the etching 
pattern of CD2 is more continuous all through the fracture. The average width after 
closure is the same as the one of CD1 despite the lower standard deviation and average 
width before closure. More importantly, the channels formed in CD2 were more 
continuous than in CD1. I can imagine that the conductivity of CD2 will be higher. 
DolomiteCD4 (before) 
DolomiteCD5 (before) 
DolomiteCD4 (after) 
DolomiteCD5 (after) 
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CD3 and CD5 have longer injection history than CD1 and CD2. Their etching 
patterns are also similar to each other from the plots. But according to Table 3.1, the 
standard deviation of CD5, 0.007, is much smaller than the one of CD3, 0.013. It means 
that the surfaces of CD3 are rougher than CD5. Under closure stress, more asperities in 
CD3 will prevent the fracture from closing. Therefore, the average and maximum widths 
after closure of CD3 are much higher than CD5. If channels connect the openings 
through the fracture, I expect that the conductivity of CD3 will be higher as well. 
The acid injection into CD4 is short, so the fracture surfaces are much evener 
than other core samples. After the deformation under closure stress, 3,000 psi, CD4 is 
almost closed everywhere except at some disconnected apertures. Thus, it is not a good 
acid fracturing treatment. 
From the discussion above, the analytical calculation for a series of 2D cracks 
performs well on the whole fracture, though I ignore the effects between cross-sections. 
Actually, some closed strips caused by neglecting do not look reasonable in a fracture. 
But the big apertures and high asperities still create the openings after closure, while the 
small and thin cracks are totally closed under high stress. The connected openings 
generate the channels that will contribute a lot on conductivity of a fracture. Therefore, I 
will calculate the conductivity for these core samples and compare with the experimental 
results. 
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3.1.3 Comparison with Experimental Results 
To test the validity of the model of fracture closure and resulting conductivity 
developed, I modeled some of the experiments reported by Pournik (2008). Among all 
the experiments, I use one dolomite sample, CD2, to illustrate our simulation first. The 
width profile scanned by the profilometer after the acid etching in the lab is shown in 
Fig. 3.4. The x axis represents the fracture length direction while the y axis represents 
the height direction. As the acid dissolves the rock along the fracture length direction, 
the etching occurring near the acid inlet is obviously much larger than at the fracture 
outlet area. From the measured surface profiles, when the two core surface are just 
contacting each other, the average width of the fracture is 0.023 inch, the maximum 
width is 0.163 inch, and the standard deviation of the width distribution is 0.008. 
 
 
Fig. 3.4—Width profile scanned in the lab. 
 
Applying the closure models, I calculated the deformations of the fracture under 
different closure stresses ranging from 1,000 to 4,000 psi. Figs. 3.5 through 3.8 show 
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the width profiles accordingly after the fracture closure. The average widths and 
maximum widths for the width profiles are shown in Table 3.2. At low closure stress 
(Figs. 3.5 and 3.6), the numerical model overestimates the conductivity, while it yields a 
slightly lower conductivity at the high closure stress (Fig. 3.7 and 3.8) compared with 
the experimental measurements. But generally, this good agreement in conductivity 
between experiments and simulations suggests that our approximation of cross-section 
along the fracture being a series of elliptical openings in mechanical equilibrium with the 
closure stress is a reasonable model of acid-etched fractures. After obtaining the width 
profiles after fracture closure, I applied the numerical conductivity calculation 
introduced previously to compare with the measured results. 
 
    
Fig. 3.5—Width profiles of fracture surfaces under closure stress 1,000 psi. 
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Fig. 3.6—Width profiles of fracture surfaces under closure stress 2,000 psi. 
 
 
Fig. 3.7—Width profiles of fracture surfaces under closure stress 3,000 psi. 
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Fig. 3.8—Width profiles of fracture surfaces under closure stress 4,000 psi. 
 
TABLE 3.2—WIDTH AND CONDUCTIVITY WITH RESPECT TO 
CLOSURE STRESSES FOR DOLOMITE CORE SAMPLE 
Closure stress, 
psi 
Width after closure, in. Conductivity, md-ft. 
Maximum Average Experiment Simulation 
1,000 0.0432 0.0090 2,210 2,614 
2,000 0.0408 0.0075 1,779 1,698 
3,000 0.0402 0.0060 206 189 
4,000 0.0397 0.0049 206 10 
 
Table 3.2 gives the average and maximum fracture widths from the model and 
the experiments, and predicted fracture conductivities for each closure stress. The 
conductivities from the model and from the experiment are also plotted in Fig. 3.9. The 
conductivities predicted by the model compare well with the conductivity measured in 
the experiments. 
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Fig. 3.9—Fracture conductivity changes with respect to various closure stresses. 
 
An obvious conductivity drop happens between 2,000 psi and 3,000 psi. Because 
contacting asperities reach the yield strength, a small compression can result in a large 
closure at this time. The more closure happens, the lower the conductivity is. Thus, the 
conductivity drops quickly in this period. I also observe this feature for many other core 
samples in the laboratory, though it is not always occurring. 
Furthermore, the beginnings of two curves do not match well either. The 
simulated conductivity is higher and the slope is bigger. I can simply use the cubic law 
to estimate the initial conductivity, which is the conductivity under zero closure stress 
before closure. The initial width of CD2 after acid treatment is 0.023 in. according to 
Table 3.1. By the cubic law, the cube of average width divided by 12 yields 36,318 md-
ft. This number may be too high for two rough surfaces, because the cubic law is only 
valid for two parallel, smooth surfaces. But it gives the basic concept of initial 
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conductivity. If the curve follows the experimental trend, it will definitely overestimate 
the initial conductivity. In contrary, the trend of the simulation curve approaches better. 
CD2 is a good example to illustrate that the closure model and the conductivity 
calculation perform well at the experimental scale. I also conduct the same procedure on 
other core samples from the laboratory. Table 3.3 summarizes the results I have 
obtained. As mentioned previously, CD4 has a short acid treatment before closure. It is 
not comparable with other core samples because of the evener surfaces. Thus, I do not 
list it in the table. 
 
TABLE 3.3—CONDUCTIVITY COMPARISON BETWEEN EXPERIMENTS AND 
SIMULATIONS 
Core 
samples 
Acid contact 
time, min 
Method Closure stress, psi 
1,000 2,000 3,000 4,000 
CD1 20 
Experiment 4,230 3,959 3,193 4,468 
Simulation 5,319 1,422 166 13 
CD2 20 
Experiment 2,210 1,779 206 206 
Simulation 2,614 1,698 189 10 
CD3 30 
Experiment 2,745 2,447 2,341 2,097 
Simulation 16,382 7,507 3,520 1,457 
CD5 30 
Experiment 943 1,019 808 122 
Simulation 2,768 450 319 - 
 
In order to present the comparison clearly, I also plotted the conductivity with 
respect to the closure stress (Figs. 3.10 through 3.13) for each case in the table above. 
When the closure stress is low, the simulation estimates the higher conductivity than the 
experiment does. The reason is similar as the previous explanation for CD2 (Fig. 3.11). 
Under high closure stress, the conductivities calculated are lower than the ones 
measured. The reason is some small openings are fully closed in the simulation, while 
they can be captured in the experiments. CD3 (Fig. 3.12) has higher conductivity than 
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CD5 (Fig. 3.13) no matter whether the results are from experiments or simulations. It 
meets the expectation when I analyzed their deformations in previous section. The 
standard deviation and the width after closure for CD3 are both larger than CD5 
according to Table 3.1. Although the rock type and acid contact time are the same in this 
case, the different etching patterns results in different closure behaviors, which yield 
different conductivities. 
 
 
Fig. 3.10—Fracture conductivity comparison for CD1. 
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Fig. 3.11—Fracture conductivity comparison for CD2. 
 
 
Fig. 3.12—Fracture conductivity comparison for CD3. 
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Fig. 3.13—Fracture conductivity comparison for CD5. 
 
From the discussion above, the 2D analytical solution approaches the 
deformation of acid-etched fracture well, even though the effects between cross-sections 
are neglected. It captures most of the big openings, which will be connected to form a 
channel for petroleum fluid. But it does not take some permeable zones into account 
because of the smaller scale. That causes the underestimate of conductivity after closure. 
Also, the local cubic-law applies to the prediction of fracture conductivity. The flow rate 
change and the pressure drop trend are reasonable. And the conductivities calculated by 
the local cubic-law are in the proper range compared with the experimental results. 
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3.2 Acid Fracture Closure on Intermediate Scale 
The success of the model at the experimental scale is convincing to scale up to a 
larger fracture domain, which is 10 by 10 feet. Mou (2009) has run many numerical 
experiments to simulate acid fractures and provide width distributions after acid 
injections for a fixed period of time. He also calculated fracture conductivities at zero 
closure stress by numerically bringing fracture surfaces into contact and modeling fluid 
flow at a fixed pressure drop along the fracture. I continue this work by investigating the 
mechanical behavior under closure stress and computing the conductivities for these acid 
fractures. 
 
3.2.1 Fracture Surface Characterization 
The introduction to the process of creating fractures is necessary because many 
parameters have effects on the mechanical behavior during closure. Mou et al. (2009) 
modeled the acid etched fractures based on the distributions of permeability and 
mineralogy across the fracture surface. The characterization of these fields includes 
average permeability, k , normalized correlation lengths, λD,x, λD,z, and normalized 
standard deviation, σD. The horizontal correlation length, λD,x, is a ratio of permeability 
correlation length in the horizontal direction to the fracture domain size, which is 10 feet 
in the Mou (2009) model. So it is defined as, 
10
,
x
xD

  .        (3.1) 
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The vertical correlation length, λD,z, is also a ratio of permeability correlation length to 
the domain size, but it is specific to the vertical direction,  
10
,
z
zD

  .        (3.2) 
These correlation lengths quantify how strongly the permeability trends in a horizontal 
and vertical direction. The normalized standard deviation, σD, is expressed 
mathematically as: 
  
 k
k
D
ln
ln
  ,       (3.3) 
where σ(ln(k)) is the standard deviation of the natural logarithm of permeability. The 
normalized standard deviation, σD, measures the dispersion of the permeability 
distribution. In this study, the average permeability is possibly less, equal, or greater than 
1 md. Eq. 3.3 stands for the cases with the average permeability greater than 1 md. 
When it is equal to 1 md, 
 
  
 10ln
ln k
D

  .       (3.4) 
When it is less than 1 md, 
 
  
 k
k
D
ln
ln
  .       (3.5) 
The correlation length represents the correlation strength in a certain direction, 
which is defined as the distance from which no further correlation of a physical property 
exists associated with that point. It can be quantified by using the semivariogram model 
(Hardy and Beier, 1994). The theoretical semivariogram, , is defined as one half of the 
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variance of the differences in sample grades between points separated by a distance, h 
(Royle, et al. 1980). It can be mathematically expressed as, 
 
 
 





hN
i
hii zz
hN
h
1
21
2
1
 ,     (3.6) 
where (h) is the variance, N is the number of data points, zi are individual data points, 
zi+h are individual data point located distance, h, away from zi. 
Beatty (2010) shows an example of a variogram that plots variability within a 
dataset with respect to location of the data (Fig. 3.14). Each point on the variogram 
represents the relationship between data pairs from the original dataset separated by 
distance, h. As the distance increases, the similarity of two separated permeability 
measurements decreases. Eventually, the curve reaches a plateau. The correlation length 
can be visually interpreted from the variogram by the lag where the sill is reached. This 
lag distance is the correlation length of the sampled data points. (Isaaks and Srivastava, 
1989). 
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Fig. 3.14—Variogram example (From Beatty). 
 
Based on these statistical parameters of the permeability and mineralogy fields, 
Mou et al. (2009) generated two fracture surfaces and developed a 3D intermediate-scale 
acid fracture model to numerically simulate the acid fracturing process, including acid 
transport inside the fracture, acid leakoff into the formation, and acid/rock reaction on 
the fracture surfaces. The higher average permeability leads to the higher leakoff that 
results in more dissolution of rock. The form of the channels in a fracture highly depends 
on the correlation lengths in both directions of the permeability distribution. High 
horizontal correlation length and low vertical correlation length yield long and narrow 
channels. The standard deviation of the permeability field determines the roughness of 
the etched rock surface. The fracture width profiles after acidizing obtained from the 
acidizing model serve as the inputs in our fracture closure model.  
 
 70 
3.2.2 Base Conductivity 
The intermediate scale of the simulation is an important factor during the closure 
of an acid fracture. Table 3.4 shows the scale comparison between experiments and 
simulations. The fracture height in our lab is about 1.7 inches that is scanned 34 points 
by the profilometer. The simulation domain is 10 feet by 10 feet with 256 grid blocks 
along the fracture height direction. Thus, the grid height for the experimental samples is 
0.05 inch, while the grid height for the simulations is 0.47 inch, which is almost ten 
times higher than the experimental height. But the average widths after acidizing for 
both cases are very close to each other.  
 
TABLE 3.4—SCALE COMPARISON BETWEEN EXPERIMENTS AND 
SIMULATIONS 
 Fracture Height, in. Grid Blocks Grid Height, in. Average Width, in. 
Experiments 1.7 34 0.05 0.05 
Simulations 120 256 0.47 0.04 
 
When considering 20 grid blocks from each scale, I can use one ellipse to 
approach the shape. The height of 20 grids at the experimental scale is 1 inch, while the 
height at the simulation scale is about 9.4 inches. The analytical solution (Eq. 2.31) in 
Chapter II gives the deformation under the closure stress. Assume that the Poisson’s 
ratio, , is 0.3, the shear modulus of rock, G, is 4×105 psi, the closure stress is 3,000 psi, 
and let x equal to 0. For the experimental case, 
         .01.0
104
130003.01212
5
2122
1 inxa
G
w c 






  (3.7)  
For the numerical simulation, 
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Compare these two numbers with the average width in Table 3.4. w1 is smaller 
than 0.05 inch, while w2 is bigger than 0.04 inch. With the same amount of grid blocks, 
the fracture at the experimental scale is left open while the one at the simulation scale is 
closed under the same closure stress. This synthetic example indicates that the 
intermediate-scale simulation fails to capture some information at the small experimental 
scale, because with the same order of the average width, the size of the intermediate-
scale grid is much larger than the one at small scale. Therefore, compensation at the 
small scale for the numerical simulation is necessary. 
Observe that the size of a grid block in the numerical simulation is in inch as that 
is at the same order as the experimental one. Thus, I assign conductivity, which is named 
base conductivity, in the closed grid of simulation when calculating the conductivity for 
the intermediate-scale fracture. Next, I will introduce the method of obtaining the base 
conductivity. 
In the literature review, I introduce some correlations based on experiments. One 
of the most widely used correlations (Eq. 1.6) was developed by Nierode and Kruk 
(1973). According to the data they published, the ideal fracture width is approximately 
0.06 inch in average. In the intermediate-scale simulation by Mou (2009), the average 
fracture width after acidizing ranges from 0.02 to 0.08 inch.  
The definitions for these two kinds of width are not the same. The ideal width, wi, 
as known as the dissolved rock equivalent width, which is in the Nierode and Kruk’s 
 72 
correlation is defined as the ratio of dissolved rock volume to fracture surface area. In 
contract, the fracture width, w , in Mou’s work is the average width after two fracture 
surfaces come into contact at zero closure stress. Fig. 3.15 is a 2D example showing the 
difference between these two definitions. The width in Fig. 3.15a is the ideal width after 
acidizing. Once the highest asperities at 0.05 inch height come into contact (in the circle 
in Fig. 3.15b), the width at this moment is the average width. So for one acid fracture, 
the ideal fracture width after the acid treatment is always larger than the average width 
occurring at the contact. 
In order to inject acid into a fracture numerically, Mou (2009) presumed a small 
width between two fracture walls during acidizing. Then he simulated the acid transport 
and rock dissolution to obtain two rough surfaces etched by acid. Because of the 
presumed width, the breadth between two fracture walls is higher than the expectation. 
After the subtraction of the distance between two highest asperities, the average width 
becomes comparable to the ideal width in the experiments. Thus, I substitute the average 
width from numerical simulation for the ideal width in the empirical correlation to 
achieve the base conductivity. 
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(a) Ideal Width           (b) Average Width 
Fig. 3.15—Example showing difference between ideal width and average width. 
 
Another concern of base conductivity calculation is on rock strength. The 
empirical correlations based on experiments utilizes rock embedment strength, SRE, 
while the numerical simulation employs the Young’s modulus, E, to represent the rock 
strength. With the purpose of incorporating the base conductivity in the intermediate-
scale simulation, the relationship between rock embedment strength and the Young’s 
modulus needs to be explored. Our lab provided some rock strength measurements on 
numerous rock samples, including cream chalk, Indiana limestone, and San Andres 
w, in. w, in. 
h
, 
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. 
h
, 
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. 
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dolomite. The measurement data yields a linear relationship between the two types of 
rock strength, 
251370201.0  ESRE .      (3.9) 
The rock embedment strength and the Young’s modulus in the equation are both in psi. 
Notice that this relationship is based on the inadequate data the lab provided. The 
application of it is not universal. In practice, a better way to estimate rock strength is to 
measure the rock embedment strength, SRE, and the Young’s modulus, E, for the specific 
core samples in the rock mechanics lab. 
With the average width from numerical simulation and the rock strength 
measurements, the empirical correlation developed by Nierode and Kruk (Eq. 1.6) 
provides base conductivity for the closed areas in the intermediate-scale simulation. The 
observation of the experimental width profile presented previously indicates the base 
conductivity accounts for the effect of roughness at the small scale. Additionally, the 
numerical simulation at the intermediate scale mostly captures the larger scale features, 
such as channels. Both roughness and channels contribute to the overall conductivity for 
a successful acid fracture. Therefore, the base conductivity plays an important role in the 
calculation. 
 
3.2.3 Effect of Permeability Distribution 
Different correlation lengths of permeability distributions result in different 
etching patterns, on which the fracture closure behavior highly depends. I show two 
examples of width profiles respectively for intermediate scale fractures before and after 
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closure. The average permeability for each case is 0.1 md. The only difference is the 
normalized correlation length in the horizontal direction. The first synthetic fracture 
shown in Fig. 3.16 has a low normalized correlation length, λD,x=0.0156, in the 
horizontal direction. I observe that the openings in the fracture created by the Mou’s 
models (2007) are isolated as a result of the weakly correlated permeability distribution. 
Under the different closure stresses, the closure models predict the width distributions. 
Fig. 3.17 shows the width profiles under 1,000 and 5,000 psi closure stresses. More 
asperities touch and deform as the closure stress increases. The channels become even 
shorter and fewer openings are left. 
 
      
Fig. 3.16—Width profile after acidizing with a low horizontal correlation length at zero 
closure stress. 
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(a)—Closure Stress: 1000 psi                                                                       
 
 
 (b)—Closure Stress: 5000 psi 
Fig. 3.17—Width profile under different closure stresses with a low horizontal correlation 
length. 
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In the second synthetic example shown in Fig. 3.18, many long, straight channels 
go through the whole fracture, because the normalized correlation length in the 
horizontal direction is λD,x=0.5, which is much higher than the first example shown in 
Fig. 3.16. The apertures are connected laterally to form long channels. The width 
profiles for closure stresses of 1,000 and 5,000 psi are shown in Fig. 3.19. The channels 
become shorter and narrower as the closure stress increases. Compared with the short, 
isolated openings in Fig. 3.17, these channels contribute more to the fracture 
conductivity, because the fluid flow in the channels is easier than between two rough 
surfaces. 
From the figures above, I observe that the widths at some grids are zero and the 
apertures are closed completely in numerical simulations. In this case, the isolated 
channels do not result in any conductivity. However, that is not the case in reality. The 
intermediate simulator misses some information at small scale during the closure 
process, because the simulation domain for the intermediate scale is 10 by 10 feet. Every 
grid block is in inches, which is at the same order as the experimental one. The 
roughness observed in the lab also contributes to the fracture conductivity. Thus, I assign 
base conductivity, which was described in previous section, in those closed grids 
accounting for small-scale roughness features when calculating the conductivity for 
intermediate scale fractures. 
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Fig. 3.18—Width profile after acidizing with a high horizontal correlation length at zero 
closure stress. 
      
(a)—Closure Stress: 1000 psi   
Fig. 3.19—Width profile under different closure stresses with a high horizontal correlation 
length. 
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 (b)—Closure Stress: 5000 psi 
Fig. 3.19 Continued 
 
After the application of the base conductivity, I compute the fracture 
conductivity for the two examples above. Figs. 3.20 and 3.21 show conductivity curves 
with respect to closure stresses in semilog plots for acid fractures corresponding to the 
cases. Table 3.5 shows the calculated values. The only difference between these two 
cases is the horizontal correlation length. When the correlation length is low (Fig. 3.20, 
λD,x=0.0156), the fracture conductivity is getting close to the base conductivity especially 
under high closure stresses. In Fig. 3.21, the horizontal correlation length for 
permeability field is λD,x=0.5, which means channels go through the entire fracture. The 
channels result in higher conductivities, even though the base conductivities are smaller 
than the low correlation length case. Considering the logarithm scale, I observe that the 
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channel flow dominates in the fracture. Therefore, the contribution of channels to the 
fracture conductivity highly depends on correlation lengths of permeability distributions. 
 
TABLE 3.5—FRACTURE CONDUCTIVITY WITH RESPECT TO CLSOURE STRESSES 
AT INTERMEDIATE SCALE 
Closure Stress, 
psi 
Low Horizontal Correlation Length High Horizontal Correlation Length 
Base Cond., 
md-ft 
Fracture Cond., 
md-ft 
Base Cond., 
md-ft 
Fracture Cond., 
md-ft 
0 17,535 355,782 19,072 2,669,092 
300 13,513 69,415 14,698 996,398 
1,000 7,358 19,961 8,002 355,692 
2,000 3,087 6,246 3,358 117,822 
3,000 1,295 2,211 1,409 41,116 
4,000 543 861 591 13,428 
5,000 228 337 248 4,909 
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Fig. 3.20—Fracture conductivity with respect to closure stresses with low horizontal 
correlation length. 
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Fig. 3.21—Fracture conductivity with respect to closure stresses with high horizontal 
correlation length. 
 
In order to show the effect of the normalized horizontal correlation length on the 
overall conductivity more clearly, Fig. 3.22 presents the relationship between them 
under the same closure stress of 5,000 psi. Notice that the plot axes are logarithm scales. 
The convex curve in the log-log plot implies that the horizontal correlation length affects 
the conductivity significantly. The higher horizontal correlation length leads to the 
formation of more channels. The channels going through the fracture are the main 
contribution to the overall conductivity. 
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Fig. 3.22—Effect of normalized horizontal correlation length on fracture conductivity. 
 
Vertical correlation length is another key parameter that influences the etching 
pattern and the closure behavior. The following two examples show the difference 
between two cases with low and high vertical correlation lengths. The average 
permeability for each case is 0.1 md, and the horizontal correlation length is 0.25.  The 
first synthetic case (Fig. 3.23) has a low vertical correlation length, D,z=0.004. The 
channels etched by acid are very narrow because of the weakly correlated permeability 
in the vertical direction. With the same order of the fracture width, the narrower 
channels are more difficult to close. Therefore, a lot of channels are still open under the 
closure stress of 3,000 psi as shown in Fig. 3.24. 
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Fig. 3.23—Width profile after acidizing with a low vertical correlation length at zero 
closure stress. 
 
 
Fig. 3.24—Width profile under the closure stress 3,000 psi with a low vertical correlation 
length. 
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In contrast to the first case, the second one has a permeability distribution with a 
high vertical correlation length, D,z=0.25. Even though the horizontal correlation length 
for both cases is the same, D,x=0.25, the acid etched fracture (Fig. 3.25) has more vugs 
than channels. It results in the low elliptical aspect ratio when I simulate the closure 
behavior of every cross-section approached by ellipses. That is the reason why only few 
openings are observed under the same closure stress of 3,000 psi as shown in Fig. 3.26. 
In this case, the roughness is the main contributor to the conductivity while the isolated 
vugs play an insignificant role.  
 
 
Fig. 3.25—Width profile after acidizing with a high vertical correlation length at zero 
closure stress. 
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Fig. 3.26—Width profile under the closure stress 3,000 psi with a high vertical correlation 
length. 
 
The conductivity comparison of these two synthetic cases in Fig. 3.27 reveals the 
discussion above. Especially under low closure stress, the conductivity of the low 
vertical correlation length case decreases slower than the high vertical correlation length 
case, because the narrow channels in the first case remain open. The wide “channels” in 
the second case crush even under low closure stress. The conductivity change under high 
closure stress is mainly caused by the deformation of the roughness. So the changing 
trend is similar to each other. But under the same closure stress, the difference of the 
conductivities is the result of the different amount of open channels for each fracture. 
The effect of vertical correlation length on overall fracture conductivity is shown 
in Fig. 3.28. The cases in the plot have the same horizontal correlation length 0.25 and 
closure stress 3,000 psi. In the log-log plot, the relationship looks nearly linear. 
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Compared with the horizontal correlation length, the vertical one has the inverse effect 
on the conductivity. Both of them influence the etching pattern and closure behavior 
significantly. But in practice, the vertical correlation length is normally very small as a 
result of the feature of laminations in sedimentary carbonate rocks. 
 
 
Fig. 3.27—Conductivity comparison with different vertical correlation lengths. 
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Fig. 3.28—Effect of normalized vertical correlation length on fracture conductivity. 
 
Normalized standard deviation is one of the statistical parameters that 
characterize the permeability distribution. It represents the permeability variation from 
the average permeability. The following two examples illustrate the effect of normalized 
standard deviation on overall fracture conductivity. Except for the standard deviation, 
they have the same average permeability of 0.1 md, vertical correlation length of 0.016, 
and horizontal correlation length of 0.5. Young’s modulus is 3 Mpsi for both examples. 
The case shown in Fig. 3.29 has a low standard deviation, D=0.1. Fig. 3.30 presents the 
width distribution after closure under closure stress of 3,000 psi.  
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Fig. 3.29—Width profile after acidizing with a low standard deviation at zero closure 
stress. 
 
 
Fig. 3.30—Width profile under the closure stress 3,000 psi with a low standard deviation. 
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Compared to the case with high standard deviation, D=0.5, shown in Fig. 3.31, 
the greener profile of the first case demonstrates that the width does not vary much from 
the average width around 0.01 inches. The high standard deviation yields the bluer width 
profile for the second case below. Obviously, the channel depth for the second case is 
greater. So under the same closure stress, the channels in the first fracture are easier to 
close while more openings are left for the fluid flow in the second fracture (Fig. 3.32). 
The higher overall conductivity can be expected for the second case with high standard 
deviation. 
 
 
Fig. 3.31—Width profile after acidizing with a high standard deviation at zero closure 
stress. 
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Fig. 3.32—Width profile under the closure stress 3,000 psi with a high standard deviation. 
 
The conductivity with respect to the closure stress for the examples above is also 
plotted in Fig. 3.33. The conductivity of the low standard deviation case declines 
dramatically even under low closure stress. The relatively even fracture surfaces become 
flat quickly. In contrast, the high standard deviation case maintains the fracture 
conductivity quite well with many channels remaining open. 
In Fig. 3.34, I present the conductivity versus the normalized standard deviation. 
On the semi log plot, the relationship between them is almost linear. If normalized 
standard deviation is higher, etching pattern will be more uneven, and channels will be 
deeper. Rough fracture surfaces and deep channels are the most important features that 
favor high overall conductivity for an acid fracture. 
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Fig. 3.33—Conductivity comparison with different standard deviations. 
 
 
Fig. 3.34—Effect of normalized vertical correlation length on fracture conductivity. 
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3.2.4 Effect of Mineralogy Distribution 
Mineralogy distribution is another principal input in the model. Acid fracturing is 
essentially a stimulation method implemented in carbonate reservoir. The carbonate rock 
mainly consists of limestone and dolomite. So in this study, we consider just limestone 
and dolomite and neglect other kinds of rock. Mineralogy determines the acid/rock 
reaction rate. Limestone reacts with acid faster than dolomite, so rock is dissolved more 
for limestone than dolomite. The various reaction rates yield rough fracture surfaces. 
According to Blatt (1980), most carbonate sediments show laminations. It 
indicates that the mineralogy distribution has a high correlation length in the bedding 
direction. The mineralogy will be changed abruptly without transition. Therefore, we use 
a strong horizontal correlation length to generate mineralogy distributions. As a result, 
the channels form easily when mineralogy distribution dominates the surface etching 
patterns. 
Mou (2009) suggested that the vertical correlation length of mineralogy 
distribution does not affect conductivity at zero closure stress. Instead, the percentage of 
limestone and dolomite affects the etching patterns because of the variation of the 
reaction rates. The higher percentage of limestone leads to the larger average fracture 
width for a certain acid contact time. Thus, I follow Mou’s steps and investigate the 
effect of limestone percentage on fracture overall conductivity. 
Mou (2009) did not perform simulation with limestone percentage lower than 
20% because small limestone percentage gives discontinuous channels that result in little 
conductivity. Therefore, two examples shown below have limestone percentage 20% and 
 93 
40%, respectively. They have a high horizontal correlation length and a low vertical one 
for the mineralogy distributions. Fig. 3.35 shows the width profile after acid treatment 
when the limestone percentage is 20%, while Fig. 3.36 is the width profile after the 
fracture is closed under the closure stress of 3,000 psi. The case with higher limestone 
percentage of 40% is shown in Fig. 3.37 and Fig. 3.38, respectively. 
The variation of reaction rates initiates the formation of channels. The intense 
etching happens where limestone is present because it reacts faster than dolomite. As the 
limestone percentage increases, more channels are created. Consequently, more channels 
are open for fluid flow after deformation caused by the closure stress. Therefore, higher 
conductivity can occur for the case with higher limestone percentage. 
 
 
Fig. 3.35—Width profile after acidizing with a low limestone percentage at zero closure 
stress. 
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Fig. 3.36—Width profile under the closure stress 3,000 psi with a low limestone 
percentage. 
 
 
Fig. 3.37—Width profile after acidizing with a high limestone percentage at zero closure 
stress. 
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Fig. 3.38—Width profile under the closure stress 3,000 psi with a high limestone 
percentage. 
 
In Fig. 3.39, conductivity for both cases above is presented with respect to 
closure stress. As the previous estimation, higher limestone percentage yields higher 
fracture conductivity at the same closure stress. Observe that the closure behavior for 
both examples is very similar because the trend for both curves is nearly the same. It 
indicates that the amount of channels, but not the deformation of channels, is the main 
factor for the conductivity calculation. And the amount of channels highly depends on 
the mineralogy percentage. 
In order to study the effect of mineralogy on fracture conductivity, I plotted 
conductivity as limestone percentage increases (Fig. 3.40). For each data point, all other 
parameters are the same except the limestone percentage. From 10% to 50%, the 
conductivity increases almost linearly with respect of the limestone percentage. The 
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conductivity curve trend may reach the peak and go down after the limestone percentage 
is higher 50%. We can imagine that the etching pattern will be dramatically even when 
the fracture surface consists of limestone only (100%). In this case, no channel will 
appear and contribute to the overall conductivity. In this study, the model simulates the 
cases with limestone percentage less than 50%. The deformation behavior and overall 
conductivity for a fracture with limestone percentage higher than 50% still needs further 
study. 
 
 
Fig. 3.39—Conductivity comparison with different limestone percentages. 
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Fig. 3.40—Effect of limestone percentage on fracture conductivity. 
 
3.2.5 Effect of Rock Properties 
With the assumption of elasticity, two parameters represent the rock properties: 
Poisson’s ratio and Young’s modulus. In this section, I study the effect of these two 
parameters on fracture overall conductivity. 
Poisson’s ratio, , is the ratio of the contraction or transverse strain 
(perpendicular to the applied load) to the extension or axial strain (along the applied 
load). Gercek (2007) investigated Poisson’s ratio values for rocks. The typical range of 
Poisson’s ratio for dolomite is about from 0.1 to 0.35, while the normal range for 
limestone is roughly from 0.1 to 0.33, which is very close to dolomite. Therefore, the 
Poisson’s ratio for carbonate in this study is higher than 0.1, but lower than 0.4. 
In order to study the effect of Poisson’s ratio, I set up an example and keep all 
the parameters the same except the Poisson’s ratio. The permeability distribution for this 
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case has a high horizontal correlation length, a low vertical correlation length and a high 
standard deviation. With the constant Young’s modulus 3 Mpsi, fracture overall 
conductivity is plotted with respect to Poisson’s ratio in Fig. 3.41. 
Although the Poisson’s ratio changes from 0.1 to 0.4, the observation reveals that 
the results of conductivity are very close to each other at a certain closure stress. Some 
slight difference can be found under high closure stress such as 7,000 psi in this case. 
From the analysis, Poisson’s ratio of carbonate does not affect fracture overall 
conductivity significantly. In this study, I ignore the effect of Poisson’s ratio and set a 
typical value, 0.3, for it in the numerical experiments. 
 
 
Fig. 3.41—Effect of Poisson’s ratio on fracture conductivity. 
 
Similar to rock embedment strength in experiments, Young’s modulus is a 
measure of the strength of rock in the quantitative analysis and calculation. The 
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definition of Young’s modulus is the ratio of the uniaxial stress over the uniaxial strain 
when the material is elastic. It can be determined from the slope of a stress-strain curve 
created during tensile tests conducted on a rock sample. 
Young’s modulus plays an important role during the fracture closure process. 
When the Young’s modulus is high, the rock is strong and not easy to deform under 
closure stress. Then many openings lead to high fracture conductivity. For 
demonstration, one acid fracture below deforms with different Young’s moduli. It is the 
same example as shown in the Poisson’s ratio section. But the Young’s modulus changes 
instead of the Poisson’s ratio. 
The width profile after acidizing is shown in Fig. 3.42. Some deep channels 
appear and go through the fracture domain. Under the same closure stress 5,000 psi, Fig. 
3.43 shows the width profile of the fracture with a low Young’s modulus of 2 Mpsi, 
while Fig. 3.44 shows the case with a high Young’s modulus of 4 Mpsi. With the 
purpose of more straightforward illustration, I also list the average width information as 
follow. The average width before closure is 0.0635 inches. With the low Young’s 
modulus, the average width after closure becomes 0.0127 inches. In contrast, the average 
width for the high Young’s modulus case is 0.0176 inches. Therefore, the rock with the 
higher Young’s modulus stands more strongly and retains more openings under the same 
closure stress when the average width is approximately 38% more than the other one 
with the lower rock strength. According to the cubic law or other models, fracture 
conductivity is very sensitive to fracture width, so the fracture with greater width will 
have greater conductivity. 
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Fig. 3.42—Width profile after acidizing at zero closure stress. 
 
 
Fig. 3.43—Width profile under the closure stress 5,000 psi with a low Young’s modulus. 
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Fig. 3.44—Width profile under the closure stress 5,000 psi with a high Young’s modulus. 
 
From Fig. 3.45 below, I can confirm the conclusion discussed previously. For the 
same example shown in Fig. 3.42, the Young’s modulus ranges from 2 Mpsi to 4.5 Mpsi. 
The y axis of conductivity is a logarithmic scale. When the closure stress is low, the 
difference does not look tremendous and results are at the same order of magnitude. As 
the closure stress increases, the curves diverge and the variation becomes large. 
Especially for the soft rock with the Young’s modulus 2 Mpsi, the conductivity drops 
much faster than other cases. Also, the rising closure stress reveals noticeable variations 
among the cases with different Young’s modulus.  
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Fig. 3.45—Conductivity calculation with different Young’s moduli.  
 
To clarify the effect of Young’s modulus more, Fig. 3.46 plots the relationship 
between the conductivity and the Young’s modulus under the same closure stress 7,000 
psi. The convex curve implies the significant effect of Young’s modulus. In particular, 
the high Young’s modulus, which means the strong rock, gives more openings for fluid 
flow and yields high fracture conductivity. In general, dolomite is stronger than 
limestone. If the etching pattern is the same, dolomite will have a better performance to 
flow petroleum fluid than limestone. But percentage of limestone in rock has positive 
feedback on conductivity as discussed previously. Thus, more limestone in rock leads to 
more etching and deeper channels, but softer asperities that resist the closure stress 
weakly. This dilemma about conductivity needs further study. 
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Fig. 3.46—Effect of Young’s modulus on fracture conductivity. 
 
In this chapter, I implemented the theoretical models to study the fracture closure 
behavior and the consequent conductivity. The relatively good agreement with the 
experimental results validates the numerical simulation. After the introduction of base 
conductivity, I investigated the model application at the intermediate scale, which is 10 
by 10 feet for the calculation domain. Overall fracture conductivity at this scale is also 
relevant to the permeability distribution, mineralogy distribution and rock properties. 
The correlations will be developed based on these results. 
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CHAPTER IV  
DEVELOPMENT OF CONDUCTIVITY CORRELATIONS 
 
One of the main objectives in this study is to develop a new set of correlations to 
estimate conductivity for an acid fracture at the intermediate scale. Numerous 
simulations have been performed based on the methods introduced in the previous 
chapters. I will present the correlations for different scenarios and compare them with 
other correlations in this chapter. Before that, the correlations of conductivity at zero 
closure stress developed by Mou et al. (2010) will provide the vision of etching patterns 
for three categories. The correlations for overall fracture conductivity follow the same 
categorization and include the fracture closure behavior.  
 
4.1 Correlations of Conductivity at Zero Closure Stress 
When developing the correlations of conductivity at zero closure stress, Mou 
(2009) classified fracture surface etching profiles into three categories: permeability 
distribution dominant cases, mineralogy distribution dominant cases, and competing 
effect of permeability and mineralogy distributions. In this section, I will briefly 
introduce and list these correlations by Mou et al. (2010a, 2010b), because they serve as 
the beginning point of my study. 
(1) Permeability distribution dominant cases. 
When the leakoff coefficient is greater than about 0.004 ft/(min)
0.5
, or is about 
0.001 ft/(min)
0.5
 with uniform mineralogy distributions (100% limestone or dolomite), 
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leakoff distribution that highly depends on permeability distribution dominates etching 
patterns. Mineralogy distribution has little effect that is negligible for the cases with a 
high leakoff rate. 
In practice, ideal fracture width, wi, is easy to obtain. But Mou’s correlations use 
average fracture width,  w , instead. Both definitions of the width were presented when I 
discussed base conductivity. Therefore, the relationship between them is necessary to 
demonstrate first. For the high leakoff cases, 
83.0)8.0(56.0 iD werfw  ,      (4.1) 
where D is normalized standard deviation. The units for width are both in inch. For 
medium leakoff cases with uniform mineralogy distribution, 
81.0)78.0(2.0 iD werfw  .      (4.2) 
Subsequently, the correlation of conductivity at zero closure stress for 
permeability distribution dominant cases is, 
    )1())(())((11048.4 6,543,21390  Deaaerfaaaerfawwk zDxDf  , 
03.071.631.112.025.382.1 654321  aaaaaa  
(4.3) 
where (wkf)0 is conductivity at zero closure stress in md-ft, and w  is average width in 
inch. 
(2) Mineralogy distribution dominant cases. 
When the leakoff coefficient is less than about 0.0004 ft/(min)
0.5
 under typical 
operation conditions, mineralogy distribution dominates etching patterns and 
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corresponding conductivity. In this scenario, permeability is low, and horizontal 
correlation length for the mineralogy distribution is high because of the laminated 
characteristic of sedimentary carbonate. Limestone and dolomite are the only two types 
of rock considered in this study. As discussed in the previous chapter, limestone 
percentage in rock is the key parameter that affects average width and conductivity of an 
acid fracture. Therefore, the relationship between ideal fracture width, wi, and average 
fracture width, w , is, 
48.056.0
limestone)(13.0 iwfw  ,      (4.4) 
where flimestone is percentage of limestone in rock. Then, the correlation of conductivity at 
zero closure stress for mineralogy distribution dominant cases is, 
    02.2limestone390 -197.211048.4 fwwk f  .   (4.5) 
(3) Competing effect of permeability and mineralogy distributions. 
If the leakoff coefficient is medium, about 0.001 ft/(min)
0.5
, both permeability 
and mineralogy distributions have competing effects on etching patterns and 
corresponding conductivity. The correlation for average fracture width, w , and ideal 
fracture width, wi, is, 
  84.043.0limestone 14.0)(1.0 iD wfw  .     (4.6) 
Both normalized standard deviation of permeability distribution, D, and 
percentage of limestone, flimestone, appear in the equation above. However, Mou (2009) 
suggested that conductivity changes little in terms of mineralogy no matter what kind of 
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permeability distribution. Thus, the correlation of conductivity he developed for this 
scenario excludes mineralogy distribution parameters as, 
    )1())(())((11048.4 7,654,321390  Deaaerfaaaerfaawwk zDxDf   
03.05.36.012.00.50.12.0 7654321  aaaaaaa  
(4.7) 
Compared to the correlation for the permeability dominant cases, the format for 
the competing effects cases is similar, but one more constant is used. 
 
4.2 Overall Conductivity of Acid Fracture 
Based on the correlations of conductivity at zero closure stress developed by 
Mou et al. (2010a, 2010b), overall fracture conductivity at the intermediate scale 
incorporates closure stress and rock property as well. The classification remains the 
same as defined above: permeability distribution dominant cases, mineralogy 
distribution dominant cases, and competing effects of permeability and mineralogy 
distributions. 
In the literature review, many researchers suggest their correlations in different 
models, such as the exponential function, the logarithm function, the power function, or 
multiple functions combined. In this study, the correlations of acid fracture conductivity 
will utilize an exponential function as the essential model that is, 
 cfwk   exp .       (4.8) 
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The parameter, , contains conductivity at zero closure stress, (wkf)0, that is calculated 
by the correlations by Mou. The parameter, , incorporates Young’s modulus, E, and 
other influential factors. The most important reason to use the exponential function is 
because the base conductivity is calculated by the Nierode and Kruk correlation (Eq. 
1.6), which is an exponential function also. But the exponential function is not 
necessarily the best model to fit all the data. A large amount of numerical simulations 
leads to the correlations of overall fracture conductivity presented as follows. 
  
4.2.1 Permeability Distribution Dominance 
When leakoff coefficient is high, the permeability distribution determines 
fracture surface etching patterns. The effect of mineralogy distribution can be negligible. 
So the parameters used in the correlation are relevant to the permeability distribution, 
including dimensionless horizontal and vertical correlation length, D,x,D,z, 
dimensionless standard deviation of the natural logarithm of the permeability 
distribution, D. Obviously, conductivity at zero closure stress, (wkf)0, which is 
calculated by Mou’s correlation, is another important input. By the linear regression in 
log-log plot, the correlation for permeability dominant cases is, 
 cfwk   exp ,      (4.9a) 
        52.04.0,8.2,0 101.022.0 DzDDxDfwk   ,   (4.9b) 
     410ln81.6ln78.39.14  ED .    (4.9c) 
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n the equation above,cis closure stress in psi,Dis normalized standard 
deviation (0<D<1), and E is Young’s modulus in Mpsi (million psi). The unit of 
Young’s modulus is not compatible with the conductivity unit, but the regression for 
these empirical correlations is based on it. In addition, Young’s modulus is required to 
be greater than 1 Mpsi. In general, soft rock with Young’s modulus less than 2 Mpsi is 
not a good candidate for acid fracturing. The restrictions on D and E also apply to the 
following correlations. 
Notice that the normalized horizontal correlation length, D,x, and the normalized 
vertical correlation length, D,z, have the opposite effects on the conductivity. It is 
corresponding to what I presented previously. Low vertical correlation length and high 
horizontal correlation length favor the formation of long and narrow channels that leads 
to high fracture conductivity. Also, the normalized standard deviation appears in the 
factor, , which accounts for the closure behavior of a fracture. Because the roughness 
highly depends on the standard deviation of the permeability field, high standard 
deviation gives greatly uneven surface that yields high conductivity. 
Fig. 4.1 compares the fracture conductivity calculated by the correlation with the 
conductivity by the numerical models. The red solid line is y=x. The ideal situation is 
that all points fall on the line. The R
2
 value indicates the proportion of variability in the 
data set. It provides a measure of how well the prediction is likely to be by the model. 
The R
2
 value for Mou’s correlation (2009) is higher for conductivity at zero closure 
stress. The correlation of overall conductivity that incorporates Mou’s correlation 
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accumulates the inaccuracy during the regression. Thus, the R
2
 value becomes lower, but 
still acceptable. 
 
 
Fig. 4.1—Conductivity comparison between correlation and simulation for permeability 
distribution dominance. 
 
Generally, the vertical correlation length of permeability distribution is low, 
because the sedimentary carbonate has the feature of lamination. When the 
dimensionless vertical correlation length is low enough, for example, D,z<0.02, I ignore 
its effect and simplify the correlation as, 
 cfwk   exp ,      (4.10a) 
    1.0,012.0 DxDfwk   ,      (4.10b) 
     410ln8.7ln5.46.15  ED .    (4.10c) 
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This correlation is simpler and more practical. The R
2
 value reaches 0.9 when the 
linear regression is performed in the log-log plot (Fig. 4.2). 
 
 
Fig. 4.2—Conductivity comparison between correlation and simulation for permeability 
distribution dominance without D,z. 
 
4.2.2 Mineralogy Distribution Dominance 
For the reservoir with low permeability, leakoff is so small that its effect on 
surface etching patterns is insignificant. We call this scenario as mineralogy distribution 
dominant. In this study, limestone and dolomite are the only two types of carbonate that 
are considered. Mou’s work shows that only limestone percentage affects the 
corresponding conductivity drastically. Therefore, in addition to the conductivity at zero 
closure stress, the correlation of overall fracture conductivity includes only three 
 112 
parameters, limestone percentage, flimestone (dolomite percentage is equal to 1 minus 
limestone percentage), Young’s modulus, E, and closure stress, c. 
 cfwk   exp ,       (4.11a) 
   limestone0 853.0811.0 fwk f  ,     (4.11b) 
   4823.1limestone 105.10952.0exp2.1   Ef .   (4.11c) 
The negative signs before the limestone percentages reveal that this parameter 
has negative feedback on the overall conductivity. If the conductivity at zero closure 
stress is taken into account as well, it becomes difficult to clarify what kind of feedback 
from the limestone percentage. According to the previous discussion, the limestone 
percentage greater than 50% or less may have different impact on fracture conductivity. 
It needs further study. 
For the comparison of simulation and correlation, Fig. 4.3 shows the linear 
regression. Though the data points are fewer than permeability dominant cases, the R
2
 
value is higher, which means the model is better. 
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Fig. 4.3—Conductivity comparison between correlation and simulation for mineralogy 
distribution dominance. 
 
4.2.3 Competing Effects of Permeability and Mineralogy Distribution 
When leakoff is medium, both permeability and mineralogy distribution 
influence fracture etching patterns. Mou (2009) suggested that the correlation does not 
explicitly include the parameters of mineralogy distribution, though they do have 
impacts. The contribution from mineralogy distribution is channeling fracture surfaces 
because of high horizontal correlation length. Therefore, the following correlation 
includes only statistical parameters from the permeability distribution. 
 cfwk   exp ,      (4.12a) 
    17.0,16.0,0 15.0ln046.021.0

 zDDxDfwk  ,  (4.12b) 
     410ln9.18ln58.48.53  DE  .    (4.12c) 
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The correlation is in the similar form as the one for permeability distribution 
dominant cases. The vertical correlation length, D,z, still has the opposite impact with 
the negative power against the effect of the horizontal correlation length, D,x. But the 
dimensionless standard deviation, D, in the factor  has a different sign. Thus, the 
influence of standard deviation on fracture closure behavior is different when 
permeability and mineralogy distribution have competing effect. 
In Fig. 4.4, the comparison of conductivity from correlation and numerical 
simulation is presented. It is not as good as the previous cases, but the R
2
 value is still 
acceptable. 
 
 
Fig. 4.4—Conductivity comparison between correlation and simulation for competing 
effects. 
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4.3 Discussion 
To evaluate the new correlations more, I will discuss and compare them in this 
section. Among the three scenarios, the permeability distribution dominant one is a 
common and typical case. Thus, the following discussion is based on this situation with 
a high leakoff coefficient. In addition, suppose the vertical correlation length is small 
enough to neglect. Therefore, Eqs. 4.1, 4.3, and 4.10 will provide the calculation results 
that will be compared to other models. 
Essentially, the correlation of overall fracture conductivity is an exponential 
function with factors  and  that are functions of statistical parameters and rock 
properties. If drawn in a semi log plot, the curve is a straight line. The  determines the 
intercept, and the  determines the slope. So I will discuss the , , and relationship 
between overall conductivity and closure stress, respectively. 
In the new correlations, the intercept, , is a strong function of horizontal 
correlation length and standard deviation as vertical correlation length is assumed small. 
The semi log plot (Fig. 4.5) shows the relationship among them. In this case, the ideal 
fracture width, wi, is 0.2 inches. The dimensionless horizontal correlation length ranges 
from 0.1 to 1, and dimensionless standard deviation ranges from 0.1 to 0.7. The results 
by the Nierode and Kruk model are also presented for the purpose of comparison. 
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Fig. 4.5—Intercept  for different horizontal correlation lengths and standard deviations. 
 
The intercept,, increases as the horizontal correlation length approaches 1. 
After the horizontal correlation length is greater than 0.7, the increment is not dramatic. 
But  drops fast if the correlation length is less than 0.3. The high standard deviation 
also results in the high , especially on the logarithm scale of the axis y. The  in the 
correlation developed by Nierode and Kruk doesn’t account for the effect of 
permeability or mineralogy distribution. Thus, it is only one straight line in the plot. The 
observation indicates that the data points by the new correlation are basically below the 
straight line of the Nierode and Kruk model. Fig. 4.6 explains why the new correlation 
underestimates the intercept of the conductivity curve. 
 
 117 
 
Fig. 4.6—Comparison of conductivity curves between simulation and correlation. 
 
The example has a high horizontal correlation length and a medium standard 
deviation. Both results from simulation (blue diamonds) and correlation (red squares) are 
presented in the semi log plot. For the simulation, the conductivity drops quickly when 
the closure stress is low. After that, the curve tends to be a straight line. The correlation 
approaches this curve by employing an exponential function, which is a straight line in 
the semi log plot. Therefore, a compromise occurs at the low closure stress, because the 
closure stress higher than 1,000 psi is more common and important. I tried to match the 
conductivity at high closure stress better. The conductivity at low closure stress that 
determines the intercept is inevitably underestimated by the new correlation. However, 
the Mou’s model is still able to conduct a good prediction of conductivity at zero closure 
stress. 
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The factor, , in the new correlation is relevant to the closure behavior of an acid 
fracture. The deformation is intensive if a steep slope, , is obtained. According to Eq. 
4.10,  is a function of Young’s modulus and normalized standard deviation. I plotted 
the relationship among them in Fig. 4.7. High standard deviation and high Young’s 
modulus yield small , which indicates that the fracture is difficult to close. The slope 
for the Nierode and Kruk’s correlation is a function of only rock strength. The curve 
basically locates between the curves with D 0.5 and 0.7. With respect to the rock 
strength, it decreases more slowly than other curves based on the new correlation. At the 
intermediate scale, closure behavior of channels plays an important role as well as 
roughness. But experiments in a lab mainly capture the feature of roughness caused by 
rock’s heterogeneity. That is the reason why they have different slopes in Fig. 4.7. 
 
 
Fig. 4.7—Intercept  for different Young’s moduli and standard deviations. 
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After investigation of  and  in the new correlation, I calculate the conductivity 
under different closure stresses in terms of dimensionless horizontal correlation length 
(Fig. 4.8), dimensionless standard deviation (Fig. 4.9), and Young’s modulus (Fig. 
4.10), respectively. Essentially, all curves in these semi log plots are monotone 
decreasing straight lines for the reason that the new correlation is built by the 
exponential function. 
In Fig. 4.8, the straight lines are parallel to each other, because the dimensionless 
horizontal correlation length has little impact that is neglected on the slope. In addition, 
the curves with D,x 0.5 or higher are close to each other. It reveals that conductivity 
decrease dramatically if normalized horizontal correlation length is lower than 0.5. 
In Fig. 4.9, the dimensionless standard deviation that represents the permeability 
heterogeneity affects both the conductivity at zero closure stress and the closure 
behavior. The intercepts and the slopes are obviously different. The line with D=0.1 is 
far from the others because the etching pattern is too uniform to produce good 
conductivity for this case. 
In Fig. 4.10, all straight lines start from the same conductivity at zero closure 
stress. The strong rock with a high Young’s modulus is difficult to close, so the slope of 
the straight line is smaller than the soft rock with a low one. 
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Fig. 4.8—Conductivity curves with respect to normalized horizontal correlation length. 
 
 
Fig. 4.9—Conductivity curves with respect to normalized standard deviation. 
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Fig. 4.10—Conductivity curves with respect to Young’s modulus. 
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CHAPTER V  
CONCLUSIONS AND RECOMMENDATIONS 
 
5.1 Conclusions 
The intermediate scale simulation of acid fracturing captures the heterogeneous 
feature such as channels that the experiments fail to see. It can close the gap between the 
macro scale simulator and the micro scale experiments. Beginning with fracture width 
profiles by acid dissolution and conductivity at zero closure stress, I have modeled the 
deformation of the fracture surfaces as closure stress increases. At any cross-section 
along the fracture, I approximate the fracture shape as being a series of elliptical 
openings. The analytical solutions act as the criteria to determine how many ellipses 
remain open. By assigning base conductivity to closed regions, the overall fracture 
conductivity is obtained as a result of numerically applying the local cubic law to model 
the flow through the heterogeneous system. Based on the comparisons and discussions 
above, this study reveals the following important conclusions: 
1. The application of the analytical solutions on the experimental cases yields 
the reasonable conductivity that has a good agreement with the measurements 
in the lab. It validates the approach that is capable of giving acceptable 
estimates of fracture conductivity. 
2. Because the grids of the intermediate scale domain are not fine enough to 
capture roughness information, the calculation need to incorporate the 
empirical correlations such as the Nierode and Kruk correlation, which give 
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base conductivities. The correlations based at the experimental scale mainly 
account for the effect of roughness, while the numerical simulations at the 
intermediate scale fractures capture more features of channel deformation. 
3. The permeability distribution of the formation affects the closure behavior of 
an acid fracture. Low vertical correlation length and high horizontal 
correlation length lead to narrow and long channels that are difficult to be 
closed and favorable to overall conductivity. High standard deviation results 
in uneven etchings that also contribute significantly to the fracture 
conductivity. 
4. Limestone and dolomite are the only two types of rock in this study. The 
percentage of each is the main aspect that affects fracture conductivity. 
Higher limestone percentage leads to more channels that result in higher 
overall conductivity. 
5. Young’s modulus representing the rock strength plays an important role in 
fracture closure. Strong rock with high Young’s modulus is able to resist the 
closure stress effectively and allow much space for fluid flow. On the 
contrary, another rock property, Poisson’s ratio, has negligible effect on 
conductivity calculation. 
6. The relationship between conductivity and closure stress is not exactly the 
exponential function according to the simulation results in this study. The 
deformation of channels results in quick conductivity reduction under low 
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closure stresses. As the closure stress is increasing, the trend of overall 
conductivity curve is getting close to the trend of base conductivity curve. 
7. I conducted the extensive numerical experiments and developed the new 
correlations for overall conductivity of acid fracture. They apply for three 
categories respectively: permeability distribution dominance, mineralogy 
distribution dominance, and competing effect of permeability and mineralogy 
distributions. The exponential function is fundamental for the correlations 
that incorporate conductivity at zero closure stress, statistical parameters of 
permeability and mineralogy distributions, Young’s modulus, and closure 
stress. 
 
5.2 Recommendations 
During this research, some problems still necessitate further study. I investigated 
the major effects on overall conductivity of acid fracture, but several aspects that I 
neglected may require more consideration. In addition, a few recommendations will be 
list as follows: 
1. The relationship (Eq. 3.9) between Young’s modulus, E, and rock 
embedment strength, SRE, is based on the data set measured in our laboratory 
and a service company. The core samples are not adequate or universal to 
fully determine the general relationship. In practice, a better way is to 
measure both E and SRE in the lab and apply into the model. 
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2. Nasr-El-Din et al. (2008) pointed out that carbonate rock can be softened 
depending on acid system choice. The parameters of rock strength used in the 
closure model should be measured after acid treatment. But the 
measurements of rock embedment strength conducted by Pournik (2008) did 
not show any obvious softening effects. Thus, we need to be cautious when 
coping with the rock strength for the model. 
3. For mineralogy distribution dominant cases, we considered only limestone 
percentage, but neglected the effects of statistical parameters of mineralogy 
distribution according to the Mou’s model. Actually, the vertical correlation 
length of the mineralogy distribution may not be low enough to ignore. The 
high vertical correlation length can yield wide channels that result in low 
conductivity because wide channels tend to be closed easily.  
4. Another concern for mineralogy distribution dominant cases is about the 
effect of limestone percentage. Mou (2009) showed that conductivity at zero 
closure stress increases with limestone percentage. I confirmed that overall 
conductivity has the same trend when the limestone percentage is less than 
50% (Fig. 3.40). If the limestone percentage reaches 100%, the 
corresponding conductivity should be very low because of the even etching. 
Thus, study on cases with limestone percentage higher than 50% is one of 
recommendations. 
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5. The model considered rock consisting of just limestone and dolomite that are 
the main components of carbonate. A better model should include effects of 
other types of rocks present in real formations, such as anhydride. 
6. The new correlations are easy to apply in practice. But they have some 
assumptions in the input that are not suitable for certain acid fracturing cases. 
If the programs that are summarized in Appendix C can be organized and 
combined as a package, users may be able to input the particular parameters 
and calculate the resulting conductivity for a specific case. The models will 
be more helpful for acid fracturing design. 
7. I implemented the analytical solutions for ellipses in the closure model. They 
are 2D models, so the deformation of every cross-section is calculated 
separately. The closure of the whole fracture, then, consists of the results 
from every single cross-section. But the ideal simulation is fully three 
dimensional. I tried several simple ellipse cases in Appendix D. However, 
many difficulties still exist for the fully 3D numerical simulation on rough 
surfaces. Furthermore, the solution to fracture closure behavior ought to be an 
explicit function of time. Even after the transient closure, closure stress has 
long-term effects on the deformation of fracture surfaces. This unsteady 
phenomenon needs further study.  
8. Bale et al. (2010) propose a revolutionary approach for carbonate stimulation 
that combines acid fracturing with proppant (CAPF). The model presented in 
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this study may be applicable to this new idea. That would be an interesting 
topic to explore in the future. 
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APPENDIX A  
AIRY STRESS FUNCTION AND COMPLEX VARIABLE METHOD 
 
Airy stress function is a stress-based method for solving 2D elastic problem 
simply. It reduces the governing equations to a single partial differential equation. By 
developing complex variable method, Kolosov (1909) and Muskhelishvili (1963) 
expressed Airy stress function in term of two analytical functions of a complex variable, 
and solved for the displacements and stresses. I introduce the methods in this appendix. 
 
A.1 Airy stress function 
The derivation starts with the strain compatibility equation, 
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where xy , xx , and yy  are strain components. Substitution of 2D stress-strain relations 
into Eq. A.1 yields, 
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where   is Muskhelishvili’s coefficient, xy , xx , and yy  are stress components.  
Two equilibrium equations are, 
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where   is the density, xF  and yF  are body forces in each direction. Differentiation of 
two equilibrium equations yields, 
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Substitution of Eq. A.4 into Eq. A.2 yields, 
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Assuming no body forces, the stress equilibrium equations will automatically be 
satisfied if we define the three independent stress components in terms of some function, 
U , as follows, 
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Substitution of Eq. A.6 into Eq. A.5 yields the biharmonic equation, 
04  U .        (A.7) 
The biharmonic function, U , is known as an Airy stress function, after Airy, G. 
B. (1863), the British astronomer who first suggested this approach. 
 
A. 2 Complex variable method 
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The complex variable method represents the displacement and stresses in terms 
of two analytic functions of a complex variable. In this project, I introduce the main 
results of displacements which are more important than the stresses. 
The expression of Airy stress function, U , in terms of two analytic functions, 
 z  and  z , are, 
        zzzzzzU  
2
1
,     (A.8) 
where iyxz  , iyxz   
Making use of stress-strain relationship and the definition of strain (Jaeger et al., 
2007), the displacement vector with respect to a complex number is, 
       zzzzivuG  2 ,     (A.9) 
where G  is the shear modulus. 
Noting that only  z  appears in the expressions for the complex displacement, 
we can define a new function,  z , 
   zz   ,        (A.10) 
allowing Eq. A.9 to be rewritten as, 
       zzzzivuG  2 .     (A.11) 
Then, the problem is how to obtain the potentials  z  and  z . Many 
researchers have found the potentials for different scenarios, including the elliptical case 
(Maugis, 1992) in this project. 
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APPENDIX B  
DEFORMATION FOR AN ARRAY OF CRACKS 
 
Myer (2000) presented the excess deformation occurring if a collection of 
coplanar interacting cracks is subjected to load (Fig. B.1). If a remote closure stress 
applies on an element containing a crack, the deformation, L, at a large distance from 
the crack will be larger than the deformation of an element without crack. The additional 
deformation due to the crack is, 
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where  is the additional deformation, a is the major radius of the ellipse or the half 
length of crack, and 2l is the length of element. The units used in this appendix are SI 
units. 
 
 
Fig. B.1—Deformation of elemental volume with and without a crack. (From Myer.) 
 
L  
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l2  l2  
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To derive Eq. B.1, I introduce some basic concepts of fracture mechanics. The 
Griffith-Irwin theory (Griffith, 1921; Irwin and Kies, 1952) made use of energy rate 
analysis to approach crack problems. The total elastic energy available per unit increase 
in crack surface area is denoted by Q. Physically, Q, is “the energy made available for 
the crack extension processes at the crack tip as a result of the work from displacements 
of loading forces and/or reductions in strain energy in a body accompanying a unit 
increase in crack area” (Tada et al., 2000). For the linear elastic case, the expression of Q 
(Irwin and Kies, 1952) is, 
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where UT is the total strain energy, and A is the area of a crack. With Castigliano’s 
theorem, certain displacement is in the form of Eq. B.3 according to the Appendix B of 
the handbook by Tada et al. (2000), 
 








aAnT QdA
PP
U
P
U
L
0
,    (B.3) 
where clP 2 . In the expression above, Un is the strain energy without crack, and L 
is the total deformation. Thus, the additional deformation due to the cracks is, 
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The total elastic energy, Q, is the summation of energy for three modes shown in 
Fig. B.2, 
 IIIIII QQQQ  .      (B.5) 
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Fig. B.2—Basic modes of crack surface displacements. (From Tada.) 
 
With the plane strain assumption, the elastic energy for each mode is, 
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where KI, KII, and KIII are the crack tip stress intensity factors for three modes. Their 
specific expressions for a collection of cracks are, 
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where  and l are shear stresses for Modes II and III, respectively. 
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For our case, only Mode I applies because the fracture propagates normally to the 
minimum in-situ stress. Therefore, substitution of Eq. B.7a and B.6a into Eq. B.5 leads 
to Eq. B.8, 
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Substitution of Eq. B.8 into Eq. B.4 yields, 
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Then, the additional deformation is not difficult to show in Eq. B.10, which is the 
same as Eq. B.1, 
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Taking the leading terms in the expansion of the trigonometric and natural 
logarithm functions gives, for al  , 
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Thus, if the cracks do not interact, that is al  , we approximate the additional 
deformation as, 
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Distributing the volumetric deformation over the length of a crack yields the 
average displacement of the crack surfaces, or crack closure, 
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where v  is the average crack closure. 
The cracks caused by acid fracturing treatment are of varying size. For using the 
analytical solution discussed above, the average crack half-length, a , is defined by, 
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where n is the number of cracks over the entire length, L. Then the contact ratio, c, is, 
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Rewriting Eq. B.10 and Eq. B.13 yields the average additional displacement,  , 
in terms of average crack half-length and contact ratio, 
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Notice that the constants in Eq. B.16 and Eq. B.18 are different from the 
constants in the original publication by Myer (2000). The constants given here are 
correct ones. Finally, we have the average crack closure with respect to contact ratio 
shown in Eq. B.19, 
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APPENDIX C  
COMPUTATIONAL PROCEDURE OF MODELS 
 
The new correlations give the general scenario of the conductivity calculation for 
acid fracturing. When we consider some particular cases with unusual conditions, the 
simulation programs will yield the better results than the correlations. Thus, I summarize 
the computational procedure as follows. It consists of several modules that perform 
different functions. If they can be combined and organized in one package, I believe it 
would be more helpful in practice. 
As a whole project, the simulation includes two parts: the acid transportation by 
Mou and the fracture closure in this study. Mou (2009) gave an input example in the 
Appendix D of his dissertation. It defines the calculation domain, acid properties, 
pumping schedule, reservoir properties, and so on. In addition, the closure model 
requires the rock strength as inputs. Both Young’s modulus and rock embedment 
strength are used in the program. The rock embedment strength is for the calculation of 
base conductivity. If only one of the rock strength properties is available, the relationship 
between them mentioned previously can give an estimate of the other. The default value 
of another rock property, Poisson’s ratio, is 0.3 in the program. It can be set differently 
for some specific cases also. 
The procedure shown in Fig. C.1 includes Mou’s models. The distributions of 
permeability and mineralogy serve as the inputs to the acid flow simulation that outputs 
the width profile after acidizing. The next conductivity module provides the initial 
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conductivity and fracture width analysis. The description of these modules can be found 
in the Appendix D of Mou’s dissertation. 
 
 
Fig. C.1—Computational procedure of models. 
 
With the width profile produced by Mou’s models, the fracture closure module 
simulates the rock deformation process and yields the fracture width profile after 
closure. Based on the initial conductivity, fracture width analysis, and width profile after 
closure, the last module calculates the base conductivity and predicts the overall fracture 
conductivity. 
All of the six modules in Fig. C.1 are written in C language. It would not be 
difficult to combine them and develop a package. The main challenge is to incorporate 
the GSLIB that is another package Mou used to generate spatially correlated random 
number by specifying correlation length in two directions. They serve as inputs for both 
permeability and mineralogy distribution generation. 
Permeability distribution generation Mineralogy distribution generation 
Acid flow simulation 
Initial conductivity and fracture width 
Fracture closure simulation 
Overall fracture conductivity 
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APPENDIX D  
3D SIMULATION OF ELLIPSE CLOSURE 
 
The closure model in this study uses the analytical methods for ellipse closure to 
approach every cross-section of an acid fracture. The combination of the results from 
every cross-section yields the width profile after closure. And the effects among the 
cross-sections are neglected. They may not be, though, significant because the rock 
properties are correlated laterally. Fully 3D simulation of deformation between two 
rough surfaces can account for the effects, and the corresponding width profile can be 
more accurate. I try some simple cases for ellipse and summarize them as follows.  
I employed some commercial software packages according to our current 
conditions. Solidworks™ is used to generate geometry. Patran™ reads output from 
Solidworks™ and generates geometry models, elements, material properties, and loads. 
Next, Abaqus™ reads output from Patran™ and performs computation. Finally, 
Patran™ reads outputs from Abaqus™ and performs analysis. The procedure is shown 
below in Fig. D.1. 
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Fig. D.1—Procedure of 3D simulation. 
 
The try starts with a simple case: an ellipse in rock mass under closure stress. As 
shown in Fig. D.2, the size of the rock is 1 meter by 1 meter by 1 meter. And the ellipse 
has a=0.1 meters (m), b=1 millimeters (mm). Because the geometry is symmetric, the 
simulation on half of the original one (Fig. D.3) saves the computational time without 
sacrificing any precision.  
 
Geometry Modeling 
Elements Creation 
Material Properties 
Loads & Boundary Conditions 
Computation 
Analysis 
Geometry Description Solidworks™ 
Patran™ 
Abaqus™ 
Patran™ 
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Fig. D.2—Ellipse in rock mass. 
 
 
Fig. D.3—Simulation on half of original geometry. 
 
After the generation of the geometry, the elements are created and the rock 
properties are defined. As shown in Fig. D.4, the number of elements is 3879; the 
number of nodes is 6056; the Young’s modulus is 7×109 Pa (106 psi); the Poisson’s ratio 
is 0.3; the closure stress is 20 MPa (2,900 psi). 
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Fig. D.4—Definition of elements, loads, and properties. 
 
After the computation by Abaqus™, Patran™ analyzes the output and plots the 
contour as shown in Fig. D.5. The output file of data gives the deformation for every 
node. For example, the deformation of the node at the minor semi axis is 0.5157 mm. 
 
 
Fig. D.5—Contour of displacement in x direction. 
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In order to increase the precision, I can refine the local grids around the ellipse. 
That is even more important if we cope with rough surfaces in the future. I still use the 
same example above with local grid refinement. The geometry consists of two parts 
shown in Fig. D.6. The elements are created separately for each part (Fig. D.7). The 
grids around the ellipse are finer than the grids far from the ellipse. The number of 
elements is 3225. The number of nodes is 4882. Both of these numbers are less than the 
previous example. Other than those, the rock properties and loads are the same. 
 
 
 
Fig. D.6—Geometry for local grid refinement. 
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Fig. D.7—Definition of elements, loads, and properties. 
 
The contour of the displacement in x direction is shown in Fig. D.8. The 
deformation of the node around the minor semi axis is 0.5227 mm. 
 
 
Fig. D.8—Contour of displacement in x direction. 
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The last example investigates the effect between two ellipses. Fig. D.9 shows the 
geometry. Two ellipses have the same size with a=50 mm, b=0.5 mm. The center-to-
center distance is 200 mm. I also conduct the local grid refinement around the two 
ellipses. 
 
 
 
Fig. D.9—Geometry for two ellipses. 
 
The geometry modeling, element creation, rock properties, loads, and boundary 
conditions are set up similarly in Patran™. After the simulation, the contour of the 
displacement in x direction is shown in Fig. D.10. These two ellipses are exactly the 
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same. Thus, the deformation of the node around the minor semi axis for either ellipse is 
0.2155 mm. 
 
 
Fig. D.10—Contour of displacement in x direction. 
 
To evaluate these 3D simulations, I compare the results with the analytical ones 
for regular geometry. From the previous discussion, the analytical solution for a single 
ellipse is, 
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And the analytical solution for multiple ellipses is, 
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The symbols in the equations have been defined in previous chapter.  
Substitution of the proper parameters into the equations can yield the 
displacement at the minor semi axis for the examples. Comparison with the numerical 
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results is presented in Table D.1. Basically, the numerical results have good agreement 
with the analytical ones. Especially when the grids are refined, the precision is improved 
effectively.  
 
TABLE D.1—COMPARISON BETWEEN ANALYTICAL AND NUMERICAL RESULTS 
 Single Ellipse Grid Refinement Multiple ellipses 
Analytical 0.5226 0.5226 0.229 
Numerical 0.5157 0.5227 0.2155 
 
The examples for ellipses are simple and straightforward because the geometry is 
regular. If 3D simulation applies on rough surfaces of an acid fracture, many challenges 
still exist. First, the topology for width profiles is difficult. The output of the acidizing 
simulator provides only the width for every node on the fracture surface. When the 
geometry is generated, the topology from points to surfaces needs further study. 
Secondly, the rough surface requires very fine grids. Local grid refinement increases the 
precision in the example above. But much more grids will be necessary for rough 
surfaces with thousands of nodes. Even if enough grids can be generated, it is still a big 
challenge for computational capacity. At least, our current condition (the supercomputer 
facility for students in Texas A&M University) in these examples is not able to deal with 
this problem. My recommendation is to conduct the 2D numerical simulation on one 
cross-section of a fracture next. Compare the results with the present analytical models 
and determine the necessity and methodology for fully 3D simulation in the future. 
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