Abstract
Introduction
With the rapid spread of Internet, E-mail has become one of the primary means of everyday communication. According to the statistics of foreign media, average daily E-mail delivery volume was more than 143.7 Billion [1] in the first quarter of 2009 around the world. E-mail provides not only convenient communication means for people, but also an important carrier for non-performing commercial advertising, hacker programs, the spread of the virus, and so on. Therefore, E-mail security has been paid widespread attention around the world [2] [3] [4] .
In traditional technology, an email is processed as a whole [5, 6] , but spam is often inserted into some messages that are more irrelevant or have little to do with the theme of spam [7] currently, which leads to the thematic analysis by current email filtering methods which becoming quite unreliable for introducing a large number of irrelevant words when processing these spam. So it impacts the effectiveness of spam filtering directly and adds the difficulty for spam filtering. Additionally, email text is the main body of an email, and its idea is reflected by semantic body which is formed by a large number of interconnected semantic elements (semantics of the word). However, it is lack of the accurate description for semantic body which is the main spam content when we use traditional statistical analysis [8] [9] [10] in spam filtering. For these reasons, it is the most authoritative and effective to study semantic body information of spam when analyzing its text.
In addition, due to the complexity of natural language, and high uncertain and fuzziness in its description and comprehension, these problems are not taken account enough in current spam filtering technology based on content considering. So it is natural to use fuzzy theory to solve these fuzzy problems. We use fuzzy clustering method in the final classification, and propose the new algorithm --fuzzy clustering based on semantic body combining with semantic body theory. In this algorithm, semantic body is used as the objects of classification, and the similarity between semantic bodies are used as similarity coefficient which forms the fuzzy similar matrix, and we obtain the fuzzy equivalence matrix by which we can cluster.
Other parts in this paper are as follows: Section 2 introduces correlative technologies. section 3 proposes the new method of fuzzy clustering based on semantic body and gives an application example. section 4 analyses the new method through extensive experiments. section 5 summarizes this paper and discusses future works.
Key technology

The method of sentence similarity based on HowNet
The paper is studied with the ontology HowNet [11] . HowNet is an online common sense knowledge based on unveiling inter-conceptual relations and inter-attribute relations of concepts as connoting in lexicons of the Chinese and their English equivalents.
In HowNet, a sememe refers to the smallest basic semantic unit that cannot be reduced any more. "Concept" is a description of word meanings. Every word can be expressed into several concepts. "Concept" is described by a "knowledge expression language," and the "word" of this "knowledge expression language" is "sememe".
Sentence similarity [12] based on semantic distance with HowNet is based on the word similarity which is based on the concepts similarity that is based on the sememes similarity, so that we will briefly introduce several methods for similarity calculation as follows.
Sememes similarity, concepts similarity and words similarity based on HowNet
Firstly, we calculate the similarity between sememes:
(1)
Where p 1 and p 2 represent two sememes, d is the path length in Hierarchical system of sememes, which is a positive integer. α is an adjustable parameter.
For the two concepts S 1 and S 2. S 1 contains m sememes: S 11 , S 12 , …, S 1m, S 2 contains n sememes: S 21 , S 22 , …, S 2m. And Sim(P 1i ,P 2j ) represents the similarity between P 1i and P 2j , and suppose Sim(P 1i ,P 2j ) is the maximum among all the sememes, the similarity value is as follows: 
In this way, we put the two words similarity comes down to the two concepts similarity. Of course, here we only consider the similarity between two isolate words. If the two words are both in one certain context, it is best to conduct the word sense disambiguation at first and mark the words as concepts, then calculate the concepts similarity.
Sentence similarity based on HowNet
The sentence similarity is based on the word similarity. In this paper, we define the semantic distance as the shortest distance of two sememes corresponded by the two words in the sememes tree. Details of methods are as follows:
Suppose A and B, A contains the words as: A 1 ,A 2 ,…,A m , B contains the words as: B 1 , B 2 , …, B n , then we use S(A i , B j ) to represent the similarity between A i (1≤i≤m) and B j (1≤j≤n).
By this way, we can get the similarity between any two words in the two sentences, then we can get the two sentence similarity S(A, B): As a mathematical method for classification and processing of objects based on their different characteristics, degree of interrelationship, similarity etc, and clustering [13] is witnessing fast development. Traditional clustering algorithm [14] often makes the assumption that the sample is kind of either or characterized, and the result is the sample is rigidly marked as in a certain category. The fact is that the interrelationship and boundaries of objects are usually not definite in reality, i.e. the fuzzy relationship. In 1965, Zadeh introduced the Fuzzy Set Theory [15] , and soon after that in 1969, Ruspinid conducted fuzzy clustering analysis [16] based on the concept of fuzzy partition which intends to maximize the similarity among samples classified in the same category and minimize the similarity among those classified in different categories [17] .
Fuzzy clustering analysis can be divided into three categories [18] : the first is called Dynamic fuzzy clustering method based on equivalence matrix(DCAFEM), by which the number of classification is uncertain, and samples are dynamic clustered by different requirements; the second is called Fuzzy means clustering algorithm (FCM), by which the number of classification is certain, and its aim is to find out the optimal classification scheme, and it is based on objective function to cluster; the third is called Fuzzy clustering algorithm based on perturbation, the method is meaningful in the case of perturbation, and samples are clustered based on fuzzy similar matrix. This paper focuses on the first algorithm that is DCAFEM.
Similarity coefficient
Similarity coefficient [19] is used as a measure to describe the similarity between data objects. The more similar between the two data objects, the similarity between them is the closer to 1; otherwise, the less similar between them, the similarity between them is the closer to 0. This paper uses the kind of similarity measure method to obtain the similarity coefficient. There are other methods to get similarity coefficient, such as angle cosine, correlation coefficient, maximum and minimum method, arithmetic average, geometric average, and so on.
Build fuzzy similar matrix
Before the clustering, we need to determine the similarity coefficient between the objects x i and x j which are to be classified:
Then we can build fuzzy similar matrix: 
R by similarity coefficients obtained.
Build fuzzy equivalence matrix
The fuzzy similar matrix got by the above method may not be transitive. Before clustering, we need change fuzzy similar matrix into fuzzy equivalence matrix. The paper uses square method to find the transitive closure of the fuzzy similar matrix, as follows:
The main steps of fuzzy clustering based on fuzzy equivalence matrix 1) Determine object of classification.
2) Standardize the data samples.
3) Calculate the similar coefficient between the samples which characterize the degree of similarity between them. Then build the fuzzy similar matrix: R = (r ij ) n*n , where r ij indicates the coefficient between x i and x j .
4) Get the fuzzy equivalence matrix R * from the fuzzy similar matrix R according to the method of transitive closure. 
Fuzzy clustering based on semantic body and its application examples
The definition of semantic body
In this section, we give two definitions as follows: Definition 1 Semantic Element: The smallest meaningful unit is used to make sentences, which can be considered as words. Definition 2 Semantic Body: A language unit composed by a certain number of semantic elements interrelated with each other. It can be considered as a paragraph or several sentences. In semantic, there is a complete theme in a semantic body.
Sentences as composition units in articles are distinguished by punctuation marks. But there is no clear boundary about semantic body. So how to determine the boundary of semantic body is a problem should be solved. We propose a method to determine the boundary of semantic body and the details shown in next section.
The approach of building semantic body
In this section, we propose the method of building semantic body, the steps as follows: 1) Convert the email text to sentences. 2) According to the Equation (4), calculate the similarity between every two adjacent sentences. 3) Count the similarity values gotten on the last step, and set a threshold value. By the part of every two sentences whose similarity is less than this threshold value we can determine a semantic body. Take the part between two sentences whose similarity value is less than the threshold value as the border of two semantic bodies. In stage of the text pretreatment, the other punctuations which show the end of a sentence and have similar function as a full stop are replaced by full stops in order to deal with it conveniently. In next step, we calculate the similarity between every two adjacent sentences by the method given in the paper. The similar degree of the two sentences can be manifested by similarity values of sentences, while similarity is up to a certain threshold value x, demonstrating that the two sentences are in high semantic matching, and serve for one topic; on the contrary, when the similarity of two adjacent sentences below the threshold value, which illustrates that the two sentences are on a low degree of semantic matching, At this time you can maintain the two sentences as the boundary of the two semantic bodies. Through the above steps, a complete E-mail sample text can be expressed as amount of semantic bodies with the theme relatively independent.
The method calculating the similarity between semantic bodies
We get the similarity between semantic bodies by calculating the semantic distance of words. We propose the method of calculating the similarity between the semantic bodies based on that between sentences, for a semantic body can be considered as a big sentence. It is stated as follows: 
S B A S B A S B A  
Where S(A i , B j ) represents the similarity between the two words. The method of calculating the similarity between semantic bodies is improved from the method of calculating sentence similarity. Each sentence is expressed by its feature words when calculate sentence similarity. The semantic body is a single sentence or merged by several sentences, and most its dimension will be greater than a single sentence. So we use concepts to replace original terms to express semantic body. By this way the vector dimension can be brought down effectively. In addition, it could excavate the word semantic.
The steps of fuzzy equivalence matrix clustering method based on semantic body
1) Determine semantic body as the object of classification, sample set as
is a vector which represents one semantic body.
2) Determine the similarity between semantic bodies as the similar coefficient between them, we can get the similarity: ( , ) ij i j r S X X  By Equation (5), then build the fuzzy similar matrix: 
3) calculate the similarity between every two adjacent sentences, the results is shown as follows: S(1,2)=0.036, S(2,3)=0.522, S(3,4)=0.608, S(4,5)=0.208, S(5,6)=0.569 Set the similarity threshold value x as 0.5, so the text can be separate into semantic bodies as follows: Table 3 . Semantic body
Sam[3]
[爱，1；车，2；超级，2；装备，2；汽车，4；用品，1；主要，1；发光，1；音响， 1；无线，1；转换，1；电子，1；电器，1；实用，1；精品，1；大量，1；记住，1； 欢迎，1；光临，1；]
The simple example of fuzzy clustering based on semantic
1) By the above method, we processed a number of spam as semantic body, and select 7 from them as objects of classification to test by fuzzy clustering, the steps are showed as follows: 2) Table 4 . Semantic bodies 
3) Get the fuzzy equivalence matrix R * from the fuzzy similar matrix R according to the method of transitive closure, and R * as follows: 1 1 1 1 1 1 1  1 1 1 1 1 1 1   1 1 1 1 1 1 1   1 1 1 1 1 1 1   1 1 1 1 1 1 1  1 1 1 1 1 1 
By the above, we get different clustering results with different  value.
Comparative analysis of experimental results
It is very important to choose the language database when conducting experimental analysis. There are already some authoritative email corpuses [20] in foreign countries such as: PUI Corpus. In the Chinese spam filtering, there is no recognized authoritative Chinese Corpus [21] at present.
Therefore, this paper selects a wide range of 2200 to collect all kinds of spam which constitute the training set. The experimental platform is PM2.1GB and 2GB of memory. With the results statistics, this article compares with KNN, Bayesian and the method based on Semantic body proposed in this paper. In the spam filtering the results are contrasted mainly in several parameters as follows:
Recall rate:
It is spam detection rates and reflects the ability of spotting spam mails; higher recall rate means less "unfiltered".
Correct rate (Precision):
The rate of right judgment of spam, reflects the ability of "finding" spam mails; bigger precision rate means fewer valid mails will be misjudged as spam mail.
F value:
The harmonic mean of the recall rate and the precision rate, actually integrates the recall rate and the precision rate as one judgment index; N B is number of normal email that are judged as spam. In the experiment, we set the similarity threshold x as 0.5, and deal with the 2200 spam and make them clustered by the method this paper proposed. With the analysis of experiment result, we get the conclusion as follows(S represents the method of fuzzy clustering based on semantic body): According to Table 5 . We can see that all three parameters have increased by this method. There is a greater increase in recall rate while F value does not reduce. Figure 4 are curve diagrams that show the performance of spam filtering in three ways on training corpus, where S refers to the method based on semantic body. By analysis of these data, we can see performance of the method based on semantic body is better than KNN and Bayesian methods. The experiment achieves the expected results, and it has good application prospects.
As there is still no authoritative Chinese corpus in the study of spam filtering, there will be different results in different email corpus. In this study, several parameters are obtained through repeated experiments, which is not available by theory and it should be improved in future.
Conclusion and Future Study
In this paper, we propose a new method for spam filtering based on semantic body, and elaborate the definition of semantic body and its building process in detail.
As to the semantic body's own characteristics, we propose the method to calculate the similarity between semantic bodies based on sentence similarity and combining HowNet. For the fuzzy problems existing in traditional spam filtering technology, the paper uses fuzzy clustering based on fuzzy equivalence matrix to solve the problem. By this method, we set semantic body as objects of classification, which has less dimensions than that we set words as objects of classification by
