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A B S T R A C T
In mammals, spatial learning and memory depend on neural processing carried out
in the hippocampal formation. Interestingly, extracellular recordings from behaving
animals have shown that cells in this region exhibit spatially modulated activity pat-
terns, thus providing insights into the neural activity underlying spatial behaviour.
One area within the hippocampal formation, layer II of the medial entorhinal cor-
tex, houses cells that encode a grid-like map of space using a firing rate code. At
the same time, oscillatory signals at distinct theta (4–12 Hz) and gamma (30–120 Hz)
frequencies are also present in layer II, providing a substrate for a timing code. To un-
derstand how layer II of the medial entorhinal cortex produces these outputs I sought
to characterise the electrical properties and functional computational architecture of
its microcircuitry.
The functionality of any neural circuit depends on the electrical properties of its
constituent cells. Because the grid cells in layer II are likely to be stellate cells, I
used the perforated patch-clamp technique to accurately assess the intrinsic excitable
properties of this cell type. Compared to whole-cell recordings, these recordings in-
dicate that some intrinsic properties of stellate cells, such as spike clustering, which
is revealed to be robust, are more likely to play a functional role in circuit computa-
tion. Conversely, other intrinsic properties, such as spontaneous membrane potential
fluctuations, which are confirmed to be insufficiently stable to support reliable in-
terference patterns, are revealed to be less likely than other, more robust electrical
properties to play a direct role in circuit function.
The characteristic connectivity profiles of different cell types are also critical for
circuit function. To investigate cell type-specific connectivity in layer II I used opto-
genetic stimulation in combination with in vitro electrophysiology to record synaptic
activity in different cell types while selectively activating distinct subpopulations of
cells with light. Using this method I found that connections between stellate cells are
absent or very rare and that communication between stellate cells is instead mediated
by strong feedback inhibition from fast-spiking interneurons.
Dissecting oscillatory activity in neural circuits may be important for establishing
functionally relevant circuit architecture and dynamics but is difficult in vivo. I ac-
complished this in vitro by recapitulating the interacting theta and gamma rhythms
that are observed in vivo with an optogenetic method. I found that locally driving
a subset of neurons in the layer II microcircuit at theta frequency with a light stim-
iii
ulus produced a nested field rhythm at gamma frequency that was also evident as
rhythmic inhibition onto stellate cells. Critically, these interacting rhythms closely
resembled those recorded from behaving animals. In addition, I found that this theta-
nested gamma is sufficiently regular to act as a clock-like reference signal, indicating
its potential role in implementing a timing code. To functionally dissect the circuit
I performed multiple simultaneous whole-cell patch-clamp recordings during circuit
activation. These recordings revealed how feedback interactions between stellate cells
and fast-spiking interneurons underpin the theta-nested gamma rhythm.
Together, these results suggest that feedback inhibition in layer II acts as a com-
mon substrate for theta-nested gamma oscillations and possibly also grid firing fields,
thereby providing a framework for understanding how computations are carried out
in layer II of the medial entorhinal cortex.
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1
I N T R O D U C T I O N
1.1 the mec is a cortical circuit for spatial navigation
To find food, shelter and mates animals must navigate through complex environ-
ments. To navigate successfully, animals must track and predict their own location
relative to their environment, a process that requires integration of information about
the geometry of the environment, landmarks and recent self-motion (Etienne and Jef-
fery, 2004; Jeffery, 2007). Despite the central importance of navigation for survival,
the neural mechanisms that encode and integrate environmental and self motion in-
formation remain largely unclear.
Computation of self motion information may, however, provide a window onto the
neural processes underlying spatial navigation. Self motion information is sufficient
to enable mammals to track their location for substantial distances, independent of
environmental cues (Mittelstaedt and Mittelstaedt, 1980; Etienne and Jeffery, 2004) by
relying on integration of speed and directional heading information, a process known
as path integration (Etienne and Jeffery, 2004; Jeffery, 2007). In the medial entorhinal
cortex (MEC) of behaving animals, patterns of neural activity encode space (Hafting
et al., 2005, 2008) in a manner consistent with the output of a system computing self
motion by integration of speed and directional information (McNaughton et al., 2006;
Jeffery, 2007; Navratilova et al., 2012).
Two distinct patterns of neural activity in the MEC, grid firing fields (Hafting et al.,
2005) and theta phase precession (Hafting et al., 2008), encode space in different ways
but in neither case is the underlying physiology well explained. However, because
these different forms of activity must rely on common neural circuitry, elucidating
the cellular basis of this activity will not only shed light on the neural mechanisms
for spatial navigation by path integration, but will also provide insights into how
cortical neural circuity can simultaneously support separate coding schemes.
1.1.1 Neural activity in the hippocampal formation encodes space
Cells that encode space were first found in the rat hippocampus, an area in the hip-
pocampal formation region (O’Keefe and Dostrovsky, 1971). Extracellular recordings
from the hippocampus revealed that ‘place cells’ in this area encode an animal’s
1
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position in space by increasing their spiking rate only when the animal occupies a
distinct location in its environment (O’Keefe and Dostrovsky, 1971) and by firing ac-
tion potentials at progressively earlier phases of the ongoing theta frequency field
oscillation as the animals traverses a cell’s ‘place field’ (O’Keefe and Recce, 1993).
These hippocampal recordings provided an initial indication that the hippocampal
formation, of which the entorhinal cortex is also part, is centrally involved in spatial
processing.
Intact neural processing in many areas in the hippocampal formation is required
for normal spatial behaviours. Consistent with the physiology of place cells, lesions
of the hippocampus impair spatial abilities, (Kaada et al., 1961; Moser et al., 1993).
However, lesions of upstream areas in the hippocampal formation also produce spa-
tial behaviour deficits. Entorhinal cortex lesions impair spatial, but not contextual,
learning and retention (Good and Honey, 1997; Steffenach et al., 2005) and lesions of
the dorsal presubiculum (also known as the postsubiculum) adversely affect perfor-
mance on uncued spatial tasks (Taube et al., 1992). Together, these results suggested
that separate areas in the hippocampal formation work together to route processed
spatial information to the hippocampus.
Consistent with an organisation of the hippocampal formation in which important
spatial processing also occurs upstream of the hippocampus, cells in upstream areas
also encode spatial information, but in other ways. Cells in the dorsal presubiculum
and parasubiculum signal directional heading with firing rates that increase when an
animal faces a particular direction but do not depend on the animal’s location in the
environment (Taube et al., 1990; Boccara et al., 2010). The firing rate of head direction
cells correlates weakly with locomotor speed, suggesting one possible afferent route
for speed information (Jeffery, 2007). Many cells in the entorhinal cortex are also
spatially modulated (Fyhn et al., 2004; Krupic et al., 2012), with a substantial portion
of these cells displaying remarkable periodic maps of space (Hafting et al., 2005).
The firing patterns of presubicular, parasubicular, entorhinal and hippocampal cells
suggest that head direction information may be integrated with linear speed informa-
tion (Jeffery, 2007) in the entorhinal cortex to produce orientation independent maps
of space which then serve as an important input to the hippocampus. Understand-
ing how integration of speed and directional information in the entorhinal cortex is
achieved will be important for dissecting the neural mechanisms underlying path
integration.
Grid firing fields in the MEC encode location with a rate code
Many spatially modulated cells in the MEC fire preferentially when an animal’s posi-
tion in space coincides with a vertex of an imaginary triangular grid imposed on its
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environment (Hafting et al., 2005; Sargolini et al., 2006; Barry et al., 2007; Brun et al.,
2008; Fyhn et al., 2008; Langston et al., 2010; Brandon et al., 2011; Koenig et al., 2011;
Yartsev et al., 2011; Giocomo et al., 2011a; Krupic et al., 2012; Killian et al., 2012; Sten-
sola et al., 2012). Because the position of an animal is coded by periodic changes in
cells’ firing rates as the animal moves through locations that are determined entirely
by their coordinates in an abstract map anchored on the external environment, ‘grid
cells’ provide an allocentric map of space (see figure 1.1).
Grid fields are present in rat pups as soon as they explore outside their nest (P16)
but the periodicity and spatial coherence of the grid fields continues to increase un-
til adulthood (P28+) (Langston et al., 2010), suggesting experience plays a role in
shaping grid firing output. In adult animals grid field spacing can rescale with both
resizing of the environment (Barry et al., 2007) and expand in response to novel
environments (Barry et al., 2012), indicating that grid cells integrate environmental
information with other inputs to renew features of the spatial maps (Barry et al., 2007;
Stensola et al., 2012).
Figure 1.1: Grid cells have periodic firing fields with grid spacing that varies with anatom-
ical location. Left: Sagittal section indicating location of recorded cells (red dots) in the
MEC. Right:. Tracks of animal position in a square enclosure (grey lines) turn red when
indicated cells fire an action potential. The resulting spiking tiles space with a periodic
triangular pattern. Figure from McNaughton et al. (2006).
Grid cells may be common to all mammalian species. Single unit recordings have
demonstrated the existence of grid cells in rats (Hafting et al., 2005), mice (Fyhn et al.,
2008), bats (Yartsev et al., 2011), and monkeys (Killian et al., 2012) and BOLD signals
from imaging studies in humans are consistent with secondary characteristics of grid
cells observed in rats (Doeller et al., 2010). Together, these studies indicate that rate
coding of space through grid firing fields may be a universal feature of mammalian
spatial computation.
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Grid cells multiplex rate and temporal codes
The output of many, but not all, grid cells is modulated by a prominent ongoing local
field potential (LFP) oscillation in the theta (4 – 12 Hz) range (Hafting et al., 2005, 2008;
Krupic et al., 2012; Stensola et al., 2012). Interestingly, in addition to encoding space
with a firing rate code, grid cells in the superficial layers of the MEC also encode
spatial information by the phase of their action potentials relative to the ongoing LFP
theta frequency oscillation (Hafting et al., 2008). As an animal runs through a cell’s
grid firing field, the spikes occur at increasingly earlier phases of theta cycles (Hafting
et al., 2008) meaning that the theta phase of spikes depends on the position of the
animal in space. This theta phase precession of spatially modulated cells is similar to
that observed in place cells in the hippocampus (O’Keefe and Recce, 1993), is robust
at the single trial level and provides information that improves estimation of location
from firing rate patterns (Reifenstein et al., 2012).
Because precise timing of action potentials relative to the theta oscillation is re-
quired for theta phase spatial encoding, grid cells are implementing a spike timing,
or temporal, code that has substantially higher time resolution than would be re-
quired purely for generation of grid firing fields. Because this temporal code coexists
with the firing rate code, the MEC multiplexes the two different codes, effectively
providing separate channels for different forms of spatial information (Panzeri et al.,
2010). The circuit mechanisms in the MEC that underly this dual coding scheme
remain unclear.
Topographical organisation of grid cell output
Several features of grid cell output are topographically organised within the MEC.
Both the spacing between the vertices of the grid cell map and the size of the grid
firing fields varies with anatomical location along the dorsal-ventral axis of the MEC
(Brun et al., 2008) (see Figure 1.1), indicating that grid cells encode space at different
scales. Recent evidence indicates that instead of following a continuous gradient, grid
spacing and size are clustered in distinct groups of values (Stensola et al., 2012). Simi-
lar discrete clustering of grid alignment, grid distortion and theta frequency modula-
tion suggest that grid activity is produced by modular circuits in the MEC (Stensola
et al., 2012). The modules appear to be functionally independent, but can overlap
along the dorsal-ventral axis, indicating that anatomical location does not perfectly
predict circuit participation (Stensola et al., 2012).
The topographical organisation of grid cell features provides insight into both hip-
pocampal and entorhinal processing. Theoretical neural networks have shown that
output of grid cells with different spatial scales can be combined to produce non-
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or sparsely periodic place fields in downstream cells (McNaughton et al., 2006; Fiete
et al., 2008) suggesting that topographically organised features of grid cells play a
key role in place cell generation (McNaughton et al., 2006; Jeffery, 2007). The mod-
ular dorsal-ventral organisation of grid cell output also places important constraints
on how the circuitry of the MEC produces grid fields and can provide insights into
which properties of MEC circuitry are likely to contribute to grid cell output (Garden
et al., 2008; O’Donnell and Nolan, 2011).
1.1.2 Towards an understanding of the circuit for spatial computation
Grid cells are unevenly distributed across the layers of the MEC. While grid cells
are present in deeper layers of the MEC (Hafting et al., 2005; Sargolini et al., 2006)
they are most prevalent in layer II of the MEC (Sargolini et al., 2006). Other layers
of the MEC also contain head direction cells and conjunctive grid-by-head direction
cells, (where firing depends both on location and heading) but these types of cells
are not present in layer II (Sargolini et al., 2006). The relative homogeneity of spa-
tial firing patterns in layer II of the MEC suggest that the results of processing of
heterogenous ideothetic information encoded by the deeper layers of the MEC and
other upstream areas is processed in layer II to produce stable allothetic spatial maps
in layer II, which are then routed to the hippocampus (McNaughton et al., 2006). The
microcircuitry of layer II therefore provides an important focus for investigating how
the MEC produces grid firing fields. Furthermore, explaining how the microcircuitry
of the MEC layer II enables the coexistence of grid cell rate coding with phase preces-
sion and interacting oscillatory rhythms that accompany spatial behaviours presents
an important challenge.
Understanding how any neural microcircuit performs its computations requires
knowledge of three things: (i) the nature of the synaptic inputs to the circuit, (ii) the
characteristics of the components that comprise the circuit (the electrical properties of
neurons) and (iii) the functional interactions between the different types of neurons in
the circuit. To further our understanding of how the layer II microcircuit in the MEC
performs its spatial computations it will be necessary to build on existing knowledge
in all these areas.
1.2 circuit rhythms and spatial computation in the mec
Cortical networks oscillations are a prominent feature of neural circuit output in
behaving animals (Buzsaki and Draguhn, 2004). The frequency and amplitude of
cortical oscillations depend on behavioural state (Vanderwolf, 1969; Buzsaki, 2002;
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Buzsaki and Draguhn, 2004; Klausberger and Somogyi, 2008; Fries, 2009; Canolty
and Knight, 2010; Buzsaki and Wang, 2012) and coupling of oscillatory activity across
different frequency bands is associated with a range of cognitive states (Buzsaki and
Draguhn, 2004; Canolty and Knight, 2010; Buzsaki and Wang, 2012) suggesting that
oscillations with different properties are likely to be critical for different forms of
neural function and that interactions between distinct rhythms play important roles
in cognition.
Network oscillations have many features that could be important for a range of
different neural functions. It is thought that network oscillations are likely to be crit-
ical for temporal codes (Buzsaki, 2002; Lisman, 2005; Buzsaki and Draguhn, 2004),
as they provide a reference signal with phase that could provide accurate times-
tamps for precisely timed action potentials. Oscillations can also synchronise activity
across separate cortical areas (Buzsaki, 2002; Buzsaki and Draguhn, 2004; Canolty
and Knight, 2010), which may be critical for precisely timed communication and has
been proposed to play important roles in memory (Fell and Axmacher, 2011). Be-
cause the excitability of cells can depend on network oscillation phase, control over
the gain of communication between two areas, and therefore routing of information,
could be achieved by either shifting the relative phase offset between phase-locked
oscillations in different areas (Fries, 2009) or by entraining two areas to a common os-
cillation frequency (Colgin et al., 2009). In addition, high frequency oscillations may
influence communication between areas by restricting the spiking of assemblies of
neurons to narrow time windows that may be required for coincidence detection by
cells in downstream areas (Buzsaki and Wang, 2012). They may also reduce noise
and amplify circuit signals and artificial generation of fast rhythms enhances signal
transmission in vivo (Sohal et al., 2009).
However, despite their importance for neural function, the cellular mechanisms
responsible for oscillations are often poorly understood. In particular, the mecha-
nisms that coordinate interactions between oscillations in different frequency bands
are not known and the relationship between the network mechanisms that support
oscillatory activity and those that govern generation of firing rate codes remains un-
clear. Elucidating the circuitry that underlies the generation and regulation of neural
rhythms in the MEC will be important for understanding the computational contribu-
tions and limits of rhythms in this area, including, potentially, how space is encoded
by phase precession in the superficial MEC.
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1.2.1 Theta-nested gamma oscillations in the MEC
In rodent entorhinal cortex, prominent local field potential oscillations in the theta (4–
12 Hz) and high gamma (60–120 Hz) bands accompany spatial behaviours (Mitchell
and Ranck, 1980; Chrobak and Buzsaki, 1998; Colgin et al., 2009). Extensive charac-
terisation of the properties of these rhythms and their interactions, coupled with an
understanding of their cellular mechanisms, will provide important insights into how
they contribute to spatial information processing in the MEC.
Theta frequency oscillations
In behaving rodents, an LFP rhythm of ∼8 Hz is present in all layers of the MEC
(Mitchell and Ranck, 1980; Alonso and García-Austt, 1987; Chrobak and Buzsaki,
1998; Mizuseki et al., 2009). Time-frequency analysis reveals that theta rhythm fre-
quency and power are very stable across time in the superficial layers of anaesthetised
rats (Quilichini et al., 2010) (albeit at the lower frequency of 4 Hz) suggesting that, in
rodents, the ongoing theta signal may serve to act as a constant reference signal for
a timing code. However, in behaving bats the LFP only exhibits intermittent periods
of theta power, despite persistent grid cell activity (Yartsev et al., 2011). It is thus not
clear whether an ongoing theta rhythm is required for spatial navigation in all mam-
mals, but in rodents it appears to facilitate a temporal code that may act in parallel
to rate coded grid firing fields and thereby enhance spatial navigation. However, the
two codes may not be completely independent as pharmacological reduction of the
theta rhythm is accompanied by a reduction of the spatial periodicity of grid cells
(Koenig et al., 2011; Brandon et al., 2011).
Theta activity is phase locked across all layers of the MEC and may therefore act as
a common reference signal across all layers. In rodents, the phase of the theta oscilla-
tion is synchronised across layers II–V with layer I phase being reversed (shifted by
π radians) (Chrobak and Buzsaki, 1998; Mizuseki et al., 2009; Quilichini et al., 2010),
producing a phase-locked theta rhythm in layer I that is offset by half a theta cycle
from oscillations in the other layers. This shift is apparent in anaesthetised (Alonso
and García-Austt, 1987; Quilichini et al., 2010) and behaving (Mitchell and Ranck,
1980; Mizuseki et al., 2009) animals, but it remains unclear whether this is due to
phase shifted synaptic inputs arriving in layer I or whether it reflects a return current
from source to the current sink of synaptic inputs to other layers. The computational
significance of the shift is also not clear.
The MEC theta rhythm organises spike output in both rodents and bats (Fyhn et al.,
2004; Mizuseki et al., 2009; Yartsev et al., 2011). Spikes from cells in the superficial
layers of the MEC are modulated by theta rhythm phase (Fyhn et al., 2004; Hafting
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et al., 2005; Mizuseki et al., 2009; Krupic et al., 2012; Stensola et al., 2012) and because
cells in different layers (and different cell types within layers) preferentially spike
at different phases of the theta rhythm (Mizuseki et al., 2009) it appears that action
potential output is controlled in relation to the theta rhythm and is not just a direct
consequence of depolarising synaptic inputs arriving at theta frequency. The theta
rhythm therefore appears to regulate interactions between many components of the
MEC circuitry.
Theta frequency oscillations provide a common reference for the coding of space
throughout the hippocampal formation. Entorhinal theta is coupled to theta rhythms
elsewhere in the hippocampal formation, including the hippocampus (Buzsaki, 2002;
Mizuseki et al., 2009; Colgin et al., 2009) suggesting that entorhinal theta spike phase
information could be utilised by the downstream computations in the hippocam-
pus. Furthermore, both grid cells (Hafting et al., 2005, 2008; Reifenstein et al., 2012)
and place cells (O’Keefe and Recce, 1993) encode spatial information by theta phase
precession of action potentials as animals move through grid and place fields respec-
tively, suggesting that phase precession may depend on mechanisms that coordinate
activity between the entorhinal cortex and the hippocampus. Phase precession in
layer II of the MEC remains following muscimol inactivation of the the dorsal hip-
pocampus, suggesting that it can be generated by hippocampus-independent mecha-
nisms (Hafting et al., 2008).
Gamma frequency oscillations
Gamma frequency (30–120 Hz) oscillations are also present in the MEC. In rodents
they have a relatively high frequency of ∼90 Hz (Chrobak and Buzsaki, 1998; Colgin
et al., 2009), whereas in bats brief episodes of gamma activity span a much wider
range of frequencies, from low (30–60 Hz) to high (60–120 Hz) gamma ranges (Yart-
sev et al., 2011). In rodents, gamma oscillations are modulated by the ongoing theta
rhythm such that gamma oscillations emerge in the trough of each theta cycle and
the frequency of gamma varies with theta frequency (Chrobak and Buzsaki, 1998).
It is not clear how the phase relationship between theta and gamma amplitude is
maintained, whether the amplitude of theta modulates the gamma frequency or if,
in addition to the phase–amplitude coupling between theta and gamma, the theta-
nested gamma exhibits clock like properties (i.e there is also phase-phase coupling
between theta and gamma), as has been observed in the hippocampus (Belluscio et al.,
2012).
Gamma activity is also synchronised across the MEC. Similar to the theta rhythm,
in behaving rodents, the gamma LFP is phase-locked across all layers, with a phase
reversal between layers I and II (Chrobak and Buzsaki, 1998). However, the ampli-
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tude of the gamma LFP varies substantially across layers, being strongest in layers
II and III, which provide a major input to the hippocampus, and is weakest in the
deeper layers (Chrobak and Buzsaki, 1998). Because spikes from both putative prin-
cipal neurons and interneurons are phase locked to the gamma LFP, with all spikes
preferentially occurring at the trough of gamma oscillations (Chrobak and Buzsaki,
1998), MEC output from the superficial layers to the hippocampus is substantially
coordinated by the gamma rhythm, with spikes occurring in narrow time windows,
which may be essential for activating target cells in the hippocampus.
Computational roles of theta-nested gamma
The theta phase – gamma amplitude relationship (or cross frequency phase–amplitude
coupling) in the MEC is thought to have important consequences for information
coding in the hippocampal formation (Lisman, 2005; Buzsaki and Wang, 2012). First,
nested gamma may serve to discretise the theta phase (Figure 1.2 A). If all spikes that
correspond to an individual gamma ‘bin’ are assigned the same ‘theta’ phase, phase
readout of spikes may be more robust to noise than if exact theta phase readout was
required. Second, because separate distinct assemblies of MEC cells might fire on
subsequent gamma cycles within each theta cycle (Figure 1.2 B), theta-nested gamma
could provide a mechanism for organising ensemble output into distinct sequences
that may play an important role in spatial memory (Lisman, 2005; Fell and Axmacher,
2011).
Phase–phase coupling between gamma rhythms in the MEC and other areas may
also play an important role in spatial computations. Because cells are more excitable
at the trough of the LFP gamma cycle, regulating the gamma phase relationship
between two areas would change the gain of the communication between them (Fries,
2009). Theta-nested gamma phase synchronisation between the MEC and the CA1
field of the hippocampus is an example of how communication between two areas
can depend on gamma phase synchronisation. The high frequency gamma in the
MEC is synchronised with a fast gamma rhythm of similar frequency in the CA1
field of the hippocampus in a subset of theta cycles, suggesting that communication
between the MEC and CA1 may be regulated on a theta cycle basis by controlled
switching between different frequency gamma rhythms in CA1 (Colgin et al., 2009).
It remains unclear how this temporary gamma phase synchronisation is achieved.
Phase–phase cross frequency coupling between the theta rhythm and the nested
gamma rhythms may extend the computational repertoire of cortical circuits (Figure
1.2). In cross frequency phase–phase coupling the theta phase of sequential clock-like
nested gamma oscillation cycles remains fixed across theta episodes (Fell and Ax-
macher, 2011; Buzsaki and Wang, 2012) and enables more temporally fine grained
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Figure 1.2: Computational advantages of different types of coupling between theta and
gamma rhythms. A The theta phase of the LFP (black waveform) can be used as a ref-
erence for a spiking timing code. Each individual spike (red line) can be assigned an
exact phase value based on the continuous phase of the LFP theta signal (upper). An
additional gamma nested gamma oscillation in the trough of the theta oscillation (theta–
gamma phase–amplitude coupling) provides a way to discretise theta phase (middle). In
this arrangement multiple spikes that occur in the same gamma ‘bin’ are assigned the
same discretised theta phase value. Distinct but overlapping ensembles neurons (differ-
ent coloured spikes are from different cells) can contribute to groups of spikes occurring
in consecutive gamma bins (bottom). B In cross frequency phase–amplitude coupling be-
tween theta and gamma oscillations the gamma phases are not necessarily aligned across
consecutive theta cycles (upper). Gamma phases are aligned in the case of cross frequency
phase–phase coupling or clock-like theta-nested gamma (bottom).
computations than simple phase–amplitude coupling. For example, sequences of in-
formation can be encoded with a higher temporal resolution (Fell and Axmacher,
2011). Furthemore, other cortical areas that are ‘aware’ of the phase of a given theta
rhythm could predict the phase of the phase coupled gamma oscillations at a fu-
ture point in time, potentially enabling temporal coordination of future spiking with
future gamma phase. In addition, increasing cross-frequency phase–phase coupling
between areas that are already synchronised to a common theta rhythm would in-
crease gamma phase coupling between the areas as well (Fell and Axmacher, 2011).
Evidence that gamma is regular within theta cycles in the MEC is consistent with
cross frequency phase–phase coupling (Chrobak and Buzsaki, 1998), but it remains
unknown whether circuits of the MEC are capable of maintaining phase-phase cou-
pling between the theta and gamma rhythms or even whether clock-like theta-nested
gamma is critical for spatial computation.
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1.2.2 Circuit mechanisms of entorhinal rhythms
LFP signals arise from transmembrane current flow that creates voltage gradients be-
tween the recorded location and a ground reference (Lindén et al., 2011; Buzsaki et al.,
2012). Synaptic currents typically underlie the majority of the LFP signal, but action
potential and sub-threshold ionic current fluctuations can also play substantial roles
(Buzsaki et al., 2012). For a given LFP recording location, transmembrane currents in
local neurons contribute the majority of the LFP signal (Buzsaki, 2002; Buzsaki et al.,
2012). However, while nearby cells always act as the source of a rhythmic LFP, they
may not necessarily act as rhythm generators, as local rhythmic synaptic activity may
be generated by rhythmic spiking in distal areas (Buzsaki, 2002).
The origin of the entorhinal theta rhythm
An understanding of how the entorhinal theta rhythm is generated could provide
important insights into its computation role. However, the circuit mechanisms that
generate it remain unclear. Two major candidate mechanisms have been proposed,
each with different implications for entorhinal circuit function and grid cell genera-
tion.
One possibility is that theta oscillations are generated within the MEC by intrin-
sic electrophysiological mechanisms in layer II cells that are activated at depolarised
membrane potentials (Alonso and Llinás, 1989) and which may be engaged by the
depolarising effects of cholinergic input from the medial septum in vivo (Klink and
Alonso, 1997b; Buzsaki, 2002). Principal cells in layer II exhibit spontaneous mem-
brane potential activity in the theta range when depolarised close to action potential
threshold by somatic current injection (Alonso and Llinás, 1989) and with perfusion
of the muscarinic receptor agonist carbachol in vitro (Klink and Alonso, 1997b). It has
been argued that these membrane potential fluctuations are the driving force behind
the entorhinal theta rhythm (e.g. Giocomo et al., 2007; Yoshida et al., 2011).
However, these membrane potential fluctuations may not be sufficiently periodic
or sustained to produce the rhythmic LFP oscillations observed in vivo (Dodson et al.,
2011) and it is not clear whether known circuit mechanisms in the MEC would en-
able synchronisation across the network of theta frequency fluctuations generated in
individual cells. Furthermore, it is not clear how this would account for theta oscilla-
tions present in other layers of the MEC, as principal cells in layer III do not display
these properties (Dickson et al., 1997) and they have also not been reported in cells in
deeper layers. Together, these considerations suggest that intrinsic membrane poten-
tial fluctuations may not be solely responsible for the theta LFP observed in vivo.
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The main competing hypothesis is that the entorhinal theta rhythm is generated
outside the MEC. In the medial septum, an area with projections to the MEC, cholin-
ergic and GABAergic neurons fire non-adapting action potential bursts at theta fre-
quency (Alonso et al., 1996; Serafin et al., 1996). Theta rhythms in the MEC are dis-
rupted when the medial septum is lesioned (Mitchell et al., 1982; Jeffery et al., 1995;
Koenig et al., 2011; Brandon et al., 2011), indicating that input from cells in the medial
septum is required for generation of theta oscillations in the MEC. However, the loss
of the MEC theta rhythm may reflect a lack of an afferent drive that may normally
produce theta rhythms by activating mechanisms intrinsic to the MEC and so these
experiments do not provide definitive evidence that the MEC theta rhythm is directly
inherited from the medial septum. However, the entorhinal theta rhythm in awake
animals is likely resistant to block of muscarinic receptors (Buzsaki, 2002), suggest-
ing that depolarising cholinergic drive may not be necessary for theta generation in
awake animals and that therefore theta frequency GABAergic input from the septum
may play an important role.
Finally, pharmacological models of theta frequency activity have not provided
much insight into the cellular mechanisms of theta oscillations. Perfusion of carba-
chol can elicit brief episodes of LFP theta activity that is synchronised across all
layers of the MEC in some in vitro preparations (Dickson and Alonso, 1997; van der
Linden et al., 1999; Dickson et al., 2000a), supporting an intrinsic, cholinergic depen-
dent generation of LFP theta in the MEC. However, these theta-like episodes do not
resemble the sustained theta activity observed in behaving rodents. They are also
sensitive to atropine (Dickson and Alonso, 1997), which the hippocampal formation
theta rhythm is not (Buzsaki, 2002), suggesting that this theta-like activity is not an
appropriate model of MEC theta in vivo.
Pharmacological induction of gamma rhythms in the MEC
Mechanisms for generation of gamma rhythms are typically divided into two classes –
those that rely on interactions within an interconnected network of inhibitory cells (I–
I networks) and those that rely on interactions between reciprocally connected pools
of inhibitory and excitatory cells (E–I networks) (Whittington et al., 2010; Buzsaki and
Wang, 2012). In I–I gamma a general excitatory drive can induce rhythmic spiking in
a network of mutually inhibiting cells. The rhythm arises because all cells in the
network are only able to spike once they have recovered from the inhibition imposed
by other cells in the population. Critically, in this configuration, the time constant of
the inhibition controls the oscillation frequency and the depolarising synaptic input
to inhibitory cells need not occur at the dominant network frequency (Whittington
et al., 2010; Buzsaki and Wang, 2012). In contrast, E–I gamma develops when a group
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of excitatory cells drive a group of inhibitory cells to fire, which in turn suppress the
firing of the excitatory group for a fixed duration. Importantly, not all members of
each group need to fire on every oscillation cycle, meaning that distinct subsets of
cells can contribute to consecutive gamma oscillation cycles. In this type of gamma
the time constant of excitation and inhibitory decay together determine the gamma
frequency (Whittington et al., 2010; Buzsaki and Wang, 2012). In E–I networks with
physiological levels of heterogeneity, gamma either develops rapidly or not at all,
with its robustness depending on the total number of cells in the network (Börgers
et al., 2012).
In vitro pharmacological models of gamma aim to reproduce in vivo gamma rhythms
in vitro, permitting detailed dissection of the cellular circuitry involved in rhythm gen-
eration and potentially enabling identification of the underlying circuit mechanisms.
Arterial perfusion and local injection of carbachol in guinea pig whole brain prepara-
tions (van der Linden et al., 1999; Dickson et al., 2000a) and application of kainate to
brain slices (Cunningham et al., 2003, 2004, 2006; Middleton et al., 2008) both induce
LFP oscillations in the low gamma frequency range (<45 Hz) in the MEC and have
been proposed as models of the gamma activity observed in vivo.
Recordings during pharmacologically induced gamma activity provide insights
into the circuit mechanisms that underlie it. Locally restricted application of carba-
chol at separate MEC locations produces LFP gamma rhythms that are not coher-
ent, suggesting that gamma can be produced by local independent assemblies of
cells in the superficial layers of the MEC (Dickson et al., 2000a). In one report of
kainate gamma, EPSPs occur in interneurons at a frequency ∼10 Hz below the net-
work rhythm (Cunningham et al., 2003), suggesting that the excitation originates
from cells that do not participate in the gamma rhythm and that an I–I mechanism
therefore produces the gamma rhythm. Conversely, however, other data suggest that,
consistent with an E–I mechanism, basket cell interneurons receive phasic excitation
at the network gamma frequency during kainate gamma (Middleton et al., 2008), and
therefore the actual circuit mechanism of kainate gamma remains unclear.
However, several considerations suggest these types of pharmacological gamma
are not good models for in vivo gamma. First, the frequency of carbachol and kainate
gamma is much lower (<45 Hz) than observed in rodents in vivo (∼ 90 Hz) (Chrobak
and Buzsaki, 1998; Colgin et al., 2009), suggesting that they are generated by different
circuit mechanisms. Second, pharmacological gamma is not reliably theta modulated,
and therefore provides little clue as to whether these types of gamma oscillation
can develop and recede within individual theta cycles, as is observed in vivo, and
do not yield any other mechanistic insights into the relationship between theta and
gamma rhythms. The phase profiles of the gamma activity across MEC layers are
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also inconsistent; whereas the phase of in vivo gamma reverses between layers I and
II, the phase of carbachol gamma reverses across layer II (van der Linden et al., 1999;
Dickson et al., 2000a) and kainate gamma phase reverses between layers II and III
(Cunningham et al., 2003), again suggesting that the cellular mechanisms underlying
each form of gamma may differ.
Directions for dissection of MEC rhythms
Despite the potential for pharmacologically induced LFP rhythms to provide insights
into in vivo theta-nested gamma in the MEC, it appears that a mechanistic under-
standing of the theta and gamma rhythms and the relationship between them awaits
either a more physiological way of inducing LFP oscillations in vitro or more direct in
vivo data, which is challenging to obtain. It therefore remains important to establish
whether in vivo-like theta-nested gamma rhythms can be generated locally, what the
connection between theta and gamma rhythms is, and which cell types in different
layers of the MEC contribute to rhythmic activity and how the circuitry underlying
the LFP rhythms is configured.
1.3 the anatomy and functional connectivity of layer ii of the mec
The microcircuitry of layer II plays a critical role in the system for spatial processing,
influencing both rate and temporal coding of space, and contributes to oscillations
that may be critical for temporal codes. A high proportion of cells (∼50 %) in layer
II have grid firing fields (Hafting et al., 2005; Sargolini et al., 2006) or are otherwise
spatially modulated (Hafting et al., 2005; Krupic et al., 2012) and, unlike other layers
of the MEC, this information appears to be encoded in a manner independent of ideo-
thetic head direction information (Sargolini et al., 2006). Because many cells in layer
II are a major source of input to the hippocampus, it is likely that this information
is transmitted directly to the hippocampus and is therefore critical for the genesis of
place fields and representation of spatial location.
Many influential ideas of layer II function are predicated on the presence of par-
ticular layer II microcircuit configurations. For example, recurrent excitation within
layer II forms the basis of many important models of grid cell generation in layer
II (Fuhs and Touretzky, 2006; Guanella et al., 2007; Navratilova et al., 2012) and has
been proposed to underly genesis of epileptiform activity in this area (Kumar et al.,
2007). In addition, interactions between excitatory stellate cells and fast spiking in-
terneurons have been proposed to underly some forms of gamma frequency activity
(Middleton et al., 2008). However, many of these ideas are based on assumptions for
which the underlying evidence is not yet compelling.
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1.3.1 Anatomy of layer II
The MEC is part of the entorhinal cortex, an allocortical (as opposed to neocorti-
cal) structure situated, in rodents, along the caudal extreme of the cerebrum (Braak
and Braak, 1985; Amaral and Witter, 1989; Canto et al., 2008) (see Figure 1.3). The
EC comprises the MEC and the lateral entorhinal cortex (LEC) (Witter et al., 1989),
which are distinguished based on cytoarchitectonic (Witter et al., 1989; Canto et al.,
2008; Canto and Witter, 2011) and extrinsic connectivity (Burwell and Amaral, 1998a;
Burwell, 2000). Lesion studies indicate that the MEC and LEC also underpin distinct
behavioural functions (Van Cauter et al., 2012).
Further subdivisions of the MEC into distinct dorsolateral, intermediate and ven-
tromedial bands are sometimes made based on their projections to the hippocampus
(Dolorfo and Amaral, 1998; Kerr et al., 2007; Canto et al., 2008). The dorsolateral
band projects exclusively (Dolorfo and Amaral, 1998) to more septal areas of the hip-
pocampus while the ventromedial band projects exclusively to the temporal areas of
the hippocampus. However, because no cytoarchitectonic differences have been iden-
tified between the bands (Kerr et al., 2007), location within the MEC can be more
accurately conveyed by providing a quantitative measurement of position along the
dorsal-ventral axis rather than reporting band membership as this may not map onto
any meaningful divisions (Figure 1.3 illustrates the dorsolateral-ventromedial axis
largely coincides with the dorsal-ventral axis).
Figure 1.3: Anatomical location of the LEC and MEC in rodent. The LEC (lateral to yellow
dividing line) and MEC (medial to yellow dividing line). More dorsal parts of the EC
(magenta - dorsolateral band) are connected with more septal parts of the hippocampus
and more ventral parts of the EC (cyan - ventromedial band) are connected with more
temporal parts of the hippocampus. Figure from Canto et al. (2008).
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Cytoarchitecture of layer Il of the MEC
Stellate cells are the most numerous cell type in layer II, accounting for ∼70% of all
cells in the layer in mice and are relatively more abundant in the superficial part of
the layer (Alonso and Klink, 1993; Klink and Alonso, 1997a; Gatome et al., 2010). They
contribute the majority of the perforant path output to the dentate gyrus (DG) and
CA3 fields of the hippocampus and therefore play a prominent role in entorhinal–
hippocampal communication (Steward and Scoville, 1976; Schwartz and Coleman,
1981; Ruth et al., 1982; Köhler, 1986; Ruth et al., 1988; Insausti et al., 1997; Dolorfo
and Amaral, 1998). Anatomically, stellate cells are characterised by a stellate dendritic
architecture with multiple primary dendrites that arborize in layers I, II and III and
axons that travel to the hippocampus in the sub-laminar direction but also have ar-
borisations in layers I, II, III and V (Cajal, 1995; Alonso and Llinás, 1989; Klink and
Alonso, 1993; Jones, 1994; Klink and Alonso, 1997a; Heinemann et al., 2000; Erchova
et al., 2004; Burton et al., 2008; Garden et al., 2008). Stellate cells are excitatory and
are immunopositive for glutamate (glutamate+) (Canto et al., 2008; Varga et al., 2010).
In addition, many, if not all, stellate cells are reelin+ (Varga et al., 2010)
Another type of projection cell, pyramidal cells, account for ∼15 % of cells and are
more abundant in the deeper portion of layer II (Klink and Alonso, 1997a; Gatome
et al., 2010). Pyramidal cells have a single large apical dendrite, which exits the soma
in the superficial direction and arborises primarily in layer I, and basal dendrites that
arborize in layers II and III (Klink and Alonso, 1997a; Canto et al., 2008; Canto and
Witter, 2011). They are presumed glutamatergic (Canto et al., 2008), but it remains
unclear where pyramidal cells project and direct synaptic responses from pyrami-
dal to other connected cells have not been found. Pyramidal cells may correspond
to calbindin positive (CALB+) cells, which project to contralateral MEC and avoid
the hippocampus (Varga et al., 2010), but the relative proportion of CALB+ cells in
layer II (similar to the reported proportion of reelin+ cells, which project to the den-
tate gyrus of the hippocampus) and their sometimes non-pyramidal morphologies
suggests CALB+ and pyramidal cells may not be synonymous.
Pyramidal and stellate cells are further distinguished by their electrophysiological
properties (Alonso and Klink, 1993). There is some suggestive electrophysiological
evidence that these categories may map onto the reelin+ / CALB+ division of gluta-
matergic cells, and therefore have distinct axonal targets (Varga et al., 2010) but this
has not been definitively demonstrated (cf Alonso and Klink, 1993; Varga et al., 2010).
A wide variety of interneurons with heterogenous morphology and immuno re-
active signatures make up the remainder of the cells in layer II (Canto et al., 2008).
Parvalbumin positive (PV+) cells with a horizontal chandelier morphology and chole-
cystokinin positive (CCK+) basket cells both have axon arbors primarily confined to
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layer II, have dendrites in layers I and II are relatively abundant (Wouterlood et al.,
1995; Canto et al., 2008; Varga et al., 2010). CCK+ basket cell interneurons innervate
CALB+, but not reelin+, glutamatergic cells in layer II, suggesting that one type of
inhibitory input is selective for pyramidal cells (Varga et al., 2010). Other identified
types of GABAergic cells include two types of multipolar PV+ and distinct calre-
tinin+ multipolar cells as well as CALB+ interneurons, all with dendrites confined to
the superficial layers of the MEC (Canto et al., 2008; Gatome et al., 2010). Fast spiking
GABAergic PV+ cells in superficial MEC, likely including cells in layer II, provide
direct functional input to interneurons in CA1 (Melzer et al., 2012). Many interneu-
rons with fast spiking characteristics have morphologies consistent with chandelier
and basket cell subtypes (Jones and Bühl, 1993; Middleton et al., 2008). However, the
electrophysiological characteristics of most interneuron types in layer II of the MEC
have not been established.
In contrast to layer II, deeper layers in the MEC lack stellate cells, with the principle
projection cells instead being pyramidal cells (Dickson et al., 1997; Canto et al., 2008;
Canto and Witter, 2011) (for reviews of the anatomical properties of cells in deeper
layers see Canto et al., 2008; Canto and Witter, 2011). Cells in layers III–VI send
axonal projections to every layer superficial to the layer that contains their somata
(Köhler, 1986; Canto et al., 2008) and although the apical dendrites of pyramidal cells
in the deeper layers branch in the superficial layers, focal injections of anterograde
tracer dye in the superficial MEC suggest that connections from superficial to deep
layers may be relatively rare (Köhler, 1986). There are also at least three varieties of
interneuron in layer III (Canto et al., 2008), including fast spiking goblet cells with
axons and dendrites that arborize in layers II and III (Middleton et al., 2008). Layers
IV–VI contain multipolar interneurons with axon arborisations that are confined to
the deep layers (Canto et al., 2008; Canto and Witter, 2011). The most superficial layer,
layer I, is only very sparsely populated by cell bodies and contains mainly horizon-
tal fibre tracts and dendritic arborisations from cells with somata in deeper layers
(Canto et al., 2008). These considerations suggest that principal cells in all layers may
innervate cells in layer II of the MEC (Köhler, 1986). However, the abundant overlap
of dendritic and axonal arborizations within layer II of cells with somata in layer II
(Köhler, 1986; Canto et al., 2008; Garden et al., 2008), suggest that information transfer
between cells in layer II is likely play a particularly prominent role in MEC function.
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1.3.2 Dissecting the layer II microcircuit
Layer II receives synaptic inputs from diverse areas. To understand how these inputs
are processed, the cellular targets and functional nature of the afferent inputs must
be established.
Cortical inputs to the MEC
The MEC receives inputs from sensory and associational cortical areas, suggesting
that sensory information is integrated directly with other contextual information in
the superficial layers of the MEC (Burwell and Amaral, 1998a; Witter et al., 1989;
Burwell, 2000; Kerr et al., 2007). Large, layer spanning injections of retrograde tracer
in the MEC indicate that it receives substantial inputs from the piriform cortex (in-
volved in olfaction) and visual associational areas that arise primarily in layer II of
these structures (Burwell and Amaral, 1998a). Other notable cortical inputs arise from
the frontal areas, retrosplenial cortex and posterior parietal cortex (Burwell and Ama-
ral, 1998a; Kerr et al., 2007). Efferent connections back to these cortical areas are also
present, but are typically substantially weaker (Kerr et al., 2007), suggesting that in-
formation flows largely from the cortex to the MEC.
Information about the strength, kinetics and plasticity of synaptic inputs to an area
are important for developing a functional account of network computation. However,
not only are functional nature of cortical afferents to layer II largely unknown but
detailed anatomical information is also lacking, as previous studies used large retro-
grade injections which do not localise cortical inputs to a specific layer in the MEC.
Furthermore, the identity cortical cells of origin and the layer II cellular targets of af-
ferent inputs from these areas are poorly characterised, if at all (Burwell and Amaral,
1998a; Witter et al., 1989). How the cortex influences computation in layer II of the
MEC therefore remains unclear.
Subcortical inputs to layer II strongly influence MEC function
The MEC receives inputs from diverse subcortical areas, many of which include a
modulatory component. Retrograde tracer injections in the MEC have revealed la-
belled cells in the thalamic nuclei, (including the nucleus reuniens), the septal nuclei
(including medial septum) and the amygdala (Segal, 1977; Mitchell et al., 1982; Kerr
et al., 2007).
Input from the medial septum appears to be particularly important for MEC func-
tion (Chapman and Racine, 1997). Anterograde tracer injections into the medial sep-
tum produce labelled axons in layer II of the MEC, many labelled projecting cell
bodies in the medial septum are positive for acetylcholine (Alonso and Köhler, 1984)
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and medial septum lesions reduce acetylcholine staining in the MEC (Mitchell et al.,
1982), suggesting a strong cholinergic input from the medial septum to layer II of
the MEC. Many cells that project from the medial septum to the MEC also express
GABA or glutamate, indicating that the medial septum can influence the MEC in dif-
ferent ways (Manns et al., 2001). Consistent with the anatomical evidence, electrical
stimulation of the medial septum produces strong field potentials in layer II of the
MEC (Chapman and Racine, 1997) although it is not clear from these experiments
which cells types are recruited during stimulation or which cells in superficial MEC
the septal inputs target.
Hippocampal formation inputs to layer II cells
The standard view of hippocampal formation circuitry is that information flows to
the hippocampus from the superficial layers of the MEC, which in turn receive input
from many other areas in the hippocampal formation (van Strien et al., 2009). The
majority of hippocampal information is believed to be subsequently routed by the
hippocampus back to the cortex via the deep layers of the MEC (van Strien et al.,
2009). The MEC therefore exerts a profound influence over hippocampal processing,
both gating its inputs and regulating its outputs to the cortex.
Inputs to the MEC from other areas in the hippocampal formation play an impor-
tant role in determining the output of the MEC to the hippocampus. The functional
characteristics these inputs to the MEC differ depending on the area of origin. Tracer
evidence shows that projections originating from layers II–V of the postrhinal cortex
have abundant axon collaterals in layer II of the MEC (Naber et al., 1997; Burwell
and Amaral, 1998a,b). In contrast, input to the MEC from the perirhinal cortex is
extremely sparse (Burwell and Amaral, 1998a,b). Electrical stimulation of the super-
ficial presubiculum and parasubiculum reveals functional monosynaptic connections
to stellate cells in layer II (Canto et al., 2012) (Figure 1.4), even though the presubicular
axons only collateralise in layers I and III of the MEC (van Groen and Wyss, 1990b).
Whole-cell recordings from stellate cells, in combination with glutamate uncaging
data and the electrical stimulation, reveals that parasubicular stimulation produces
large responses onto both stellate cells (Canto et al., 2012) and fast spiking interneu-
rons (Jones and Bühl, 1993) whereas presubicular stimulation has only been shown
to yield smaller positive responses in stellate cells (Canto et al., 2012) (see Figure
1.4). Because GABAergic axons comprise a substantial portion of the input from the
dorsal presubiculum to the dorsal parts of the MEC (Van Haeften et al., 1997), inputs
from this area may instead have a large inhibitory influence. Unfortunately, the signif-
icance of the different inputs to layer II of the MEC for spatial computation remains
unclear.
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Although a majority of the MEC input from the hippocampus targets the deep
layers, a minority of the input is directly routed back to the superficial layers of the
MEC from CA1 and the subiculum (van Strien et al., 2009). Tracer data show CA1
and subicular axon collaterals in the superficial layer of the MEC (van Groen and
Wyss, 1990a; Tamamaki and Nojyo, 1995) and electrical stimulation of CA1 and the
subiculum produces field EPSPs in MEC layer II (Craig and Commins, 2007). Elec-
trical activation of the hippocampus produces initial IPSPs in principal cells in layer
II that are followed by excitation (Gnatkovsky and de Curtis, 2006) (see Figure 1.4).
While this may reflect feedforward inhibition local to layer II, optogenetic evidence
indicates that GABAergic output from CA1 directly innervates layer II of the MEC, al-
though this largely targets fast spiking (FS) interneurons in superficial layer II (Melzer
et al., 2012) (Figure 1.4). Grid cell coherence depends on input from the hippocam-
pus (Fyhn et al., 2004; Bonnevie et al., 2013), so both direct and indirect connections
may play an important role in spatial processing, but the precise circuit mechanisms
remain unclear.
Anatomical evidence suggests that all layers of the MEC provide a particularly
strong input to layer II, but that connections in the other direction are weak (Köhler,
1986), suggesting that environmental and self motion information is generally routed
towards layer II within the MEC. Electrical stimulation of the deep layers elicits large
IPSPs in stellate cells with a fast EPSP component arising at higher stimulus inten-
sities (Jones and Bühl, 1993), indicating that the influence of the deeper layers on
layer II can be excitatory or inhibitory (Figure 1.4). Stimulation in the deep layers of
the MEC and parasubiculum produces strong AMPA-dependent IPSPs along with
fast and slow excitatory responses in stellate cells (Jones, 1994) and produces EPSPs
in layer II fast spiking interneurons that are dominated by an NMDA dependent
component and scale with stimulus intensity (Jones and Bühl, 1993). Inhibition onto
interneurons, on the other hand, appears to be minimal (Jones and Bühl, 1993), sug-
gesting that the inhibitory influence of the deeper layers on layer II is mediated by
feedforward inhibition.
Integration of synaptic input in layer II stellate cells is frequency dependent. Elec-
trical stimulation of the deep layers and the LEC produces EPSPs in stellate cells that
sum preferentially with higher (>5 Hz) frequency stimulation (Gloveli et al., 1997)
and stimulation of afferent fibres in layer I also produces EPSPs in stellate cells with
frequency dependent summation, which depends on the intrinsic properties of the
membrane (Garden et al., 2008) (Figure 1.4). Afferent excitation onto stellate cells
therefore appears to be generally frequency dependent, suggesting that differential
integration of high and low frequency information may be important for processing
of spatial information.
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Figure 1.4: Tested functional inputs to layer II cells from the hippocampal formation.
Schematic indicating known functional connections to stellate cells (SCs), fast spiking in-
terneurons (FS) and pyramidal cells (Pyr) in layer II of the MEC. The layer specific arbori-
sation of dendrites is accurate for SCs and pyramidal cells but because FS interneurons
are likely to comprise a heterogenous population of different interneuron subtypes their
dendritic arbors are not shown. The location of stimulation is indicated by the location of
‘experiment boxes’ in the MEC, unless between identified cell types (e.g. SCs), or by area
label in the boxes outside of the MEC. Stimulation and associated recording methods are
indicated in the left and right of the boxes. Except for paired recordings from SCs and
optogenetic stimulation in the hippocampus, the cellular origin of stimulated synaptic in-
puts in unknown. The exact location on the dendritic arbor of indicated synaptic inputs is
not necessarily accurate.
Connectivity within layer II
Because stellate cells comprise the majority of cells in layer II and provide a major
input to the hippocampus, providing an account of their connections within layer
II will be important for elucidating layer II microcircuit function and therefore for
how the firing fields of grid cells are generated. However, many aspects of their
connectivity within layer II remain unclear.
Electrical stimulation outside layer II (Jones, 1994) and analysis of spontaneous
synaptic events in stellate cells (Jones and Woodhall, 2005) initially suggested that,
relative to other layers in the MEC, stellate cells in layer II were dominated by inhi-
bition and that therefore recurrent excitation between stellate cells might be low. Sur-
prisingly, paired intracellular recordings failed to find any connections between >100
pairs of stellate cells (Dhillon and Jones, 2000) (Figure 1.4) suggesting that connections
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between stellate cells are in fact absent or extremely sparse, an unexpected result in
light of the substantial recurrent connectivity between principal cells in deeper layers
of the MEC (Dhillon and Jones, 2000) and other cortical areas (Mason et al., 1991;
Deuchars et al., 1994; Song et al., 2005). However, because paired in vitro record-
ings may suffer from cell selection bias and sectioning in certain planes may sever
functional connections, this evidence is not conclusive. Nevertheless, consistent with
this conclusion, a small number of simultaneous extracellular–intracellular record-
ings from putative excitatory - stellate cell pairs in vivo did not reveal any excitatory
connections to electrophysiologically identified stellate cells (Quilichini et al., 2010).
However, studies using other techniques cast doubt on this conclusion. First, in
two separate studies photo-uncaging of caged glutamate in layer II by laser stimu-
lation revealed monosynaptic EPSCs in stellate cells (Kumar et al., 2007; Beed et al.,
2010). Second, in vivo extracellular recordings from anaesthetised rats found pairs of
putative excitatory of cells in which firing of one cell reliably increased the firing
probability of the other at monosynaptic delays (Quilichini et al., 2010) (Figure 1.4).
Together, these results have been interpreted as evidence for the existence of recurrent
excitatory connections between stellate cells, an assumption of many models of grid
cell generation (Fuhs and Touretzky, 2006; Guanella et al., 2007; Navratilova et al.,
2012), yet none of these experiments provides direct evidence for this conclusion. Be-
cause neither method can definitively identity presynaptic cells, synaptically driven
excitatory responses in stellate cells may therefore reflect activation of other cell types
in the superficial MEC, possibly including pyramidal cells in layer II. On the other
hand, paired recordings may be subject to bias in cell selection, potentially leading to
a skewed sampling of the population which may miss connected cell pairs, especially
in slice preparations where the density of connections will be reduced. The data there-
fore remain consistent with the absence of connections between stellate cells, but are
not well established.
Very little is known about interneuron connectivity in layer II. CCK+ interneurons
exclusively target CALB+ glutamatergic cells, which do not project to the hippocam-
pus and may correspond to pyramidal cells, whereas PV+ interneurons target all
glutamatergic cell types including reelin+ cells which form the basis of the perforant
path and are very likely to be stellate cells (Varga et al., 2010). However, it remains
unclear what electrophysiological phenotype distinguishes PV+ and CCK+ interneu-
rons (Varga et al., 2010). Inhibitory IPSPs are present in stellate cells during pharma-
cologically induced gamma activity (Cunningham et al., 2003; Middleton et al., 2008),
but because the pharmacological agonists are bath applied, the origin of this input is
unclear although it may result from fast spiking interneurons in layer II as they are
thought to be involved these rhythms (Middleton et al., 2008).
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To advance our understanding of how the microcircuitry of layer II contributes to
grid firing fields and oscillatory rhythms, functional connections between identified
cell types in the layer require better characterisation. First, an unbiased method that
enables extensive and selective testing of recurrent connectivity between stellate cells
is needed and could be achieved by optogenetic techniques. Second, functional con-
nections between stellate cells and electrophysiologically characterised interneurons
in layer II should also be determined. Identification of connections between different
interneuron types and pyramidal cells will eventually also be necessary to construct
a more complete picture of the functional wiring of this important circuit.
1.4 intrinsic excitable properties of stellate cells1
Grid cells found in layer II are likely to be stellate cells - they are the principal ex-
citatory cell type in the layer where grid cells are most frequently found (Alonso
and Klink, 1993; Hafting et al., 2005; Sargolini et al., 2006) and have been shown to
encode space in animals navigating along narrow tracks (Burgalossi et al., 2011) in a
manner consistent with grid cell output in linear environments (Hafting et al., 2008;
Brun et al., 2008; Mizuseki et al., 2009). If stellate cells play such a central role in
representing space, their intrinsic excitable properties will be a major determinant of
the functional capabilities of the underlying MEC circuitry. An accurate understand-
ing of these excitable properties is therefore essential for assessing which kinds of
computation the MEC is able to support. This will not only help to discriminate be-
tween the many existing models of MEC circuit function but could also suggest new
avenues of research by providing novel insights into the cellular mechanisms that are
available for spatial computation.
The intrinsic excitable properties of stellate cells initially drew attention because of
their promise to account for the theta-frequency oscillations present in field record-
ings from mice engaged in exploratory spatial behaviours (Alonso and García-Austt,
1987; Dickson et al., 1995; White et al., 1998). Subsequent research has described a
number of other salient intrinsic excitable properties, including many that appear
suitable for subserving a range of different computational roles.
1 The literature discussion in this section is adapted from: Pastoll, H. et. al. 2012. Intrinsic electrophysiological
properties of entorhinal cortex stellate cells and their contribution to grid firing fields. Frontiers in Neural
Circuits. 6: 17.
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1.4.1 Ion channels determine the intrinsic electrical properties of stellate cells
The intrinsic excitable properties of any neuron are determined by its distinctive com-
plement of ion channels (Llinás, 1988). The complement of ion channels expressed by
stellate cells has not been exhaustively established and changes during development
with expression of many channels only appearing to stabilise in rats by ∼P18 (Burton
et al., 2008). Moreover, ion channel expression also varies systematically with posi-
tion along the dorsal-ventral axis of the MEC (Giocomo and Hasselmo, 2008; Garden
et al., 2008), and there is evidence to suggest that this change reflects a gradient in
the number but not identity of channels (Garden et al., 2008). Despite these sources
of variation, a core complement of ion channels mediate conductances that endow
stellate cells with distinctive electrophysiological properties that are largely similar
across species and shape their contribution to entorhinal circuit function. The ion
channel species that play particularly important roles in the determination of the
intrinsic electrical properties of stellate cells are outlined below.
Sodium conductances
Like most neurons, stellate cells have sodium channels with rapid activation and inac-
tivation kinetics that activate at voltages above ∼-50 mV, producing transient sodium
currents ( NaT ) that provide the depolarising drive during action potentials (White
et al., 1993; Magistretti and Alonso, 1999) (Figure 1.5 C). Another type of sodium
channel provides a persistent sodium conductance ( NaP ) that has slow inactivation
kinetics and activates at membrane potentials ∼10-15 mV below NaT (Alonso and
Llinás, 1989; Magistretti et al., 1999) (Figure 1.5 C). These properties of NaP enable it
to play a major role in shaping the electrical response of the membrane at potentials
near action potential threshold (peri-threshold potentials).
Potassium conductances
A delayed rectifier potassium conductance (KDR) activates at potentials positive to
∼-45 mV and contributes to repolarisation of the membrane potential during action
potentials (Eder et al., 1991; Eder and Heinemann, 1996) (Figure 1.5 C). A distinct
A-type potassium conductance (KA) in stellate cells differs from KDR in its strong
inactivation, requiring hyperpolarisation of the membrane to potentials below -60 to
remove the inactivation (Eder et al., 1991; Eder and Heinemann, 1996) (Figure 1.5
C). Both conductances influence the repolarisation of the action potential but the
KA conductance may contribute to the difference in the shape of action potentials
in stellate cells when triggered from peri-threshold and resting potentials (cf. Figures
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1.5 A and B). The molecular identity of channels mediating KA and KDR conductances
in stellate cells is unknown.
Other voltage gated potassium channels have relatively minor conductances in stel-
late cells. There is evidence for a non-inactivating voltage gated potassium current
that is suppressed by muscarinic agonists (Yoshida and Alonso, 2007) and some evi-
dence for an inward rectifying potassium conductance active at hyperpolarised volt-
ages and sensitive to Ba2+ block (Dickson et al., 2000b). In neither case do the effects
of these conductances on stellate cell intrinsic properties appear to be pronounced.
Voltage independent Ba2+-sensitive potassium channels contribute a substantial
proportion of the leak conductance at resting membrane potentials (Garden et al.,
2008) (Figure 1.5 C). Immunohistochemical and pharmacological evidence suggest
these channels are two-pore TASK channels (Deng et al., 2007; Garden et al., 2008;
Deng et al., 2009).
Calcium-dependent potassium conductances (KCa) in stellate cells are activated by
Ca2+ influx through voltage gated calcium channels (Khawaja et al., 2007). There are
two components, one fast and one slow, neither sensitive to apamin, but the slow
component appears to be modulated by the cAMP pathway (Khawaja et al., 2007).
These channels may therefore play an important role in the afterhyperpolarisation
following action potentials.
Voltage dependent Calcium conductances
Two calcium conductances in stellate cells can be distinguished on the basis of their
activation and inactivation voltage dependencies (Figure 1.5 C). High voltage acti-
vated calcium channels (CaHVA) activate at ∼-50 mV whereas low voltage activated
calcium channels (CaLVA) activate at ∼-60 mV and inactivate at more hyperpolarised
voltages relative to CaHVA channels (Bruehl and Wadman, 1999; Visan et al., 2002;
Castelli and Magistretti, 2006). Depolarisation from peri-threshold potentials will
therefore activate CaHVA but not CaLVA .
Ih conductance
A prominent hyperpolarisation-activated cation current (Ih) in present in stellate cells
(Robinson and Siegelbaum, 2003) (Figure 1.5 C). It activates at voltages below ∼-50
mV with a half maximal activation of -80 mV and has a reversal potential of ∼ -
20 mV (Dickson et al., 2000b; Nolan et al., 2007). The activation is best fit with
the sum of two exponentials with a fast time constant of ∼80 ms and a slow time
constant of ∼400 ms (Dickson et al., 2000b; Nolan et al., 2007). Ih is mediated by
hyperpolarisation-activated cyclic nucleotide gated (HCN) channels of which four dif-
ferent types (HCN1–4) have been identified (Robinson and Siegelbaum, 2003). HCN1
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appears to be responsible for the fast component of the Ih conductance and con-
tributes the majority of the conductance in stellate cells (Nolan et al., 2007).
Figure 1.5: Summary of intrinsic electrophysiological properties of stellate cells from layer
II of the medial entorhinal cortex. (A) Example of membrane potential activity at rest
and during injection of constant current. Shading indicates the range of typical resting
membrane potentials (orange), peri-threshold potentials (purple), and threshold for ini-
tiation of action potential firing (blue). Sub-threshold activity is shown on an expanded
voltage-scale below. (B) Examples of excitatory post-synaptic potentials evoked by stim-
uli of increasing amplitude (left to right). Each block shows five consecutive responses to
stimuli of identical intensity. Data in (A) and (B) are obtained with whole-cell patch-clamp
recordings from the same stellate cell in the presence of picrotoxin (50 µM) and CGP55845
(1µM) to block inhibitory synaptic transmission. (C) Voltage dependence of stellate cell
conductances. Boltzmann fits for activation (black) and inactivation (gray). From left: NaT
activation (V1/2 = -29.9 mV,k = 3.9 mV), inactivation (V1/2 = -58.2 mV, k = -5 mV) Mag-
istretti et al. (1999); NaP activation (V1/2 = -44.4 mV, k = 5.2 mV), inactivation (V1/2 =
-48.8 mV, k = -10 mV) Magistretti et al. (1999); KA : activation (V1/2 = -34.7 mV, k = 12
mV), inactivation (V1/2= -80.3 mV, k = -12 mV) where V1/2 parameters were calculated
from Eder and Heinemann (1996); KDR : activation (V1/2 = -34.8 mV, k = 11 mV), inacti-
vation (V1/2 = -74.3 mV, k = -15 mV) where V1/2 is given in Eder and Heinemann (1996)
and the slopes were estimated from (Eder and Heinemann, 1996); KLeak (conductance is
constant); CaLVA : activation (V1/2 = -45 mV, k = 8 mV), estimated from threshold and
peak amplitude data in Bruehl and Wadman (1999), inactivation (V1/2 = -89 mV, k = -6.9
mV) (Bruehl and Wadman, 1999); CaHVA activation (V1/2 = -11.1 mV, k = 8.4 mV) (Castelli
and Magistretti, 2006), inactivation (V1/2 = -37 mV, k = -8.7 mV) (Bruehl and Wadman,
1999); HCN activation (V1/2 = -83.1 mV, k = -8.1 mV) (Nolan et al., 2007). Helen Ramsden
derived the traces in panel (C) from the literature and Dr. Matthew F Nolan made the figure.
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1.4.2 Intrinsic excitable properties depend on membrane potential
Because the conductances of most ion channels expressed by stellate cells are voltage
dependent, the membrane’s electrical properties will depend on the level of depo-
larisation of the cell. These properties can thus differ considerably across the physi-
ological range of potentials (Figure 1.5). For example, ion channels that open at de-
polarised potentials influence action potential initiation and repolarisation, but may
not contribute to the resting membrane conductance (e.g. NaT and CaHVA, Figure 1.5
A–C).
Active ion channels can also play distinctive roles within a narrow range of mem-
brane potentials. For example, ion channels that are open at membrane potentials
below that required for the initiation of action potentials contribute to intrinsic elec-
trical activity that is independent of synaptic input (Figure 1.5 A, B) and also regulate
integration of synaptic responses as the membrane moves towards action potential
threshold (Figure 1.5 B, C).
Because the intrinsic excitable properties depend on the membrane potential, the
key intrinsic properties of stellate cells associated with resting, peri-threshold and
supra-threshold potentials may play distinct roles in circuit function and so are best
considered separately.
Excitable properties of the membrane at resting potential
In the absence of significant synaptic input stellate cells have a stable resting potential.
The excitable properties of the membrane at a cell’s resting potential determine its
response to synaptic inputs arriving in baseline condition and thus have a major
influence on the depolarisation and action potential output in response to afferent
activity.
At physiological temperatures in brain slices from mature (>30 day) rodents the
resting membrane potential of a stellate cell is typically in the range of -60 mV to
-70 mV (Alonso and Llinás, 1989; Alonso and Klink, 1993; Jones, 1994; Erchova et al.,
2004; Nolan et al., 2007; Garden et al., 2008; Boehlen et al., 2010) and cells do not
fire spontaneous action potentials. In anaesthetised adult rats the resting potential is
approximately -70mV (Quilichini et al., 2010).
Input resistance describes the magnitude of the membrane potential deflection in
response to current inputs and is a measure of excitability. At rest, input resistance
is low in stellate cells, typically lying between 20 and 80 MΩ. The membrane time
constant is a measure of how quickly the membrane potential reacts to current inputs
and depends on the membrane capacitance and resistance. In stellate cells it lies is
in the range 5–15 ms (Alonso and Llinás, 1989; Alonso and Klink, 1993; Jones, 1994;
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Erchova et al., 2004; Nolan et al., 2007; Garden et al., 2008; Boehlen et al., 2010).
These properties appear similar in rats and mice (cf. Nolan et al., 2007; Garden et al.,
2008; Boehlen et al., 2010), change during development (Burton et al., 2008) and are
substantially different when measured at room temperature (Dickson et al., 2000b).
A large part of the within-study variation in input resistance and time constant can
be explained by differences in neuronal location along the dorsal-ventral axis of the
MEC (Garden et al., 2008; Boehlen et al., 2010) (see Section 1.4.3 below).
A further source of variation between studies is the recording method used to in-
vestigate stellate cell properties. After accounting for a neuron’s position, it appears
that sharp electrode recordings produce membrane potentials that are typically more
negative, input resistance that is lower and membrane time constants that are shorter
compared to data from whole-cell recordings (Boehlen et al., 2010). Therefore, as in
hippocampal neurons (Spruston and Johnston, 1992), sharp electrode recordings may
underestimate input resistance and the membrane time constant of stellate cells. On
the other hand, whole-cell recordings may modify the resting membrane potential
and input resistance of stellate cells as dialysis of the cell contents is likely to per-
turb the normal intracellular environment, so obtaining accurate results may require
the use of perforated patch-clamp methods, which minimise the disruptive effect of
recording on cellular processes.
The conductances that are open at rest determine the membrane’s excitable prop-
erties at this potential. The ionic basis for the stellate cell resting potential involves a
balance between a depolarising drive from the Ih current and a hyperpolarising drive
from a leak potassium current. The Ih depolarises the resting membrane potential
by approximately 10 mV (Dickson et al., 2000b; Haas et al., 2007; Nolan et al., 2007).
The leak potassium channels that are open at rest in stellate cells may account for
the majority of the remaining resting membrane conductance (Deng et al., 2007; Gar-
den et al., 2008). The interaction of these two conductances may thus be sufficient to
produce the properties of the membrane at rest.
Small perturbations of the membrane potential of a stellate cell are opposed after a
short delay, leading to a characteristic ‘sag’ response (Alonso and Llinás, 1989; Alonso
and Klink, 1993; Klink and Alonso, 1993, 1997a; Jones, 1994; van der Linden and
Lopes da Silva, 1998; Dickson et al., 2000b; Nolan et al., 2007). The sag response is
due to a change in the depolarising inward current provided by Ih (Dickson et al.,
2000b; Nolan et al., 2007). During responses to negative current steps the membrane
potential hyperpolarises and Ih slowly activates, thus causing a return depolarisation.
Conversely, when the membrane potential depolarises Ih slowly deactivates, causing
the membrane potential to then hyperpolarise. Ih block by Cs+ or ZD7288 abolishes
the sag (Klink and Alonso, 1993; Jones, 1994; Dickson et al., 2000b; Haas et al., 2007;
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Nolan et al., 2007), while deletion of HCN1 reduces the amplitude and slows the
kinetics of the sag (Nolan et al., 2007; Giocomo and Hasselmo, 2009).
Around resting potential stellate cells also exhibit resonant properties. These are
typically investigated by observing the membrane response to sinusoidally modu-
lated current inputs spanning a range of frequencies. Membrane potential responses
are largest to inputs that fluctuate at frequencies in the theta range (4–12 Hz) (Haas,
2002; Erchova et al., 2004; Schreiber et al., 2004). This theta-frequency resonance dis-
tinguishes stellate cells from other nearby neurons (Erchova et al., 2004). At lower
frequencies the membrane potential response also has a small phase advance relative
to the injected current, whereas at higher frequencies the membrane potential lags
behind the injected current (Erchova et al., 2004; Nolan et al., 2007; Heys et al., 2010).
Resonant properties also appear to be sensitive to recording method. Two prop-
erties are often used to describe resonance: the frequency of the resonance peak (F)
and the relative amplitude of the peak (Q) (Hutcheon et al., 1996). Previous stud-
ies indicate that F is greater for sharp-electrode (Erchova et al., 2004; Boehlen et al.,
2010) compared to whole-cell recordings (Nolan et al., 2007; Boehlen et al., 2010; Heys
et al., 2010). Q also appears to be greater in sharp electrode recordings than whole-
cell recordings at resting potentials (Boehlen et al., 2010), suggesting that recording
method affects the magnitude of the resonance which in turn could influence the in-
terpretation of the potential role of resonance in circuit function. Moreover, although
Q increases with depolarisation from hyperpolarised to depolarised potentials when
measured with sharp electrode recordings (Boehlen et al., 2010), whole-cell patch-
clamp recordings exhibit an opposite dependence (Nolan et al., 2007; Boehlen et al.,
2010), leaving the true effect of depolarisation on the resonant properties of stellate
cells unclear.
At resting membrane potentials the attenuation of low frequency signals that is
essential for resonance in stellate cells requires HCN1 channels (Nolan et al., 2007).
Deletion of HCN1 or pharmacological block of Ih abolishes resonance by increasing
the amplitude of responses to current inputs with frequencies less than 4 Hz (Haas
et al., 2007; Nolan et al., 2007) and also abolished the phase advance (Nolan et al.,
2007). Thus, resonance at resting membrane potentials can be explained by Ih oppos-
ing slow changes in the membrane potential (Hutcheon and Yarom, 2000; Nolan et al.,
2007; Dudman and Nolan, 2009; Dodson et al., 2011). Roles for other ion channels in
resonance are less clear. In other cell types persistent sodium currents and M-type
potassium currents underly resonance at more depolarised voltages and block of Ih
has little effect (Hu et al., 2002). In stellate cells the M-current blocker XE991 reduces
the frequency and amplitude of the resonance peak at more depolarised voltages, but
not at resting membrane potentials, suggesting an involvement of IM at depolarised
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potentials, but the frequency shift is on average less than 1 Hz and the reduction in
amplitude appears quite small (Heys et al., 2010). Moreover, application of ZD7288
abolishes resonance at depolarised potentials (Boehlen et al., 2013), indicating that Ih
plays a central role in resonance across a range of potentials in stellate cells.
Theta-frequency resonance could selectively amplify the response of stellate cells
to inputs arriving at theta frequency, allowing those inputs to have the greatest influ-
ence on stellate cell activity. However, the actual relationship between theta-frequency
resonance and stellate cell responses to more physiological inputs is not fully under-
stood, but theta-frequency resonance is observed when stellate cells are probed with
non-periodic frozen-noise inputs (Schreiber et al., 2004).
Stellate cells at peri-threshold potential
When the membrane potential of a stellate cell is depolarised from rest to close to the
threshold for action potential firing it becomes unstable, appearing to oscillate with
frequency in the theta range (4–12 Hz) (Alonso and Llinás, 1989; Alonso and Klink,
1993; Dickson et al., 2000c; Erchova et al., 2004; Nolan et al., 2007; Dodson et al.,
2011; Yoshida et al., 2011). This is of considerable interest, first because it suggests
a cellular correlate of the network theta rhythm recorded from the MEC and other
hippocampal regions in vivo (Dickson et al., 2000c; Stewart et al., 1992; Mizuseki et al.,
2009) and second because it has been argued that theta-frequency oscillations may be
a substrate for encoding of spatial information by grid cells (Burgess et al., 2007;
Giocomo et al., 2007).
The mechanism responsible for peri-threshold theta-frequency activity has been
subject to debate. One class of ionic mechanism proposes that theta-frequency ac-
tivity is generated by a periodic oscillator. This follows from the consideration that
adding an amplifying conductance such as NaP to a resonator can lead to the gener-
ation of oscillations (Hutcheon and Yarom, 2000). Consistent with this idea, models
of stellate cells that include NaP and Ih can produce periodic membrane potential
oscillations at peri-threshold potentials (Dickson et al., 2000c; Fransén et al., 2004).
An important test of this oscillator model is whether the theta activity is periodic.
In this case power spectra of the activity will have a single spectral peak that will
have a stable frequency in consecutive analysis windows (Hajimiri and Lee, 1998;
Dodson et al., 2011). However, theta-frequency activity from whole-cell recordings
(Nolan et al., 2007; Dodson et al., 2011) does not match this prediction. Instead, the
theta activity during sub-threshold sweeps has a frequency that changes apparently
unpredictably (Dodson et al., 2011). These observations are evidence against some
models of grid cell firing fields that I discuss below. While these properties could
perhaps be explained by variation in the period of an oscillator (Zilli et al., 2009),
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the variation would be so high that this would amount to an oscillatory system with
dynamics that are essentially swamped by noise.
A second class of ionic mechanism that can account for peri-threshold theta fre-
quency activity is based on evidence that stochastic gating of membrane ion channels
can cause the membrane potential to fluctuate at theta frequencies (White et al., 1998).
Direct support for this mechanism comes from experiments in which theta-frequency
activity is abolished by pharmacologically blocking NaP. When a dynamic clamp
is then used to reintroduce a purely deterministic version of NaP, theta frequency
fluctuations remain absent (Dorval and White, 2005). In contrast, reintroduction of
stochastic NaP channels restores theta-frequency activity (Dorval and White, 2005).
Consistent with this mechanism, detailed models of stellate cells, in which all ion
channels gate stochastically, reproduce spectral properties of theta-frequency activity
(Dudman and Nolan, 2009; Dodson et al., 2011).
Peri-threshold theta-frequency activity is consistently recorded from stellate cells
with both sharp electrode and whole-cell techniques. However, the frequency of mem-
brane potential activity during whole-cell recordings (Giocomo et al., 2007; Nolan
et al., 2007; Giocomo and Hasselmo, 2009; Boehlen et al., 2010; Dodson et al., 2011)
appears to be lower than during sharp electrode recordings (Alonso and Llinás, 1989;
Klink and Alonso, 1993; White et al., 1998; Erchova et al., 2004; Boehlen et al., 2010).
This discrepancy suggests that one or both of the recording methods interfere with
the generation of theta-frequency activity. It is thus unclear whether theta-frequency
activity would exhibit increased regularity in the absence of disruptions induced by
these recording methods.
Stellate cells at supra-threshold potentials
Stellate cells generate action potentials when their membrane potential is depolarised
above approximately -50 mV (Alonso and Klink, 1993; Jones, 1994). When action
potentials are initiated during injection of constant positive current they are fol-
lowed immediately by an after-polarisation with several components. First, there
is a shallow and rapid afterhyperpolarisation (AHP), which is followed by a brief
after-depolarization (ADP). Finally, at typical physiological spiking rates (<∼20 Hz)
(Sargolini et al., 2006), there is a slower AHP which maintains the membrane po-
tential below its peri-threshold value (Alonso and Klink, 1993). These properties are
seen with whole-cell and sharp electrode recordings, but their relative prominence
may differ (Boehlen et al., 2010).
Initiation of the action potential is blocked by TTX (Alonso and Llinás, 1989), but
not by riluzole (Dorval and White, 2005), indicating that it requires NaT, but not NaP.
Ca2+-dependent activation of KCa is important for the later stages of repolarisation
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and for the AHP (Klink and Alonso, 1993; Khawaja et al., 2007). The recovery of the
membrane potential to rest following the peak of the AHP is accelerated by activation
of Ih mediated by HCN1 channels (Nolan et al., 2007). The initial rapid component
of the AHP and the ADP are not fully understood; they are difficult to account for in
current biophysical models of stellate cells (Fransén et al., 2004; Dudman and Nolan,
2009) and may play important roles in generation of grid cell firing fields (Navratilova
et al., 2012).
When action potentials are triggered by brief synaptic input, the waveform of the
afterpolarisation differs (Figure 1.5 B), but while this difference may be important for
physiological activation of stellate cells it has so far received very little attention.
Compared with other neuron types in the MEC, stellate cells generate distinctive
clustered patterns of action potentials during maintained supra-threshold depolari-
sation (Alonso and Klink, 1993; Klink and Alonso, 1993; Nolan et al., 2007; Engel
et al., 2008; Fernandez and White, 2008) (Figure 1.5 A). During whole-cell record-
ings, spikes within a cluster have similar inter-spike intervals that are independent
of the overall firing frequency and that are often in the high theta range (about 8–12
Hz) (Nolan et al., 2007; Fernandez and White, 2008). Clustered patterns of spikes are
most robust when the overall spike frequency is less than 5 Hz, with the inter-cluster
interval sometimes being a second or longer (Nolan et al., 2007). At higher overall
spike frequencies clustered patterns of spikes are no longer detectable. Spike trains
show very little frequency adaptation at firing rates below the typical physiologi-
cal maximum (∼20 Hz) (Alonso and Klink, 1993; Sargolini et al., 2006). Importantly,
while clustered patterns of action potential firing have peaks in their power spec-
tra in the theta-frequency range, the underlying mechanism is distinct from that of
sub-threshold theta-frequency resonance (Nolan et al., 2007; Fernandez and White,
2008).
Ion channels that determine the amplitude and duration of the AHP appear to be
critical for determining the pattern of spiking activity generated by stellate cells (Fran-
sén et al., 2004; Nolan et al., 2007; Fernandez and White, 2008; Dudman and Nolan,
2009). Deletion of HCN1 or block of Ih greatly reduces spike clustering (Nolan et al.,
2007). This can be explained by a model in which action potentials are triggered
by stochastic fluctuations in membrane potential (Dudman and Nolan, 2009). In this
model HCN channels engaged during the AHP provide a depolarising drive that
transiently increases the probability that membrane potential noise will trigger an ac-
tion potential (Dudman and Nolan, 2009). Alternatively, termination of spike clusters
could be achieved through incremental elevation of intracellular Ca2+ following each
action potential (Fransén et al., 2004). However, with this mechanism it is difficult to
explain the probabilistic properties of clustered spike firing that are accounted for by
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stochastic models (Dudman and Nolan, 2009). A model based on inductor-dependent
resonance can also reproduce statistics of clustered spiking trains (Engel et al., 2008)
but this model appears inconsistent with experiments showing that the dominant
frequency of spike train power spectral densities can be manipulated independently
from that of peri-threshold membrane potential activity (Fernandez and White, 2008).
Synaptic integration
For excitatory glutamatergic synaptic input, stimulation at theta frequency produces
little or no temporal summation of the response. However, different forms of input
may be processed differently to glutamatergic input and theta modulated GABAer-
gic or cholinergic synpatic input (for example from the medial septum) remain to
be investigated. On the other hand, glutamatergic stimulation at gamma frequencies
(40–80 Hz) causes strong temporal summation (Gloveli et al., 1997; Garden et al., 2008;
Canto et al., 2012). This frequency dependence may reflect the fact that glutamatergic
synaptic currents are very short compared with the membrane time constant (Garden
et al., 2008) and so fast synaptic inputs will have very different temporal structure
to the continuous sinusoidal inputs that are typically used to investigate resonant
properties. Pharmacological manipulation of input resistance changes the time win-
dow for synaptic integration, suggesting that Ih and Kleak conductances may regulate
coincidence detection in stellate cells (Garden et al., 2008).
1.4.3 Dorsal-ventral organisation of intrinsic electrical properties
The functional output of the MEC is topographically organised along the dorsal-
ventral axis (Hafting et al., 2005; Brun et al., 2008; Stensola et al., 2012), suggesting
that intrinsic properties with dorsal-ventral organisation are likely play a key a role
in generating the functional output. Identifying the intrinsic properties with dorsal-
ventral organisation may shed light on not only on which intrinsic properties are
critical for circuit function but also on the mechanisms that are used by the MEC
to generate its output. Intrinsic properties that are reported to vary as a function of
dorsal-ventral location are therefore discussed below.
Gradients in resting properties
Stellate cells at dorsal locations have lower input resistance and faster membrane time
constants than those at ventral locations (Garden et al., 2008; Boehlen et al., 2010). This
organisation can be accounted for by dorsal-ventral gradients in the density of both
leak potassium channels and HCN channels that mediate Ih (Garden et al., 2008).
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Thus, in dorsal neurons a greater density of leak potassium and HCN conductances
lowers the input resistance and membrane time constant compared with more ventral
neurons. Consistent with a dorsal-ventral gradient in Ih, dorsal neurons have greater
sag than ventral neurons (Garden et al., 2008).
Stellate cells exhibit a gradient in their frequency selectivity, with dorsal cells hav-
ing a resting resonance peak at higher frequencies than cells from more ventral loca-
tions (Giocomo et al., 2007; Boehlen et al., 2010). Differences in the density of currents
through HCN channels could account for this organisation of resonance frequencies,
as greater Ih amplitude in dorsal cells will more effectively oppose slow changes
in membrane potential, thus causing greater attenuation of low frequency inputs
(Nolan et al., 2007; Heys et al., 2010). While not found in mature neurons (Garden
et al., 2008), differences in the kinetics of Ih could in principle also account for the
dorsal-ventral organisation of membrane resonance (Giocomo and Hasselmo, 2008),
but this would not explain the dorsal-ventral organisation of input resistance (Garden
et al., 2008). The gradient in the amplitude of resonance at resting potentials may de-
pend on recording method, as Q values differ between dorsal ventral locations with
whole-cell patch-clamp recordings but not with sharp electrode recordings (Boehlen
et al., 2010).
Gradients in peri-threshold properties
Just as for the resonant response to injected current, the properties of peri-threshold
theta-frequency activity also follow a dorsal-ventral gradient (Giocomo et al., 2007;
Giocomo and Hasselmo, 2008, 2009; Dodson et al., 2011; Yoshida et al., 2011). The
ionic basis for the dorsal-ventral organisation of theta frequency activity appears
to involve differences in Ih. Knockout of the HCN1 subunit flattens the frequency
gradient of the fluctuations (Giocomo and Hasselmo, 2009), although following phar-
macological block of Ih a gradient nevertheless remains (Dodson et al., 2011). If the
theta-frequency activity was periodic then these differences could be explained by
models in which ion channels gate deterministically and the kinetics of Ih vary with
location (Yoshida et al., 2011). However, as discussed above, models of this kind do
not appear to account for the stochastic nature of theta-frequency activity. In contrast,
both the variability and the frequency of the largest amplitude activity are accounted
for by models in which all ion channels gate stochastically and in which the density
of HCN and leak potassium channels follows a dorsal-ventral organisation (Dodson
et al., 2011). It is therefore possible that the dorsal-ventral organisation of intrinsic
theta-frequency activity is a secondary consequence of control of the resting integra-
tive properties of stellate cells by these ion channels.
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Gradients in supra-threshold properties
Dorsal-ventral gradients in patterns of action potential output have not previously
been investigated. Nevertheless, the dorsal-ventral gradient in Ih density (Garden
et al., 2008) could be expected to support spike pattern gradients through the influ-
ence of Ih on the AHP (Nolan et al., 2007; Dudman and Nolan, 2009), which does
show a gradient in its duration (Boehlen et al., 2010). Because activation of HCN
channels accelerates repolarisation following the peak of the action potential AHP
(Nolan et al., 2007; Dudman and Nolan, 2009), the greater density of HCN channels
in dorsal cells could reduce the duration of the AHP and, therefore, increase the
intra-cluster spike frequency.
In addition, the threshold-current required to initiate action potential firing follows
a dorsal-ventral organisation (Garden et al., 2008; Boehlen et al., 2010). The organisa-
tion of the threshold-current is at least in part explained by the lower input resistance
of dorsal compared to more ventral neurons, resulting from their higher density of
leak potassium and HCN channels (Garden et al., 2008).
Synaptic integration gradient
The waveforms of evoked and spontaneous excitatory synaptic potentials recorded
from stellate cells follow a dorsal-ventral organisation that is also explained by the
density of currents through HCN and leak potassium channels. For neurons located
more dorsally, EPSPs are shorter than for neurons located more ventrally (Garden
et al., 2008). One consequence is that gamma frequency inputs to stellate cells at ven-
tral locations sum more effectively relative to cells at more dorsal locations (Garden
et al., 2008). Another is that dorsal cells have narrower time windows for detection of
coincident synaptic activity than ventral cells and may, therefore, be better at tempo-
ral discrimination (Garden et al., 2008). Importantly, either leak potassium channels
or HCN channels alone can support the gradient in integrative properties, although
block of either channel increases the duration of EPSPs (Garden et al., 2008). Simula-
tions suggest that gradients in the amplitude of the currents that organise synaptic
integration are sufficient to also account for the dorsal-ventral organisation of peri-
threshold theta-frequency activity (Dodson et al., 2011).
1.4.4 From ion channels to grid firing fields
The electrophysiological investigations of stellate cells described above provide a
foundation to begin addressing questions about cellular mechanisms for spatial com-
putations carried out within the MEC. For example, what is the relationship between
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computational properties evaluated with in vitro experiments and generation of grid
firing fields? What are the roles in generation of grid firing fields of particular ion
channels expressed by stellate cells? Does modulation of the intrinsic electrophys-
iological properties of stellate cells play roles in firing during spatial behaviours?
Answering these and related questions will require integration of cellular data with
predictive models for computation carried out during spatial behaviours, and testing
of these models using recordings from behaving animals and specific manipulation
of cellular properties of stellate cells.
Ion channel manipulation in behaving animals
A more direct method for revealing what roles intrinsic electrical properties play in
spatial behaviours is to manipulate them in behaving animals. A promising way to
do this is through genetic deletion of ion channels. HCN1 forebrain knockout mice
(Nolan et al., 2004) do not express HCN1 in entorhinal cortex and the expression of
other ion channels does not appear to adapt in order to compensate for resulting
changes in electrophysiological properties (Nolan et al., 2007). In these animals, grid
cells still exist (Giocomo et al., 2011a), as do place cells in the hippocampus (Hussaini
et al., 2011). These observations provide strong evidence against models for neuronal
representation of space that require functions attributed to HCN1, including models
based on interference between intrinsic oscillations. In addition, the theta rhythm in
the hippocampus is stronger in the HCN1 knockout animals (Nolan et al., 2004) and
since entorhinal theta is likely to be a determinant of hippocampal theta (Stewart
et al., 1992), it is unlikely that HCN channels in the entorhinal cortex are pacemakers
of entorhinal theta-frequency activity.
Nevertheless, it appears that HCN1 does have a regulatory effect on spatial com-
putations: the grid cells observed in the HCN1 knockout mice are larger and more
stable than in control animals, the spacing between grid fields is increased, and the
frequency of the theta oscillations uniformly lowered, yet the dorsal-ventral organ-
isation of grid fields is maintained, so that on average firing fields at all locations
are larger and further apart in HCN1 knockout compared to control mice (Gio-
como et al., 2011a). Despite these changes, these mice surprisingly display enhanced
hippocampus-dependent learning and memory (Nolan et al., 2004).
Why does HCN1 deletion have these effects? One possibility is that increased grid-
field size and spacing reflect an increased time-window for synaptic integration or
summation of synaptic responses in stellate cells (Garden et al., 2008). What mecha-
nisms maintain the dorsal-ventral organisation of grid field properties in the absence
of HCN1? A possibility is that control of synaptic integration by the dorsal-ventral
organisation of leak potassium channels is sufficient to coordinate these properties
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of grid fields (Garden et al., 2008) although gradients in other conductances could
potentially also contribute. What aspects of HCN1 channel function are critical to
the computational roles of the channel? On the one hand, these roles may reflect
control of sub-threshold resonant or oscillatory dynamics of stellate cells through
voltage-dependent gating of HCN1 (Nolan et al., 2007; Giocomo et al., 2011a). On
the other hand, the pattern of spike output from stellate cells may be independent of
sub-threshold resonant properties (Fernandez and White, 2008), and instead the key
function of HCN1 may be simply through its contribution to the resting membrane
potential and conductance (Nolan et al., 2007). Further experimental investigation
will be required to address these and other questions about the relationship between
HCN1 channels, leak potassium channels and grid firing fields.
1.5 models of mec circuit function
Two major activity patterns in the MEC of behaving animals are grid firing fields and
theta-nested gamma oscillations. Integration of speed and directional information is
thought to be central to the function of layer II and many different computational
models of the circuit mechanisms responsible for producing grid firing fields from
speed and directional inputs have been proposed (see Giocomo et al., 2011b; Zilli,
2012, for reviews).
However, the lack of detailed knowledge about the circuitry of layer II means that
either models are not well constrained by existing evidence or remain abstract. De-
spite these restrictions, by suggesting testable hypotheses and highlighting areas of
conflict, computational models play an important role in the pursuit for understand-
ing of the mechanisms for spatial computation in the MEC.
Different grid firing field models depend on distinct circuit mechanisms
Two general classes of abstract model have been proposed to account for generation
of grid firing fields (Burgess and O’Keefe, 2011; Giocomo et al., 2011b). In one, grid
fields are produced by interference between oscillations or periodic synaptic inputs
with frequency sensitive to an animal’s velocity (Burgess et al., 2007; Giocomo et al.,
2007; Blair et al., 2008; Burgess, 2008; Hasselmo, 2008). In the second, grid fields
result from bumps in an attractor network that are shifted by velocity inputs (Fuhs
and Touretzky, 2006; McNaughton et al., 2006; Guanella et al., 2007; Burak and Fiete,
2009; Navratilova et al., 2012).
Models that compute location through oscillatory interference rely on stable oscil-
lations that are sensitive to velocity. Initial versions of these models proposed that
theta-frequency activity of stellate cells reflected one or more oscillations of this kind
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(Burgess et al., 2007; Giocomo et al., 2007). However, several cellular properties argue
against this mechanism. First, while theta-frequency activity can be interpreted as the
output of a periodic oscillator (Dickson et al., 2000c; Fransén et al., 2004), the data in
vitro from whole-cell recordings suggests it is more likely to reflect filtered stochastic
noise (White et al., 1998; Nolan et al., 2007; Dodson et al., 2011). This is a substantial
problem as filtered noise signals are not periodic and computation by oscillatory in-
terference mechanisms is extremely sensitive to noise (Burak and Fiete, 2009). Second,
models that require independent oscillations occurring in different dendrites appear
to be impossible to implement given known cable properties of dendrites (Remme
et al., 2010). Third, intrinsic theta-frequency activity is abolished by synaptic conduc-
tances that mimic activity that might occur in vivo (Fernandez and White, 2008).
Alternative implementations of oscillatory interference models assume that neu-
rons that act as velocity-sensitive oscillators are located upstream of grid cells (Blair
et al., 2008; Burgess, 2008; Hasselmo, 2008). Recent evidence suggests that firing of
‘theta cells’ in the anterior thalamus, hippocampus and medial septum may perform
this function (Welday et al., 2011). In these cells theta-frequency bursts of action po-
tentials are modulated by both movement speed and movement direction. However,
it is unknown whether these cells synapse with stellate cells and how the intrinsic
properties of stellate cells might influence responses to these inputs. One possibility
for example, is that dorsal-ventral gradients in theta-frequency resonance or synaptic
integration could contribute to decoding of inputs from velocity sensitive oscillators.
In models of grid cell firing that rely on network attractor states the influence of stel-
late cell integrative properties has received less direct attention. While these models
are typically implemented using abstract neurons, in all cases tuning of neuronal gain
is necessary for the network to produce attractor states (Fuhs and Touretzky, 2006;
McNaughton et al., 2006; Burak and Fiete, 2009; Navratilova et al., 2012). Therefore
models of this kind can also be used to make predictions for how intrinsic properties
of stellate cells might influence grid firing fields. A recent attractor model predicts
possible roles for the AHP and ADP, along with synaptic NMDA conductances, in
grid cell firing, periodicity, and phase precession (Navratilova et al., 2012). This model
assumes dorsal-ventral tuning of NMDA kinetics, but observations of dorsal-ventral
organisation of synaptic integration (Garden et al., 2008) would likely also predict
experimentally observed dorsal-ventral spacing of grid firing fields using models of
this kind (Navratilova et al., 2012). Dorsal-ventral gradients in the AHP waveform
are also consistent with this model (Boehlen et al., 2010).
One concern for attractor models is that their output is sensitive to the specifics of
their connection weights between their constituent cell types, but these are not well
constrained by experimental data. Some models rely on recurrent excitation between
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stellate cells to generate activity bumps (Fuhs and Touretzky, 2006; Guanella et al.,
2007; Navratilova et al., 2012) but there is only indirect evidence to support this (Ku-
mar et al., 2007; Beed et al., 2010) and some direct evidence against it (Dhillon and
Jones, 2000). Another influential version demonstrates that purely inhibitory inter-
actions between cells can produce grid fields (Burak and Fiete, 2009) but does not
provide an account of how stellate cells, which are most likely to be grid cells but are
excitatory, participate in network function or produce grid firing fields. Experiments
that elucidate the spatial profile and functional connectivity between different cells
types in the MEC will therefore distinguish between present attractor models and
inform future proposals for circuit mechanisms responsible for the development of
grid firing field output.
A common circuitry for theta-nested gamma and grid firing fields?
In addition to producing grid firing fields, circuitry in the superficial layers of the
MEC also supports theta-nested gamma rhythms (Chrobak and Buzsaki, 1998). Es-
tablishing the relationship between synaptic dynamics in different cell types and LFP
during spatial behaviours or in vitro recapitulation of in vivo rhythms will help de-
fine the circuitry that is involved in generating the theta-nested gamma rhythm. An
important outstanding question will be whether different non-overlapping subsets of
circuit elements support rhythm generation and grid firing fields or instead whether
a common circuitry enables both theta-nested gamma oscillations and grid firing
fields, thereby permitting multiplexing of rate and temporal coding in the MEC.
1.6 discussion
Layer II of the MEC is in many ways an ideal circuit for investigating how neural com-
putations are performed in associational cortical areas. The behavioural correlates, fir-
ing patterns and oscillatory LFP output of layer II are particularly well characterised
for an associational cortical area and, together with considerable knowledge of firing
patterns of cells in upstream areas, this knowledge provides an excellent platform for
investigating how afferent activity is integrated and transformed into output by local
circuitry.
However, despite the helpful constraints provided by the output of layer II and
its afferent areas, many of the circuit mechanisms involved in the transformation of
the afferent activity to grid firing fields and theta-nested gamma oscillations remain
poorly understood. The cellular origin and functional dynamics of many synaptic in-
puts remain unknown and greater detail about the amplitude, kinetics and frequency
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dependence of identified synaptic inputs to layer II will be important for developing
a deeper understanding of layer II circuit function.
How do the intrinsic electrical properties of cells in layer II contribute to circuit out-
put? The difficulty of selectively manipulating ion channel expression in layer II cells
in vivo means that directly observing the effect of altering intrinsic properties of cells
on behaviour remains a challenge. Instead, indirect clues to the behavioural relevance
of intrinsic properties remain important – intrinsic properties that are anatomically
organised in a manner that reflects the discretised, modular gradient in grid cells
are particularly likely to be important for spatial behaviours. However, despite ex-
tensive investigations of many intrinsic properties of stellate cells, it remains to be
determined how properties that follow a dorsal-ventral gradient, including theta fre-
quency resonance and peri-threshold fluctuations, input resistance, AHP durations
and spike patterns might interact with other circuit properties to enable the charac-
teristic outputs of layer II. Finally, a thorough understanding of the contributions of
intrinsic properties is hampered by a lack of agreement between results obtained with
different recording methods. In Chapter 3 I examine the intrinsic electrical properties
of stellate cells with perforated and whole-cell patch-clamp methods to evaluate their
possible contributions to layer II function.
The nature of the connections between and amongst different cell types within
layer II determine its functionality. Elucidating these connections will be critical for
distinguishing between different models of layer II function, but no connection pat-
tern have been definitively established. Of particular interest is whether recurrent
excitatory connections between stellate cells play an important role in layer II func-
tion, but despite receiving much experimental attention a consensus has not been
reached. In Chapter 4 I address these issues by using a combination of targeted op-
togenetic stimulation and pharmacological manipulation to dissect many aspects of
the layer II microcircuit.
Finally, an understanding of the computationally relevant properties of theta-nested
gamma oscillations and the roles that different cell types in layer II play in generat-
ing them has been frustrated by an inability to recapitulate interacting oscillations
in physiologically plausible conditions in vitro. In Chapter 5 I employ rhythmic op-
togenetic activation of the layer II microcircuit in vitro to induce theta-nested gamma
oscillations that closely resemble those observed in rodents in vivo. This enables in-
terrogation of the cellular mechanisms responsible for these interacting rhythms and
permits further investigation of the functional properties and limits of the nested LFP
oscillations.
2
M AT E R I A L S A N D M E T H O D S
2.1 introduction1
To investigate the properties of mouse medial entorhinal cortex microcircuitry, includ-
ing intrinsic excitable properties of cells, synaptic connectivity and functional circuit
computations, as well as the dorsal-ventral organisation of these properties, I pre-
pared acute parasagittal brain slices from mice. I activated cells in layer II of the MEC
using optogenetic and electrophysiological methods and made whole-cell, perforated
patch-clamp and field recordings from layer II.
The materials and methods discussed in this chapter form the basis of the exper-
iments that are described throughout this thesis. Chapter-specific methods are in-
cluded in the relevant chapters.
In all animal experiments I complied with the United Kingdom Animals (Scientific
Procedures) Act 1986.
2.2 materials
To maintain tissue before and during preparation of brain slices I kept tissue im-
mersed in cutting artificial cerebrospinal fluid (cutting ACSF) (see Table 2.1 for ingre-
dients list and suppliers).
To cut slices I used either a Vibratome 3000 sectioning system (The Vibratome Co.,
St. Louis) or a Leica VT 1200 vibratome (Leica Microsystems GmbH, Wetzlar).
After slicing and during recording slices were maintained in standard ACSF (see
Table 2.1). During recordings slices were perfused with ACSF using a gravity-fed
perfusion system driven by a Watson-Marlow 323 perfusion pump (Watson-Marlow
Pumps Group, Falmouth) and extracted from the bath via a waste chamber using a
DYMAX-5 air pump (Charles Austen pumps Ltd., Byfleet).
To block synaptic transmission I perfused slices with synaptic receptor antagonists
(see Table 2.2).
1 Work discussed in sections 2.2, 2.3 and 2.6 is adapted from, or appears in: Pastoll, H. et. al. 2012. Preparation of
Parasagittal Slices for the Investigation of Dorsal-ventral Organization of the Rodent Medial Entorhinal
Cortex. Journal of Visualized Experiments. e3802.
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Cutting Standard Internal CAS Supplier
ACSF ACSF solution number catalogue
(mM) (mM) (mM) code
NaCl 86 124 7647-14-5 Sigma S9888
NaH2PO4 1.2 1.2 13472-35-0 Sigma 71505
KCl 2.5 2.5 10 7447-40-7 Sigma P3911
NaHCO3 25 25 144-55-8 Fischer S/4240
Glucose 25 20 50-99-7 Sigma G5767
Sucrose 75 57-50-1 Sigma S5016
CaCl2 0.5 2 10043-52-4 VWR 190464K
MgCl2 7 1 2 7786-30-3 Sigma 63020
K Gluconate 130 299-27-4 Sigma G4500
HEPES 10 7365-45-9 Sigma H3375
EGTA 0.1 67-42-5 Sigma E4378
Na2ATP 2 34369-07-8 Sigma A7699
Na2GTP 0.3 36051-31-7 Sigma G8877
Na PhosphoCreatine 10 19333-65-4 Sigma P7936
Biocytin (optional) 2.7 576-19-2 Sigma B4261
Table 2.1: Composition of recording solutions.
For visualising slices and cells I used an upright Olympus BX51 WI microscope
(Olympus UK Ltd., Southend-on-Sea) fitted with Nomarski differential interference
contrast imaging (DIC). Images were acquired with an infrared-capable mono 12-
bit CCD camera (Q-Imaging, Surrey) controlled by Q-capture software (Q-Imaging,
Surrey).
For whole-cell and perforated patch recordings I used a Multiclamp 700B amplifier
(Molecular Devices, Sunnyvale) connected to an Instrutech ITC-18 digitiser (HEKA
Electronics, Lambrecht) and controlled by Axograph X software (Axograph Scientific,
Sydney). To record local field potentials I used an Axopatch 200B amplifier (Molecular
Devices, Sunnyvale).
I patched cells and obtained field recordings using borosilicate glass pipettes with
a 1.5 mm external diameter and a 0.86 mm internal diameter (Harvard Apparatus
Ltd, Kent) pulled on a Sutter P97 electrode puller (Sutter Instruments, Novato).
To provide 470 nm illumination I used an LEDC5 700 mA light emitting diode
(LED) (Thorlabs) driven by an LEDD1 driver (Thorlabs) using a TPS001 power supply
(Thorlabs). The LED was attached to the epifluorescence port of the microscope and
the light beam directed through a 40X objective using a mirror located in the filter
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housing. To measure the power of the light in the focal plane of the 40X objective I
used a Lasercheck power meter (Coherent Inc., Santa Clara)
Concentration Target CAS Supplier
(µM) receptor number catalogue
code
NBQX 5 AMPA 118876-58-7 Abcam ab120046
D-AP5 50 NMDA 79055-68-8 Abcam ab120003
Picrotoxin 50 GABAA 124-87-8 Abcam ab120315
CGP55845 1 GABAB 149184-22-5 Abcam ab120337
Table 2.2: Receptor antagonists.
2.3 methods for preparing parasagittal brain slices from mice
Parasagittal slices containing MEC layer II from mice permit easy investigation of the
dorsal-ventral organisation of MEC microcircuitry properties. To prepare parasagittal
slices I relied on procedures described in Nolan et al. (2007), Garden et al. (2008)
and Dodson et al. (2011). I used adult male mice (5-9 weeks), with exact age range
depending on experiment.
Dissecting out the cerebral hemispheres
To avoid the effects of anaesthetic on neuronal properties I used cervical dislocation
without anaesthetic to euthanise mice. Immediately after euthanasia I carefully re-
moved the brain and placed it in cold (4–8 ◦C) cutting artificial cerebrospinal fluid
(ACSF) (see Table 2.1 for composition) bubbled to saturation with carbogen (95% O2,
5% CO2). The cutting ACSF had low Na+ to reduce excitability, elevated Mg2+ to
sustain NMDA receptor block and high sucrose to provide an energy source.
After three minutes I removed the brain from the cutting ACSF using a spatula and
gently placed it in an upright position (dorsal side facing upwards) onto filter paper
moistened with the cutting ACSF (Figure 2.1 A). To facilitate accurate mounting of
the hemispheres, I used a razor or scalpel to remove as much of the cerebellum as
possible without impacting the MEC (located at the caudal extreme of the cerebrum)
and removed the rostral third of the cerebrum by sectioning in the coronal plane
(Figure 2.1 B). I then hemisected the brain, taking care that the section was exactly
along the vertical plane of the midline (Figure 2.1 C). After hemisection, I returned
the hemispheres to the bubbled cutting ACSF for one and a half minutes.
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Figure 2.1: Preparation of parasagittal slices. A Whole brain resting with dorsal side facing
upwards on filter paper moistened with cutting ACSF. B Brain after removal of cerebellum
and rostral third of frontal cortex. C Hemisected brain ready for mounting. D mounted
hemispheres on glue strip parallel to cutting edge of vibratome blade prior to submersion
in cutting ACSF and slicing. E Appearance of section containing LEC during the slicing
procedure after the removal of lateral tissue and not yet sufficiently medial for a standard
parasagittal MEC slice. F Appearance of ‘lateral’ part of the MEC after removing a further
400 µm of tissue (the surface is 400 µm medial to that shown in (F)). G Appearance of
’medial’ part of the MEC after a 400 µm parasagittal slice has been cut. H-I Schematics
of (E-F) respectively indicating anatomical landmarks, c: cerebellum, L: lateral entorhinal
cortex (LEC), m: Medial Entorhinal Cortex (MEC), h: hippocampus, orange: external cap-
sule, blue: corpus callosum, cyan: dentate gyrus, green: CA3 and CA1. The appearance of
rostral boundary of the hippocampus in slices that contain LEC is convex (relative to the
hippocampus) (black arrow in (H)) whereas in slices that contain only MEC, the boundary
can be linear (red arrow in (I)) or concave (red arrow in (J)). The approximate shapes of
coloured anatomical landmarks were obtained from the annotations in the Allen Brain
Atlas (http://mouse.brain-map.org/atlas/ARA/Sagittal/browser.html).
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Mounting the hemispheres on a vibratome
I used a vibratome to cut brain sections. Before mounting the cerebral hemispheres,
I ensured that the cutting edge of the vibratome blade was angled at 20 degrees
from horizontal (Figure 2.1 D). On the mounting surface of the vibratome I aligned a
shallow strip of superglue parallel to the vibratome blade, approximately the width
of an hemisphere and long enough to accommodate the two hemispheres end-to-
end. Taking care to minimize physical impact, I removed each hemisphere from the
cutting ACSF with a spatula and positioned it so that its medial surface rested on
the spatula and its dorsal extent faced towards the microtome blade. I gently slid
each hemisphere onto the strip of superglue, ensuring that the medial surface of each
hemisphere was parallel to the microtome base. For best results I ensured that the
dorsal surface of each hemisphere was parallel to and faced the vibratome blade
(Figure 2.1 D).
Maintaining the preparation during slicing
Following mounting I immediately submerged the hemispheres in cold cutting ACSF
(4 – 8 ◦C) and maintained the temperature and carbogen saturation throughout the
slicing procedure. On the Intracell vibratome model, direct cooling and bubbling of
the solution in the cutting chamber was not practical, so I periodically replenished
the cutting ACSF solution in the chamber with fresh chilled and bubbled solution.
Cutting sections
Using the vibratome, I removed cortex from both hemispheres in the sagittal plane
until I identified the lateral most extent of the MEC (typically ∼1 mm down from
the lateral surface) (Figure 2.1 F). Between cuts I lifted the vibratome blade up by
200 µm to avoid dragging the blade back over and damaging the exposed tissue.
I simultaneously cut 400 µm parasagittal sections from both hemispheres until the
medial extremity of the MEC was reached (when the hemispheres are lined up as
shown in Figure 2.1 D they will both be cut at the same time). The lateral extremity of
the MEC can be identified by the absence of the thick white band around the ventro-
caudal curve of the hippocampus (the external capsule), the non-convex shape of its
rostral boundary and the angular dorso-caudal ‘corner’. Figure 2.1 E illustrates the
circular appearance of the hippocampus in the parasagittal plane lateral to the MEC.
Figures 2.1 F-G illustrate how sections within the MEC appear at different lateral-
medial positions when slicing. Note the progressively more bean-shaped appearance
of the hippocampus at more medial positions. Each hemisphere typically yields two
or three 400 µm thick slices containing the MEC.
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Separation of superficial and deep layers
In experiments that required separation of layer II from deeper layers, immediately
after a slice had been cut I placed it onto filter paper saturated with cutting ACSF. I
then used a scalpel to make an incision between layers II and III from the approximate
dorsal border parallel to the rostral edge of the slice. This left a strip along the dorsal
edge of the slice intact to facilitate storage and manipulation, but the severed all
connections within the MEC between layers II and III.
Incubating slices
After each cut I immediately placed the slices in carbogen-saturated standard ACSF
(see Table 2.1 for composition) maintained in a water bath at 35◦C. I allowed slices to
incubate at 35◦C for approximately 15 minutes in the ACSF after slicing was complete.
Thereafter, I removed the slice holder from the water bath and continued bubbling
with carbogen at room temperature for at least 45 minutes.
2.4 recording methods
2.4.1 Identification of targeted cell types
I used a low magnification (4X) objective to identify an approximate recording region
within the MEC layer II (Figure 2.2 A-B), and then switched to a high magnification
(40X) objective to identify viable cells within this region (Figure 2.2 C-D). As a typi-
cal example, I visually identified putative layer II stellate cells by their polygonal or
ovoid shape and multiple primary dendrites with similar diameter, and absence of
a single large diameter apical dendrite (Klink and Alonso, 1997a; van Groen, 2001;
Garden et al., 2008). They are reliably identified on the edge of the layer I/II border,
where they are abundant and often appear in small groups (Garden et al., 2008; Bur-
galossi et al., 2011) (Figure 2.2 C-D). Other cell types are also visually identifiable. For
example, layer II fast spiking interneurons have large somata and layer II pyramidal
cells have a prominent single apical dendrite that exits in the superficial direction.
At this point I performed whole-cell or perforated patch-clamp recordings from
targeted cells (see below). During recordings I verified the identity of each neuron by
testing for characteristic cell-type specific electrophysiological properties.
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Figure 2.2: Identifying MEC layer II cells under DIC illumination. A Example compos-
ite image of a parasagittal brain slice at low magnification (4X). Separate images have
been aligned and blended in Adobe Photoshop CS5 to remove distracting edges and vi-
gnetting. Important landmark areas h: hippocampus, m: MEC. B Crop from an individual
low magnification (4X) image that contains layer II of the MEC, visible as the darker ver-
tical band near the right hand edge. C MEC layer II at high magnification (40X) with
DIC illumination. The image is an aligned and blended composite of several images. The
dense central band of cells is Layer II. D Single high magnification DIC image showing a
group of healthy putative stellate cells and interneurons in layer II. As shown here, stellate
cells often occur in groups on the border of layer I/II. Pyramidal cells tend to be found
closer to the Layer II/III border. The dotted outlines in (A-C) indicate the extent of (B-D)
respectively. Scale bars: in (A) and (B) 500 µm, in (C) and (D) 100 µm.
2.4.2 Whole-cell and perforated patch-clamp recordings
To record membrane potential and membrane current from cells I used the patch-
clamp technique (Neher and Sakmann, 1976; Neher et al., 1978). Depending on the
experiment, I either recorded in whole-cell configuration (Hamill et al., 1981) or used
perforated patch-clamp (Horn and Marty, 1988).
Recordings were obtained at ∼35.5◦C. Patch pipettes had tip resistances in the 3–
7 MΩ range. To permit the reversible Ag + Cl− ⇀↽ AgCl + e− reaction I chlorided
silver electrodes by maintaining a +9 V potential at the silver electrode while it was
submersed in a 9% NaCl solution. All membrane seals were >1 GΩ (typically >2 GΩ)
as calculated from the current response to -10 mV steps in voltage clamp. Pipettes
were filled with an internal solution designed to mimic the chemical composition of
the cytoplasm (see Table 2.1). For whole-cell recordings, after a stable seal had formed
I ruptured the cell membrane with negative pressure to enter whole-cell configuration
and achieve electrical access to the interior of the cell (Hamill et al., 1981).
For perforated patch recordings I used a pore-forming antibiotic to provide elec-
trical access to the cell. To do this I front-filled electrodes with standard intracellular
solution (see Table 2.1) and then back-filled with intracellular solution also contain-
ing the antibiotic amphotericin B (final concentration 0.075–0.15 mg/ml) dissolved in
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Figure 2.3: Perforated patch recordings exclude fluorescent dye from the cell. A Alexa
488 fluorescence in the recording pipette >40 min after seal formation. Note the absence
of fluorescence from the recorded cell body (not visible). B Two minutes subsequent to
deliberate break-in to whole-cell configuration in the recorded cell shown in (A). The so-
matic region of the recorded cell rapidly becomes visible after break-in. The absence of
fluorescence from recorded cell thus indicates that accidental break-in to whole-cell con-
figuration has not occurred. The focal plane is slightly different along the z-axis between
the two images.
DMSO (final concentration 3–6 µl/ml) (Akaike and Harata, 1994). To avoid antibiotic
diffusion into the ACSF and onto the slice I patched cells as rapidly as possible after
filling the electrodes. Typically the access resistance had decreased sufficiently to be-
gin data acquisition by ∼20–40 min after seal formation. I ensured that break-in had
not occurred during the recording by including the fluorescent dye Alexa 488 (Invit-
rogen) in the pipette. Because Alexa 488 is excluded from the cell with perforated
patches but is admitted in whole-cell configuration, the absence of fluorescence from
the cell during recording indicates that accidental break-in to whole-cell configura-
tion has not occurred (See Figure 2.3).
I did not correct for the liquid junction potential of +12.9 mV between the ACSF
and intracellular solution (bath relative to the pipette). I measured the liquid juction
potential using a 3 M KCl salt bridge following the procedure described in Neher
(1992). If the pipette solution and cytoplasm have different ionic molarities, the re-
duced mobility of larger ionic species across the perforated membrane could result
in an extra junction potential (Neher, 1992). Nevertheless, in my recording conditions
I have no reason to believe this was a complicating factor that could undermine com-
parisons between results obtained with whole-cell and perforated patch recording
techniques. The lack of a significant difference in the spike threshold voltage mea-
sured using the two techniques provides support for this interpretation (see Table
3.3).
To record membrane potential I recorded in current clamp mode. I used pipette
capacitance neutralisation so that the amplifier instead of the recorded cell provided
the majority of the current to charge stray capacitance, thereby minimising electrode
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filtering. I applied bridge balance correction to eliminate voltage drop error resulting
from current flow across the electrode resistance (for more detail see Sherman-Gold
and Maertz, 2008). I made an initial estimate of the pipette capacitance using the
Multiclamp 700B inbuilt routine and did fine corrections manually. I periodically es-
timated the access resistance by changing the bridge balance correction magnitude
until the instantaneous component of the voltage response to -50 pA steps was elim-
inated. For whole-cell current clamp recordings access resistances were 10–30 MΩ
and for perforated patch recordings final access resistances were 24–85 MΩ.
To record membrane currents I recorded in voltage clamp mode with series resis-
tance compensation applied (> 70% prediction and correction) to reduce command
potential errors (Armstrong and Gilly, 1992). To allow the 700B amplifier to accu-
rately specify an adjusted command potential (necessary in order for cells to expe-
rience membrane voltages similar to the command voltage profile) estimates of the
membrane capacitance and access resistance must be provided during each record-
ing. Because the current required to charge the membrane capacitance can saturate
the 500 MΩ feedback resistor on the 700B amplifier headstage it can instead be deliv-
ered by a dedicated capacitor. Since current injected over the capacitor is ‘invisible’ to
the user, switching to injecting current over this capacitor provides a method for es-
timating membrane capacitance: when all the membrane capacitive current has been
transferred, no slow capacitance transient is visible in the current response to steps
in the holding potential. I first adjusted the (faster) pipette capacitance compensation
manually during the procedure until sharp transients were minimised. The access
resistance determines the time constant of the capacitive charging so I estimated this
and the membrane capacitance magnitude by changing their estimates on the am-
plifier until the slow capacitive transient was removed. For whole-cell recordings in
voltage clamp access resistances were always <25 MΩ (typically <20 MΩ) and were
always low enough to avoid escaped spikes.
Online low pass filtering was effected by a two-pole Bessel filter in the 700B ampli-
fier and data sampled with at least double the filtering frequency cutoff. For mem-
brane potential recordings, the low pass cutoff was 10 kHz with either 20 or 20.513
kHz sampling rates (the latter rate imposed by the digitiser for recordings on more
than 2 channels). For membrane current recordings the low pass cutoff was 5 kHz
with sampling at 10 or 20.513 kHz.
2.4.3 Field recordings
When recording extracellular local field potentials I recorded in current clamp mode.
The gain was set to 500 and data was filtered online at 1 kHz and sampled at >2
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kHz (typically at the same frequency as the accompanying intracellular recordings).
I used pipettes with resistance of 5–10 MΩ when filled with ACSF.
2.5 optogenetic stimulation methods
2.5.1 Activating cells with light
When investigating microcircuit function it is an advantage to be able to maximise
spatial and temporal control of the electrical activity of genetically defined subgroups
of cells (Luo et al., 2008). Optogenetic methods make such investigations possible in
mammals through cell-type specific transgenic expression of microbial opsins that
permit fine temporal control of cells’ membrane potentials (Gradinaru et al., 2007;
Zhang et al., 2010; Yizhar et al., 2011; Fenno et al., 2011).
To investigate medial entorhinal cortex circuit function I used mice homozygous for
the microbial opsin channelrhodopsin-2 (ChR2) (Arenkiel et al., 2007). The mice (stock
number 007612) were obtained from the Jackson Laboratory (http://jaxmice.jax.org/).
In these mice the channelrhodopsin-2 transgene is under the control of the Thy1-
promoter and fused to a yellow fluorescent reporter protein (YFP) (Arenkiel et al.,
2007). Because the Thy1-ChR2-YFP DNA construct is inserted randomly in the genome,
different founder lines have different expression patterns. I used founder line 18,
which has layer-specific Thy1-ChR2-YFP expression in many areas including entorhi-
nal cortex, hippocampus, thalamus and neocortex (Arenkiel et al., 2007). I discuss
MEC layer and cell-type specific expression patterns in Chapter 4.
The microbial opsin channelrhodopsin-2
Channelrhopsin-2 is cation-permeable light-gated membrane channel protein derived
from the green alga Chlamydomonas reinhardii (Nagel et al., 2003). Because the reversal
potential of the channel in Ringer’s solution (ACSF) at physiological pH (∼7.5) is ∼-
20 mV, illuminating mammalian cells that express the channelrhodopsin-2 transgene
with blue light drives their membrane potential towards action potential threshold,
thus providing control over their electrical activity (Nagel et al., 2003; Boyden et al.,
2005). It is maximally activated by ∼460 nm (blue) light and the photocurrent decays
very slowly (time constant > 5 seconds) beyond ∼100 ms after onset of constant
illumination, providing an effectively steady-state photocurrent (Nagel et al., 2003;
Arenkiel et al., 2007; Bamann et al., 2008; Ernst et al., 2008).
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Stimulation hardware configuration
I delivered light to the slice using an LED connected to the epifluorescence port of the
microscope. Light was redirected onto the slice through the 40X objective using a mir-
ror in the light path. The driving current (up to a maximum of 700 mA) determines
the irradiance output (brightness) of the LED and is under the control of a command
voltage (range 0–5 V). To enable illumination with varying intensity I connected the
voltage command input to an analog out port on the ITC-18 digitiser that I controlled
using custom protocols in Axograph X.
In all experiments illumination was done with the field iris diaphragm at its mini-
mum aperture. This delivered an approximately 90 µm spot of light onto the surface
of the slice (Figure 2.4 A).
2.5.2 Calibration of irradiance
To induce ramped and sinusoidal photocurrents in cells I needed to modulate the
irradiance of the LED. In order to determine the voltage command profile to the
LED I first had to establish the relationship between the command voltage and the
irradiance measured in the focal plane of the 40X objective.
Measuring irradiance
I measured the total power of 470 nm light at the focal plane of the 40X objective
with the LaserCheck power meter. Because irradiance is defined as power per area,
I measured the power and divided this measurement by the estimated approximate
cross-sectional area of the light beam in the focal plane of the 40X objective to obtain
irradiance in mW/mm2 (see Figure 2.4).
Writing protocols for controlling irradiance intensity
To derive voltage commands to deliver a desired irradiance profile over time I first
fitted voltage as a function of irradiance from my irradiance data using MATLAB’s
lsqcurvefit algorithm.
Vcmd = f(Lightirrad)
I generated irradiance profiles in MATLAB as a function of time with a pre-specified
sampling rate
Lightirrad = g(t)
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Figure 2.4: LED voltage – irradiance relationship. A Light beam with diameter of ∼90 µm
superimposed on 25 µm grid. Contrast is increased to clearly show the extent of the
light and grid pattern. B Black markers are irradiance estimates for the light made using
the LaserCheck powermeter at different voltage inputs to the LED. Dotted red line is a
polynomial fit.
The final voltage command then becomes
Vcmd = f(g(t))
I exported the time and Vcmd vectors as text files and then converted them in
Axograph to protocols. The command voltages and corresponding irradiance profiles
for light stimuli used during experiments are shown in Figure 2.5.
2.6 methods for measuring cell location along the dorsal-ventral
mec axis
2.6.1 Imaging the location of interest and the surrounding slice
Being able to accurately determine the position of cells along the dorsal-ventral axis
is important for investigating dorsal-ventral gradients in circuit properties. To mea-
sure the position of a recorded neuron along the dorsal-ventral axis I first used a low
magnification objective to image the MEC region of the slice and surrounding areas.
Depending on the constraints of the recording configuration I either (i) marked the
location of interest by including the recording electrode in an image (Figure 2.6 A)
or (ii) pinpointed the recording location by stepping down the field iris diaphragm
to leave a bright circle around the location of interest in a duplicate image, which I
then superimposed on the initial image of the recording location and its surround-
ings (Figure 2.6 B). Up to 3 separate low magnification (4X) images were sometimes
required to cover the area from a ventral recording location to the dorsal border of the
MEC. I then stitched these images together using the Align Layers algorithm in Adobe
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Figure 2.5: Irradiance protocols. A Constant 3 second light stimulus of ∼10 mW/mm2 (up-
per) and corresponding voltage command (lower). B Ramped light protocol with an irradi-
ance maximum of ∼12 mW/mm2 and accompanying voltage command (lower). Note the
VCMD offset of about 0.9 V. C Sinusoidal optical stimulus (upper left) and corresponding
voltage command (lower left). Horizontal expansions of the portions of the irradiance pro-
tocol and voltage command indicated by dotted lines (right panels). Note how the voltage
commands depart from a sinusoid to produce a sinusoidal irradiance profile. Also note
different scale of the ordinate axes to (A) and (B).
Photoshop CS5 to provide an image that distance measurements could be taken from
(Figure 2.6).
2.6.2 Establishing the dorsal border of the MEC
The dorsal border of the MEC provides a convenient landmark from which to mea-
sure dorsal-ventral position whereas the ventral border of the MEC is not as well de-
fined. Figure 2.7 illustrates how the MEC cellular landmarks defined in Nissl stained
slices at different medial-lateral positions appear under DIC illumination. These land-
marks can be used to determine the dorsal border of the MEC.
Figure 2.7 A shows the circular hippocampus (Figure 2.7 (i)) and lack of a para-
subicular protrusion into layer I (Figure 2.7 (iv)) associated with parasagittal slices
containing Lateral Entorhinal Cortex (LEC). Figure 2.7 B-C show typical slices that
contain the MEC. The dorsal part of the prominent dark dorsal Entorhinal/Parasubic-
ular boundary region in the DIC illuminated slices contains an area of the parasubicu-
lum. The parasubiculum area is clearly revealed by Nissl staining in the correspond-
ing images in column (iii). The dorsal border of the MEC (black arrows in 2.7 B and
2.7 C column (iv)) is ventral to the group of parasubicular cells that protrudes far
out into layer I (red arrows in 2.7 B and 2.7 C column (iv)). Comparison of Figures
2.7 B and 2.7 C columns (ii) and (iii) shows that the dorsal border of the MEC in the
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Figure 2.6: Measuring the dorsal-ventral position of locations of interest. A Aligned low
magnification (4X) images that include the entire dorsal-ventral extent of the MEC between
the location of interest (marked by the tip of a recording electrode) and the dark dorsal
entorhinal boundary region (used to establish the dorsal border of the MEC - see Figure
2.7). B As in (A) but including a superimposed image with a stopped down field iris
diaphragm (overlaid with reduced opacity) instead of a recording electrode to mark the
location of interest.
Nissl sections corresponds to a location that is ventral to the dorsal edge of the dark
Entorhinal/Parasubicular boundary region in the DIC slice (black arrows).
The location of the border can be estimated from DIC images and comparison to
reference images (see also van Groen (2001)). Future validation of the dorsal MEC
border with molecular markers will improve the accuracy of this estimate. Stained
reference sections, and sections that are processed for morphological identification of
labeled neurons, may be subject to considerable shrinkage so comparison of absolute
distances relative to landmarks in DIC and reference sections therefore first requires
measurement and correction for shrinkage (see e.g. (Garden et al., 2008)).
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Figure 2.7: Estimating the dorsal border of the MEC from DIC images of parasagittal slices.
A-C Parasagittal sections (lateral to medial) from the Entorhinal Cortex. DIC and Nissl sec-
tions are from different mice. A-C column (i): Parasagittal slices (400 µm thick) (aligned
and blended composites of low magnification (4x) images). A-C (ii): Close up of the en-
torhinal cortex under DIC illumination showing the characteristic darker region with an
inverted ‘U’ shape that indicates the boundary region between dorsal MEC and Para-
subiculum in the top area of each image (partially obscured in (C) (ii) by the slice anchor
chord) . A-C column (iii) Nissl stained slices (40 µm thick) from a different mouse aligned
with images in A-C (ii). The darker, dense layer of cells is layer II. Comparing columns (ii)
and (iii) shows how the Nissl stained cells appear in DIC images. A-C column (iv): Detail
of Nissl stained slices. B and C column (iv) include cells from the parasubiculum (dorsal
part of the dark Entorhinal/Parasubicular boundary region in the DIC images) and cells
from dorsal MEC. In (B) (iv) and (C) (iv) the large dorsal patch of parasubicular cells that
extends deep into layer I is easily visible (red arrows). The ventral edge of these patches
corresponds to the dorsal border of the MEC (black arrows). In (A) (iv) the parasubicular
patch is absent, indicating that the slice is too lateral for a standard parasagittal MEC slice
preparation. In all panels, black arrows indicate the dorsal border of MEC. Grey arrows
indicate the approximate ventral border of the MEC. Nissl stained images provided by Dr.
Melanie White.
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Figure 2.8: Representative distance measurement and recording results. A Blended and
cropped portion of the image in Figure 2.6 A. The positions of a dorsal cell and a ventral
cell are indicated by blue and green filled circles respectively. The black arrow marks the
estimated dorsal border of the MEC and is extended into the deep layers by the white dot-
ted line. The solid white line is a guide showing the contour path along which the pixel
measurement of distance from the dorsal border of the MEC to the ventrally located cell
was taken. Scale bar: 500 µm. B Whole-cell patch-clamp recordings from the dorsal (upper
panel) and ventral (lower panel) cells indicated in (A) showing characteristic stellate cell
electrophysiological properties which vary between dorsal and ventral locations. Left pan-
els: sub-threshold responses (upper traces) to a series of small current steps (lower) used to
calculate input resistance. Central panels: spiking responses (upper traces) to a large posi-
tive current step (lower). Right panels: Three superimposed example spikes from traces in
the middle panels showing spike details.
2.6.3 Calibration and measurement of distances
To facilitate easy measurement of distance in images I used the same low magnifica-
tion (4X) objective to image a 250×250 µm reference grid to establish a pixel:distance
conversion ratio. I used Adobe Photoshop CS5 to measure the pixel distance from
the dorsal border of the MEC to the location of interest along the contour of the MEC
and converted the pixel distance to distance in µm (Figure 2.8 A).
Figure 2.8 A shows an example low magnification composite image of a parasagit-
tal slice after recording, with the locations of two recorded neurons and measurement
guides superimposed. Recordings from the marked dorsal and ventral stellate cells
are shown in Figure 2.8 B. These recordings help to establish the identity of the cells
and illustrate how electrical properties of MEC layer II stellate cells can differ at
dorsal and ventral locations.
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2.7 analysis and statistics
I performed analysis using both standard functions and custom written scripts in
MATLAB (The MathWorks, Natick, MA, USA) and IGORpro (Wavemetrics, Lake Os-
wego, OR, USA). For statistics I used either R (www.r-project.org), Excel (Microsoft,
Redmond, WA, USA) or IGORpro. In statistical analyses, n denotes the number of
patched cells, unless data points are specified as paired recordings. The number of
mice, N, is not reported for individual experiments, but was always >2 and typically
>3. The average number of recorded cells per mouse was 3.3.
Means are reported as ±SEM. I used the adjusted R-squared measure as the co-
efficient of determination for linear models. Adjusted R-squared (R2) compensates
for the tendency of the standard R-squared statistic to increase with the number of
explanatory variables in the model and is derived from the standard R-squared (R2s)
as follows:






where p is the number of explanatory variables in the model. Unlike R2s , R2 can
therefore assume negative values.
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A C O M PA R I S O N O F T H E I N T R I N S I C P R O P E RT I E S O F
S T E L L AT E C E L L S U S I N G P E R F O R AT E D A N D W H O L E - C E L L
PAT C H - C L A M P M E T H O D S
Work discussed in this chapter is adapted from, or appears in: Pastoll, H. et. al. 2012. Intrin-
sic electrophysiological properties of entorhinal cortex stellate cells and their contri-
bution to grid firing fields. Frontiers in Neural Circuits. 6: 17.
3.1 introduction
Stellate cells account of the majority of cells in the MEC (Alonso and Klink, 1993;
Gatome et al., 2010) and are the main excitatory output of the MEC to the dentate
gyrus (DG) and CA3 fields of the hippocampus (Steward and Scoville, 1976; Schwartz
and Coleman, 1981; Ruth et al., 1982; Köhler, 1986; Ruth et al., 1988; Insausti et al.,
1997; Dolorfo and Amaral, 1998). Input to the hippocampus from the perforant path
is important for spatial behaviours (Good and Honey, 1997; Steffenach et al., 2005),
suggesting that stellate cells play an important role in spatial processing in the hip-
pocampal formation. Stellate cells are known to be spatially modulated, with firing
patterns on tracks that is consistent with grid cell firing patterns in linear environ-
ments (Burgalossi et al., 2011; Schmidt-Hieber and Häusser, 2013).
Since stellate cells are a critical component of the medial entorhinal cortex (MEC)
microcircuitry (Cajal, 1995; Steward and Scoville, 1976; Alonso and Llinás, 1989; Bur-
galossi et al., 2011), spatial computations performed by the MEC must engage their
intrinsic excitable properties. The intrinsic excitable properties of stellate cells will
thus constrain the possible functional repertoire of the MEC layer II microcircuit, and
an understanding of their intrinsic properties will thus provide valuable insights into
the computational strategies employed by the MEC.
3.2 measurements of intrinsic properties differ depending on record-
ing method
Experiments investigating stellate cell intrinsic properties have used either sharp elec-
trode (e.g. Alonso and Llinás, 1989; Alonso and Klink, 1993; Haas, 2002; Erchova et al.,
2004; Schreiber et al., 2004; Boehlen et al., 2010) or whole-cell (e.g. Nolan et al., 2007;
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Giocomo et al., 2007; Garden et al., 2008; Boehlen et al., 2010; Heys et al., 2010) record-
ings. However, both these recording methods impact normal cellular function and so
may yield data that do not accurately reflect the intrinsic properties of undisturbed
cells. The different recording methods also impact cells in different ways, evidenced
by the existence of conflicting data. For example, sharp electrode recordings typi-
cally lead to lower estimates of the resting membrane potential and input resistance
(Boehlen et al., 2010) and higher estimations of the peak resonant frequencies (c.f
Erchova et al., 2004; Nolan et al., 2007). Why do the different recording methods pro-
duce these, and potentially other, dissimilar results and how can these disagreements
be addressed in order to obtain accurate measurements of the intrinsic excitable prop-
erties of stellate cells?
Sharp electrode recordings introduce a somatic shunt
In sharp electrode recordings the cell is penetrated with a high resistance electrode.
Because the membrane is punctured its resistance decreases – current can leak across
the membrane more easily (Spruston and Johnston, 1992; Staley et al., 1992). This
leak comprises a non-specific electrode leak current and another mediated by an
sustained potassium conductance (Staley et al., 1992). This leak creates a somatic
shunt as current input that leaks out across the artifactual conductances will not be
available to charge the membrane capacitance, so given current inputs will create
smaller voltage deflections.
In other cell types, direct comparisons between whole-cell patch-clamp and sharp
electrode recordings show that ionic flux from the extracellular medium across the
ruptured membrane can lead to altered resting potentials, lower input resistance and
decreases in the membrane time constant (Staley et al., 1992; Li et al., 2004). Further-
more, recording artefacts such as large and variable tip potentials and the apparent
(but not actual) hyperpolarisation of resting membrane potentials can also be a prob-
lem (Li et al., 2004).
In addition, damage to the membrane inflicted by the electrode entry into the cell
will likely lead to Ca2+-dependent intracellular repair mechanisms which engage a
number of intracellular signalling pathways (McNeil and Steinhardt, 2003). This may
disrupt processes that are important for maintaining intrinsic excitable properties.
Whole-cell recordings can lead to washout of intrinsic properties
To obtain whole-cell patch-clamp recordings the cell membrane is ruptured to pro-
vide electrical access to the cell (Hamill et al., 1981). Since even large molecules can
diffuse freely between the cytoplasm and the pipette solution, loss of cell contents
critical for maintenance of normal cellular processes can occur, disrupting normal
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cell function (Spruston and Johnston, 1992; Akaike and Harata, 1994). Processes that
are known to suffer gradual washout (rundown) during whole-cell recordings in-
clude second-messenger signalling, Ca2+ buffering and channel activities (Akaike
and Harata, 1994). Washout of intrinsic properties in other cell types has been shown
to depend on the dominant ion in the internal solution, indicating that intrinsic prop-
erties can be sensitive to the exact composition of the dialysing solution (Kaczorowski
et al., 2007).
In stellate cells the disruption of [Ca2+]-dependent processes is a particular con-
cern. For example, since stellate cells express Ca2+-dependent potassium channels
(Khawaja et al., 2007), their electrical activity depends on the intracellular Ca2+ con-
centration, which is itself regulated by voltage-dependent Ca2+ channels (Bruehl
and Wadman, 1999). Because calcium can diffuse freely between the cytoplasm and
the pipette, whole-cell patch-clamp recordings could attenuate this dependency and
thereby remove an important aspect of the cells’ normal electrical response. Other
intracellular processes in stellate cells may also be subject to rundown, but have not
been reported.
In addition, the damage to the membrane that is necessary to achieve whole-
cell configuration will also likely initiate Ca2+-dependent intracellular repair mecha-
nisms (McNeil and Steinhardt, 2003).
Perforated patch recordings are minimally disruptive
One way to avoid the problems associated with whole-cell and sharp electrode record-
ing methods is to use the perforated patch-clamp method. This technique minimises
the disruptive effects of recording on cellular processes and so produces data that are
free from somatic shunt and washout artefacts.
As with whole-cell patch-clamp, perforated patch-clamp permits gigaohm seals to
form between the membrane and the glass pipette, reducing noise and maintaining
the integrity of the membrane (Horn and Marty, 1988; Akaike and Harata, 1994).
However, in perforated patch recordings, antibiotics that permeabilise the membrane
are included in the pipette solution (Horn and Marty, 1988; Akaike and Harata, 1994).
The antibiotics form stable pores in the membrane that permit electrical access to the
interior of the cell (Horn and Marty, 1988; Akaike and Harata, 1994) while avoiding
dialysis of the intracellular contents as the pores formed by the antibiotic only allow
monovalent ions (e.g. Na+, K+) to pass. Larger ions such as Ca2+, Mg2+ and SO42−
cannot traverse the membrane and so the normal intracellular concentrations of these
ions are maintained (Akaike and Harata, 1994).
Because the pores formed by the antibiotics are small (Akaike and Harata, 1994)
and because the Ca2+-dependent repair response to membrane damage depends
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on the degree of the damage (McNeil and Steinhardt, 2003), it is likely that any
effect the repair response has on intrinsic excitable properties during perforated patch
recordings is much lower than during sharp electrode and whole-cell recordings.
Different pore-forming antibiotics including nystatin, amphotericin B and gram-
icidin have been used successfully for perforated patch-clamp recording. Ampho-
tericin B has the advantage that the pores it forms are resilient and so permit long
(>60 min) recordings (Akaike and Harata, 1994).
Because of the benefits afforded by perforated patch recording technique I decided
to use this method to establish accurate characterisations of the intrinsic excitable
properties of stellate cells. I reasoned that by potentially resolving inconsistencies
and revealing novel properties, perforated patch data would help to evaluate the
accuracy of data obtained using the other recording techniques. It could thus also
serve as a test for establishing the suitability of the other recording techniques for
investigating the various intrinsic electrical phenomena exhibited by stellate cells.
3.3 intrinsic excitable properties of stellate cells
I systematically investigated the intrinsic excitable properties of stellate cells dis-
cussed in Section 1.4 of Chapter 1 using the perforated patch-clamp method. To
directly compare intrinsic excitable properties recorded with whole-cell and perfo-
rated patch-clamp techniques I recorded separately from populations of stellate cells
using both methods under the same conditions.
To reduce noise resulting from synaptic inputs I blocked excitatory glutamate
AMPA and NMDA receptors with NBQX (5 µM) and D-AP5 (50 µM) and inhibitory
GABAA and GABAB receptors with Picrotoxin (50 µM) and CGP55845 (1 µM) respec-
tively throughout recordings. To ensure that the results were not biased by variation
in electrophysiological properties arising from variation in the the dorsal-ventral loca-
tion of the recorded cells I ensured that cells in both recording conditions were evenly
sampled from across the dorsal-ventral extent of layer II and controlled for the dorsal-
ventral position of the recorded cells by using Analysis of Covariance (ANCOVA) for
statistical analyses (see Zar, 1998; Crawley, 2005, for details of ANCOVA).
3.3.1 Membrane properties at rest
To investigate the basic electrophysiological properties of the membrane around rest-
ing potential I injected a series of small current steps in current clamp and recorded
the membrane response (see Figure 3.1 A,C). From these traces I calculated the rest-
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Figure 3.1: Resting membrane properties. A,C Examples of perforated patch-clamp record-
ings of membrane potential responses to current steps (C, lower) recorded from dorsal
(A) and ventral (C) stellate cells. Arrows indicate the membrane potential ‘sag’. B,D Peak
(closed triangles) and steady-state (open circles) membrane potential responses plotted as
a function of current step amplitude for data from dorsal (B) and ventral (D) stellate cells
in (A,C).
ing membrane potential, input resistance, membrane time constant and the sag coef-
ficient.
The resting membrane potential
I estimated resting membrane potential by taking the mean value of the resting trace
(the trace in each series with no current injection). I found that for perforated patch
recordings the mean resting potential was ∼3 mV more depolarised than for whole-
cell recordings (p = 0.047; Table 3.1).
Input resistance
Figure 3.1 B,D displays the steady state (mean of each trace for 2 s before the offset
of the current step) and peak (value of most extreme deflection) membrane potential
deflections during current steps plotted against the injected current. The input resis-
tance is defined as the magnitude of the voltage change divided by the amplitude
of the current input, and so can be read off as the slope of the graph. Within cells,
the input resistance does not change much across the range of membrane potentials
reached during the small current steps.
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Perforated patch Whole-cell p Test
(n = 11) (n = 14)
Resting Vm (mV) -64.2 ± 0.7 -67.1 ± 0.8 0.047 ANCOVA
Input resistance (+ve) (MΩ) 55.5 ± 9.6 34.9 ± 3.5 0.0002 ANCOVA
Input resistance (-ve) (MΩ) 53.8 ± 9.4 32.5 ± 3.0 0.0004 ANCOVA
Membrane time constant (ms) 11.2 ± 0.9 12.7 ± 0.9 0.64 ANCOVA
Sag coefficient 0.66 ± 0.02 0.58 ± 0.01 0.0005 ANCOVA
Location (µm) 1096 ± 192 1114 ± 206 0.92 t-test
Table 3.1: Sub-threshold membrane properties.
I calculated input resistance values from the mean steady-state membrane voltage
deflection in response to both positive and negative current input steps. I found
that perforated patch recordings revealed input resistances ∼60% higher than those
recorded with whole-cell patch-clamp (IR (+ve) p = 0.0002, IR (-ve) p = 0.0004; Table
3.1).
Membrane time constant
I estimated the membrane time constant, τm, by fitting a single exponential function
to the segment of each voltage trace following the current injection step (Nolan et al.,
2007). To do this I wrote a script in MATLAB that extracted the segment of each trace
from the current onset to the peak of the voltage deflection. The duration of each ex-
tracted segment thus depended on the delay to the voltage deflection maximum. The
script then used lsqcurvefit function to estimate the value of the parameters Voffset,
Vamplitude and τm that minimised the value of the expression
Voffset + (Vamplitude × e
−t
τm ).
The script enabled visual confirmation of all fits by superimposing the fit onto the
extracted segment of trace (see Figure 3.2). Because the time constant of the relaxation
from the maximum to steady-state voltage is much slower than τm, and because the
single exponential function typically fit the entire extracted trace segment very well,
it is likely that there was minimal contamination of the estimated τm by the sag.
I calculated the mean τm value for each cell by finding the mean of estimated τm
fits for all individual traces in response to different current steps (Table 3.1). The
membrane time constant did not significantly differ between recording methods (p =
0.64) (Table 3.1).
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Figure 3.2: Time constant estimation. A Example voltages traces (upper) in response to sub-
threshold current steps (lower). B Expansion of the voltage traces (from dotted box in (A))
(grey), and superimposed single exponential fits (red) to the rising phase of the voltage
response to the current inputs. The fits fit the data well and provide an estimation of the
membrane time constant.
Sag coefficient
The Sag coefficient measures the ratio of the magnitude of the steady-state to maxi-
mal voltage deflections (a lower coefficient indicates a greater sag) (Nolan et al., 2004,
2007) (see Table 3.1 and Figure 3.1). Perforated patch recordings exhibited a small
(∼13%) but significant decrease in sag magnitude relative to whole-cell recordings
(Table 3.1). Because the sag reflects activation (in the hyperpolarising direction) or
inactivation (in the depolarising direction) of Ih, and Ih opens at hyperpolarised volt-
ages, the reduction in sag may be accounted for by the difference in resting membrane
potential between the two recording methods.
Theta-frequency resonance
To compare the resonant properties of stellate cells in different recording conditions
I injected a constant amplitude sinusoidal current waveform with frequency linearly
increasing from 1–20 Hz (grey trace, Figure 3.3) (Erchova et al., 2004; Nolan et al.,
2007). I analysed the responses from cells at rest (Figure 3.3 A,D black trace) and
when depolarised with a holding current to peri-threshold potentials (Figure 3.3 A,D
red trace). I considered the peri-threshold potential to be the highest mean membrane
potential that did not result in spiking during the sinusoidal current injection. I found
this to be approximately -55 to -50 mV. To determine the appropriate holding current
I found the minimal holding current that elicited spikes during sinusoidal stimulus
and decreased it by 10 pA.
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To calculate the resonant frequency impedance peak, FZ−max, I found the maximum
of the impedance spectrum (the real part of the ratio of the voltage and input current
amplitude spectra) (Erchova et al., 2004; Nolan et al., 2007). Because cell membranes
act as low-pass filters which attenuate high frequency inputs, in non-resonant cells
FZ−max is close to 0 (Erchova et al., 2004). However, in stellate cells, with perforated
patch recordings, I found that FZ−max lies in the theta-frequency range (Figure 3.3). It
has similar values when measured with whole-cell recordings at both resting poten-
tial (p = 0.84) and when depolarised to peri-threshold potential (p = 0.56) (see Table
3.2 and also Giocomo et al. (2007); Nolan et al. (2007); Boehlen et al. (2010); Heys et al.
(2010)).
To quantify the magnitude of the resonance, Q, I used the ratio between the impedance
value at FZ−max and the impedance value at 1 Hz (higher Q values reflect a larger res-
onance peak) (Erchova et al., 2004; Nolan et al., 2007). At resting potentials I found
that Q does not differ significantly between the two methods (p = 0.1; Table 3.2).
However, with perforated patch-clamp recordings Q is significantly smaller at peri-
threshold compared to resting membrane potentials (p = 0.03; Table 3.2). In these
whole-cell recordings Q is similar when measured at resting potential (-65 mV) and
peri-threshold potentials (-50 to -55 mV) (p = 0.4; Table 3.2). However, previous results
indicate that Q is reduced on depolarisation from -70 to -60 mV in whole-cell record-
ings (Nolan et al., 2007). This apparent discrepancy may be explained by resonance
at peri-threshold potentials resulting from a different mechanism to that observed at
resting potentials.
To obtain the lag between the input current and recorded voltage I calculated their
relative phase (the imaginary part of the ratio of the Fourier transforms of the mem-
brane voltage and input current waveform) (Nolan et al., 2007). Positive phase values
(downward in Figure 3.3 C,F) reflect a phase advance of the voltage response rela-
tive to the injected current. The phase advance observed at low (< 5Hz) frequencies
and lag at higher frequencies observed with perforated-patch recordings is consistent
with whole-cell data (Nolan et al., 2007).
These recordings indicate that resonant properties of stellate cells are largely simi-
lar for perforated-patch and whole-cell recordings, suggesting that whole-cell record-
ings may be more suitable than sharp-electrode recording methods for assessing res-
onant properties of stellate cells, as sharp-electrode recordings often conflict with
whole-cell data (e.g. Boehlen et al., 2010). However, there is one discrepancy between
the whole-cell and perforated-patch recording methods. The significantly smaller
magnitude of resonance at peri-threshold potentials compared to resting potentials
that is not observed with whole-cell recordings may indicate washout of a conduc-
tance that dampens resonance at peri-threshold potentials and suggests that reso-
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Figure 3.3: Membrane potential resonance. A,D Examples of perforated patch-clamp record-
ings of membrane potential responses from resting potential (black) and from depolarized
membrane potential (red) to ZAP current waveforms (grey) (D, lower), from dorsal (A)
and ventral (D) stellate cells. B,E Membrane impedance plotted as a function of frequency.
C,F Membrane phase plotted as a function of frequency. (B,C) and (E,F) are calculated
from data in (A) and (D), respectively.
nance at resting and peri-threshold potentials may rely on different ionic mecha-
nisms.
3.3.2 Peri-threshold spontaneous activity
To investigate spontaneous peri-threshold activity I injected 20 s current steps to
depolarise cells to close to spiking threshold (Dodson et al., 2011). I used a current
step ∼10 pA lower than the minimum magnitude for eliciting spikes. To avoid onset
artefacts and to allow the membrane potential to reach steady state I examined the
final 15 s of each 20 s trace for theta-frequency activity.
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Perforated patch Whole-cell p Test
(n = 5) (n = 14)
Q (resting) 2.0 ± 0.2 1.7 ± 0.1 0.1 ANCOVA
Q (peri-threshold) 1.6 ± 0.1 1.8 ± 0.1 0.3 ANCOVA
FZ−max (Hz) (resting) 5.9 ± 1.0 6.1 ± 0.5 0.84 ANCOVA
FZ−max (Hz) (peri-threshold) 4.7 ± 0.9 4.4 ± 0.4 0.56 ANCOVA
Resting Peri-threshold p Test
Q (perforated patch) 2.0 ± 0.2 1.6 ± 0.1 0.03 Paired t-test
Q (whole-cell) 1.7 ± 0.1 1.8 ± 0.1 0.4 Paired t-test
FZ−max (Hz) (perforated patch) 5.9 ± 1.0 4.7 ± 0.9 0.02 Paired t-test
FZ−max (Hz) (whole-cell) 6.1 ± 0.5 4.4 ± 0.4 2.8e-6 Paired t-test
Table 3.2: Resonant properties.
In theory, theta-frequency membrane potential activity could be due to different
mechanisms, including true oscillatory processes, filtered noise or random walk dy-
namics (Figure 3.4). Power spectra and autocorrelograms, which have been used by
previous studies to investigate theta-frequency activity (Alonso and Llinás, 1989; Gio-
como et al., 2007; Nolan et al., 2007; Boehlen et al., 2010) may not reliably distinguish
between these mechanisms. Indeed, synthetic data generated by random processes,
such as high variance gaussian noise with lowpass filtering and random walks with
decay, can produce power spectra with prominent peaks and regular autocorrela-
tions, potentially giving the misleading impression that these data are generated by
genuine oscillatory processes (see Figure 3.4 D,E second and third columns). Because
cell membranes act as low pass filters and have history dependence, signals produced
by random processes in real cells may appear oscillatory if analysed with these tech-
niques. This could be a particular problem if ‘ideal’ trace segments are selected as
representative of a particular neuron, especially if the criterion for selection is that
they appear to reveal an oscillatory signal.
Lomb analysis distinguishes random and periodic processes
To overcome the uncertainties associated with using Fourier power spectra and au-
tocorrelograms to identify oscillatory processes I used Lomb least-squares analysis,
which provides a measure of the statistical significance of peaks in a power spec-
trum (Lomb, 1976; Horne and Baliunas, 1986; Zechmeister and Kürster, 2009). The
significance of each frequency component is estimated by comparing its power in
the Lomb periodogram against the exponential distribution that frequency powers
would follow if the signal were pure Gaussian noise. This permits comparison of
all the statistically significant frequency components in a given trace segment with
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others in a series of consecutive trace segments to test whether significant frequency
components remain similar. If consecutive segments have dissimilar significant fre-
quency components this indicates that the underlying signal is not stable (and thus
unlikely to be periodic), even if significant frequency components exist within each
trace segment.
Lomb processing is computationally expensive so to reduce the number of data
points I bandpass filtered traces from 0.5 – 50 Hz and resampled at 100 Hz. To do the
Lomb analysis I wrote a script using an implementation in MATLAB of the algorithm
described in Press et al. (1992) with the oversampling parameter set to 4 and and the
highest frequency set to the Nyquist rate (100 Hz).
The output of an oscillator depends on amplitude noise (α(t)), phase noise (φ(t))
and additive noise. The expression for a noisy output signal (where additive noise is
sampled from a Gaussian distribution) can thus be given as:
soutput = α(t) · cos(t+φ(t)) +N(µ,σ2)
When applied to 10 consecutive 3 s synthetic trace segments, Lomb analysis clearly
distinguishes data generated by periodic processes, even in the presence of high mag-
nitude additive noise or phase noise, from data generated by purely random pro-
cesses (Figure 3.4 rightmost column). The periodic processes (Figure 3.4 B,C) produce
narrow ranges of significant frequencies in each trace segment with a most significant
frequency that is stable across consecutive segments. On the other hand, the random
processes (Figure 3.4 D,E) produce a wide range of significant frequencies, with a
most-significant frequency that varies substantially across trace segments.
Peri-threshold theta-frequency activity
I found that with perforated patch-clamp recordings that all stellate cells generated
substantial voltage fluctuations (∼2 mV amplitude) at membrane potentials close to
spike threshold (Figure 3.5 A,E,F,J).
To directly compare this data to previous findings (Alonso and Llinás, 1989; Gio-
como et al., 2007; Nolan et al., 2007; Boehlen et al., 2010) I needed to initially use
similar analysis methods. I therefore first used standard Fourier decomposition to
generate spectrograms of the peri-threshold activity with MATLAB. Using spectro-
grams with short (1 s) Hanning windows (32768 points, 90% overlap) reveals that the
membrane activity is characterised by non-stationary brief epochs of power at theta
frequencies (Figures 3.5 B,G). The use of long windows (6.5 s, 131072 points, 95%
overlap) for spectrograms, as in some previous studies (e.g. Yoshida et al., 2011), may
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Figure 3.4: Comparison of methods for analysis of oscillatory activity. A–E Examples of
analysis of signals in the presence of different types of noise. A Unit variance pure Gaus-
sian noise (no rhythmic component). B A 10 Hz sine wave with added unit variance
Gaussian noise. C A 10 Hz sine wave with amplitude 0.5 units containing phase noise
with maximum period shift of ±0.5 units. D High (2 unit) variance Gaussian noise filtered
with a cut off of 10 Hz. E A random walk generated by incremental addition of low (1 unit)
variance Gaussian noise with a 25 ms decay time constant. The first column shows 1 s of
example data, the second to fourth columns shows the power spectral density, the autocor-
relation function and the Lomb spectra generated from 3 s waveforms generated by each
process, while the fifth column plots the frequency of the largest amplitude significant
peak in the Lomb spectra (red filled circles) and the frequencies of all other significant
peaks (open circles) for 10 consecutive simulation epochs each of duration 3 s.
cause this transient activity to appear sustained (cf Figures 3.5 B–C, G–H). This could
give the impression that the activity is generated by a stable periodic process.
However, when consecutive segments of activity are analysed with Lomb peri-
odograms, the instability is manifest as variability in the frequency of the most sig-
nificant activity peak and as multiple peaks in each segment (Figure 3.5 D,I). This
variability is clear from representative data (Figures 3.5 E,J). Variability in the fre-
quency of activity is also apparent during periods between action potential clusters
(Figure 3.5K). Considering only the most significant peak in each of five epochs of
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duration 3s, the mean frequency is 3.6 ± 0.5 Hz (n = 11), while the range of significant
frequencies across all five epochs is 3.2 ± 0.55 Hz (n = 11).
Together, this data and analysis indicates that the spontaneous peri-threshold ac-
tivity is not rhythmic. This contrasts with earlier reports that used sharp electrode
and whole-cell recordings and relied on autocorrelation and Fourier decomposition
methods for analysis (Alonso and Llinás, 1989; Klink and Alonso, 1993; Dickson et al.,
2000b; Giocomo et al., 2007; Boehlen et al., 2010). Instead, I find using Lomb analysis
that the spontaneous activity is in fact characterised by multiple overlapping signif-
icant frequency components, with no single dominant frequency. In addition, each
frequency component is transient, indicating that the membrane potential is charac-
terised by rapidly changing combinations of frequencies.
3.3.3 Supra-threshold activity
Are the characteristic features of stellate cell action potentials and their after-polarisations
seen with whole-cell and sharp electrode recordings (Alonso and Llinás, 1989; Klink
and Alonso, 1993; Nolan et al., 2007) also maintained during perforated patch record-
ings? To answer this I directly compared spike characteristics measured during per-
forated patch and whole-cell recordings.
The action potential and its after-polarisation
The rheobase current is the minimally sufficient injected current required to elicit
action potentials. Consistent with the difference in input resistance between the dif-
ferent recording methods I found the rheobase current was significantly smaller with
perforated patch recordings (Table 3.3). To ensure that, on average, cells in the dif-
ferent conditions spiked at similar rates I applied 20 s current steps with magnitude
such that cells fired action potentials in the 1–3 Hz range (Figure 3.6). I wrote a MAT-
LAB script that analysed the resulting spike trains by identifying individual action
potentials and measuring their properties of interest.
I found that the properties of the spike parts of action potentials were very similar
across different recording conditions. There were no significant differences between
spike maxima, spike width or spike thresholds (Table 3.3). In contrast, I found that
the AHPs were significantly shorter in perforated patch recordings (p = 0.03), even
though their voltage minima did not differ significantly (p = 0.08; Table 3.3).
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Figure 3.5: Peri-threshold theta-frequency activity. A,F Examples of perforated patch-clamp
recordings of peri-threshold (black) and threshold (grey) membrane potential responses
to current steps. B,G Spectograms from peri-threshold responses in (A,F), calculated with
1 s windows. C,H Spectrograms from the same traces calculated using 6.5 s windows. D,I
Frequency of the most significant component (red) and all other significant frequencies
(black) of peri-threshold membrane potential activity in (A,F). Frequencies are obtained
from Lomb periodograms of contiguous 3 s segments of data. E,J Examples of consecutive
2 s segments of data from peri-threshold activity in (A,F). K Examples of 1.5 s segments
of membrane potential activity triggered by final spikes of three consecutive clusters of
action potentials in (A). Note the different frequency of the theta activity following each
spike cluster.
Patterns of spiking output
Changes in the duration of the AHP predict changes in the patterns of spike output.
The association between changes in the duration of the AHP and the spiking patterns
has been shown in HCN1 knockout animals, and during pharmacological block of
Ih (Nolan et al., 2007), and has been described in modelling studies (Dudman and
Nolan, 2009).
At low (<∼5 Hz) overall spike frequencies stellate cells tend to spike in clusters
(Alonso and Klink, 1993; Klink and Alonso, 1993; Nolan et al., 2007; Engel et al.,
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Figure 3.6: Clustered firing patterns. A,C Examples of perforated patch-clamp recordings
of supra-threshold membrane potential responses (upper left) to positive current steps
(lower left) from dorsal (A) and ventral (C) stellate cells. Action potentials on an ex-
panded time base are shown to the right. B,D Examples of five consecutive action po-
tential after-polarisations captured from traces in (A,C). Arrows indicate components of
the after-polarisation.
2008; Fernandez and White, 2008). This clustering is also evident in perforated patch
recordings (Figure 3.6). To analyse spike clustering I applied the criteria employed
by Nolan et al. (2007) and considered a series of spikes a cluster only if the time
elapsed between the first (last) spike in the series and a previous (following) spike
was >300 ms and the delay between every pair of consecutive spikes in the series
was <200 ms. Consistent with a reduced AHP duration I found that the frequency
of spikes within clusters was ∼50% higher in perforated patch recordings compared
to whole-cell recordings (p = 0.004), despite a similar number of spikes per cluster in
the different recording conditions (p = 0.1; Table 3.3). The perforated patch recordings
also revealed that clustering in stellate cells is exceptionally robust (Figure 3.6 A,C
and Table 3.3). I quantified the robustness of clustering, PC, as the probability that any
given spike occurs within a cluster (Nolan et al., 2007). In perforated patch recordings
∼85% of spikes occurred within clusters (PC = ∼0.85) compared to only ∼26% in whole-
cell recordings (PC = ∼0.26), a greater than 3-fold increase (p = 1.1e-5; Table 3.3).
The robust spike clustering, the higher frequency of spikes in clusters and the
shorter AHP revealed by the perforated patch recordings provides new information
about a set of mechanisms that may play a functional role in MEC layer II microcircuit
computations.
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Perforated patch Whole-cell p Test
(n = 11) (n = 13)
Overall spiking frequency (Hz) 2.1 ± 0.1 2.3 ± 0.1 0.17 ANCOVA
Rheobase (pA) 182 ± 19 246 ± 22 0.005 ANCOVA
Spike max (mV) 41.9 ± 1.7 45.8 ± 1.0 0.06 ANCOVA
Spike width at half-height (ms) 0.59 ± 0.02 0.6 ± 0.01 0.65 ANCOVA
Spike threshold (mV) -44.7 ± 1.5 -42.5 ± 0.7 0.16 ANCOVA
AHP minimum (mV) -60.9 ± 0.7 -59.2 ± 0.6 0.08 ANCOVA
AHP width at half-height (ms) 64.3 ± 3.9 74.9 ± 4.1 0.03 ANCOVA
Intra-cluster spike frequency (Hz) 11.8 ± 1.3 7.8 ± 0.3 0.004 ANCOVA
Spikes per cluster 2.6 ± 0.1 3.8 ± 0.7 0.1 ANCOVA
Proportion of spikes in clusters (PC) 0.85 ± 0.06 0.26 ± 0.01 1.1e-5 ANCOVA
Table 3.3: Action potential properties.
3.3.4 Rundown of conductances in whole-cell configuration
The perforated patch data described above suggest that during whole-cell recordings
there may be washout of a conductance that is not necessary for clustered firing
patterns, but that increases their probability of occurrence.
I took advantage of the relatively large differences between whole-cell and perfo-
rated patch-clamp methods in the AHP duration and PC to estimate the time course
of changes that takes place during intracellular dialysis associated with whole-cell
recording from stellate cells (Figure 3.7). To do this I measured the AHP half-duration
and PC at intervals of 2, 5, 10, 20 and 30 min after break-in to whole-cell configura-
tion (n = 12). I also compared these values to those obtained during perforated patch-
clamp recordings (n = 11). I found that even within 2 min of break-in to whole-cell
configuration – the shortest interval within which I could reliably estimate the thresh-
old current to trigger spike firing – PC differed significantly from that measured with
perforated patch-clamp recording (p = 0.003, ANCOVA; Figure 3.7 E). PC continued
to change throughout the duration of the 30 min whole-cell recording (2 min vs 30
min, p = 0.004, paired t-test). There was no significant difference between the AHP
half-duration in perforated patch experiments and 2 min into the whole-cell record-
ings (p = 0.7, ANCOVA). However, the AHP duration subsequently lengthened (2
min vs 30 min, p = 8e-4, paired t-test; Figure 3.7). In contrast to the change in PC,
the AHP duration appeared to reach a steady state before the end of the 30 minute
recordings (Figure 3.7 F).
The different timecourses of the PC and AHP washouts suggests that at least two
different intracellular mechanisms are affected during whole-cell recordings. It also
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Figure 3.7: Washout of spiking properties during whole-cell recording. A,C Spiking pat-
tern (left) and after-hyperpolarization (right) in a dorsal (A) and ventral (C) stellate cell
approximately 2 min after break in. B,D Spiking pattern and after-hyperpolarisation from
the same cells as in (A,C), 30 min after break-in. E Decrease of the probability of spikes oc-
curring in a cluster (Pc) over time after break-in. F Increase in the after-hyperpolarisation
width at half-height over time. In (E,F) the red data point at time zero is from the per-
forated patch data. ANCOVA was used for comparisons between data obtained using
different recording methods and Student’s paired t-test to test differences within cells at
different time points.
suggests that the AHP duration is not the only determinant of PC and that a sepa-
rate conductance, which may be independently regulated, also contributes to spike
clustering.
3.4 dorsal-ventral organisation of membrane properties
Much of the variation in the intrinsic properties of stellate cells recorded using whole-
cell and sharp electrode techniques is explained by the position of the recorded cell
along the dorsal-ventral axis of the MEC (Giocomo et al., 2007; Garden et al., 2008;
Boehlen et al., 2010). To test whether these gradients in intrinsic properties are main-
tained with perforated patch recordings I re-analysed the data described above, us-
ing linear regression to investigate the relationship between the location of recorded
cells and their intrinsic excitable properties. Cell recording locations were evenly dis-
tributed along almost the entire extent of the dorsal-ventral axis in both recording
conditions and the mean location was not significantly different (p = 0.92, Figure 3.1,
ranges: perforated-patch, 50–2110 µm; whole-cell, 80–2150 µm).
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3.4.1 Resting membrane properties
Passive properties
In sharp electrode and whole-cell recordings stellate cells at dorsal locations have
lower input resistance and faster membrane time constants than those at ventral lo-
cations (Garden et al., 2008; Boehlen et al., 2010). Consistent with these data, in per-
forated patch-clamp experiments I also found significant dorsal-ventral organisation
of the input-resistance (R2 = 0.53, p = 0.007) and membrane time constant (R2 = 0.76,
p = 0.0003), but not the resting membrane potential (R2 = 0.11, p = 0.17) (Figures 3.8
A–C).
Frequency selectivity
As discussed in Chapter 1, previous recordings have demonstrated that dorsal cells
exhibit resonance peaks at higher frequencies than cells in ventral locations (Giocomo
et al., 2007; Boehlen et al., 2010). The perforated patch-clamp data are consistent with
these results, as is the new whole-cell data, both of which show a clear gradient in
the resonant frequency peak, FZ−max, along the dorsal-ventral axis. This is true at rest
and at peri-threshold potentials (Figures 3.8 E).
In my whole-cell data (Figure 3.8 D) as well as in previous sharp electrode and
whole-cell recordings (Boehlen et al., 2010), the resonance magnitude, Q, appears to
be somewhat larger at more dorsal locations. This trend is evident at resting and at
more depolarised potentials although the effect is very small and only occasionally
significant (Boehlen et al., 2010). The perforated patch data, however, does not reveal
a gradient at either membrane potential, suggesting that any resonance magnitude
gradient is not robust (resting: R2 = -0.27, p = 0.73; peri-threshold: R2 = 0.05, p = 0.35)
(Figure 3.8 D).
3.4.2 Peri-threshold theta-frequency activity
To quantify the dorsal-ventral organisation of peri-threshold theta-frequency activity
in perforated patch recordings I again used Lomb analysis to extract the significant
frequency components from the peri-threshold activity. I determined the most signif-
icant frequency component from the entire final 15 s of the peri-threshold section of
each recording and compared this to the average of the most significant frequencies
obtained from each of 5 separate consecutive 3 s segments comprising the 15 s section
of the trace (Figure 3.9 A,B (left panel)). The different analysis procedures produced
different estimations of the most significant frequency, which is expected if the theta-
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Figure 3.8: Dorsal-ventral organisation of resting and resonant membrane properties. A–E
Resting membrane potential (A), input resistance (B), membrane time constant (C), reso-
nance amplitude (D) and resonant frequency (E) are plotted as a function of the location of
the recorded stellate cell. Red lines indicate fits to the perforated patch-clamp data. Grey
dashed lines indicate fits to the whole-cell data. Adjusted R2 value and significance of the
fit for the perforated patch-clamp data are stated above each plot. The R2 and significance
values for fits of the whole-cell data are as follows: V, R2 = 0.04, p = 0.24; R, R2 = 0.59, p
= 0.0009; τm, R2 = 0.64, p = 0.0003; Qrest, R2 = 0.22, p = 0.052; Qperi, R2 = 0.006, p = 0.32;
Frest, R2 = 0.46, p = 0.005; Fperi, R2 = 0.5, p = 0.003. Location refers to distance from the
dorsal border of the MEC.
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frequency activity exhibits unstable transient power in the theta band. However, the
most significant frequencies followed dorsal-ventral gradients, with higher frequen-
cies at more dorsal locations, in both the 15 s section (R2 = 0.64, p = 0.002; Figure 3.9
A) and the 5 × 3 s trace segments (R2 = 0.3, p = 0.046; Figure 3.9 B (left panel)). The
range of the most significant peaks obtained from the 5 × 3 s segments was greater
dorsally, indicating that cells at more dorsal locations can produce peri-threshold ac-
tivity that spans a wider range of frequencies (R2 = 0.37, p = 0.03, Figure 3.9 B (right
panel)).
Measuring all significant frequency components from the 5 × 3 s segments shows
that the average number of significant frequencies displayed by each cell in each 3 s
segment does not vary with location along the dorsal-ventral axis (R2 = -0.018, p =
0.39; Figure 3.9 C). Similar to the gradient in the most significant frequency, the mean
of all significant frequencies across all segments from each cell also follows a dorsal-
ventral gradient (R2 = 0.68, p = 0.001) and there is a non-significant dorsal-ventral
trend in the range of significant frequencies present in the 3 s segments (R2 = 0.17, p
= 0.11).
These data are consistent with the idea that peri-threshold activity reflects stochas-
tic membrane potential fluctuations and suggests that the greater range of frequencies
present in dorsal cells are due to a relatively increased presence of high-frequency
components. Moreover, these data and analysis indicate that multiple significant fre-
quency components are simultaneously present in peri-threshold activity throughout
the dorsal-ventral extent of the MEC.
3.4.3 Patterns of action potential output
Spike clustering
I found that stellate cells exhibit a dorsal-ventral gradient in their pattern of action
potential firing (Figure 3.10 A–B). This organisation of stellate cell firing patterns
has not previously been described. With perforated patch-clamp recordings I found
that, although spike clustering remains high in stellate neurons along the full dorsal-
ventral extent of the MEC (Figure 3.10 A), the frequency with which spikes occur
within clusters follows a gradient (Figure 3.10 B).
In contrast, I found that in whole-cell recordings spike clustering appears to be re-
duced in more ventral cells, leading to the emergence of a gradient in PC (Figure 3.10
A). The dependence of PC on location found with whole-cell recordings is consistent
with a strong correlation between the AHP and clustering found using in whole-cell
recordings from HCN1 knockout animals and pharmacological block of Ih (Nolan
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Figure 3.9: Dorsal-ventral organisation of theta-frequency activity. A The frequency of
the most significant peak in a Lomb periodogram of 15 s of peri-threshold membrane
potential activity is plotted as a function of the location of the recorded neuron. B The
mean frequency (left) and the range of frequencies (right) of the most significant peak
of Lomb periodograms, obtained from five consecutive 3 s duration segments of peri-
threshold activity, is plotted as a function of the location of the recorded neuron. C The
number of significant peaks (left), the mean frequency (middle) of all significant peaks,
and the range of frequencies of all significant peaks (right), obtained from five consecutive
3 s duration segments of peri-threshold activity, plotted as a function of the location of
the recorded neuron. Data analysed were from 5 s to 20 s after the onset of the largest
amplitude current step that did not trigger action potential firing. Adjusted R2 value
and significance of the fit for the perforated patch-clamp data are stated above each plot.
Location refers to distance from the dorsal border of the MEC.
et al., 2007) and when the AHP is reduced using dynamic clamp (Fernandez and
White, 2008). In neither recording condition was the number of spikes per cluster
dependent on location (Figure 3.10 C).
The absence of the spike clustering gradient from perforated-patch recordings sug-
gests wash-out during whole-cell recordings of a factor that promotes clustered pat-
terns of activity in ventral cells. One possible explanation is that rundown during
whole-cell recordings causes a shift in the voltage dependence of HCN channels that
reduces their influence on the AHP.
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Figure 3.10: Dorsal-ventral organisation of firing properties. A Probability that a spike is
part of a cluster. B Frequency of spikes throughout the 15 s duration analysis window
(open symbols) or within a cluster (closed symbols). C Number of spikes per cluster. D
Duration of the action potential after-hyperpolarisation. E Rheobase. All data are plotted
as a function of the location of the recorded neuron. Data analysed were from 5 s to 20
s after the onset of the current steps that triggered action potential firing at frequencies
in the range 1–3 Hz. Adjusted R2 value and significance of the fit for the perforated
patch-clamp data are stated above each plot. The R2 and significance values for fits of
the whole-cell data are as follows: Pcluster, R2 = 0.35, p = 0.02; Fintracluster, R2 = 0.56, p =
0.03; Fall, R2 = 0.19, p = 0.08; Spikes/cluster, R2 = 0.38, p = 0.08; AHP, R2 = 0.19, p = 0.08;
Rheobase, R2 = 0.61, p = 0.0009. Location refers to distance from the dorsal border of the
MEC. Perforated patch data are black circles, whole-cell data are grey triangles.
AHP gradient
Because the AHP mediates spike clustering (Nolan et al., 2007; Fernandez and White,
2008) differences in spike-clustering frequency should be accompanied by changes
in the AHP. This is supported by whole-cell recordings which show that the AHP
duration is shortest in more dorsal cells and increases for cells at progressively more
ventral locations (Boehlen et al., 2010). In line with this finding, I also found a gradient
in the AHP duration with perforated patch recordings (Figure 3.10 D).
Rheobase gradient
The threshold-current required to initiate action potential firing (rheobase) also fol-
lows a dorsal-ventral organisation (Garden et al., 2008; Boehlen et al., 2010). This
organisation is maintained in perforated patch-clamp and whole-cell recordings (Fig-
ure 3.10 E). The organisation of the threshold-current is at least in part explained
by the lower input resistance of dorsal compared to more ventral neurons, resulting
from their higher density of leak potassium and HCN channels (Garden et al., 2008).
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3.5 discussion
3.5.1 Evaluating stellate cell intrinsic properties in light of perforated patch data
Accurate characterisation of the intrinsic properties of stellate cells is important for
understanding their contribution to circuit function. Previous data may not be reliable
due to the uncertainties associated with data obtained using sharp electrode and
whole-cell patch-clamp recording methods. I discuss here how the new perforated
patch-clamp data supports earlier characterisations of some of the intrinsic excitable
properties of stellate cells and resolves some inconsistencies between data obtained
with the different recording methods and yields novel insights.
Key results confirmed by perforated patch recording
Many of the perforated patch recordings described above reinforce data obtained
with sharp electrode and whole-cell recordings. In these cases, we can be confident
that the phenomena under examination are real and not an artefact of the recording
method.
The presence of dorsal-ventral gradients in input resistance and membrane time
constant, and the absence of a resting membrane potential gradient, are evident in
perforated patch, whole-cell (Giocomo et al., 2007; Garden et al., 2008; Boehlen et al.,
2010) and sharp electrode (Boehlen et al., 2010) experiments. These data can are ex-
plained by dorsal-ventral gradients in the density of HCN1 channels that mediate the
Ih current and potassium leak channels (Garden et al., 2008).
Frequency selectivity was similar in perforated patch and whole-cell recordings,
with neither the resonant frequency nor resonance strength affected by recording
method. Both FZ−max and Q values are consistent with previous whole-cell recordings
(Nolan et al., 2007). In contrast, while sharp electrode recordings produce Q values
consistent with whole-cell and perforated patch data, they appear to over-estimate
FZ−max (Haas, 2002; Schreiber et al., 2004; Erchova et al., 2004; Boehlen et al., 2010).
Nevertheless, perforated patch, whole-cell (Giocomo et al., 2007; Boehlen et al., 2010)
and sharp electrode recordings (Boehlen et al., 2010) all reveal robust dorsal-ventral
differences in FZ−max. The frequency–phase relation appears similar in all recording
methods (Erchova et al., 2004; Nolan et al., 2007).
The perforated patch recordings also reveal spontaneous peri-threshold theta-frequency
membrane potential activity that qualitatively resembles activity reported in whole-
cell (Dickson et al., 2000b; Giocomo et al., 2007; Nolan et al., 2007; Boehlen et al., 2010;
Dodson et al., 2011; Yoshida et al., 2011) and sharp electrode (Alonso and Llinás, 1989;
Alonso and Klink, 1993; Erchova et al., 2004; Boehlen et al., 2010) studies, although as
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before, the sharp electrode studies report higher frequency fluctuations (Alonso and
Llinás, 1989; Erchova et al., 2004; Boehlen et al., 2010). Importantly, Lomb analysis
reveals that perforated patch activity is not more rhythmic than data obtained with
whole-cell recordings (Dodson et al., 2011). As with the whole-cell recordings, the
theta-frequency activity is not driven by a true oscillatory process, despite the appar-
ently sustained peaks in the theta-frequency range in long-windowed spectrograms
(e.g. Yoshida et al., 2011). Not only does Lomb analysis clearly show that separate
trace segments typically contain multiple significant frequencies but it also shows
that these frequency components (including the most significant frequency peaks)
shift between consecutive trace segments. This indicates that the peri-threshold theta-
frequency activity is not a stable oscillation.
Combined with the observation that theta-frequency activity of the type exhib-
ited by perforated patch recordings can be explained by the filtering of stochastic
membrane currents (Dodson et al., 2011), the absence of stable spectral peaks argues
against mechanisms of theta-frequency activity generation that rely on interaction
of deterministic conductances (e.g. Dickson et al., 2000b; Fransén et al., 2004). The
ability of artificial stochastic, but not deterministic, NaP currents (reintroduced using
dynamic clamp) to rescue peri-threshold activity (Dorval and White, 2005) also sup-
ports this view. In addition, removing Ih does not necessarily abolish peri-threshold
activity (Haas et al., 2007; Nolan et al., 2007). The disappearance of peri-threshold ac-
tivity during pharmacological block of Ih with ZD7288 (Dickson et al., 2000b) can be
explained by the non-specific effects of ZD7288 (including an effect as a Na+ channel
antagonist (Wu et al., 2012)). Therefore, instead of playing a deterministic role in gen-
erating peri-threshold activity, Ih may regulate peri-threshold frequency components
by either preferentially filtering out more low frequency components in cells with
large Ih conductances (Nolan et al., 2007) or possibly by differentially restricting the
membrane potentials that can be reached before spiking is initiated.
Despite the absence of a true oscillatory signal, the frequency characteristics of the
perforated patch peri-threshold activity do have a dorsal-ventral organisation. Similar
to a previous Lomb analysis of whole-cell recordings (Dodson et al., 2011), the most
significant frequency, the mean of all significant frequencies and the range of signif-
icant frequencies are all higher at more dorsal locations. This is consistent with the
dorsal-ventral gradient in Ih removing low frequency components in more dorsal cell.
When ‘characteristic’ frequencies are calculated by selecting autocorrelations with the
largest peaks, the ‘frequency’ of peri-threshold activity also follows a dorsal-ventral
gradient (Giocomo et al., 2007; Giocomo and Hasselmo, 2008, 2009; Dodson et al.,
2011; Yoshida et al., 2011). Sharp-electrode recordings also exhibit a dorsal-ventral
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frequency gradient (Boehlen et al., 2010). All recording methods therefore show a
dorsal-ventral frequency gradient.
Finally, the shape of the action potential spike appears similar between whole-
cell and perforated patch recordings, suggesting that any conductances affected by
washout are not involved with spike generation and fast repolarisation. Similar to
previous whole-cell recordings the duration of the spike AHP follows a dorsal-ventral
gradient.
Novel insights from perforated patch recordings
The perforated patch data also differ in important respects from the data obtained
using sharp electrode and whole-cell recording methods. Relative to these other
recording techniques, perforated patch recordings reveal that stellate cells are more
excitable, have resonance strength that does not vary across dorsal-ventral axis of
the MEC, have a substantially shorter AHP and exhibit dramatically increased spike
clustering. In addition, the perforated patch data also demonstrate a novel gradient in
intra-cluster spike clustering frequency. These observations thus provide important
new insights into properties of intrinsic excitable properties of stellate cells that may
have implications for MEC circuit function.
1. Stellate cells have a significantly higher resting membrane potential in perforated
patch recordings relative to the accompanying and previous whole-cell recordings
(Nolan et al., 2007). The direction of this difference is opposite to that between whole-
cell and sharp recordings in rat (Boehlen et al., 2010) where whole-cell recordings
were more depolarised. This means it is likely that both whole-cell and, to an even
larger degree, sharp electrode recordings overestimate the degree of voltage deflec-
tion required to induce spiking from rest and so may underestimate the excitability
of stellate cells.
2. Perforated patch recordings also reveal that stellate cells have a higher input
resistance than suggested by the accompanying and previous whole-cell data (Nolan
et al., 2007). Since input resistance is significantly higher in whole-cell relative to
sharp electrode recordings (Boehlen et al., 2010) this also suggests that stellate cells
are more excitable than previously described, as they would require less current input
to attain a given voltage deflection.
3. Where the existence of a dorsal-ventral resonance strength gradient has been
suggested by whole-cell and sharp electrode data (cf. the new whole-cell data and
Boehlen et al. (2010)) the effect is small and the relationship is not significant at both
depolarised and resting potentials. In contrast, the perforated patch data do not reveal
a resonance strength gradient at either membrane potential, suggesting that even if
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a gradient does exist it is unlikely to play an important role in MEC microcircuit
function.
4. A major difference between the recording methods is that the duration of the
AHP is substantially shorter in perforated patch recordings. The reduction of the
AHP duration translates into a higher frequency of spiking within spike clusters, even
when overall spiking rates are maintained. Given the similar number of spikes per
cluster in the different recording conditions, spike clusters thus appear to be more
temporally compact than suggested by whole-cell recordings. The shorter AHP in
perforated patch recordings also coincides with much more reliable spike clustering.
The probability that any given spike is part of a cluster is much higher (∼85%) in
perforated patch recordings than in the new and previous whole-cell data (∼26–40%)
(Nolan et al., 2007).
5. Consistent with the dorsal-ventral gradient in AHP half-duration, the perforated
patch recordings reveal a novel gradient in intra-cluster spike frequency. Because Ih
promotes repolarisation of the AHP and thereby decreases the duration of the AHP
(Nolan et al., 2007; Dudman and Nolan, 2009), the gradient in Ih (Garden et al., 2008)
predicts this intra-cluster spike frequency gradient.
6. Despite the Ih and AHP gradient, in perforated patch recordings action potential
clustering, PC, remains robust (PC = ∼0.85) along the entire extent of the MEC. This
suggests that the depolarising drive that Ih exerts during and directly after the AHP,
which increases the probability of a spike following the AHP and thereby promotes
clustered spiking (Nolan et al., 2007; Dudman and Nolan, 2009), is necessary but not
always sufficient for robustly clustered spiking.
7. In whole-cell recordings PC appears to follow a dorsal-ventral gradient. Interest-
ingly, clustering can remain high (PC > ∼0.8) in dorsal cells. This suggests that more
ventral cells could either be (i) more prone to the effects of washout of a conductance
that promotes clustering or (ii) that because ventral cells have a lower Ih density they
are more reliant for high clustering on the presence of a different conductance that is
subject to washout.
The time course of rundown of conductances during whole-cell recordings
Spike clustering robustness fades within 2 min of achieving whole-cell configuration
and continues to fall throughout the 30 min recordings. This decrease in clustering is
accompanied by an increase in the AHP duration. However, the change in the AHP is
initiated only after break-in to whole-cell configuration. These observations suggest
that clustering could depend on two separate AHP-related conductances with dif-
ferent rates of rundown. The time course of washout of intrinsic excitable properties
has been investigated in other cells types (Robinson and Cameron, 2000; Kaczorowski
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et al., 2007). When washout does occur, gradual rundown of passive and AHP prop-
erties also continues throughout >30 min recordings (Robinson and Cameron, 2000;
Kaczorowski et al., 2007).
These results suggest that signalling pathways sensitive to washout during whole-
cell recording regulate the firing properties of stellate cells. They also highlight the
importance of carefully timing data acquisition during whole-cell recordings – the
same properties recorded early and late during a recording session may appear very
different, artificially increasing variance and potentially leading to contradictory data
sets.
3.5.2 Implications for MEC microcircuit function
The intrinsic excitable properties of MEC layer II stellate cells constrain and enable
the functional repertoire of the MEC microcircuitry. What impact might the intrinsic
properties that are investigated here with perforated patch recordings have on our un-
derstanding of how spatial representations are implemented by this microcircuitry?
The perforated patch recordings provide a revised estimate of the input-output
function of stellate cells though improved estimates of their resting potential and
input resistance. These revised estimates could be important for characterising how
readily synaptic inputs integrate to initiate action potential firing (Garden et al., 2008).
Because the exact functional connectivity is particularly important in attractor mod-
els of MEC circuit function, accurate characterisation of the excitability of stellate
cells, including the synaptic integrative properties, will be important for constraining
biophysically realistic implementations of this class of model.
Sub-threshold resonance is intact in perforated patch recordings, suggesting that
stellate cells are able to selectively amplify theta-frequency inputs in vivo, possibly
including the modulatory cholinergic (Mitchell et al., 1982) and inhibitory GABAergic
(Manns et al., 2001) inputs from the medial septum. In addition, the dorsal-ventral
gradient in the resonant frequency, but not the resonance strength, indicates that
frequency selectivity works equally well across the entire dorsal-ventral extent of the
MEC. The dorsal-ventral gradient in frequency selectivity is suggestive of a role in
setting up the grid spacing gradient, but no concrete proposals for a mechanism have
been put forward.
Lomb analysis of the perforated patch recordings confirms the transient and stochas-
tic nature of peri-threshold theta-frequency activity (Dodson et al., 2011). Because no
single frequency component of the peri-threshold activity is sustained over more than
a few seconds, and the peri-threshold activity typically comprises multiple significant
frequencies, computational mechanisms that depend on reliable interactions between
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stable ‘pure’ frequencies are untenable. The oscillatory interference mechanism that
underpins some models of grid firing fields (e.g. Burgess et al., 2007; Hasselmo, 2008)
is one such mechanism - it relies on either (i) precise interactions between the phases
of multiple independent slightly out-of-phase oscillations within a single cell to either
directly generate interference patterns that form the basis of spiking output (Burgess
et al., 2007) or (ii) persistent firing in cells locked to independent single oscillatory fre-
quencies which produce regular synaptic trains in post-synaptic cells that sum to pro-
duce spikes when synaptic input from the pre-synaptic cells is in-phase (Hasselmo,
2008). Because there are typically multiple frequencies present in the peri-threshold
activity and each individual frequency is maintained only for very short periods, in-
teraction between such signals will fail to produce the reliable interference patterns
required by models of this type.
Intrinsic excitable properties of cells are typically investigated in vitro in the pres-
ence of synaptic blockers to reduce or eliminate synaptic noise. These are very dif-
ferent conditions to those pertaining in vivo where cells are subject to synaptic bom-
bardment and neuromodulatory influence (Destexhe et al., 2003). Therefore, one im-
portant test for the relevance of intrinsic excitable properties of stellate cells to circuit
function is whether they are sustained and effective under in vivo conditions. Some
properties, like theta-frequency membrane potential activity, can be robust to noisy
current inputs, but do not appear to be robust in some high conductance conditions
(Fernandez and White, 2008) and recent in vivo whole-cell recordings have revealed
an absence of theta-frequency activity in stellate cells depolarised with current injec-
tion to peri-threshold potentials in resting mice (Schmidt-Hieber and Häusser, 2013).
Others, like sub-threshold resonance, can change during cholinergic neuromodula-
tion (Heys et al., 2010) but are also relatively unaffected by noise (Schreiber et al.,
2004).
The very robust spike clustering revealed by perforated patch recordings is more
suggestive of a functional in vivo role than the weak clustering observed during
whole-cell recordings (Nolan et al., 2007) as the clustering is more likely to be sus-
tained in noisy conditions. It is not yet clear, however, what the functional role of
spike clustering could be. One possibility is that clustering, if sufficiently robust in in
vivo conditions, maintains the spiking of a cell over a few hundred milliseconds after
a spike is initially triggered, for example after entry to a grid field. The dorsal-ventral
intra-cluster spike frequency gradient observed with perforated patch recordings may
thus contribute the dorsal-ventral organisation of spatially modulated output in MEC,
but it is not clear how this would be effected.
Unfortunately, it is not yet known what the conductance and membrane poten-
tial variance characteristics of stellate cells in vivo are. Studies in other cortical areas
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have shown that background activity in the cortex can either be abundant (Destexhe
et al., 2003) or sparse (Waters, 2006) and the effects of neuromodulation in the MEC of
behaving animals are not well understood. Knowledge of the membrane potential tra-
jectory and conductance changes in stellate cells in behaving animals will therefore
contribute greatly to understanding which intrinsic excitable properties can realis-
tically contribute to circuit function and thus shed light on what mechanisms are
available to the MEC circuitry for implementing spatial computations.
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The majority of work presented in this chapter, with the exception of the data and analyses
in shown in Figures 4.8, 4.9 and 4.10 is adapted from or appears in: Pastoll et al. 2013.
Feedback inhibition enables theta-nested gamma oscillations and grid firing fields.
Neuron. 77, 141–154.
4.1 introduction
How a neural microcircuit transforms its synaptic input into functionally useful out-
put depends not only on the intrinsic properties of the different types of cells that
make up the circuit, but also on the connections between them (Silberberg et al., 2005).
Understanding how the MEC layer II produces its characteristic grid firing fields
therefore requires understanding the nature of interactions between and within the
distinct populations of cells that comprise the layer II microcircuit (Witter and Moser,
2006).
Despite the substantial recent interest in the MEC and the abundance of models
addressing the computations it is hypothesised to implement, surprisingly little is
known about its functional architecture. Elucidating this architecture is necessary
both for constraining models of MEC layer II function and for suggesting new com-
putational capabilities and experiments to investigate them, and is thus of critical
importance for the development of our knowledge of spatial computation.
4.1.1 Classification and identification of cell types in the MEC
To functionally dissect a neural microcircuit, it is necessary to identify the differ-
ent cells classes that it comprises, each of which may make distinct contributions to
processing. Establishing an exhaustive catalogue of cells organised by morphology,
molecular expression profile and physiology is a major task and may not be com-
plete even for the most well studied circuits.
A number of glutamatergic and GABAergic cell types have been identified in layer
II of the MEC using anatomical techniques (Canto et al., 2008). Neuron types that are
distinguished by anatomical features are expected to have gene expression differences
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and typically exhibit important electrophysiological differences. However, anatomical
methods do not provide essential functional information and may not always distin-
guish anatomically similar but physiologically distinct cell types. These are important
limitations as the role that a specific type of neuron plays in microcircuit processing
is determined by its physiology and its physiological effect on other cells in the net-
work. Electrophysiological data is therefore key for identifying cells types in the MEC
and for understanding their functional role in circuit computations.
Many cells types in layer II of the MEC remain electrophysiologically poorly char-
acterised. Two important exceptions are the principal projection stellate cells (Alonso
and Llinás, 1989) and pyramidal cells (Alonso and Klink, 1993) which have received
much attention and have electrophysiological properties that are relatively well un-
derstood. However, the electrical properties of interneurons in layer II have received
very little attention. Fast spiking ‘basket’ interneurons with somata in layer II (Jones
and Bühl, 1993) have been identified, but the because the anatomy of cells with a
fast spiking phenotype has not been systematically investigated, it is possible that
the ability to maintain sustained rapid firing (Jones and Bühl, 1993; Cunningham
et al., 2003; Middleton et al., 2008) could be common to heterogenous interneuron
populations within layer II that may not share other electrophysiological properties.
Furthermore, interneurons with other distinct morphologies and molecular expres-
sion patterns with somata in layer II have not been physiologically characterised (at
least to my knowledge), and therefore the electrical properties and identity of many
important components of the layer II microcircuitry remain completely unknown.
4.1.2 Functional connectivity between physiologically identified cell types
Mapping the functional connections between different cell types is critical for under-
standing circuit function. Activating synaptic pathways with electrical stimulation
has enabled investigation of the functional connectivity of afferent projection neu-
rons from other areas to the MEC as well as interlaminar connectivity within the
MEC (e.g. Jones, 1994; Gloveli et al., 1997) but because field electrical stimulation in-
discriminately activates all cell types local to the stimulation location, this technique
cannot be used to investigate connectivity within the local layer II microcircuit. For
a long time paired intracellular recordings between electrophysiologically identified
cells have therefore been the only reliable method for establishing local connectivity
within layers. Recently, however, the advent of techniques that permit selective acti-
vation of genetically defined populations of cells (Luo et al., 2008) has promised to
rapidly accelerate the mapping of neural connectivity, but these techniques have yet
to be employed to investigate the connectivity of layer II microcircuitry.
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Evidence for connections between excitatory cells in layer II
The possibility of robust recurrent excitation between stellate cells in layer II has
received much attention, initially because of the potential for the superficial layers of
the MEC to trigger and propagate epileptiform activity to the hippocampus (Stanton
et al., 1987) and more recently because direct recurrent excitation between excitatory
cells in layer II has been hypothesised to play a critical role in the generation of grid
firing fields (Fuhs and Touretzky, 2006; Guanella et al., 2007; Navratilova et al., 2012).
The ubiquity of recurrent excitation between principal cells in other cortical circuits
(Chapeton et al., 2012) has lent credence to this idea.
However, the evidence for recurrent excitation between principal cells in layer II of
the MEC remains inconclusive. Recurrent excitation between principal cells in other
areas is reliably revealed with paired in vitro intracellular recordings, for example in
neocortex (Mason et al., 1991; Deuchars et al., 1994; Song et al., 2005), the hippocam-
pus (Miles and Wong, 1986) and in deeper layers of the MEC (Dhillon and Jones,
2000). However an in vitro study using paired intracellular sharp electrode record-
ings between electrophysiologically identified stellate cells (Dhillon and Jones, 2000)
did not find any evidence of connected stellate cells, suggesting that layer II of the
MEC may be an important exception to this trend. Nevertheless, because it is possible
that slicing in a particular plane may artificially reduce the number of connections
in the slice, and because visually guided intracellular recordings may lead to biased
sampling of this small pool of connections, these data do not completely rule out the
possibility that recurrent connections do exist between stellate cells.
Another complication is that other indirect data appears to support the existence of
recurrent excitatory connectivity in layer II. First, independent studies using photo-
uncaging of glutamate (Kumar et al., 2007; Beed et al., 2010) in layer II reported
excitatory responses onto stellate cells and second, in vivo unit recordings revealed
peaks at short latencies in the firing probability cross-correlations between simulta-
neously recorded putative excitatory cells, indicating the presence of mono-synaptic
excitatory connections (Quilichini et al., 2010). However, because neither the identity
of the photo-activated neurons during the photo-uncaging experiments nor the exact
identities of the in vivo putative excitatory cells were definitively established, these
data do not provide conclusive evidence that connections exist between stellate cells
and may instead reflect connections originating from other cell types, including but
not limited to pyramidal cells in layer II.
Therefore, despite the striking failure to find connected pairs of stellate cells with
paired intracellular recordings, because of potential slice preparation shortcomings
and biased cell sampling, hints of recurrent stellate connections by indirect tech-
niques, and the prevalence of connections between excitatory cells in other cortical
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areas, it remains unclear whether stellate cells do indeed form functional connections
with each other. Definitively addressing this issue is therefore an important first step
in dissecting the layer II microcircuit.
Connections between excitatory and inhibitory cells
Very little is known about the origin of inhibitory synapses onto stellate cells. Elec-
trical stimulation of deeper layers in the MEC and parahippocampal regions elic-
its strong GABA mediated IPSPs onto stellate cells (Jones, 1994; Gloveli et al., 1997;
Heinemann et al., 2000). However, the identity of the interneurons providing this inhi-
bition is not clear and the IPSP responses are heterogenous, suggesting that they may
arise from distinct types of interneurons, possibly with somata in different layers,
further complicating interpretation of this data.
Very few studies have investigated excitation onto interneurons in layer II. Jones
(1994) described heterogenous EPSPs onto fast spiking interneurons arising from elec-
trical stimulation, but it is unclear if there is any contribution from excitatory cells
in layer II. Middleton et al. (2008) recorded EPSPs during bath application of kainate,
but again, the exact origin of these inputs is unclear. Other interneurons types have
not been investigated.
The functional architecture of layer II thus remains largely unknown. Because of its
importance for spatial processing in the MEC, application of experimental methods
that permit rapid and reliable dissection of the microcircuitry in layer II could make
a substantial contribution to our understanding of MEC function.
4.2 methods
To investigate connectivity between and within different cell populations in layer
II, whilst avoiding the shortcomings associated with paired intracellular recordings
and other indirect methods, I used an optogenetic strategy. Targeting transgenic light
sensitive ion channels (Nagel et al., 2003) to genetically defined cell types permits
selective light-driven activation of distinct cell types within a local microcircuit (Luo
et al., 2008) and this enables investigation of the functional effects of activation of
known cell types on recorded cells local to the stimulation site and therefore enables
rapid and reliable dissection of neural microcircuits in transgenic mouse lines.
Thy1::ChR2-YFP mice express ChR2 in MEC layer II cells
To interrogate the layer II MEC microcircuitry I used a transgenic Thy1::ChR2-YFP
mouse line (Arenkiel et al., 2007; Wang et al., 2007). To produce this mouse line
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regulatory elements from the mouse Thy1.2 gene were fused with cDNA encoding
a ChR2-YFP fusion protein to produce a Thy1-ChR2-YFP construct. Copies of this
construct were then inserted into the genome by pronuclear injection (Wang et al.,
2007). These mice thus express ChR2 under the control of a Thy1 promoter and the
resulting ChR2 expression pattern can be visualised using fluorescence imaging.
The exact pattern of ChR2 expression depends on the locations of integration of
Thy-ChR2-YFP constructs into the genome due to the influence of nearby regulatory
sites. Because the locations of integration of the transgene constructs into the genome
is not controlled during transgenesis, multiple founder mice lines exist (Arenkiel
et al., 2007; Wang et al., 2007). I used founder line 18, which is backcrossed onto
a C57-BL/6 background (Wang et al., 2007) and is available as from The Jackson
Laboratory. Because expression of Thy1 is developmentally regulated (Morris, 1985)
I only used adult (7-9 week) mice for experiments.
Adult Thy1::ChR2-YFP line 18 mice (hereafter ChR2-positive mice) express ChR2
in diverse cortical areas including the MEC (Figure 4.1 A). Because ChR2 is not ex-
pressed in all cell types, cortical ChR2 expression is often limited to distinct cortical
layers. In the MEC ChR2 is expressed in cells with somata in layer II, but not layer I
or layer III (Figure 4.1 B, C). This expression pattern is convenient because it enables
light-induced activation of cells in layer II while avoiding any off-target effects from
undesired activation of cells with somata in adjacent layers.
Targeted illumination of layer II cells
To locally activate a population of layer II cells I used a collimated 470 nm blue LED
with user-controllable light intensity as a light source. I restricted the collimated light
beam to approximately 90 µm by setting the field iris diaphragm to its minimum
aperture. This narrow beam was then directed by a mirror in the filter housing onto
the slice through a 40X objective (see Chapter 2 for further details). The light beam
approximately covered the rostro-caudal width of layer II (Figure 4.1 C). Due to light
scattering, nearby surrounding neuropil also received illumination. Because of the
lack of ChR2 expression in layers I and III, this setup was therefore capable of acti-
vating cells in layer II while avoiding activation of cells in layers I and III (no ChR2
expression) and layer V (too far away). I was thus able to investigate the synaptic
effects of activating only cells with somata in layer II of the MEC.
Electrophysiological identification of ChR2-positive cell types in layer II
To functionally dissect layer II microcircuitry I needed to determine the origin of
light induced synaptic input onto recorded cells. I therefore needed to identify the
cell types in layer II that were activated by the light stimulus. To determine which
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Figure 4.1: Thy1::ChR2 expression. A Sagittal section from an adult Thy1-ChR2-YFP line 18
mouse. YFP fluorescence indicates areas of ChR2 expression. B Close up of MEC (from the
rectangular area in (A)). Grey arrowheads indicate dorsal and approximate ventral borders
of the MEC. Roman numerals indicate layers. Layer IV is not marked as it contains very
few cell bodies. C Detail from (B) showing layer specific expression of ChR2 in the MEC.
In contrast to layer II, layers I and III do not contain YFP positive somata. The dotted circle
indicates the approximate size of the stimulating light beam. Stellate cells are activated in
a region of tissue substantially larger than the light beam cross-section. The rectangles in
(A) and (B) indicate the external borders of (B) and (C) respectively.
cells types express ChR2 I made whole-cell patch-clamp recordings from cells and
identified their cell type based on intrinsic electrophysiological properties and then
tested their response to illumination with 470 nm light.
I patched cells guided by DIC illumination instead of by YFP fluorescence. The
entire fusion ChR2-YFP protein is transported to the membrane (including dendrites)
so the neuropil in layer II is saturated with the YFP fluophore and this prevents
visualisation of somatic morphology (see Figure 4.1) with fluorescent imaging. In
addition, DIC guided patching reduces bias against cell selection based on ChR2
expression.
In mice, layer II of the MEC comprises ∼70% stellate cells and ∼15% pyramidal
cells with the remainder made up of fast spiking interneurons and other interneuron
types (Gatome et al., 2010). I identified stellate cells by non-adapting spike trains with
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clustered firing patterns (Figure 4.2 A) upon depolarisation with DC current injection,
a prominent sag in response to sub-threshold current steps and a resting potential
in the -60 – -70 mV range (Figure 4.2 D) and their characteristic spike and after-
hyperpolarisation shapes (Figure 4.2 E) (Alonso and Llinás, 1989; Alonso and Klink,
1993). I identified fast-spiking (FS) interneurons by their ability to sustain rapid (>100
Hz) spike trains (Figure 4.2 B), absence or near absence of sag, low input resistance
and hyperpolarised resting potential (Figure 4.2 F) and narrow action potentials with
a short very hyperpolarised AHP (Figure 4.2 G) (Jones and Bühl, 1993; Middleton
et al., 2008). Pyramidal cells exhibit non-clustered spike trains (Figure 4.2 C), low
levels of sag and high input resistances relative to stellate cells (Figure 4.2 H) as well
as characteristic spike shapes with a a prominent fAHP and a shallow AHP (Figure
4.2 I) (Alonso and Klink, 1993).
All recorded stellate cells (n = 235) responded robustly to illumination (Figure 4.2 J
shows an example response to a light stimulus with a ramped intensity) as did all FS
interneurons (n = 41) (Figure 4.2 K). Pyramidal cells did not respond to illumination
(n = 11). Pyramidal were also not synaptically driven to fire during illumination -
their membrane potential instead underwent a minor hyperpolarisation, suggesting
a net inhibitory light-evoked synaptic influence (Figure 4.2 L). The majority of the
very few cells in layer II that I was unable to conclusively identify based on electro-
physiological criteria also did not respond directly to light.
A large majority of the stellate and FS interneuron depolarising response to light
was mediated by the ChR2 photocurrent (also see Chapter 5) and cells were still
driven to spike in the presence of excitatory synaptic blockers NBQX and AP5. To
isolate the photocurrent I recorded in voltage clamp in the presence of NBQX and
AP5 to block excitatory synaptic transmission and Picrotoxin and CGP55845 to block
inhibitory transmission. Both stellate and FS interneurons exhibited robust photocur-
rents that scaled with the light intensity (Figure 4.2 M, N) whereas pyramidal cells
did not (Figure 4.2 O).
4.3 results
4.3.1 Stellate cells innervate fast spiking interneurons but not other stellate cells
What synaptic inputs do cells experience during optogenetic activation of the layer
II microcircuitry? To investigate the synaptic responses in stellate cells and fast spik-
ing interneurons produced by optogenetic activation of a population of stellate cells,
I first recorded synaptic currents in stellate cells and fast spiking interneurons in
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Figure 4.2: Cell type specific expression of ChR2 in layer II. A–I Identification of cell type
by intrinsic electrophysiological properties. A–C Characteristic firing properties of differ-
ent cell types in response to steady state depolarising injected current. Stellate cells exhibit
clustered spiking at low firing rates. (A). FS interneurons can sustain rapid (>100 Hz) fir-
ing (here shown in groups of action potentials) (B). Pyramidal cells do not exhibit clustered
spiking at low firing rates (C). D,F,H. Characteristic IV properties for each cell type. Plots
show voltage trace series (upper) in response to sub-threshold current steps from -80 to
+80 pA in 40 pA increments (lower). Stellate cells display prominent sag responses, have
∼20–80 MΩ input resistance and have a resting potential between -60 and -70 mV (D). FS
interneurons have no substantial sag, low input resistance and have hyperpolarised rest-
ing potentials (typically between -70 and -80 mV) (F). Pyramidal cells have minor, slower
sag, high input resistance and resting potentials between -60 and ∼-65 mV (H). E, G, I
Characteristic spike shape for each cell type. Stellate cells have deep, slow AHPs (E). FS
interneurons have narrow spikes, with short, very deep AHPs (G) Pyramidal cells have
shallow slow AHPs with a prominent fast AHP (I). J–O Cell type specific response to
illumination with 470 nm blue light. J–L Voltage response of cells to illumination with
light intensity ramps up to ∼15 mW/mm2 in control conditions. Stellate cells (J) and FS
interneurons (K) are activated by the light and fire action potentials. Pyramidal cells are
not activated by the light and are not synaptically driven to fire (L). M–O Photocurrents
revealed in voltage clamp in the presence of Glutamate and GABA antagonists (holding
potential -70 mV). Stellate cells (M) and FS interneurons (N) have large inward photocur-
rents with magnitudes that track the light intensity. Pyramidal cells have no photocurrent
(O).
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control conditions and during subsequent block of synaptic inhibition to remove the
influence of light-driven activation of GABAergic interneurons.
Stellate cells spike robustly during light ramps
I used a ramped light stimulus to drive stellate cells to spike. To quantify the effect
of the illumination intensity on stellate cell firing rate I wrote a MATLAB script to
calculate firing rate in a series of 500 ms windows with 100 ms offsets between the
centres of each window. In control conditions stellate cells (n = 61) typically started
spiking midway through the ramp stimulus and fired at an average of ∼12 Hz at
the peak irradiance (∼12 mW/mm2) of the light ramp (Figure 4.3 A, C). The ramped
light stimulus therefore ensured that stellate cells would be sufficiently activated to
provide reliable input to connected cells in the network.
To investigate how spike output during the ramped light stimulus depended on
inhibitory synaptic transmission I blocked inhibitory GABAergic synaptic transmis-
sion with Picrotoxin and CGP55845 (Figure 4.3 B). Comparing the firing rates of
stellate cells recorded before and after block of synaptic inhibition (n = 8) shows that
although stellate cell spike output increased towards the end of the ramp by ∼3 Hz
when inhibition was blocked (Figure 4.3 D), repeated measures ANOVA with fac-
tors for light intensity (5 levels) and pharmacological condition (2 levels) revealed no
significant difference between the spiking profiles in the different pharmacological
conditions. Light intensity significantly influenced stellate cell spike rates (p = 0.009)
but pharmacological condition did not (p = 0.63) and there was no interaction be-
tween the factors (p = 0.51) indicating that spike output remained largely similar in
control and inhibition blocked conditions for the duration of the stimulus (Figure 4.3
B, D). Stellate cells were thus driven to spike robustly during the ramped stimulus
before and after block of inhibition.
Stellate cells are dominated by inhibition and fast spiking interneurons by excitation
To observe the light-driven synaptic inputs to stellate cells and fast spiking interneu-
rons I recorded in voltage clamp with a holding potential of -50 mV to reveal excita-
tory and inhibitory synaptic currents. I maintained a holding potential of -50 mV (be-
tween the reversal potential of glutamate (∼0 mV) and GABAA (∼-65 mV)) to ensure
sufficient driving force to reveal inward excitatory synaptic currents and also, at least
in the soma and the soma-proximal region of the dendritic tree where the space clamp
is adequate, outward inhibitory synaptic currents (Williams and Mitchell, 2008)).
Stellate cells (n = 58) in control condition received abundant inhibitory synaptic
inputs, with frequency and magnitude that scaled with the light intensity (Figure 4.3
E) whereas excitatory input appeared to be extremely minimal. In striking contrast,
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Figure 4.3: Inhibition dominates synaptic inputs to stellate cells during optogenetic acti-
vation of layer II. A–D Light ramps induce spiking in stellate cells. Example stellate cell
response to light intensity ramp in control conditions (A) and during block of inhibition
with GABAA and GABAB receptor antagonists Picrotoxin and CGP55845 respectively (B).
C Average stellate cell firing rate during light ramps (n = 61). D The difference in average
firing rates increases at high light intensities after block of inhibition (n = 8). E–H Example
voltage clamp recordings (holding potential -50 mV) from a stellate cell and interneuron
pair before and after block of inhibition. Insets are expansions of the areas inside the dot-
ted outlines in each trace. Outward (upward) inhibitory synaptic currents are evident in
stellate cells in control conditions (E) but not during block of inhibition (F) where synaptic
activity is dramatically reduced. FS interneurons exhibit large inward synaptic currents
both before (G) and after (H) block of inhibition, indicating that excitation is still intact in
the slice.
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recordings from FS interneurons (n = 16) revealed an abundance of inward synaptic
currents, with onset that coincided with the onset of stellate cell spiking (Figure 4.3
G). To examine excitatory transmission onto cells in the absence of interference from
GABAergic inhibitory input I blocked inhibitory synaptic transmission in a subset of
recordings by bath applying Picrotoxin and CGP55845. Block of inhibition dramat-
ically reduced synaptic activity in SCs (Figure 4.3 F; same cell as in (E)), whereas
synaptic activity in fast spiking interneurons remained robust, with large inward
excitatory currents still being present (Figure 4.3 H; same cell as in (G)). These obser-
vations indicate that, in contrast to fast spiking interneurons, inhibition is the primary
input to stellate cells during ramped light stimuli, despite other stellate cells being
driven to spike at high rates. While stellate cells therefore provide strong and abun-
dant inputs to fast spiking interneurons, their direct influence on other stellate cells
appeared to be very limited.
Connections between stellate cells are rare or absent
To investigate whether functional excitatory connections exist at all between stellate
cells I applied the ramped light stimulus while recording from stellate cells dur-
ing block of inhibition and during block of both inhibitory and excitatory synaptic
transmission (Figure 4.4). I reasoned that any glutamatergic excitation revealed by
block of inhibition would be abolished by application of excitatory glutamatergic
synaptic blockers and that therefore any difference in synaptic excitation between the
two pharmacological conditions would be attributable to glutamatergic transmission.
The critical test for the presence of functional excitatory connections between stellate
cells is whether observed synaptic excitation depends on an interaction between ir-
radiance level and pharmacological condition. If the level of synaptic excitation in a
recorded cell increases with light level during the inhibition-only block condition, but
not during block of both inhibition and excitation, an interaction would be evident
as excitation onto stellate cells would depend on light level (and hence stellate spik-
ing rates) in one pharmacological condition, but not the other. On the other hand, a
uniform decrease in excitation throughout the duration of the light ramp after block
of ionotropic glutamate receptors would not necessarily be evidence for light-driven
excitatory synaptic activity. This is because stellate cells experience background ex-
citatory synaptic inputs (Jones and Woodhall, 2005; Garden et al., 2008) (that could
arise from excitatory connections originating in other areas) so a uniform decrease
in excitation may be due to eliminating these spontaneous excitatory synaptic events
with glutamatergic blockers. Similarly, an equal increase in excitation with irradi-
ance level in both pharmacological conditions would also not count as evidence for
light-dependent glutamatergic synaptic connections because the ramped light inten-
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sity may produce non-specific synaptic effects (i.e. effects arising from initiation of
non-glutamatergic synaptic transmission).
For stellate cells (n = 11), neither recordings made during the inhibition-only block
condition nor during block of both excitation and inhibition revealed light-dependent
inward synaptic currents (Figure 4.4 A). In comparison, recordings from FS interneu-
rons (n = 3) showed a dramatic light-dependent increase in excitatory synaptic activ-
ity in the inhibition-only block condition, with initial major inward synaptic currents
occurring in the window when stellate cells first begin to spike, but not during block
of both inhibition and excitation, revealing an interaction between the light level and
pharmacological condition (Figure 4.4 B). These observations suggested that stellate
cells innervate FS interneurons during light ramps, but do not innervate other stellate
cells.
To more carefully assess the effects of excitatory transmission onto recorded cells
during ramped light protocols I computed the root mean square (RMS) power of
membrane currents evoked by the light ramp stimulus. Synaptic inputs will increase
the variance of the membrane current and so will manifest as an increase in RMS
power. I wrote a MATLAB script that high pass filtered membrane current above 2
Hz to remove slow variance associated with the photocurrent and then calculated
the RMS power for a series of 500 ms windows spanning the duration of the light
ramp stimulus and with centres separated by 100 ms. I found that in stellate cells the
average RMS power was very similar in both pharmacological conditions through-
out the duration of the light ramp (Figure 4.4 C and inset) indicating that, consistent
with previous observations (Jones and Woodhall, 2005; Garden et al., 2008) back-
ground glutamatergic excitation onto stellate cells is minor. The lack of a substantial
increase in RMS power during the ramped light in either pharmacological condition
suggests that the effects of illumination on non-specific synaptic transmission is also
very small. Most importantly however, no interaction between irradiance level and
pharmacological condition is apparent.
Synaptic depression cannot account for the lack of light-driven excitation onto stel-
late cells in the inhibition-only block condition. Because the recordings made in the
inhibition-only block condition were the first occasion stellate cells had received illu-
mination during the experiment, any initially functional connections that were sub-
ject to depression would be evident as a transient increase in RMS power during the
window when stellate cells typically begin to spike (Figure 4.4 C and inset). This is
not the case, indicating that synaptic depression is not responsible for the absence of
observed connections between stellate cells.
In contrast, the average RMS power in FS interneurons rapidly increased with light
intensity during the inhibition-only block condition, beginning in the time window
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Figure 4.4: No effects of synaptic connections between stellate cells are detectable. A–B
Voltage clamp recordings (holding potential -70 mV) from a stellate cell and an FS in-
terneuron in response to a light intensity ramp (upper) during perfusion of GABA recep-
tor antagonists CGP55845 and Picrotoxin to block inhibition (middle) and subsequently
during additional block of excitation with glutamate antagonists NBQX and AP5 (lower).
A Example traces from a stellate cell pre and post-block of excitation. The lack of difference
between the pharmacological conditions implies an absence of light-driven excitation onto
stellate cells in the inhibition block-only condition. B Example traces from a simultane-
ously recorded nearby FS interneuron showing the large difference in excitatory synaptic
transmission resulting from pharmacological block of inhibition. The presence of excita-
tion in the inhibition block-only condition indicates that excitatory transmission is intact
in the slice. C–D Mean and SEM (shaded areas) of the root mean square (RMS) power
of membrane currents in the different pharmacological conditions. Grey bands indicate
the time window that stellate cells typically start spiking in response to the light ramp.
C RMS power during stellate cell recordings (n = 11). There is no temporary increase in
RMS during the time window that stellate cells typically start spiking. Inset is vertical
expansion of the plot area delineated by the dotted line. D RMS power in interneurons
(n = 3). Note the initial jump in RMS in the inhibition block-only condition when stellate
cells begin to fire and subsequent increase in RMS throughout the remainder of the light
ramp. Grey reference bands indicate approximate start of light induced spiking in stellate
cells.
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when stellate cells begin to spike, but was reduced and unaffected by light level
during block of inhibition and excitation. Together, these observations support the
conclusion that optogenetic activation of stellate cells produces excitation in FS in-
terneurons but not other stellate cells.
To quantitatively test the effects of light level and pharmacological condition on
RMS power in stellate cells (n = 11) I recalculated RMS for 5 non-overlapping con-
secutive 2 s windows in each trace. I then performed a repeated measures two factor
ANOVA with pharmacology (2 levels) and irradiance (5 levels) as the two factors.
This test revealed a small but significant main effect of block of excitation (p = 0.03),
indicating a small change in RMS most likely due to block of spontaneous back-
ground glutamatergic synaptic activity (Figure 4.4 C (inset) shows the very small
RMS difference between the pharmalogical conditions). However, the ANOVA did
not reveal any significant main effect of light level (p = 0.48), indicating that afferent
synaptic activity was independent of irradiance (and stellate spiking). Most impor-
tantly, no interaction between pharmacology and irradiance was evident (p = 0.29),
indicating that light-dependent spiking induced in stellate cells had no detectable
direct synaptic influence on other stellate cells in these recordings.
4.3.2 Quantifying the probability of stellate–stellate connections
Failure to observe light-dependent excitatory synaptic input to stellate cells does not
necessarily mean that stellate cells do not connect to each other at all, as there is
the possibility that connected pairs may not have been sampled during experiments.
However, estimating the number of possible connections that are tested during these
experiments provides a means to establish an upper limit on the probability of con-
nections between of stellate cells. Estimating the number of tested pairs during each
experiment requires knowledge of the number of stellate cells that are induced to fire
action potentials during the ramped light stimulus. Together with knowledge of the
stellate cell density in layer II, establishing how stellate cell spiking output depends
on cells’ distance from the centre of the illumination permits calculation of the num-
ber of activated stellate cells during the light stimulus and therefore provides a way
to calculate an upper limit on stellate–stellate connection probability.
Spatial profile of stellate cell spiking response to illumination
How does spike output depend on distance from the centre of the illumination? Al-
though cells directly under the ∼90 µm diameter light beam are likely to be activated
to a similar degree, cells with somata >45 µm away from the centre of the light may
become sufficiently depolarised to spike due to portions of their dendritic tree being
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activated and because light scattering may spread the illumination across a larger
area. To determine the spatial extent of light-driven stellate cell activation I again
recorded from stellate cells while systematically changing the position of the light
source to observe how spike rates depended on the distance from recorded cells to
the centre of the light beam.
To establish the relationship between stellate cell spike rate and illumination dis-
tance I recorded action potential output from stellate cells (n = 13) in the presence of
inhibitory and excitatory synaptic blockers during application of an 8 second constant
light step of ∼10 mW/mm2. To avoid the temporary initial high spike rate during the
brief large depolarisation resulting from the sudden onset of the light I excluded the
first 500 ms after the onset of the light step from average rate calculations (see Figure
4.5 A). I applied illumination at different light distances away from the recorded cell
in dorsal, ventral and sub-laminar directions (Figure 4.5 A, B). To do this I moved the
light beam away in fixed distance increments from a central position overhead the
recorded cell using the manual stage adjustment controls. Because the movable stage
could only travel along orthogonal axes, for these experiments I carefully oriented
slices before recording so that the dorsal-ventral axis of the MEC was aligned with
one of the stage movement axes.
I found that spike rate averages were greatest (∼8 Hz) during the ∼10 mW/mm2
illumination when cells were directly under the centre of the light beam. The spike
rate gradually decreased to ∼1 Hz as light distance increased up to 100 µm (Figure 4.5
B). Although cells remained substantially depolarised at 150 µm away from the centre
of the light (Figure 4.5 A), beyond 100 µm they were not sufficiently depolarised by
the light to fire action potentials (Figure 4.5 A, B). This indicates that stellate cells are
activated within a 100 µm distance of the light stimulus.
Estimate of number of activated cells
To obtain a lower bound on the number of stellate cells that are driven to spike during
the light ramp stimulus I estimated the number of stellate cells that are activated
during the light step stimulus. Based on the spatial profile of spiking during the light
step protocol I estimated that cells were activated in a region of tissue with dorsal-
ventral extent 200 µm, rostro-caudal extent 100 µm (approximate width of layer II)
(Figure 4.5 C pink rectangle) and depth of of 100 µm, providing an activated tissue
volume of 0.002 mm3.
This is likely to be a substantial underestimate of the activated volume because
(i) the final irradiance during the light ramps is 12 mW/mm2 (compared to 10
mW/mm2 for the light steps), so cells are likely to be activated further than 100
µm away from the centre of the light stimulus, (ii) cells are likely to be activated sub-
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Figure 4.5: Spatial profile of stellate cell activation. A Example voltage traces from a stel-
late cell with the centre of the light positioned overhead (0 µm) and at 50, 150 and 500
µm away in the dorsal direction. The illumination had constant intensity, with an irradi-
ance of ∼10 mW/mm2. B Relationships between stellate cell spike rate averages of stellate
and light centre distance. Plots are for light moved in the dorsal direction (upper), ven-
tral direction (middle) and in the sub-laminar direction (lower). Red trace in the upper
panel corresponds to the example from (A). C Schematic for calculation of region of tissue
containing activated stellate cells. The dotted circle indicates the 100 µm radius of light
activated cell spiking established in (B). The pink rectangle indicates the area of layer II
used for the calculation of activated tissue volume.
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stantially deeper than 100 µm because the power of 470 nm light is still at 50% 100
µm below the surface of illuminated neural tissue (Aravanis et al., 2007) and (iii) I
patched cells deep (> 80 µm) below the slice surface, so more superficial cells would
be more activated than the recordings discussed above would suggest.
How many stellate cells are there in this activated volume? There are approxi-
mately 17800 stellate cells in layer II of mouse MEC ( 74% stellate of a 24000 total
(Gatome et al., 2010)). The approximate total volume of layer II is ∼0.16 mm3 (∼2000
µm dorsal–ventral axis × ∼100 µm superficial–deep axis × ∼800 µm medial–lateral
axis). The density of stellate cells is thus ∼111000 / mm3, which can be conservatively
rounded down to ∼200 cells in every 0.002 mm3. Considering the 11 experiments that
directly tested for light-induced EPSCs (see Figure 4.4) yields a total of ∼2200 tested
connections, which can again conservatively be rounded down to N = 2000 tested
connections during which no connected pairs were detected.
Calculation of connection probability upper bound
Given this estimate of the total number of tested connections, it is possible to calcu-
late the upper bound on overall connection probability, pmax, for some confidence





where N is the number of tested connections connections (see Appendix 1 for
derivation). Therefore, with N = 2000 and with 95% confidence (C = 0.95), the con-
nection probability, p, is < 1.5× 10−3 (or less than 15 th of 1 %). This is in stark contrast
with estimates from the cortex and other areas in the hippocampal formation where
connections probabilities between principal cells are on the order of 5 – 10 % (Dhillon
and Jones, 2000; Song et al., 2005). This suggests that the strikingly low connectivity
is likely to have special relevance for the computations implemented by layer II of the
MEC.
4.3.3 Feedback inhibition mediates stellate cell interactions
Although stellate cells may not communicate directly with each other through exci-
tatory synapses, it remains possible that they influence each other through indirect
inhibitory connections. The strong inhibition observed in layer II of the MEC (Jones,
1994; Gloveli et al., 1997) could underlie indirect stellate cell interactions, but the
cellular origin of this inhibition is unclear, and instead of providing a substrate for
1 See Appendix A for derivation
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feedback inhibition between stellate cells it may primarily support feedforward inhi-
bition (Finch et al., 1988).
4.3.4 Excitation-driven inhibition onto stellate cells
Figure 4.6: Stellate cells communicate indirectly via inhibitory connections. A–D Light
ramps drive inhibition onto stellate cells in control conditions and during block of exci-
tation with glutamate receptor antagonists NBQX and AP5. A Light ramp (upper) and
example current trace from stellate cell (lower) and expansion of area enclosed by the
dotted rectangle (inset). B Light ramp (upper) and trace from the same cell as in (A) after
perfusion of NBQX and AP5. C,D Average RMS power of stellate cell membrane currents
over time before and after block of excitation (n = 23), indicating that intact excitatory
input from stellate cells in layer II increases inhibition onto stellate cells.
How does excitatory synaptic input from stellate cells onto interneurons influence
inhibition onto other stellate cells? To test whether excitation of stellate cells drives
inhibition onto other stellate cells I recorded from stellate cells in control conditions
and during block of synaptic excitation with NBQX and AP5 to isolate the excitation-
driven component of inhibition. I performed patch-clamp recordings from stellate
cells (n = 23) in voltage clamp mode with a holding potential of -50 mV to reveal
inhibitory synaptic input. I found that although inhibition was still present with ex-
citatory synaptic transmission blocked (presumably due to direct photoactivation of
ChR2 expressing FS interneurons) there was marked decrease in afferent inhibition
onto stellate cells during block of excitation (Figure 4.6 A,B). To quantify the effect
of blocking synaptic excitation on inhibitory synaptic input to stellate cells I calcu-
lated the RMS power of the membrane current in 500 ms windows with window
centres separated by 100 ms as previously described. This analysis reveals a much
larger increase in RMS power with ramped light during control conditions than with
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synaptic excitation blocked (Figure 4.6 C,D). To test the reduction in inhibition I re-
calculated RMS power for 5 non-overlapping consecutive 2 second windows in each
trace. I then, as before, performed a multi-factor ANOVA with irradiance (5 levels)
and pharmacological condition (2 levels) as the 2 factors. Both the main effects of the
pharmacological manipulation (p = 0.002) and light level (p = 8.5×10−11) had sig-
nificant effects, but most importantly the ANOVA revealed a significant (p = 0.001)
interaction between irradiance level and pharmacological condition, consistent with
a strong effect of stellate cell spiking on the membrane currents in other stellate cells.
4.3.5 Paired recordings support feedback inhibition and substantiate an absence of recurrent
excitation
To directly test for connections between stellate cells in the parasagittal slice prepa-
ration and to investigate the functional connections between stellate cells and FS in-
terneurons, I additionally tested for connected cell pairs by performing simultaneous
recordings from stellate cells and stellate-FS interneuron pairs. To test for functional
connections between cell pairs I induced spiking separately in each recorded cells
by direct current injection. In each cell I induced >20 action potentials. I then used
the Detect Events algorithm in Axograph (in the amplitude threshold crossing detec-
tion mode) to ascertain the time of each evoked action potential. I captured action
potentials from the spiking cell as well as a segment of membrane potential trace
from the other simultaneously recorded cell extending 10 ms before and 100 ms after
each action potential. Averaging these captured membrane trace segments reduces
noise and mitigates the effects of action potential transmission failure and so reliably
reveals even very small PSPs if a connection exists (Figure 4.7 A–B). To ensure that
I detected inhibitory connections, if I did not initially observe a PSP while inducing
an FS interneuron to spike I injected a holding current in the non-spiking cell to de-
polarise its membrane potential away from the chloride reversal potential (∼-70 mV)
thereby providing an adequate driving force to GABAergic conductances.
These paired recordings revealed that connections from stellate cells to FS interneu-
rons (Figure 4.7 A) and from FS interneurons to stellate cells (Figure 4.7 B) were
common but did not reveal any connections between stellate cells (Figure 4.7 C,D).
Connections between stellate cells and FS interneurons were detectable in both direc-
tions > 13 of the time (Figure 4.7 C, D) and ∼23 % of stellate-interneuron cell pairs had
reciprocal connections. These data are thus consistent with results obtained with op-
togenetic investigations, providing further evidence that stellate-stellate connectivity
is absent or extremely rare. In addition, they suggest that connections between stellate
cells and local FS interneurons are very dense, and that feedback inhibition between
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Figure 4.7: Paired recordings reveal functional connections between FS interneuron - stel-
late pairs but not between stellate cells. A Example connected SC-FS interneuron pair.
Action potentials in the stellate cell evoked by current injection (upper) evoke EPSPs in the
FS interneuron (lower). B Example FS interneuron-SC connected pair. Interneuron action
potentials (upper) evoke IPSPs in stellate cells. Displayed PSPs in (A) and (B) are averages
from across >20 trials. C Number of connections tested between different cell types. D
Proportion of a tested connections exhibiting a detectable connection.
stellate cells and FS interneurons may therefore be the main mode of communication
between stellate cells in layer II of the MEC.
4.3.6 The dorsal-ventral organisation of inhibition
Is there a dorsal-ventral organisation of feedback inhibition in layer II of the MEC?
If feedback inhibition is the primary means of communication between stellate cells,
one might suppose that a dorsal-ventral gradient of inhibition onto stellate cells from
interneurons in layer II the MEC could contribute to the dorsal-ventral gradient in
grid field spacing observed in behaving animals.
It is possible that inhibition to stellate cells from ChR2 expressing FS interneurons
follows a dorsal-ventral gradient. It is also possible that inhibition resulting from stel-
late cell activation (excitation-driven inhibition) follows a gradient independent of the
strength of ‘direct’ inhibition. To investigate these possibilities I recorded the magni-
tude of inhibition onto stellate cells at locations spanning the entire dorsal-ventral
extent of the MEC both in control conditions and during block of excitatory synaptic
transmission. Because both stellate cells and interneurons are directly activated by
light, inhibition measured during control conditions reflects the aggregate effects of
inhibition due to direct light activation of interneurons as well as excitation-driven
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Figure 4.8: Inhibition from FS interneurons onto stellate cells does not follow a dorsal-
ventral gradient. A Constant 10 mW/mm2 light stimulus (upper), example traces from
a cell in control conditions (middle) and during block of excitation with NBQX and AP5
(lower). The dotted rectangles indicate the region of traces used for calculating RMS power.
B RMS power for all cells plotted as a function of location along the dorsal-ventral axis
in control conditions (upper) or during block of excitation (lower). C Ramped light stim-
ulus up to 12 mW/mm2 (upper) and example trace from an SC (lower) showing out-
ward synaptic currents during the light ramp. The dotted area indicates the RMS power
measurement area. D Plot of RMS power against location on the dorsal-ventral axis for
recordings during ramped light stimuli. E Ramped light stimulus (upper) and example
membrane voltage responses from a stellate cell (middle, red trace) and an FS interneuron
(lower, blue trace). The dotted area indicates the portion of the traces used to measure fir-
ing rate. F Plots of spike rate as a function of location for SCs (upper) and FS interneurons
(lower).
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inhibition, whereas inhibition measured during block of excitation with NBQX and
AP5 reflects only direct light-activation of FS interneurons. The difference in inhibi-
tion in each cell between control and excitation blocked conditions should reveal the
net excitation-driven inhibition.
To measure aggregate inhibition I recorded IPSCs in voltage clamp at a holding
potential of -50 mV from stellate cells (n = 26) during 3 repetitions of a constant light
steps (10 mW/mm2) delivered directly overhead the recorded cells (Figure 4.8 A). To
avoid light onset effects I analysed only the final 1.5 seconds from each 2 second light
step (for a total analysis period of 4.5 seconds per cell). I favoured quantifying the
magnitude of inhibition by calculating the average RMS power of membrane currents
over using IPSC rate or charge transfer as measures of inhibition because an IPSC rate
measure cannot discriminate between smaller and larger, possibly compound, events
occurring at the same rate and charge transfer requires a baseline current from which
to calculate total charge transfer, but I found that even after block of both excitation
and inhibition with NBQX, AP5, Picrotoxin and CGP55845, photocurrents resulting
from ChR2 activation were not sufficiently stable across long periods of time to act
as a reliable baseline. Because of the (at most) extremely sparse connectivity between
stellate cells, and the rarity of spontaneous background excitation, EPSCs during
these recordings are rare or absent so variance in the membrane current and hence
RMS power can be ascribed to inhibitory synaptic currents. I found that RMS power
in stellate cells in layer II did not vary with location along the dorsal-ventral axis of
the MEC either in control conditions (n = 27, p = 0.19) or during block of excitation
(n = 26, p = 0.6) (Figure 4.10 B). Furthermore, the difference in RMS values for cells
recorded in both conditions did also not follow a dorsal-ventral gradient (n = 26, R2
= 0.02, p = 0.24, data not shown). These data suggest that neither form of inhibition
follows a dorsal-ventral gradient.
To test the generality of these conclusions to other stimulation protocols I recalcu-
lated membrane current RMS power from stellate cells during the final 500 ms of
ramped light stimuli (Figure 4.8 C). As with the light step data, I found no relation-
ship between RMS power and dorsal-ventral location in control conditions (n = 53, p
= 0.21) (Figure 4.8 D). There is thus no evidence that aggregate inhibition onto stellate
cells follows a dorsal-ventral gradient.
One possible complicating factor is the existence of a gradient in spike rates. If,
for example, RMS power in stellate cells were constant along the dorsal-ventral axis
yet interneuron spiking followed a steep gradient, this would suggest that the actual
influence of individual inhibitory cells did follow a gradient. Similarly, if stellate cells
spike rates followed a steep gradient during control conditions and FS interneuron
spike rates followed an opposite dorsal-ventral gradient during block of excitation,
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then the opposing gradients in ‘intrinsic’ inhibition and excitation-driven inhibition
could cancel each other out.
To test for dorsal-ventral gradients in spike rate I recorded the average spike rate in
stellate cells and FS interneurons during the final 500 ms window of traces obtained
during ramped light stimuli (Figure 4.8 E) and plotted them against cell location.
While FS interneuron spike rates did not depend on dorsal-ventral location (n = 13,
p = 0.93) (Figure 4.8 F (lower)), stellate cell spike rates did follow a shallow gradient
(n = 52, p = 0.002) (Figure 4.8 F (upper)). One interpretation of this result is that the
constant dorsal-ventral FS interneuron spike rate may result from a combination of a
dorsal-ventral gradient in stellate cell spiking (possibly due to a small dorsal-ventral
gradient in ChR2 expression) providing extra drive to more dorsal FS interneurons,
offsetting a relative lack of ‘intrinsic’ dorsal inhibition. However, given the absence of
sufficient data to assess a dorsal-ventral gradient of interneuron spike rates during
block of excitation and the very shallow and noisy gradient in stellate spiking rates,
it remains possible that the absence of a gradient in the RMS power in stellate cells
reflect the lack of a dorsal-ventral gradient in FS interneuron mediated inhibition in
layer II of the MEC.
4.3.7 The spatial profile of inhibitory influence
Models of grid cell output based on attractor dynamics require functional connec-
tion strength between cells in the network to be modulated by the distance (in net-
work space) between the cells (Fuhs and Touretzky, 2006; McNaughton et al., 2006;
Guanella et al., 2007; Burak and Fiete, 2009). Of particular interest, these models pre-
dict that circuitry for generating grid cells should exhibit surround inhibition or exci-
tation, with at least one type of cell maximally innervating other cells at intermediate
network distances and minimally innervating nearby or far away cells. If this network
schema also exists in physical space, one would expect that the degree of synaptic
influence between cells would depend on the distance between them, with inhibi-
tion or excitation peaking at intermediate distances. To investigate whether surround
inhibition or excitation exist in layer II of the MEC and to potentially distinguish be-
tween these different schemas I asked how inhibition onto stellate cells depends on
the distance between recorded stellate cells and groups of activated stellate and FS
interneuron cells.
Different connectivity schemas predict different spatial profiles of inhibition onto
stellate cells. Figure 4.9 illustrates the predicted spatial profile of experimentally
recorded inhibition for three different connectivity schemas. The three different schemas
that are considered are (i) local inhibition and local excitation (not predicted by grid
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cell attractor models) (Figure 4.9 A–D), (ii) local inhibition and surround excitation
(Figures 4.9 E–H) and, (iii) surround inhibition with local excitation (Figures 4.9 I–L).
The connection profile schematic for (i) in Figure 4.9 A illustrates how both excitation
and inhibition are maximal between nearby cells and decay with increasing distance
between cells. In contrast, Figures 4.9 E depicts the connectivity schema for (ii), with
local inhibition and surround excitation that is low between nearby cells and initially
increases to a peak with increasing distance but then falls as the distances between
cells increases even further. Figure 4.9 I depicts the connection schema for (iii), with
local excitation and surround inhibition. Figures 4.9 B, F, J illustrate how the connec-
tivity profiles in Figures 4.9 A, E, I translate into the spatial dependence of distinct
components of inhibition. ‘Direct’ inhibition simply follows the spatial dependence
of the inhibition connectivity schema profile, whereas ‘indirect’ or ‘excitation-driven’
inhibition follows a broader spatial profile (the ‘indirect’ inhibition spatial profiles are
obtained by convolving the inhibition and excitation schema spatial profiles, and the
resulting spatial ‘smearing’ of the indirect inhibition reflects the fact that excitatory
cells can have an impact at greater distances than inhibitory cells, as they may inner-
vate inhibitory cells that are closer to the location of the reference cell). The different
inhibition profiles make different predictions for inhibition in different pharmaco-
logical conditions. Figures 4.9 C, G, H depict qualitative experimental predictions
for distance dependent inhibition for the different connectivity schemas in two phar-
macological conditions. First, in control conditions, total inhibition in recorded cells
will reflect the aggregate of direct and excitation-driven inhibition (sum of the direct
and indirect inhibition profiles in Figures 4.9 B, F, J). Second, during block of synap-
tic excitation, the excitation-driven component of inhibition will be removed, with
only the directly activated inhibition component remaining. The difference between
aggregate inhibition and direct inhibition revealed during block of excitation also de-
pends on connectivity schema. Figures 4.9 D, H, L illustrate the qualitative distance
dependent profiles of the difference between inhibition in control conditions and
during block of excitation. Together, these three different connectivity schemas there-
fore make distinct testable predictions for inhibition profiles which can be evaluated
against experimental data.
To record the magnitude of inhibition onto stellate cells and activate cell popu-
lations at different distances I again adopted an optogenetic approach. I recorded
membrane currents in stellate cells in voltage clamp at -50 mV to reveal inhibition
and activated groups of cells with a 10 mW/mm2 beam of light with a diameter of
∼90 µm which activated stellate cells and FS interneurons in a region with a 200 µm
diameter (dotted circle depicted in Figure 4.10 A (see also Figure 4.5)). I moved the
light beam moved between an overhead position and distances up to 500 um away
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Figure 4.9: Different feedback inhibition connectivity schemas and their qualitative
distance-dependent experimental predictions. A–D Connection schema with local inhi-
bition and excitation and its experimental predictions. A Both maximal inhibition (blue
line) and excitation (red line) is onto nearby cells and decays with distance. B Distance
dependence of direct inhibition (solid blue line) and indirect excitation-driven inhibition
(dashed blue line) associated with the organisation of connectivity depicted in (A). C
Qualitative experimental predictions for the spatial dependence of aggregated inhibition
in control conditions (dark blue line) and directly activated inhibition during block of ex-
citation (light blue line) arising from the inhibitory profiles in (B). D The excitation-driven
component of inhibition is the difference between aggregate inhibition and direct inhibi-
tion shown in (C). E–F Connection schema with local inhibition and surround excitation
and its experimental predictions. E Inhibition onto excitatory cells (blue line) has a local
peak whereas excitation onto inhibitory cells (red line) has a centre surround organisation.
F Spatial profiles of direct (solid blue line) and indirect (dashed blue line) inhibition as-
sociated with the connection in schema depicted in (E). G Experimental predictions for
the spatial profiles of aggregate inhibition (dark blue line) and direct inhibition (light blue
line) arising from the inhibitory spatial profiles depicted in (F). H The spatial profile of
the excitation-driven component of inhibition. I–L as for (E–H) but for a circuit organisa-
tion with local excitation onto interneurons and centre surround inhibition onto excitatory
cells.
in dorsal and ventral directions along the dorsal-ventral axis and recorded in both
control conditions and during block of synaptic excitation with NBQX and AP5 to
reveal the effects of excitation-dependent inhibition at different distances (Figure 4.10
B). To quantify the magnitude of inhibition I used RMS power, as direct excitation
onto stellate cells is unlikely to contribute significantly to membrane current variance
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in this preparation (see Figures 4.3 and 4.4). This method allowed me to investigate
the distance dependent effects on inhibition in stellate cells during activation of a
group of cells at different distances away from the recorded cell.
Using this method I found that both aggregate inhibition and indirect inhibition
from directly light-activated interneurons monotonically decreased with light dis-
tance from the recorded cell, reaching a lower asymptote at a distance of ∼500 µm in
both dorsal (n = 15) and ventral (n = 16) directions (Figure 4.10 B,C,E,H). Importantly,
EPSCs onto stellate cells were not apparent at any light distance, suggesting that
the lack of recurrent excitation between stellate cells is not only restricted to nearby
cells, but extends at least 500 µm away along the dorsal-ventral axis of the MEC (Fig-
ure 4.10 B). The magnitude of directly light-activated inhibition initially decreased
more rapidly with light distance than aggregate inhibition (Figure 4.10 B,C,E,H) and
because the difference in inhibition between the two pharmacological conditions re-
flects the direct effect of excitation-driven inhibition, the rapid decrease of direct
light-activated inhibition means that the magnitude of the indirect excitation-driven
inhibition peaked at a light distance approximately ∼100 µm away from recorded cells
along the dorsal-ventral axis (Figure 4.10 D,F,I). Alternatively, when expressed as a
proportion of total inhibition, excitation-driven inhibition peaks at distance of ∼200
µm in the dorsal direction (Figure 4.10 G) and at ∼100 µm in the ventral direction
(Figure 4.10 J).
These results suggest that the local circuitry in layer II of the MEC is characterised
by local inhibition and surround excitation. First, the data are inconsistent with a
connectivity schema with both local inhibition and excitation (Figure 4.9 A). In par-
ticular, the spatial profile of excitation-driven inhibition (the difference between ag-
gregate inhibition and directly light-driven inhibition) has a peak at a location distal
to recorded cells’ position (Figures 4.10 D, F, I), a result qualitatively different to the
prediction made by the purely local connectivity schema (Figure 4.9 D). Second, the
data are also inconsistent with a connectivity schema where excitation is local but
inhibition follows a centre surround organisation (Figure 4.9 I). In this case, the pre-
diction for the profile of directly light-driven inhibition is different to that obtained
during pharmacological block of excitation, which has a peak local to recorded cells
(Figures 4.10 C, E, H). In contrast, the surround inhibition connection schema pre-
diction is qualitatively different, with a peak distal to the recorded cells (Figure 4.9
K). Other connectivity schemas not depicted in Figure 4.9 are also inconsistent with
the data. Schemas with uniform inhibitory connectivity would not produce a peaked
inhibition profile and schemas with both surround inhibition and excitation would
produce a direct inhibition profile with a peak distal to recorded cells, but this is
not observed. These results are therefore only consistent with a connectivity schema
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Figure 4.10: Spatial profile of inhibition onto stellate cells. A Schematic of the experimen-
tal setup. The recorded cell is indicated on the left, the dotted line indicates the region of
tissue containing cells driven to spike directly by the constant 10 mW/mm2 light stimu-
lus and the illumination distance is indicated by the bi-directional arrow. B Current traces
(recorded in voltage clamp with a holding potential of -50 mV) at increasing illumination
distances from the recorded cell (increasing from overhead at the top to 500 µm in the dor-
sal direction at the bottom) in control conditions (left panel) and after block of excitation
with NBQX and AP5 (right panel). C RMS power as a function of illumination distance for
example shown in (B). D Net excitation-dependent RMS power calculated by subtracting
the RMS power with excitation blocked from the RMS power in control conditions in (C). E
Average population RMS power in control and excitation block conditions at different illu-
mination distances in the dorsal direction. F Average population net excitation-dependent
RMS power for illumination distances in the dorsal direction. G Net excitation-dependent
RMS power as a proportion of total control RMS power for illumination distances in the
dorsal direction. H–J As for (E–G) but for illumination distances in the ventral direction.
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comprising surround excitation and local inhibition, suggesting that such a circuit
organisation is present in layer II of the MEC.
4.4 discussion
The results presented in this chapter reveal that the microcircuitry of layer II of the
MEC has properties that are notably distinct from neocortical and hippocampal mi-
crocircuits and which are likely to be critical for producing the characteristic grid
firing field output. I discuss these findings and their implications for grid cell output
below.
4.4.1 The microcircuitry of the MEC is dominated by feedback inhibition
Stellate-stellate connections are rare or absent
In the hippocampus (Miles and Wong, 1986), deeper layers of the MEC (Dhillon and
Jones, 2000) and neocortical circuits (Mason et al., 1991; Deuchars et al., 1994), excita-
tory cells are innervated by a substantial proportion of nearby excitatory cells of the
same type. Direct synaptic communication between excitatory cells in these circuits
are thought to underly a wide range behavioural capabilities (Silberberg et al., 2005).
In contrast, the results discussed above reveal that, surprisingly, the MEC performs
its spatial computations without direct interactions between the vast majority, if not
all, of the principal excitatory output cells in layer II. The evidence for lack of re-
current excitation between stellate cells in the MEC is strong - both the optogenetic
and paired recording experiments described above are consistent with an absence of
functional connections between stellate cells. Both these findings are also consistent
with a previous study that failed to find connections between stellate cells with paired
sharp electrode recordings (Dhillon and Jones, 2000) and also with another study sub-
sequent to the publication of this work which also failed to find connections between
stellate cells in mature adult rats using both extensive paired whole-cell recordings
(>240 pairs) and targeted optogenetic stimulation of stellate cells (Couey et al., 2013).
Taken together, these results suggest that excitatory connections between putative
stellate cell pairs observed with indirect techniques (Kumar et al., 2007; Beed et al.,
2010; Quilichini et al., 2010) are due to innervation of stellate cells by other excita-
tory cell types, possibly including pyramidal cells that constitute a small proportion
of the cells in layer II of the MEC (Gatome et al., 2010). Therefore, unusually for a
cortical area, the layer II microcircuit architecture appears to be organised with no or
extremely sparse connections between the principal projection cells.
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A lack of recurrent excitation is consistent with observations that both background
and electrically evoked synaptic excitation in layer II is weak relative to the deeper
layers (Jones, 1994; Dhillon and Jones, 2000; Jones and Woodhall, 2005). It is also
consistent with the finding that inhibition is the dominant synaptic response onto
cells in layer II during electrical stimulation of brain areas outside the MEC, especially
at lower stimulation frequencies (Finch et al., 1988; Jones, 1994; Gloveli et al., 1997)
and confirms that layer II is unlikely to be the source of spontaneous epileptiform
activity in vivo (Dhillon and Jones, 2000).
Feedback inhibition mediates interactions between stellate cells
In contrast to the paucity of excitation, inhibition onto stellate cells in layer II appears
to be extremely robust. The optogenetic experiments and paired whole-cell record-
ings described above show that connections from FS interneurons to stellate cells are
common and have a substantial effect on stellate cell output. In fact, these experi-
ments are likely to underestimate inhibition as connections may be severed during
slicing and not all local FS interneurons were driven to spike during optogenetic
stimulation, particularly during pharmacological block of excitation. Moreover, other
interneuron types may also make a substantial contribution to overall inhibition.
Other physiological evidence is consistent with robust inhibition in layer II of the
MEC. Background inhibition in layer II is high, and much higher than in layer V
(Jones and Woodhall, 2005), and electrical stimulation outside of the MEC evokes
strong inhibitory responses in layer II cells (Finch et al., 1988; Jones, 1994; Gloveli
et al., 1997). Therefore, while inhibition in the MEC may not be as dense as the all-to-
all local inhibitory connectivity observed in some neocortical areas with two-photon
stimulation (Fino and Yuste, 2011), taken together, the evidence nevertheless indicates
that stellate cells are embedded in a densely interconnected inhibitory network.
Excitation from stellate cells onto FS interneurons is also robust with high (> 70%)
local connection probabilities. These strong connections have large effects on interneu-
ron output which, as the optogenetic experiments in Figure 4.6 show, in turn influ-
ence the membrane responses of other stellate cells in the network. In the absence
of direct excitatory connections between stellate cells, this robust feedback inhibition
enables communication between stellate cells via indirect inhibitory connections.
Because this feedback inhibition is likely to be critical for generation of grid firing
fields, it is interesting to note that the dorsal-ventral spacing gradient evident in grid
firing fields does not appear to be reflected by a gradient in inhibition onto stellate
cells. Although the lack of a gradient in inhibition onto stellate cells may conceal
opposing gradients in FS interneuron mediated and excitation-driven inhibition, the
absence of an inhibition gradient onto stellate cells suggests that, despite the impor-
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tance of inhibition from FS interneurons, an independent mechanism controls grid
field spacing. What mechanism this might be remains unclear, but it is possible that
it could involve interactions between cells in layer II and cells in deeper layers, de-
pend on a gradient in intrinsic properties of cells in layer II, perhaps, for example, a
gradient in how the inhibitory synaptic transmission is integrated along the dorsal-
ventral axis, or depend on gradients in cellular properties in cell types that are not
activated during the optogenetic experiments discussed here (O’Donnell and Nolan,
2011).
Local spatial organisation of excitation and inhibition
The magnitude of inhibition from FS interneurons to stellate cells and excitation to
interneurons is modulated by physical distance in the network with local inhibition
and surround excitation. Direct optogenetic activation of FS interneurons indicates
that inhibition from FS interneurons to stellate cells is strongest between local cells,
with direct inhibition decaying almost to baseline at distances of only ∼300 µm in
many cases, despite a wide area (100 µm radius) of activated tissue. In contrast, indi-
rect excitation-driven inhibition extends further, with a peak at 100 µm. This spatial
profile is consistent with a surround excitation organisation of the local circuitry, but
not with purely local excitation onto FS interneurons.
Further experiments will be required to refine and substantiate the presence of a
surround excitation connectivity schema in layer II of the MEC. First, the surround
excitation connectivity schema remains to be tested by directly investigating the
distance dependent profile of direct excitation onto interneurons. Second, detailed
anatomical evidence revealing the spatial extent of stellate and FS interneuron axon
arbours may also place restrictions on the exact spatial configuration of the network.
Unfortunately, it is not yet clear how existing anatomical data, such as the local group-
ing of stellate cells into ‘patches’ (identified by cytochrome oxidase staining) or the
mapping of dendritic arborisations to these patches (Burgalossi et al., 2011) could
provide insights into the local organisation of feedback inhibition. Third, these exper-
imental results may underestimate the spatial extent of excitation-driven inhibition.
Despite the apparent restriction of excitation-dependent inhibitory influence to inter-
cell distances shorter than 500 µm (see Figure 4.10 B), because FS interneurons distal
to the light source are unlikely to be driven to spike purely by the synaptic input
elicited light stimulation of other cells, the inhibitory effects that may result from ac-
tivation of distal stellate cells may not be detectable in these experimental conditions.
Therefore, further experiments will be important to more fully elucidate the local
connectivity patterns in layer II.
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Because long distance indirect communication between stellate cells separated by
more than 500 µm cannot be ruled out, these experiments neither support nor oppose
the influential ‘lamellar’ hypothesis (Andersen et al., 1971) – the idea that informa-
tion flow in the hippocampal formation propagates from entorhinal cortex through
the hippocampus exclusively along narrow lamellae (sectional planes) perpendicular
to both the dorsal-ventral axis of the MEC and to the septo-temporal axis of the
hippocampus (Andersen et al., 1971; Amaral and Witter, 1989). Nevertheless, it does
appear that direct connections from FS interneurons to stellate cells are restricted to
< 500 µm (and probably less, due to the spatial spread of direct FS interneuron acti-
vation by light), as IPSCs were not observed at light distances of 500 µm or greater
(see Figure 4.10 B), so it may be possible that monosynaptic connections from FS in-
terneurons to stellate cells are restricted to narrow lamellae along the dorsal-ventral
axis of the MEC.
4.4.2 Computational consequences of feedback inhibition
A circuit architecture with absent or extremely sparse recurrent excitation between
principal cells and locally organised ‘surround excitation’ places important constraints
on our understanding of how layer II of the MEC implements spatial computations.
Because grid cells are likely stellate cells, this architecture notably precludes models
of grid firing fields that rely on recurrent excitation between grid cells.
Most published models of grid firing fields that utilise attractor dynamics rely on
recurrent excitation (Fuhs and Touretzky, 2006; Guanella et al., 2007; Navratilova
et al., 2012) and so are inconsistent with experimental findings (Dhillon and Jones,
2000; Pastoll et al., 2013; Couey et al., 2013). However, attractor mechanisms that ei-
ther depend exclusively on recurrent inhibition (Burak and Fiete, 2009; Couey et al.,
2013) or feedback inhibition (Pastoll et al., 2013) are consistent with a lack of recur-
rent excitation and predict a centre-surround organisation of the grid cell network
(Burak and Fiete, 2009; Pastoll et al., 2013). However, of these models, only Pastoll
et al. (2013) consider a network organisation with surround excitation and local inhi-
bition, whereas other attractor models that do not rely on recurrent excitation instead
propose networks with surround inhibition, but this assumption may be inconsistent
with the optogenetic evidence for the spatial organisation of the local layer II micro-
circuit discussed in this chapter.
Models that rely on oscillatory interference mechanisms (Burgess et al., 2007; Burgess,
2008; Hasselmo, 2008; Zilli and Hasselmo, 2010) may actually benefit from a lack of
recurrent excitation between grid cells as this may avoid contamination between cells
tuned to different spatial frequencies or different theta oscillation phases. However,
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circuits that are hypothesised to provide oscillatory signals may require robust recur-
rent excitation to overcome the effects of noise (Zilli and Hasselmo, 2010) and there-
fore any such circuits cannot rely on connections between stellate cells in layer II.
Nevertheless, previously discussed considerations argue against this class of model.
Other network properties are also constrained by the layer II architecture revealed
by experiments in this chapter. For example, the lack of recurrent excitation limits
the locus of plasticity in the network that may be required for changes to grid firing
field output, such as when switching between stripe and grid patterns (Krupic et al.,
2012), during novelty-induced expansion of grid fields (Barry et al., 2007, 2012) or
during modular re-alignment of grid fields (Fyhn et al., 2007; Monaco and Abbott,
2011). Robust feedback inhibition and the lack of recurrent excitation also have impli-
cations for the generation within layer II of oscillatory signals that are likely to play
an important role in spatial computation (Chrobak and Buzsaki, 1998; Lisman, 2005;
Colgin et al., 2009; Reifenstein et al., 2012). In the next chapter I explore what role
feedback inhibition plays in generating interacting oscillatory signals that could play
a central role in theta-phase precession in layer II (Hafting et al., 2008) and temporal
coding schemes more generally.
4.4.3 Conclusion
The data and analyses presented in this chapter indicate a circuit architecture in
layer II with absent or extremely sparse excitatory connections between principal
projection cells and robust locally organised feedback inhibition between these cells
and FS interneurons. In addition it appears that the feedback inhibition is locally
organised such that FS interneurons preferentially innervate local stellate cells which
in turn provide centre surround excitation, preferentially innervating interneurons at
intermediate network distances. This connectivity schema is distinct from circuits in
the deep layers of the MEC and other cortical areas and must play an important role
in generating the characteristic grid firing field functional output of layer II.
5
F E E D B A C K I N H I B I T I O N E N A B L E S C L O C K - L I K E
T H E TA - N E S T E D G A M M A O S C I L L AT I O N S
All work presented in this chapter, with the exception of the data and analyses in Figure 5.13, is
adapted from or appears in: Pastoll et al. 2013. Feedback inhibition enables theta-nested
gamma oscillations and grid firing fields. Neuron. 77, 141–154.
5.1 introduction
Neurons can encode information through both the rate and the precise timing of
their action potential output (Buzsaki and Draguhn, 2004; Fries, 2009). Activity in
networks of cortical neurons oscillates with frequency and amplitude that depends
on behavioral state, and these oscillations are believed to be critical for temporal
codes that rely on precise spike timing (Buzsaki and Draguhn, 2004; Lisman, 2005;
Colgin et al., 2009; Fries, 2009; Canolty and Knight, 2010; Buzsaki and Wang, 2012).
In the MEC, oscillatory signals recorded from animals engaged in spatial behaviours
are thought to support temporal codes that may play an important role in spatial nav-
igation (Mitchell and Ranck, 1980; Chrobak and Buzsaki, 1998; Hafting et al., 2008).
Identifying the cellular mechanisms in the MEC that support these oscillations will
shed light on how the circuitry of the MEC enables temporal coding of spatial infor-
mation.
5.1.1 Theta-nested gamma as a temporal coding scheme in the MEC
To enable temporal codes neural systems must encode and transmit information
about the exact timing of action potentials. One way to accomplish this is to encode
precise times of action potentials by their phase relative to an ongoing oscillatory
reference signal. This technique for encoding exact spike times requires only a single
frequency oscillation to provide a phase reference signal, but such a minimal sys-
tem may not be practical as such ‘continuous’ or exact temporal encoding of spike
phase may be unreliable in noisy neural systems. To address this, the reference signal
could be discretised into phase ‘bins’ by superimposing a second, higher frequency
oscillation onto the reference oscillation. If spikes that occur within the same high fre-
quency cycle were considered to have the same phase value in terms of the reference
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frequency oscillation, this system would provide a readout of reference phase that
is relatively robust to noise, as small variations in the phase of spikes relative to the
reference frequency cycle would not influence their discretised encoded phase value.
Cross frequency coupling of separate oscillatory signals may support discretised
phase encoding of precise action potential timing. Cross frequency coupling of oscil-
lations appears to be a general feature of of cognitive states (Buzsaki and Draguhn,
2004; Canolty and Knight, 2010; Buzsaki and Wang, 2012) and is evident in the neo-
cortex (Canolty et al., 2006), hippocampus (Bragin et al., 1995) and entorhinal cortex
(Chrobak and Buzsaki, 1998). Cross frequency coupling can manifest in different ways
- for example phase-phase coupling occurs when the phase of each cycle of the high
frequency rhythm is locked to different but invariant phases of the slower rhythm,
producing a clock-like signal relative the phase of the slower rhythm that can act as
a substrate for range of computational strategies (Lisman, 2005; Canolty and Knight,
2010). In contrast, cross frequency phase-amplitude coupling occurs when the ampli-
tude of a faster rhythm is modulated by the phase of a slower rhythm. In this scenario,
for example, the high amplitude high frequency activity can be ’nested’ in the trough
of each low frequency cycle. In this case, if the high frequency oscillation lies in the
gamma range (40–120 Hz) and the low frequency signal lies in the theta band (4–12
Hz), the phase-amplitude relation between slow and fast rhythms could be described
as theta-nested gamma. Both phase-amplitude coupling and phase-phase coupling
may co-exist - for example theta-nested gamma may itself have clock-like properties
(see Figure 1.2 B (lower)) which may yet further broaden the repertoire of strategies
available for temporal coding.
Oscillatory signals suitable for implementing discretised temporal codes are present
in the MEC. In rodents engaged in spatial behaviours a prominent theta rhythm is
present in all layers of the MEC (Mitchell and Ranck, 1980; Chrobak and Buzsaki,
1998; Mizuseki et al., 2009; Quilichini et al., 2010). Grid cells in layer II encode space
by the phase of their spikes relative to the ongoing theta rhythm (Fyhn et al., 2004;
Hafting et al., 2005, 2008; Reifenstein et al., 2012) indicating that the theta signal may
act as a slow reference signal for spatial computations based on temporal codes. In
addition, oscillations in the high gamma frequency range (∼60–120 Hz) are nested
within the troughs of the theta LFP signal (Chrobak and Buzsaki, 1998; Colgin et al.,
2009), producing a theta-nested gamma signal. Although the gamma oscillations are
regular (Chrobak and Buzsaki, 1998), it remains unclear whether the gamma oscilla-
tion phase is coupled to the phase of the theta rhythm and hence whether a clock-like
reference signal is present in the MEC.
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5.1.2 The relationship between theta and gamma rhythms
Despite the potentially important role of theta-nested gamma for temporal coding
of space, the mechanistic relationship between the theta and gamma rhythms in the
MEC is unknown. Establishing the mechanistic relationship between the theta and
gamma rhythms in the MEC would therefore shed light on their possible functional
interactions, which would have important consequences for theories of temporal cod-
ing of spatial information in the MEC. An important question to ask about the mech-
anistic relationship between the rhythms is whether activation of the layer II circuitry
at theta frequency is sufficient to elicit a simultaneous nested gamma rhythm from
the same circuit, but this possibility has not been investigated. Because the theta
rhythm in the MEC may be imposed onto the layer II circuitry by afferent inputs
from theta cells in the medial septum or internally generated in layer II in response
to depolarising inputs, I reasoned that recapitulating theta frequency activity in the
MEC using an optogenetic method would shed light on the circuit dynamics that are
present during theta frequency oscillations in behaving animals.
5.2 methods
Optogenetic methods have previously been used to elicit cortical rhythms. Short light
pulses (Cardin et al., 2009; Sohal et al., 2009) and sinusoidally modulated light stim-
uli (Akam et al., 2012) delivered at gamma frequency can directly evoke or entrain
gamma activity in neocortex and hippocampus. In addition, steady state (Börgers
et al., 2012) and slowly ramped light stimuli (Adesnik and Scanziani, 2010; Akam
et al., 2012) can also elicit gamma frequency oscillations through tonic depolarisation
of circuits. However, optogenetic activation of circuits using a light stimulus with ir-
radiance sinusoidally modulated at theta frequency has to my knowledge not been
previously investigated. Whether optogenetic activation of the MEC layer II circuitry
is able to elicit gamma rhythms and whether any gamma rhythms that do develop are
able to do so during the brief individual cycles of an imposed theta rhythm therefore
remain to be established.
To implement a theta drive to layer II of the MEC I used the Thy1-ChR2-YFP mouse
described in Chapters 2 and 4. In this mouse stellate cells and FS interneurons, but
not pyramidal cells, express ChR2 in layer II. This enables direct, graded activation
of stellate cells and FS interneurons with modulated 470 nm light. As described in
Chapter 2 I delivered a narrow (∼90 µm) beam of light onto layer II of sagittal slices
of the MEC by using an LED directed through the epifluorescence port of the mi-
croscope. To activate the layer II microcircuit at theta frequency I used a light stim-
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ulation protocol with irradiance sinusoidally modulated at theta frequency (8 Hz). I
used sinusoidal modulation in preference to a series of light pulses to avoid sharp
onsets and excessive circuit synchronisation resulting from large photocurrents that
are generated during rapid irradiance changes. I designed a voltage command to the
LED (see Chapter 2, Section 2.5.2) to produce a light stimulus comprising a constant
component (8 mW/mm2) and a sinusoidally modulated component (14 mW/mm2
trough to peak). The irradiance of the stimulus thus peaked at 22 mW/mm2 on ev-
ery theta cycle (the maximum LED irradiance) and decayed to 8 mW/mm2 at each
theta trough (see Figure 5.1 A). This irradiance profile ensured the layer II network
was constantly activated for the duration of the stimulus (5 seconds), but was more
or less strongly driven depending on the phase of the theta stimulus. Because cells
express varying amounts of ChR2, and the peak irradiance during the sinusoidal
stimulus was higher than the peak irradiance of the light ramp used to activate cells
in Chapter 4, the sinusoidal stimulus is likely to recruit more cells and to activate
cells more strongly (Börgers et al., 2012).
5.3 results
5.3.1 Theta frequency stimulation generates nested gamma activity
I found that theta frequency optical stimulation caused local field potential (LFP) os-
cillations nested within each theta cycle (Figure 5.1 A–C). Filtering the LFP in gamma
(50 – 120 Hz) and theta (4 - 12 Hz) bands revealed a theta frequency component di-
rectly induced by the light stimulus and a gamma frequency component arising from
circuit activation during theta stimulation (Figure 5.1 A). These results demonstrate
that optogenetic theta frequency activation of stellate cells and FS interneurons in the
layer II microcircuit produces an LFP signal that resembles LFP activity recorded in
behaving animals (Chrobak and Buzsaki, 1998) (see Figure 5.2 for comparison).
To further examine the theta modulation of the nested LFP activity and to more ac-
curately determine its frequency I performed time-frequency analysis on traces that
were high pass filtered with a low cutoff of 30 Hz to remove the directly light driven
theta frequency components (Figure 5.1 B–D). For this analysis I generated scalo-
grams using Morlet wavelets (with the K parameter set to 6). I used this in preference
to Fourier methods, as wavelet techniques can provide better resolution of high fre-
quencies in short time windows. For automated analysis I wrote MATLAB scripts
that incorporated wavelet functions provided by C. Torrence and G. Compo, which
are available at http://atoc.colorado.edu/research/wavelets/. The wavelet analysis
clearly shows that the nested LFP activity is restricted to a narrow range of frequen-
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cies in the high gamma band, is very similar across theta cycles and coincides well
with the trough of the theta cycle, disappearing on the peak of the theta cycle (Fig-
ure 5.1 B (upper)). The consistency of the frequency and theta phase of the nested
LFP across all recordings is illustrated by the average of the theta-cycle averaged
scalograms for all data (Figure 5.1 C). The frequency with peak power (the pseud-
ofrequency corresponding to the peak power from theta cycle averaged scalograms
from each cell) revealed that the nested activity had frequency 86.1 ± 2.4 Hz (range
62.4 – 100.8 Hz, n = 13).
These results show that the frequency and theta phase modulation of the optically
induced nested LFP activity is similar to the frequency and theta phase of nested
gamma activity recorded in the MEC of behaving animals (Chrobak and Buzsaki,
1998; Colgin et al., 2009). Notably, the frequency is much higher than the frequency
of pharmacologically induced gamma oscillations, which also lack the prominent
theta phase modulation observed in vivo (van der Linden et al., 1999; Dickson et al.,
2000a; Cunningham et al., 2003; Middleton et al., 2008). Optically induced theta-
nested gamma therefore appears to be an excellent model for theta-nested gamma
observed in vivo.
5.3.2 The same process mediates field and synaptic intracellular gamma
Optogenetic recapitulation of circuit rhythms in slice preparations greatly facilitates
dissection of the underlying circuitry. To begin to investigate the synaptic mecha-
nisms mediating the nested gamma activity, I recorded membrane currents from SCs
in voltage clamp with a holding potential of -50 mV to enable detection of excitatory
and proximal inhibitory synaptic currents. I observed outward going nested synaptic
currents occurring at the phase of theta corresponding to the peak light intensity and
to the trough of the LFP theta. Wavelet analysis revealed an average frequency with
peak power of 82.7 ± 2.1 Hz (range 64.2 – 100.8, n = 21) (Figure 5.1 A (lower)), a value
very similar to the LFP activity and suggesting that both the LFP signal and nested
gamma synaptic current reflect the same process.
To further investigate the relationship between the LFP and intracellular synaptic
currents I quantified the relationship between their frequencies and relative timing.
To ensure that these analyses were restricted to circuits that were strongly activated,
I only analysed data where the maximum field power exceeded 350 pA2. To investi-
gate the relative timing of the LFP and synaptic activity, I performed cross-correlation
analysis on simultaneously recorded LFP and intracellular signals. I found that the
timing of the nested synaptic currents was similar to the theta-nested epochs of LFP
gamma activity (peak correlation = 0.81 ± 0.02 n = 21) (Figure 5.1 E) with lags dis-
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Figure 5.1: Theta frequency stimulation drives nested gamma oscillations A Example of
extracellular field activity and membrane current recorded from a SC during theta mod-
ulated (8 Hz) optical stimulation of layer II of the MEC, illustrating gamma oscillations
nested within each theta cycle. The field recording is also shown bandpass filtered to sepa-
rate theta and gamma activity. B Scalograms of field (upper) and synaptic (lower) activity
corresponding to data in (A), plotting power for each frequency as a function of time. In
all figures the power corresponding to the maximum of the color scale is indicated in
the lower right of each plot. C Mean scalograms from all recordings of field (n = 27) as
a function of phase of theta stimulation. D Mean scalograms from all recordings of SC
synaptic activity (n = 44) as a function of phase of theta stimulation. E Cross-correlations
between field potential and SC membrane currents (peak correlation = 0.81 ± 0.02, lag
0.12 ± 0.2 ms, n = 21). Example from (A-B) is in black, all other experiments are in grey.
F Histogram of lag between field and SC synaptic activity calculated from (E). G His-
tograms of the frequency of the peak in the scalogram of membrane currents during theta
frequency stimulation of layer II recorded from stellate cells (upper) and from FS interneu-
rons (lower).
tributed tightly around 0 ms (lag 0.12 ± 0.2 ms, n = 21) (Figure 5.1 F). To quantify the
relationship between the frequencies I asked whether the frequency with maximum
power for synaptic and simultaneously recorded field gamma activity was correlated.
I found that the two signals were indeed highly correlated with a high coefficient of
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Figure 5.2: Comparison of in vivo and optical in vitro theta-nested gamma. Example LFPs
recorded from three sites across layers II - III on a silicon probe from a behaving rat and
filtered in the gamma band (black traces), with the MEC theta LFP (grey) superimposed
(upper). LFP traces filtered in the theta and gamma bands during optically induced in
vitro theta-nested gamma (lower) (same traces as in Figure 5.1 A). Top figure panel adapted
from Chrobak and Buzsaki. (1998). Gamma oscillations in the entorhinal cortex of the freely
behaving rat. The Journal of Neuroscience, 78(5):388–398.
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determination (slope = 0.94, R2 = 0.9, p = 4.2 × 10−11, n = 21). Together, these data
indicate that the LFP signal and intracellular synaptic gamma reflect the same circuit
process.
Theta nested gamma frequency synaptic currents were also present in FS interneu-
rons, but were inward going. The distributions of the frequency with peak power
for all recorded cells were very similar for SCs and FS interneurons and were tightly
distributed around their mean values (Figure 5.1 G), indicating that both SCs and FS
interneurons participate in the same process.
5.3.3 Spike firing during nested gamma oscillations resembles action potential output in
vivo
How do different neuron types contribute to the nested gamma activity? The outward-
going nested synaptic currents recorded from SCs suggested that nested gamma os-
cillations involve inhibitory synaptic input to SCs (Figure 5.1 A). I therefore recorded
the membrane potential of SCs and nearby FS interneurons during theta stimulation
to investigate the temporal relationship between action potential generation in the
different cell types and the theta-nested gamma activity (Figure 5.3 A). I found that
SCs fired on average 1.5 ± 0.2 action potentials per theta epoch (n = 55), whereas
interneurons fired 13.4 ± 3.1 spikes per epoch (n = 11), indicating that both these cell
types were active during theta-nested gamma.
During optical stimulation the timing of action potential firing by both neuron
types was theta modulated (44/48 SCs and 11/11 FS interneurons P < 0.05 vs a uni-
form distribution, Kuiper test). Within each theta cycle the phase of action potential
firing by SCs and FS interneurons coincided with the theta phase of nested gamma
oscillations (Figure 5.3 A–C), indicating that FS interneuron firing could provide a
source of gamma frequency inhibition onto SCs and that SCs could provide gamma
frequency synaptic excitation onto FS interneurons. The range of theta phases during
which FS interneurons and SCs fired action potentials was similar (mean theta phase
of first spike: SC -1.24 rads (from peak), n = 48; FS interneuron -1.72 rads, n = 11, p
= 0.79, Non-Parametric Second Order Analysis of angles [NSOA]; mean theta phase
of last spike (single spike theta episodes were ignored): SC 0.96 rads, n = 37; FS in-
terneuron 1.12 rads, n = 11, p = 0.37, NSOA), indicating that both cell types are active
during the same phase of the theta rhythm. However, I found that the distribution
of SC and FS interneuron action potential times differed, with SC action potentials
following a bimodal distribution with respect to the theta phase, whereas action po-
tentials fired by interneurons followed a broad unimodal distribution (p = 6 × 10−4,
NSOA)(Figure 5.3 B–C). The frequency and relative timing of action potentials fired
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by SCs and FS interneurons (including the bi-modal SC firing distribution) evident
during optical theta stimulation is similar to that recorded from neurons in layer II
of the MEC during theta activity in behaving animals (Chrobak and Buzsaki, 1998;
Hafting et al., 2008; Mizuseki et al., 2009), further indicating that optically generated
theta-nested gamma is functionally similar to the theta-nested gamma observed in
vivo.
Interestingly, despite the prominent gamma oscillations, neither type of cell fired
rhythmically at gamma frequencies. During optical stimulation FS interneurons fired
at a wide range of rates whereas SCs never fired at the gamma oscillation frequency
(Figure 5.3 D–E). Rhythmic firing by FS interneurons at gamma frequency would also
be evident as peaks in the theta phase firing distribution, but this was not observed
(Figure 5.3 A–C). This suggests that instead of gamma arising from rhythmic patterns
of firing by individual cells, the oscillations arise from network interactions between
SCs and FS interneurons and that spikes from different subsets of cells contribute to
the generation of subsequent gamma cycles (Lisman, 2005).
5.3.4 Theta-nested gamma is clock-like
Because gamma oscillations that occur at invariant phases of successive theta cy-
cles would be useful for temporal coding (Lisman, 2005) I asked whether phases of
gamma cycles reliably occurred at similar phases of the theta stimulus. Surprisingly,
despite the timing and number of spikes fired by stellate or inhibitory neurons dif-
fering between theta cycles, in some cells the gamma cycles aligned extremely well
across all theta cycles (Figure 5.4 A–B), indicating that the layer II circuitry is able to
generate gamma activity with a clock-like structure.
To evaluate how clock-like the gamma oscillations were I quantified the accuracy
of the alignment of gamma cycles across theta cycles in each recorded cell. To restrict
the analysis of clock-like properties of nested gamma to strongly activated circuits I
considered only recordings where the root mean square (RMS) power of the average
gamma activity during the theta cycle was > 5 times the average RMS power of base-
line (defined as the first and last eighth of every theta cycle) activity. To quantify the
variance in the time delay between consecutive gamma cycles a time for a reference
gamma cycle must be established. To determine the time of the initial gamma cycle
in each theta cycle for each cell I bandpass filtered traces between 60 and 100 Hz and
found the median time of the first peak in every theta cycle that exceeded 3 standard
deviations of the pre-illumination baseline. I then employed a Hilbert transform to
ascertain zero-phase points on the trace and designated the zero-phase point in each
theta cycle closest to the median time as the initial gamma cycle peak. In each theta
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Figure 5.3: Theta modulation of spiking during theta-nested gamma oscillations. A Ex-
amples of action potentials fired by a SC and a FS interneuron recorded simultaneously
during 8 Hz light stimulation, illustrating that both neuron types fire action potentials on
the phase of the theta cycle at which nested gamma oscillations are observed. B Rasters
of spikes fired by neurons in (A) for 40 consecutive theta cycles. C Probability of SC and
FS interneuron action potentials for 2 ms windows with respect to the phase of theta
stimulation. Solid lines are the population means (± SEM), dashed lines are the exam-
ples from (A). D Histogram of the mean spike rate of stellate cells during theta frequency
stimulation. E As for (D) except data is for fast spiking interneurons.
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cycle, every subsequent zero-phase point corresponded to new gamma cycle. This
analysis produced indexed gamma cycles as depicted in Figure 5.4 A–D. I then quan-
tified the reliability of gamma oscillations in two ways. First, I compared the time
of each indexed gamma peak during a single theta epoch with the average time of
all gamma peaks with that index across all theta epochs. In many cells each indexed
gamma peak fell within a 5 ms window of the average time on the majority of theta
cycles (Figure 5.4 C). Second, I calculated the average offset of each indexed gamma
from the average time gamma peaks with that index. I found that even on the fifth
gamma peak of each theta cycle, the difference between the time of each gamma peak
and the time of the corresponding average peak could be < 3 ms, compared with the
gamma period of > 10 ms (Figure 5.4 D). Thus, for both measures, some, but not
all, SCs demonstrated nested gamma activity with timing that is consistent between
theta cycles. The reason for this variability is unclear, but because clock-like organisa-
tion may require well preserved networks, it may reflect damage to the local circuit
inflicted during slicing. Nevertheless, these observations establish that in principle
local theta drive to circuits in layer II of the MEC can generate gamma activity with
clock-like properties in a substantial fraction of SCs.
Figure 5.4: Clock-like properties of nested gamma activity A Example of a membrane
current recorded from a SC during a theta cycle (upper) and corresponding bandpass
filtered current (lower, coloured line). Also shown are filtered traces from 4 adjacent theta
epochs (grey traces), illustrating the consistency of the nested gamma response between
theta cycles. B Heat map of membrane currents during 40 consecutive cycles of theta
stimulation from the cell in (A). Colour scale and gamma cycles indices correspond to (A).
C Fraction of gamma cycles on which the peak current differs by less than ± 5 ms plotted
as a function of the index of each nested gamma peak. D Average offset of individual
gamma cycles compared to the mean gamma cycle plotted as a function of the index of
each nested gamma peak. In (C–D), open circles correspond to individual neurons and
filled bars indicate the mean± SEM (n = 12). E Examples of traces obtained by averaging
responses triggered from the trough of each gamma cycle recorded simultaneously from
a SC (upper) and the nearby field (lower). The side peaks are consistent with periodic
gamma activity.
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To further compare the timing of optically induced nested gamma with activity
recorded in vivo, I averaged traces captured by triggering from the negative peak
of each gamma oscillation. When nested gamma activity recorded from the MEC
of behaving animals is analysed in this way, average traces contain side peaks adja-
cent to the central peak, indicating periodicity of the gamma activity (Chrobak and
Buzsaki, 1998). Applying this analysis to optically induced nested gamma also re-
veals side peaks adjacent to the central peak (Figure 5.4 E). This analysis may in fact
underestimate the theta-phase locking of gamma oscillation because gradual shift of
the gamma frequency during each theta cycle will make the theta phase locking ap-
pear less reliable than it actually is. This comparison is consistent with the idea that
theta-nested gamma oscillations in the entorhinal circuit provide a reference signal
for hypothesised coding schemes that require precise temporal coordination of action
potential firing (Lisman, 2005; Buzsaki and Wang, 2012).
5.3.5 Properties of nested gamma oscillations depend on stimulation frequency
In behaving animals the ongoing theta activity in the MEC has frequency of ∼8 Hz
(Mitchell and Ranck, 1980). However, it remains unknown whether an ∼8 Hz acti-
vation frequency has advantages over activation frequencies outside of the the theta
range. To test whether the properties of nested gamma oscillations are unique to theta
frequency stimulation or whether they generalise to stimulation frequencies outside
of the theta range, I additionally tested the response to stimulation below and above
the theta range. To do this I changed the frequency of the sinusoidally modulated
light stimulus between 2, 8 and 16 Hz (Figure 5.5 A–B) while retaining the same irra-
diance magnitude and total stimulus duration, so that the total number of stimulation
cycles across the entire stimulation protocol was 10, 40 and 80 cycles for 2, 8 and 16
Hz stimulation frequencies respectively. These protocols permitted comparison of the
circuit response to a range of stimulation frequencies.
I found that nested gamma activity was maintained during each of the 2, 8 and 16
Hz stimulation frequencies, with nested synaptic activity and LFP signals occurring
at similar stimulation cycle phases for each of the different stimulation frequencies
suggesting that nested synaptic activity and LFP signals reflect the same process
across all the stimulation frequencies (Figure 5.5 A–C). The frequency with maximum
power of the nested gamma activity did not vary across stimulation frequencies (p =
0.12, ANOVA) (Figure 5.5 D (upper)) and average spike rates were also comparable
(p = 0.99 ANOVA) (Figure 5.5 D (lower)) indicating that a wide range of stimulation
frequencies can elicit nested gamma activity with comparable frequencies and that
circuits are equally activated during the different stimulation protocols.
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Figure 5.5: Responses to optical stimulation at 2, 8 and 16 Hz. A Examples of membrane
currents recorded from SCs in response to optical stimulation at different frequencies. The
number of gamma oscillations per stimulus cycle depended on the frequency of the optical
input (p < 10−9, ANOVA), and differed significantly between responses to 8 Hz and 2 Hz
stimulation (p < 10−9, t-test) and between responses to 8 and 16 Hz stimulation (p < 10−9,
t-test). The total number of gamma cycles per second of stimulation also depended on the
frequency of the optical input (p < 10−9, ANOVA), and differed significantly between
responses to 8 Hz and 2 Hz stimulation (p = 0.0003, t-test) and between responses to
8 and 16 Hz stimulation (p < 10−9, t-test). B A single stimulus cycle from each trace
in (A). The traces are bandpass filtered and the time base modified so that activity is
shown relative to the scale of the driving stimulus. C Theta cycle averaged scalograms for
membrane currents (upper) and field potentials (lower) for the example recordings in (A–
B). D Frequency of the maximum power (upper) (n = 6, 45, 4, p = 0.12, ANOVA) and action
potential firing rate (lower) (n = 8, 51, 8, p = 0.99, ANOVA) in response to stimulation at 2,
8 and 16 Hz. E Phase of onset (upper) (p = 4.6×10−6) and offset (middle) (p = 10−14) and
half-width (p = 1.9×10−11), of gamma activity for each stimulation frequency (n = 6, 45, 4,
ANOVA for all tests). F Peak power (upper) (p = 0.1), total power (middle) (p = 9.3×10−9)
and power normalised to time (p = 0.99) (lower) for oscillatory responses to stimulation at
each frequency (n = 6, 45, 4, ANOVA for all tests). Results of post-hoc t-tests are indicated
on each panel, where * is p < 0.05, ** is p < 0.01, and *** is p < 0.001.
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Do other properties of the nested gamma differ, despite similar activation of cells
and gamma frequencies? To compare the phase and power of the nested gamma
activity across different stimulation frequencies I obtained estimates of the stimula-
tion cycle phase onset and offset of gamma (determined using the phases with half-
maximum power) and total power in the gamma range (40–120 Hz) for the different
stimulation frequencies by analysing scalograms averaged across all theta cycles for
each cell. Notably, I found the phase of gamma activity differed between 2 Hz and
8 Hz stimulation (Figure 5.5 E). The phase of maximum gamma power occurred ear-
lier in the 2 Hz stimulation cycle (p = 0.0005), and the gamma activity persevered
through a narrower phase range of the stimulation cycle (p = 1.1 × 10−6) (Figure 5.5
E (lower)), indicating that gamma activity is maintained for a greater proportion of
each cycle for 8 Hz activation. In contrast, while gamma phase of onset and offset dif-
fered between 8 Hz and 16 Hz stimulation frequencies (p = 4.6×10−6) and p = 10−14
respectively) (Figure 5.5 E) the halfwidth of the gamma activity did not (p > 0.1).
There was no significant difference in the maximum power of gamma elicited by the
different stimulation frequencies (p = 0.1, ANOVA) (Figure 5.5 (upper)) and whereas
the total gamma power per stimulation cycle was highest for the 2 Hz stimulation (p
= 9.3×10−9, ANOVA) (Figure 5.5 (middle)), the total gamma power per second was
indistinguishable across different stimulation frequencies (p = 0.99, ANOVA) (Figure
5.5 (lower)). These data and analyses show that while time averaged gamma power
does not differ across different activation frequencies, gamma perseveres for larger
proportions of the stimulus cycle during activation >8 Hz than for lower activation
frequencies, which may have important consequences for temporal coding strategies.
To investigate the relationship between the stimulation cycle phase duration of
gamma power and the number of gamma cycles available for coding I counted the
average number of gamma cycles per stimulation cycle. To obtain the number of
gamma cycles per stimulation cycle I bandpass filtered the data between 60 and 100
Hz and counted the number of peaks that exceeded 1.5 standard deviations of the
baseline membrane current, which I defined as the quarter of the stimulation cycle
that coincided with the light stimulation intensity trough (the LFP theta peak, or the
parts of the trace with the least gamma power). With activation at 2, 8 and 16 Hz I
observed 23 ± 0.3, 6.6 ± 0.1 and 2.7 ±0.2 oscillations per stimulus cycle (p < 10−9,
ANOVA) (Figure 5.5 A–B) which translates to approximately 46, 53 and 43 gamma
cycles per second for each stimulation frequency respectively, with activation at 8 Hz
producing the highest number of gamma cycles per second (p < 10−9, ANOVA).
Together, these data suggest that layer II of the MEC is configured to generate
gamma oscillations for approximately half the duration of each activation cycle, but
is less effective at sustaining gamma oscillations during stimulation at frequencies
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outside the theta range. Furthermore, although lower frequency activation produces
the highest number of gamma cycles per stimulation cycle, activation within the theta
range produces the highest number of gamma cycles per second. An ∼8 Hz activa-
tion frequency therefore appears to combine the highest overall number of gamma
cycles available for coding with a high number of gamma cycles per activation cycle,
features that play important roles in some temporal coding strategies (Lisman, 2005).
5.3.6 Temporally coordinated feedback inhibition mediates nested gamma oscillations
What circuit mechanisms mediate nested gamma oscillations? In principle, gamma
frequency oscillatory activity can be generated exclusively by interneuron networks,
or by networks that involve coordination of action potential firing by interneurons
and excitatory neurons (Tiesinga and Sejnowski, 2009; Fries, 2009; Buzsaki and Wang,
2012). The respective roles of these mechanisms in generating theta-nested gamma
oscillations in the MEC are not clear.
Both glutamatergic and GABAergic synaptic transmission are required for nested gamma
oscillations
Although excitatory stellate cells clearly participate in the nested gamma rhythm,
to assess whether synaptic input from excitatory cells is required for nested gamma
oscillations I blocked excitatory synaptic transmission pharmacologically. Because
variance in gamma power in control conditions was very large, to test for changes
between pharmacological conditions I log transformed the gamma power measure-
ments. However, I calculated power reduction factors from the original untransformed
data. I found that perfusion of the ionotropic glutamate receptor (iGluR) antagonists
NBQX and AP5 reduced total gamma power by a factor of 5.53 in SCs (n = 23, p =
1.1 × 10−8, paired t-test) and a factor of 28.9 in FS interneurons (n = 5, p = 4.4 ×
10
−4, paired t-test). As a result, spectral peaks at gamma frequencies were no longer
observed (Figure 5.6), indicating that excitatory input from stellate cells is required
for the generation of nested gamma activity.
To further investigate how circuit dynamics during nested gamma oscillations de-
pend on excitatory synaptic transmission I compared the effects of blocking excitation
on the firing rates and patterns of stellate cells and FS interneurons. Interestingly, an-
tagonists of iGluRs had only very small effects on the mean firing rate (SCs: p = 0.28,
n = 24, FS ints: p = 0.04, n = 8, paired t-tests) and did not change firing rate distribu-
tions (SCs: p = 0.89, n = 24, FS ints: p = 0.6, n = 8, Kolmogorov-Smirnov tests) (Figure
5.7 A–C, E–F). Action potential firing remained theta modulated in both conditions
(SCs: 18/19 vs 19/19, FS ints: 8/8 vs 6/6, Kuiper tests for uniformity) and there was
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Figure 5.6: Nested gamma oscillations require feedback inhibition A Example of nested
gamma frequency synaptic currents recorded from a SC before (control) and during block
of iGluRs (NBQX + D-APV). B Scalograms for all theta epochs from experiment in (A) in
control (upper) and after block of iGluRs with NBQX and D-APV (lower), demonstrating
that iGluRs are required for nested gamma activity. C Mean data from all experiments
indicating total power in control conditions and during block of iGluRs (n = 23, p =
1.1×10−8, paired t-test). Data are log transformed to reduce the variance for statistical
testing. D–F As for (A–C) except that data are for FS interneurons. For (F), n = 5 and p =
4.4×10−4.
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no change of the distribution of spikes fired within theta cycles between the condi-
tions (SCs: p = 0.1, n = 19, FS ints: p = 0.6, n = 6, Moore’s test for paired angles)
(Figure 5.7 D,H). Therefore the absence of gamma frequency activity during block
of iGluRs is not explained by failure of interneurons to generate action potentials
during optical theta stimulation. In addition, the lack of rhythmic synaptic activity
in SCs during block of excitation indicates that intrinsic excitable mechanisms do not
cause FS interneurons to fire rhythmically. Instead, these data indicate that excitatory
synaptic transmission mediated by iGluRs is required to coordinate nested gamma
frequency activity.
I next tested the role of inhibitory synaptic transmission. Consistent with a major
role for GABAergic synaptic transmission in generating nested gamma oscillation, I
found that perfusion of antagonists of GABAA and GABAB receptors, picrotoxin and
CGP55845 respectively, substantially reduced theta-nested gamma activity in SCs (by
an average factor of 13.5, p = 0.02, n = 8, paired t-test) (Figure 5.8 A–C). Consistent
with an absence of recurrent excitation, block of synaptic inhibition slightly increased
SC spike frequency (p = 0.046, n = 8, paired t-test) (Figure 5.8 D–F), but did not
reduce theta modulation of action potentials fired by SCs (5/7 vs 7/7 significant,
Kuiper test for uniformity). In addition, block of inhibitory synaptic transmission did
not produce clear excitatory inward currents in recordings from SCs during theta
stimulation, even though SCs fired at 13.4 ± 2.7 Hz, suggesting that even with the
brighter light stimulus, significant excitation onto SCs is not recruited during gen-
eration of nested gamma activity. Together, these data are consistent with a circuit
dominated by reciprocal interactions between stellate cells and FS interneurons and
suggest that both inhibition onto stellate cells and excitation onto interneurons are
necessary to produce nested gamma activity.
5.3.7 ChR2 photocurrent dominates synaptic current
In a circuit dominated by reciprocal interactions between excitatory and inhibitory
cells the relatively small changes in firing rate occasioned by block of excitation is
somewhat surprising. To investigate why the firing rates of stellate cells and FS in-
terneurons only undergo small changes during block of iGluRs I measured the rela-
tive magnitude of the photocurrent and synaptically mediated current during light
stimulation. Using the outward holding current as a baseline, I found the total net
charge transferred before and during block of excitation (Figure 5.9 A,C shaded ar-
eas). As with other analyses, I excluded the first two theta cycles from the charge
calculation to avoid light onset effects. From the total net charge I derived the aver-
age current and obtained the approximate synaptic current as the difference between
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Figure 5.7: Action potential firing by SCs and FS interneurons is maintained during block
of iGluRs. A Example of membrane potential responses of an SC to theta stimulation of
layer II (upper trace) in control conditions (middle trace) and during block of iGluRs with
NBQX (5 µM) and D-APV (50 µM) (lower trace). B Change in mean firing rate of SCs
(p = 0.28, n = 24, paired t-test) between the pharmacological conditions. C Binned mean
firing rate distribution for SCs in each condition (p = 0.89, n=24, Kolmogorov-Smirnov
test). D Mean distribution of firing probability as a function of theta phase for all SCs. In
both conditions firing probability differed as a function of theta phase (18/19 vs 19/19
significant, Kuiper test for uniformity). There was no significant difference between the
firing phase of spikes in the two groups (p = 0.1, n = 19, Moore’s test for paired angles). E
Example of membrane potential responses of a FS interneuron to theta stimulation of layer
II in control conditions (upper trace) and during block of iGluRs (lower trace). F Change
in mean firing rate for interneurons in (D-F), (p = 0.04, n = 8, paired t-test).G–H As for
(C–D) except data are for FS interneurons (binned mean firing rate distributions: n = 8, p
= 0.6, Kolmogorov-Smirnov test; theta phase distribution of firing: 8/8 vs 6/6 significant,
Kuiper test, n = 6, p = 0.6; Moore’s test for paired angles).
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Figure 5.8: Theta-nested gamma is mediated by feedback inhibition. A Examples of mem-
brane currents recorded from a SC during theta frequency network stimulation (upper)
in control conditions (middle) and during block of GABA receptors with picrotoxin (50
µM) and CGP55845 (1 µM) (lower). Outward going synaptic currents are abolished when
GABA receptors are blocked. B Average scalogram of synaptic activity recorded from the
SC in (A) before (upper) and during block of GABA receptors (lower). C Total power of
the largest peak in the scalogram is reduced by block of GABA receptors (n = 7, p = 0.02).
D Examples of action potentials fired by an SC during theta frequency network stimula-
tion (upper) in control conditions (middle) and during block of GABA receptors. E Binned
mean spike frequency in control conditions (upper) and during block of GABA receptors
(lower) (p = 0.26, n = 8, Kolmogorov-Smirnov test). F Change in mean spike frequency for
individual SCs (p = 0.046, n = 8, paired t-test).
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Figure 5.9: Photocurrent dominates synaptic current during nested gamma oscillation. A
Example of membrane current responses of an SC to theta frequency activation of ChR2
in control conditions (upper) and during block of iGluRs (lower traces). The shaded areas
indicate the area between the baseline holding current and the total current used to cal-
culate average light stimulation induced membrane current. Left panels show trace from
entire recording, right panels are expansions of the dotted areas in the left panels, showing
the relatively small sizeof synaptic currents relative to photocurrents. B Change in mean
membrane current of SCs (p = 0.0014, n = 23, paired t-test). C Example of membrane
current responses of a FS interneuron in control conditions (upper) and during block of
iGluRs (lower traces). D Change in mean membrane current of FS interneurons (p = 0.007,
n = 5, paired t- test).
the average currents in the two pharmacological conditions. I found that synaptically
mediated current was only a small proportion of the total net current in stellate cells
(∼10 %) and FS interneurons (∼19 %) (Figure 5.9 B,D). Therefore, because the major-
ity of the current driving action potential firing is mediated directly by activation
of ChR2, which does not appear to change between the pharmacological conditions,
spike rates will also not undergo large changes. The main effect of the gamma activity
appears therefore to be to regulate the exact timing of spikes rather than to influence
the overall firing rates in the circuit, which appear rely on sustained depolarisation
of both SCs and FS interneurons and may be achieved in vivo by neuromodulatory
influence.
5.3 results 141
5.3.8 Theta-nested gamma is locally generated in layer II
The strength of gamma activity has been shown to depend on the number of cells
recruited into the network (Börgers et al., 2012) and in the MEC may therefore require
interactions between cells in different layers. To determine if theta-nested gamma
can be generated in layer II independently of synaptic connections from neurons in
deeper layers of the MEC, I recorded from layer II neurons in slices in which the
adjacent deeper layers of the MEC had been separated (Figure 5.10 A) (see Chapter 2
for method).
I found that optical theta-nested gamma activity could still be generated in slices in
which layers II and III were separated (Figure 5.10 B (left panel), C). Because the char-
acteristics of this gamma were indistinguishable from the optical gamma generated
in intact slices, interactions between layer II cells and those in deeper layers of the
MEC appear to be unnecessary to produce nested gamma activity. This indicates that
the mechanisms required to generate to generate gamma with in vivo characteristics
are local to layer II.
Some forms of pharmacological gamma in the MEC require recruitment of in-
terneurons with somata in layer III (Middleton et al., 2008). Blocking NMDA recep-
tors abolishes pharmacologically induced gamma activity generated by cells in layer
II of the MEC and reveals lower frequency activity that requires interactions with cells
in layer III (Middleton et al., 2008). If optically induced gamma were similarly reliant
on NMDA receptors, I reasoned that if layer II is separated from the deeper layers and
NMDA receptors blocked, gamma activity should disappear. In contrast, I found that
gamma activity is maintained after block of NMDA receptors with D-APV in slices
where layer II was separated from the deeper layers (Figure 5.10 B (middle panel), C)
whereas further block of AMPA receptors with NBQX did abolish the optical gamma
(Figure 5.10 B (right panel), C). Therefore, optical theta-nested gamma is generated
locally in layer II of the MEC and, unlike gamma induced pharmacologically in layer
II, it does not require activation of NMDA receptors.
5.3.9 Generation of precise timing required for nested gamma
How is the precise timing of the nested gamma oscillations generated? To analyse the
timing of the gamma frequency synaptic currents I bandpass filtered traces between
60 and 100 Hz and cross correlated data from simultaneous SC and FS interneu-
ron recordings. I found that the timing of gamma frequency synaptic currents was
strongly correlated between SCs and FS interneurons (maximum correlation 0.56 ±
0.07), with excitatory input to interneurons preceding inhibitory input to SCs by 2.81
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Figure 5.10: Theta-nested gamma relies depends only on local layer II microcircuitry. A
Schematic indicating the slice cut to separate layers II and III. B Examples of synaptic cur-
rents (row 2), corresponding scalograms (row 3) and the mean scalograms for all experi-
ments (row 4), each plotted as a function of the phase of theta modulated light stimulation
(row 1), demonstrate that nested gamma is maintained when connections between layer
II and III are cut (control) and after subsequent block of NMDA receptors with 50 µM
D-APV, but is abolished by complete block of iGluRs. C Mean power is not significantly
different following block of NMDA receptors (p = 0.53, n = 6, paired t-test), but is then
reduced by complete block of iGluRs (p = 0.0015).
± 0.59 ms (n = 8) (Figure 5.11 A–C). Synaptic currents were synchronised between
pairs of nearby SCs (with lag < 1 ms), indicating that nearby SCs receive common
synchronising drive from inhibitory neurons (n = 17) (Figure 5.12). These data sug-
gest that gamma arises from coordinated excitatory input from stellate cells inducing
FS interneurons to spike which, in turn, inhibit stellate cells. Then, after a fixed pe-
riod, the inhibition decays, permitting the stellate cells to spike again and beginning
a new gamma cycle.
Do SC and FS interneuron spike times relative to the gamma cycle corroborate
this account of gamma generation? Spikes fired by SCs and interneurons were more
likely on the rising phase shortly after the trough of the gamma cycle, but were
not precisely locked to a particular gamma phase (Figure 5.11 D–F). The preferred
firing phase of SCs was at +0.32 ± 0.02 radians relative to the trough of the synaptic
gamma oscillation, whereas firing of interneurons was later at +0.85 ± 0.02 radians (p
= 0.002, n = 48 SCs, n = 11 FS interneurons, NSOA). Therefore, excitatory SCs fire near
the trough of each gamma cycle just as during exploratory behaviour (Chrobak and
Buzsaki, 1998). This rapidly triggers spiking by FS interneurons, which then reduce
the probability of SC firing until the trough of the next gamma cycle.
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Figure 5.11: Temporal organisation of synaptic events and action potential activity dur-
ing nested gamma oscillations. A Example of synaptic currents recorded simultaneously
from a FS interneuron and a SC during a single cycle of theta frequency stimulation. B
Detail of regions in (A) indicated by the box, demonstrates that excitatory input to in-
terneurons arrives before inhibitory input to SCs. C Cross-correlation between SC and FS
interneuron membrane currents during theta stimulation for the example in (A-B) and for
7 other experiments indicates that excitation to interneurons consistently leads inhibition
to SCs (maximum correlation = 0.56 ± 0.07, lag = 2.81 ± 0.59 ms, n = 8). D Example of
a simultaneously recorded FS interneuron, SC and extracellular field potential during a
single epoch of theta stimulation. E Detail from (D) illustrating action potential initiation
in the stellate cell earlier in the gamma cycle and preceding action potential initiation in
the FS interneuron. F The probability of action potential initiation as a function of phase
of the local field potential gamma signal for interneurons (upper) and SCs (lower) for the
example recordings in (D-E) (left) and on average for all recordings (right).
144 feedback inhibition enables clock-like theta-nested gamma oscillations
Figure 5.12: Synchronisation of gamma frequency input to stellate cells by theta stimu-
lation. A Example of membrane currents recorded simultaneously from two stellate cells
during a single epoch of theta stimulation. B Compound inhibitory synaptic currents indi-
cated in (A) are shown on an expanded time scale. C Cross-correlation between membrane
currents from simultaneously recorded pairs of stellate cells during theta frequency stim-
ulation. The correlation for the example in (A–B) is indicated with a dark line and other
cell pairs are indicated with grey lines. The average maximum correlation was 0.71 ± 0.04
and the lag was 0.077 ± 0.16 ms.
Together, these data suggest that coordinated timing of action potentials fired by
SCs and FS interneurons mediates theta-nested gamma oscillations. This mechanism
is distinct from pharmacological models of gamma activity in the MEC in which
the frequency of excitatory drive to interneurons is less than the network gamma
frequency (Cunningham et al., 2003) and in which NMDA receptor activation is re-
quired for oscillations generated within layer II (Middleton et al., 2008). Instead, in
optical gamma subsets of SCs induced to fire before the trough of each gamma cycle
generate EPSCs in FS interneurons. Action potential firing by FS interneurons then
generates feedback inhibition onto SCs. Previous in vivo recordings are consistent
with the mechanism suggested by these data (Chrobak and Buzsaki, 1998), but be-
cause such experiments were correlative they did not enable synaptic mechanisms to
be tested directly. These experiments therefore establish a circuit mechanism under-
lying the generation of theta-nested gamma that is consistent with in vivo recordings
and explains how theta frequency activation of the local circuitry is sufficient to pro-
duce nested gamma oscillations.
5.3.10 Dorsal-ventral organisation of nested gamma activity
Grid cell size and spacing follow a dorsal-ventral gradient (Hafting et al., 2005; Brun
et al., 2008). Because nested gamma influences stellate cell output, a dorsal-ventral
gradient in the properties of gamma activity may help explain the grid cell gradient.
To investigate whether gamma properties followed a dorsal-ventral gradient I per-
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formed linear regressions of gamma properties against the recorded location of cells
along the dorsal-ventral axis.
When all cells with available location data were included there was a shallow but
significant relationship between intracellularly recorded synaptic gamma frequency
and dorsal-ventral location (R2 = 0.14, p = 0.009, n = 43). Similarly, log peak synaptic
gamma power also followed a shallow dorsal-ventral relationship (R2 = 0.07, p =
0.04, n = 43) (Figure 5.13 B). Reasoning that optogenetic stimulation might activate
dorsal circuits to a greater degree, I asked whether log gamma power predicts gamma
frequency, but there was no significant relationship between log gamma power and
gamma frequency (R2 = 0.004, p = 0.28, n = 43) (Figure 5.13 C), suggesting that dorsal
circuitry may intrinsically generate both higher frequency and more powerful gamma
than ventral circuitry in layer II. However, when the analysis was restricted to fully
activated circuits using the same 350 µV2 criterion cutoff for the LFP power used in
Section 5.3.2 no dorsal-ventral organisation of gamma frequency was evident (R2 =
-0.05, p = 0.78, n = 20) (Figure 5.13 D), indicating that fully activated circuits do not
produce a gradient in properties of nested gamma. How can these data be reconciled?
Figure 5.13 B shows that while many ventral cells have ‘normal’ gamma power, many
also have relatively low gamma power. If ventral circuits are harder to activate, and
when not fully activated produce lower gamma with lower frequency and power, this
could lead to the apparent shallow dorsal-ventral gradients in gamma frequency and
power when all data are included in the analysis.
To investigate whether ventral circuits were relatively poorly activated during il-
lumination I asked whether SC and FS interneuron spike rates followed a dorsal-
ventral gradient. I found that, similar to the results obtained during ramped light
stimuli, during sinusoidally modulated light stimuli SC spike rates followed a sig-
nificant dosal-ventral gradient (R2 = 0.28, p = 5.9 × 10−5, n = 48) (Figure 5.13 E),
suggesting that ventral parts of the layer II network were indeed less activated dur-
ing the light stimulus. Interneuron spike rates did not appear to follow a gradient
I(R2 = 0.06, p = 0.22, n = 12) (Figure 5.13 D) but because FS interneuron spike rates
are extremely variable, the number of data points may not be sufficient to reveal an
existing gradient. It remains unclear whether the stellate cell spiking gradient is due
to greater ventral inhibition, lower expression of ChR2 or gradients in other intrinsic
circuit properties. Therefore, any relationship between gamma properties and dorsal-
ventral organisation of grid fields remains to be determined. Nevertheless, these data
do show that, when sufficiently activated, circuitry across the dorsal-ventral extent
of layer II of the MEC is capable of generating theta-nested gamma with structure
resembling that observed in vivo.
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Figure 5.13: Dorsal-ventral organisation of gamma and spiking frequencies. A Intracellu-
lar synaptic gamma frequency plotted against location along the dorsal-ventral axis of the
MEC showing a shallow but significant relationship (n = 43). B The log of peak gamma
power plotted against location, again showing a shallow but significant relationship be-
tween log gamma power and location (n = 43). C There is no clear relationship between
gamma power and frequency (n = 43). D Plot of gamma frequency against location for data
from highly activated circuits showing a lack of relationship between gamma frequency
and location (n = 20). E Plot of average SC spike rate against dorsal-ventral location (n
= 48). Ventral cells are significantly less activated than dorsal cells. F Plot of average FS
interneuron spike rate against dorsal-ventral location (n = 12). There is no significant gra-
dient, possibly due to high variance in FS interneuron firing rates and low cell numbers.
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5.4 discussion
The results discussed above show that an external theta frequency drive to layer II
is sufficient for producing theta-nested gamma, indicating that nested gamma can
develop and recede rapidly within individual theta cycles. Moreover, in vitro opti-
cal activation of layer II at theta frequency produces nested gamma activity that
closely resembles theta-nested gamma activity observed in vivo. Both optical and in
vivo forms of gamma have similar frequencies in the high gamma range (60-120 Hz)
and exhibit very similar phase-amplitude coupling. In addition, during both forms
of theta-nested gamma activity cells fire action potentials at similar overall rates (cf.
Hafting et al., 2005; Sargolini et al., 2006; Hafting et al., 2008), FS interneuron and
stellate cells spikes occur on the same phase of the theta cycle (Chrobak and Buzsaki,
1998; Hafting et al., 2008; Mizuseki et al., 2009) and spikes also occur at the troughs
of gamma cycles (Chrobak and Buzsaki, 1998). Furthermore, the highly regular theta-
nested gamma observed in vivo is consistent with the clock-like gamma produced
during optogenetic stimulation. In comparison, previous pharmacological models of
gamma in the MEC do not accurately reflect in vivo gamma. Instead, both optical and
in vivo gamma differ from gamma induced by pharmacological methods. First, phar-
macological gamma has much lower frequency (30–45 Hz) than optical and in vivo
gamma and second, pharmacological gamma has no clear relationship to theta activ-
ity (van der Linden et al., 1999; Dickson et al., 2000a; Cunningham et al., 2003, 2004;
Middleton et al., 2008) and so does not shed light on the mechanistic relationship be-
tween oscillations with different frequencies. Furthermore, pharmacological gamma
and in vivo gamma have different layer-specific gamma phase profiles (Chrobak and
Buzsaki, 1998; Cunningham et al., 2003) further suggesting they result from differ-
ent mechanisms. Optical theta-nested gamma appears therefore to be a better model
for in vivo theta nested gamma, suggesting that external theta-frequency drive to the
MEC may be responsible for generation of nested gamma in behaving animals.
Because of the similarities between optical and in vivo gamma, insights into MEC
function gained from pharmacological models of MEC gamma may need to be reeval-
uated. For example, during pharmacological gamma, the frequency of EPSPs onto
interneurons during gamma activity can be lower than the gamma rhythm frequency
(Cunningham et al., 2003), whereas during optical gamma they are the same, suggest-
ing that instead of MEC gamma being generated by an I–I mechanism, it arises from
an E–I mechanism. Optical and pharmacological gamma are further distinguished by
contrasting dependence on NMDA receptors (Middleton et al., 2008), with NMDA
receptors not being required for generation of optical theta-nested gamma in layer II,
suggesting that these receptors are therefore not essential for in vivo gamma. These
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differences suggest that future work on optically induced nested gamma may chal-
lenge other insights into oscillatory dynamics gained from pharmacological induction
of circuit rhythms.
5.4.1 Local feedback inhibition enables local optical theta-nested gamma
Optically induced in vitro nested gamma provides an opportunity to dissect the cir-
cuitry underlying gamma generation. In optical theta-nested gamma, gamma oscil-
lations rely on local reciprocal interactions between SCs and FS interneurons, with
feedback inhibition onto SCs from FS interneurons reflecting the same process as the
LFP nested gamma signal. FS interneurons in layer II do not spike rhythmically, rul-
ing out intrinsic cellular mechanisms for the synaptic gamma recorded in stellate cells.
Block of synaptic excitation abolishes gamma oscillations while maintaining interneu-
ron spiking activity near control levels, thereby also ruling out recurrent inhibition
between FS interneurons and therefore an I–I schema as a generator of gamma. In
addition, optical gamma does not depend on interactions with neurons in the deeper
layers of the MEC or other brain areas, as evidenced by the persistence of gamma
activity after surgical separation of layer II from deeper layers – concomitant optoge-
netic activation of severed afferent GABAergic fibres would not lead to synchronised
synaptic activity and the absence of synaptic input to stellate cells during block of
inhibition indicates that afferent glutamatergic fibres originating from outside layer
II remain unactivated. Together, these considerations argue for an E–I mechanism
underlying nested gamma generation in response theta frequency activation of MEC
layer II cells in behaving animals.
The relative timing of action potentials and rhythmic synaptic activity onto FS
interneurons and stellate cells is also consistent with a purely feedback inhibition cir-
cuit mechanism. Stellate cell action potentials occur at an earlier phase of the gamma
cycle than FS interneuron spikes and synaptic excitation onto interneurons precedes
inhibition onto stellate cells by a similar interval. As the inhibition onto stellate cells
subsides, they depolarise and spike, triggering a round of excitation onto interneu-
rons and another activation cycle. Theta-nested gamma generated by this mechanism
can be clock-like, with the timing of gamma cycles remarkably consistent between
theta cycles. Although this phase-phase coupling of theta and gamma rhythms has
not been previously described in entorhinal cortex, it is consistent with gamma activ-
ity recorded in behaving animals (Chrobak and Buzsaki, 1998). Together, these data
indicate that layer II contains cellular machinery sufficient to generate theta-nested
gamma with clock-like properties that support a range of temporal coding strategies.
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5.4.2 Local clock-like gamma enables temporal coding in MEC
If external control of localised circuits at theta (or another) frequency is able to pro-
duce clock-like gamma, a wide range of coding and communication strategies be-
come available for spatial computation in the MEC. First, nested gamma oscillations
in layer II of the MEC may enable coincident firing of ensembles of SCs within time
windows required for coincidence detection by downstream neurons in the dentate
gyrus or other areas (Chrobak and Buzsaki, 1998; Buzsaki and Wang, 2012). Sec-
ond, cross frequency phase-phase coupling provides a means to control the gain
of information transfer between two connected regions (Canolty and Knight, 2010).
Externally imposed clock-like theta-nested gamma provides a mechanism for imple-
menting such gain control. If maximum information transfer is desired, two separate
local circuits could be driven at a common frequency in the theta range with appro-
priately offset theta phases. Action potentials generated at the trough of LFP gamma
cycles in the upstream area would arrive at the trough of gamma, when excitability
of the downstream area is at its highest, thereby having a large effect on output in the
downstream area. Conversely, if minimum gain is desired, simply shifting the phase
of the imposed theta oscillation in one area could cause spikes to arrive at the down-
stream area at the peak of the gamma LFP, minimising their impact on downstream
processing (Fries, 2009; Buzsaki and Wang, 2012). This would provide a means of
synchronising the MEC output with its downstream targets, the dentate gyrus and
CA1 (Colgin et al., 2009). Similarly, it could be employed to tune the effect of cortical
inputs on MEC processing. Third, because different information could be encoded on
separate gamma cycles (Lisman, 2005), clock-like theta-nested gamma could be used
to encode and communicate temporally organised sequences of information. This
may, for example, play a role in theta-phase precession of action potentials (Hafting
et al., 2008) for which the role of gamma is currently unclear. Because the number of
gamma cycles per theta cycle would be important for sequence coding, a theta fre-
quency to drive circuits rather than another frequency outside the theta range, could
provide an optimal compromise between the high number of gamma cycles per stim-
ulation cycle associated with low frequency drives and the greater total number of
gamma cycles available for coding associated with high frequency drives. Such com-
munication and coding strategies are, however, likely not always active. Many cells
in the rodent MEC are not theta modulated in vivo (Krupic et al., 2012) and MEC
theta in bats is largely absent (Yartsev et al., 2011), suggesting that these mechanisms
are not required for all MEC functionality and may only require the involvement of
subsets of cells even in animals that do exhibit theta oscillations during behaviour.
150 feedback inhibition enables clock-like theta-nested gamma oscillations
5.4.3 Conclusion
Feedback inhibition in layer II of the entorhinal enables clock-like theta-nested gamma
oscillations that may support a diverse range of temporal coding schemes. Because
grid cells encode space using a rate code and rely on the same layer II circuitry it ap-
pears that a common microcircuit architecture may subserve both temporal and rate
coding schemes. If these coding schemes process information in parallel it suggests
that the cortical circuit architecture present in layer II of the MEC may be optimised
to allow multiplexing of separate streams of information.
6
C O N C L U S I O N
The medial entorhinal cortex is an important area for spatial learning and memory
(Good and Honey, 1997; Steffenach et al., 2005; McNaughton et al., 2006; Jeffery,
2007). In behaving animals the output of cells in layer II of the MEC encodes space
with rate coded grid firing fields (Hafting et al., 2005) and LFP activity provides a sub-
strate for temporal coding of space by phase precession of action potentials relative
to the theta frequency oscillations (Hafting et al., 2008), suggesting that separate and
parallel coding schemes may underlie spatial computations performed in the MEC.
The primary aim of the work presented in this thesis has been to elucidate MEC
layer II circuit properties that could underpin and shape the grid firing fields and
theta-nested gamma oscillations that are thought to mediate spatial computations in
the MEC and the wider hippocampal formation (Lisman, 2005; McNaughton et al.,
2006).
6.1 summary of findings
To provide insights into how circuitry in layer II of the MEC generates its characteris-
tic output I focussed on (i) characterising the intrinsic electrical properties of stellate
cells in layer II, (ii) examining connections between different cell types that constrain
the functional output of the area and (iii) recapitulating in vivo rhythms in vitro to
enable functional circuit dissection during activated circuit states.
6.1.1 The contribution of stellate cell intrinsic electrical properties to layer II circuit function
Glutamatergic stellate cells are the most abundant cell type in layer II, form the ma-
jority of the output of layer II to the hippocampus and have long been thought to be
grid cells (see e.g. Brun et al., 2008; Burgalossi et al., 2011), a proposition recently sup-
ported by in vivo whole-cell recordings from stellate cells in mice running on linear
tracks (Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013). Because of the
central role that stellate cells are thought to play in the layer II network, their intrin-
sic electrical properties have received much attention, but exactly how their intrinsic
electrical properties contribute to layer II circuit output remains unclear.
151
152 conclusion
The task of evaluating how the intrinsic properties of stellate cells might contribute
to the output of layer II has been hampered due to conflicting results being produced
by different recording techniques. To address conflicting data produced by whole-
cell and sharp electrode recording techniques and to obtain recordings with minimal
disruption of intracellular processes, I examined intrinsic properties of stellate cells
using the perforated patch-clamp recording method.
I found that the perforated patch recordings substantiated many intrinsic proper-
ties of stellate cells exhibited during recordings using the other techniques. For exam-
ple, the input resistance, membrane time constant and resonant membrane frequency
all follow dorsal-ventral gradients similar to those in studies using other recording
techniques (Giocomo et al., 2007; Garden et al., 2008; Boehlen et al., 2010). In addi-
tion, analysis of peri-threshold membrane potential theta frequency fluctuations re-
veals that, similar to the results obtained during whole-cell recordings (Dodson et al.,
2011), the fluctuations contain multiple frequency components that are unstable over
time and therefore appear to be unsuitable for computations that require interactions
between predictable and stable frequencies.
In contrast, however, the perforated patch experiments also showed that many in-
trinsic properties of stellate cells measured with this method differ from measure-
ments by whole-cell and sharp electrode recording techniques. For example, perfo-
rated patch recordings indicate that stellate cells are more excitable than other record-
ing methods suggest, and, when directly compared to whole-cell recordings, cells
have narrower AHPs and spike clustering is much more robust. In addition, puta-
tive dorsal-ventral gradients in resonance magnitude (Boehlen et al., 2010) and spike
clustering (Pastoll et al., 2012) that are present during whole-cell recordings do not
follow a dorsal-ventral organisation in the perforated patch recordings.
Many models of grid cell function remain relatively unconstrained by known in-
trinsic properties of stellate cells (Giocomo et al., 2011b; Zilli, 2012). The results from
perforated patch recordings provide accurate estimates of important intrinsic prop-
erties of stellate cells that could be used to constrain and improve future models of
grid cell function. Such models may eventually prove crucial to understanding the
link between intrinsic stellate cell properties and MEC circuit outputs.
6.1.2 Functional dissection of the layer II microcircuit
Despite the importance of the layer II circuitry for spatial computation, the organ-
ising principles of the circuitry remain largely unclear. Few of the synaptic inputs
to and between electrophysiologically identified layer II cells have been definitively
established, severely limiting our understanding of layer II function. To elucidate the
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organising principles of the layer II circuitry I investigated connectivity between dif-
ferent cell types in layer II using both paired recordings and optogenetic techniques.
Consequences for the lack of recurrent excitation between stellate cells
One salient unresolved issue that previous studies have failed to definitively address
has been the question of whether or not functional connections exist between exci-
tatory stellate cells in layer II. On the one hand, paired intracellular recordings have
not revealed functional connections (Dhillon and Jones, 2000) – on the other hand,
indirect methods including glutamate uncaging (Kumar et al., 2007; Beed et al., 2010)
and spiking probability analysis of in vivo extracellular recordings (Quilichini et al.,
2010) have suggested that recurrent excitatory connections are in fact present in layer
II. Because paired recordings may suffer from bias and undersampling, and indirect
methods do not guarantee the identity of the source of excitatory inputs to recorded
cells, these experiments have not been regarded as definitive. The experiments re-
ported in Chapter 4 addressed this issue by adopting an optogenetic approach. Using
a transgenic mouse line expressing ChR2 in stellate cells, but not pyramidal cells in
layer II or adjacent layers, the postsynaptic effects of unbiased concurrent activation
of large populations of stellate cells could be examined in recorded stellate cells. The
absence of light-driven synaptic excitation onto stellate cells during recordings indi-
cated that connections between stellate cells are in fact absent or extremely rare. This
result was corroborated by additional paired recordings in the same slice prepara-
tion that also failed to detect connections between stellate cells. These findings are
consistent with previous paired recording experiments (Dhillon and Jones, 2000) and
have been further supported both by subsequent recordings from hundreds of pairs
of stellate cells and by systematic optogenetic probing of connections between stellate
cells (Couey et al., 2013).
The absence of recurrent excitation between stellate cells has important implica-
tions for layer II function beyond establishing an unusual connectivity principle. First,
while these results do not rule out connections between pyramidal cells, they do sug-
gest that the recurrent excitation required by some influential models of grid cell
generation based on support attractor network dynamics (Fuhs and Touretzky, 2006;
Guanella et al., 2007; Navratilova et al., 2012) is unlikely to be present layer II. Sec-
ond, it limits the locus of plasticity that networks may depend on during grid field
adaptation or expansion (e.g. Barry et al., 2007, 2012). Finally, the lack of recurrent ex-
citation strongly suggests that layer II is unlikely to play a major role in the genesis of
epileptiform activity in the hippocampal formation, as has previously been proposed
(Kumar et al., 2007).
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Stellate cells are embedded in dense inhibitory networks
Despite the importance of elucidating the nature of connections between stellate cells
and interneurons in layer II for understanding computations in the MEC, the nature
of interactions between these cell types has remained unknown. Optogenetic activa-
tion of the layer II circuit revealed a prominent excitation-driven component of inhibi-
tion onto stellate cells and paired recordings independently demonstrated abundant
bi-directional connections between stellate and fast spiking interneurons. These find-
ings (discussed in Chapter 4) show that stellate cells form functional connections with
FS interneurons in layer II and that therefore, despite the lack of recurrent excitation,
stellate cells can communicate with each other via indirect inhibitory connections.
This circuit organisation is consistent with subsequently published research showing
that in multiple simultaneous recordings spiking stellate cells produce inhibitory re-
sponses in other stellate cells that appear to be mediated by fast spiking interneurons,
but do not involve interactions with low threshold spiking interneurons (Couey et al.,
2013). The layer II circuitry therefore appears to be characterised by dense reciprocal
inhibition between stellate cells and FS interneurons, raising the question how such
a circuit organisation is able to support grid firing field generation.
Surround excitation in layer II of the MEC?
How might dense feedback inhibition in layer II support grid firing fields? Continu-
ous attractor models of grid cell generation rely on circuit schemas where the likeli-
hood and strength of connections between cells varies with the distance between cells
in the network (Fuhs and Touretzky, 2006; Guanella et al., 2007; Burak and Fiete, 2009;
Navratilova et al., 2012). The experiments discussed in Chapter 4 therefore aimed to
address the question of whether the local spatial organisation of either inhibitory or
excitatory connections resembles the centre surround configurations that have been
proposed to be suitable for grid firing field generation (Fuhs and Touretzky, 2006;
Guanella et al., 2007; Burak and Fiete, 2009).
Spatially restricted optogenetic activation of the layer II circuit along the dorsal-
ventral axis at different distances away from recorded stellate cells produced distance-
dependent profiles of the magnitude of direct inhibition and excitation-driven inhi-
bition onto stellate cells. Critically, the observed profile of directly activated inhibi-
tion peaked at the position of recorded cells whereas the spatial profile of excitation-
driven inhibition peaked at distances ∼100 µm away from recorded cells. These spatial
profiles are consistent with predictions made by circuits with surround excitation and
local inhibition, but do not match the qualitative predictions of other circuit organi-
sations. These results therefore suggest that grid firing fields may rely on surround
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excitation in layer II. However, because these experiments do not activate pyramidal
cells or other types of interneurons that do not express ChR2 (possibly including low
threshold spiking interneurons), they cannot by themselves establish whether feed-
back inhibition with a surround excitation organisation is sufficient to produce grid
firing fields or whether additional circuit elements may be required.
6.1.3 Optical recapitulation of theta-nested gamma oscillations
Theta-nested gamma LFP oscillations are a prominent feature of neural activity in
behaving animals (Mitchell and Ranck, 1980; Chrobak and Buzsaki, 1998; Colgin
et al., 2009) but the circuit mechanisms governing the relationship between differ-
ent rhythms have not been well understood. The experiments discussed in Chapter
5 demonstrate that local theta frequency optogenetic activation of the layer II net-
work produces nested gamma oscillations that closely resemble in vivo theta-nested
gamma activity and which exhibit clock-like properties. The phase-amplitude and
phase-phase coupling between the theta and gamma rhythms elicited in the MEC
reveal that the circuitry is capable of generating rhythmic activity that could support
a wide range of temporal coding strategies which may be important for spatial learn-
ing and memory (Buzsaki and Draguhn, 2004; Lisman, 2005; Fries, 2009; Fell and
Axmacher, 2011; Buzsaki and Wang, 2012).
The sufficiency of theta frequency activation for nested gamma oscillations indi-
cates that gamma activity can develop and synchronise within individual theta cycles
in layer II of the MEC, but exactly how the gamma develops so rapidly or why the
gamma activity is not clock-like in all cells remains unclear. While the mechanisms
that generate theta frequency oscillations in the MEC remain unknown, these exper-
iments suggest that theta modulated synaptic input (e.g. from the medial septum)
targeted to spatially restricted parts of the layer II network may be able to indepen-
dently control the generation of gamma oscillations at multiple locations in the layer
II network. The sufficiency of theta activation for nested gamma oscillations may facil-
itate synchronisation of gamma activity between different areas driven by a common
source. In particular, control of clock-like gamma in this manner could enable con-
trol over precise synchronisation of gamma cycles in two circuits by a third area that
provides theta frequency input, thus facilitating transmission of information between
the gamma synchronised areas (Buzsaki and Draguhn, 2004; Fell and Axmacher, 2011;
Buzsaki and Wang, 2012).
Data presented in this thesis show that theta-nested gamma in layer II of the MEC
is mediated by feedback inhibition. Whole-cell recordings during optical theta-nested
gamma indicate that reciprocal synaptic interactions between fast spiking interneu-
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rons and stellate cells underlie nested gamma generation. The relative timing of EP-
SCs onto fast spiking interneurons and IPSCs onto stellate cells, combined with the
analysis of the gamma phase of spiking of each cell type indicates that temporally
co-ordinated stellate cell spiking drives co-ordinated spiking of fast spiking interneu-
rons, producing inhibition onto stellate cells. Only after the inhibition decays do stel-
late cells fire again, initiating a new gamma cycle. In the MEC this feedback inhibition
mechanism generates nested gamma with frequencies in the high gamma range, and
is distinct from pharmacological models of gamma which may depend on alterna-
tive mechanisms and exhibit gamma oscillations with frequency restricted to the low
gamma range (see e.g. Cunningham et al., 2003; Middleton et al., 2008).
Changes to the layer II circuitry may underlie deficits in rhythm generation in the
MEC and may help to explain behavioural deficits associated with mental disease.
For example, pathophysiological oscillatory dynamics are common in Alzheimer’s
disease (Jeong, 2004), a condition associated with deficits in spatial memory and
navigation (Pai and Jacobs, 2004). The superficial MEC is particularly prone to degen-
eration during Alzheimer’s disease (Braak and Braak, 1985) suggesting that damage
to the entorhinal networks may undermine normal rhythm generation. Knowledge
of the circuit mechanisms underlying theta-nested gamma generation afforded by
the optical model of in vivo theta-nested gamma could provide insights into which
aspects of layer II circuitry in compromised neural tissue are relevant to rhythm gen-
eration.
6.1.4 A common circuitry for rate and temporal coding in the MEC?
Although feedback inhibition in layer of the MEC must play an important role in
producing rate coded grid firing fields and supports theta-nested gamma oscillations
with properties suitable to act as reference signals for temporal coding, it does not
necessarily follow that circuits comprising only connections between excitatory and
inhibitory cells can simultaneously generate both grid firing fields and signals suit-
able for temporal coding of space. Pastoll et al. (2013) addressed this question by
investigating whether an attractor model of spiking integrate and fire neurons is able
to simultaneously produce grid firing fields and theta-nested gamma oscillations.
In the model, consistent with the principle of of layer II circuit organisation es-
tablished above, excitatory and inhibitory cells were reciprocally connected in a sur-
round excitation configuration (Figure 6.1 A (cf Figure 4.9 E)) whereas connections
between cells of the same type were not present (Pastoll et al., 2013). When provided
with feedforward input that had magnitude modulated by movement direction and
speed, the network produced grid firing fields in excitatory cells resembling those
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observed in vivo (Figure 6.1 B), indicating that a surround excitation configuration
of a purely feedback inhibition circuit is capable of generating grid firing fields. In-
terestingly, inhibitory cells in this model configuration produce inverted grid firing
fields (Figure 6.1 C), a testable prediction that could distinguish between alternative
circuit configurations. Importantly, when the magnitude of the feedforward input
was modulated at theta frequency, not only were grid fields maintained, but the net-
work also developed theta-nested gamma oscillations that manifested as inhibitory
and excitatory nested gamma synaptic inputs to excitatory and inhibitory cells re-
spectively (Figure 6.1 D) and had frequency comparable to both optically induced
(see Chapter 5) and in vivo nested gamma in rodents (Chrobak and Buzsaki, 1998;
Colgin et al., 2009). Together, these simulations show that circuitry comprising only
reciprocally connected pools of inhibitory and excitatory cells in a surround excita-
tion configuration is able to simultaneously produce rate coded grid firing fields and
reference timing signals for temporal codes of space, suggesting that the MEC is able
to multiplex rate and timing codes of space in behaving animals. If simple neural
circuit schemes can support parallel rate and temporal coding of information, mul-
tiplexed coding schemes may be a common feature of cortical circuitry, suggesting
that cortical circuits may have evolved to efficiently encode and transmit information
by utilising parallel streams of information.
6.2 future work
Despite the increasing availability of detailed information about the circuitry of the
MEC and continuously improving characterisations of the striking patterns of neural
activity that it generates, the path from MEC circuitry to spatial behaviour remains
largely unclear. Notably, the link between the observed physiological output of cells
in the MEC and animals’ navigational abilities remains to be directly tested in a man-
ner that does not indiscriminately disrupt neural function in the MEC. While rate
coded spatially modulated output (including grid firing fields (Hafting et al., 2005)
and other types spatially modulated patterns of activity (Fyhn et al., 2004; Solstad
et al., 2008; Krupic et al., 2012)) and theta phase precession of action potentials (Haft-
ing et al., 2008) have been shown to encode space, the failure to establish a causal
relationship between distinct features of these neural activity patterns and spatial
behaviour prevents a complete understanding of the role of these patterns in spatial
processing. Unfortunately, targeted and selective manipulation of activity patterns in
the MEC of behaving animals remains extremely difficult, partly due to technological
restrictions but also largely because our understanding of how different elements of
the MEC circuitry interact to produce its characteristic output remains limited. To en-
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Figure 6.1: Feedback inhibition enables multiplexing of grid firing fields and theta-nested
gamma oscillations. A Configuration of connectivity in the model. The distance depen-
dent connectivity profiles of excitation onto inhibitory cells (red) and inhibition onto ex-
citatory cells (blue) reflect a surround excitation organisation of the circuitry qualitatively
similar to that shown in Figure 4.9 E. B Example grid firing field of an excitatory cell
(left) showing the track of simulated mouse position (blue) and location of action poten-
tials (red) and normalised rate map of action potential output (right). C Example inverted
grid firing field of an inhibitory cell in the network (left) showing the locations of action
potentials and associated normalised rate map (right). D Example nested gamma activity
in a simulated excitatory cell (top, red) and inhibitory cell (blue, middle) during a single
theta stimulation cycle and associated average scalogram for the nested synaptic gamma
activity in the excitatory cell (bottom), revealing a nested gamma frequency of ∼80 Hz. All
data and graphs in this figure were provided by Lukas Solanka.
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able more concrete predictions about how manipulation of specific circuit properties
might alter patterns of neural activity in vivo, the relationship between the functional
properties of the MEC circuitry and its output patterns during behaviour needs to be
more fully understood.
6.2.1 Identification and manipulation of intrinsic electrical properties relevant to MEC out-
put
The intrinsic electrical properties of cells in the MEC enable and constrain the cir-
cuit’s functionality. However, it is often difficult to identify which of these properties
are critical for observed patterns of neural activity, especially in the absence of a the-
oretical framework, as obvious links between intrinsic properties and output may be
scarce. Identification of behaviourally relevant intrinsic properties has thus relied on
heuristic approaches.
One such heuristic approach flags as important intrinsic properties that vary sys-
tematically along the dorsal-ventral axis of the MEC (e.g. Giocomo et al., 2007; Gar-
den et al., 2008; Boehlen et al., 2010) because they reflect the dorsal-ventral organisa-
tion of grid field size and spacing (Hafting et al., 2005; Brun et al., 2008). However,
significant doubt has been cast on the relevance to in vivo activity of some intrin-
sic properties with dorsal-ventral gradients, (e.g. peri-threshold membrane potential
theta frequency fluctuations (Giocomo et al., 2007) do not persist in high conductance
conditions in vitro (Fernandez and White, 2008) and are absent from cells at near
threshold potentials in awake resting mice (Schmidt-Hieber and Häusser, 2013)), sug-
gesting that this approach may not always successfully identify properties important
for physiological circuit output. However, recent evidence indicates that while grid
firing field properties do follow a dorsal-ventral gradient, the gradient is not con-
tinuous but is instead discretised, with properties clustering into discrete ‘modules’
(Stensola et al., 2012) and that therefore it may not be sufficient to flag intrinsic prop-
erties as important just because they follow a dorsal-ventral gradient. Ascertaining
which intrinsic properties cluster in individual animals into discrete modules along
the dorsal-ventral axis may therefore prove fruitful for identifying those intrinsic
properties with particular importance for grid firing fields.
Another possible way to identify intrinsic properties important for behaviourally
relevant in vivo neural activity is to manipulate ion channel expression in cells in
the MEC. Changes in ion channel expression patterns, particularly if achieved us-
ing rapid and local induction techniques to minimise any compensation effects, will
result in changes to the intrinsic electrical properties of cells which can then be com-
pared to any changes in in vivo activity patterns. A recent example shows that HCN1
160 conclusion
forebrain knockout mice, which exhibit altered integrative properties of stellate cells
(Nolan et al., 2007), also exhibit changes to grid scaling (Giocomo et al., 2011a), sug-
gesting that the affected integrative properties are important for controlling grid field
spacing. However, in this case, the interpretation is complicated by the widespread
and permanent nature of the knockout, meaning that the effects on grid field spacing
could instead arise from changes in afferent activity or reflect compensation effects,
highlighting the importance of achieving both temporal and spatial precision in ge-
netic manipulations to probe the link between intrinsic properties and circuit output.
Nevertheless, in principle such manipulations have the potential to greatly elucidate
the relationship between intrinsic properties and neural activity patterns, particularly
since animals with genetic alterations can be tested for changes to their navigational
abilities, therefore enabling direct comparisons between changes to neural activity
patterns and behavioural abilities.
Computational models constrained by known circuit properties will remain impor-
tant for understanding the relationship between intrinsic electrical properties and cir-
cuit output. An experimental demonstration that some particular intrinsic property
correlates with firing field properties is not sufficient to establish a causal relation-
ship between the two, as ion channel expression that is regulated to tune a specific
intrinsic property to produce desired properties of grid fields may also regulate other
‘irrelevant’ intrinsic properties in a similar fashion. Computational models that link
intrinsic properties to circuit outputs will therefore likely prove to be essential tools
for evaluating and predicting the effects of intrinsic properties on circuit output. Be-
cause of the complexity of the MEC circuitry, such models will not only require more
detailed information about the intrinsic electrical properties of different cell types
in the MEC, but also information about the connections between them in order to
constrain the interactions between different cell types in the circuit.
6.2.2 Fine grained dissection of MEC circuitry
To understand neural circuits, knowledge of both the intrinsic electrical properties of
cells and how they are organised into functionally connected circuitry is required (Sil-
berberg et al., 2005). Further characterisation of the functional interactions between
distinct cell types in all layers of the MEC will be critical for developing a mature un-
derstanding of how layer II produces its characteristic spatially modulated outputs.
Many aspects of the layer II circuit organisation remain unknown. The existence
of surround excitation in layer II is an intriguing possibility that could be directly
addressed by optogenetic activation of stellate cells at different distances away from
recorded fast spiking interneurons. However, the apparent multitude of distinct in-
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terneuron types revealed by anatomical differences (Canto et al., 2008; Gatome et al.,
2010) shows that fast spiking interneurons may comprise heterogenous sub-populations,
suggesting that only a subset of fast spiking interneurons may receive surround ex-
citation. For this and other reasons it will be important to test whether fast spiking
interneuron subtypes can be distinguished based on electrophysiological criteria and
establish whether identified fast spiking interneuron subtypes align well with cur-
rent anatomically derived categories. Synaptic connectivity between any interneuron
subtypes and other cells within layer II will then have to be established. It has re-
cently been shown that stellate cells connect to pyramidal cells in layer II (although
possibly not vice versa) (Couey et al., 2013), but further characterisation of the these
connections and the connections between pyramidal cells and different interneuron
types will provide further essential insights into the functional circuitry that under-
lies computations in layer II.
Layers III–V of the MEC contain spatially modulated cells (Sargolini et al., 2006)
that are thought to be important for the generation of spatially modulated activity
patterns in layer II cells (see e.g. Navratilova et al., 2012). Although connections from
deep to superficial MEC have been demonstrated (Köhler, 1986; Jones, 1994), sub-
stantial characterisation of functional connections between identified cell types will
be important for establishing how the deep layers, which receive hippocampal inputs
(van Strien et al., 2009), in turn influence the different cell types in layer II. This could
be investigated by paired recording experiments, but if cell type specific expression
of transgenic opsins can be achieved in deep layer cells, optogenetic techniques may
prove more efficient in establishing connectivity principles.
6.2.3 Neural rhythms and temporal coding in the MEC
Theta-nested gamma oscillations may provide a substrate for temporal coding of
space in the hippocampal formation. Proposed temporal coding schemes typically
rely on coupling between rhythms in separate areas, but it is not always clear how
this is achieved (Buzsaki and Wang, 2012). While local theta frequency activation ap-
pears to be sufficient to elicit theta-nested gamma in layer II, it is not known how
gamma activity synchronises between different areas in the hippocampal formation
(though reciprocal long distance inhibitory connections might play a role (Melzer
et al., 2012)) or how either theta or gamma oscillations synchronise across layers in
the MEC. Recordings from the deep layers of the MEC during optogenetic activation
of layer II could provide insights into how rhythmic activity in one layer influences
activity in other layers of the MEC. Theta frequency activation of other layers contain-
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ing cells with appropriate expression of transgenic opsins could similarly provide
insights into how rhythmic activity in these layers impacts activity in layer II.
Despite the mechanistic insights provided by the optogenetic experiments reported
in this thesis, many properties of gamma oscillations in the MEC remain unexplained.
One example is the variation in frequency of gamma oscillations in the MEC in be-
having animals (Chrobak and Buzsaki, 1998; Yartsev et al., 2011). In the hippocampus,
where gamma oscillations have been shown to phase lock with the MEC (Colgin et al.,
2009), the gamma frequency depends on running speed (Ahmed and Mehta, 2012),
suggesting that gamma frequency in the MEC could also be coupled to locomotion.
It is unclear how changes in gamma frequency arise, but they may reflect the degree
of activation of the local network. This link could be tested by systematically varying
the magnitude of activation of layer II by providing different strengths of optoge-
netic stimulation and investigating how gamma frequency and magnitude vary with
stimulation intensity.
An important long term challenge will be to elucidate the cellular mechanisms
that enable phase precession of action potentials in the MEC relative to an ongoing
theta rhythm. Experiments to reveal the cellular mechanisms of phase precession will
provide important information about how systematically varying phase relationships
between spiking and neural rhythms can occur, and therefore shed light on mecha-
nisms underlying temporal coding in general.
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A
E S T I M AT I N G C O N N E C T I V I T Y P R O B A B I L I T I E S
This derivation was provided by Lukas Solanka and Dr. Mark van Rossum
Derivation of connectivity probability formula
Assuming that N potential connections were tested, with none showing a synaptic
response.
We denote the true connection probability as p. We cannot claim that p = 0, as we
haven’t tested all of the potential connections. However we also cannot with certainty
say that p < 1/N, because there is in fact non-zero probability that p > 1/N. Instead,
we estimate the range of p ∈ [0,pmax], given a confidence interval C, e.g. C = 95% or
similar, in the following way:
We can estimate a posterior probability of p, given that optical stimulation does





As we don’t have any prior knowledge about the connection probability P(p) we
assume it is uniform, while P(N) is a constant. Therefore P(p|N) is proportional to
P(p|N) ∝ P(N|p),
which is the probability of randomly testing N potential connections and none of
them showing a synaptic response, given that the actual probability of connection is
p. That is a binomial distribution and therefore:






which after normalization reads
P(p|N) = (N+ 1)(1− p)N (A.3)
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This gives us a likelihood of the probability of connection p given N tested potential
connections. We can now set a confidence value C and estimate pmax that satisfies
that P(p 6 pmax) = C.











We can then say that with confidence C that the connection probability will be less
than pmax. Therefore, with 2000 light-induced tested potential connections and 95%
confidence,
p 6 1.5× 10−3
