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This paper deals with the reduction of non-homogeneous linear systems of first order
operator equations with constant coefficients. An equivalent reduced system, consisting
of higher order linear operator equations having only one variable and first order linear
operator equations in two variables, is obtained by using the rational canonical form.
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1. Introduction
Let K be a field, V a vector space over K and let A : V −→ V be a linear operator. Linear system of first order A-operator
equations with constant coefficients in unknowns xi, 1 ≤ i ≤ n, is:
A(x1) = b11x1 + b12x2 + · · · + b1nxn + ϕ1
A(x2) = b21x1 + b22x2 + · · · + b2nxn + ϕ2
...
A(xn) = bn1x1 + bn2x2 + · · · + bnnxn + ϕn
 (1)
for bij ∈ K and ϕi ∈ V . We say that B = [bij]ni,j=1 ∈ K n×n is the system matrix, and Eϕ = [ϕ1 . . . ϕn]T ∈ V n×1 is the free
column. If Eϕ = E0 system (1) is called homogeneous. Otherwise it is called non-homogeneous.
Let Ex = [x1 . . . xn]T be a column of unknowns and EA : V n×1 −→ V n×1 be a vector operator defined componentwiseEA(Ex) = [A(x1) . . . A(xn)]T . Then system (1) can be written in the following vector form:
EA(Ex) = BEx+ Eϕ. (2)
A solution of vector equation (2) is any column Ev ∈ V n×1 which satisfies (2).
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Powers of operator A are defined as usual Ai = Ai−1 ◦ A assuming that A0 = I : V −→ V is the identity operator. By nth
order linear A-operator equation with constant coefficients, in unknown x, we mean:
An(x)+ b1An−1(x)+ · · · + bnI(x) = ϕ, (3)
where b1, . . . , bn ∈ K are coefficients and ϕ ∈ V . If ϕ = 0 Eq. (3) is called homogeneous. Otherwise it is non-homogeneous.
A solution of Eq. (3) is any vector v ∈ V which satisfies (3).
2. Notation
LetM ∈ K n×n be an n-square matrix. We denote by:
(δk) δk = δk(M) the sum of its principal minors of order k (1 ≤ k ≤ n),
(δik) δ
i
k = δik(M) the sum of its principal minors of order k containing the ith column (1 ≤ i, k ≤ n).
Let v1, . . . , vn be elements of K . WewriteM i(v1, . . . , vn) ∈ K n×n for thematrix obtained by substituting Ev = [v1 . . . vn]T
in place of ith column ofM . Furthermore, it is convenient to use:
δik(M; Ev) = δik(M; v1, . . . , vn) = δik(M i(v1, . . . , vn)).
The characteristic polynomial∆B(λ) of the matrix B ∈ K n×n has the form
∆B(λ) = det(λI − B) = λn + d1λn−1 + · · · + dn−1λ+ dn,
where dk = (−1)kδk(B), 1 ≤ k ≤ n; see [1, p. 78].
The companion matrix of a monic polynomial p(λ) = λn + d1λn−1 + · · · + dn−1λ+ dn is the matrix
Cp =

0 1 . . . 0 0
0 0 . . . 0 0
...
...
...
...
0 0 . . . 0 1
−dn −dn−1 . . . −d2 −d1
 .
The matrix C is in the rational canonical form if it is block diagonal, C = diag (Cp1 , Cp2 , . . . , Cpk), where Cpi is the
companion matrix of a monic polynomial pi(λ) = λni + di,1λni−1 + · · · + di,ni−1λ + di,ni of degree ni = deg(pi) ≥ 1, and
pi|pi+1 for all i such that 1 ≤ i < k.
3. Main results
The reduction of system (2) to a partially reduced systemwill be divided into two steps.
First, by using some basic properties of the rational canonical form, the initial system may be transformed into a proper
system for further study.
Theorem 3.1 (On Rational Canonical Form [2, p. 397]). Any squarematrix B ∈ K n×n is similar to a uniquematrix C in the rational
canonical form. The matrix C is called the rational canonical form of the matrix B.
Lemma 3.2. Let C be the rational canonical form of the matrix B, i.e. there exists a regular matrix P such that C = P−1BP. Then
the system given in the form (2), EA(Ex) = BEx+ Eϕ, can be reduced to the system
EA(Ey) = CEy+ Eψ, (4)
where Eψ = P−1Eϕ is its free column and Ey = P−1Ex is a column of the unknowns.
The following lemma will be very useful in the second step of our reduction process.
Lemma 3.3. If the matrix M has the form:
M =

b1 1 0 . . . 0
b2 0 1 . . . 0
...
...
...
...
bn−1 0 0 . . . 1
bn an−1 an−2 . . . a1

then it follows that
δ1k (M) = (−1)k
(
k−1∑
j=1
bjak−j − bk
)
(1 ≤ k ≤ n).
Proof. Observe that the function δ1k is linear with respect to the first column of its matrix argument. The first column
[b1 . . . bn]T of the matrix M is equal to∑nj=1 bjEej, where Eej denotes jth column of the identity matrix of order n. Therefore
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δ1k (M) =
∑n
j=1 bjδ
1
k (M; Eej). It remains to prove that
δ1k (M; Eej) =

0, k < j;
−(−1)k, k = j;
(−1)kak−j, k > j.
Let αk,j be an arbitrary nonzero minor in the sum δ1k (M; Eej). Since it is a nonzero principal minor which contains 1 from the
first column, it must include 1 from the first row. Hence, minor αk,j must also include the element 1 from 2nd row and 3rd
column. In the samemanner we conclude that our minor contains 1 from ith row and (i+1)th column for i ∈ {2, . . . , j−1}.
Accordingly, minor αk,j must contain the first j columns and rows.
For k < j there is no such nonzero principal minor.
If k = j, then the only nonzero minor in the sum δ1k (M; Eej) is the minor formed from the first j columns and rows.
Expanding it by the first column, we easily conclude that its value is (−1)k−1.
For k > j the same reasoning implies that αk,j must contain all columns and rows from 1st to jth. Now, let l + 1 be the
smallest index greater than j such that αk,j contains (l+ 1)th column. Consequently, the minor must include element an−l.
We apply the zig-zag argument again to deduce that our minor has a block formed from the last n− l columns and rows. So,
the only minor having the desired properties is the one obtained by deleting all columns and rows between (j + 1)th and
lth. It follows that k = j+ n− l and αk,j = (−1)j−1 · (−1)n−l−1an−l = (−1)kak−j. 
Wewill now prove the main theorem dealing with a special case when the rational canonical form of the systemmatrix
has only one block.
Theorem 3.4. Assume that the rational canonical form of the matrix B is exactly the companion matrix C of the characteristic
polynomial∆B(λ) = λn + d1λn−1 + · · · + dn−1λ+ dn = ∆C (λ). Then linear system of first order A-operator equations (1) can
be reduced to the partially reduced system:
(RC )

∆C (A)(y1) =
n∑
k=1
(−1)k+1δ1k (C; An−k(ψ1), . . . , An−k(ψn))
y2 = A(y1)− ψ1
y3 = A(y2)− ψ2
...
yn = A(yn−1)− ψn−1

, (5)
where the columns Ey = [y1 . . . yn]T and Eψ = [ψ1 . . . ψn]T are determined by Ey = P−1Ex i Eψ = P−1Eϕ for a regular matrix P such
that C = P−1BP.
Proof. Applying Lemma 3.2, system (2) is equivalent to system (4), which can be presented in the following form:
A(y1) = y2 + ψ1
A(y2) = y3 + ψ2
...
A(yn−1) = yn + ψn−1
A(yn) = −dny1 − dn−1y2 − · · · − d1yn + ψn
 . (6)
We now consider the linear operator:
∆C (A) = An + d1An−1 + · · · + dn−1A+ dnI.
By eliminating y2, . . . , yn from the previous system, we obtain the operator equation:
∆C (A)(y1) =
(
An−1(ψ1)
)
+ (An−2(ψ2)+ d1An−2(ψ1))
+ (An−3(ψ3)+ d1An−3(ψ2)+ d2An−3(ψ1))
...
+ (ψn + d1ψn−1 + d2ψn−2 + · · · + dn−2ψ2 + dn−1ψ1) . (7)
Using formulae (6), (7) and Lemma 3.3 we complete the proof. 
Remark 3.5. It is important to say that the reduction from the previous theorem is revertible, i.e. reduced system (5) implies
system (1).
Remark 3.6. System (5) is called partially reduced because it has only one variable separated from the others by a linear
nth order A-operator equation.
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We now continue with the general case of partial reduction.
Theorem 3.7. Assume that the rational canonical form of the matrix B is the block diagonal matrix
C = diag (C1, C2, . . . , Ck) for some k, 2 ≤ k ≤ n,
where Ci are the companion matrices of the monic polynomials∆Ci(λ) = λni + di,1λni−1+· · ·+ di,ni−1λ+ di,ni of degree ni ≥ 1
and∆Ci |∆Ci+1 for all i, 1 ≤ i < k.
Let `1 = 0 and let `i =∑i−1j=1 nj for i, 2 ≤ i ≤ k. Then linear system of first order A-operator equations (1) can be transformed
into the partially reduced system:
k∧
i=1
(RCi), (8)
where every subsystem (RCi) is of the form:
∆Ci(A)(y`i+1) =
ni∑
k=1
(−1)k+1δ1k (Ci; Ani−k(ψ`i+1), . . . , Ani−k(ψ`i+ni))
y`i+2 = A(y`i+1)− ψ`i+1
y`i+3 = A(y`i+2)− ψ`i+2
...
y`i+ni = A(y`i+ni−1)− ψ`i+ni−1

.
Columns Ey = [y1 . . . yn]T and Eψ = [ψ1 . . . ψn]T are determined by Ey = P−1Ex and Eψ = P−1Eϕ for a regular matrix P such that
C = P−1BP.
Proof. According to Lemma 3.2, system (2) is equivalent to the following system:
k∧
i=1
(EA(Eyi) = CiEyi + Eψi) , (9)
where Eyi = [y`i+1 . . . y`i+ni ]T is a column of unknowns and Eψi = [ψ`i+1 . . . ψ`i+ni ]T is the free column of the linear systemEA(Eyi) = CiEyi + Eψi. We now consider the linear operator:
∆Ci(A) = Ani + di,1Ani−1 + · · · + di,ni−1A+ di,ni I.
Therefore, by Theorem 3.4 every subsystem EA(Eyi) = CiEyi + Eψi is equivalent to the partially reduced system (RCi). We now
obtain the equivalence between system (9) and the system
∧k
i=1(RCi). 
Remark 3.8. System
∧k
i=1(RCi) is equivalent to the initial system (1). Every subsystem (RCi) consists of a higher order
linear A-operator equation, in only one unknown, and first order linear A-operator equations, in exactly two variables.
Remark 3.9. The initial system has a solution if and only if every higher order linear A-operator equation of the partially
reduced system has a solution.
Remark 3.10. The above mentioned reduction formulae can be applied to two special types of non-homogeneous systems,
to systems of differential and systems of difference equations with constant coefficients.
The usual way of proving the reduction formulae for a non-homogeneous system of differential equations with constant
coefficients is to use the Jordan canonical form. However, this method is somewhat complicated, see [3, pp. 166–178]. We
give a better and more efficient alternative formulae of reduction for an arbitrary A-operator. Our method involves the
rational canonical instead of Jordan form which makes reduction process much more easy to handle and enables us to find
general solutions.
4. Examples
The reduction formulae in special cases of n = 2 and n = 3 will be given as examples.
Example 4.1. Consider the linear system of the first order A-operator equations, in unknowns x1, x2:{
A(x1) = b11x1 + b12x2 + ϕ1
A(x2) = b21x1 + b22x2 + ϕ2
}
. (10)
Depending on the block structure of the rational canonical form C of the matrix B, the partially reduced system of system
(10) has two possible forms.
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10 The rational canonical form C of the matrix B has one block. Then the partially reduced system has the form:{
∆B(A)(y1) = δ11(C; A(ψ1), A(ψ2))− δ12(C;ψ1, ψ2)
y2 = A(y1)− ψ1
}
.
20 The rational canonical form C of the matrix B is the diagonal matrix C = diag(C1, C1). Then system (10) is equivalent to
the partially reduced system:{
∆C1(A)(y1) = ψ1
∆C1(A)(y2) = ψ2
}
.
Example 4.2. We now deal with the system of first order A-operator equations with three unknowns x1, x2, x3:{A(x1) = b11x1 + b12x2 + b13x3 + ϕ1
A(x2) = b21x1 + b22x2 + b23x3 + ϕ2
A(x3) = b31x1 + b32x2 + b33x3 + ϕ3
}
. (11)
Partially reduced system (8) of system (11) depends on the block structure of the rational canonical form C of the matrix B.
The following cases are possible.
10 The rational canonical form C of the matrix B has one block; then (8) has the form
∆B(A)(y1) =
3∑
k=1
(−1)k+1δ1k (C; A3−k(ψ1), A3−k(ψ2), A3−k(ψ3))
y2 = A(y1)− ψ1
y3 = A(y2)− ψ2
 .
20 The rational canonical form C of the matrix B has two blocks C = diag(C1, C2), where C1 and C2 are matrices of order 1
and 2 respectively; then (8) has the form∆C1(A)(y1) = ψ1∆C2(A)(y2) = δ11(C2; A(ψ2), A(ψ3))− δ12(C2;ψ2, ψ3)y3 = A(y2)− ψ2
 .
30 The rational canonical form C of the matrix B has three blocks equal to C1; then (8) has the form{
∆C1(A)(y1) = ψ1
∆C1(A)(y2) = ψ2
∆C1(A)(y3) = ψ3
}
.
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