We are concerned with the development of computationally efficient procedures for subsurface flow prediction that relies on the characterization of subsurface formations given static (measured permeability and porosity at well locations) and dynamic (measured produced fluid properties at well locations) data. We describe a predictive procedure in a Bayesian framework, which uses a single-phase flow model for characterization aiming at making prediction for a two-phase flow model. The quality of the characterization of the underlying formations is accessed through the prediction of future fluid flow production.
INTRODUCTION
It is generally accepted that permeability and porosity are two of the most important subsurface properties governing the movement and storage of the fluids. Mainly because the variation in porosity is typically at least one order of magnitude smaller than the variation in permeability, it has been a routine assumption to take the porosity as a deterministic constant in predictive simulations. Alternatively, others (see for example [1, 2] ) have investigated possible correlations between permeability and porosity, but these are largely empirical in nature and were developed on a case-by-case basis. Characterization of both permeability and porosity fields is a practical way of reducing the uncertainty in the whole flow and transport pattern of the subsurface [3] . In general, the characterization is realized through iteratively adjusting the subsurface model until it closely reproduces the available recorded dynamic and static data [4] [5] [6] [7] . A set of governing mathematical equations and the corresponding numerical simulations are imperative for making the comparison possible. These equations involve several unknown functions, such as pressure, velocity, and saturation, and are spatially and time dependent. Furthermore, the interactions between these unknowns are modeled by nonlinear coupling appearing in the constitutive relations.
A commonly used procedure for characterizing the subsurface is tracer testing (see for example [3, [8] [9] [10] [11] [12] [13] [14] ). In this procedure, one or more tracers, such as chemical or radioactive compounds, are injected into the subsurface in order to estimate its flow pattern and storage. The tracer test data in the form of amount of produced fluids are recorded, which is the basis for testing the validity of proposed permeability and porosity fields. It is then followed by numerical test simulation with exact injection and extraction operations, tracer details, and boundary conditions, etc., of the experimental setup and history matching of the simulated response with the available data at the extraction wells. In this respect, tracer testing offers an appealing feature since its numerical simulation is relatively inexpensive they can be used solely for prediction. In this case, a more representative model is used, such as the multi-phase flow model, that better reflects the actual physics of the flow and transport. Obviously, solving this model will be more challenging, but one can manage to do this because the number of accepted samples to be used as input in it is at most the fraction of the original MCMC iterations. The second step in the proposed technique can be thought of as a postprocessing in which a standard Monte Carlo simulation is carried out to gather statistics of the quantities of interest in the prediction.
We use a Metropolis-Hastings MCMC with a random walk sampler to explore the posterior distribution. Since we explore high-dimensional posterior distribution, we implement a component-wise tuning mechanism in the two-stage MCMC. Owing to the computational burden in the MCMC sampling, we parallelize the numerical algorithms for solving the forward problem. Recent investigation on the use of a GPU for solving multi-phase flow problems in a three-dimensional setting indicates a speed-up of up to 60 in comparison to the traditional serial calculation on a CPU [25] . In the current work we exploit the advances in GPU computing by using a heterogeneous CPU-GPU system to solve the forward problems.
We assume that we have the values of permeability and porosity at the wells, and the recorded tracer test data of the subsurface in the form of fraction of tracer in the produced fluid-fractional flow curve at the extraction wells. Due to economic considerations, a tracer test is frequently terminated before the tracer concentrations fall below the detection limit. Therefore, we use partial fractional flow curves of the extraction wells and characterize the permeability and porosity fields of the subsurface using the Karhunen-Loève expansion with a two-stage MCMC method. Based on the characterization of the fields, we then run the forward problem in a two-phase flow model for the accepted realizations and predict the entire production curves of the two-phase flow problem by aggregating the solutions of the forward problem. Here the single-and two-phase forward models are solved on the same underlying field. For given partial tracer curves, there exist many different distributions of permeability and porosity. We consider most of such distributions through the MCMC and accurately predict an integrated response for such distributions in the two-phase model. Numerical results indicate that the predictions are reliable, in particular our proposed technique predicts the breakthrough times very accurately. This paper is organized as follows. We discuss physical modeling of the problem in Section 2. In Section 3, numerical models and associated methods are discussed. In Section 4, spatial priors for unknown permeability and porosity fields are specified using the Karhunen-Loève expansion. In Section 5, we discuss a Bayesian approach for sampling both permeability and porosity fields using a two-stage MCMC method. In Section 6, numerical experiments are presented to demonstrate the performance of the approach for characterizing subsurfaces and predicting the fractional flow curves. Section 7 contains our conclusions.
PHYSICAL MODELING
We consider a heterogeneous oil reservoir that is confined in a domain Ω ⊂ R 2 . The reservoir is equipped with an injection well, from which water is discharged to displace the trapped oil towards the production wells, situated on the perimeter of the domain (see Fig. 1 ). The dynamics of the movement of the fluids in the reservoir is categorized as an immiscible two-phase system with water and oil (denoted by w and o, respectively) that is incompressible. Capillary pressure is not included in the model. Further simplifying assumptions that we use are a gravity-free environment with no sources or sinks (injection and production are modeled through boundary conditions), the two fluids fill the pore space and rigid porous media. Then, the Darcy's law with a statement of conservation of mass allow us to write the governing equations of the flow as
and
where v is the total Darcy velocity (v w + v o ), v j , j = w, o is the phase velocity, s is the water saturation, k is the permeability, and φ is the porosity. The total mobility λ(s) and the flux function f (s) are respectively given by
where k rj , j = w, o, is the relative permeability of the phase j [26] . In the numerical implementation, all the wells are modeled through appropriate boundary conditions. More specifically, we use the boundary conditions v · n = g N on the Neumann boundary Γ N and p = 0 on the Dirichlet boundary Γ D , with Γ N Γ D = ∂Ω for a given flux g N . Sampling the permeability and porosity of the reservoir employs the tracer testing, which is governed by the single-phase flow model, represented by (1) and (2), with λ(s) = 1 and f (s) = s, where s is the concentration of the tracer in the fluid. The tracer test data serving as the guiding measurement are modeled by the partial fractional curves. For each production boundary the fractional flow F (t) is defined as the fraction of tracer chemical in the produced fluid, i.e.,
where ∂Ω out denotes outflow boundary, v n is normal velocity field, and t in dimensionless time PVI, which is computed as
where V p is the total pore-volume of the reservoir and T denotes the time taken for injection of water.
NUMERICAL MODELING
At the core of the numerical approximation is the partition of Ω into non-overlapping rectangular elements of I i,j . Let
.5h x and y j±1/2 := y j ± 0.5h y , where i = 1, . . . , N and j = 1, . . . , M with N and M denote the number of elements in x-and y-direction, respectively, and h x and h y denote the sizes of the element in x-and y-direction, respectively. We then define
To solve the models, we employ an operator splitting technique to compute the solutions of the pressure equation (1) and saturation (2) , which are coupled together by the Darcy velocity v and water saturation s. Typically, computational efficiency dictates the use of larger time steps to compute the pressure equation (1) . The splitting technique allows time steps used in the pressure calculation that are longer than the steps allowed under an appropriate CFL condition in the saturation calculation. We thus introduce a variable time step ∆t s for the saturation calculation, and a longer time step ∆t p for the pressure calculation. The pressure and the Darcy velocity are approximated at times t m = m∆t p , where m = 0, 1, . . .; the saturation is approximated at times
Here, we need to specify the water saturation at t = 0. For further details on the operator splitting procedure, we refer the reader to [27] [28] [29] . We remark that one could also take advantage of the linearity of the transport equation in the single-phase model by using accurate, Lagrangian solution methods that do not have restrictions on the time step size (see, e.g., [30] ).
In the simulation of (1) and (2) , maintaining the divergence-free property of the Darcy velocity is very important. This is precisely the reason for employing a mixed finite element method to solve (1) . To this end, let
to be the lowest-order Raviart-Thomas spaces [31] over rectangles. The mixed finite element approximation (1) consists of finding
The resulting algebraic system is then efficiently solved in a GPU by the conjugate gradient method preconditioned by the algebraic multi-grid scheme [32] . The approximate pressure p h is computed at the center of each cell I i,j while the velocity v h is computed at the four edges of the cell I i,j .
To solve (2), we use a conservative second-order, high-resolution central scheme, which can be viewed as a generalization of Kurganov-Tadmor central scheme [33] . Our version of the Kurganov-Tadmor scheme for the case of variable porosity fields is described in detail in Appendix A for conservation laws in one space dimension. The design and implementation of a multi-dimensional version of this scheme is outside the scope of the work presented here and will appear elsewhere. We refer the reader to [25, 34] for further discussion on the numerical schemes used in solving the forward problem possibly taking advantage of GPU computing.
PARAMETRIZATION OF UNCERTAINTY
As the uncertainty space describing the permeability and porosity can be exceptionally large, a reduction of the space dimension is a step that must be performed for computationally feasible simulations. The Karhunen-Loève (KL) expansion [20, 35] allows for the parametrization of the uncertainty space and thereby leads to the desired reduction. We note that this reduction technique has been applied within Bayesian MCMC in [16] [17] [18] [19] 36] .
The KL expansion relies on a basic prior information on the structure of the permeability and porosity fields that reasonably match the actual reservoir. In practice, however, this is hindered by the very limited information available to use. A standard assumption in geostatistics is to model the permeability to follow a log-normal distribution [37] 
, where x ∈ Ω ⊂ R 2 , and ω is a random element in a probability space, and Y k (x, ω) is a field possessing a Gaussian distribution and a covariance function
where
with the correlation lengths L ij , where i and j denote x-and y-direction, respectively. We now briefly describe the essentials of the KL expansion. Suppose
(Ω) with a probability of one. We will assume that
being functions of a random variable. We are interested in the special basis in
and thus
where ϕ i and λ i satisfy (10) . We assume that eigenvalues λ i are ordered so that λ 1 ≥ λ 2 ≥ . . . . The expansion (11) is called the Karhunen-Loève expansion. In (10), the L 2 basis functions ϕ i (x) are deterministic and resolve the spatial dependence of the permeability field. The uncertainty is represented by the scalar random variables θ k i . In general, we need to keep only the leading order terms (quantified by the magnitude of λ i ) and still capture most of the energy of the stochastic process
If λ i decays very fast, then the truncated KL expansion would be a good approximation of the stochastic process in the L 2 sense. We remark that one could use a different covariance function, such as for example,
However, the eigenvalues of KL expansion may decay algebraically [17, 38] . To have a good approximation for (11), we must add more terms in the truncated KL expansion (12) . This will increase the parameter space dimension, and thus make the sampling of permeability and porosity more expensive. We first solve the eigenvalue problem (10) numerically [typically in coarser grids than those used for the approximation of the (1) and (2)], and obtain the eigenpairs (λ i , ϕ i ). Hence, the truncated KL expansion should approximate the stochastic process Y k (x, ω) fairly well. Therefore, we can sample Y k (x, ω) from the truncated KL expansion (12) by generating Gaussian random variables θ k i . Moreover, suppose the permeability field is known at n w locations. Then, we can incorporate these permeability values in the KL expansion by setting
where w j are constants that correspond to known permeabilities at locations x j , where j = 1, . . . , n w . Now, we propose (N k − n w ) θ k s and compute the rest of n w θ k s by solving the linear system (14) . With respect to the porosity field, we make use of the standard assumption that the porosity exhibits a similar spatial correlation structure to the permeability. In turn, this allows us to employ the Karhunen-Loève basis functions (10) . As in the KL expansion for the permeability field, we use a N φ -term KL expansion
Then we define the porosity as
, φ min and φ max ∈ (0, 1),
where φ min and φ max are the deterministic lower and upper limits of the porosity of the reservoir. This definition ensures that the porosity not only shares the same correlation structure with the permeability, but also falls between φ min and φ max .
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A TWO-STAGE BAYESIAN MCMC
As alluded to earlier, we want to sample the permeability and porosity fields conditioned on the available fractional flow data F m . This is translated into sampling from the conditional distribution P (ψ|F m ), where
with θ k and θ φ vectors containing the random coefficients in the KL expansions. According to Bayes' theorem this distribution satisfies the proportionality relation
where P (F m |ψ) represents the likelihood function (which requires the forward solution of the single-phase flow) and P (ψ) is the prior distribution of ψ. The normalizing constant in this expression is not important, because we use an iterative updating procedure. Although a more general error model can be used in the simulations, we assume that the likelihood function follows a Gaussian distribution, i.e.,
where F ψ is the simulated fractional flow curve that is obtained by solving the forward problem with known permeability k and porosity φ, in other words with known ψ, and Σ is the covariance matrix representing the measurement errors. We take Σ = I/2σ
2 F , where I is the identity matrix and σ
2
F is the precision associated with the measurement F m and numerical solution F ψ [17, 19] .
We use the Metropolis-Hasting MCMC to sample from the posterior distribution. At each iteration,
is proposed using an instrumental distribution q(ψ p |ψ), where ψ represents the previously accepted state/parameters in the chain, and then the forward problem is solved to determine the acceptance probability,
i.e., ψ p is accepted with probability α(ψ, ψ p ).
In most reservoir simulations, solving the fine-scale forward problem is computationally expensive. Thus, the single-stage MCMC limits the exploration of the posterior in a practical time. Therefore, we use a coarse-scale solution based on upscaling before running the fine-scale flow simulator. Here, we run the flow simulator on the coarse-scale model and compare the fractional flow curves to determine if we need to run on the fine-scale model.
We now briefly describe the two-stage MCMC discussed in [17, 19] . In the two-stage MCMC a screening process is implemented using a coarse-scale model approximating the original equations (1) and (2) . First, we proceed by giving a brief description of this coarse-scale model. It is solved on a coarse grid whose discretization is done in a similar fashion as in the fine-scale calculation described in Section 3, but with discretization parameters significantly larger than their fine-scale counterpart. The key lies on a rigorous representation of k and φ on the coarse grid obtained from the fine-grid resolution. In this case, we use an upscaling procedure such that effective permeability and porosity fields on the coarse grid deliver the same spatial average response as that of the underlying fine-scale problem locally.
To compute the effective permeability on the coarse grid, we solve for ζ governed by equations similar to (1) subject to the constant pressure and no flux boundary conditions on each coarse-grid cellĪ. After solving these equations on the coarse grid, we compute the effective permeability tensor as [39] 
where e i is the standard Euclidean basis vector. Once we know the effective permeability on the coarse-grid cells, we can solve (1) on the coarse grid withk replacing k to get the upscaled Darcy velocity. We compute the effective porosityφ as the arithmetic average over eachĪ, i.e.,
where N is the number of fine-grid elements inĪ and φ i denotes the porosity value of ith fine-grid element inĪ. In a similar fashion, we solve (2) on the coarse grid with the effective porosity. In Fig. 2 it is not difficult to see that the numerical solution of the coarse-scale model on the grid of 16 × 16 is relatively inexpensive compared to the calculation on the fine grid of 128 × 128 and yet it manages to capture the general trend of the process. Hence it is suitable for the screening purpose mentioned above.
Algorithm 1. Two-Stage MCMC
Given the covariance function R, generate KLE parametrization {λ n , ϕ n } N n=1
With ψ p , compute upscaledk andφ on the coarse grid using KLE on the fine grid and solve the forward problem on the coarse grid to get F c (3) Accept ψ p with probability
If ψ p is rejected, go back to (1), else use ψ p in the fine-grid simulation to get F f (5) Take ψ p with probability
The basic procedure of the two-stage MCMC is shown in the Algorithm. Since we explore the high-dimensional posterior distribution, we use a component-wise tuning mechanism in the MCMC. We consider the random walk sampler, θ
L is the tuning parameter, and is a set of Gaussian random variables. Here, we treat θ k and θ φ separately.
We need to find δ L such that the MCMC chain has a good acceptance rate and converges fast. We run the chain for few iterations and find the acceptance rate. We reduce the step sizes if the acceptance rate is too low, or increase it if the chain is moving very slowly (i.e., tune δ L so that the sampler has an acceptance rate that is neither too high nor too low). In our simulations the value of each component of δ L is set to 1.0 targeting an acceptance rate of about 
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40%. In practice, to balance MCMC algorithm acceptance rates and size of steps through the posterior distribution of the parameter space, we sample sub-vectors (or components) of θ L , which means we are faced with evaluating the likelihood and running the simulator for each sub-vector (or component) of θ L [40] .
NUMERICAL RESULTS
We now discuss a set of numerical experiments to demonstrate the performance of the proposed technique. We have two extraction (or production) wells: one well is situated along the diagonal, opposite to the injection well, and the other is situated at the center of a side that is one of the two sides that enclose the extraction (or production) well at the corner. In this configuration, we refer to them as corner and center wells, respectively (see Figs. 1 and 3 ). 
Step I: Characterization
For the single-phase flow problem the tracer is injected at the injection well at the rate of one pore-volume every five years. To identify an efficient way of injecting the tracer from the characterization point of view (not considering the cost), we consider two cases: the continuous injection of tracer until t = 0.7 PVI and the injection of tracer until only t = 0.15 PVI (see Fig. 4 ). We assume that we have observed tracer data as curves at the extraction wells until 0.7 PVI. We use these curves to characterize the permeability and porosity fields in a two-stage MCMC method. In each case we also consider the effect of incorporating static data for the characterization, i.e., we use the values of permeability and porosity at the injection and production wells (see Section 4 to include static data in the Bayesian framework). We now have four cases: injection of tracer until t = 0.7 PVI with no static data, injection of tracer until t = 0.15 PVI with no static data, injection of tracer until t = 0.7 PVI with static data, and injection of tracer until t = 0.15 PVI with static data. For KLE in (7), we select the correlation length L xx = L yy = 0.2, L xy = L yx = 0, and variance σ Y 2 = 4. Figure 5 shows that the eigenvalues decay very fast for these values, and it is enough to consider the first twenty eigenpairs in the KLE. Since we assume that the permeability and porosity share the same spatial structure, we share the same KLE structure for the permeability and porosity fields, with N k = N φ = 20. However, we model these fields as independent random fields, we propose θ k and θ φ separately in the Algorithm. Here, we generated reference fields of permeability and porosity on a fine grid of size 128 × 128 using a set of θ k and θ φ . The reference fields are 
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shown in Fig. 3 . The simulator was then run forward to produce corresponding a reference fractional flow curve at each well (see Fig. 4 ). Now, we turn our attention to σ 2 F in the likelihood function (18) . The σ 2 F must be fixed a priori, because treating σ 2 F as an unknown parameter results in an unacceptably large estimate [15] . The smaller the value of σ 2 F , the better the sampled production curves are. If σ 2 F is chosen to be too large, then the posterior will ignore the likelihood and simply draw from the prior; if σ 2 F is too small, then the posterior probability exists only in extreme modes, which unrealistically restricts possible permeability and porosity configurations. It is ideal to specify σ 2 F from the knowledge of the error in measuring permeabilities and porosities. However, it is common to take a user-specified value for σ 2 F (see for example Oliver et al. [4] ). Here, we specify σ 2 F = 10 −4 and σ 2 C = 4 × 10 −4 for fine-scale and coarse-scale simulations, respectively, which were found to be working well for our simulations.
As indicated in [16, 17, 19] , in the case of distinct model problems, the two-stage MCMC runs fewer fine-scale black-box simulations than the single-stage MCMC (see Table 1 ). Therefore, we use the two-stage MCMC for sampling of permeability and porosity fields with the tracer test data. In the two-stage MCMC, we choose a coarse grid of size 16 × 16, which not only captures the general trend of the fractional curves (see Fig. 2 ), but also runs about eight times faster than the fine-grid simulation.
Step II: Prediction
The accepted realizations for permeability and porosity in Step I are used to run the forward problem for the twophase (water and oil) model until 1.4 PVI. The relative permeability functions of water and oil take the form of s 2 and (1 − s) 2 , respectively, and the viscosity ratio between water and oil is 1:20. We assume that at t = 0 the reservoir is saturated by oil without any water [i.e., s(x, 0) = 0]. The water is then injected at the injection well at the rate of one pore-volume every five years. We then aggregate the results of the forward problem. This average curve is referred to as the prediction of the production curve. The prediction curves are plotted using 1000, 2000, and 3000 accepted fine-scale realizations and given in Figs. 6-9.
As shown in Figs. 6 and 7, including the static data in the MCMC chain helps to improve the prediction of the breakthrough time, which is defined as the first time of arrival of water at a given production well. However, this may result in longer burn-in period in the MCMC chain. See the curve that corresponds to "injection until 0.7 PVI with static data" in Fig. 10 . This is not the case for the curve that corresponds to "injection until 0.15 PVI with static data." Also, we notice that the injection pattern of tracer plays an important role in the characterization of subsurface. It is clear from Figs. 8 and 9 that the predictions of breakthrough time are more accurate if we inject the tracer for a shorter period. In particular, if we use the static data with the shorter injection as shown in Fig. 9 , the predictions are not only more accurate for the breakthrough time, but also for the entire curve of the center and the corner wells. The better performance is attributed to the fact that a short time injection allows for incorporating more important flow properties, which may not be otherwise detected should longer time injection is used. Moreover, this is also an encouraging finding from efficiency standpoint, since short time injection is more cost affordable. In Fig. 11 we give the upper and lower bounds of the standard deviation at a particular data point in the prediction curve for the case "injection of tracer until t = 0.15 PVI with static data." For the center well the reference curve almost entirely lies between the upper and lower bounds, and for the corner well most part of the reference curve falls between the bounds.
The breakthrough time gives a good summary of the entire production curve [41] . In Fig. 12 , kernel density functions for breakthrough times of accepted production curves are shown. For the center well, in all the cases, we predict the breakthrough time very accurately. For the corner well, the prediction based on the characterization in which the tracer is injected until 0.15 PVI and static data is included in the posterior exploration is more accurate, and it predicts that the simulated breakthrough time with the highest probability occurs precisely at the reference/measured breakthrough.
CONCLUSIONS
We described a predictive simulation technique in subsurface flow that utilizes single-and two-phase models and Bayesian MCMC, and discussed numerical results demonstrating its performance. In this technique, the tracer test (single-phase flow) was used for characterizing the subsurface, and based on the characterization we predicted the entire production curves of the two-phase flow.
It is well known that the injection of a tracer continuously is not economically feasible and injection of the tracer for a shorter time period is very practical. Numerical results also suggest that the later approach associated with the use of permeability and porosity values at some locations in the reservoir helps for a better characterization than the former.
The breakthrough time often hints the behavior of the entire production curve, and the technique presented in this paper accurately predicted the breakthrough times for both center and corner wells. This technique, which relies on a "tracer test," is very adaptable for the practices in geothermal and petroleum industries. Tracer testing is simply a means for characterizing the subsurface. The numerical experiments show that the prediction based on the characterization can be very reliable and potentially offers an efficient procedure in more complex subsurface flow scenarios. Upper and lower bounds of the standard deviation at a particular data point in the prediction curve are also given. 
APPENDIX A. A SEMI-DISCRETE SCHEME FOR DISCONTINUOUS COEFFICIENTS
In this section we outline the derivation of a second-order, semi-discrete, central scheme for the one-dimensional, scalar conservation laws of the form where u ∈ R, f (u) is a nonlinear flux, and φ(x) is a piecewise constant function of x with φ(x) > 0. Since we consider solving problems arising in two-phase flow, we derive the scheme for the scalar conservation law. The derivation has a simple extension to systems of conservation law. Moreover, the derivation is based on the NessyahuTadmor (NT) and Kurganov-Tadmor (KT) central schemes proposed in [33, 42, 43] , and here we give the outline of the procedure. With the simple arithmetic manipulation, we can write the integral in the left-hand side of (A.11) as 
The resulting semi-discrete scheme can then be solved by a SSP Runge-Kutta scheme [44] .
