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It is widely believed that mean-field theory is exact for a wide-range of classical long-range inter-
acting systems. Is this also true once quantum fluctuations have been accounted for? As a test case
we study the Hamiltonian Mean Field (HMF) model for a system of indistinguishable bosons which
is predicted (according to mean-field theory) to undergo a second-order quantum phase transition
at zero temperature. The ordered phase is characterized by a spontaneously broken O(2) symme-
try, which, despite occurring in a one-dimensional model, is not ruled out by the Mermin-Wagner
theorem due to the presence of long-range interactions. Nevertheless, a spontaneously broken sym-
metry implies gapless Goldstone modes whose large fluctuations can restore broken symmetries. In
this work, we study the influence of quantum fluctuations by projecting the Hamiltonian onto the
continuous subspace of symmetry breaking mean-field states. We find that the energetic cost of
gradients in the center of mass wavefunction inhibit the breaking of the O(2) symmetry, but that
the energetic cost is very small — scaling as O(1/N2). Nevertheless, for any finite N , no matter
how large, this implies that the ground state has a restored O(2) symmetry. Implications for the
finite temperature phases, and classical limit, of the HMF model are discussed.
Systems with long-range interactions lie beyond the
scope of traditional statistical mechanics [1–3]. They
can exhibit ensemble inequivalence [1, 2, 4–6], divergent
relaxation time scales (scaling as t & logN for N par-
ticles) [7], and non-ergodic dynamics that lead to late-
time states that disagree with the microcanonical ensem-
ble [8–15] (preferring instead Lynden-Bell [16], or core-
halo statistics [3, 17, 18]). While these features were
first appreciated in the context of self-gravitating sys-
tems [16, 19], it has become increasingly clear that pecu-
liarities of gravitational systems (such as negative specific
heat [20] and the gravothermal heat catastrophe [21]) are
special cases of a broader statistical theory of long-range
interacting systems [1–3].
One important feature of long-range interactions is
that fluctuations can be suppressed to such a degree that
continuous symmetries can be spontaneously broken even
in one-dimensional systems [1, 2, 22–26]. This can be un-
derstood in the context of lattice models by considering
the coordination number of each lattice site. Long-range
interactions lead to large coordination numbers, which is
equivalent to considering the lattice in some effective di-
mension deff > d. Given that fluctuations are well known
to be suppressed in high dimensional systems it is not sur-
prising that long-range interactions can achieve the same
effect. Mathematically the presence of long-range inter-
actions invalidates the Mermin-Wagner theorem [27], and
its inapplicability is what allows for spontaneous symme-
try breaking in a low-dimensional long-range interacting
system [2, 24, 26].
There is an extensive literature concerning the validity
of mean-field theory for long-range interacting systems.
For instance, in the classical literature, it has been rigor-
ously proven [28] (i.e. with bounded error) that a long-
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range interacting system’s exact dynamics are well ap-
proximated by a mean-field collisionless-Boltzmann (i.e.
Vlasov) equation (see e.g. [3] or [7]). This approximation
is valid on time scales of order t . O(logN) . There-
fore, in the N → ∞ limit, it is often said that the
collisionless-Boltzmann equation (i.e. mean-field theory)
is exact [3, 7, 28]. Similar claims exist for equilibrium
physics. For instance, Lieb was able to rigorously bound
the difference between a self-gravitating bosonic star’s
ground state energy and its Hartree energy, and showed
that this difference vanishes in the thermodynamic limit
[29]. Similarly, it is well known that long-range interact-
ing spin models have mean-field critical exponents [23],
and it was conjectured that their free-energy is also iden-
tical to that derived via a mean-field (meaning all-to-all
interacting) model [30]. Subsequent studies supported
this idea for long-range interacting spin systems [31–34],
while more recent work has revealed disagreements be-
tween the all-to-all and power-law decaying models in a
limited region of parameter space [35–37].
The success of all-to-all models in describing the ther-
modynamics of long-range interacting systems has led
to them being an essential building block upon which
modern statistical theories of long-range interacting sys-
tems are built. Examples include (for a review see [2])
the Emery-Blume-Griffiths model [4], the mean-field φ4
model [38–40], and the Hamiltonian Mean Field (HMF)
model [41].
Since its proposal in 1995 [41] the HMF model has been
perhaps the most influential toy model in the long-range
interacting community. Originally proposed as a sim-
plified model of self-gravitating systems, it has emerged
as a paradigmatic starting point, and tool, for under-
standing generic features of long-range interacting sys-
tems. While all-to-all (i.e. mean field) models were mo-
tivated above by appealing to equilibrium physics, they
turn out to also capture dynamical behavior . The HMF
model can be used as a tool for understanding chaos [42–
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245], violent relaxation [10, 17, 46–49], core-halo statistics
[3, 17, 18], and other quasi-stationary states [10–12, 46]
in long-range interacting systems. The HMF model ex-
hibits a second order phase transition associated with
the spontaneous breaking of a continuous [O(2)] symme-
try [1, 41]. The HMF model’s canonical partition func-
tion can be calculated exactly in the classical limit, and
exhibits ensemble equivalence with the microcanonical
ensemble.
The HMF model describes particles of unit mass, on a
circle of unit radius, interacting via a pairwise cosine po-
tential. When quantized for N indistinguishable bosons,
the HMF model is defined by the Hamiltonian [50]
HˆHMF =
∑
i
χ2
2
∂2
∂θ2i
− 1
N
∑
i<j
cos(θi − θj) . (1)
Here χ is a dimensionless Planck’s constant1 and we have
chosen the case of the attractive HMF model as indicated
by the negative sign of the potential. The 1N scaling in
front of the cosine interaction, known as the Kac pre-
scription [51], preserves extensivity of the Hamiltonian,
and is a consequence of the peculiar thermodynamic limit
for long-range interacting systems (N →∞ with system
size, and χ held fixed [2, 50, 52]). Equation (1) can also
be interpreted as a describing a lattice of O(2) quantum
rotors interacting with one another via all-to-all inter-
actions with θi labeling the angle of each rotor on the
lattice.
As mentioned above, classically (in the limit χ → 0)
the model undergoes a thermal clustering transition [1]
characterized by the order parameter
M = 〈cos θ〉xˆ+ 〈sin θ〉yˆ , (2)
which, for M 6= 0, implies a spontaneously broken O(2)
symmetry. This transition is second-order, and is driven
by thermal fluctuations. At high temperatures, T > Tc,
the system is homogeneous, and M = 0. For low tem-
peratures, T < Tc, the system spontaneously breaks its
underlying O(2) symmetry.
In addition to mimicking certain dynamical features
of self-gravitating bosons [50] Eq. (1) is also closely re-
lated to a handful of quantum systems that can be re-
alized in the lab. For instance, cold atoms loaded into
optical cavities can realize the generalized HMF model,
which is identical to Eq. (1) up to terms of the form∑
i<j cos[θi − θj ] [53, 54]. If, in the rotor interpretation
of the model, the sum in Eq. (1) is restricted to be nearest
neighbor rotors then it can be shown that this nearest-
neighbor quantum rotor model offers a low energy de-
scription of bosons in an optical lattice [55] (i.e. a cou-
pled set of Bose-Josephson junctions). Likewise a spin-S
Heisenberg ladder with anti-ferromagnetic coupling can
realize the O(3) nearest neighbor quantum rotor model
1 For a ring of radius R, with particles of mass, m, and a prefactor
of  multiplying the cosine interaction χ = ~/
√
mR2.
[55]. We would expect an infinite-range rotor model such
as Eq. (1) to reproduce the physics of rotors with long-
range (i.e. polynomially decaying 1/|ri−rj |α with α < 1)
couplings as can be engineered in trapped ion systems
[56–58].
Chavanis undertook the first study of the model’s
bosonic [50] (and fermionic [59]) equilibrium phase di-
agram. Using a Hartree ansatz, one finds that for χ <√
2 the lowest Hartree-energy state also spontaneously
breaks the O(2) symmetry, becoming a delta-function in
the limit that χ → 0. For χ > √2 it is found that
the gradient energy for a single-particle wavefunction is
no longer compensated for by the gain in interaction en-
ergy; this leads to a homogeneous ground state. Both of
these two behaviors connect smoothly with the model’s
limiting cases: For χ → 0 this agrees with the T → 0
prediction of the classical HMF model. For χ → ∞ we
recover an ideal Bose gas in a finite volume, the ground
state of which is indeed a homogeneous product state.
Recently, the HMF model has been considered as a
quantum dynamical system. The quantum analogue of
certain classical behaviors, such as violent relaxation, and
the formation of quasi stationary states has been studied
[48]. Interestingly, classical instabilities related to the
formation of bi-clusters [10, 11] have been found to be
stabilized by quantum (kinetic) pressure [48]. The HMF
model’s Gross-Pitaevskii equation has also been found
to admit exactly solvable solitary wave solutions [60]. In
fact, the Hartree states considered by Chavanis [50] may
be considered as a special case of these solutions.
In this paper we make use of the exact solutions of [60]
to systematically study whether quantum effects beyond
mean-field theory can modify the HMF model’s symme-
try breaking pattern at zero temperature. In particu-
lar, the mean-field (i.e. Hartree) prediction of a sponta-
neously broken [O(2)] symmetry suggests a highly degen-
erate ground state; if there is one ground state |Θ〉 with
its center of mass at Θ, then there must be continuous
manifold of such states {|Θ′〉} with Θ′ ∈ [−pi, pi). This is
reminiscent, for instance, of spinor Bose-Einstein conden-
sates, whose exact ground state is a continuous quantum
superposition of mean-field solutions [61, 62]; we term
these states continuous cat states (CCS). In our exam-
ple, such states would correspond to fluctuations of the
center of mass, or, equivalently of a low-lying Goldstone
excitation related to the broken O(2) symmetry.
We focus on computing matrix elements of the Hamil-
tonian between different Hartree states, 〈Θ| HˆHMF |Θ′〉.
Translational invariance, and parity, ensures that these
matrix elements can depend only on the difference |Θ−
Θ′|. Then, since the Hartree states tend towards delta
functions, we can expect a delta-expansion (in terms of
derivatives of the Dirac-delta function) to provide a good
approximation of their behavior. Projecting the Hamil-
tonian onto this subset of states and using this expansion
we may then infer whether or not quantum fluctuations
of the center of mass raise, or lower, the energy.
Viewing the HMF model as archetypal of long-range
interacting systems, it is natural to study how the
3model’s phase diagram is modified by quantum effects.
Mapping out the phase diagram for the HMF model in
the χ − T plane is a natural, and important, addition
to the cannon of literature surrounding the HMF model.
In this paper we take the first step towards this goal by
studying the role of quantum fluctuations at zero tem-
perature.
The rest of the paper is dedicated to calculating the
energetic cost (or profit) of center of mass fluctuations
as sketched above. In Section I we review the Hartree
analysis for the HMF model [50, 60] which will serve as
a starting point for our analysis. In Section II we calcu-
late matrix elements of the Hamiltonian between different
CCS. In Section III we develop a large-N asymptotic se-
ries for the energy of a given CCS. Then, in Section IV we
obtain explicit expressions for the energy at leading order
in χ; this allows us to determine the symmetry breaking
properties of the ground state. Finally, in Section V we
summarize our results and suggest future directions for
the quantum HMF model.
I. MEAN FIELD THEORY
Mean-field theory for the bosonic HMF model at zero
temperature is equivalent to a product-state ansatz for
the ground state. Taking |Ψ〉 = ⊗ |ψ〉, with |ψ〉 a sin-
gle particle state leads to an energy functional E [ψ] =
〈Ψ| HˆHMF |Ψ〉. Minimizing this energy with respect to
the single particle wavefunctions, δE/δψ = 0 then leads
to a self-consistent eigenvalue problem [60]
− 1
2
∂2θψH +M cos θψH = µψH (3)
where µ is the chemical potential, and M is the aforemen-
tioned order parameter of Eq. (2); in the Hartree theory,
M must be determined self-consistently. Equation (3)
is exactly soluble, and its solutions can be expressed in
terms of Mathieu functions [60, 63]
ψH(θ) =
1√
pi
ce0
(
θ−pi
2 ; q[χ]
)
, (4)
where q(χ) is the depth-parameter of the Mathieu equa-
tion [63], whose dependence on χ can be determined by
solving the self-consistency condition
q =
4M
χ2
(5)
In this context, the magnetization may be thought of as
a function of q, and is defined via the integral
M(q) =
1
pi
∫ pi
−pi
[
ce0
(
θ−pi
2 ; q
)]2
cos θ . (6)
Solving Eq. (3), one finds that for χ >
√
2 the mag-
netization vanishes, M = 0, and that the lowest en-
ergy wavefunction is homogeneous i.e. ψH = 1/
√
2pi
[50]. Furthermore, a Bogoliubov theory of fluctuations
about this ground state can be constructed, and it can
be easily checked that the quantum depletion of the
ground state
∑
k 6=0〈a†kak〉T=0 (with ak the atomic lad-
der operator) is finite, being given by
∑
k 6=0 sinh
2 θk with
sinh2 θk =
1
2
(√
1− 2δk,±1/χ2 − 1
)
.
For χ <
√
2 one finds instead that M 6= 0 and the
ground state wavefunction begins to acquire non-zero
curvature, with the explicit wave-function being give by
Eq. (4). The transition between the spatially homoge-
neous ground state and the spatially localized ground
state can be viewed as a quantum phase transition as-
sociated with the spontaneous breaking of translational
invariance; the transition is predicted to be second order.
This simplified analysis then predicts that there is a
degenerate manifold of ground states, given by |Θ;N〉 =⊗ |ψH ; Θ〉 where Θ labels the wavefunction’s center of
mass (COM), such that ψH(θ−Θ) = 〈θ|ψH ; Θ〉 is peaked
at θ = Θ. For this kind of mean-field analysis to be
self-consistent, however, we require that quantum fluc-
tuations of the COM are small a posteori. Because the
clustered phase is characterized by a spontaneously bro-
ken continuous symmetry, we must then consider fluctu-
ations of gapless excitations corresponding to the shift
symmetry Θ→ Θ + ∆Θ.
II. CENTER OF MASS FLUCTUATIONS
We can study the importance of COM fluctuations by
considering a CCS
|f;N〉 =
∫
dΘ f(Θ) |Θ;N〉 (7)
where f is the COM wavefunction, such that |f;N〉 is a
coherent superposition of product states centered about
Θ. The product states
|Θ;N〉 =
N⊗
i=1
|ψH ; Θ〉 (8)
are composed of single particle wavefunctions, centered
at Θ, ψH(θ−Θ) = 〈θ|ψH ; Θ〉, that minimize the Hartree
(i.e. mean-field) energy.
The case of f ∝ δ(Θ) corresponds to a Hartree state
(localized about a single COM) whereas if f(Θ) is inde-
pendent of Θ then this state has a restored translational
invariance. To test whether or not quantum fluctuations
restore translational symmetry we can compute the av-
erage energy of a CCS. We are therefore interested in
minimizing the energy-per-particle
E[f] =
1
N
〈f;N | HˆHMF |f;N〉 . (9)
Because of the system’s translational invariance, we can
guarantee that the resulting functional can be diagonal-
ized in momentum space
E[f] =
∑
k
Eˆ(k)|ˆf(k)|2, (10)
4where f(Θ) =
∑
k e
ikΘ fˆ(k)/
√
2pi. Studying the varia-
tional problem δE/δf = 0 is equivalent to minimizing
Eˆ(k)|f(k)|2 subject to the constraint that 〈f;N |f;N〉 = 1;
we can therefore conclude without any loss of generality
that the minimum energy COM wavefunction will be of
the form fk(Θ) = e
ikΘ with k ∈ Z.
It will be useful to introduce the functions
TH(y) = χ
2
2
∫
dθ∂ψ∗H(θ − 12y)∂ψH(θ + 12y) (11)
and
VH(y) = 1
2
∫
dθdθ′ψ∗H(θ − 12y)ψ∗H(θ′ − 12y)
× cos(θ − θ′)ψH(θ + 12y)ψH(θ′ + 12y) ,
(12)
with y = Θ − Θ′. Throughout our analysis we will
find that the Hamiltonian’s matrix elements between
two Hartree states 〈Θ2;N | Hˆ |Θ1;N〉 can be expressed
in terms of derivatives of the above functions evaluated
at zero separation. With this in mind we introduce the
following notation
V(n)H = ∂ny VH(y)
∣∣∣∣
y=0
and T (n)H = ∂ny TH(y)
∣∣∣∣
y=0
. (13)
Explicitly, the functions VH(y) and TH(y) are related
to the the matrix elements of the kinetic, Tˆ =
∑
i
1
2m pˆ
2
i ,
and potential, Vˆ = − 1N
∑
ij cos
(
θˆi − θˆj
)
, operators via
1
N
〈Θ1;N | Tˆ |Θ2;N〉 = TH(y)O(y;N − 1) (14)
1
N
〈Θ1;N | Vˆ |Θ2;N〉 = −VH(y)
[
N(N − 1)
N2
]
O(y;N − 2)
(15)
where we define the overlap
O(y;ℵ) = 〈Θ1;ℵ|Θ2;ℵ〉 = [〈ψH ; Θ1|ψH ; Θ2〉]ℵ , (16)
(with ℵ = N, N−1, or, N−2), in terms of the coordinate
difference y = Θ1−Θ2. Introducing the COM coordinate
x = 12 (Θ1 + Θ2) we can write
E[f] =
∫ pi
−pi
∫ pi
−pi
dxdy f∗
(
x− 12y
)
f
(
x+ 12y
) [TH(y)O(y;N − 1)− VH(y)[1− 1N ]O(y;N − 2)] , (17)
from which we can immediately see that
Eˆ(k) =
∫ pi
−pi
dy e−iky
[
TH(y)O(y;N − 1)− VH(y)
[
1− 1N
]
O(y;N − 2)
]
. (18)
Note that in both Eqs. (17) and (18) all of the derivatives
from the full many body Hamiltonian Eq. (1) appear in
the functions TH(y) and VH(y) and they do not act di-
rectly on the COM wavefunction.
III. LARGE-N EXPANSION
We are ultimately interested in the thermodynamic
limit (N → ∞ with χ held fixed [50, 52]), and in par-
ticular whether sub-leading corrections in 1/N can mod-
ify the symmetry breaking pattern at zero temperature.
To study this limit we develop an expansion that relies
on the ℵ-body overlap, O(y;ℵ), being tightly peaked for
ℵ  1. Because O(y;ℵ) = [〈ψH ; Θ1|ψH ; Θ2〉]ℵ can be
written as an exponentiated single particle overlap, this
will be true even for moderately peaked single-particle
overlaps. In the clustered phase, provided χ . 1, the
overlap between two Hartree states, |Θ1;ℵ〉 and |Θ2;ℵ〉,
admits a δ-expansion of the form
O(y;ℵ) = 1|C(ℵ, χ)|2
[
δ(y) +
∑
p>0
Kp(χ)
ℵp δ
(2p)(y)
]
. (19)
We use this to develop a systematic expansion in 1/N by
considering a perturbative expansion of the COM wave-
function
f = C(N,χ)
(
f0 +
1
N
f1 +
1
N2
f2 + ...
)
. (20)
The multiplicative constant C(N,χ) is chosen such that
〈f0, f0〉 =
∫
f∗0(x)f0(x)dx = 1, which ensures that
〈f;N |f;N〉 = 1 at leading order2. To maintain this nor-
malization order by order in 1/N we impose the following
2 The physical state overlap〈f|f〉 differs from the L2 inner product,
〈f, f〉 at O(1/N) i.e. 〈f|f〉 = 〈f, f〉+O(1/N).
5constraints on the COM wavefunction
〈f0, f0〉 = 1 (21)
2Re〈f1, f0〉 = K1〈f(1)0 , f(1)0 〉 (22)
〈f1, f1〉+ 2Re〈f0, f2〉 = K1 2Re〈f(1)1 , f(1)0 〉 (23)
−K2〈f(2)0 , f(2)0 〉
which can be derived using Eq. (19) and identity
Eq. (A5). Note that, as above, the inner product
〈fi, fj〉 =
∫
dxf∗i (x)fj(x) is the L
2 inner product, and
should not be confused with the state overlap 〈f|f〉.
These normalization constraints play an important role
in the calculation of the energy as discussed in Ap-
pendix B. Due to non-trivial correlations between f1 and
f0, expanding Eˆ(k) directly will not tell us how the en-
ergy E[f] depends on the wavefunction f. Rather, one
must expand f and Eˆ(k) concurrently.
Eˆ(k) =
1
|C(N,χ)|2
[
Eˆ0 +
1
N
Eˆ1 +
1
N2
Eˆ2 + ...
]
, (24)
where Eˆ0 = EH , with EH = T (0)H − V(0)H the Hartree
energy. We find that Eˆ is given by
Eˆ(k)|f(k)|2 = Eˆ0|f0|2 + 1
N
[
Eˆ1|f0|2 + 2Eˆ0Re f∗0f1
]
+
1
N2
[
Eˆ2|f0|2 + Eˆ1|f1|2 + 2Eˆ0Re f∗0f2
]
.
(25)
By using Eqs. (21) to (23), the above expression can be
simplified such that E[f] =
∑
k Eˆ(k)|f(k)|2 can be written
as
E[f] = E0 +
E2
N2
〈f(1)0 , f(1)0 〉+O
(
1
N3
)
(26)
or at the same level of accuracy
E[f] = E0 +
E2
N2
〈f(1), f(1)〉+O
(
1
N3
)
(27)
Equation (27) controls the symmetry breaking in the
HMF model. Naively, the term E2 is irrelevant in the
thermodynamic limit [being O(1)], however, because the
leading order term predicts a degenerate ground state,
the small O(1/N2) perturbation Eˆ2 dictates the symme-
try breaking pattern of the ground state. The sign of
E2 dictates whether in-homogeneity (i.e. non-zero val-
ues of k) raises or lowers the energy of a CCS, and is
consequently indicative of whether or not quantum fluc-
tuations can destroy the localized (magnetized) phase.
The full details of our calculation can be found in Ap-
pendix B, however for brevity’s sake we simply quote the
leading order contribution for each quantity
E0 = EH +
1
N
[T (2)H − V(2)H − 12T (0)H ] +O
(
1
N2
)
, (28)
and
E2 = [K21 − 6K2][T (2)H − V(2)H ]−K1[T (0)H − 2V(0)H ] . (29)
The fact that gradient corrections vanish at O(1/N) is
a consequence of a cancellation between the Eˆ1|f0|2 and
2Eˆ0Re f
∗
0f1 in Eq. (25). This cancellation is not acciden-
tal, and is discussed in greater detail in Appendix B 4
IV. STRONG COUPLING REGIME
To determine whether these fluctuations can restore
translational invariance we can study a point in parame-
ter space deep within the clustered phase χ . 1 and see
if quantum fluctuations can lead to a translationally in-
variant COM wavefunction (i.e. f = 1/
√
2pi). For this to
occur Eˆ2 must be positive such that k = 0 is energetically
preferred.
Although left implicit until now, the parametersK1(χ),
and K2(χ) are themselves functions of χ as are the deriva-
tives of the CCS energies V(n)H (χ) and T (n)H (χ). These
functions are determined exactly in terms of integrals
Eqs. (11) and (12) involving the Hartree ground state
ψH(θ;χ) (whose χ dependence is determined by Eq. (3)).
To test whether quantum fluctuations of the COM can
restore the spontaneously broken symmetry it is suffi-
cient to restrict our attention to small but finite values
of χ satisfying χ √2 .
Both K1 and K2 are determined by O(y;N,χ). As
argued in the appendix, for small values of χ this can be
well approximated by (see Appendix C)
O(y;ℵ) ≈
[
I0
(√
q cos y2
)
I0
(√
q
) ]ℵ (30)
where I0(z) is the modified Bessel function of the first
kind and q is an auxiliary depth parameter related to the
mean-field magnetization, M , and χ via q =
√
4M/χ
. We are interested in finding a delta-expansion for
O(y) and are thus interested in integrals of the form∫ pi
pi
O(y)f(y) dy. For 1 . y . pi the overlap is expo-
nentially small [i.e. O(e−√q) ] so we can neglect this
contribution to the integral. For moderate values of y we
can then use the large argument expansion of the modi-
fied Bessel functions I0(z) ∼ e−z/
√
2piz leading to
O(y;ℵ) ∼ exp
{
ℵ
[
4
χ (1− 18χ) sin2 y4 − 12 log cos y2
]}
.
(31)
Using this exponential form, the integrals we are inter-
ested in studying can then be approximated using Wat-
son’s Lemma∫
e−ℵG(y)f(y)dy ∼
√
2pi
ℵG(2)
∑
p
f (2p)
(2p)!!
[ℵG(2)]p , (32)
where the bracketed superscripts denote the 2pth deriva-
tive of the function evaluated at y = 0. For O(y;ℵ) we
6have
G(2) =
1
2χ
− 3
16
. (33)
We can then read off overall prefactor of Eq. (20)
|C(N,χ)|2 =
√
2pi
NG(2)
= 2
√
piχ
N
[
1 +
3χ
32
]
(34)
and the coefficients K1 and K2 which are given at next-
to-leading order
K1 ∼ χ+ 3χ
2
8
K2 ∼ χ
2
2
+
3χ3
8
(35)
Next, using Eq. (C6) for the Mathieu functions, we can
derive the small-χ behavior of the CCS-functionals and
their derivatives.
T (0)H ∼
χ
4
T (2)H ∼ −
3
8
(36)
V(0)H ∼
1
2
− χ
4
V(2)H ∼ −
1
2χ
+
3
8
. (37)
Note that we need the sub-leading corrections to T (0)H
and T (2)H because they are the same order as T (0)H and
T (2)H .
Including these terms we find that O(χ) contribution
vanishes, but the O(χ2) contribution does not. We fi-
nally arrive at
Eˆ2 ∼ 3χ
2
8
+O(χ3) . (38)
This tell us that that curvature of the COM wavefunction
is energetically unfavorable such that the system prefers a
homogeneous CCS over a clumped one. Thus, quantum
fluctuations corresponding to Goldstone modes restore
the spontaneously broken translational invariance. The
lowest energy state, at all finite values of N (no matter
how large), is given by
|GS〉CCS =
1√
2pi
∫ pi
−pi
dΘ |Θ〉+O
(
1
N
)
. (39)
As was alluded to earlier, this is reminiscent of spinor
Bose-Einstein condensates, whose exact ground state is
known to be a CCS that is formally identical to Eq. (39)
[61, 62].
V. DISCUSSION AND CONCLUSIONS
Quantum fluctuations of Goldstone modes can play an
important role in determining the zero temperature be-
havior of a long-range interacting system. In the example
studied here, properties of the ground state such as its
symmetry breaking pattern are left undetermined at the
level of mean-field theory due to a high level of degen-
eracy in the energy spectrum. Previous work on Bose
stars suggests that this degeneracy is a generic conse-
quence of long-range interactions [29]. In the case of the
HMF model, we find that this degeneracy is only lifted at
O(1/N2) for any finite N (no matter how large). At zero-
temperature this has the striking consequence of leading
to a restored O(2) symmetry in the ground state.
At finite N , the system is gapped, ∆ = 3χ2/8N2,
with excitations corresponding to departures from a ho-
mogeneous COM wavefunction. In the N → ∞ limit
the system becomes gapless, such that |GS〉CCS becomes
embedded in a highly degenerate manifold of states, al-
most all of which break the model’s underlying O(2)
symmetry. This is reminiscent of the behavior of spin-
1/2 chains, where a rotationally invariant singlet ground
state is separated at finite N from a triplet excitation
that breaks rotation invariance. In the N →∞ limit the
gap closes and the singlet becomes embedded in a degen-
erate ground state manifold whose low lying excitations
are triplets [64] in analogy with the clumping excitations
in the HMF.
This discussion is interesting, because the HMF
model’s classical partition function can be calculated ex-
actly in the N → ∞ limit, and exhibits a thermally
driven second order phase transition [2, 41]; at low tem-
peratures the system breaks the O(2) symmetry. Thus,
our observation that quantum fluctuations can restore
the O(2) symmetry leaves open two logical possibilities
that are compatible with the exact classical results [41]:
1. The limit χ → 0 is singular, and the classically
ordered phase exists only for χ strictly equal to
zero such that for χ > 0 quantum fluctuations com-
pletely inhibit ordering at all temperatures.
2. The HMF model exhibits a re-entrant phase
wherein at finite temperature, for small values of
χ the O(2) symmetry is broken. Interpreting the
O(2) symmetry as a translational invariance for
particles on a ring, this is reminiscent of inverse
melting which is known to exist in certain spin
models [65, 66].
Schematic phase diagrams for each of these two scenarios
are sketched in Fig. 1. The determination of which of
these two possibilities is born out by the HMF model
is beyond the scope of this paper, however a definitive
answer to this question should be attainable via path
integral Monte Carlo studies.
The fact that the symmetry of the ground state is pro-
tected by feeble gradient corrections to the energy of the
COM wavefunction suggests that the T → 0 limit is non-
trivial. Since deformations of the COM wavefunction
should be the lowest energy excitations3, our analysis
suggests that the low-temperature behavior of the HMF
model will be controlled by the parameter α = βχ2/N2;
3 Single particle excitations will have an energy per particle of
O(1/N), while deformations of the single particle wavefunction
ψH → ψH + δψ lead to an energy per-particle that is O(1).
7a cursory examination of this quantity clearly indicates
that the limit of β → 0 (i.e. zero temperature) does not
commute with χ → 0, and, more importantly, N → ∞.
Viewing deformations of the COM wavefunction as low-
lying excitations (all of which break the O(2) symmetry)
it is conceivable that at finite temperatures it could be
entropically favorable to macroscopically excite these de-
grees of freedom and break the O(2) symmetry. In con-
trast, one may expect that if feeble quantum fluctuations
can inhibit symmetry breaking at zero temperature, they
will continue to be able to do so at finite temperature.
(a) (b)
FIG. 1. Two possible resolutions of our result and the exact
classical calculation. The limit χ→ 0 could be singular such
that symmetry breaking (hashed lines) is only possible for
χ = 0 (a). Alternatively, a re-entrant phase could appear at
finite temperature (b). We identify this possibility as analo-
gous to inverse melting, as indicated by the line of decreasing
temperature at fixed χ. The parameters corresponding to
classical and quantum (mean-field) symmetry breaking are
marked with thick black lines.
In summary we find that quantum fluctuations due
to Goldstone modes can substantially alter the symme-
try breaking pattern of the HMF model. The energetic
cost to excite a non-homogeneous center of mass wave-
function vanishes in the thermodynamic limit, suggest-
ing that finite temperature effects could substantially al-
ter our predictions. While we have provided an analytic
study of the HMF model’s ground state, our approach is
necessarily approximate and we have only included COM
fluctuations. A numerical investigation into both the fi-
nite temperature and zero temperature (i.e. ground state)
properties of the system is a natural extension of this
work, and is the most important next step in the study
of the HMF model.
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Appendix A: Delta function identities
In Appendix B we frequently encounter integrals of the
form∫
dxdyδ(2n)(y)g(x− y/2)f(x+ y/2)h(y) , (A1)
and in this appendix we provide a short derivation of a
useful identity Eq. (A9). We may first, however, study
the simpler case of∫
dxdyδ(2)(y)g(x− y/2)f(x+ y/2). (A2)
In this case we must integrate by parts twice to pull the
derivative off of the delta function. This gives
=
∫
dxdyδ(y)
1
4
[g′′f + f ′′g − 2g′f ′]
=
∫
dx
1
4
[g′′(x)f(x) + f ′′(x)g(x)− 2g′(x)f ′(x)]
= −
∫
dxg′(x)f ′(x).
(A3)
This generalizes naturally. If we denote
∂m[g
(
x− 12y
)
f
(
x+ 12y
)
] = Gm(α, β) then the general-
ized identity is∫
dx G2m(x, x) = (−1)m
∫
dx g(m)(x)f (m)(x)
= 〈g¯(m), f (m)〉.
(A4)
Applying this result to a delta-function leads to
=
∫
dxdy δ(2n)(y)g
(
x− 12y
)
f
(
x+ 12y
)
=
∫
dxdy δ(y)∂2ny
[
g
(
x+ 12y
)
f
(
x− 12y
)]
= (−1)n
∫
dx g(n)(x)f (n)(x).
(A5)
Finally, when including an additional function in the in-
tegrand, we simply distribute the derivatives and find
=
∫
dxdy δ(2n)(y)g
(
x− 12y
)
f
(
x+ 12y
)
h(y)
=
∫
dxdy δ(y)∂2ny
[
g
(
x+ 12y
)
f
(
x− 12y
)
h(y)
]
=
∫
dxdy δ(y)
∑
m
(
2n
m
)
Gm(α, β)∂2n−my h(y) .
(A6)
Because h(y) is an even function, all of the odd-
derivatives vanish leading to∫
dxdy δ(y)
∑
m
(
2n
2m
)
Gm(α, β)∂2(n−m)y h(y) (A7)
Now we can perform the integration over y∑
m
(
2n
2m
)∫
dxdy δ(y)G2m(α, β)h(2m−2n)(y)
=
∑
m
(
2n
2m
)[
∂2(n−m)y h(y)
]
y=0
∫
dx G2m(x, x).
(A8)
8Now using Eq. (A4) we arrive at∫
dxdy δ(2n)(y)g
(
x− 12y
)
f
(
x+ 12y
)
h(y)
=
∑
m
(
2n
2m
)
(−1)m〈g¯(m), f (m)〉h(2n−2m)0 ,
(A9)
where h
(2n−2m)
0 = ∂
2(n−m)
y h(y)|y=0. In calculations
throughout this paper f
(
x+ 12y
)
= fa
(
x+ 12y
)
and
g
(
x− 12y
)
= f∗b
(
x− 12y
)
such that 〈g¯(m), f (m)〉 =
〈f(m)b , f(m)a 〉.
Appendix B: Large-N Asymptotics for the Energy
In Eqs. (28) and (29) we quote results for ground state
energy shift E0, and the COM wavefunction’s gradient
energy E2. In this appendix we derive these results.
We begin by considering the kinetic energy
T [f] =
1
N
〈f;N | Tˆ |f;N〉
=
∫
dxdy f∗
(
x− 12y
)
f
(
x+ 12y
) TH(y)O(y;N − 1)
Notice that the overlap has had a particle removed since
we are computing the expectation value of a single-
particle operator. Because of our COM wavefunction
normalization this means we will find an overall pref-
actor of |C(N)|2/|C(N − 1)|2 = √N/(N − 1) . Leading
to
T [f] =
√
N
N − 1
∫
dxdy TH(y)
×
∑
a,b
1
Na+b
f∗a
(
x− 12y
)
fb
(
x+ 12y
)
×
∑
p
Kp
Np
1(
1− 1N
)p δ(2p)(y).
where we have used |C(N)/C(N − 1)|2 = √N/(N − 1 It
is convenient to ignore the prefactor and work with the
integral defined above directly. To simplify our analysis
we introduce a re-scaled kinetic energy.
T˜ [f] =
√
N
N − 1T [f] , (B1)
such that
T˜ [f] =
∫
dxdy
∑
a,b
1
Na+b
f∗a
(
x− 12y
)
fb
(
x+ 12y
)
(B2)
× TH(y)
∑
p
Kp
Np
1(
1− 1N
)p δ(2p)(y).
If we next consider the potential energy a similar expres-
sion may be defined. Starting with
V [f] =
∫
dxdy f∗
(
x− 12y
)
f
(
x+ 12y
)
× VH
(
1− 1
N
)
〈Θ1;N − 2|Θ2;N − 2〉 ,
(B3)
we have
V [f] =
∫
dxdy
∑
a,b
1
Na+b
f∗a(x− 12y)fb(x+ 12y)
× VH(y)×
(
1− 1
N
)∣∣∣∣ C(N)C(N − 2)
∣∣∣∣2
×
∑
p
Kp
Np
1(
1− 2N
)p δ(2p)(y)
(B4)
As before we may use |C(N)/C(N − 2)|2 =
√
N
N−2 and
introduce the function
V˜ [f] =
√
N(N − 1)2
N2(N − 2) V˜ [f] , (B5)
such that
V˜ [f] =
∫
dxdy
∑
a,b
1
Na+b
f∗a(x− 12y)fb(x+ 12y)
× VH(y)
∑
p
Kp
Np
1(
1− 2N
)p δ(2p)(y) (B6)
Notice that the expressions for T˜ and V˜ are nearly iden-
tical beyond cosmetic changes such as TH ↔ VH , save
for one exception. The sum over p has a factor of
1/(1 − m/N)p where m = 1 for T˜ and m = 2 for V˜ ;
this effect enters first at O(1/N2) via the term
1
N2
mK1δ(2)(y) m = 1 or 2 (B7)
At this level of accuracy we therefore have (omitting the
explicit arguments of x± 12y for brevity’s sake)
9T˜ [f] =
∫
dxdy
[
f∗0f0 +
1
N
(f∗1f0 + f
∗
0f1) +
1
N2
(f∗2f0 + f
∗
0f2 + f
∗
1f1)
]
× TH(y)
[
δ(y) +
1
N
K1δ(2)(y) + 1
N2
(
K2δ(4)(y) +K1δ(2)(y)δ(2)(y)
)] (B8)
V˜ [f] =
∫
dxdy
[
f∗0f0 +
1
N
(f∗1f0 + f
∗
0f1) +
1
N2
(f∗2f0 + f
∗
0f2 + f
∗
1f1)
]
× VH(y)
[
δ(y) +
1
N
K1δ(2)(y) + 1
N2
(
K2δ(4)(y) + 2K1δ(2)(y)δ(2)(y)
)] (B9)
1. Kinetic energy
At leading order the only contribution to the kinetic
energy is given by,
T˜0 =
∫
dxdy f∗0f0δ(y)TH(y)
= T (0)H (B10)
At next leading order we have,
T˜1 =
∫
dxdy (f∗1f0 + f
∗
0f1) δ(y)
+
∫
dxdy f∗0f0K1δ(2)(y)
= 2 Re〈f0, f1〉+K1
1∑
n=0
(
2
2n
)
(−1)n〈f(n)0 , f(n)0 〉T (2−2n)H
= 2 Re〈f0, f1〉T (0)H −K1〈f(1)0 , f(1)0 〉T (0)H +K1T (2)H
= K1T (2)H
where we have used Eq. (A9), and in going to the final
equality, we have imposed the normalization condition
Eq. (22).
At next-to-next-to leading order we have
T˜2 =
∫
dxdy (f∗0f2 + f
∗
2f0 + f
∗
1f1) δ(y)TH(y)
+
∫
dxdy (f∗0f1 + f
∗
1f0)K1δ(2)(y)TH(y)
+
∫
dxdyf∗0f0K2δ(4)(y)TH(y)
+
∫
dxdyf∗0f0K1δ(2)(y)TH(y) (B11)
using Eq. (A9) and
T˜2 = 2 Re〈f0, f2〉T (0)H + 〈f1, f1〉T (0)H
+ 2K1 Re〈f0, f1〉T (2)H − 2K1 Re〈f(1)0 , f(1)1 〉T (0)H
+K2T (4)H − 6K2〈f(1)0 , f(1)0 〉T (2)H +K2〈f(2)0 , f(2)0 〉T (0)H
+K1T (2)H −K1〈f(1)0 , f(1)0 〉T (0)H
(B12)
Summing all of the terms, and imposing the normal-
ization conditions from Eqs. (21) to (23), we find
T˜2 = K2T (4)H +K1T (2)H
+
([K21 − 6K2]T (2)H −K1T (0)H )〈f(1)0 , f(1)0 〉 (B13)
In conclusion we find
T˜0 = T (0)H (B14)
T˜1 = K1T (2)H (B15)
T˜2 = K2T (4)H +K1T (2)H (B16)
+
([K21 − 6K2]T (2)H −K1T (0)H )〈f(1)0 , f(1)0 〉
Using T = (1− 12N + 38N2 )T˜ we then find
T0 = T˜0 (B17)
T1 = T˜1 − 1
2
T˜0 (B18)
T2 = T˜2 − 1
2
T˜1 +
3
8
T˜0 (B19)
2. Potential Energy
The calculation for V˜n largely parallels that of T˜n.
V˜0 =
∫
dxdy f∗0f0VH(y)δ(y)
= V(0)H 〈f0, f0〉 = V(0)H
(B20)
V˜1 =
∫
dxdy f∗0f0VH(y)K1δ(2)(y)
+ [f∗0f1 + f
∗
1f
∗
0]VH(y)δ(y)
= V(2)H + 2Re〈f0, f1〉V(0)H −K1〈f(1)0 , f(1)0 〉V(0)H
= V(2)H
(B21)
where we have used the COM wavefunction’s normaliza-
tion constraint Eq. (22).
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We then find
V˜2 =
∫
dxdy f∗0f0VH(y)
[
K2δ(4)(y) + 2K1δ(2)(y)
]
+
∫
dxdy [f∗0f1 + f
∗
1f
∗
0]VH(y)K1δ(2)(y)
+
∫
dxdy [f∗1f1 + f
∗
0f2 + f
∗
2f0]VH(y)δ(y) .
(B22)
Notice the factor of 2K1δ(2)(y) in contrast to the factor
of K1δ(2)(y) found in Eq. (B11).
As before, we will address each term in the calculation
separately,
= 2Re〈f0, f2〉V(0)H + 〈f1, f1〉V(0)H
+ 2K1
[
V(2)H − 〈f(1)0 , f(1)0 〉V(0)H
]
+K2
[
V(4)H − 6〈f(1)0 , f(1)0 〉V(2)H + 〈f(2)0 , f(2)0 〉V(0)H
]
+K1
[
(2Re〈f0, f1〉)V(2)H − (2Re〈f(1)0 , f(1)1 〉)V(0)H
]
(B23)
Adding all of these terms together, and making use of
the normalization conditions Eqs. (21) to (23) we find
V˜2 = K2V(4)H + 2K1V(2)H
+
([K21 − 6K2]T (2)H −K1T (0)H )〈f(1)0 , f(1)0 〉 (B24)
This leads finally to
V˜0 = V(0)H (B25)
V˜1 = K1V(2)H (B26)
V˜2 = K2V(4)H + 2K1V(2)H (B27)
+
([K21 − 6K2]V(2)H − 2K1V(0)H )〈f(1)0 , f(1)0 〉.
Lastly we can use the formula V = (1+ 1N2 )V˜ +O
(
1/N3
)
to find
V0 = V˜0 V1 = V˜1 V2 = V˜2 + V˜0 . (B28)
3. Total Energy
Recall that E[f] = T [f] − V [f]. Let us focus first on
the shift of the ground state energy. We find, at leading
order,
δE0 ≈ 1
N
[
T (2)H − V(2)H −
1
2
T (0)H
]
. (B29)
For the gradient energy of the COM wavefunction, we
find (again at leading order)
Eˆ2 ≈
[K21 − 6K2][T (2)H − V(2)H ]
−K1
[
T (0)H − 2V(0)H
]
.
(B30)
As emphasized in the main text this is the mean result
of our work and demonstrates that quantum fluctuations
of the COM can lower the energy of a CCS state.
4. Cancellations Due to Normalization Conditions
In the previous section we found that terms such as
〈f(1)0 , f(1)0 〉 were absent at O(1/N) , and likewise terms
such as 〈f(2)0 , f(2)0 〉 were absent atO
(
1/N2
)
. In this section
we outline that this is not an accidental cancellation, but
is a direct consequence of the normalization conditions
Eqs. (21) to (23).
To derive Eqs. (21) to (23) we demand that
〈f;N |f;N〉 = 1, and that this normalization is maintained
order-by-order in 1/N . The exact expression for the over-
lap is given by
〈f|f〉 =
∫
dxdyf
(
x− 12y
)
f∗
(
x+ 12y
)
O(y;N) . (B31)
At leading order, using the delta-expansion of O(y;N)
this is equivalent to demanding that
〈f0, f0〉 :=
∫ pi
−pi
f∗0(x)f0(x)dx = 1 , (B32)
which is Eq. (21). At O(1/N) we find instead
〈f|f〉 = 〈f0, f0〉+ 1
N
[
2Re〈f0, f1〉 − K1〈f(1)0 , f(1)0 〉
]
. (B33)
By requiring that this correction at O(1/N) vanish we
arrive at Eq. (22). Similarly, at O(1/N2) we have
〈f|f〉 = 〈f0, f0〉+ 1
N
[(2Re〈f0, f1〉)−K1〈f(1)0 , f(1)0 〉] +
1
N2
[K2〈f(2)0 , f(2)0 〉−K1(2Re〈f(1)0 , f(1)1 〉) + 2Re〈f0, f2〉+ 〈f1, f1〉] . (B34)
Our third normalization condition, Eq. (23), then fol-
lows from the requirement that the bracketed term of
O(1/N2) must vanish.
Importantly, this exact same combination of terms is
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guaranteed to appear in our calculations of E[f]. This is
most clearly illustrated at O(1/N). Let us consider just
the term ∫
dxdy K1δ(2)(y)f0f∗0VH(y)
= K1V(2)H −K1V(0)H 〈f(1)0 , f(1)0 〉 .
(B35)
Notice that when the derivatives act on the function f0
it gives the same result as the normalization condition,
but with an overall prefactor of V(0)H . The same prefactor
will also appear in the term∫
dxdy δ(y)[f0(α)f
∗
1(β) + f1(α)f
∗
0(β)]VH(y)
= V(0)H (2Re〈f0, f1〉) ,
(B36)
where we have used α = x− 12y, and β = x+ 12y for short-
hand. Upon addition of these two terms, we will have the
combination that corresponds to Eq. (22). This happens
when all of the derivatives from the delta-expansion act
on f0; this leaves no derivatives left-over to act on VH(y)
and this ensures that the prefactor appearing in front
of Kn〈f(n)0 , f(n)0 〉 is V(0)H . This is why the gradient cor-
rections to the COM wavefunction’s energy appear at
O(1/N2) as opposed to O(1/N) as may be naively ex-
pected. The same cancellation occurs at O(1/N2) but
precludes terms of the form 〈f(2)0 , f(2)0 〉.
Appendix C: Many-body overlap functions
In the body of the main text we claimed that the func-
tions O(y;ℵ) could be expanded in the large ℵ limit in a
“delta-expansion”
O(y;ℵ) = 1|C(ℵ, χ)|2
[
δ(y) +
∑
p>0
Kp(χ)
ℵp δ
(2p)(y)
]
. (C1)
In this section we will justify this claim by making use of
the properties of the Hartree wavefunctions ψH(θ). The
results obtained in this section will allow us to obtain
explicit expressions for K1, and K2 in Appendix D. As
noted before, the ℵ-body overlap can be re-written as an
exponentiated overlap of the Hartree states
O(y;ℵ) = [ 〈ψH ; x− 12y∣∣ψH ; x+ 12y〉 ]ℵ, (C2)
where〈
ψH ; x− 12y
∣∣ψH ; x+ 12y〉
=
∫
dθψ∗H(θ − [x− 12y])ψH(θ − [x+ 12y])
=
∫
dθψH(θ +
1
2y)ψH(θ − 12y) ,
(C3)
and, where we have used the fact that ψH(θ) is real.
The form of the Hartree wavefunctions are known: they
are given by appropriately scaled and shifted Mathieu
functions, with an auxiliary parameter q(χ) that can be
determined exactly
ψH(θ) =
1√
pi
ce0
(
1
2 (θ − pi); q(χ)
)
. (C4)
Thus, we have〈
ψH ; x− 12y
∣∣ψH ; x+ 12y〉
=
1
pi
∫
dθ ce0(
1
2θ; q)ce0(
1
2 (θ + y); q) .
(C5)
Now for χ  1 we have that q ∼ 1/χ2 such that q is
very large. In this regime the Mathieu functions are well
approximated by parabolic cylinder functions, Dn, via
Sips’ expansion [63]
ce0(z; q) ∼ C0(q)[U0(ξ; q) + V0(ξ; q)] (C6)
C0(q) ∼
[
pi
√
q
2
]1/4[
1 +
1
8
√
q
]−1/2
(C7)
U0(ξ ; q) ∼ D0(ξ)− 1
4
√
q
D4(ξ) (C8)
V0(ξ ; q) ∼ − 1
16
√
q
D2(ξ) (C9)
(C10)
such that
ce0(z; q) ∼
[
pi
√
q
2
]1/4
D0(ξ) +O
(
1√
q
)
(C11)
Introducing the variables ζ = 2q1/4 sin θ2 we then find
ψH(θ;χ) ∼
[√
q
2pi
]1/4
D0(ζ) +O
(
1√
q
)
=
[
q
(2pi)2
]1/8
e−
√
q sin2
θ
2 +O
(
1√
q
)
.
(C12)
Using the leading order behaviour for ψH , the overlap
can be expressed as a Bessel function〈
ψH ; x− 12y
∣∣ψH ; x+ 12y〉
=
∫ 2pi
0
dθψ∗H(θ − 12y;χ)ψH(θ + 12y;χ)
∼
[
q
(2pi)2
]1/4 ∫ 2pi
0
dθe−
√
q sin2
x−y/2
2 e−
√
q sin2
x+y/2
2
=
[
q
(2pi)2
]1/4 ∫ 2pi
0
dθe
√
q
(
1−cos x cos y2
)
=
I0(
√
q cos y2 )√
2piq1/2e
√
q
(C13)
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where I0(z) is the modified Bessel function of the first
kind [63]. At the same order of accuracy we can instead
write〈
ψH ; x− 12y
∣∣ψH ; x+ 12y〉 ∼ I0(√q cos y2 )I0(√q) , (C14)
which is exact for y = 0. For most values of y we can
use a large-argument expansion for the Bessel function
I0(z) ∼ ez/
√
2piz. For values of y such that
√
q cos y2 ∼O(1) it follows that I0(y) ∼ O(1) and so the overlap is
O(q1/4e−√q).
When considering integrals on the interval y ∈ [−pi, pi]
it is therefore justifiable to neglect contributions from this
exponentially suppressed region. Then, on the remainder
of the interval, we can use the large-argument expansion
of the Bessel function as a global approximation. This
allows us to re-write the overlap as〈
ψH ; x− 12y
∣∣ψH ; x+ 12y〉
∼ exp
[
2
√
q sin2 y4 − 12 log cos y2 +O
(
1√
q
)] (C15)
By extension the ℵ-body overlap assumes the form
O(y;ℵ) ∼ exp{ℵ[2√q sin2 y4 − 12 log cos y2 ]} , (C16)
where we have neglected terms of O(1/√q) or smaller.
Trading q for χ via q ∼ 4χ−2(1 − χ/4), we find at the
same order of accuracy
O(y;ℵ) ∼ eℵ
[(
4
χ−
1
2
)
sin2
y
4−
1
2 log cos
y
2
]
. (C17)
Appendix D: Small χ expansions
As noted in the main text, TH(y)’s leading order be-
havior as a function of χ is important. We would like
to compute T (0)H and T (2)H and we will make use of Sips’
expansion for the ground state wavefunctions Eq. (C6)
ψH(x) ∼
[√
q
2pi
]1/4[
D0(ζ)− 1
16
√
q
D(ζ)
]
, (D1)
where ζ = 2q1/4 sin θ2 , and
D(ζ) = D0(ζ) +D2(ζ) +
1
4
D4(ζ) . (D2)
We are interested in
TH(y) = χ
2
2
∫
dx
[
d
dx
ψH(x− 12y)
][
d
dx
ψH(x+
1
2y)
]
.
(D3)
It will be useful to have the following identities
dζ±
dx
= q1/4 cos
(
x± 12y
2
)
= q1/4
(
1− ζ
2
±
4
√
q
)1/2
(D4)
d2ζ±
dx2
= −q
1/4
2
(
x± 12y
2
)
= −q
1/4
4
ζ± , (D5)
where ζ± = ζ(x ± 12y) with which we can re-express
Eq. (D3) as
TH(y) = −χ
2
2
√
q
∫
dζ
q
1
4
√
1− ζ24√q
(
1− ζ
2
−
4
√
q
)1/2
×
(
1− ζ
2
+
4
√
q
)1/2
ψ′H(ζ−)ψ
′
H(ζ+) .
(D6)
At leading order in 1/
√
q we have
TH(y) ∼ −χ
2
2
√
q
∫
dζ√
2pi
D′0(ζ−)D
′
0(ζ+) . (D7)
This leads immediately to the result
T (0)H ∼ −
χ2
2
√
q
∫
dζ√
2pi
D′0(ζ)D
′
0(ζ)
= −
√
q
8
χ2 .
(D8)
Next, to calculate T (2)H we must act with d
2
dy2 on Eq. (D7).
A useful identity is
d2
dy2
[f(ζ−)g(ζ+) + f(ζ+)g(ζ−)]
=
[
d2ζ+
dy2
+
d2ζ−
dy2
]
[f ′g + g′f ]
+ 4
dζ+
dy
dζ−
dy
f ′g′
+
[(
dζ+
dy
)2(
dζ−
dy
)2]
[f ′′g + g′′f ] .
(D9)
which, holds when y = 0. We can insert this identity
underneath the integral after acting with the derivative
operator. This will give us an integral representation
for T (2)H := T ′′H(y = 0). Using the explicit forms of the
derivatives,
dζ±
dy
= ±q
1/4
2
(
1− ζ
2
±
4
√
q
)1/2
(D10)
d2ζ±
dy2
= − ζ
16
, (D11)
we find
T (2)H ∼ −q
χ2
2
∫
dζ√
2pi
2[D′0D
′
0 − 2D′′′0 D′0]
= 2qχ2
∫
dζ√
2pi
D′′0D
′′
0
=
3qχ2
32
.
(D12)
where we have used the leading order approximation
for dζ±/dy and neglected the contribution from terms
13
proportional to d2ζ±/d2y because they are subleading.
To obtain the second equality we integrated by parts,
however at higher orders in 1/
√
q one needs to be careful
to keep track of factors of ζ2 in the integrand.
When calculating V(0)H and V(2)H we need to work be-
yond leading order, because the leading order piece can-
cels in Eq. (29). We are interested in
VH(y) = 1
2
∫
dx1dx2ψH(x1 +
y
2 )ψH(x1 − y2 )
× ψH(x2 + y2 )ψH(x2 − y2 ) cos(x1 − x2)
(D13)
which can be re-written as
VH(y) = 1
2
[
IC(y)
2 + IS(y)
2
]
(D14)
IC(y) =
∫
dxψH(x+
y
2 )ψH(x− y2 ) cos(x) (D15)
IS(y) =
∫
dxψH(x+
y
2 )ψH(x− y2 ) sin(x) (D16)
Importantly IS(0) = 0, I
′
S(0) = 0, and I
′
C(0) such that
V(0)H =
1
2
I2C(0) and V(2)H = IC(0)I ′′C(0) , (D17)
so we can focus exclusively on the integral IC(y). Re-
writing this in terms of ζ and keeping only terms to order
1/
√
q we arrive at
IC(y) =
1√
2pi
[ ∫
D0(ζ−)D0(ζ+)
(
1− 3ζ
2
8
√
q
)
dζ − 1
16
√
q
∫
D0(ζ−)D(ζ+) +D0(ζ+)D(ζ−)dζ
]
(D18)
Evaluating at y = 0 sets ζ± = ζ and we find
IC(0) =
1√
2pi
[ ∫
D0(ζ)D0(ζ)
(
1− 3ζ
2
8
√
q
)
dζ − 1
8
√
q
∫
D0(ζ)D(ζ)dζ
]
= 1− 1
2
√
q
(D19)
To find I ′′C(0) we must act on Eq. (D18) with
d2
dy2 .
Being careful to retain sub-leading terms we find
I ′′C(0) = −
√
q√
2pi
[ ∫
D′0D
′
0 −D′′0D0
2
(
1− 5ζ
2
8
√
q
)
dζ
+
2√
2pi
∫
D′0D0
ζ
16
dζ − 1
8
√
q
∫
D′0D
′dζ
]
= −
√
q
4
(
1− 3
4
√
q
)
(D20)
Using V(0)H = 12 [IC(0)]2, V(2)H = I ′′C(0)IC(0), and the
small-χ behavior of q [60],
q ∼ 4
χ2
[
1− χ
4
+O(χ2)] (D21)
we then find
V(0)H =
1
2
[
1− 1√
q
+O
(
1
q
)]
(D22)
=
1
2
[
1− χ
2
+O(χ2)]
V(2)H = −
√
q
4
[
1− 5
16
√
q
+O
(
1
q
)]
(D23)
= − 1
2χ
[
1− 3χ
4
+O(χ2)]
T (0)H = χ2 ×
√
q
8
[
1 +O
(
1√
q
)]
(D24)
=
χ
4
[1 +O(χ)]
T (2)H = χ2 ×
(
−3q
32
)[
1 +O
(
1√
q
)]
(D25)
= −3
8
[1 +O(χ)] .
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