Abstract. Texture analysis of positron emission tomography (PET) images of the brain is a very difficult task, due to the poor signal to noise ratio. As a consequence very few techniques can be implemented successfully. We use a new global analysis technique known as the Trace transform triple features. This technique can be applied directly to the sinograms, to distinguish Alzheimer's disease (AD) from normal volunteers. FDG-PET images of 22 AD and 10 normal controls obtained from the same CTI ECAT-953 scanner were used in this study. The Trace transform triple feature technique was used to extract features that were invariant to scaling, translation and rotation, referred to as invariant features, as well as features that were sensitive to rotation but invariant to scaling and translation, referred to as sensitive features in this study. The features were used to classify the groups using discriminant function analysis.
Introduction
Clinicians have at their disposal a variety of imaging modalities of the human body that can be used to diagnose various disease states which manifest themselves as structural or functional changes. However, alteration in metabolism is often present before any structural changes can be detected by using modalities which are anatomically based such as Magnetic Resonance Imaging and Computerised Tomography. The main advantage of Positron Emission Tomography (PET) is that it enables the quantitative detection of metabolic changes in-vivo. Thus, if used correctly it can yield great benefits, especially in the early detection of many conditions.
Most PET image analysis in the clinical environment is done by simple visual inspection of the image slices. Although a great deal of information can be gained from visual analysis, it is non-reproducible and qualitative. For diagnostic purposes visual analysis may often suffice. However, a quantitative reproducible method is desirable.
Here we present some features which can differentiate with high accuracy between Alzheimer's Disease (AD) and normal controls. The technique utilises a new global image analysis method, called Trace transform [2] which can be applied directly to the sinogram. It allows us to construct image features sensitive or invariant to rotation, scaling and translation. Thus, with scale and translation invariant features, we may eliminate any dependence on patient size and position in the scanner. On the other hand, some preliminary results on texture anisotropy in MRI data reported in [3] [4] [5] indicated that Alzheimer's brains and normal control brains may show micro-structural differences with respect to their rotational symmetry. Any such variation may manifest itself as metabolic variation before it becomes structural variation. If we could detect such variations in PET data, we might have at our disposal an early diagnostic tool for the condition.
Method
PET images of patients with AD and normal controls were obtained by the MRC Cyclotron Unit, Hammersmith Hospital, London. The data were from a 2-fluoro-2-deocy-glucose (FDG) study, which was concerned with the distribution and utilisation of glucose in the brain. The data were acquired by the CTI ECAT-953 scanner. The data correspond to a scan acquired for 35 minutes taken 15 minutes after the infusion of the FDG tracer in the patient. The data comprised of 31 slices. The images supplied to us had been reconstructed using filtered back-projection and each slice was ½¾ ¢ ½¾ pixel, again with 31 images with the same slice thickness. We must stress, however, that we did not make use of the reconstructed images. Instead we used the corresponding generated sinograms, as the technique we wished to explore is applicable to the sinograms. The study comprised of 22 patients with clinical diagnosis of AD and 10 normal controls. The 10 male and 12 female with AD had a mean age of 52 years (range 39-64 years). From the normal control patients, 6 were male and 4 female, with an average age of 51 years (range 41-64 years).
Feature extraction
The Trace transform triple feature technique [2] was used to extract features that were invariant to scaling, translation and rotation, referred to as invariant features, as well as features that were sensitive to rotation but invariant to scaling and translation, referred to as sensitive features in this study.
The triple feature method is a global analysis technique [2] . It allows one to construct features that exhibit specific properties such as invariance to scaling, translation and rotation. The triple feature construction comprises three steps, the first of which is taking the Trace transform. The Trace transform is a generalisation of the Radon transform. It allows the transformation of an image into the and Ô domain which are the orientation angle with respect to a reference direction, and the distance from the centre of the image of a line crossing the image, respectively (see figure 1 ). The Trace transform is similar to the Radon transform in the sense that functionals of an image are calculated along lines. However the Radon transform calculates a specific functional, namely the integral, whereas in the Trace transform method any functional can be used. Thus the Trace transform is a generalisation, and the Radon transform is a special case of the Trace transform. We are considering patients suffering from Alzheimer's disease. This condition results in global changes in brain texture as well as local variations [6] . To detect the global texture variation of the brain in AD, features we extract using the triple feature need only be global descriptors. Patient size and position vary, thus our descriptor needs to be scaling and translation invariant.
Kovalev & Petrou, [4] and Segovia-Martinez et al, [5] have shown that there is some indication that Alzheimer's brains exhibit a much higher degree of isotropy than normal brains. This means that a rotation sensitive feature will vary differently for a normal brain than for an Alzheimer's brain. If we construct triple features which are sensitive to rotation, we may be able to detect this difference in anisotropy between the two groups.
We shall also construct features which are insensitive to rotation. These features may show difference in value from one patient to the other, as anisotropy may not be the only effect of Alzheimer's on the brain texture.
Previous studies on data concerning Alzheimer's patients and normal controls concerned only particular regions of the brain [1, [7] [8] [9] [10] . This study, however, is concerned with global features extracted directly from the sinograms. It is not possible, therefore, to differentiate regions as this would defeat the whole purpose of our study.
So, although the reconstructed image slices are available to us, we do not use them to segment regions for analysis, but use instead the sinograms. This is equivalent to computing the integral of the image function along each scanning line (ie taking the Radon transform). This restricts somehow the choice of the two subsequent functionals we apply in order to compute invariant and rotation sensitive features. Therefore we construct 16 sensitive features labelled A1-A16 and 18 invariant features labelled B1-B18.
There are 31 slices per patient. This results in ¿½ ¢ ½ sensitive features and ¿½ ¢ ½ invariant features per patient. This is an extremely large number of features. For the sake of simplicity the average features over all slices for each scan were taken, thus, resulting in 16 sensitive and 18 invariant features. Some alternative methods for combining the feature values from different slices were considered, such as using the variance or the kurtosis of the values over the different slices. However, our experiments showed that taking the average performed the best, and is the easiest method to implement.
The features were normalised to the range ¼ ½¼¼ and, box whisker plots were created, using the package Statistica [11] . Simple visual inspection of these plots can reveal how good a feature is at separating the two groups. On the basis of this, some features were eliminated. Due to the lack of space we cannot list here the functionals we used to construct each feature. However, an example is feature A8 which was constructed by computing the amplitude of the first harmonic along each column of the sinogram and then Ê Ü ´Üµ Ü Ê ´Üµ Ü along the string of number we produced from the columns, where ´Üµ is the string of numbers.
Results

Classification using discriminant function analysis
In order to determine quantitatively how well a feature can separate the two groups, discriminant function analysis was performed. Initially this was done on each feature individually. Features which were performing well were combined to see whether any improvement in classification could be observed. Combining sensitive features A8, A10 and A11 produced an overall classification accuracy of ¼ ± on the training data, with a sensitivity of (AD true positive) ±.
Post hoc predictions
If we estimate our discriminant function using a data set, and then use the same data to evaluate how accurate our predictions are, we are capitalising on chance. In general, one will always get a worse classification when predicting cases that were not used for the estimation of the discriminant function. Therefore, to test the accuracy of our features we employed cross-validation, where the test data are left out during the training phase. Due to the limited number of data sets, we used Î -fold cross-validation. Here the classification function is computed Î times, each time leaving out one of the samples, and using that sample as a test sample for cross-validation, so that each sample is used Î ½ times as a learning sample and just once as a test sample. In this terminology a sample is a single patient.
Cross validation results show that overall sensitive features are much better at classifying the two groups. The best sensitive feature A8 produced a classification accuracy of ±, (see table 1) while the performance of the best invariant feature B18 was ±. One would conclude that combining too many features, especially with such a small data set, results in too much variation in feature space. For example, combining 5 features is equivalent to plotting our data in a 5 dimensional feature space and for class normal we only had 9 patients (one left out for cross validation). This number is too low to populate a 5 dimensional space.
Discussion
Typically in PET studies, the analysis is performed after a reconstruction process. In the Trace transform method, the analysis is performed by initially transforming the image into a 2-D function of and Ô, which describes line profiles in the image. The acquisition of PET data results in a similar 2-D function of and Ô, known as the sinogram. The sinogram describes line profiles of activity in the subject, which is due to the physical process involved in PET. However, in this case it is a special profile of the line, namely the integral. What we have done in the first step by applying our Trace transform to the images, is to reduce the images back to their corresponding sinograms.
Since we used the Radon function the Trace transform we took was, exactly the sinogram. Thus in theory if we obtained the original sinogram, by simply applying the subsequent two steps of our method to produce a triple feature we could analyse the data, without the need to reconstruct the image.
Conclusions
The triple feature method can be used for extracting features that are useful for the classification of Alzheimer's.
Cross-validation was used to asses the accuracy of the technique. An overall classification accuracy of ± was obtained for the best sensitive feature; this comprised of ½± true positives. No improvement was observed when multiple features were used. The best invariant feature produced a classification accuracy of ±. This was marginally improved by combining five invariant features and producing an accuracy of ±. Kippenhan et al [1] obtained sensitivity in the range of ¼± for their method using discriminant analysis as a classifier to differentiate AD from normal. They then showed that the performance increased to ¼± when using a neural network classifier.
