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Uncertainty analysis of pollutant build-up modelling based on a Bayesian 
Weighted Least Squares approach 
 
Abstract:  
Reliable pollutant build-up prediction plays a critical role in the accuracy of urban 
stormwater quality modelling outcomes. However, water quality data collection is 
resource demanding compared to streamflow data monitoring, where a greater 
quantity of data is generally available. Consequently, available water quality data sets 
span only relatively short time scales unlike water quantity data. Therefore, the ability 
to take due consideration of the variability associated with pollutant processes and 
natural phenomena is constrained. This in turn gives rise to uncertainty in the 
modelling outcomes as research has shown that pollutant loadings on catchment 
surfaces and rainfall within an area can vary considerably over space and time scales. 
Therefore, the assessment of model uncertainty is an essential element of informed 
decision making in urban stormwater management. This paper presents the 
application of a range of regression approaches such as ordinary least squares 
regression, weighted least squares Regression and Bayesian Weighted Least Squares 
Regression for the estimation of uncertainty associated with pollutant build-up 
prediction using limited data sets. The study outcomes confirmed that the use of 
ordinary least squares regression with fixed model inputs and limited observational 
data may not provide realistic estimates. The stochastic nature of the dependent and 
independent variables need to be taken into consideration in pollutant build-up 
prediction. It was found that the use of the Bayesian approach along with the Monte 
Carlo simulation technique provides a powerful tool, which attempts to make the best 
use of the available knowledge in the prediction and thereby presents a practical 
solution to counteract the limitations which are otherwise imposed on water quality 
modelling.  
 
Keywords:  uncertainty analysis; Bayesian analysis; Monte Carlo simulation; 
stormwater quality; pollutant build-up; stormwater pollutant processes 
 
1. Introduction 
Modelling plays a critical role in the design of stormwater treatment systems and 
consequently in stormwater management decision making. However, as pointed out 
by Liu et al. (2012), all modelling approaches are subject to uncertainty due to a 
diversity of reasons. As Bertrand-Krajewski et al. (2002) have pointed out, assessment 
of model uncertainty is an essential element of informed decision making in urban 
stormwater modelling. Uncertainty associated with stormwater quality modelling can 
be divided into two primary types, namely: (1) uncertainty due to input data and 
measurements; and (2) uncertainty due to simplification of reality in relation to the 
replication of pollutant processes (Bertrand-Krajewski et al., 2007; Freni et al., 2009; 
Gaume et al., 1998; Haydon and Deletic, 2009; Miguntanna et al., 2010). These types 
of uncertainties are referred to as epistemic (Merz and Thieken, 2005). This arises 
from the incomplete conceptual understanding of the systems under study. This can 
be attributed to the reliance on models that are simplified representations of the true 
complexities of natural processes, as well as the limited datasets available for testing, 
validation, hypotheses and/or simulating the systems. 
 
A range of studies have focused on assessing uncertainty resulting from input data 
and measurements (for example, Bertrand-Krajewski et al., 2007; Liu et al., 2012a; 
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Liu 2012b; Sohrabi er al., 2003). Uncertainty associated with stormwater quality 
models has also been investigated by numerous researchers (for example, Dotto et al. 
2012; Freni et al., 2008; Kanso et al., 2005). However, these studies have commonly 
focused on assessing the overall modelling uncertainty rather than the uncertainty 
associated with modelling specific pollutant processes, namely, pollutant build-up and 
wash-off. Consequently, this provides only limited understanding of the accuracy of 
the embedded equations for replicating pollutant processes. Therefore, even if the 
overall model uncertainty is known, the primary causes are difficult to pinpoint. 
 
It is in this context, that the lack of adequate data availability and the accuracy to 
support the development of stormwater quality models are points of concern. This 
stems from the fact that the available data sets span only relatively short time scales 
unlike water quantity data (van der Sterren et al., 2012). Therefore, the accuracy of 
water quality modelling outcomes is not necessarily very reliable as it constraints the 
ability to take due consideration of the variability associated with pollutant processes 
and natural phenomena (Stewart, 2000). Research has shown that pollutant loadings 
on catchment surfaces and rainfall within an area can vary over space and time scales 
and are typically not known with any reliable accuracy (UNESCO, 2005; Smith et al., 
1997). More reliable models may be established if observed data sets over longer time 
periods are used. However, such data is scarce in the water quality arena due to the 
high cost associated with data collection, which constrains long term monitoring 
programmes.  
 
This is compounded by the fact that the limited conceptual understanding as noted 
above leads to parameter uncertainty in water quality models. For example, 
considering pollutant build-up, the desirable approach is the development of a 
regression model that can be used for build-up prediction as a function of the number 
of antecedent dry days to encompass different scenarios. In this case, not only is there 
uncertainty associated with the build-up values (dependent variable), but there can 
also be uncertainty related to the number of antecedent dry days (predictor variable).  
 
It is in this context, that this paper discusses a Bayesian statistical approach for 
assessing the mathematical replication of pollutant build-up on roof surfaces. This 
will enhance the understanding on model uncertainty associated with pollutant 
processes to enable the practical application of this knowledge to stormwater quality 
modelling.  
 
A primary goal of this paper is to quantify the different aspects of uncertainty 
associated with water quality prediction models by: (i) increasing the availability of 
synthetic data via Monte Carlo simulation; and (ii) using efficient parameter 
estimation methods. To carry this out in a statistically meaningful manner, a number 
of different parameter estimation techniques including ordinary least squares 
regression (OLSR), Weighted Least Squares Regression (WLSR) and Bayesian 
WLSR (BWLSR) using a Monte Carlo simulation framework have been investigated. 
The errors arising in both the dependent and predictor variable data have also been 
considered by assuming that the data can be described by appropriate probability 
distributions. 
 
Roof surfaces were selected for this study for a number of reasons. Despite the fact 
that road surfaces are commonly regarded as the primary pollutant source in an urban 
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environment (Herngren et al., 2006; Sartor and Boyd, 1972), the pollutant 
contribution from roof surfaces is little understood and is also a significant pollutant 
source (Egodawatta et al., 2012). As noted by Egodawatta (2007), in the urban 
catchments he investigated the total roof areas were found to be 2 – 3 times larger 
than the total road area. Furthermore, understanding of pollutant processes on roof 
surfaces is important as rainwater harvesting is being increasingly considered as an 
alternative water supply source in water deficient regions (Imteaz et al., 2011; 
Khastagir  and Jayasuriya, 2011; van der Sterren et al., 2009; 2012). As pointed out 
by Egodwatta et al. (2009), pollutant build-up on road and roof surfaces follows the 
same exponential relationship, but with different coefficients. Therefore, the 
application of uncertainty analysis to roof surfaces is easily extendable to road 
surfaces. 
 
2. Materials and Methods 
2.1 Data collection 
The data collection methodology has been described in detail in Egodawatta et al. 
(2009). Briefly, the pollutant build-up data was collected using model roofs as test 
plots (3 m2). The model roofs were mounted on a scissor lift arrangement as shown in 
Fig. 1. As such, they could be raised to the typical roofing height to allow pollutant 
accumulation naturally and then lowered to ground level for sampling. This approach 
enabled overcoming the practical difficulties inherent in sample collection from actual 
roofs. Corrugated steel and concrete tiles were used for cladding as these are the most 
widely used roofing types in the study region. The model roofs were placed in a 
residential area with a few major roads in the vicinity. 
 
Pollutant build-up samples were collected from the roof surfaces by washing the 
surface with approximately 7 L of deionised water using a soft brush and the runoff 
was collected. Build-up investigations were conducted for 1, 2, 3, 5, 7, 14 and 21 
antecedent dry days. It was hypothesised that build-up primarily varies with the 
antecedent dry days (Ball et al., 1998; Sartor and Boyd, 1972).  
 
Suspended solids were adopted as the indicator pollutant. Suspended solids are not 
only a significant stormwater pollutant in its own right, but also acts as a mobile 
substrate for the transport of other stormwater pollutants such as heavy metals and 
hydrocarbons to receiving waters (Herngren et al., 2005; Sartor and Boyd 1972). 
Testing for total suspended solids (TSS) concentration was undertaken according to 
Test Method No. 2540D (APHA, 2005).  
 
2.2 Data analysis 
Ordinary least squares regression (OLSR) is generally adopted to develop empirical 
relationships such as between pollutant build-up and relevant explanatory variables 
(for example, in Rahman et al., 2002). In the past, water quality prediction models 
have commonly adopted the OLSR estimators. These estimators are appropriate and 
statistically efficient if all the observations have equal weights.  
 
The appropriate application of the OLSR method requires a number of assumptions to 
be satisfied, such as: (i) independence, homoscedasticity and normality of errors 
(Draper and Smith, 1981); and (ii) the model predictor variables data are error free. 
These assumptions are often violated with the urban water quality datasets as large 
uncertainties are often involved with these data due to factors such as limited record 
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length and measurement error. These data errors are likely to limit the application of 
simplified statistical techniques such as OLSR because the strict theoretical 
assumptions associated with these techniques cannot be adequately satisfied. Due to 
these reasons, OLSR is not the best linear unbiased estimator (BLUE) according to 
the Gauss-Markov-Aitken theorem (Rao and Toutenburg, 1999).  
 
To overcome the problems associated with OLSR, Weighted Least Squares 
Regression (WLSR) can be adopted. WLSR is an efficient method that makes good 
use of small datasets as often found in water quality prediction modelling. It also 
offers the ability to provide different types of easily interpretable statistical measures 
for estimation, prediction and calibration. In this paper, we propose to use both the 
WLSR and Bayesian WLSR (BWLSR) methods. Here, the BWLSR provides the 
posterior distribution of an estimate and can be useful when assessing the 
uncertainties associated with the estimation of regression coefficients (Raferty et al. 
1997). More information on WLSR and BWLSR are provided in the Supplementary 
Information. 
 
In the conventional approach using regression based procedures, the dependent 
variable (pollutant build-up) and predictor variable values (for example the antecedent 
days) are taken to represent all the values available for analysis. The resulting 
regression relationship is considered to represent the “true” values of the coefficients 
of the regression model. However, in principle this assumption is not fully satisfied 
as:  
(i) the dependent and predictor variables in the analysis are fixed (i.e. not 
random (are assumed not to be probability distributed)); and  
(ii) the dependent and predictor variables have underlying errors (sampling 
and/or measurement errors which are often ignored in the analysis). 
 
The dependent variable, pollutant build-up (on steel or concrete surface) is assumed to 
have an uncertainty associated with its measurement, while the independent variable, 
antecedent dry days does not cover a wide enough range (21 days) to make the 
estimation of pollutant build-up adequately reliable. In both cases there also remains 
the fact that sampling variability is a major concern (i.e. n = 6). Understanding this 
helps in selecting distributions to describe both pollutant build-up and antecedent days 
for the Monte Carlo experiment. 
 
For the dependent variable, a relatively low to medium error was assumed to be 
involved. Hence, a normal distribution with the observation i used as the mean of the 
distribution was chosen. An arbitrary percentage of the mean may then be used to 
describe the standard deviation such that pollutant build-upi ~ N (pollutant build-upi, 
% pollutant build-upi). A value of 30% of the mean for the standard deviation for this 
analysis was assumed. For each pollutant build-upi 10,000 (or more) possible values 
using the assumed distribution were simulated. 
 
For the predictor variable, the issue of error is not the major concern as in this case it 
is more important to obtain samples over an adequate number of antecedent dry days 
which will enhance the prediction of pollutant build-up. Hence, an exponential 
distribution with the antecedent dry days associated with observation i as the mean of 
the distribution such that antecedent days i ~ Exp (antecedent dry days i) can be 
chosen. 
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The following steps summarise how the analyses were carried out: 
1. Basic analysis was undertaken using OLSR to estimate the regression 
coefficients for pollutant build-up as a function of antecedent dry days and to 
assess uncertainty. OLSR was applied for comparison with WLSR and 
BWLSR.  
2. Using the Metropolis-Hastings algorithm, weights for each observation i (see 
Supplementary Information) were determined. 
3. The classical WLSR and then BWLSR were used to estimate regression 
coefficients and uncertainty (See Supplementary Information). 
4. Keeping the pollutant build-up as a fixed variable and assuming antecedent 
dry days as a random exponential variable (see Supplementary Information) 
10,000 values for each antecedent dry daysi were simulated. The regression 
coefficients using BWLSR were estimated. Accordingly, 10,000 values of the 
posterior coefficients (β0 and β1) were estimated. These were used to assess 
the uncertainty in the prediction model developed. 
5. Assuming both the pollutant build-up and antecedent dry days as random 
normal and exponential variables, respectively (see Supplementary 
Information) 10,000 values for each pollutant build-upi /antcedent daysi were 
simulated. The regression coefficients using BWLSR were estimated. 
Accordingly, 10,000 values of the posterior coefficients (β0 and β1) were 
estimated. These were used to assess the uncertainty in the prediction model 
developed. 
 
3 Results and discussion 
3.1 Development of the build-up model  
The data obtained was analysed to investigate the empirical relationship between 
pollutant build-up and antecedent dry days. It is commonly understood that pollutant 
build-up is relatively high immediately after a storm event and then gradually reduces 
with increasing antecedent dry days and eventually asymptotes to an almost constant 
value (Ball et al., 1998; Sartor et al., 1974).   
 
Fig. 2 shows the variation in pollutant build-up with antecedent dry days based on the 
data obtained which confirms that in the initial period around 80% of the total build-
up occurs within the first seven days. A similar behaviour in build-up is also common 
for road surfaces (Ball et al., 1998; Egodawatta et al., 2009; Sartor et al., 1974). The 
build-up on corrugated steel exceeds that for concrete tile roofs as the threshold value 
of seven days increases. This is attributed to the pollutant holding capacity of the roof 
material. However, for the development of an empirical relationship for pollutant 
build-up with antecedent dry days, the difference between build-up for the two 
material types was not considered significant.  
 
The rate of pollutant build-up with time is commonly regarded as a decreasing rate 
increasing function (Sartor et al., 1974). It has been found that the observed behaviour 
of pollutant build-up on roof surfaces can be closely replicated using a power 
equation (Ball et al., 1998; Egodawatta et al., 2009). A power function was selected 
by Egodawatta et al. (2009) after evaluating the performance of a range of other 
equation formats such as exponential and logarithmic functions. The power equation 
developed was in the following format:  
1
0
ββ D=Β                                                                                                                     (1) 
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where, 
oβ , 1β  are empirical coefficients which are estimated by OLSR, WLSR and 
BWLSR; 
B is build-up load on road surface (g/m2); and  
D is antecedent dry days. 
 
Due to the assumed similarities in pollutant build-up for the two cladding materials, a 
common parameter set for the two empirical build-up coefficients, oβ  and 1β  was 
developed using the method of least squares. The coefficient values obtained were 
0.43 and 0.266 for oβ  and 1β , respectively.  
 
3.2 Uncertainty estimation 
The results presented in this section are based on Equation (1). The parameter 
estimation techniques (i.e. OLSR, WLSR and BWLSR) were applied to three datasets 
(steel, concrete and the combined datasets). Table 1 provides a summary of the 
coefficients of the regression model along with their standard errors and the lower and 
upper 95% prediction coefficient limits. For BWLSR, the posterior coefficients are 
reported. 
 
It can be clearly seen from Table 1 that the OLSR coefficients are modestly different 
to those for WLSR and BWLSR. However, major differences can be seen in the 
standard error of the coefficients where the OLSR coefficients are comparatively 
larger. This result is observed for both surface material types. This is to be expected 
with OLSR as it does compensate for the influence each observation provides.  
 
Comparing the standard errors of WLSR and BWLSR (for both roofing material 
types), it can be seen that the results of BWLSR are slightly larger (for 1β ). This result 
is quite noteworthy and logical because unlike OLSR and WLSR, BWLSR considers 
the fact that the regression model is not perfect.  
  
Considering the sample size (n = 6) used in the analysis for the estimated coefficients, 
it can be seen that OLSR provides uncertainty limits (upper and lower 95%) for β  
coefficients (see Fig. 3 (steel) as an example and Table 1) which may be significantly 
over estimated. WLSR and BWLSR provide a relatively better measure of uncertainty 
in this case, and are quite similar. 
 
The uncertainty measures as shown in Fig. 3 for WLSR and BWLSR do not include 
the error associated with D and B (see Supplementary Information). Thus, the overall 
results at a first glance appear to be an appreciable improvement over the OLSR 
method. Fig. 3 shows the uncertainty limits associated with BWLSR + error in D and 
BWLSR + error in B and D. The posterior mean and 95% upper and lower limit β
coefficients are shown in Table 1 for the different roofing materials. Here it can be 
seen that the posterior mean coefficients of BWLSR + error in D and BWLSR + error 
in B and D (for steel) are very similar to those of WLSR and BWLSR. However, the 
95% upper and lower limit β coefficients fall between the OLSR value and the 
WLSR and BWLSR values. 
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The reduction in the 95% upper and lower limit β coefficients is due to the fact that 
the analysis has accounted for the interdependence between oβ and 1β  during the 
simulation. This reduction in uncertainty is illustrated in Fig. 3, where the upper 95% 
limit of both BWLSR + error in D and BWLSR + error in B and D is smaller than that 
of WLSR and BWLSR. What is noteworthy is the fact that BWLSR + error in B and 
D is contributing to slightly more uncertainty than BWLSR + error in D. This result 
suggests that the underlying errors should not be ignored in both the dependent and 
predictor variables. As clearly shown here, by assuming the dependent and predictor 
variables to be probability distributed, a more realistic measure of uncertainty can be 
determined.  
 
Egodawatta et al. (2009) observed that the process of build-up on roof surfaces is 
closely similar to that on road surfaces. Due to the similarities in particulate matter 
build-up for the two roofing materials, a common coefficient set was developed. The 
same methodology as with the steel surface material dataset was applied to the 
combined dataset (i.e.  OLSR, WLSR, BWLSR, BWLSR + error in D and BWLSR + 
error in B and D). 
 
Table 1 provides a summary of the coefficients of the combined regression model (i.e. 
combined steel and concrete) along with their standard errors and the lower and upper 
95% prediction coefficient limits for the combined datasets. Table 1 shows that all the 
model coefficients are quite similar among all the parameter estimation techniques. 
The major differences again are mostly seen in the standard error of the coefficients. 
Here the error in the OLSR results is notably larger than in the WLSR and BWLSR 
results. The combination of the two samples together (n = 12) does not provide any 
notable difference in the uncertainty limits (Fig. 4) as compared to the OLSR 
uncertainty limits in Fig. 3. 
 
Fig. 4 shows the uncertainty limits associated with BWLSR + error in D and BWLSR 
+ error in B and D. The posterior mean and 95% upper and lower limit β coefficients 
are shown in Table 1 for the combined datasets. Here it can be seen that the posterior 
mean coefficients of BWLSR + error in D and BWLSR + error in B and D 
(combined) are very similar to that of the coefficients for steel and concrete.  
 
The differences in the 95% upper and lower limit β coefficients can be seen in Fig. 4 
for BWLSR + error in D and BWLSR + error in B and D as compared to OLSR. The 
posterior distributions of oβ  and 1β  are shown in Fig. 4 (last 500 simulations shown). 
What is noteworthy from Fig. 5 which gives the estimated β coefficients from Monte 
Carlo simulation for the combined datasets is the fact that BWLSR + error in B and D 
gives slightly more scatter than BWLSR + error in D. This scatter relates to slightly 
larger uncertainty in BWLSR + error in B and D as shown in Fig. 4. The results with 
the combined dataset reiterate the fact that an overall understanding of the uncertainty 
involved in the regression model cannot be gained by relying solely on the classical 
OLSR and WLSR point estimates of the β coefficients. 
 
The Bayesian approach is advantageous for many reasons in this case as it allows the 
assessment of many candidate regression models. Also the simulated values may be 
used as prior distributions for further analysis when more data is collected, which 
could reduce the uncertainty even further. An important point to note is that the 
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underlying errors in both the dependent and independent variables, especially in the 
case of limited data should not be ignored. By allowing for the probability distributed 
variables, a larger dataset can be derived for a more complete analysis by which an 
overall realistic measure of uncertainty can be found, which is illustrated in Fig. 4.  
 
It may be noted here that for practical applications, a simpler model like the OLSR 
may not be appropriate as this overestimates the uncertainty in prediction. Therefore, 
use of advanced techniques like the WLSR and BWLSR is desirable. Advanced 
techniques are capable of making the best use of small data sets and therefore satisfy 
the underlying model assumptions better. The expected differences in predictions 
found among the adopted methods in this study are in the range of 20 – 33%, which 
can be significant in relation to the uncertainty associated with pollutant build-up 
modelling. Given the wider availability of programmes for WLSR and BWLSR 
application, and the possibility of greater improvements in overall modelling 
approaches due to better understanding of pollutant build-up over time, it can be 
argued that these methods are worthy to be adopted in practice.  
 
Finally, Fig. 6 illustrates the uncertainty estimates (confidence limits) for the BWLSR 
+ error in B and D for steel, concrete and the combined datasets. It can be seen from 
this figure that the uncertainty estimates for pollutant build-up in the case of steel 
show a wider overall uncertainty when compared to the build-up in concrete. This is 
quite evident at the 21 day period where the difference in build-up limits for the two 
materials is 0.4 g/m2. However, it can be seen that when the two datasets are 
combined, the uncertainty (in this case the upper 95% limit) is reduced. Therefore, the 
collation of more data would improve notably the predictive ability of the model.  
 
The results from this study suggest that the estimation error associated with the 
empirical pollutant build-up equations developed based on a limited data set is quite 
high (i.e. very wide confidence limits). The underestimation of the error margin 
associated with these types of models could potentially undermine the stormwater 
quality management strategies for urban catchments. To enhance the accuracy of 
predictions of the urban pollutant build-up models, a longer data set is ideally needed.  
 
However, water quality monitoring and data collection is much more resource 
demanding than streamflow data monitoring where a greater quantity of data is 
generally available (for example, Haddad et al., 2010). Hence, a scientifically robust 
statistical modelling approach which can assess the resulting uncertainty associated 
with the use of water quality data with short record lengths provides a practical 
solution to counteract the limitations which are otherwise imposed on water quality 
modelling. This study also demonstrates that the probability distributed dependent and 
independent variables provide more realistic error estimation as these attempt to 
capture the possible values these variables could have in practical situations. Any 
model with point estimates derived from a limited data set has limited validity.    
 
4 Conclusions 
The study discussed in the paper presents a scientifically robust approach for 
assessing the uncertainty associated with stormwater quality modelling using a 
number of statistical techniques such as ordinary least squares regression (OLSR), 
Weighted Least Squares Regression (WLSR) and Bayesian WLSR (BWLSR) 
methods. The uncertainty arises from the use of observational data sets with relatively 
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short time scales unlike water quantity data. Data sets with short time scales restrict 
the ability to take due consideration of the variability associated with pollutant 
processes and natural phenomena. 
 
The study outcomes confirmed that the use of OLSR with fixed model inputs and 
limited observational data may not provide a reliable model prediction. The stochastic 
nature of both the dependent and independent variables needs to be accounted for in 
pollutant build-up modelling, which formed the primary focus of the study. In this 
respect, use of the Bayesian approach along with the Monte Carlo simulation 
technique provides a powerful tool, which has the ability to make the best use of the 
available knowledge from the data in undertaking model prediction and assessment of 
the associated uncertainty. Accordingly, this approach presents a practical solution to 
counteract the limitations which are otherwise imposed on water quality modelling.    
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Table 1 Summary of results associated with the regression coefficients using the 
different methods (for Bayesian analysis, posterior coefficients are provided) 
Roof 
material  
Parameter 
estimation 
method 
0β  1β  Standard 
error in 
β  
LL0β  UL0β
 
LL1β  UL1β  
Concrete 
OLSR 0.419 0.214 
0.025 
0.026 0.370 0.467 0.164 0.266 
WLSR 0.420 0.209 
0.019 
0.024 0.383 0.456 0.162 0.257 
BWLSR 0.416 0.229 
0.019 
0.026 0.379 0.454 0.182 0.277 
BWLSR + Error 
in D 0.407 0.226 
- 
0.372 0.442 0.193 0.259 
BWLSR + Error 
in B and D 0.405 0.228 
- 
0.365 0.442 0.198 0.265 
Steel 
 OLSR 0.428 0.312 
0.036 
0.035 0.357 0.499 0.243 0.380 
WLSR 0.398 0.348 
0.025 
0.032 0.350 0.446 0.286 0.411 
BWLSR 0.399 0.348 
0.026 
0.034 0.351 0.448 0.286 0.405 
BWLSR + Error 
in D 0.422 0.305 
- 
0.379 0.466 0.261 0.359 
BWLSR + Error 
in B and D 0.418 0.315 
- 
0.364 0.471 0.265 0.365 
Combined 
OLSR 0.421 0.272 
0.046 
0.047 0.331 0.512 0.179 0.363 
WLSR 0.409 0.269 
0.029 
0.037 0.352 0.465 0.197 0.341 
BWLSR 0.420 0.256 
0.030 
0.038 0.364 0.477 0.184 0.328 
BWLSR + Error 
in D 0.420 0.254 
- 
0.372 0.447 0.203 0.344 
BWLSR + Error 
in B and D 0.412 0.274 
- 
0.368 0.480 0.183 0.332 
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Fig. 1 A Model roof used for pollutant build-up data collection  
 
 
 
Fig. 2 Observed build-up and performance of build-up equation 
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Fig. 3 Observed build-up and estimated uncertainty in build-up for the steel roof 
material 
 
Fig. 4 Observed build-up and estimated uncertainty in build-up for the combined 
(concrete and steel) datasets  
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Fig. 5 Estimated β coefficients from Monte Carlo simulation for the combined 
datasets 
 
Fig. 6 Uncertainty estimates for the BWLSR + error in B and D for the combined 
(concrete and steel) datasets
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Weighted Least Squares Regression 
The WLSR model assumes that the quantity of interest yi (or observation i) can be 
described by a linear or non linear function of predictor variables (or a transformation 
there of) with an additive error. In matrix notation, the model is represented by: 
εXβy +=                                                                                                                     (1) 
 
where X is a (n × k) matrix of predictor augmented by a column of ones, β is a (n × 1) 
vector of regression coefficients that must be estimated and ε is the vector containing 
the random errors for each of the n observations used in the regression which are 
assumed to be normally distributed with zero mean and the covariance matrix of the 
form:  
 
Ω)E( 2σεε T                                                                                                                  (2) 
 
wherein σ2 is the model error variance and Ω is a positive definite symmetric matrix. 
If Ω is equal to the identity matrix I, OLSR can be applied to estimate the regression 
model coefficients. Uncorrelated errors with different variances at different 
observational stations can be described using a Ω matrix with different variances of 
the diagonal and zero off the diagonal. In this case, the model in Equation (2) reduces 
to WLSR and Ω may be replaced with W. 
 
The WLSR estimator of β is given by: 
 
yWXXWX 1TT −−−= 11 )(ˆWLSRβ                                                                                     (3) 
 
Advantages of the WLSR procedure are that it provides nearly unbiased and 
minimum variance estimators of the model coefficients β. Moreover, it provides a less 
biased estimate of the model error (residual error) and a relatively more accurate 
estimate of the variance of the coefficient estimates. 
 
WLSR may provide a simple and flexible framework for water quality prediction 
models when only limited water quality data is available. However, WLSR alone, 
may not provide the adequate estimator of uncertainty needed for the estimated 
coefficients (β) of water quality prediction models. To this end Bayesian analysis is a 
natural framework to fill the inadequacy as it provides the full posterior distribution of 
the coefficients (β) of the water quality prediction model (Reis et al. 2005 and 
Avellaneda et al., 2011). 
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Bayesian WLSR 
In a Bayesian framework, the parameters (coefficients) of the model (Equation 3) are 
considered to be random variables, whose probability density function (pdf) should be 
estimated. The Bayesian approach combines any data with prior information (if 
available) about the parameters being estimated. This information is usually 
established from other relevant data sets, previous studies or specific knowledge about 
the behavior of the system being analyzed. Parameter estimation is made through the 
posterior distribution which is developed using Bayes’ rule (see Zellner, 1991). 
 
Providing a full posterior distribution of the parameters is an advantage of the 
Bayesian approach over classical methods, which usually give a point estimate of the 
parameters and make use of asymptotic normality assumptions to evaluate the 
uncertainties (Congdon, 2001). 
 
With the Bayesian approach it is assumed that there is no prior information on any of 
the β coefficients. Thus, a multivariate normal distribution with mean zero and a large 
variance (e.g. greater than 100) is used as a prior for the regression coefficients as 
suggested by Reis et al. (2005). This prior is considered to be almost non-informative, 
which produces a pdf that is generally flat in the region of interest. The likelihood 
function for the data as suggested by Reis et al. (2005) is considered to be a 
multivariate normal distribution (Haddad et al., 2012, Haddad and Rahman, 2012). 
 
Estimation of the weights 
The biggest disadvantage of WLSR is probably the fact that the theory behind this 
method is based on the assumption that the weights are known exactly (Carroll and 
Rupert, 1988). The exact weights are almost never known in real applications such as 
water quality modelling, so estimated weights must be used instead. When the 
weights are estimated from small numbers of replicated observations, the results of an 
analysis can be very poorly and unpredictably affected. Hence, to apply the WLSR 
and BWLSR successfully, weights can be assigned to each observation using an 
efficient sampling methodology.  
 
Determining the weights can be undertaken through a simple simulation using the 
Metropolis-Hastings algorithm. Full details about the Metropolis-Hastings algorithm 
are given in Casella and George (1992). The Metropolis-Hastings algorithm can draw 
samples from any probability distribution f(x), requiring only that a function 
proportional to the density can be calculated at x. The algorithm generates a Markov 
chain in which each state depends only on the previous state. The algorithm uses a 
normal proposal density which depends on the current state to generate a new 
proposed sample. The probability of a move is also called the acceptance probability. 
It depends on the ratio between values of the posterior distribution at the two points. 
The trial proposal distribution generates only a possible set of new parameters, which 
are accepted or rejected depending on this ratio. If the proposal is not accepted, the 
current values of the parameters are retained. 
 
It was hypothesized by Egodawatta et al. (2009) that the pollutant build-up varies 
primarily with the antecedent dry days. Thus, the Metropolis-Hastings sampler can 
used to generate random variables from an exponential distribution given by: 
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0,0);( >≥= − λλλ λ xwhereexf x                                                                              (4) 
 
We used the normal distribution as our proposed distribution, with a mean (µ) (the 
starting point was taken as the observation i) given by the previous value in the chain 
and a standard deviation given by (σ = 1). This prior information for the simulation is 
considered to be relatively informative. We generated N = 20,000 samples in the 
chain. The last 10,000 samples were used in the estimation of the weight for each site 
i. The posterior variance is first calculated and then the weight can be determined by 
taking the reciprocal of the sample variance obtained from the simulation to which the 
data point belongs (in this case posterior variance) calculated for each site i such that: 
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