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Abstract
Jeanblanc et al. (Stochastic Process. Appl. 100 (2002) 223) give a representation of self-similar
processes with independent increments by stochastic integrals with respect to background driv-
ing L0evy processes. Via Lamperti’s transformation these processes correspond to stationary
Ornstein–Uhlenbeck processes. In the present paper we generalize the integral representation
to multivariate processes with independent increments having the weaker scaling property of
operator-semi-self-similarity. It turns out that the corresponding background driving process has
periodically stationary increments and in general is no longer a L0evy process. Just as well it
turns out that the Lamperti transform of an operator-semi-self-similar process with independent
increments de6nes a periodically stationary process of Ornstein–Uhlenbeck type.
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1. Introduction
Many processes in physics and other 6elds obey certain space–time scaling prop-
erties. Self-similar processes can be used to model a wide variety of such phenom-
ena in stochastics. In this context, operator-self-similar processes are useful to model
multivariate phenomena with di?erent scaling in di?erent directions and with possi-
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bly dependent coordinates; see Meerschaert and ScheFer (2001), Chapter 11 for an
overview. A weaker scaling property can be described by operator-semi-self-similarity,
which gives us more Hexibility in modeling. For instance, di?usions on fractals often
are semi-self-similar processes which are not self-similar; see Maejima et al. (2000)
and the literature cited therein. Requiring independence of the increments, the marginals
correspond to operator-semi-self-decomposable distributions as described below. Self-
decomposability has been extensively studied in the last decades and many distribu-
tions, relevant from the view of stochastic theory as well as applications, are known
to be self-decomposable. For an overview, we refer to Jurek and Mason (1993) and
Jurek (1997).
Let {Xt}t¿0 be a stochastic process on Rd which is stochastically continuous, has in-
dependent increments and X0 = 0 almost surely (a.s.). By Theorem 11.5 of Sato (1999)
we will always choose a modi6cation of {Xt}t¿0 with cKadlKag paths (right-continuous
with left limits). Such a process is called an additive process. For a linear operator Q
on Rd let exp(Q) = eQ =
∑∞
k=0 (k!)
−1Qk be the exponential operator and for t ¿ 0 we
de6ne tQ = exp(Q log t). Now let Q be invertible such that every eigenvalue of Q has
positive real part. We call an additive process {Xt}t¿0 an operator-semi-self-similar
process with independent increments and exponent Q if for some c¿ 1 it obeys the
space–time scaling property
{cQXt}t¿0 f :d:= {Xct}t¿0; (1.1)
where f :d:= denotes equality of all 6nite-dimensional marginal distributions. We easily
obtain by induction, that (1.1) also holds for cm instead of c for any m∈Z. Moreover,
if (1.1) even holds for every c¿ 0, we will call the process an operator-self-similar
process with independent increments and exponent Q. Dropping the assumption on
independent increments, this de6nition coincides with the de6nition of an operator-self-
similar process in Hudson and Mason (1982) and Sato (1991) for full processes, where
full means that for any t ¿ 0 the distribution of Xt is not concentrated on any proper
hyperplane of Rd; cf. Hudson and Mason (1982), Theorems 1, 3 and Corollary 3. Note
that the exponent Q is not necessarily unique; see Hudson and Mason (1982), Theorem
2 and Corollary 1. Moreover, if Q is a positive constant our de6nitions coincide with
the common notions of self-similar and semi-self-similar processes with independent
increments; e.g., see Sato and Yamamuro (1998) and Maejima and Sato (1999).
By (1.1) an operator-semi-self-similar process with independent increments ful6lls
Xt = Xe−r t + (Xt − Xe−r t) d= e−rQXt + Y (r)t for any t ¿ 0; (1.2)
where r = log c¿ 0 with c as in (1.1), Y (r)t is independent of Xt and
d= denotes
equality in distribution. An operator-self-similar process with independent increments
ful6lls (1.2) for any r ¿ 0, hence for any t ¿ 0 the random vector Xt is operator
self-decomposable in the sense of Jurek and Mason (1993). Generalizing this notion,
we will call Xt operator semi-self-decomposable if (1.2) is ful6lled for some r ¿ 0
and hence, inductively, for all positive integer multiples of r. If X is a full operator
(semi-)self-decomposable random vector then, using Lemma 3.2 of the present pa-
per, Becker-Kern (2001), Theorems 2.8 and 3.11 show the existence of an operator-
(semi-)self-similar process {Xt}t¿0 with independent increments such that X1 = X .
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A di?erent way to introduce operator self-decomposable distributions and self-similar
processes with independent increments has been obtained by random integrals.
Jeanblanc et al. (2002) show that a stochastic process {Xt}t¿0 on R is self-similar
with independent increments, i.e. (1.1) holds for some Q¿ 0 and every c¿ 0, if and
only if there exist two independent and identically distributed L0evy processes {Yt}t¿0
and {Y˜ t}t¿0 with 6nite logarithmic moment such that
Xt =


∫ ∞
log (1=t)
e−uQ dYu if 06 t6 1;
X1 +
∫ log t
0
euQ dY˜ u if t ¿ 1:
(1.3)
Moreover, it is shown in Jeanblanc et al. (2002) that the Lamperti transforms {Z˜ t =
e−tQXet}t¿0 and {Zt = etQXe−t}t¿0, introduced in Lamperti (1962), set up a corre-
spondence between additive self-similar processes and stationary processes. The latter
turn out to be Ornstein–Uhlenbeck processes driven by the L0evy processes {Y˜ t}t¿0 and
{−Yt}t¿0 respectively. To be more precise, the Lamperti transforms are the solutions of
the stochastic di?erential equations dZ˜ t=−Q Z˜t dt+dY˜ t , respectively, dZt=Q Zt dt−dYt
with initial condition Z˜0 = Z0 = X1.
As described above, any full (operator-)self-decomposable random variable X with
exponent Q can be embedded into an (operator-)self-similar process {Xt}t¿0 with in-
dependent increments such that X = X1. The corresponding integral representation due
to (1.3) is given by
X =
∫ ∞
0
e−uQ dYu; (1.4)
which is known since the works of Wolfe (1982a,b), Jurek and Vervaat (1983) and
Jurek (1982), but with equality in distribution instead of equality in (1.4). Additionally
in Jurek (1982) scaling by linear operators of the random vector X on a real separable
Banach space is considered.
In this paper, we generalize the above integral representations in two ways. We
will show that the weaker scaling property of semi-self-similarity with general mul-
tivariate scaling by linear operators as in (1.1) is suRcient for a random integral
representation. In particular, we obtain a random integral representation for any full
operator-semi-self-decomposable random variable. Deviating from the above integral
representations, the background driving process in general does not have stationary
increments and hence is not a L0evy process. In fact, it is not even a semi-martingale
(see Remark 2.3). Thus, the random integral in general cannot be interpreted as a
stochastic integral with respect to a semi-martingale. Nevertheless, it exists as a path-
wise limit of sums of independent random vectors as shown by Jurek (1982). Since
this is the key tool for our investigations, we will brieHy recall the construction of
Jurek in the next section. We further introduce the notion of “periodic stationarity”
which is the appropriate notion for the increments of our background driving pro-
cesses. In Section 3, we present the main results on random integral representation of
operator-(semi-)self-similar processes together with the proofs. Applications to random
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integral equations of generalized (periodic) Ornstein–Uhlenbeck processes and of oper-
ator L0evy bridges are given in Section 4. These generalize known results on (periodic)
Ornstein–Uhlenbeck processes and the Brownian bridge.
2. Random integrals and periodic stationarity
For an additive process {Y (t)}t¿0, we will now brieHy recall a construction due
to Jurek (1982) of integrals of the form
∫ b
a A(t) dY (t). For continuously di?erentiable
functions t → A(t)∈ End (Rd) these integrals exist as random variables on Rd, called
random integrals. The construction of Jurek (1982), Remark 1.1, even holds for a
larger class of functions taking values in the space of continuous linear operators on a
real separable Banach space. Particularly, in Jurek (1982) a random integral exists in
the abstract sense of a pathwise limit in norm of a Cauchy sequence. Restricting our
considerations to Rd and continuously di?erentiable functions, we now give an easy
proof for the construction of random integrals.
Lemma 2.1. Let {Y (t)}t¿0 be an additive process on Rd and let A : R+ → End (Rd)
be continuously di7erentiable with A′(t)=d=dt A(t). Then for any 06 a¡b¡∞ and
any sequence of partitions a = t(n)0 6 s
(n)
1 ¡t
(n)
1 6 s
(n)
2 ¡ · · ·6 s(n)n ¡ t(n)n = b of [a; b]
with max16j6n(t
(n)
j − t(n)j−1) → 0 as n→∞ we have
n∑
j=1
(A(t(n)j )− A(t(n)j−1))Y (s(n)j ) →
∫ b
a
A′(t)Y (t) dt a:s:; (2.1)
where the integral exists a.s. pathwise as a Riemann integral and the exceptional
nullset does not depend on the particular choice of partitions. Further let us de;ne a
random integral by formal integration by parts∫ b
a
A(t) dY (t) := A(b)Y (b)− A(a)Y (a)−
∫ b
a
A′(t)Y (t) dt: (2.2)
Then the random integral can be pathwise approximated by Riemann–Stieltjes sums
n∑
j=0
A(t(n)j )(Y (s
(n)
j+1)− Y (s(n)j )) →
∫ b
a
A(t) dY (t) a:s:; (2.3)
where we de;ne s(n)0 := a and s
(n)
n+1 := b.
Proof. Since almost every path of {Y (t)}t¿0 has at most countably many discontinu-
ities and is bounded on [a; b] (see, e.g., Jurek and Mason (1993), Corollary 3.6.2),
the mappings t → A′(t)Y (t) and t → ‖Y (t)‖ are almost surely Riemann integrable on
[a; b]. Hence the integral in (2.1) can be approximated by
n∑
j=1
(t(n)j − t(n)j−1)A′(s(n)j )Y (s(n)j ) →
∫ b
a
A′(t)Y (t) dt a:s: (2.4)
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Further, we obtain∥∥∥∥∥∥
n∑
j=1
((A(t(n)j )− A(t(n)j−1))Y (s(n)j )− (t(n)j − t(n)j−1)A′(s(n)j )Y (s(n)j ))
∥∥∥∥∥∥
6
{
max
16j6n
∥∥∥∥∥A(t
(n)
j )− A(t(n)j−1)
t(n)j − t(n)j−1
− A′(t(n)j−1)
∥∥∥∥∥+ max16j6n‖A′(s(n)j )− A′(t(n)j−1)‖
}
×
n∑
j=1
(t(n)j − t(n)j−1)‖Y (s(n)j )‖:
The sum on the right-hand side of the above inequality converges to
∫ b
a ‖Y (t)‖ dt a.s.
Since A is uniformly di?erentiable on [a; b] and A′ is uniformly continuous on [a; b]
both maxima on the right-hand side of the above inequality vanish as n→∞. Together
with (2.4) this proves (2.1), where the exceptional nullset only depends on the cKadlKag
property of the paths of {Y (t)}t¿0 and hence is independent of the partitions. Moreover,
(2.3) is an easy consequence of (2.2) and (2.1).
Let {Y1(t)}t¿0 and {Y2(t)}t¿0 be two independent additive processes, then the pro-
cess {Y (t)}t∈R with
Y (t) =
{
Y1(t) if t¿ 0;
Y2(−t) if t ¡ 0;
(2.5)
is again a stochastically continuous process with Y (0) = 0 a.s. and with independent
increments. We will again call such a process an additive process. If additionally
the process has stationary increments in the sense that Y (t + s) − Y (s) d=Y (t) for any
s; t ∈R , we will again call it a L=evy process. By applying methods given, e.g., Sato
(1999), Section 11, one may choose a modi6cation of {Y2(t)}t¿0 with cKaglKad paths
(left-continuous with right limits) to achieve cKadlKag property of the paths of {Y (t)}t∈R .
In the sequel, we will switch between {Y2(t)}t¿0 and such a modi6cation without
further reference, in case we need cKadlKag paths of either {Y2(t)}t¿0 or {Y (t)}t∈R .
Conversely, if {Y (t)}t∈R is an additive process then {Y1(t) = Y (t)}t¿0 and {Y2(t) =
Y (−t)}t¿0 are independent additive processes. Obviously, Lemma 2.1 also holds for
additive processes {Y (t)}t∈R and −∞¡a6 b¡∞, where
∫ a
a A(t) dY (t) := 0 for any
a∈R .
The approximation in (2.3) shows that the random integral in (2.2) is an a.s. limit of
sums of independent random variables. Hence random integrals with respect to the same
additive process are independent, whenever pairwise intersections of the domains of
integration do not contain an open interval. Moreover, for a continuous nondecreasing
or nonincreasing function  : [a; b] → R we easily obtain∫ b
a
A((t)) d(Y ((t))− Y ((0))) =
∫ (b)
(a)
A(t) dY (t); (2.6)
332 P. Becker-Kern / Stochastic Processes and their Applications 109 (2004) 327–344
where in case (b)¡(a), as usual, the random integral on the right-hand side of (2.6)
is de6ned by∫ d
c
A(t) dY (t) =−
∫ c
d
A(t) dY (t) for any c; d∈R :
The following de6nition of periodic stationarity is crucial for a random integral rep-
resentation of operator-semi-self-similar processes with independent increments, derived
in the next section.
Denition 2.2. Let I=R+ or R . We say that a stochastic process {Y (t)}t∈I has periodi-
cally stationary increments with period p¿ 0, or simply p-stationary increments, if
Y (t + p)− Y (p) d=Y (t)− Y (0) for every t ∈ I: (2.7)
The process {Y (t)}t∈I itself is called periodically stationary with period p¿ 0, or
simply p-stationary, if
Y (t + p) d=Y (t) for every t ∈ I: (2.8)
The notion of periodic stationarity goes back to Jones and Brelsford (1967) and Hurd
(1974), where (2.8) is required to be ful6lled for all 6nite-dimensional marginal dis-
tributions of the process, which is called periodically nonstationary in Hurd (1974).
Maejima and Sato (1999) call it periodically stationary and link such processes to
semi-self-similar processes via Lamperti’s transformation. For additive periodically sta-
tionary processes this link is laid out in Section 4.1.
Clearly, an additive process {Y (t)}t∈I with p-stationary increments for every p¿ 0
has stationary increments and hence is a L0evy process. A p-stationary additive pro-
cess {Y (t)}t∈I has p-stationary increments, since Y (p) d=Y (0) = 0 a.s. Moreover, if
a (not necessarily additive) process {Y (t)}t∈I is p-stationary for every p¿ 0 then it
is stationary in the sense that the distribution of Y (t) is the same for every t ∈ I . If
{X (t)}t∈I is a L0evy process and  is a continuous and nondecreasing function on I
with (t + p) = (t) + (p) for every t ∈ I , then Y (t) = X ((t)) de6nes an additive
process with p-stationary increments. For example let a(t)=at+ sin (2t=p) for some
a¿ 2=p, then the additive process Y (t)=X (a(t)) has nonstationary, but p-stationary
increments.
Remark 2.3. It is well known (see, e.g., Jacod and Shiryaev (1987), Theorem II.4.14)
that any L0evy process on Rd is a semi-martingale, which allows us to de6ne the
random integral in (2.2) as a stochastic integral for L0evy processes. In fact, since A is
continuously di?erentiable, the quadratic variation of A with a semi-martingale vanishes
by Proposition I.4.49 in Jacod and Shiryaev (1987). Hence, integration by parts in
(2.2) is a permissable action for stochastic integration of A with respect to a L0evy
process. This result fails for general additive processes {Y (t)}t¿0 with p-stationary
increments, which can be seen as follows. By Theorem II.5.1 in Jacod and Shiryaev
(1987), {Y (t)}t¿0 has independent increments if and only if Y (t)=X (t)+f(t), where
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{X (t)}t¿0 is a semi-martingale and f : R+ → Rd is a deterministic cKadlKag function.
But f need not be of 6nite variation, which is necessary for a semi-martingale by
Corollary II.5.11 in Jacod and Shiryaev (1987). Hence, for additive processes with
p-stationary increments, (2.2) in general cannot be interpreted as a stochastic integral.
However, with the above decomposition we can write
∫ b
a
A(t) dY (t) =
∫ b
a
A(t) dX (t) +
∫ b
a
A(t) df(t);
where the 6rst integral on the right-hand side is a stochastic integral and the second
integral on the right-hand side exists again by formal integration by parts as in (2.2)
and the construction in Lemma 2.1.
Lemma 2.4. Let Q∈GL(Rd) with e−tQ → 0 as t →∞ and let {Y (t)}t¿0 be an addi-
tive process on Rd with p-stationary increments for some p¿ 0. Then the following
statements are equivalent.
(1)
∫ b
a e
−tQ dY (t) converges in distribution for every a¿ 0 as b→∞.
(2)
∫ b
a e
−tQ dY (t) converges a.s. for every a¿ 0 as b→∞.
(3) E
[
log
(
1 +
∥∥∫ p
0 e
−tQ dY (t)
∥∥)]¡∞,
where E denotes expectation.
For the special case of a L0evy process {Y (t)}t¿0, Lemma 2.4 is known by Theorem
3.6.6 of Jurek and Mason (1993). The proof of Lemma 2.4 uses the following result,
which is a special case of Proposition 3.4 in Hazod and ScheFer (1999), see also
Lemma 3.6.5 of Jurek and Mason (1993).
Lemma 2.5. Let B∈GL(Rd) with Bn → 0 as n →∞ and let (n)n∈N be a sequence
of independent and identically distributed random variables on Rd. Then
n∑
k=1
Bkk converges in distribution as n→∞ if and only if
E[log (1 + ‖1‖)]¡∞:
Proof (of Lemma 2.4). Choose n0 ∈N such that n0p¿ a. For b¿n0p we have
∫ b
a
e−tQ dY (t) =
∫ n0p
a
e−tQ dY (t) +
∫ b
n0p
e−tQ dY (t);
which is a sum of independent random variables. Thus, it is suRcient to consider
a=n0p in (1). Now write b=nbp+ rb with nb ∈N and rb ∈ [0; p). Note that (2.3) and
(2.7) allow us to write dY (t+nbp) = d(Y (t+nbp)−Y (p)) d= dY (t+(nb−1)p) and hence
334 P. Becker-Kern / Stochastic Processes and their Applications 109 (2004) 327–344
by induction we get dY (t + nbp)
d= dY (t). Thus by (2.6) we obtain∫ b
nbp
e−tQ dY (t) = e−nbpQ
∫ rb
0
e−tQ dY (t + nbp)
d= e−nbpQ
∫ rb
0
e−tQ dY (t): (2.9)
The construction of the random integral in Lemma 2.1 shows that r → ∫ r0 e−tQ dY (t)
has a.s. cKadlKag paths. Hence, the random integral on the right-hand side of (2.9) is a.s.
6nite for b¿n0p. Together with e−nbpQ → 0 as b → ∞ the right-hand side of (2.9)
converges a.s. to zero, which implies that the left-hand side converges in probability
to zero. Altogether we obtain that (1) is equivalent to∫ np
n0p
e−tQ dY (t) converges in distribution as n→∞: (2.10)
We will now apply Lemma 2.5 to show that (2.10) is equivalent to (3). First observe
that ∫ np
n0p
e−tQ dY (t) =
n−1∑
k=n0
e−kpQ
∫ (k+1)p
kp
e−(t−kp)Q dY (t)
and de6ne
k :=
∫ (k+1)p
kp
e−(t−kp)Q dY (t) =
∫ p
0
e−tQ dY (t + kp) d=
∫ p
0
e−tQ dY (t):
Hence (k)k¿n0 is a sequence of independent and identically distributed random vari-
ables on Rd and B := e−pQ ∈GL(Rd) ful6lls Bk → 0. Thus a direct application of
Lemma 2.5 shows the equivalence of (2.10) and (3) and hence of (1) and (3). The
equivalence of (1) and (2) follows by Corollary A2.3 of Jurek and Vervaat (1983),
since for 6xed a¿ 0 the process {Z(s)}s¿0 with Z(s)=
∫ a+s
a e
−tQ dY (t) has independent
increments and a.s. cKadlKag paths.
Let Q and {Y (t)}t¿0 ful6ll the assumptions of Lemma 2.4. Assume further that the
logarithmic moment as in (3) exists. Then in view of (2), for any a¿ 0 the random
integral
∫∞
a e
−tQ dY (t) exists as an a.s. limit. In the same sense (2.6) holds as b→∞
and we may rewrite
∫∞
a e
−tQ dY (t) =
∫ −a
−∞ e
tQ dY (−t).
3. Random integral representation
We start with the de6nition of a semi-stable hemigroup, the most general framework
for which we will derive a random integral representation. A semi-stable hemigroup
can be seen as the set of all increments of an operator-semi-self-similar process with
independent increments.
Denition 3.1. Let Q∈GL(Rd) with tQ → 0 as t ↓ 0 and let c¿ 1. We call a family
{Xs; t : 06 s6 t} of random variables on Rd a (cQ; c)-semi-stable hemigroup if the
P. Becker-Kern / Stochastic Processes and their Applications 109 (2004) 327–344 335
following statements hold
Xs; t and Xu;v are independent; whenever t6 u or v6 s: (3.1)
Xs;r + Xr; t = Xs; t for all 06 s6 r6 t: (3.2)
(s; t) → Xs; t is continuous with respect to convergence in distribution: (3.3)
cQXs; t
d=Xcs;ct for all 06 s6 t: (3.4)
In view of (3.4) we call Q an exponent of the semi-stable hemigroup {Xs; t : 06 s6 t}.
If (3.4) even holds for every c¿ 0, we call the hemigroup stable with exponent Q.
Stable and semi-stable hemigroups appear as distributional limits in certain functional
limit theorems of operator normed sums of independent, not necessarily identically
distributed random variables. The parameter c appears according to the validity of
the limit theorem along a sampling sequence (kn) with geometrical growth condition
kn+1=kn → c¿ 1, where c = 1 leads to stable hemigroups; see Becker-Kern (2001) for
details. Requiring fullness of the hemigroup (meaning that the distribution of Xs; t is
not concentrated on any proper hyperplane of Rd if s¡ t), decomposability properties
guarantee existence of an exponent Q∈GL(Rd) such that Re&¿ 0 for any eigenvalue
& of Q. Hence, the above assumption of tQ → 0 as t ↓ 0 is ful6lled. Here, we do not
assume fullness, but require existence of a contractive exponent.
Lemma 3.2. Let {Xs; t : 06 s6 t} be a (cQ; c)-semi-stable hemigroup for some c¿ 1
and Q∈GL(Rd). Then {Xt := X0; t}t¿0 is an operator-semi-self-similar process with
exponent Q and independent increments.
Conversely, if {Xt}t¿0 is an additive operator-semi-self-similar process with expo-
nent Q, ful;lling (1.1) for some c¿ 1, then {Xs; t := Xt − Xs : 06 s6 t} de;nes a
(cQ; c)-semi-stable hemigroup.
Moreover, if {Xs; t : 06 s6 t} is a stable hemigroup with exponent Q, then {Xt}t¿0
is an additive operator-self-similar process with exponent Q and vice versa.
Proof. From (3.1) to (3.4) we easily obtain that {Xt = X0; t}t¿0 is an additive process
with cQXt
d=Xct for any t¿ 0. In view of the independent increments Xt − Xs = Xs; t
and (3.4) we also get {cQXt}t¿0f :d:={Xct}t¿0 for any t¿ 0 by a standard argument. For
the proof of the converse part, (3.1) to (3.3) are easy to check. In view of in6nite
divisibility of 't = PXt for any t¿ 0, the Fourier-transforms of the laws of c
QXs; t and
Xcs;ct both coincide with 'ˆct='ˆcs for any 06 s6 t. This proves (3.4).
Lemma 3.3. Let {Xt}t¿0 be an operator-semi-self-similar process with independent
increments and exponent Q∈GL(Rd) ful;lling tQ → 0 as t ↓ 0 such that (1.1) holds
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for some c¿ 1. Then the process {Y (t)}t∈R given by
Y (t) :=


∫ et
1
u−Q dXu if t¿ 0;
−
∫ 1
et
u−Q dXu if t ¡ 0:
(3.5)
is an additive process with log c-stationary increments.
Moreover, if {Xt}t¿0 is an operator-self-similar process with independent incre-
ments and exponent Q∈GL(Rd) then {Y (t)}t∈R is a L=evy process.
Proof. Obviously, {Y (t)}t∈R has independent increments and Y (0) = 0. If 06 s¡ t
we have
Y (t)− Y (s) = e−tQXet − e−sQXes +
∫ et
es
Qu−(Q+I)Xu du;
where e−tQXet − e−sQXes → 0 in probability as t ↓ s or s ↑ t and∥∥∥∥∥
∫ et
es
Qu−(Q+I)Xu du
∥∥∥∥∥6 supes6u6et (‖Qu−(Q+I)‖ · ‖Xu‖) (et − es) → 0 a:s:
as t ↓ s or s ↑ t, since u → Xu is a.s. bounded on compact sets by Corollary 3.6.2 of
Jurek and Mason (1993). Similar calculations for s¡ t¡ 0 show that Y (t)−Y (s) → 0
in probability as t ↓ s or s ↑ t. Thus, {Y (t)}t∈R is stochastically continuous and hence
an additive process. We will now prove log c-stationarity of the increments. In case
t¿ 0 by (2.6) and semi-self-similarity we have
Y (t + log c)− Y (log c) =
∫ c·et
c
u−Q dXu =
∫ et
1
u−Qc−Q dXcu
d=Y (t)
and in case t ¡ 0 we get
Y (t + log c)− Y (log c) =−
∫ c
cet
u−Q dXu
d=−
∫ 1
et
u−Q dXu = Y (t):
Now let {Xt}t¿0 be operator-self-similar with independent increments and exponent
Q. Then from above we get log c-stationary increments for every c¿ 1 and thus have
Y (t + s)− Y (s) d=Y (t) for any t ∈R and s¿ 0. In the remaining case s¡ 0 we get
Y (t + s)− Y (s) =
∫ es+t
es
u−Q dXu =
∫ et
1
u−Qe−sQ dXesu
d=Y (t):
Thus {Y (t)}t∈R has stationary increments and hence is a L0evy process.
Theorem 3.4. Let {Xs; t : 06 s6 t} be a (cQ; c)-semi-stable hemigroup for some c¿ 1
and some Q∈GL(Rd) with tQ → 0 as t ↓ 0 and let {Xt=X0; t}t¿0 be the corresponding
operator-semi-self-similar process with independent increments and exponent Q. Then
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the additive process {Y (t)}t∈R with log c-stationary increments de;ned by (3.5) ful;lls
E
[
log
(
1 +
∥∥∥∥∥
∫ log c
0
e−tQ dY (−t)
∥∥∥∥∥
)]
¡∞ (3.6)
and the hemigroup has the random integral representation
Xs; t =
∫ log t
log s
euQ dY (u) for all 06 s6 t: (3.7)
Conversely, let {Y (t)}t∈R be an additive process with log c-stationary increments for
some c¿ 1 such that (3.6) holds for some Q∈GL(Rd) with tQ → 0 as t ↓ 0. Then
{Xs; t : 06 s6 t} de;ned by (3.7) is a (cQ; c)-semi-stable hemigroup.
Note that by (2.6) for 0¡s¡t6 1 we have∫ log t
log s
euQ dY (u) =−
∫ log (1=s)
log (1=t)
e−uQ dY (−u)
and hence in view of (3.6), the random integral in (3.7) is well-de6ned in case s=0 by
means of Lemma 2.4. Especially, the corresponding operator-semi-self-similar process
{Xt = X0; t}t¿0 has the random integral representation
Xt =
∫ log t
−∞
euQ dY (u) for any t¿ 0: (3.8)
Proof. For 16 s¡ t we have by (2.2) and (3.5)∫ log t
log s
euQ dY (u) = tQY (log t)− sQY (log s)−
∫ log t
log s
∫ eu
1
QeuQw−Q dXw du
= tQY (log t)− sQY (log s)−
∫ s
1
(tQ − sQ)w−Q dXw −
∫ t
s
(tQ − wQ)w−Q dXw
=
∫ t
s
dXw = Xt − Xs = Xs; t ;
where exchangeability of the order of integration follows by (2.2) and Fubini’s
Theorem. Moreover for any 0¡s¡t6 1 we have by (2.6), (2.2) and (3.5)∫ log t
log s
euQ dY (u) =−
∫ log (1=s)
log (1=t)
e−uQ dY (−u)
=− sQY (log s) + tQY (log t) +
∫ log (1=s)
log (1=t)
∫ 1
e−u
Qe−uQw−Q dXw du
= tQY (log t)− sQY (log s)−
∫ t
s
(sQ − wQ)w−Q dXw −
∫ 1
t
(sQ − tQ)w−Q dXw
=
∫ t
s
dXw = Xt − Xs = Xs; t :
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This proves (3.7) for all 0¡s6 t. Further, for any a¿ 0 we obtain by (2.6) and
(3.3) ∫ b
a
e−tQ dY (−t) =
∫ −a
−b
etQ dY (t) = Xe−b;e−a → X0;e−a
in distribution as b → ∞ such that (3.6) holds by Lemma 2.4 and (3.7) is valid for
s = 0.
Conversely, let {Y (t)}t∈R be an additive process with log c-stationary increments
for some c¿ 1. De6ne a family {Xs; t : 06 s6 t} of Rd-valued random variables by
(3.7). Then obviously we have (3.1) and (3.2). Since {Y (t)}t∈R has log c-stationary
increments we obtain for any 06 s6 t by (2.6)
cQXs; t = cQ
∫ log t
log s
euQ dY (u) d=
∫ log t
log s
e(u+log c)Q d(Y (u + log c)− Y (log c))
=
∫ log (ct)
log (cs)
euQ dY (u) = Xcs;ct : (3.9)
Hence (3.4) is ful6lled. In view of (3.2), for continuity in (3.3) it is suRcient to show
that Xt; t+s converges in probability to zero as s ↓ 0 for any t¿ 0 and Xt−s; t converges
in probability to zero as s ↓ 0 for any t ¿ 0. But this follows with the same arguments
as given for stochastic continuity of {Y (t)}t¿0 in the proof of Lemma 3.3.
In view of (3.8) we call the process {Y (t)}t∈R the background driving process
of the operator-semi-self-similar process {Xt}t¿0. Note that by Lemma 3.3 {Y (t)}t∈R
has log c-stationary increments and hence in general the background driving process is
not a L0evy process. Background driving L0evy processes belong to operator-self-similar
processes, respectively, stable hemigroups as follows.
Corollary 3.5. Let {Xs; t : 06 s6 t} be a stable hemigroup on Rd with exponent
Q∈GL(Rd) such that tQ → 0 as t ↓ 0 and let {Xt = X0; t}t¿0 be the corresponding
operator-self-similar process with independent increments and exponent Q. Then the
L=evy process {Y (t)}t∈R de;ned by (3.5) ful;lls E[log (1 + ‖Y (−1)‖)]¡∞ and the
hemigroup has the random integral representation
Xs; t =
∫ log t
log s
euQ dY (u) for all 06 s6 t: (3.10)
Conversely, let {Y (t)}t∈R be a L=evy process on Rd with E[log (1 + ‖Y (−1)‖)]¡∞
and let Q∈GL(Rd) with tQ → 0 as t ↓ 0. Then {Xs; t : 06 s6 t} de;ned by (3.10)
is a stable hemigroup with exponent Q.
Proof. First note that for the L0evy process {Y (−t)}t¿0, condition (3.6) is equivalent
to E[log (1 + ‖Y (−1)‖)]¡∞ by Theorem 3.6.6 of Jurek and Mason (1993). Since
{Y (t)}t∈R has stationary increments, (3.9) holds for every c¿ 0 and hence shows
that in the converse part the hemigroup is stable. Starting with a stable hemigroup
{Y (t)}t∈R is a L0evy process by Lemma 3.3.
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Remark 3.6. In the one-dimensional situation of Corollary 3.5 with Q¿ 0, we recover
the result of Theorem 1 in Jeanblanc et al. (2002), which is (1.3) of the present paper.
Note that we rather prefered to paste together the two independent L0evy processes
{Yt = Y1(t)}t¿0 and {Y˜ t = Y2(t)}t¿0 in (1.3) by means of (2.5), respectively, (3.5), to
achieve a uni6ed integral representation.
Moreover, a partial multivariate analogue of (1.3) has been obtained earlier as fol-
lows. Let X be a full operator-self-decomposable random vector with exponent Q.
Then by (1.2) we have X = e−tQX + Xt for all t¿ 0, where Xt is independent of X .
In case of 6niteness of a logarithmic moment the operator-self-decomposable random
vector X obeys the random integral representation (1.4). Besides this, Theorem 3.6.8 of
Jurek and Mason (1993) further gives a random integral representation of the cofactors
Xt by
Xt
d=
∫ t
0
e−uQ dYu; t¿ 0; (3.11)
where {Yt}t¿0 is the background driving L0evy process in (1.4). Embedding X into a
stable hemigroup {Xs; t : 06 s6 t} with exponent Q and X0;1 =X , by Theorem 2.8 of
Becker-Kern (2001) we have Xt = e−tQX1;et for the cofactors. Then by Corollary 3.5
together with (2.6) and stationarity of the increments of the background driving L0evy
process we get
Xt = e−tQ
∫ t
0
euQ dY (u) =
∫ t
0
e−uQ d(Y (t)− Y (t − u)) d=
∫ t
0
e−uQ dY (u);
which coincides with (3.11). Moreover, the proof of Theorem 3.6.8 in Jurek and Mason
(1993) shows that the background driving L0evy process can be recovered in distribution
from the cofactors by
Y (t) d=
∫ t
0
euQ dXu:
Our approach via hemigroups is more general and gives equality instead of equality in
distribution for random integral representations.
4. Applications to random integral equations
4.1. Generalized Ornstein–Uhlenbeck processes
Let {Yt}t¿0 be a L0evy process on R and q¿ 0. Then the solution
Ut = e−qt
(
U0 +
∫ t
0
eqs dYs
)
; t¿ 0 of Ut = U0 + Yt − q
∫ t
0
Us ds (4.1)
is called the Ornstein–Uhlenbeck process with parameter q and initial state U0 driven
by {Yt}t¿0. See Jeanblanc et al. (2002) and the literature cited therein for further
details on Ornstein–Uhlenbeck processes and for the solution in case of a background
driving L0evy process {Yt}t¿0 of a self-similar additive process on R . See also Section
3.7.2 of Jurek and Mason (1993) for a multivariate generalization of (4.1) driven by
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L0evy processes. Generalizing the de6nition to additive processes {Y (t)}t∈R on Rd we
will call a solution {Ut}t∈R of the random integral equation
Ut = U0 + Y (t)− Q
∫ t
0
Us ds; t ∈R ; (4.2)
the generalized Ornstein–Uhlenbeck process with exponent Q∈GL(Rd) and initial
state U0 driven by {Y (t)}t∈R . Note that for t ¡ 0 as usual
∫ t
0 Us ds =−
∫ 0
t Us ds.
Let {Xt}t¿0 be an operator-semi-self-similar process with exponent Q∈GL(Rd) and
independent increments, ful6lling (1.1) for some c¿ 1. Assume tQ → 0 as t ↓ 0. Then
the Lamperti transform {Zt =e−tQXet}t∈R de6nes a stochastically continuous processes
with independent increments. Moreover, the Lamperti transform is log c-stationary in
the sense of De6nition 2.2; see also Theorem 13 in Maejima and Sato (1999). Let
{Y (t)}t∈R be the additive background driving process with log c-stationary increments
de6ned by (3.5). Then by Theorem 3.4 we have
Zt = e−tQ
∫ t
−∞
euQ dY (u) = e−tQ
(
Z0 +
∫ t
0
euQ dY (u)
)
:
Hence for the Lamperti transform we obtain:
Corollary 4.1. The log c-stationary Lamperti transform {Zt}t∈R is the generalized
Ornstein–Uhlenbeck process with exponent Q and initial state Z0 = X1 driven by the
additive background driving process {Y (t)}t∈R with log c-stationary increments.
Proof. It remains to proof that the Lamperti transform is a solution of (4.2). For any
t ∈R by (2.2) and (2.6) we compute
Z0 + Y (t)− Q
∫ t
0
Zs ds = X1 + Y (t) +
∫ t
0
(
d
ds e
−sQ)Xes ds
= X1 + Y (t) + e−tQXet − X1 −
∫ t
0
e−sQ dXes
= Zt + Y (t)−
∫ et
1
u−Q dXu = Zt;
where the last identity follows by (3.5).
Remark 4.2. Starting with an additive operator-self-similar process {Xt}t¿0 with ex-
ponent Q ful6lling tQ → 0 as t ↓ 0, the stationary Lamperti transform {Zt}t∈R is
the generalized Ornstein–Uhlenbeck process with exponent Q and initial state Z0 =
X1 driven by the background driving L0evy process {Y (t)}t∈R . Particularly, in the
one-dimensional situation with Q¿ 0, we recover the result of Corollary 2 in Jeanblanc
et al. (2002), where {Y (t)}t∈R is split into the independent L0evy processes {Y (t)}t¿0
and {Y (−t)}t¿0.
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4.2. Generalized periodic Ornstein–Uhlenbeck processes
Pedersen (2002) considers a process {Ut}t∈[0;1] given by
Ut = e−qt
(
U0 +
∫ t
0
eqs dYs
)
with boundary condition U0 =U1, where {Yt}t¿0 is a L0evy process on R and q¿ 0. In
view of (4.1) the process {Ut}t∈[0;1] is called a periodic Ornstein–Uhlenbeck process
and it is shown in Pedersen (2002) that {Ut}t∈[0;1] is a stationary Markov process.
Generalizing the de6nition to additive processes {Y (t)}t¿0 on Rd and to arbitrary
periods of length p¿ 0, we will call a process {Ut}t∈[0;p] a generalized p-periodic
Ornstein–Uhlenbeck process with exponent Q∈GL(Rd) driven by {Y (t)}t¿0 if it
satis6es the boundary condition U0 = Up and solves
Ut = e−tQ
(
U0 +
∫ t
0
euQ dY (u)
)
: (4.3)
Again we assume tQ → 0 as t ↓ 0. Since I − e−pQ is invertible, letting t = p in (4.3)
we obtain by the boundary condition
U0 = (I − e−pQ)−1e−pQ
∫ p
0
euQ dY (u) = (epQ − I)−1
∫ p
0
euQ dY (u):
This together with (4.3) gives us the solution
Ut = e−tQ(epQ − I)−1
∫ p
0
euQ dY (u) + e−tQ
∫ t
0
euQ dY (u)
=e−tQ
(
(I − e−pQ)−1
∫ t
0
euQ dY (u) + (epQ − I)−1
∫ p
t
euQ dY (u)
)
: (4.4)
Especially we obtain:
Corollary 4.3. Let {Y (t)}t∈R be the additive background driving process with log
c-stationary increments of an operator-semi-self-similar process {Xt}t¿0 with expo-
nent Q∈GL(Rd) ful;lling tQ → 0 as t ↓ 0. Then the generalized log c-periodic
Ornstein–Uhlenbeck process {Ut}t∈[0; log c] with exponent Q driven by {Y (t)}t¿0 is
given by
Ut = e−tQ((I − c−Q)−1(Xet − X1) + (cQ − I)−1(Xc − Xet )): (4.5)
Moreover, Ut
d=(cQ − I)−1e−tQ(Xcet − Xet ), which shows that {Ut}t∈[0; log c] in general
is a nonstationary process.
If additionally {Xt}t¿0 is operator-self-similar with exponent Q, then {Ut}t∈[0; log c]
is a stationary process with Ut
d=(cQ − I)−1(Xc − X1).
Proof. Letting p = log c, (4.5) follows easily from (4.4) using Theorem 3.4. Further-
more, the assertions on the distribution of Ut are easy consequences of the scaling
property of {Xt}t¿0.
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4.3. Operator L=evy bridges
Let {Bt}t¿0 be Brownian motion on R and let t0 ¿ 0 be 6xed. Then the linear
stochastic di?erential equation dUt = (t − t0)−1Ut dt + dBt with 06 t ¡ t0 and initial
condition U0 = 0 has the unique solution
Ut =
∫ t
0
t0 − t
t0 − s dBs; (4.6)
which de6nes a Gaussian process {Ut}t∈[0; t0) whose mean- and covariance function co-
incides with those of {Bt− (t=t0)Bt0}t∈[0; t0]. Hence (4.6) de6nes a version of the Brow-
nian bridge on R . We will now generalize (4.6) to a random integral representation of
an operator L0evy bridge. Usually process bridges are constructed via conditioning on
sample paths providing Ut0 = 0; see Fitzsimmons et al. (1993) for details.
Let {Xt}t¿0 be an operator-self-similar process with exponent Q∈GL(Rd) and sta-
tionary independent increments. Such a process is called an operator L=evy motion with
exponent Q. For a¿ 1 and 06 t ¡ t0 let
Ut =
∫ t
0
(
t0 − t
t0 − s
)aQ
dXs; (4.7)
which is well-de6ned by means of Lemma 2.1.
Corollary 4.4. The process {Ut}t∈[0; t0) de;ned by (4.7) is an additive process that
solves the random integral equation
Ut = Xt +
∫ t
0
a
s− t0 QUs ds: (4.8)
Moreover Ut → 0 in probability as t ↑ t0 such that with Ut0 := 0 the process
{Ut}t∈[0; t0] is an additive process with U0 = 0 = Ut0 which we call an operator L=evy
bridge.
Proof. Obviously {Ut}t∈[0; t0) has independent increments and ful6lls U0 =0. Moreover,
by (2.2) we have
Ut = Xt − (t0 − t)aQ
∫ t
0
(t0 − s)−aQ−I aQ Xs ds;
where {Xt}t∈[0; t0) is stochastically continuous and the latter part on the right-hand
side is a continuous function of t ∈ [0; t0); especially continuity of the integral follows
by Lemma 2.1, since it is a.s. de6ned as a Riemann integral. Thus {Ut}t∈[0; t0) is
stochastically continuous and hence is an additive process. For 06 t ¡ t0 we compute
Xt +
∫ t
0
a
s− t0 QUs ds = Xt +
∫ t
0
a
s− t0 Q
∫ s
0
(
t0 − s
t0 − u
)aQ
dXu ds
= Xt +
∫ t
0
(t0 − u)−aQ
∫ t
u
−aQ(t0 − s)aQ−I ds dXu
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= Xt +
∫ t
0
(t0 − u)−aQ((t0 − t)aQ − (t0 − u)aQ) dXu
= Xt + Ut −
∫ t
0
dXu = Ut;
where exchangeability of the order of integration follows by (2.2) and Fubini’s theorem.
Note that Q commutes with rQ for any r ¿ 0.
Furthermore, for j = 0; : : : ; n let t(n)j = (j=n)t, then by stationarity of the increments
of {X (t) := Xt}t¿0 and self-similarity we have
n−1∑
j=0
(
t0 − t
t0 − t(n)j+1
)aQ
(X (t(n)j+1)− X (t(n)j )) d= (t0 − t)aQX

 t
n
n−1∑
j=0
(
t0 − j + 1n t
)−a :
But since
1
n
n−1∑
j=0
(
t0 − j+1n t
)−a
→
∫ t
0
1
(t0 − s)a ds =
{ 1
a−1 ((t0 − t)1−a − t1−a0 ) if a¿ 1;
log t0t0−t if a = 1;
letting n→∞ by (2.3) and self-similarity we get
Ut
d=


X
(
t
a−1
(
t0 − t − t0
(
t0−t
t0
)a))
if a¿ 1;
X
(
t(t0 − t)log t0t0−t
)
if a = 1:
Finally, stochastic continuity of {X (t)}t¿0 implies Ut → 0 in probability as t ↑ t0.
Note that since {Xt}t¿0 is a L0evy process, (4.7) exists as a stochastic integral with
respect to a semi-martingale and we may rewrite (4.8) as dUt =a(t− t0)−1QUt dt+dXt
in terms of a linear stochastic di?erential equation. In particular, for the 12 -self-similar
Brownian motion {Xt=Bt}t¿0 on R and a= 2 we recover the results of the introductory
example of a Brownian bridge.
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