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On the asymptotic behavior of solutions of the 2d Euler equation
Saif Sultan and Peter Topalov
Abstract
We prove that the 2d Euler equation is globally well-posed in a space of vector fields having
spatial asymptotic expansion at infinity of any a priori given order. The asymptotic coefficients
of the solutions are holomorphic functions of t, do not involve (spacial) logarithmic terms, and
develop even when the initial data has fast decay at infinity. We discuss the evolution in time of
the asymptotic terms and their approximation properties.
MSC: 35B40, 35B30, 35Q35, 76D03, 58D05
1 Introduction
The objective of this paper is to study the spatial asymptotic behavior at infinity of the solutions of the
2d Euler equation on R2. We do this by introducing a specific scale of Banach spaces of vector fields
on R2 that captures the asymptotic phenomena arising at the spatial infinity of the solutions of the
equation. We prove that the 2d Euler equation is globally well-posed in this scale of spaces and show
that the corresponding solutions are well approximated by their asymptotic part.
Recall that the incompressible Euler equation on Rd with d ≥ 2 is given by{
vt + v · ∇v = −∇p, div v = 0,
v|t=0 = v0,
(1)
where v(x, t) is the velocity of the fluid and p(x, t) is the scalar pressure. The divergence div and the
covariant derivative ∇ are computed with respect to the Euclidean metric on Rd. It was proven in
[17] that the Euler equation (1) is locally well-posed in the class of asymptotic vector fields on Rd. An
asymptotic vector field can be written in the form
v(x) = a0(θ) +
a01(θ) + a
1
1(θ) log r
r
+ ...+
a0N (θ) + ...+ a
N
N(θ)(log r)
N
rN
+ f(x), |x| ≥ 1/2, (2)
where r ≡ r(x) := |x|, θ ≡ θ(x) := x/|x| is a point on the unit sphere Sd−1, N ≥ 0 is a given integer,
the coefficients ajk for 0 ≤ k ≤ N and 0 ≤ j ≤ k are continuous vector-valued functions on the sphere
ajk : S
d−1 → Rd having an additional regularity, and f : Rd → Rd is the remainder that belongs to a
weighted Sobolev space on Rd so that it is continuous and f(x) = o(1/rN ) as r → ∞. The class of
asymptotic vector fields is denoted by Am,pN ;0 where m > d/p is a regularity exponent and 1 < p < ∞.
(We refer for the details to [17, Section 2].) In this sense, any vector field in Am,pN ;0 has partial asymptotic
expansion at infinity of order N . There are two points worth mentioning. The first one is that the
class Am,pN ;0 of asymptotic vector fields is natural for the Euler equation for the following reason: if we
take a generic initial data v0 of order o
(
1/rN
)
with N > d+ 1, the corresponding local solution of the
Euler equation develops at spatial infinity an asymptotic expansion of the form (2) with non-vanishing
leading asymptotic term a(θ)/rd+1 (cf. [17, Example 2, Appendix B] as well as, its generalization,
Corollary 1.3 below). The second remark is that if we take a generic initial data of the form (2) with
vanishing coefficients in front of the log terms then the local solution of the Euler equation develops an
asymptotics expansion with non-vanishing log terms. These log terms appear because the space Am,pN
1
with vanishing log terms imposes no restrictions on the spherical Fourier modes of the coefficients a0k,
0 ≤ k ≤ N (cf. [17, Example 1, Appendix B] as well as Remark 1.1 below).
As mentioned above, in this work we restrict our attention to the two dimensional case d = 2. Our
first objective is to answer the following questions:
1) Is there a closed subspace of the asymptotic space Am,pN ;0 that is invariant with respect to the Euler
equation, closed (within the scale) with respect to the commutator of vector fields, and has an
asymptotic part without log terms?
2) Are the solutions of the Euler equation in such a space global in time?
We will show that the answer to the both questions is positive. An important ingredient of our
analysis is that we identify R2 with the complex plane C by setting z = x + iy for (x, y) ∈ R2 and
re-write the Euler equation (1) in complex form as{
ut + uuz + u¯uz¯ = −2pz¯, div u = uz + u¯z¯ = 0,
u|t=0 = u0,
(3)
where u : C→ C is the holomorphic component of the fluid velocity v (i.e., u(z, z¯) := v1(z, z¯)+ iv2(z, z¯)
where (v1, v2) are the components of the velocity vector field v) and the subscripts z and z¯ denote the
partial differentiations with respect to the Cauchy operators ∂z and ∂z¯ respectively (see Appendix B).
With this identification in mind, we define for integer m > 2/p and N ≥ 0 the following asymptotic
space of vector fields on R2,
Zm,pN :=
{
χ(|z|)
∑
0≤k+l≤N
akl
zkz¯l
+ f
∣∣∣ f ∈Wm,pγN and akl ∈ C}, (4)
where χ : R → R is a C∞-smooth cut-off function such that χ(ρ) = 1 for |ρ| ≥ 2, χ(ρ) = 0 for |ρ| ≤ 1,
and 0 ≤ χ(ρ) ≤ 1 for 1 ≤ |ρ| ≤ 2, equipped with the norm
‖u‖Zm,pN
:=
∑
0≤k+l≤N
|akl|+ ‖f‖Wm,pγN
(5)
where we implicitly assume in the sums that k, l ≥ 0. Here Wm,pδ denotes the weighted Sobolev space
with weight δ ∈ R and regularity exponent m ≥ 0,
Wm,pδ :=
{
f ∈ Hm,ploc (C,C)
∣∣ 〈z〉δ+|α|∂αf ∈ Lp for |α| ≤ m}, ∂α ≡ ∂α1z ∂α2z¯ ,
supplied with the norm ‖f‖Wm,pδ :=
∑
|α|≤m
∥∥〈z〉δ+|α|∂αf∥∥
Lp
where 〈z〉 :=
(
1+|z|2
)1/2
. The asymptotic
space Zm,pN is a Banach algebra with respect to the pointwise multiplication of complex-valued functions.
The weight γN and the regularity m > 2/p in (4) are chosen so that the remainder f ∈ Wm,pγN is of
order o
(
1/rN
)
as r → ∞. More specifically, we choose γN := N + γ0 where the number γ0 with
0 < γ0 + (2/p) < 1 is fixed and does not depend on the choice of the order of the asymptotic N ≥ 0 or
the regularity exponents m > 2/p. As mentioned above, f ∈ Wm,pγN with m > d/p implies that f is of
order o
(
1/rN
)
as r → ∞ (see e.g. Proposition A.1 (ii) and Remark A.2 in Appendix A). In this way,
the elements u of Zm,pN represent vector fields v = (v1, v2) on R
2 that have asymptotic expansion at
infinity of the form (2) without log terms.
Remark 1.1. More specifically, since 1zkz¯l =
ei(l−k)ϑ
rk+l any of the components v1 and v2 of such vector
fields have asymptotic expansions at infinity of the form
∑
0≤k≤N
ak(ϑ)
rk
where the coefficients ak(ϑ) have
truncated Fourier series that involve only the Fourier modes ei(k−2j)ϑ, 0 ≤ j ≤ k. (Here r > 0 and
0 ≤ ϑ < 2π denote the polar coordinates on R2.) These specific restrictions on the spherical modes of
the asymptotic coefficients of the solutions of the 2d Euler equation result in the absence of logarithmic
terms along the time evolution of the initial data.
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For 0 ≤ n ≤ N + 1 introduce the space
Zm,pn,N :=
{
χ
∑
n≤k+l≤N
akl
zkz¯l
+ f
∣∣∣ f ∈ Wm,pγN and akl ∈ C} (6)
where we omit the summation term if n = N + 1 and set Zm,pN+1,N ≡ W
m,p
γN . One of the main result of
this work is the following theorem proven in Section 5.
Theorem 1.1. Assume that m > 3 + (2/p) where 1 < p < ∞. Then for any u0 ∈ Z
m,p
N with N ≥ 0
the 2d Euler equation has a unique global in time solution u ∈ C
(
[0,∞),Zm,pN
)
∩ C1
(
[0,∞),Zm−1,pN
)
such that the pressure p ≡ p(t) lies in Zm+1,p1,N for any t ≥ 0. The solution depends continuously on the
initial data u0 ∈ Z
m,p
N in the sense that for any given T > 0 the data-to-solution map u0 7→ u, Z
m,p
N →
C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
, is continuous. The coefficients akl : [0,∞) → C, 0 ≤ k + l ≤ N ,
in the asymptotic expansion of the solution
u(t) = χ
∑
0≤k+l≤N
akl(t)
zkz¯l
+ f(t), f(t) ∈Wm,pγN , (7)
are holomorphic functions of t in an open neighborhood of [0,∞) in C.
Remark 1.2. Note that the remainder f : [0,∞)→Wm,pγN of the solution (7) given by Theorem 1.1 is
not necessarily holomorphic in time.
Remark 1.3. Without the assumption that for t ∈ [0,∞) the pressure p(t) lies in Zm+1,p1,N the solutions
of the 2d Euler equation are not unique. Moreover, one can show that for any initial data u0 ∈
Zm,pN and for any 0 < τ < ∞ there exists a solution u ∈ C
(
[0, τ),Zm,pN
)
∩ C1
(
[0, τ),Zm−1,pN
)
of
the 2d Euler equation that is defined on the interval [0, τ) but blows-up at t = τ . The condition on
the pressure can be relaxed, e.g. one can require that p(t) ∈ L∞ and pz¯(t) = o(1) as |z| → ∞ for
any t ∈ R. In any case, by Lemma 4.1 in Section 4, the pressure p in Theorem 1.1 will belong to
C
(
[0,∞),Zm+1,p1,N
)
∩ C1
(
[0,∞),Zm,p1,N
)
.
The following statements give a general characterization of the time evolution of the asymptotic
coefficients of the solutions in Theorem 1.1. These statements are proven in Section 4.
Proposition 1.1. Let u ∈ C
(
[0,∞),Zm,pN
)
∩C1
(
[0,∞),Zm−1,pN
)
be the solution of the 2d Euler equation
given by Theorem 1.1, u(t) = χ
∑
0≤k+l≤N
akl(t)
zkz¯l
+ f(t), f(t) ∈ Wm,pγN . Then, for any divergence
free initial data u0 ∈ Z
m,p
N , the asymptotic coefficient a10(t) vanishes and the coefficients a00(t) and
a01(t) are independent of t ∈ [0,∞). In addition, if N ≥ 2 then for any t ∈ [0,∞) we have that
a20(t) = a11(t) = 0 and a02(t) = a02(0) + a00(0) a01(0) t.
Remark 1.4. One can easily see that the divergence free condition az + a¯z¯ = 0 implies that the
asymptotic coefficients ak0 for 1 ≤ k ≤ N and ak1 for 1 ≤ k ≤ N − 1 vanish.
As a direct consequence we obtain the following 2d analog of [6, Theorem 2.3].
Corollary 1.1. For m > 3 + (2/p) and for any weight δ + (2/p) ∈ (0, 1) ∪ (1, 2) ∪ (2, 3) the 2d Euler
equation is globally well-posed in the weighted Sobolev space Wm,pδ .
We refer to Corollary 1.2 below for a generalization of this statement for any weight δ + (2/p) > 3
with δ + (2/p) /∈ Z. We expect that Corollary 1.1 holds also for δ + (2/p) ∈ {1, 2} but the proof will
require additional considerations. Let (·, ·) be the pairing (u1, u2) =
∫
R2
u1u2 dxdy of complex valued
functions on R2, and let div v and curl v be the divergence and the curl of a (real) vector field v on R2.
The following proposition follows from Proposition 1.1 and Lemma 4.3 (cf. [17, Example 2, Appendix
B]).
Proposition 1.2. Assume that m > 3 + (2/p). Then we have
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(i) For 0 ≤ n ≤ 3 the asymptotic space Zm,pn,N , n ≤ N + 1, is invariant with respect to the 2d Euler
equation.
(ii) For any u0 ∈ Z
m,p
n,N , 3 < n ≤ N +1, the solution u ∈ C
(
[0,∞),Zm,pN
)
∩C1
(
[0,∞),Zm−1,pN
)
of the
2d Euler equation given by Theorem 1.1 is of the form
u(t) = χ
∑
3≤k≤n−1
a0k(t)
z¯k
+ g(t), g(t) ∈ Zm,pn,N , (8)
where a0k(t) =
1
π
(
ω0, ϕ(t)
k−1
)
, 3 ≤ k ≤ n, ω0 := i curlu0 is the initial (complex) vorticity1, and
ϕ ∈ C1
(
[0,∞),ZDm,pN
)
is the solution of the equation
.
ϕ = u ◦ ϕ, ϕ|t=0 = id (cf. Lemma 3.4 in
Section 3).
(iii) For any 3 < n ≤ N + 1 there exists an open dense set Nn,N inside the closed linear space
◦
Z
m,p
n,N :=
{
w ∈ Zm,pn,N
∣∣ divw = 0} of divergence free vector fields in Zm,pn,N such that for any
u0 ∈ Nn,N and for any 3 ≤ k ≤ n the coefficient a0k(t) in (8) does not vanish for almost any
t > 0.
Remark 1.5. It follows from Proposition 1.2 (ii), (iii), that the asymptotic space Zm,pn,N with 3 < n ≤
N + 1 is not invariant with respect to the 2d Euler equation. The elements of Zm,p2,N , N ≥ 1, have finite
kinetic energy E(u) ≡ 12 (u, u¯). By Proposition 1.1 and Proposition 1.2 the asymptotic space Z
m,p
2,N is
invariant with respect to the 2d Euler equation and for N ≥ 2 has a constant in time leading asymptotic
coefficient a02(t) = a02(0).
By taking n = N + 1 in Proposition 1.2 and then by using that Zm,pn,N ≡ W
m,p
γN we obtain from
Proposition 1.2 (ii), (iii), the following generalization of Corollary 1.1.
Corollary 1.2. For any δ + (2/p) > 3 such that δ + (2/p) /∈ Z and for any initial data u0 ∈ W
m,p
δ
there exists a unique solution u ∈ C
(
[0,∞),Zm,pNδ
)
∩ C1
(
[0,∞),Zm−1,pNδ
)
of the 2d Euler equation such
that for any t ∈ [0,∞) we have that
u(t) = χ
∑
3≤k≤Nδ
a0k(t)
z¯k
+ f(t), f(t) ∈Wm,pδ ,
where Nδ is the integer part of δ+(2/p). The solution depends continuously on the initial data u0 ∈W
m,p
δ
in the sense of Theorem 1.1. In particular, the weighted Sobolev spaces Wm,pδ are not invariant with
respect to the 2d Euler equation if δ + (2/p) > 3 and δ + (2/p) /∈ Z.
Another application of Theorem 1.1 is the global well-posedness of the 2d Euler equation in the
Fre´chet space of “symbols” Z∞ (cf. [7, 9]). More specifically, denote by Z∞ the space of C∞-smooth
vector fields u on R2 that have an asymptotic expansion at infinity of infinite order
u(z, z¯) ∼
∑
k+l≥0
akl
zkz¯l
as |z| → ∞. (9)
The meaning of this asymptotic formula is that for any truncation number N ≥ 0 and for any multi-
index α ∈ Z2≥0 there exists a constant CN,α > 0 such that
sup
z∈C
∣∣∣〈z〉N+1+|α| ∂α(u− χ ∑
0≤k+l≤N
akl
zkz¯l
)∣∣∣ ≤ CN,α, ∂α ≡ ∂α1z ∂α2z¯ . (10)
The conditions in (10) give a set of semi-norms on the space of C∞-smooth vector fields on R2 that
define a Fre´chet topology on Z∞. The following theorem follows from Theorem 1.1, Proposition A.1
(ii) and Remark A.2 in Appendix A.
1Slightly abusing the notation, we will call ω := i curlu the (complex) vorticity of u.
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Theorem 1.2. The 2d Euler equation is globally well-posed in the Fre´chet space Z∞ of C∞-smooth
vector fields allowing asymptotic expansion at infinity of infinite order. In particular, the solution de-
pends continuously on the initial data u0 ∈ Z∞ in the sense that for any T > 0 the data-to-solution map
u0 7→ u, Z∞ → C1
(
[0, T ],Z∞
)
, is continuous. The asymptotic coefficients in the infinite asymptotic
expansion (9) extend to holomorphic functions in t in open neighborhoods of [0,∞) in C.
Let us briefly discuss this result. If we pick an initial data u0 ∈ Z∞ that is a finite sum of asymptotic
terms u0 = χ
∑
n≤k+l≤N
a0kl
zkz¯l
, 0 ≤ n ≤ N , with non-vanishing coefficients, then, by Theorem 1.2, the
corresponding solution of the 2d Euler equation will lie in the space of symbols Z∞ for any t ≥ 0.
In particular, the solution will satisfy the infinite set of decay conditions (10) and we will have that
akl(t) 6= 0 for any n ≤ k + l ≤ N and for almost any t ≥ 0. By Proposition 1.2 (ii), for n > 3
the solution can develop lower order asymptotics of the form
∑
3≤k≤n−1
a0k(t)
z¯k
. Moreover, by the last
statement of Lemma 4.3 in Section 4, we can perturb u0 by an element of C
∞
c with support concentrated
in a neighborhood of zero so that such lower order asymptotic terms appear and we have that a0k(t) 6= 0
for 3 ≤ k ≤ n− 1 and for almost any t > 0. Note also that for any infinite sequence of coefficients a0kl,
k + l ≥ 0, that satisfy a divergence free condition (see Remark 1.4) we can construct a divergence free
u0 ∈ Z∞ such that u0 ∼
∑
k+l≥0
a0kl
zkz¯l
by using arguments similar to those used to prove the classical
Borel theorem (see e.g. [2, §3.3], [27, Proposition 3.5] as well as the proof of Lemma 4.3 in Section 4).
For any such u0 we obtain a unique solution of the 2d Euler equation in Z∞ that depends continuously
on the initial data in Z∞. The following corollary (see Section 4 for the proof) shows that infinite
number of spatial asymptotics terms of the solutions of the 2d Euler equation appear generically from
initial data in the Schwartz space.
Corollary 1.3. There exists a dense set N inside the closed linear space of divergence free vector fields
◦
S :=
{
w ∈ S
(
R2,R2
) ∣∣ divw = 0} in the Schwartz space S(R2,R2) such that for any u0 ∈ N the
solution u ∈ C1
(
[0,∞),Z∞
)
given by Theorem 1.2 satisfies u(t) ∼
∑
k≥3
a0k(t)
z¯k
where for any k ≥ 3 we
have that a0k(t) 6= 0 for almost any t > 0.
Note that Theorem 1.1 also implies that for any u0 ∈ Z
m,p
N and for any T > 0 the asymp-
totic part
∑
0≤k+l≤N
akl(t)
zk z¯l of the solution (7) of the 2d Euler equation approximates the solution
u ∈ C
(
[0,∞),Zm,pN
)
∩ C1
(
[0,∞),Zm−1,pN
)
uniformly for t ∈ [0, T ] and z in an open neighborhood of
infinity. In fact, assume that m > 3+ (2/p) and N ≥ 0. Then, by the compactness of the interval [0, T ]
and the continuity of the remainder f : [0, T ]→Wm,pγN in (7) we conclude that there exists CT > 0 such
that ‖f(t)‖Wm,pγN < CT for any t ∈ [0, T ]. By combining this with Proposition A.1 (ii) and Remark A.2
in Appendix A, we then conclude that for any multi-index α ∈ Z≥0, 0 ≤ |α| < m− (2/p), we have that
for any R ≥ 2, ∣∣∣∂α(u(t)− ∑
0≤k+l≤N
akl(t)
zkz¯l
)∣∣∣ ≤ ( CT
R2/p
)(
1
〈z〉
)N+γ0+|α|
, (11)
uniformly for t ∈ [0, T ] and for z ∈ C such that |z| ≥ R and R ≥ 2. Moreover, this formula holds locally
uniformly on the choice of u0 ∈ Z
m,p
N . The question whether a long time version of (11) holds is open.
Multi dimensional analogs of the asymptotic spaces Zm,pN as well as local in time versions of the
results above can also be proved but they require various technical restrictions on the spherical modes
in the asymptotic spaces and will be discussed separately.
Related work. There is a vast literature on the well-posedness of the incompressible Euler equation (see
e.g. [3, 11] and the references therein). The existence of solution of the Euler equations in weighted
Sobolev space was studied in [6]. Solutions of the KdV and mKdV in symbol classes on the line are
considered in [7, 9]. Various asymptotic spaces and groups of asymptotic diffeomorphisms were defined
and studied in [15, 16]. The local existence of the Euler equation in asymptotic spaces involving log
terms was established in [17]. Finally, note that specific spatial decay and even certain asymptotic
expansions are known to naturally appear for the solutions of the Navier-Stokes equation with rapidly
decreasing initial data (see e.g. [20, 5, 4, 12] and the references therein).
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Organization of the paper. The paper is organized as follows. In Section 2 we define a class of diffeomor-
phisms ZDm,pN of R
2 and prove that they form a topological group with Banach manifold structure mod-
eled on Zm,pN . The group ZD
m,p
N has additional regularity properties summarized in Theorem 2.1. At
the end of the section we prove that there exists a natural real analytic homomorphism ρ̂ : ZDm,pN → Â
onto a finite dimensional Lie group Â. In Section 3 we study in detail the properties of the Cauchy
operators ∂z when acting on the scale of spaces Z
m,p
N . In particular, we prove Theorem 3.2 that charac-
terizes the image of the Cauchy operator in this scale. The local existence and uniqueness of solutions of
the 2d Euler equation in Zm,pN , as well as the statements characterizing the behavior of the asymptotic
coefficients are proven in Section 4. The global existence is proven in Section 5. We conclude the paper
with two appendices where we prove several technical results used in the main body of the paper.
2 Asymptotic spaces and maps
In this section we study the properties of the Banach algebra Zm,pN and an associated group of diffeo-
morphisms ZDm,pN of R
2. In particular, we prove in Theorem 2.1 that ZDm,pN is a topological group with
additional regularity properties of the composition and the inversion of the diffeomorphisms. At the
end of the section we construct a real analytic homomorphism of ZDm,pN onto a finite dimensional Lie
group Â that is used in Section 4 to prove the analyticity of the asymptotic coefficients of the solutions
of the 2d Euler equation given by Theorem 1.1.
The following two propositions summarize the properties of the asymptotic spaces Zm,pN and their
reminder spaces Wm,pδ . For the proof we refer to Proposition A.1, Proposition A.2, and Remark A.2 in
Appendix A (cf. also [16, § 2]).
Proposition 2.1. (i) For any 0 ≤ m1 ≤ m2 and for any real weights δ1 ≤ δ2 we have that the
inclusion map Wm2,pδ2 →W
m1,p
δ1
is bounded.
(ii) For any m ≥ 0, δ ∈ R, and for any k ∈ Z the map f 7→ f · χzk , W
m,p
δ → W
m,p
δ+k is bounded. The
same holds with z replaced by z¯. Here χ(z, z¯) ≡ χ(|z|) is a C∞-smooth cut-off function such that
χ : R→ R and χ|(−R,R) ≡ 1 for some R > 0.
(iii) For any regularity exponent m ≥ 0, δ ∈ R, and a multi-index α ∈ Z2≥0 such that |α| ≤ m the map
∂α :Wm,pδ →W
m−|α|,p
δ+|α| is bounded.
(iv) For m > 2/p and for any weights δ1, δ2 ∈ R the map (f, g) 7→ fg, W
m,p
δ1
×Wm,pδ2 →W
m,p
δ1+δ2+(2/p)
is bounded. In particular, for δ ≥ 0 the space Wm,pδ is a Banach algebra.
Proposition 2.1 implies
Proposition 2.2. Assume that m > 2/p. Then
(i) For any 0 ≤ n1 ≤ n2 ≤ N1 ≤ N2 we have that the inclusion map Z
m,p
n2,N2
→ Zm,pn1,N1 is bounded.
(ii) For any 0 ≤ n ≤ N , an integer k ≥ 0, a regularity exponent m > k + (2/p), and a multi-index
|α| ≤ k the map ∂α : Zm,pn,N → Z
m−|α|,p
n+|α|,N+|α| is bounded.
(iii) For m > 2/p and for any 0 ≤ n1 ≤ N1 and 0 ≤ n2 ≤ N2 the map
(f, g) 7→ fg, Zm,pn1,N1 × Z
m,p
n2,N2
→ Zm,pn,N ,
where n := n1+ n2 and N := min(n1 +N2, n2 +N1) is bounded. In particular, Z
m,p
N is a Banach
algebra for any N ≥ 0.
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For a given R > 0 and m > 2/p define the auxiliary space
Zm,pN (B
c
R) :=
{ ∑
0≤k+l≤N
akl
zkz¯l
+ f
∣∣∣ f ∈Wm,pγN (BcR) and akl ∈ C}, (12)
where BcR :=
{
z ∈ C
∣∣ |z| > R} and Wm,pγN (BcR) denotes the weighted Sobolev space,
Wm,pδ (B
c
R) :=
{
f ∈ Hm,ploc (B
c
R,C)
∣∣ |z|δ+|α|∂αf ∈ Lp for |α| ≤ m}, ∂α ≡ ∂α1z ∂α2z¯ ,
equipped with the norm ‖u‖Wm,pδ (BcR) :=
∑
|α|≤m
∥∥|z|δ+|α|∂αf∥∥
Lp(BcR)
. We equip Zm,pN (B
c
R) with the
norm ‖u‖Zm,pN (BcR)
:=
∑
0≤k+l≤N |akl|+ ‖f‖Wm,pγN (B
c
R)
. (If m = 0 we set Lpδ ≡W
0,p
δ .) In addition to this
norm we will also consider the equivalent norm on Zm,pN (B
c
R) (see Appendix A for detail)
|u|Zm,pN (BcR) :=
∑
0≤k+l≤N
|akl|
Rk+l
+ ‖f‖Wm,pγN (B
c
R)
. (13)
For R > 0 denote BR :=
{
z ∈ C
∣∣ |z| < R}. The proof of the following lemma is straightforward.
Lemma 2.1. Assume that R > 0 and m > 2/p. Then, for u ∈ Hm,ploc (C,C) we have that u ∈ Z
m,p
N if
and only if u ∈ Hm,p(BR+1) and u ∈ Z
m,p
N (B
c
R). The norms ‖ · ‖Zm,pN and ‖ · ‖Hm,p(BR+1)+ | · |Z
m,p
N (B
c
R)
on Zm,pN are equivalent.
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For m > 2/p the space Zm,pN (B
c
R) is a Banach algebra with respect to pointwise multiplication
of complex-valued functions. Moreover, this space has the following uniform in R ≥ 1 multiplicative
property that is proved in Appendix A.
Lemma 2.2. For m > 2/p there exists a constant C > 0 independent of the choice of R ≥ 1 such that
for any u1, u2 ∈ Z
m,p
N (B
c
R) we have |u1 · u2|Zm,pN (BcR)
≤ C |u1|Zm,pN (BcR)
|u2|Zm,pN (BcR)
.
The notion of a Banach algebra we adopt in this paper does not require that the constant C above
is equal to one. We will also need the following lemma.
Lemma 2.3. Assume that v ∈ Zm,pN with m > 2/p has a non-vanishing leading asymptotic term a00 6= 0
and that v(z, z¯) 6= 0 for any z ∈ C. Then 1/v ∈ Zm,pN and there exists an open neighborhood U of zero
in Zm,pN such that the map
u 7→ 1/(v + u), U → Zm,pN ,
is analytic.
Proof of Lemma 2.3. We will assume without loss of generality that the leading asymptotic term a00
of v ∈ Zm,pN is equal to one. Then, by (13) (cf. Lemma A.3 (i)) we can choose R ≥ 2 large enough so
that |v − 1|Zm,pN (BcR) < min
(
1/2, 1/(2C)
)
where C > 0 is the constant appearing in Lemma 2.2. Then
we have,
1/v = 1/
(
1− (1− v)
)
=
∑
k≥0
(1− v)k,
where the series converges in Zm,pN (B
c
R). The series also converges pointwisely by Lemma A.3 (ii). In
particular, we see that 1/v ∈ Zm,pN (B
c
R). The condition that v ∈ H
m,p(BR+1) with m > d/p and the
fact that v(z, z¯) 6= 0 for any z ∈ C then imply that 1/v ∈ Hm,p(BR+1). Hence, 1/v ∈ Z
m,p
N by Lemma
2.1. Since the space Zm,pN is a Banach algebra, it satisfies an analog of Lemma 2.2 with an appropriately
chosen constant C > 0. By this Banach algebra property of Zm,pN and the continuity of the embedding
2For simplicity of notation we use the same symbol for a function u and its restriction to an open subset of its domain
of definition.
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Zm,pN ⊆ L
∞ (see Lemma A.3 (iii) in Appendix A) we can find an open neighborhood U of zero in Zm,pN
such that ‖u/v‖Zm,pN < 1/(2C) and ‖u/v‖L∞ < 1/2 for any u ∈ U . Then, we have that
1/(v + u) = (1/v)
∑
k≥0
(−1)k(u/v)k
where the series converges in Zm,pN uniformly in U . This completes the proof of the lemma.
For m > 1 + (2/p) consider the set of maps R2 → R2,
ZDm,pN :=
{
ϕ ∈ Diff1+(R
2)
∣∣∣ ϕ = id + u, u ∈ Zm,pN }, (14)
where Diff1+(R
2) denotes the group of C1-smooth orientation preserving diffeomorphisms of R2. As
described in the Introduction, we identify R2 with the complex plane C and by following the standard
notation in complex analysis write ϕ(z, z¯) = z + u(z, z¯) for z ∈ C. It follows easily from Hadamard-
Levy’s theorem (see e.g. [1, Supplement 2.5D]) and the decay properties of the elements of the Banach
algebra Zm,pN that the set of maps ZD
m,p
N in (14) can be identified with the open set O in Z
m,p
N of those
u ∈ Zm,pN such that there exists ε > 0 so that uniformly on R
2,
det(I + du) > ε, (15)
where I is the identity 2 × 2 matrix and du denotes the Jacobian matrix of the map u : R2 → R2. In
fact, for any given C1-diffeomorphism ϕ ∈ ZDm,pN , ϕ = z + u, u ∈ Z
m,p
N , we obtain from Proposition
2.2 that du ∈ Zm−1,p1,N+1 , and hence, the entries of du are continuous functions of order O(1/r) as r →∞
(cf. Proposition A.1 and Remark A.2 in Appendix A). This, together with the fact that ϕ is an
orientation preserving C1-diffeomorphism, then implies that there exists ε > 0 such that (15) holds. By
the continuity of the differentiation d : Zm,pN → Z
m−1,p
1,N+1 , the Banach algebra property of Z
m−1,p
1,N+1 , and
the continuity of the embedding Zm−1,p1,N+1 ⊆ L
∞ (Lemma A.3 (iii)) one also concludes that (15) holds
locally uniformly in u ∈ Zm,pN . This implies that O is an open set in Z
m,p
N and that u ∈ O. Conversely,
if ϕ = z + u with u ∈ O we conclude from (15) and Hadamard-Levy’s theorem that ϕ = z + u is a C1-
diffeomorphism of the plane R2 and hence ϕ ∈ ZDm,pN . This implies that ZD
m,p
N is a Banach manifold
modeled on Zm,pN where O is the only chart and u ∈ O ⊆ Z
m,p
N is the coordinate of ϕ ∈ Z
m,p
N . Note
that by Remark 1.3 the set ZDm,pN is a closed submanifold in the group of asymptotic diffeomorphisms
ADm,pN :=
{
ϕ ∈ Diff1+(R
2)
∣∣∣ ϕ = id + u, u ∈ Am,pN }
considered in [17, Section 2]. Recall that the elements of Am,pN are vector fields on R
2 of the form (2)
with vanishing coefficients in front of the log terms and that the Banach manifold structure on ADm,pN
is introduced in a fashion similar to the one for ZDm,pN .
Consider the auxiliary space
Z˜m,pN :=
{ χ
z2
∑
0≤k+l≤N−2
akl
zkz¯l
+ f
∣∣∣ f ∈ Wm,pγN and akl ∈ C} (16)
where χ ≡ χ(|z|) and we set that Z˜m,p1 ≡W
m,p
γ1 . Note that Z˜
m,p
N is a closed ideal in the Banach algebra
Zm,pN . We have
Lemma 2.4. Assume that m > 1 + (2/p). Then for any ϕ ∈ ZDm,pN and for any u ∈ Z
m,p
N we have
that u ◦ ϕ ∈ Zm,pN . Similarly, for any ϕ ∈ ZD
m,p
N and for any u ∈ Z˜
m,p
N we have that u ◦ ϕ ∈ Z˜
m,p
N .
Proof of Lemma 2.4. Let ϕ ∈ ZDm,pN where ϕ = z + v with v ∈ Z
m,p
N . First, assume that u = χ/z.
Then we have
u ◦ ϕ = χ ◦ ϕ ·
1
z + v
= χ ◦ ϕ ·
1
z
·
1(
1 + vz
) . (17)
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By takingR > 0 large enough we can ensure that χ◦ϕ ≡ 1 onBcR and |v/z|Zm,pN (BcR) < max
(
1/2, 1/(2C)
)
(see Lemma A.3). Then, by arguing as in the proof of Lemma 2.3, we conclude that the term 1/
(
1 + vz
)
in (17) belongs to Zm,pN (B
c
R). Hence, by (17), u ◦ϕ ∈ Z
m,p
N (B
c
R). Since ϕ is a C
1-diffeomorphism of the
complex plane C = R2, the expression ϕ = z + v does not vanish on the support of χ ◦ ϕ. This shows
that u ◦ϕ = χ ◦ϕ/(z + v) belongs to Hm,p(BR+1) since χ ◦ϕ = 1− (1−χ) ◦ϕ ∈ H
n,p
loc by Corollary 6.1
(b) in [16]. Hence, u ◦ ϕ ∈ Zm,pN by Lemma 2.1. By arguing in the same way one also treats the case
when u = χ/z¯. Since Zm,pN is an algebra, the statement of the lemma holds for u = χ/z
k and u = χ/z¯k
with k ≥ 1. Finally, if u belongs to the remainder space Wm,pγN then u ◦ ϕ ∈ W
m,p
γN by Corollary 6.1 (b)
in [16] and the fact that m > 1 + (2/p). This completes the proof of the lemma for the space Zm,pN .
The case when u belongs to the auxiliary space Z˜m,pN follows easily by the same arguments.
Remark 2.1. Formula (17) implies that for u = χ/z and for any ϕ ∈ ZDm,pN we have that
u ◦ ϕ =
χ
z
(
1 + f
)
, f ∈ Zm,p1,N+1, (18)
and a similar formula for u = χ/z¯. This, together with Proposition 2.2 and Lemma 6.5 in [16],
then shows that the following stronger statement holds: for any ϕ ∈ ZDm,pN and for any u ∈ Z
m,p
n,N ,
0 ≤ n ≤ N + 1 we have that u ◦ ϕ ∈ Zm,pn,N .
As a corollary we obtain the following proposition.
Proposition 2.3. For m > 1+(2/p) the set ZDm,pN is closed under the composition of diffeomorphisms.
In addition, the composition map (ϕ, ψ) 7→ ϕ ◦ ψ, ZDm,pN × ZD
m,p
N → ZD
m,p
N , is continuous and the
associated map
(ϕ, ψ) 7→ ϕ ◦ ψ, ZDm+1,pN ×ZD
m,p
N → ZD
m,p
N ,
is C1-smooth.
Remark 2.2. Similarly, for m > 1+(2/p) the composition map (u, ψ) 7→ u◦ψ, Zm,pN ×ZD
m,p
N → Z
m,p
N ,
is continuous and the map
(u, ψ) 7→ u ◦ ψ, Zm+1,pN ×ZD
m,p
N → Z
m,p
N ,
is C1-smooth.
Proof of Proposition 2.3. Take ϕ, ψ ∈ ZDm,pN where ϕ = z + v and ψ = z +w with v, w ∈ Z
m,p
N . Then,
ϕ ◦ ψ = ψ + v ◦ ψ = z + w + v ◦ ψ = z + u where u := w + v ◦ ψ. By Lemma 2.4, v ◦ ψ ∈ Zm,pN .
Hence, u ∈ Zm,pN . Since, the composition of C
1-diffeomorphisms is again a C1-diffeomorphism we then
conclude that ϕ ◦ ψ ∈ ZDm,pN . The last statement of the proposition then follows from the analogous
result for the asymptotic group ADm,pN (see [16, Proposition 5.1]) and the fact that ZD
m,p
N is a closed
submanifold in ADm,pN .
The following three lemmas are needed for the proof that ZDm,pN is closed under the inversion of
the diffeomorphisms.
Lemma 2.5. Assume that m > 2+ (2/p). Then there exists an open neighborhood U of the identity id
in ZDm,pN such that for any ϕ ∈ U we have that ϕ
−1 ∈ ZDm,pN .
Proof of Lemma 2.5. This lemma follows directly from the regularity statement in Proposition 2.3,
the inverse function theorem, and a simple bootstrapping argument. In fact, consider the map F :
ZDm,pN × ZD
m−1,p
N → ZD
m−1,p
N , F (ϕ, ψ) := ϕ ◦ ψ. Since m > 2 + (2/p), we obtain from Proposition
2.3 that F is a C1-map. For any ψ ∈ ZDm−1,pN we have that F (id, ψ) = ψ. This implies that
(D2F )(id, id) = idZm−1,pN
where (D2F )(id, id) ∈ L
(
Zm−1,pN ,Z
m−1,p
N
)
denotes the partial derivative of F
with respect to the second argument at the point (id, id) ∈ ZDm,pN ×ZD
m−1,p
N . Since F (id, id) = id, we
then conclude from the inverse function theorem that there exists an open neighborhood U of identity id
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in ZDm,pN and a C
1-map I : U → ZDm−1,pN such that for any ϕ ∈ ZD
m,p
N we have that F (ϕ, I(ϕ)) = id
and I(id) = id. In particular, we see that I(ϕ) = ϕ−1 ∈ ZDm−1,pN for any ϕ ∈ U ⊆ ZD
m,p
N . A simple
bootstrapping argument then shows that ϕ−1 ∈ ZDm,pN . In fact, by taking the pointwise derivative in
the equality ϕ−1 ◦ ϕ = id we easily obtain that
d(ϕ−1) = (dϕ)−1 ◦ ϕ−1. (19)
Recall that (dϕ)−1 = Adj(dϕ)/ det(dϕ) where Adj(dϕ) is the transpose of the cofactor matrix of dϕ,
dϕ =
(
ϕz ϕz¯
ϕz ϕz¯
)
=
(
1 + wz wz¯
wz 1 + wz¯
)
(20)
and ϕ = z + w with w ∈ Zm,pN . Since ϕ ∈ ZD
m,p
N , we obtain from the Banach algebra property of
Zm−1,pN that the matrix elements of Adj(dϕ) belong to Z
m−1,p
N . For simplicity of notation we will write
Adj(dϕ) ∈ Zm−1,pN . On the other side, we conclude from (20) that det(dϕ) = 1+f where f ∈ Z
m−1,p
N has
a vanishing leading asymptotic term. By Lemma 2.3 we then conclude that 1/ det(dϕ) ∈ Zm−1,pN . This
and the Banach algebra property then imply that (dϕ)−1 ∈ Zm−1,pN . Hence, by (19) and Proposition 2.3
(see Remark 2.2), we conclude that d(ϕ−1) ∈ Zm−1,pN . This, together with the fact that ϕ
−1 ∈ ZDm−1,pN ,
then implies that ϕ−1 ∈ ZDm,pN .
Although the set ZDm,pN is not path connected we have the following weaker version of path con-
nectedness that is sufficient for our purposes.
Lemma 2.6. For m > 1+ (2/p) and any ϕ ∈ ZDm,pN there exists a continuous path γ : [0, 1]→ ZD
m,p
N
such that γ(0) = id + f where f has compact support and γ(1) = ϕ.
Proof of Lemma 2.6. The proof of this lemma follows the lines of the proof of Lemma 7.2 in [16]. In
fact, take ϕ ∈ ZDm,pN such that ϕ = z + u and u =
∑
0≤k+l≤N
akl
zkz¯l
+ g with g ∈Wm,pγN . Then, consider
the deformation
γ(s) = z +
[
u+ (s− 1)
( ∑
0≤k+l≤N
akl
zkz¯l
+ g
)
χR
]
, s ∈ [0, 1], (21)
of the diffeomorphism ϕ ∈ ZDm,pN where χR(x, y) := χ
(
|z|/R
)
for (x, y) ∈ R2 and R ≥ 1, and χ is the
cut-off function appearing in the definition of Zm,pN . It is clear that γ(1) = ϕ and γ(0) = id + f where
f ∈ Hm,p has compact support. Hence, we will conclude the proof of the lemma if we show that γ(s) is
an orientation preserving C1-diffeomorphism of R2 for any s ∈ [0, 1]. Since the Jacobian matrix of the
vector field (s−1)
(∑
k+l≤N
akl
zk z¯l
+g
)
χR ∈ Z
m,p
N is of order O(1/R) as R→∞ uniformly in s ∈ [0, 1], we
see that by choosing R ≥ 1 sufficiently large we obtain that there exists ε > 0 such that det[dγ(s)] > ε
uniformly on R2 and s ∈ [0, 1]. Then, by Hadamard-Levy’s theorem, γ(s) is an orientation preserving
diffeomorphism of R2 for any s ∈ [0, 1]. This completes the proof of the lemma.
We will also need the following lemma.
Lemma 2.7. For m > 2+ (2/p) and any given ϕ ∈ ZDm,pN there exists an open neighborhood U of the
identity id in ZDm−1,pN such that the left translation,
ψ 7→ Lϕ(ψ) := ϕ ◦ ψ, U → Lϕ(U) ⊆ ZD
m−1,p
N ,
is a C1-diffeomorphism.
This lemma follows directly from the regularity statement in Proposition 2.3 and the inverse function
theorem.
Now we are ready to prove that ZDm,pN with m > 3 + (2/p) is closed under the inversion of diffeo-
morphisms. More specifically, we prove the following:
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Proposition 2.4. For m > 3+(2/p) and for any ϕ ∈ ZDm,pN we have that ϕ
−1 ∈ ZDm,pN . In addition,
the inversion map ϕ 7→ ϕ−1, ZDm,pN → ZD
m,p
N , is continuous and the associated map ϕ 7→ ϕ
−1,
ZDm,pN → ZD
m−1,p
N , is C
1-smooth.
Proof of Proposition 2.4. Take ϕ ∈ ZDm,pN . By Lemma 2.6, there exists a continuous path γ : [0, 1]→
ZDm,pN that connects ϕ with ψ0 ∈ ZD
m,p
N where ψ0 = id + f , f has compact support, γ(0) = ψ0, and
γ(1) = ϕ. In particular, we see that f ∈ Hm,p(C,C), and hence ψ0 ∈ Dm,p(R2) where Dm,p(R2) is
the group of Sobolev type diffeomorphisms of R2 considered in [10]. Hence, ψ−10 ∈ D
m,p(R2). Since f
has compact support, we obtain that ψ−10 = id + g where g has compact support. This implies that
ψ−10 ∈ ZD
m,p
N with vanishing asymptotic part. By Lemma 2.5 and Lemma 2.7, for any given t ∈ [0, 1]
we can find an open neighborhood Ut of the identity in ZD
m−1,p
N with the property that ψ
−1 ∈ ZDm−1,pN
for any ψ ∈ Ut and an open neighborhood Vt of γ(t) in ZD
m−1,p
N such that Vt = Lγ(t)(Ut). By the
compactness of the image of γ in ZDm−1,pN we can cover it with finitely many such open neighborhoods
in ZDm−1,pN ,
Vtk = Lγ(tk)(Utk), 0 ≤ k ≤ ℓ,
where t0 = 0 and tℓ = 1. We will assume without loss of generality that Vtk ∩ Vtk+1 6= ∅. Note that any
element of V0 ≡ Vt0 is of the form ψ0 ◦ ψ where ψ ∈ U0 with ψ
−1 ∈ ZDm−1,pN . Since ψ
−1
0 ∈ ZD
m−1,p
N
we then conclude that (ψ0 ◦ ψ)−1 = ψ−1 ◦ ψ
−1
0 belongs to ∈ ZD
m−1,p
N by Proposition 2.3. Hence, the
open neighborhood V0 in ZD
m−1,p
N consists of diffeomorphisms the inverse diffeomorphisms of which
belong to ZDm−1,pN . Now, consider the neighborhood Vt1 . Since, V0 ∩Vt1 6= ∅ we can find ψ∗ ∈ V0 ∩Vt1 .
Then, ψ−1∗ ∈ ZD
m−1,p
N and ψ∗ = γ(t1) ◦ ψ where ψ
−1 ∈ ZDm−1,pN . Hence, γ(t1)
−1 = ψ ◦ ψ−1∗
belongs to ZDm−1,pN . Since any element in Vt1 is of the form γ(t1) ◦ ψ where ψ
−1 ∈ ZDm−1,pN and
γ(t1)
−1 ∈ ZDm−1,pN we conclude that Vt1 consists of elements invertible in ZD
m−1,p
N . By continuing
this argument inductively, we conclude that V1 ≡ Vtℓ consists of elements invertible in ZD
m−1,p
N . In
particular, we see that ϕ−1 ∈ ZDm−1,pN . The bootstrapping argument from the proof of Lemma 2.5 now
implies that ϕ−1 ∈ ZDm,pN . The last statement of the proposition follows from the analogous results
for the asymptotic group ADm,pN (see [16, Proposition 5.2], [19]) and the fact that ZD
m,p
N is a closed
submanifold in ADm,pN .
By combining Proposition 2.3 with Proposition 2.4 we obtain the following important
Theorem 2.1. For m > 3 + (2/p) the set ZDm,pN is a topological group under composition of diffeo-
morphisms. In addition, the composition map (ψ, ϕ) 7→ ψ ◦ ϕ, ZDm,pN ×ZD
m−1,p
N → ZD
m−1,p
N and the
inverse map ϕ 7→ ϕ−1, ZDm,pN → ZD
m−1,p
N are C
1-smooth.
The Asymptotic Homomorphism of ZDm,pN : The asymptotic group ZD
m,p
N has a natural homo-
morphism onto a finite dimensional Lie group. Here we define and study the main properties of this
homomorphism. Assume that m > 3 + (2/p) and N ≥ 0. Then, any ϕ ∈ ZDm,pN can be written in the
form
ϕ(x, y) = z +
∑
0≤k+l≤N
akl
zkz¯l
+ f, f ∈Wm,pγN ,
where f(x, y) = o
(
1/〈z〉N
)
by Proposition A.1 and Remark A.2. Denote by ρ̂ the map that assigns to
an asymptotic diffeomorphism ϕ ∈ ZDm,pN its asymptotic part ρ̂(ϕ) :=
∑
0≤k+l≤N
akl
zkz¯l
, that we identify
with a point in CM = R2M represented by the real and the imaginary part of the asymptotic coefficients
akl, 0 ≤ k+ l ≤ N . Here M ≡MN denotes the total number of the asymptotic coefficients. In this way
we obtain the real analytic map
ρ̂ : ZDm,pN → R
2M . (22)
Denote by Â ≡ ÂN the image of (22) in R2M . Obviously, Â is an open set in R2M . Let us introduce
the following multiplication operation on the elements of Â: Take a, b ∈ Â. Then, for ϕ, ψ ∈ ZDm,pN
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such that a = ρ̂(ϕ) and b = ρ̂(ψ), we set
a ⋆ b := ρ̂(ϕ ◦ ψ). (23)
It is clear from the arguments in the proof of Lemma 2.4 that the definition above is independent of
the choice of ϕ, ψ ∈ ZDm,pN such that a = ρ̂(ϕ) and b = ρ̂(ψ) and that
Â× Â→ Â, (a, b) 7→ a ⋆ b,
is a polynomial map. Since the composition of diffeomorphisms is associative, we see from (23) that
the ⋆-product is associative (but not commutative). The element of Â corresponding to 0 ∈ R2M is the
identity element e ∈ Â. Since ZDm,pN is a group, one also concludes from (23) that the elements of Â
are invertible and for a = ρ̂(ϕ) we have that a−1 = ρ̂(ϕ−1). This shows that Â ≡ ÂN is a group. Note
that for N = 0 we have that
(
Â0, ⋆
)
=
(
R2,+
)
. In fact, we have the following proposition.
Proposition 2.5. For any N ≥ 0 we have:
(i)
(
ÂN , ⋆
)
is a group modeled on R2M with real analytic product and inverse operations.
(ii) For any m > 3 + (2/p) the map ρ̂ : ZDm,pN → ÂN is a homomorphism of real analytic groups.
Remark 2.3. In geometrical terms, the group Â can be identified with a group of germs of real analytic
diffeomorphism on the Riemann sphere that are defined in an open neighborhood of ∞ and have ∞ as
a fixed point.
Proof of Proposition 2.5. It remains to prove item (i) only. As described above, we identify the elements
of Â with points in R2M . Denote F (a, b) := a ⋆ b. Then, F : Â × Â → Â is a polynomial map that is
defined in an open neighborhood of zero (that corresponds to the identity element e).3 Since e ⋆ e = e
and a ⋆ e = a, we obtain that for any a ∈ R2M ,
F (0, 0) = 0 and F (a, 0) = a.
In particular, the partial derivative of F with respect to the first argument
(
D1F
)
(0, 0) is the identity
2M × 2M matrix. Hence, by the inverse function theorem, there exists an open neighborhood U(e) of
the zero in R2M and a unique real analytic map IU : U(e) → Â, b 7→ IU (b), such that F
(
IU (b), b
)
= 0
for any b ∈ U(e). This implies that for any b ∈ U(e) we have that
IU (b) = b
−1,
and hence, the inverse operation in Â is real analytic in the open neighborhood U(e). Further, we argue
as in the proof of Proposition 2.4: Take an arbitrary element a• ∈ Â. Then, since a• is invertible,
we obtain from the inverse function theorem that the right and the left translation a
Ra•7−→ a ⋆ a• and
a
La•7−→ a• ⋆a are real analytic diffeomorphisms of Â so that R−1a• = Ra−1• and L
−1
a• = La−1• . Now, consider
the open neighborhood
U(a•) := Ra•
(
U(e)
)
=
{
a ⋆ a•
∣∣ a ∈ U(e)}
of a• in Â. Note that for any c ∈ U(a•) we have that c = a ⋆ a• and hence
c−1 = a−1• ⋆ a
−1 = La−1
•
(
IU (a)
)
=
(
La−1
•
◦ IU ◦Ra−1
•
)
(c).
Since the maps La−1
•
: Â→ Â, Ra−1
•
: Â→ Â, and IU : U(e)→ Â appearing on the right hand side of
the formula above are real analytic, we conclude that the inverse operation on Â is real analytic when
restricted to U(a•). This completes the proof of the proposition.
3Note that F is a well defined polynomial map R2M × R2M → R2M .
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Now, take a curve ϕ ∈ C1
(
(−ε, ǫ),ZDm,pN
)
with ε > 0 such that
.
ϕ|t=0 = u. Then, by (23), for any
given ψ ∈ ZDm,pN we have that
ρ̂
(
ϕ(t) ◦ ψ
)
= ρ̂
(
ϕ(t)
)
⋆ ρ̂(ψ), t ∈ (−ε, ε). (24)
Note that the right translation Rψ : ZD
m,p
N → ZD
m,p
N on ZD
m,p
N is an affine linear, and hence a real
analytic map. By taking the t derivative at zero in (24), we then obtain that for any u ∈ Zm,pN ,
ρ̂∗(u ◦ ψ) = deRρ̂(ψ)
(
ρ̂∗(u)
)
, (25)
where ρ̂∗ : Z
m,p
N → R
2M denotes the linear map assigning to u ∈ Zm,pN its asymptotic part and
deRa : R
2M → R2M with a ∈ Â is the differential of the right translation in Â at the identity element
e ∈ Â .
3 The Cauchy operator in asymptotic spaces
In this section we study the properties of the Cauchy operator ∂z acting on the scale of asymptotic
spaces Zm,pN . To this end, we first study the properties of this operator on the scale of weighted Sobolev
spaces Wm,pδ with δ ∈ R. In particular, we show that as in the case of the Laplace operator (cf. [14]),
the Cauchy operator is an injective or surjective Fredholm operator for all but a discrete values of the
weight δ ∈ R. In the Fredholm case we describe explicitly the kernel and the (closed) image of ∂z. Note
that the fundamental solution of the Cauchy operator ∂z is K := 1/πz¯. The following estimate will play
an important role in our analysis.
Lemma 3.1. Let Ψ be a C∞-smooth complex valued function such that Ψ(z, z¯) = 1/z¯ for |z| ≥ 2 and∣∣Ψ(z, z¯)∣∣ ≤ 1 for z ∈ C. For z, w ∈ C and any given l ∈ Z≥0 define,
K(z¯, w¯) :=
1
z¯ − w¯
, K˜l(z, z¯;w, w¯) := Ψ(z, z¯)
l∑
k=0
w¯kΨ(z, z¯)k.
Then, there exists a constant C ≡ C(l) > 0 such that for any z, w ∈ C,
∣∣K(z¯, w¯)− K˜l(z, z¯;w, w¯)∣∣ ≤ C(l) 〈w〉l+1
|z − w|〈z〉l+1
. (26)
Proof of Lemma 3.1. We will prove (26) with 〈z〉l+1 and 〈w〉l+1 replaced by 1 + |z|l+1 and 1 + |w|l+1
respectively. Assume that
∣∣w
z
∣∣ ≥ 12 . If |z| ≥ 2 then∣∣∣(K − K˜l) (z¯ − w¯)(1 + |z|l+1)∣∣∣ = (1 + |z|l+1)∣∣∣1− (z¯ − w¯)Ψ(z, z¯) l∑
k=0
w¯kΨ(z, z¯)k
∣∣∣ (27)
= (1 + |z|l+1)
∣∣∣∣∣1− (1− w¯z¯ )
l∑
k=0
w¯k
z¯k
∣∣∣∣∣
= (1 + |z|l+1)
∣∣∣ w¯
z¯
∣∣∣l+1 ≤ (1 + 1
|z|l+1
)
(1 + |w|l+1)
≤ 2
(
1 + |w|l+1
)
which proves (26) in the considered case. If |z| ≤ 2 then the right hand side of (27) is estimated by(
1 + 2l+1
)(
1 + 3|w|
∑l
k=0 |w
k|
)
, since
∣∣Ψ(z, z¯)∣∣ ≤ 1 and |z¯ − w¯| ≤ |z|+ |w| ≤ 3|w|. This, together with
the estimate
|w|
l∑
k=0
|w|k = |w|
1 + |w|l+1
1 + |w|
≤ 1 + |w|l+1,
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then implies that the right hand side of (27) is bounded by 4
(
1 + 2l+1
)(
1 + |w|l+1
)
. This proves (26)
in the case when
∣∣w
z
∣∣ ≥ 12 .
Now, assume that
∣∣w
z
∣∣ ≤ 12 . Then, K(z¯, w¯) = 1z¯ ∑∞k=0( w¯z¯ )k. If |z| ≥ 2 we have∣∣∣K(z¯, w¯)− K˜l(z, z¯;w, w¯)∣∣∣ =
∣∣∣∣∣1z¯
∞∑
k=l+1
( w¯
z¯
)k∣∣∣∣∣ ≤ 2|z| |w|l+1|z|l+1
≤
3
2
2
|z − w|
|w|l+1
|z|l+1
≤ 3
1 + |w|l+1
|z − w|(1 + |z|l+1)
where we used that
|z − w| ≤ |z|+ |w| ≤
3
2
|z| and
|w|l+1
|z|l+1
≤
1 + |w|l+1
1 + |z|l+1
. (28)
The second inequality in (28) follows from the estimate
|w|l+1
(
1 + |z|l+1
)
− |z|l+1
(
1 + |w|l+1
)
= |w|l+1 − |z|l+1 =
( 1
2l+1
− 1
)
|z|l+1 ≤ 0.
If |z| ≤ 2 we obtain from
∣∣Ψ(z, z¯)∣∣ ≤ 1 and ∣∣wz ∣∣ ≤ 12 that∣∣∣K(z¯, w¯)− K˜l(z, z¯;w, w¯)∣∣∣ =
∣∣∣∣∣1z¯
∞∑
k=l+1
( w¯
z¯
)k
+
1
z¯
l∑
k=0
( w¯
z¯
)k(
1− z¯k+1Ψ(z, z¯)k+1
)∣∣∣∣∣
≤
1
|z|
∞∑
k=l+1
∣∣∣w
z
∣∣∣k + 1
|z|
l∑
k=0
(1
2
)k(
1 + 2k+1
)
≤
2
|z|
|w|l+1
|z|l+1
+
1
|z|
(4 + 2l)
≤ C(l)
(1 + |w|l+1)
|z − w|(1 + |z|l+1)
where, in order to conclude the final estimate, we used (28) and the fact that
1 ≤
(
1 + 2l+1
) 1 + |w|l+1
1 + |z|l+1
for any |z| ≤ 2 and for any w ∈ C. This completes the proof of the lemma.
We will use Lemma 3.1 to construct a bounded map that inverts the Cauchy operator acting on
weighed Sobolev and asymptotic spaces. For 1p +
1
q = 1 consider the non-degenerate pairing
(·, ·) : Lpδ × L
q
−δ → C, (u, v) :=
∫
R2
uv dx dy = −
1
2i
∫
C
uv dz ∧ dz¯ (29)
where Lpδ ≡ W
0,p
δ consists of maps u : C → C such that |u|〈z〉
δ ∈ Lp(C,R). Note that by Ho¨lder’s
inequality |(u, v)| ≤ ‖u‖Lpδ‖v‖L
q
−δ
, and hence the bilinear map in (29) is bounded. For any u, v ∈ C∞c ,
(
∂zu, v
)
= −
1
2i
∫
C
(
(uv)z − uvz
)
dz ∧ dz¯ = −
(
u, ∂zv
)
,
where we used that by Stokes’ theorem∫
C
(uv)z dz ∧ dz¯ =
∫
|z|≤R
d
(
uv dz¯
)
=
∮
|z|=R
uv dz¯ = 0
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for R > 0 taken sufficiently large.
Denote by X∗ the dual of the Banach space X . The Cauchy operator extends to a continuous
operator ∂z : S
′ → S′ where S′ denotes Schwartz space of tempered distributions acting on the Schwartz
space S of maps C→ C. The continuity of the pairing (29) then easily implies that for any u ∈ Lpδ we
have that ∂zu ∈ (W
1,q
−δ−1)
∗ and the map ∂z : L
p
δ → (W
1,q
−δ−1)
∗ is bounded. Moreover, for u ∈ Lpδ with
∂zu ∈ L
p
δ+1 we have that for any v ∈ L
q
−δ−1,(
∂zv
)
(u) = −
(
v, ∂zu
)
. (30)
We will first prove the following simple lemma.
Lemma 3.2. Assume that δ + (2/p) > 0. Then, u ∈ Lpδ and ∂zu = 0 imply that u = 0. In particular,
the (bounded) map ∂z :W
1,p
δ → L
p
δ+1 is injective.
Remark 3.1. In fact, one can easily see by using the Fourier transform that the kernel of the Cauchy
operator ∂z : S
′ → S′ consists of all polynomials of z¯ with complex coefficients, ker ∂z = C[z¯]. Then,
Lemma 3.2 follows, since for δ + (2/p) > 0 we have that z¯k /∈ Lpδ for any k ≥ 0.
Proof of Lemma 3.2. Assume that u ∈ Lpδ and ∂zu = 0. Take an arbitrary test function ϕ ∈ C
∞
c . Since
δ + (2/p) > 0 we conclude that (δ + 2)q > 2 where (1/p) + (1/q) = 1. This, together with the estimate
K ∗ ϕ = O
(
1/〈z〉
)
, implies that K ∗ ϕ ∈ Lq−δ−1. By using that K is the fundamental solution of ∂z we
obtain from (30) that (
ϕ, u
)
=
(
∂z(K ∗ ϕ)
)
(u) = −
(
K ∗ ϕ, ∂zu
)
= 0
since ∂zu = 0. Since this holds for any ϕ ∈ C∞c , we conclude that u = 0.
Further, we prove
Lemma 3.3. For any weight δ ∈ R we have that u ∈ Lpδ and ∂zu ∈ L
p
δ+1 imply that u ∈ W
1,p
δ .
Proof of Lemma 3.3. By multiplying u with the weight 〈z〉α with α ∈ R appropriately chosen, we reduce
the lemma to the case when 0 < δ+(2/p) < 1. Take u ∈ Lpδ and f := ∂zu ∈ L
p
δ+1 with 0 < δ+(2/p) < 1.
Let (fk)k≥1 be a sequence in C
∞
c such that fk → f in L
p
δ+1 as k →∞. Denote
uk := K ∗ fk . (31)
Since K ∈ S′ is the fundamental solution of the Cauchy operator ∂z, we have that for any k ≥ 1,
∂zuk = fk and ∂z¯uk = (∂z¯K) ∗ fk (32)
in distributional sense in S′. A direct computation shows that
∂z¯K = −p.v.
1
πz¯2
∈ S′ (33)
where p.v. denotes the Cauchy principal value. In fact, for any test function ϕ ∈ C∞c and R > 0
sufficiently large we have
(
∂z¯K
)
(ϕ) = −(K, ∂z¯ϕ) =
1
2πi
∫
C
1
z¯
ϕz¯ dz ∧ dz¯ =
1
2πi
lim
r→0+
∫
r≤|z|≤R
1
z¯
ϕz¯ dz ∧ dz¯
=
1
2πi
lim
r→0+
∫
r≤|z|≤R
∂z¯
(1
z¯
ϕ
)
dz ∧ dz¯ +
1
2πi
lim
r→0+
∫
r≤|z|≤R
1
z¯2
ϕdz ∧ dz¯
=
1
2i
p.v.
∫
C
1
πz¯2
ϕdz ∧ dz¯.
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Here we used Stokes’ theorem to obtain
lim
r→0+
∫
r≤|z|≤R
∂z¯
(1
z¯
ϕ
)
dz ∧ dz¯ = − lim
r→0+
∫
r≤|z|≤R
d
(1
z¯
ϕ dz
)
= lim
r→0+
∮
|z|=r
1
z¯
ϕ dz
= i lim
r→0+
∫ 2π
0
e2iθϕ(reiθ) dθ = 0.
By Lemma 1 in [14] (cf. Theorem B* in [25] and Lemma 2.4 in [13]) for 0 < δ + (2/p) < 1, the
convolution with the fundamental solution K of the Cauchy operator ∂z extends to a bounded linear
map Lpδ+1 → L
p
δ . Moreover, by Theorem 3 in [26, Ch. II, §4], Theorem 1 in [24], and (33), for
0 < δ + (2/p) < 2, the convolution with ∂z¯K extends to a bounded linear map L
p
δ+1 → L
p
δ+1. (Note
that the cancellation condition required in Theorem 3 in [26, Ch. II,§4] holds, since 1/z¯2 = e2iθ/r2 and∫ 2π
0
e2iθ dθ = 0.) In particular, by passing to the limit in (31) we obtain that
u˜ := K ∗ f = lim
k→∞
K ∗ fk ∈ L
p
δ
where the limit exists in Lpδ . Similarly, by passing to the limit in S
′ in (32) we obtain that
∂zu˜ = f ∈ L
p
δ+1 and ∂z¯ u˜ = (∂z¯K) ∗ f ∈ L
p
δ+1.
This implies that u˜ ∈ W 1,pδ . Since ∂zu˜ = ∂zu = f , we obtain from the first statement of Lemma 3.2
that u = u˜. Hence, u ∈W 1,pδ . This completes the proof of the lemma.
As a direct consequence of these results we obtain
Proposition 3.1. For 0 < δ + (2/p) < 1 the map ∂z : W
1,p
δ → L
p
δ+1 is an isomorphism of Banach
spaces.
Proof of Proposition 3.1. For any f ∈ Lpδ+1 define u := K∗f . Since for 0 < δ+(2/p) < 1 the convolution
with K extends to a bounded map Lpδ+1 → L
p
δ , we obtain that u ∈ L
p
δ . A simple continuity argument
and the fact that K is the fundamental solution of ∂z then implies that ∂zu = f ∈ L
p
δ+1. Hence, by
Lemma 3.3, we obtain that u ∈W 1,pδ . This, together with ∂zu = f , finally gives that ∂z :W
1,p
δ → L
p
δ+1
is onto. The injectivity of this map follows from Lemma 3.2. The statement of the proposition then
follows from the open mapping theorem.
We also have
Proposition 3.2. For l+1 < δ+(2/p) < l+2 and l ∈ Z≥0 the map ∂z :W
1,p
δ → L
p
δ+1 is injective with
closed in Lpδ+1 image Rl :=
{
f ∈ Lpδ+1
∣∣ (f, z¯k) = 0 for 0 ≤ k ≤ l} of (complex) co-dimension l + 1.
Proof of Proposition 3.2. For a given l ≥ 0 and z, w ∈ C denote
Fl(z, z¯;w, w¯) := K(z¯, w¯)− K˜l(z, z¯;w, w¯).
Note that by Lemma 3.1, ∣∣Fl(z, z¯;w, w¯)∣∣ ≤ C(l) 〈w〉l+1
|z − w|〈z〉l+1
. (34)
Then the map,
Fl : C
∞
c → C
∞, Fl
(
u
)
(z, z¯) := −
1
2πi
∫
C
Fl(z, z¯;w, w¯)u(w, w¯) dw ∧ dw¯, (35)
associated to the kernel Fl/π extends to a bounded linear map L
p
δ+1 → L
p
δ . In order to see this, note
that (35) can be decomposed as
Fl = (Ml+1)
−1 ◦ F ◦Ml+1 (36)
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where for any given weight µ ∈ R,
Ml+1 : L
p
µ → L
p
µ−(l+1), f 7→ 〈z〉
l+1f,
is a linear isomorphism and F : C∞c → C
∞ is of the form (35) with kernel F (z, z¯;w, w¯) satisfying, by
the estimate (34), the inequality ∣∣F (z, z¯;w, w¯)∣∣ ≤ C
|z − w|
with a constant C > 0 depending only on l ≥ 0. This, together with the estimate
0 <
[
δ − (l + 1)
]
+ (2/p) < 1,
then implies that the map F : C∞c → C
∞ extends to a bounded linear map Lp[δ−(l+1)]+1 → L
p
δ−(l+1), as
discussed in the proof of Lemma 3.3. Hence, in view of the decomposition (36), the map (35) extends
to a bounded linear map
Fl : L
p
δ+1 → L
p
δ . (37)
Then, for any f ∈ Lpδ+1,
K ∗ f = K˜l(f) + Fl(f), (38)
where K˜l : L
p
δ+1 → C
∞ is the integral operator with kernel K˜l/π,
K˜l(f) :=
Ψ
π
l∑
k=0
(
f, z¯k
)
Ψk. (39)
Remark 3.2. In view of the definition of Ψ we see that K˜l(f) ∈ C∞ and that for |z| ≥ 2,
K˜l(f) =
1
π
l+1∑
k=1
(
f, z¯k−1
) 1
z¯k
, (40)
for any f ∈ Lpδ+1. This, together with Lemma 2.1, then implies that K˜(f) ∈ Z
m,p
l+1 for any regularity
exponent m ≥ 0. In addition, the linear map K˜l : L
p
δ+1 → Z
m,p
l+1 is bounded for any m ≥ 0.
Note that for l + 1 < δ + (2/p) < l + 2 we have (δ + 1− l)q > 2 which implies that
z¯k ∈ Lq−(δ+1)+(l−k) ⊆ L
q
−(δ+1) (41)
for any 0 ≤ k ≤ l. In particular, we see that for any u ∈ Lpδ+1 and for any 0 ≤ k ≤ l the pairing
(
f, z¯k
)
appearing in (39) is well-defined and continuous considered as a function of its first argument f ∈ Lpδ+1.
Now, take f ∈ Lpδ+1 ∩ Rl. By (39) and the fact that f ∈ Rl we obtain that K˜(f) = 0. This, together
with (38) and (37), then implies that
K ∗ f = Fl(f) ∈ L
p
δ .
Since K is the fundamental solution of ∂z we also have that ∂z
(
K ∗ f
)
= f ∈ Lpδ+1. Then, by Lemma
3.3 we obtain that K ∗ f ∈ W 1,pδ . This proves that Rl is contained in the image of ∂z : W
1,p
δ → L
p
δ+1.
On the other side, it follows from (41) that for u ∈W 1,pδ and for any 0 ≤ k ≤ l,(
∂zu, z¯
k
)
= −
(
u, ∂z(z¯
k)
)
= 0.
Hence, Rl is the image of ∂z :W
1,p
δ → L
p
δ+1. The injectivity of this map follows from Lemma 3.2. This
completes the proof of the proposition.
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The last two theorems can be generalized for an arbitrary regularity exponent m ≥ 0.
Theorem 3.1. Assume that m ∈ Z≥0. Then
(i) For 0 < δ + (2/p) < 1 the map ∂z :W
m+1,p
δ → W
m,p
δ+1 is an isomorphism of Banach spaces.
(ii) For l+1 < δ+(2/p) < l+2, l ∈ Z≥0, and any regularity exponent m ≥ 0 the map ∂z :W
m+1,p
δ →
Wm,pδ+1 is injective with closed in W
m,p
δ+1 image Rl :=
{
f ∈ Wm,pδ+1
∣∣ (f, z¯k) = 0 for 0 ≤ k ≤ l} of
(complex) co-dimension l + 1.
Remark 3.3. Theorem 3.1 also holds with ∂z replaced by ∂z¯ and Rl replaced by
Rl :=
{
f ∈ Wm,pδ+1
∣∣ (f, zk) = 0 for 0 ≤ k ≤ l}.
Proof of Theorem 3.1. We will prove the theorem by induction in the regularity exponent m ≥ 0. For
m = 0 the statement follows from Proposition 3.1. Now, take m ≥ 1 and assume that the statement
holds for m replaced by m− 1 ≥ 0. Take f ∈ Wm,pδ+1 ⊆ W
m−1,p
δ+1 ⊆ L
p
δ+1. By the induction hypothesis,
there exists u ∈ Wm,pδ such that ∂zu = f . Then for any multi-index α ∈ Z
2
≥0 with |α| ≤ m we have
that ∂αf ∈ Lpδ+|α|+1. Hence, ∂
αu ∈ Lpδ+|α| and
∂z
(
∂αu
)
= ∂α
(
∂zu
)
= ∂αz f ∈ L
p
δ+|α|+1.
Next, we apply Lemma 3.3 to conclude that that ∂αu ∈ W 1,pδ+|α| for any |α| ≤ m. This implies that
u ∈Wm+1,pδ . Hence, ∂z :W
m+1,p
δ →W
m,p
δ+1 is onto. The injectivity of this map follows from Lemma 3.2.
The first statement of the theorem then follows from the open mapping theorem. The same arguments,
together with Proposition 3.2, prove the second statement of theorem.
Recall that for m > 2/p and N ≥ 0 the weight γN of the remainder space Wm,pγN of the asymptotic
space Zm,pγN (cf. (4)) are taken of the form γN = N + γ0 where 0 < γ0+(2/p) < 1. In particular, we see
that
N < γN + (2/p) < N + 1. (42)
Then, by Theorem 3.1 above, the map ∂z :W
m+1,p
γN →W
m,p
γN+1
is injective with closed in Wm,pγN+1 image
∂z
(
Wm+1,pγN
)
=
{
f ∈Wm,pγN+1
∣∣ (f, z¯k) = 0 for 0 ≤ k ≤ N − 1}
where we assume that for N = 0 the set on the right hand side is equal to Wm,pγN+1, and hence, the map
is an isomorphism. In fact, our method allows to construct a right inverse of the map ∂z : W
m+1,p
γN →
Wm,pγN+1 that is defined on the whole of W
m,p
γN+1
and takes values in the asymptotic space Zm+1,pN . More
specifically, we have the following important proposition.
Proposition 3.3. For any m,N ≥ 0, m+ 1 > 2/p, there exists a bounded map L : Wm,pγN+1 → Z
m+1,p
1,N
such that for any f ∈Wm,pγN+1 we have that ∂z
(
L(f)
)
= f and
L(f) =
χ
π
N∑
k=1
(
f, z¯k−1
) 1
z¯k
+R(f)
where R : Wm,pγN+1 → W
m+1,p
γN is a bounded linear map and for N = 0 we omit the summation term in
the formula.
Proof of Proposition 3.3. The case when N = 0 is trivial since the map ∂z : W
m+1,p
γN → W
m,p
γN+1
is an
isomorphism. For N ≥ 1 consider the bounded linear map P :Wm,pγN+1 →W
m,p
γN+1
,
P(f) := f −
1
π
N∑
k=1
(
f, z¯k−1
) χz
z¯k
, (43)
18
where χz ≡ ∂zχ ∈ C∞c . Note that for any k ∈ Z we have by Stokes’ theorem that(
χz, 1/z¯
k
)
= −
1
2i
∫
|z|≤R
d
( χ
z¯k
dz¯
)
= −
1
2i
∮
|z|=R
dz¯
z¯k
= πδk1 (44)
where R > 0 is chosen sufficiently large. This, together with (43), then implies that
(
P(f), z¯k
)
= 0 for
any 0 ≤ k ≤ N − 1. Hence, by Theorem 3.1,
P
(
Wm,pγN+1
)
= ∂z
(
Wm+1,pγN
)
.
Since the map ∂z :W
m+1,p
γN →W
m,p
γN+1
is injective with closed image, we obtain from the open mapping
theorem that there is a bounded linear map ı : ∂z
(
Wm+1,pγN
)
→Wm+1,pγN such that ∂z
(
ı(f)
)
= f for any
f ∈ ∂z
(
Wm+1,pγN
)
. In particular, we have that ∂z
((
ı◦P
)
(f)
)
= P(f) for any f ∈Wm,pγN+1. This, together
with (43) then gives that
∂z
((
ı ◦ P
)
(f) +
χ
π
N∑
k=1
(
f, z¯k−1
) 1
z¯k
)
= f
for any f ∈Wm,pγN+1. By setting R(f) :=
(
ı ◦ P
)
(f) and
L(f) :=
χ
π
N∑
k=1
(
f, z¯k−1
) 1
z¯k
+
(
ı ◦ P
)
(f), f ∈Wm,pγN+1,
we conclude the proof of the proposition.
Now, we are ready to study the action of the Cauchy operator ∂z on the scale of asymptotic spaces
Zm,pN . To this end, recall that
Z˜m,pN ≡
{ χ
z2
∑
0≤k+l≤N−2
akl
zkz¯l
+ f
∣∣∣ f ∈Wm,pγN and akl ∈ C}
and
Zm,pn,N ≡
{
χ
∑
n≤k+l≤N
akl
zkz¯l
+ f
∣∣∣ f ∈Wm,pγN and akl ∈ C} (45)
where 0 ≤ n ≤ N + 1 and we set that Zm,pN+1,N ≡W
m,p
γN and Z˜
m,p
1 ≡W
m,p
γ1 . Then, we have
Theorem 3.2. For any m > 2/p and N ≥ 0 we have that ∂z : Z
m+1,p
1,N → Z˜
m,p
N+1 is an isomorphism of
Banach spaces.
Remark 3.4. Similar statement holds for the Cauchy operator ∂z¯ if we replace Z˜
m,p
N+1 by the space(
Z˜m,pN+1
)
=
{ χ
z¯2
∑
0≤k+l≤N−1
akl
zkz¯l
+ f
∣∣∣ f ∈ Wm,pγN+1 and akl ∈ C}.
Moreover, one easily sees from Theorem 3.2 and the equality ∂z¯ = τ ◦ ∂z ◦ τ where τ : u 7→ u¯ is
the operation of taking the complex conjugate of a function that ∂−1z¯ = τ ◦ ∂
−1
z ◦ τ , and similarly
∂−1z = τ ◦ ∂
−1
z¯ ◦ τ . Finally, note that ∂
−1
z and ∂
−1
z¯ commute, since the Cauchy operators ∂z and ∂z¯
commute.
Proof of Theorem 3.2. Let us first show that the map is well defined. For any k ≥ 1 and l ≥ 0 we have
∂z
( χ
zkz¯l
)
= −k
χ
z2
1
zk−1z¯l
+ g (46)
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where g := χz/z
kz¯l ∈ C∞c ⊆W
m,p
γN+1
. Similarly, ∂z
(
χ/z¯l
)
= χz/z¯
l ∈ C∞c ⊆W
m,p
γN+1
. This, together with
the fact that ∂z :W
m+1,p
γN →W
m,p
γN+1
, shows that ∂z
(
Zm+1,p1,N
)
⊆ Z˜m,pN+1. Hence, the map
∂z : Z
m+1,p
1,N → Z˜
m,p
N+1 (47)
is well defined. Further, note that Zm+1,p1,N ⊆ W
1,p
γ0 where γ0 + (2/p) > 0. Hence, the map (47) is
injective by Lemma 3.2. Let us now prove that the map is onto. Take u ∈ Z˜m,pN+1,
u =
χ
z2
∑
0≤k+l≤N−1
akl
zkz¯l
+ f, f ∈ Wm,pγN+1.
Then, we obtain from (46) that
u = ∂z
 ∑
0≤k+l≤N−1
(
−
akl
k + 1
) χ
zk+1z¯l
+ (f − g˜) = ∂z
 ∑
0≤k+l≤N−1
(
−
akl
k + 1
) χ
zk+1z¯l
+ L
(
f − g˜
)
where g˜ ∈ C∞c ⊆ W
m,p
γN+1
and L : Wm,pγN+1 → Z
m+1,p
1,N is the map in Proposition 3.3. Note that∑
0≤k+l≤N−1
(
− aklk+1
)
χ
zk+1z¯l ∈ Z
m+1,p
1,N . This shows that (47) is a bijective map onto its image. The
statement of the theorem then follows from the open mapping theorem.
The following result can be considered as a (global in time) existence and uniqueness theorem for
spatial asymptotic (ODE) solutions of an asymptotic vector field of class Zm,pN on R
2. In particular, the
result implies that the group ZDm,pN has a well defined Lie group exponential map ExpLG : ZD
m,p
N →
ZDm,pN .
Lemma 3.4. Let u ∈ C ([0, T ],Zm,pN ) for some T > 0 and m > 2 + (2/p). Then there exists a unique
solution ϕ ∈ C1 ([0, T ],ZDm,pN ) of the equation
.
ϕ = u ◦ ϕ, ϕ
∣∣
t=0
= id. (48)
Proof of Lemma 3.4. For any t ∈ [0, T ] and ϕ ∈ Zm−1,pN denote F (t, ϕ) := u(t)◦ϕ. By Theorem 2.1, the
map F : [0, T ]×ZDm−1,pN → ZD
m−1,p
N and its partial derivative with respect to the second argument,
D2F : [0, T ]×ZD
m−1,p
N → L(Z
m−1,p
N ,Z
m−1,p
N ),
are continuous. In particular, F is locally Lipschitz and, by the existence and uniqueness theorems for
solutions of ordinary differential equations (ODEs) in Banach spaces (e.g. see [30]), we obtain that for
any t0 ∈ [0, T ] there exists ε0 > 0 such that there is a unique solution ϕ ∈ C1
(
[t0−ε0, t0+ε0],ZD
m−1,p
N
)
of (48). Take an arbitrary ψ0 ∈ ZD
m−1,p
N . Since the right translation Rψ0 : ZD
m−1,p
N → ZD
m−1,p
N ,
Rψ0(ϕ) := ϕ ◦ψ0, is a C
∞-smooth map4, we obtain from the uniqueness theorem for solutions of ODEs
in Banach spaces that the curve ψ := ϕ ◦ ψ0 ∈ C
1
(
[t0 − ε0, t0 + ε0],ZD
m−1,p
N
)
is the unique solution of
.
ψ = u ◦ ψ, ψ
∣∣
t=t0
= ψ0,
on the interval [t0 − ε0, t0 + ε0]. This implies that equation (48) has a unique solution
ϕ ∈ C1
(
[0, T ],ZDm−1,pN
)
. (49)
It remains to show that ϕ(t) ∈ ZDm,pN . By applying the pointwise derivative to equation (48) we obtain
that
(dϕ). = du ◦ ϕ · dϕ.
4This follows from Proposition 2.3 and the fact that the right translation is an affine linear map.
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Consider the linear system
.
Y = A(t)Y , Y
∣∣
t=0
= I, where A(t) := d(u(t))◦ϕ. Since A : [0, T ]→ Zm−1,pN+1
is continuous, this linear system has a unique solution Y ∈ C
(
[0, T ],Zm−1,pN+1 ). This implies that dϕ ∈
C
(
[0, T ],Zm−1,pN+1 ). Since
dϕ =
(
1 + wz wz¯
wz 1 + wz¯
)
where ϕ = z + w and w ∈ Zm−1,pN , we conclude that wz ∈ C
(
[0, T ],Zm−1,pN+1
)
, and hence
∂zw ≡ wz ∈ C
(
[0, T ], Z˜m−1,pN+1
)
. (50)
Finally, by using that by Theorem 3.2 the map ∂z : Z
m,p
1,N → Z˜
m−1,p
N+1 is a linear isomorphism of Banach
spaces, we obtain from (49) and (50) that w ∈ C
(
[0, T ],Zm,pN
)
. Hence, ϕ ∈ C
(
[0, T ],ZDm,pN
)
. This
completes the proof of the Lemma.
The following two propositions are used in the proof of Theorem 1.1 that was stated in the Intro-
duction.
Lemma 3.5. For m > 3 + (2/p) the map
F : (ϕ, v) 7→
(
Rϕ ◦ ∂z ◦Rϕ−1
)
(v), ZDm,pN × Z
m,p
N → Z˜
m−1,p
N+1 , (51)
is real analytic (see Remark 3.5).
Remark 3.5. Note that the asymptotic space Zm,pN is a complex Banach space and ZD
m,p
N is a complex
manifold modeled on Zm,pN . The map (51) is not real analytic with respect to the complex structure on
Zm,pN and ZD
m,p
N but it becomes a real analytic map if we ignore the complex structure on Z
m,p
N and
ZDm,pN and consider them as real Banach manifolds. In what follows, real analyticity is understood in
this sense.
Proof of Lemma 3.5. Take ϕ ∈ ZDm,pN such that ϕ = z + u with u ∈ Z
m,p
N and let v ∈ Z
m,p
N . The fact
that (
Rϕ ◦ ∂z ◦Rϕ−1
)
(v) ∈ Z˜m−1,pN+1 (52)
follows from Theorem 2.1, Theorem 3.2 and the second statement of Lemma 2.4. Then, ϕ and v are
C1-smooth maps and by the chain rule ∂z
(
Rϕ−1(v)
)
= vz ◦ ψ · ψz + vz¯ ◦ ψ · ψz where we set ψ := ϕ
−1.
This implies that
Rϕ
(
∂z
(
Rϕ−1(v)
))
= vz · ψz ◦ ϕ+ vz¯ · ψz ◦ ϕ.
By taking the derivative in the equality ψ ◦ ϕ = id, we obtain that(
ϕz ϕz
ϕz¯ ϕz¯
)(
ψz ◦ ϕ
ψz¯ ◦ ϕ
)
=
(
1
0
)
.
This implies that ψz ◦ ϕ = ϕz¯/D and ψz ◦ ϕ = −ϕz/D where
D ≡ D(ϕ) := ϕzϕ¯z¯ − ϕz¯ϕ¯z = 1 +
[
(uz + u¯z¯) + (uzu¯z¯ + uz¯u¯z)
]
(53)
is the determinant of the Jacobian matrix of the diffeomorphism ϕ. This implies that(
Rϕ ◦ ∂z ◦Rϕ−1
)
(v) =
vzϕz¯ − vz¯ϕz
D(ϕ)
=
vz + vzu¯z¯ − vz¯u¯z
D(ϕ)
. (54)
Note that D does not vanish on C since ϕ is a diffeomorphism. Moreover, by (53), the determinant
D ∈ Zm−1,pN+1 has constant asymptotic term equal to one. This and the Banach algebra property in
Zm−1,pN+1 allow us to conclude from Lemma 2.3 that the map
ϕ 7→ 1/D(ϕ), ZDm,pN → Z
m−1,p
N+1 , (55)
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is real analytic. By the Banach algebra property in Zm−1,pN+1 the map
(ϕ, v) 7→ vz + vzu¯z¯ − vz¯u¯z, ZD
m,p
N ×Z
m,p
N → Z
m−1,p
N+1 , (56)
is real analytic. Then, by combining this with (54), (55), (56), and (52), we conclude the proof of the
proposition.
As a corollary we obtain
Proposition 3.4. For m > 3 + (2/p) the map
(ϕ, v) 7→
(
Rϕ ◦ ∂
−1
z ◦Rϕ−1
)
(v), ZDm,pN × Z˜
m−1,p
N+1 → Z
m,p
1,N , (57)
is real analytic. Here ∂−1z denotes the inverse of the Cauchy operator given be Theorem 3.2.
Proof of Proposition 3.4. First, note that by Theorem 2.1, Theorem 3.2 and Lemma 2.4 the map v 7→(
Rϕ ◦ ∂z ◦ Rϕ−1
)
(v), Zm,p1,N → Z˜
m−1,p
N+1 , is a bounded linear map. By Theorem 3.2, this map is a linear
isomorphism with inverse (
Rϕ ◦ ∂z ◦Rϕ−1
)−1
= Rϕ ◦ ∂
−1
z ◦Rϕ−1 . (58)
In particular, Rϕ ◦ ∂z ◦ Rϕ−1 ∈ GL
(
Zm,p1,N , Z˜
m−1,p
N+1
)
where GL(X,Y ) denotes the Banach manifold of
linear isomorphisms between two Banach spaces X and Y . On the other side, since the map (51) in
Lemma 3.5 is real analytic, we obtain that its first partial derivative G ≡ D2F with respect to the
second argument
G : ZDm,pN → GL
(
Zm,p1,N , Z˜
m−1,p
N+1
)
, ϕ 7→ Rϕ ◦ ∂z ◦Rϕ−1 , (59)
is also real analytic. Note in addition that the map
ı : GL
(
Zm,p1,N , Z˜
m−1,p
N+1
)
→ GL
(
Z˜m−1,pN+1 ,Z
m,p
1,N
)
, L 7→ L−1,
is analytic. It then follows from (58) and (59) that the map
ı ◦G : ϕ 7→ Rϕ ◦ ∂
−1
z ◦Rϕ−1 , ZD
m,p
N → GL
(
Z˜m−1,pN+1 ,Z
m,p
1,N
)
,
is real analytic as it is a composition of real analytic maps. This implies that the map (57) is also real
analytic.
We will see in Section 4 that the non-linear map
Q : u 7→ Q(u) := (uz)
2 + uz¯u¯z, Z
m,p
N → Z˜
m−1,p
N+1 ,
plays an important role in studying the well-posedness of the Euler equation. The fact that Q(u) ∈
Z˜m−1,pN+1 for u ∈ Z
m,p
N follows easily from the fact that Z˜
m−1,p
N+1 is an ideal in Z
m−1,p
N+1 that is closed under
complex conjugation. By arguing as in the proof of Lemma 3.5 we obtain the following
Proposition 3.5. For m > 3 + (2/p) the map
(ϕ, v) 7→
(
Rϕ ◦Q ◦Rϕ−1
)
(v), ZDm,pN ×Z
m,p
N → Z˜
m−1,p
N+1 ,
is real analytic.
Proof of Proposition 3.5. Take ϕ ∈ ZDm,pN and v ∈ Z
m,p
N . By a direct differentiation we obtain that(
Rϕ ◦Q ◦Rϕ−1
)
(v) is a sum of two terms:
((
Rϕ ◦ ∂z ◦Rϕ−1
)
(v)
)2
and
Rϕ
((
∂z¯(v ◦ ϕ
−1)
)
·
(
∂z(v¯ ◦ ϕ
−1)
))
=
((
Rϕ ◦ ∂z ◦Rϕ−1
)
(v¯)
)
·
((
(Rϕ ◦ ∂z ◦Rϕ−1
)
(v¯)
)
.
The statement of the proposition then follows from Lemma 3.5 and the Banach algebra property in
Zm−1,pN+1 .
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4 Local existence and uniqueness of solutions in Zm,pN
In this section we prove a local version of Theorem 1.1 stated in the Introduction. As shown in Appendix
B, the 2d Euler’s equation (1) represented in complex form is{
ut + (uuz + u¯uz¯) = −2pz¯, div u ≡ uz + u¯z¯ = 0,
u|t=0 = u0,
(60)
where p : R2 → R is the scalar pressure. In order to obtain a unique solution of (60) in Zm,pN we will
require that p ∈ Zm+1,p1,N . We will first prove the following proposition.
Proposition 4.1. Assume that m > 2 + (2/p) and u ∈ C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
. Then u
satisfies (60) for some real valued p ≡ p(t) ∈ Zm+1,p1,N , t ∈ [0, T ], if and only if u satisfies
.
u+ (uuz + u¯uz¯) = ∂
−1
z
(
(uz)
2 + |uz¯|
2
)
(61)
with divergence free initial data u0 = u|t=0, div u0 = 0. Here ∂−1z : Z˜
m−1,p
N+3 → Z
m,p
1,N+2 denotes the
operator constructed in Theorem 3.2.
Remark 4.1. Note that for u ∈ Zm,pN with m > 2 + (2/p) we have that uz, u¯z ∈ Z˜
m−1,p
N+1 ⊆ Z
m−1,p
2,N+1
and uz¯ ∈ Z
m−1,p
2,N+1 . Since Z˜
m−1,p
N+1 is an ideal in the Banach algebra Z
m−1,p
N+1 (cf. Proposition 2.1 and
Proposition 2.2) we conclude that
Q(u) ≡ uzuz + u¯zuz¯ ∈ Z˜
m−1,p
N+1 .
This shows that the term ∂−1z
(
(uz)
2 + |uz¯|2
)
on the right hand side of (61) is well defined and belongs
to Zm,p1,N .
Proof of Proposition 4.1. Assume u ∈ C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
satisfies equation (60) for
some real valued p ∈ Zm+1,p1,N . Then, by applying the divergence operator to the both hand sides of (60)
and then using that div
.
u = (div u). = 0 we conclude that div(uuz + u¯uz¯) = −2 div(pz¯). We have
div(pz¯) = ∂z(pz¯) + ∂z¯(pz¯) = 2∂z∂z¯p.
The computation in (132) implies that for m > 2 + (2/p) we have
div(uuz + u¯uz¯) = 2
(
(uz)
2 + |uz¯|
2
)
= 2Q(u). (62)
Hence,
− 2∂z(pz¯) = (uz)
2 + |uz¯|
2. (63)
By using the condition that p ∈ Zm+1,p1,N we conclude that pz¯ ∈ Z
m,p
2,N+1 ⊆ Z
m,p
1,N+1 and hence by Theorem
3.2 we obtain
−2pz¯ = ∂
−1
z
(
(uz)
2 + |uz¯|
2
)
.
This, together with (60), then proves the direct statement of the proposition. Let us now prove the
converse statement. Assume that u ∈ C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
satisfies equation (61) with
divergence free initial data div u0 = 0. By applying the divergence operator to the both hand sides of
(61) we obtain, after a simplification, that
(div u). + u ∂z(div u) + u¯ ∂z¯(div u) = 0. (64)
Let ϕ ∈ C1
(
[0, T ],ZDm,pN
)
be the solution of the equation
.
ϕ = u ◦ ϕ, ϕ|t=0 = id that exists by Lemma
3.4. Since div u ∈ C
(
[0, T ],Zm−1,pN
)
∩C1
(
[0, T ],Zm−2,pN
)
and ϕ ∈ C1
(
[0, T ],ZDm,pN
)
with m > 2+(2/p)
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we conclude that div u ∈ C1
(
[0, T ]×C,R
)
and ϕ ∈ C1(C,C). This, together with (64), implies that for
any given (x, y) ∈ R2 and for any t ∈ [0, T ],
∂t
(
(div u) ◦ ϕ
)
= 0, (65)
where ∂t denotes the pointwise partial derivative in the direction of the variable t. Hence, div u(t) =
div u0 = 0 for any t ∈ [0, T ]. By Lemma 4.1 below there exists p ∈ C
(
[0, T ],Zm+1,p1,N
)
such that
−2pz¯ = ∂−1z
(
(uz)
2 + |uz¯|2
)
for any t ∈ [0, T ]. This completes the proof of the proposition.
In the proof of Proposition 4.1 we used the following lemma.
Lemma 4.1. Assume that m > 2 + (2/p). Then, for any u ∈ Zm,pN divergence free there exists a real
valued p ∈ Zm+1,p1,N such that −2pzz¯ = (uz)
2+ |uz¯|2. Moreover, we have that −2pz¯ = ∂−1z
(
(uz)
2+ |uz¯|2
)
and −2p = ∂−1z¯ ∂
−1
z
(
(uz)
2 + |uz¯|2
)
.
Proof of Lemma 4.1. Take u ∈ Zm,pN such that div u = uz + u¯z¯ = 0. Then we have
Q(u) ≡ (uz)
2 + uz¯u¯z = −uz(uz) + u¯z(u¯z). (66)
We will first consider the case when N ≥ 1. Since uz, u¯z ∈ Z˜
m−1,p
N+1 we obtain from Proposition 2.1,
Proposition 2.2 and (66) that Q(u) ∈ Zm−1,p4,N+3 and
Q(u) =
χ
z2z¯2
∑
0≤k+l≤N−1
akl
zkz¯l
+ f, f ∈Wm−1,pγN+3 . (67)
In particular, we see that Q(u) ∈ Wm−1,pγ3 . Then, by Proposition 3.3, ∂
−1
z Q(u) ∈ Z
m,p
1,2 and
∂−1z Q(u) =
1
π
[(
Q(u), 1
) χ
z¯
+
(
Q(u), z¯
) χ
z¯2
]
+ g, g ∈Wm,pγ2 .
Since
(
Q(u), 1
)
=
(
Q(u), z¯
)
= 0 by Lemma 4.2 below, we conclude that
∂−1z Q(u) ∈ W
m,p
γ2 . (68)
On the other side, by Theorem 3.2 and the fact that Q(u) ∈ Zm−1,p4,N+3 we have that ∂
−1
z Q(u) ∈ Z
m,p
1,N+2.
Moreover, it follows from (67) and Proposition 3.3 (cf. the proof of Theorem 3.2) that
∂−1z Q(u) = χ
b1
z¯
+ χ
b2
z¯2
+
 χ
zz¯2
∑
0≤k+l≤N−1
bkl
zkz¯l
+
χ
z¯3
∑
3≤k≤N+2
bk
z¯k−3
+ h, h ∈Wm,pγN+2
where bk :=
1
π
(
f, z¯k−1
)
. By comparing this with (68), we obtain that b1 = b2 = 0, and hence
∂−1z Q(u) =
 χ
zz¯2
∑
0≤k+l≤N−1
bkl
zkz¯l
+
χ
z¯3
∑
3≤k≤N+2
bk
z¯k−3
+ h, h ∈ Wm,pγN+2. (69)
In particular, this implies that
∂−1z Q(u) ∈
(
Z˜m,pN+2
)
.
Hence, by Theorem 3.2 and Remark 3.4, we obtain that
p := −
1
2
∂−1z¯ ∂
−1
z Q(u) ∈ Z
m+1,p
1,N+1 ⊆ Z
m+1,p
1,N .
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Let us now consider the case when N = 0. Then, u ∈ Zm,p0 and u = a00 + f , f ∈ W
m,p
γ0 . This implies
that uz, u¯z ∈ Wm−1,pγ1 and hence by Proposition 2.1 and (66) we obtain that
Q(u) ∈ Wm−1,p2γ1+(2/p) ⊆W
m−1,p
γ2
where we used that 1 < γ1 + (2/p) < 2. This, together with Proposition 3.3 and Lemma 4.2 below,
implies that
∂−1z Q(u) ∈ W
m,p
γ1 .
Finally, by applying Theorem 3.1 (i) we obtain that
p := −
1
2
∂−1z¯ ∂
−1
z Q(u) ∈W
m+1,p
γ0 ≡ Z
m+1,p
1,0 .
Let us now prove that p is real valued. Recall that τ : u 7→ u¯ is the operation of taking the complex
conjugate of a function. By Remark 3.4 we then have
−2p = τ ◦
(
∂−1z¯ ∂
−1
z Q(u)
)
=
(
τ ◦ ∂−1z¯ ◦ τ
)
◦
(
τ ◦ ∂−1z τ
)
◦ τQ(u)
= ∂−1z¯ ∂
−1
z Q(u) = −2p
where we used that Q(u) is real valued by (66) and that ∂−1z = τ ◦∂
−1
z¯ ◦τ and similarly ∂
−1
z¯ = τ ◦∂
−1
z ◦τ .
This completes the proof of the proposition.
Lemma 4.2. Assume that m > 1+(2/p) and N ≥ 0. If u ∈ Zm,pN is divergence free then
(
Q(u), 1
)
= 0
and
(
Q(u), z¯
)
= 0.
Proof of Lemma 4.2. First, assume that m > 2 + (2/p) and N ≥ 1. Since Q(u) does not involve the
leading asymptotic term of u ∈ Zm,pN we will assume without loss of generality that u ∈ Z
m,p
1,N . Then,
the lemma follows easily from the Stokes’ theorem and the relation (62). In fact, with f := uuz + u¯uz¯
we obtain from (62) that
2
(
Q(u), 1
)
= −
1
2i
∫
C
div f dz ∧ dz¯ = − Im
(∫
C
fz dz ∧ dz¯
)
= − Im
(
lim
R→∞
∮
|z|=R
f dz¯
)
= 0
where we used that f = O
(
1/|z|3
)
and Q(u) = O
(
1/|z|4
)
as |z| → ∞. Similarly,
2
(
Q(u), z¯
)
= −
1
2i
∫
C
z¯ div f dz ∧ dz¯ = −
1
2i
∫
C
z¯(fz + f¯z¯) dz ∧ dz¯ =
1
2i
∫
C
f¯ dz ∧ dz¯ (70)
where we used the Stokes’ theorem to conclude that∫
C
z¯fz dz ∧ dz¯ =
∫
C
(
z¯f
)
z
dz ∧ dz¯ = 0
and ∫
C
z¯f¯z¯ dz ∧ dz¯ =
∫
C
(
(z¯f¯)z¯ − f¯
)
dz ∧ dz¯ = −
∫
C
f¯ dz ∧ dz¯.
On the other side, since div u = uz + u¯z¯ = 0, we have
f = uuz + u¯uz¯ =
1
2
(u2)z + (uu¯)z¯ − uu¯z¯ =
1
2
(u2)z + (uu¯)z¯ + uuz = (u
2)z + (uu¯)z¯.
Since u2, uu¯ = O
(
1/|z|2
)
as |z| → ∞ we then conclude again from Stokes’ theorem that
∫
C
f¯ dz∧dz¯ = 0.
This, together with (70), then implies that
(
Q(u), z¯
)
= 0. Finally, the case when 1 + (2/p) < m ≤
2 + (2/p) and N = 0 follows by continuity since Zm+1,pN+1 is densely embedded in Z
m,p
N and since the
map Q : Zm,pN → Z
m−1,p
4,N+3 and the inclusions Z
m−1,p
4,N+3 ⊆W
m−1,p
γ3 ⊆ L
1
1 are bounded.
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Proposition 4.2. Let m > 3 + (2/p) and u0 ∈ Z
m,p
N . There is a bijection between solutions of the
dynamical system {
(
.
ϕ,
.
v) =
(
v,
(
Rϕ ◦ ∂
−1
z ◦Q ◦Rϕ−1
)
(v)
)
(ϕ, v)|t=0 = (id, u0)
(71)
on ZDm,pN × Z
m,p
N and solutions of (61). More specifically, (ϕ, v) ∈ C
1
(
[0, T ],ZDm,pN × Z
m,p
N
)
is a
solution of (71) if and only if u := v ◦ϕ−1 ∈ C
(
[0, T ],Zm,pN
)
∩C1
(
[0, T ],Zm−1,pN
)
is a solution of (61).
Remark 4.2. Since
(
Rϕ ◦ ∂
−1
z ◦Q ◦ Rϕ−1
)
(v) =
(
Rϕ ◦ ∂
−1
z ◦Rϕ−1
)
◦
(
Rϕ ◦Q ◦ Rϕ−1
)
(v) for (ϕ, v) ∈
ZDm,pN ×Z
m,p
N , we obtain from Proposition 3.4 and Proposition 3.5 that the right hand side of (71) is
well defined real analytic vector field on ZDm,pN ×Z
m,p
N (cf. [8]).
Proof of Proposition 4.2. First, assume that (ϕ, v) ∈ C1
(
[0, T ],ZDm,pN × Z
m,p
N
)
is a solution of the
dynamical system (71). Then, by Theorem 2.1, u := v ◦ ϕ−1 ∈ C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
.
We have
.
v = (u ◦ ϕ). =
.
u ◦ ϕ+ uz ◦ ϕ ·
.
ϕ+ uz¯ ◦ ϕ ·
.
ϕ =
( .
u+ uzu+ uz¯u¯
)
◦ ϕ.
This gives
.
u+ uzu+ uz¯u¯ = Rϕ−1(
.
v) = Rϕ−1
((
Rϕ ◦ ∂
−1
z ◦Q ◦Rϕ−1
)
(v)
)
= ∂−1z Q(u).
Hence, u solves equation (61). Conversely, assume that u ∈ C
(
[0, T ],Zm,pN
)
∩C1
(
[0, T ],Zm−1,pN
)
solves
equation (61). Let ϕ ∈ C1([0, T ],ZDm,pN ) be the solution of
.
ϕ = u ◦ϕ, ϕ|t=0 = id, given by Proposition
3.4. By the Sobolev embedding Zm−1,pN ⊆ C
1, we obtain that u, ϕ ∈ C1
(
[0, T ] × R2,R2
)
. Then, a
pointwise differentiation in t of v := u ◦ ϕ gives
.
v =
( .
u+ uzu+ uz¯u¯
)
◦ ϕ = Rϕ
(
∂−1z Q(u)
)
=
(
Rϕ ◦ ∂
−1
z ◦Q ◦Rϕ−1
)
(v).
By a pointwise integration we then obtain
v(t; z, z¯) = u0(z, z¯) +
∫ t
0
E2(ϕ, v)
∣∣
(s;z,z¯)
ds (72)
where
E2(ϕ, v) :=
(
Rϕ ◦ ∂
−1
z ◦Q ◦Rϕ−1
)
(v).
By Remark 4.2 the map
E2 : (ϕ, v) 7→
(
Rϕ ◦ ∂
−1
z ◦Q ◦Rϕ−1
)
(v), ZDm,p ×Zm,pN → Z
m,p
N ,
is real analytic. Hence the curve s 7→ E2(ϕ(s), v(s)), [0, T ] → Z
m,p
N+1, is continuous and the inte-
gral in (72) converges in Zm,pN . This shows that v ∈ C
1
(
[0, T ],Zm,pN
)
satisfies
.
v = E2(ϕ, v), where
ϕ ∈ C1
(
[0, T ],ZDm,pN
)
satisfies
.
ϕ = u ◦ ϕ = v, ϕ|t=0 = id. This shows that the curve (ϕ, v) ∈
C1
(
[0, T ],ZDm,pN ×Z
m,p
N
)
satisfies (71).
For any ρ > 0 denote by BZm,pN (ρ) the ball of radius ρ in Z
m,p
N centered at zero. Finally, we prove
Theorem 4.1. Assume that m > 3 + (2/p) where 1 < p < ∞ and N ≥ 0. Then for any ρ > 0
there exists T > 0 such that for any u0 ∈ BZm,pN (ρ) the 2d Euler equation has a unique solution
u ∈ C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
such that p ≡ p(t) ∈ Zm+1,p1,N for any t ∈ [0, T ]. This solution
depends continuously on the initial data u0 ∈ BZm,pN (ρ) in the sense that the data-to-solution map
u0 7→ u, BZm,pN (ρ) → C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
, is continuous. In addition, the coefficients
akl : [0, T ]→ C, 0 ≤ k + l ≤ N , in the asymptotic expansion of the solution
u(t) = χ
∑
0≤k+l≤N
akl(t)
zkz¯l
+ f(t), f(t) ∈Wm,pγN ,
are holomorphic functions of t in an open neighborhood of [0,∞) in C.
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Proof of Theorem 4.1. By Proposition 4.1 and Proposition 4.2 there is a bijection between solutions
of the Euler equation and the real analytic dynamical system (71). By the existence and uniqueness
theorem for solutions of an ODE in a Banach space ([30]) there exist ρ0 > 0 and T0 > 0 such that for
any u0 ∈ BZm,pN (ρ0) there exists a unique solution (ϕ, v) ∈ C
1
(
[0, T0],ZD
m,p
N × Z
m,p
N
)
, and therefore
by Proposition 4.2 u = v ◦ ϕ−1 ∈ C
(
[0, T0],Z
m,p
N
)
∩ C1
(
[0, T0],Z
m−1,p
N
)
. Since for any c > 0 the curve
uc(t) := cu(ct), uc : [0, T0/c] → Z
m,p
N , is a solution of (61) (and (60)) with initial data uc(0) = cu0 ∈
BZm,pN (cρ0), we prove the first two statements of the theorem by taking c = ρ/ρ0.
In order to prove the last statement of the theorem, we argue as follows: In view of Remark 4.2,
the solution t 7→
(
ϕ(t),
.
ϕ(t)
)
, [0, T ]→ ZDm,pN ×ZD
m,p
N , of the dynamical system (71) is a real analytic
curve. Let ρ̂ : ZDm,pN → Â be the homomorphism of the asymptotic group ZD
m,p
N that assigns to the
elements of ZDm,pN their asymptotic part – see Proposition 2.5. Denote by Asymp(w) the asymptotic
part of an element w ∈ Zm,pN . Then we have from (25) that
Asymp
(
u(t)
)
= Asymp
( .
ϕ(t) ◦ ϕ(t)−1
)
= deRρ̂(ϕ(t)−1)
(
Asymp
( .
ϕ(t)
))
= deRρ̂(ϕ(t))−1
(
Asymp
( .
ϕ(t)
))
(73)
where deRa : R
2M → R2M for a ∈ Â denotes the differential of the right translation Ra : Â→ Â at the
identity element e ∈ Â and where the inverse of ρ̂
(
ϕ(t)
)
∈ Â is taken in the Lie group Â. Now the real
analyticity of the asymptotic coefficients of the solution u(t) follows from Proposition 2.5 and formula
(73).
In the remainder of this section we prove Proposition 1.1 and Proposition 1.2 stated in the Intro-
duction. We will prove the these propositions for the local in time solutions of the 2d Euler equation
given by Theorem 4.1. The general statements then follow from the global in time existence proved in
Section 5 (see Theorem 5.1).
Proof of Proposition 1.1. The proposition follows by comparing the asymptotic terms in (60). In fact,
since p ∈ Zm+1,p1,N , we obtain that pz¯ ∈
(
Z˜m−1,pN
)
. On the other side, since u is divergence free,
uzu+ uz¯u¯ = −u¯z¯u+ uz¯u¯ ∈
(
Z˜m−1,pN
)
. Then, by (60),
.
u = −2pz¯ − (uzu+ uz¯u¯) ∈
(
Z˜m−1,pN
)
where Z˜m−1,pN ⊆ Z
m−1,p
2,N for N ≥ 2 and Z˜
m−1,p
1 ≡ W
m−1,p
γ1 . This proves the first statement of the
proposition. The second statement follows from (69) by comparing the asymptotic coefficients in the
equation (61).
Proof of Proposition 1.2. Item (i) follows directly from Proposition 1.1. Item (iii) follows from Lemma
4.3 below (see the proof of Corollary 1.3 below). Let us prove (ii). By Theorem 4.1 for any u0 ∈
Zm,pn,N , 3 < n ≤ N + 1, there exists a unique solution u ∈ C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
of the
2d Euler equation (60) (and (61)) such that p ∈ Zm+1,p1,N . Since u is divergence free, we have that
div u = uz + u¯z¯ = 0 and by formula (130) in Appendix B,
ω := i curlu ≡
1
2
(
uz − u¯z¯
)
= uz. (74)
By applying the Cauchy operator ∂z to (61) we obtain that
.
ω = −
(
uuz + u¯uz¯
)
z
+
(
(uz)
2 + uz¯u¯z
)
=
−
(
uωz + u¯ ωz¯
)
that is the 2d Euler equation in vorticity form,
.
ω + uωz + u¯ ωz¯ = 0. (75)
This and the arguments used to prove the analogous formula (65) then imply that ∂t
(
ω(t) ◦ ϕ(t)
)
= 0
for any t ∈ [0, T ]. In particular, for any t ∈ [0, T ] we have that
ω(t) = ω0 ◦ ψ(t) (76)
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where ψ(t) := ϕ(t)−1, ϕ ∈ C1
(
[0, T ],ZDm,pN
)
, and ω0 = ∂zu0 ∈ Z˜
m−1,p
N+1 ∩ Z
m−1,p
n+1,N+1,
ω0 =
χ
z2
∑
n−1≤k+l≤N−1
b0kl
zkz¯l
+ f0, f0 ∈ W
m−1,p
γN+1 . (77)
It follows from (18), (77), and the fact that ZDm,pN is a group that
∂zu(t) = ω0 ◦ ψ(t) =
χ
z2
∑
n−1≤k+l≤N−1
bkl(t)
zkz¯l
+ f(t), f(t) ∈Wm−1,pγN+1 ,
for any t ∈ [0, T ]. This, together with Proposition 3.3 and Lemma 4.2, then implies that
u(t) = χ
∑
3≤k≤n−1
a0k(t)
z¯k
+ g(t), g(t) ∈ Zm,pn,N (78)
where
a0k(t) :=
1
π
(
ω0 ◦ ϕ(t)
−1, z¯k−1
)
=
1
π
∫
R2
ω0
(
ϕ(t)
)k−1
det
(
dϕ(t)
)
dxdy =
1
π
∫
R2
ω0
(
ϕ(t)
)k−1
dxdy,
since ϕ(t) is a volume preserving diffeomorphism. The last statement follows easily from the fact that
.
ϕ(t) = u(t) ◦ ϕ(t) since u(t) is divergence free. This completes the proof of the proposition.
Finally, we prove the following generalization of Example 2 in [17, Appendix B].
Lemma 4.3. Assume that u0 ∈ Z
m,p
n,N where 3 < n ≤ N + 1 and m > 3 + (2/p). Then, the solution
u ∈ C
(
[0,∞),Zm,pN
)
∩C1
(
[0,∞),Zm−1,pN
)
of the 2d Euler equation given by Theorem 1.1 is of the form
(78) where
.
ak0(0) =
(k − 1)(k − 2)
2π
∫
R2
u¯20 z¯
k−3 dxdy, 3 ≤ k ≤ n. (79)
In addition, for any ǫ > 0 and k ≥ 3 there exists a divergence free u0 ∈ C∞c with support in the annulus
ǫ ≤ |z| ≤ 2ǫ in C such that
.
ak0(0) 6= 0.
Proof of Lemma 4.3. By Proposition 1.2 the solution of the 2d Euler equation has the form (78) where
ak0(t) =
1
π
∫
R2
ω0
(
ϕ(t)
)k−1
dxdy. Since u ∈ C
(
[0,∞),Zm,pN
)
∩C1
(
[0,∞),Zm−1,pN
)
, we can differentiate
under the integral sign to obtain that for 3 ≤ k ≤ n,
.
ak0(0) =
k − 1
π
∫
R2
ω0u¯0 z¯
k−2 dxdy = −
k − 1
π
∫
R2
(
∂z¯u¯0
)
u¯0 z¯
k−2 dxdy
=
(k − 1)(k − 2)
2π
∫
R2
u¯20 z¯
k−3 dxdy,
where we used that
.
ϕ = u(t) ◦ ϕ(t), ∂zu0 = −∂z¯u¯0, and the Stokes’ theorem. Let us now prove the
last statement of the lemma. To this end, for any k ≥ 3 we will construct a real valued Hamiltonian
H = H(x, y) with compact support on R2 so that its Hamiltonian vector field XH ≡ u0 ∂z + u¯0 ∂z¯
corresponding to the canonical form dx ∧ dy on R2 satisfies∫
R2
u20 z
k−3 dxdy 6= 0. (80)
In fact, choose a, b ∈ C∞c (R,R) that are not identically equal to zero with support in ǫ ≤ ρ ≤ 2ǫ. For
any ℓ ≥ 2 consider the Hamiltonian
H ≡ Hℓ(z, z¯) :=
(
zℓ + z¯ℓ
)
a(zz¯) + b(zz¯). (81)
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Then, XH = 2i(∂z¯H) ∂z− 2i(∂zH) ∂z¯ , and hence, u0 = 2i(∂z¯H). Note that this vector field is automat-
ically divergence free. We have,
(∂z¯Hℓ) = a
′zℓ+1 +
(
ℓa+ r2a′
)
z¯ℓ−1 + b′z
where a ≡ a(zz¯), a′ ≡ a′(zz¯), similarly for b and b′, and (·)′ denotes the first derivative with respect to
the variable ρ. This implies that for ℓ ≥ 2,
(∂z¯Hℓ)
2 =
(
ℓa+ r2a′
)2
z¯2(ℓ−1) + 2b′
(
ℓa+ r2a′
)
r2z¯ℓ−2 + ... ,
where ... stands for terms of the form c(r)zn where n ≥ 1 and c is an expression depending only on the
radius r ≡ |z|. Then, by passing to polar coordinates in the double integral, we obtain that for ℓ ≥ 2,∫
R2
(∂z¯Hℓ)
2 zℓ−2 dxdy = 2π
∫ ∞
0
b′(r2)
(
ℓa(r2) + r2a′(r2)
)
r2ℓ−1 dr = π
∫ ∞
0
b′
(
ℓa+ ρa′
)
ρℓ−1 dρ
= π
∫ ∞
0
b′
(
aρℓ
)′
dρ, (82)
where ρ = r2. By taking b := aρℓ we then obtain from (82) that
∫
R2
(∂z¯Hℓ)
2 zℓ−2 dxdy > 0 for ℓ ≥ 2.
By combining this with (80) we conclude the proof of the lemma.
Let us now proof Corollary 1.3.
Proof of Corollary 1.3. For any k ≥ 3 and a divergence free vector field w ∈
◦
S denote
Bk(w) :=
∫
R2
w2zk−3 dxdy.
Note that Bk :
◦
S ×
◦
S → C is a bounded quadratic functional on C. This together with Lemma 4.3
implies that for any k ≥ 3 the set
Zk :=
{
w ∈
◦
S
∣∣Bk(w) = 0}
is a closed nowhere dense set in
◦
S. Since
◦
S is a closed set inside the complete metric space S, we
conclude from the Baire category theorem that the set
N :=
◦
S \
( ⋃
k≥3
Zk
)
is dense in
◦
S. It now follows from (79) and the definition of the set N that for any u0 ∈ N and for any
k ≥ 3 we have that
.
a0k(0) 6= 0.
Since the functions a0k : R→ C extend to holomorphic functions, we then conclude that a0k(t) 6= 0 for
almost any t > 0. This completes the proof of Corollary 1.3.
5 Global existence in Zm,pN
In this section we prove that the solutions of the 2d Euler equation given by Theorem 4.1 exist for all
time t ≥ 0. To this end, we first recall that for m ≥ 0 the little Ho¨lder space cm,γb is the closure of C
∞
b in
the Ho¨lder spaces Cm,γb ≡ C
m,γ
b (R
2,R2). The space Cm,γb (R
2,R) consists of functions in f ∈ Cmb (R
2,R)
with finite Ho¨lder semi-norms [Dαf ]γ for any multi-index α ∈ Z2≥0 such that |α| = m. The Ho¨lder
semi-norm is defined as
[f ]γ := sup
x 6=y
∣∣f(x)− f(y)∣∣
|x− y|γ
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and the norm in Cm,γb (R
2,R) is |f |m,α := |f |m +max|α|=m[D
αf ]γ where |f |m is the norm in the space
Cmb (R
2,R) of Cm-smooth functions on R2 with bounded derivatives of order ≤ m. (For γ = 0 we have
that Cmb ≡ C
m,0
b = c
m,0
b .) For m ≥ 1 consider the group of diffeomorphism of R
2 of class cm,γ ,
diffm,γ(R2) :=
{
ϕ = id + u
∣∣u ∈ cm,γb and ∃ ε > 0 such that det(I + du) > ε}.
By Theorem 3.1 in [28] (cf. [18]) the set diffm,γ(R2) is a topological group with additional regularity
properties of the composition and the inversion of diffeomorphisms similar to the ones in Theorem 2.1.
Remark 5.1. Note that if in the definition of diffm,γ(R2) with 0 < γ < 1 above we replace the little
Ho¨lder space cm,γb by the Ho¨lder space C
m,γ
b then the composition of diffeomorphisms in the resulting
group will not be continuous (see e.g. Remark 3.1 in [28]). This is the reason for the ill posedness of
the Euler equation in the Ho¨lder space Cm,γb (see [18]).
The following lemma follows from Remark 2.1 (see formula (18)), Proposition 2.2 (iii), and Lemma
6.5 in [16].
Lemma 5.1. Assume that m > 1 + (2/p) with 1 < p < ∞. Then, for any u ∈ Zm,pN+2 and for any
ϕ ∈ ZDm,pN we have that u◦ϕ ∈ Z
m,p
N+2. Moreover, the composition map (u, ϕ) 7→ u◦ϕ, Z
m,p
N+2×ZD
m,p
N →
Zm,pN+2, is continuous. If, in addition, u ∈ Z˜
m,p
N+2 then u ◦ ϕ ∈ Z˜
m,p
N+2.
Remark 5.2. The lemma also holds with Zm,pN+2 replaced by Z
m,p
N+1 and Z˜
m,p
N+2 replaced by Z˜
m,p
N+1.
Recall that for m ≥ 0, 1 < p <∞, and any weight δ ∈ R,
Hm,pδ (R
2,R) :=
{
f ∈ Lploc(R
2,R)
∣∣ 〈x〉δDαf ∈ Lp for |α| ≤ m}, Dα ≡ ∂α1x1 ∂α2x2 .
Note that for m > 2/p and and non-negative weights δ ≥ 0 the space Hm,pδ (R
2,R) is a Banach algebra
with respect to pointwise multiplication of functions (see e.g. Proposition 2.1 in [16]). We have the
following lemma.
Lemma 5.2. For 0 ≤ γ < 1 and any weight δ ∈ R and 1 < p <∞ we have that the composition map
(u, ϕ) 7→ u ◦ ϕ, Lpδ × diff
1,γ(R2)→ Lpδ ,
is continuous. More generally, for any integer m ≥ 1 and 0 ≤ k ≤ m we have that the composition map
(u, ϕ) 7→ u ◦ ϕ, Hk,pδ × diff
m,γ(R2)→ Hk,pδ , is continuous.
Remark 5.3. Lemma 5.2 also holds when p =∞.
Proof of Lemma 5.2. First, note that it is enough to prove the lemma only for γ = 0. The general
statement then follows, since diffm,γ(R2) is continuously embedded in diffm(R2) ≡ diffm,0(R2). Since
the second statement of the lemma follows from the first one and the product rule, we concentrate our
attention only on proving its first statement. Take u1, u2 ∈ L
p
δ ≡ L
p
δ(R
2,R) and ϕ ∈ diff1(R2). By
changing the variables in the corresponding integral we obtain that
‖u2 ◦ ϕ− u1 ◦ ϕ‖Lpδ
= ‖(u2 − u1) ◦ ϕ‖Lpδ
≤ C ‖u2 − u1‖Lpδ
(83)
where C ≡ C(ϕ) > 0 depends on |ϕ−1|1. Since ϕ ∈ diff
1(R2) is a topological group (see e.g Theorem
3.1 in [28]), the constant C > 0 in (83) can be chosen locally uniformly in ϕ ∈ diff1(R2). Now, choose
u ∈ C∞c and ϕ1, ϕ2 ∈ diff
1(R2). Then, we obtain from the mean-value theorem that for any x ∈ R2,
(u ◦ ϕ2)(x)− (u ◦ ϕ1)(x) =
( ∫ 1
0
(du)|ζt(x) dt
)
·
(
ϕ2(x)− ϕ1(x)
)
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where ζt(x) := ϕ1(x) + t(ϕ2(x) − ϕ1(x)). By applying first the Cauchy-Schwartz inequality and then
Jensen’s inequality, we obtain∣∣(u ◦ ϕ2)(x)− (u ◦ ϕ1)(x)∣∣p ≤ C ∣∣ϕ2 − ϕ1∣∣p1 ∫ 1
0
∣∣∣(du)|ζt(x)∣∣∣p
ℓp
dt
where | · |ℓp denotes the ℓp-norm of the components of a matrix and the constant C > 0 depends only
on the choice of 1 < p < ∞. By multiplying this inequality by 〈x〉pδ and then by integrating it over
x ∈ R2, we obtain that
∥∥u ◦ ϕ2 − u ◦ ϕ1∥∥Lpδ ≤ C (
∫ 1
0
∥∥(du) ◦ ζt∥∥pLpδ dt)1/p∣∣ϕ2 − ϕ1∣∣1 (84)
with a constant C > 0 that depends only on the choice of 1 < p <∞. It follows from (83) that for ϕ2
chosen in an open neighborhood U(ϕ1) of ϕ1 in diff
1(R2) we have that∥∥(du) ◦ ζt∥∥Lpδ ≤ C ‖du‖Lpδ .
By combining this with (83) we obtain that for any ϕ1 ∈ diff
1(R2) there exists an open neighborhood
U(ϕ1) of ϕ1 in diff
1(R2) and a constant C ≡ C(ϕ1) > 0 such that for any ϕ2 ∈ U(ϕ1) and for any
u ∈ C∞c we have that ∥∥u ◦ ϕ2 − u ◦ ϕ1∥∥Lpδ ≤ C ‖u‖H1,pδ ∣∣ϕ2 − ϕ1∣∣1. (85)
Finally, it follows from (83) and (85) that there exists an open neighborhood U(ϕ1) of ϕ1 ∈ diff
1(R2)
and constants C1 > 0 and C2 > 0 such that for any ϕ2 ∈ U(ϕ1) and for any u1, u2 ∈ L
p
δ and u˜ ∈ C
∞
c
we have∥∥u2 ◦ ϕ2 − u1 ◦ ϕ1∥∥Lpδ ≤ ∥∥u2 ◦ ϕ2 − u˜ ◦ ϕ2∥∥Lpδ + ∥∥u˜ ◦ ϕ2 − u˜ ◦ ϕ1∥∥Lpδ + ∥∥u˜ ◦ ϕ1 − u1 ◦ ϕ1∥∥Lpδ
≤ C1‖u2 − u˜‖Lpδ + C2 ‖u˜‖H1,pδ
∣∣ϕ2 − ϕ1∣∣1 + C1‖u˜− u1‖Lpδ .
Now, take ǫ > 0 and then choose u2 ∈ L
p
δ and u˜ ∈ C
∞
c , u˜ 6≡ 0, inside the open ball in L
p
δ of radius ρ > 0
centered at u1 ∈ L
p
δ . The inequality above then implies that∥∥u2 ◦ ϕ2 − u1 ◦ ϕ1∥∥Lpδ ≤ 3C1ρ+ C2‖u˜‖H1,pδ ∣∣ϕ2 − ϕ1∣∣1.
Finally, by choosing 0 < ρ < ǫ/(6C1) and ϕ2 ∈ U(ϕ1) such that |ϕ2 − ϕ1
∣∣
1
< ǫ/
(
2C2 ‖u˜‖H1,p
δ
)
we
conclude that
∥∥u2 ◦ ϕ2 − u1 ◦ ϕ1∥∥Lpδ < ǫ. This completes the proof of the lemma.
As a consequence of Lemma 5.1 we obtain the following proposition.
Proposition 5.1. Assume that m > 3+(2/p) with 1 < p <∞. Assume in addition that for some T > 0,
u ∈ C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
be a solution of the 2d Euler equation (60) with u0 ∈ Z
m,p
N+1.
Then, u ∈ C
(
[0, T ],Zm,pN+1
)
∩ C1
(
[0, T ],Zm−1,pN+1
)
.
Proof of Proposition 5.1. Assume that u ∈ C
(
[0, T ],Zm,pN
)
∩C1
(
[0, T ],Zm−1,pN
)
be a solution of the 2d
Euler equation (60) such that u0 ∈ Z
m,p
N+1. Then, for any t ∈ [0, T ] we have that ω(t) := i curlu ≡
1
2 (uz − u¯z¯) = ∂zu(t) and by the preservation of vorticity (see (75)),
ω(t) = ω0 ◦ ψ(t), ω0 ∈ Z˜
m−1,p
N+2 , (86)
where ψ(t) := ϕ(t)−1 and ϕ ∈ C1
(
[0, T ],ZDm,pN
))
is the Lagrangian coordinate of the solution u. By
Theorem 2.1, ψ ∈ C
(
[0, T ],ZDm,pN
)
∩ C1
(
[0, T ],ZDm−1,pN
)
. This, together with (86) and Lemma 5.1,
implies that for any t ∈ [0, T ] we have that
∂zu(t) = ω(t) = ω0 ◦ ψ(t) ∈ Z˜
m−1,p
N+2 and ∂zu ∈ C
(
[0, T ], Z˜m−1,pN+2
)
.
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Hence, we conclude from Theorem 3.2 that u ∈ C
(
[0, T ],Zm,pN+1
)
. This implies that the local solution of
the 2d Euler equation in Zm,pN+1 with initial data u0 ∈ Z
m,p
N+1 given by Theorem 4.1 has a finite Z
m,p
N+1-
norm on the intersection of its maximal interval of existence with [0, T ]. Thus, the maximal interval of
existence of this solution contains [0, T ] and u ∈ C
(
[0, T ],Zm,pN+1
)
∩ C1
(
[0, T ],Zm−1,pN+1
)
. This completes
the proof of the proposition.
Remark 5.4. By Proposition A.1 (iii) in Appendix A for m > 2/p, δ+(2/p) > 0, and 0 < γ < 1 chosen
sufficiently small, we have the continuous embedding Wm,pδ ⊆ C
k,γ
b for any integer 0 ≤ k < m − 2/p.
Since the elements of Wm,pδ are approximated by functions in C
∞
c , we then conclude that W
m,p
δ is
continuously embedded in the little Ho¨lder space cm,γb . The same arguments applied to the asymptotic
coefficients and the definition of the norm in the asymptotic space Zm,pN show that Z
m,p
N is continuously
embedded in ck,γb . Since 1 < p < ∞, we conclude that 0 < 2/p < 2, and hence for m ≥ 3 we have the
continuous embedding Zm,pN ⊆ c
m−2,γ
b . In what follows we will assume that 0 < γ < 1 is chosen so that
these embeddings hold.
For m ≥ 1 and 0 < γ < 1 we say that ϕ ∈ C1
(
[0, T ], diffm,γ(R2)
)
with T > 0 is a solution of the 2d
Euler equation in Lagrangian coordinates on diffm,γ(R2) if ϕ ∈ C2
(
[0, T ], diffm,γ(R2)
)
and it satisfies
the following second order in time evolution equation (cf. (71)){ ..
ϕ =
(
Rϕ ◦ ∂−1z ◦Q ◦Rϕ−1
)
(
.
ϕ)
ϕ|t=0 = id,
.
ϕ|t=0 = u0
(87)
where the Cauchy operator is considered as an operator on tempered distributions ∂z : S
′ → S′ (see
Remark 3.1) with an inverse ∂−1z that is an extension of the operator ∂
−1
z : L
p
γ0+1
→ W 1,pγ0 given by
Proposition 3.1. If ϕ ∈ C
(
[0, T ], diffm,γ(R2)
)
is a solution of the 2d Euler equation in Lagrangian
coordinates then one sees from Theorem 3.1 in [28] that
u :=
.
ϕ ◦ ϕ−1 ∈ C
(
[0, T ], cm,γb
)
∩ C1
(
[0, T ], cm−1,γb
)
. (88)
By the arguments used in the proof of Proposition 4.2 we then conclude that u satisfies equation (61).
Then, the derivation of (75) implies that u and its vorticity ω ≡ ∂zu satisfy the 2d Euler equation in
vorticity form
.
ω+ uωz+ u¯ωz¯ = 0. As a consequence, we then conclude (see the derivation of (76)) that
ω(t) = ω0 ◦ ϕ(t)
−1, t ∈ [0, T ].
We have the following proposition.
Proposition 5.2. Assume that for u0 ∈ Z
5,p
0 ⊆ c
3,γ
b with 1 < p < ∞ there exists a unique solution
of the 2d Euler equation in Lagrangian coordinates ϕ ∈ C1
(
[0, T ], diff3,γ(R2)
)
for some T > 0. Then,
the solution of the 2d Euler equation given by Theorem 4.1 extends to the whole interval [0, T ] and
u ∈ C
(
[0, T ],Z5,p0
)
∩ C1
(
[0, T ],Z4,p0
)
.
Proof of Proposition 5.2. Take u0 ∈ Z
5,p
0 so that u0 = c+ f0 where c is a real constant and f0 ∈ W
5,p
γ0 .
Assume that there exists T > 0 so that ϕ˜ ∈ C1
(
[0, T ], diff3,γ(R2)
)
be the unique solution of the 2d
Euler equation in Lagrangian coordinates (cf. (87)) and assume that the statement of the proposition
does not hold. Hence, there exists 0 < τ < T such that [0, τ) is the maximal interval of existence of
the solution u ∈ C
(
[0, τ),Z5,p0
)
∩ C1
(
[0, τ),Z4,p0
)
given by Theorem 4.1. Then, it follows easily from
Theorem 4.1 that
‖u(t)‖Z5,p0
→∞ as t→ τ − 0. (89)
Now, consider the curve
ω˜(t) := ω0 ◦ ψ˜(t), t ∈ [0, T ], (90)
where ψ˜(t) := ϕ˜(t)−1 and ω0 := ∂zu0 ∈ W
4,p
γ0+1
⊆ H4,pγ0+1. It follows from Lemma 5.2, ω0 ∈ H
3,p
γ0+1
, and
the fact that diff3,γ(R2) is a topological group, that
ω˜ ∈ C
(
[0, T ], H3,pγ0+1
)
. (91)
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The uniqueness of solutions and the conservation of the vorticity ω ≡ ∂zu on [0, τ) (see (76) in the proof
of Proposition 1.2) imply that
ω(t) = ω˜(t), t ∈ [0, τ).
This together with the fact that the leading asymptotic coefficient of the solution u is independent of
t ∈ [0, τ) (see Proposition 1.1) then implies that
u(t) = c+ ∂−1z ω˜(t), t ∈ [0, τ), (92)
where c is the leading asymptotic coefficient of the initial data u0 ∈ Z
5,p
0 . For t ∈ [0, T ] consider the
curve
u˜(t) := c+ r˜(t) where r˜(t) := ∂−1z ω˜(t) (93)
and ∂−1z : L
p
γ0+1
→W 1,pγ0 is given by Theorem 3.1 (i). Note that by (91) we have that (cf. Lemma A.4)
∂αω˜ ∈ C
(
[0, T ], Lpγ0+1
)
, |α| ≤ 3.
Since 0 < γ0+(2/p) < 1, we obtain from Theorem 3.1 (i) and Remark 3.4 that for any |α| ≤ 3 we have
that ∂αr˜ ∈ C
(
[0, T ],W 1,pγ0
)
, |α| ≤ 3. This, together with (93), then implies that
u˜− c ∈ C
(
[0, T ],W 1,pγ0
)
and du˜ ∈ C
(
[0, T ], H3,pγ0+1
)
. (94)
Note that, by (88), ϕ˜ ∈ C1
(
[0, T ], diff3,γ(R2)
)
satisfies the equation
.
ϕ˜ = u˜ ◦ ϕ˜, ϕ˜|t=0 = id. (95)
This implies that Y := dϕ˜ = I + df , f ∈ c3,γb , satisfies the equation
.
Y = A(t)Y , Y |t=0 = I, where
A := du˜ ◦ ϕ˜ ∈ C
(
[0, T ], H3,pγ0+1
)
by Lemma 5.2. This equation can be re-written as
(df). = A(t)(df) +A(t), df |t=0 = 0, (96)
and considered, by the Banach algebra property in H3,pγ0+1, as an ODE on df in the space of 2×2 matrices
with elements in H3,pγ0+1. Hence, by the existence and uniqueness of solutions of ODEs in Banach spaces,
we obtain that
dϕ˜− I ∈ C
(
[0, T ], H3,pγ0+1
)
. (97)
Since
dψ˜ =
[
Adj(dϕ˜)/ det(dϕ˜)
]
◦ ψ˜, (98)
where Adj(dϕ˜) is the transpose of the cofactor matrix of dϕ˜, we conclude from the Banach algebra
property in H3,pγ0+1, the arguments used to prove Lemma 2.3, and Lemma 5.2, that
dψ˜ − I ∈ C
(
[0, T ], H3,pγ0+1
)
. (99)
Remark 5.5. In particular, (99) implies that ∂z
(
ψ˜− z
)
∈ H3,pγ0+1 ⊆ L
p
γ0+1
. Hence, by Theorem 3.1 (i),
we obtain that ψ˜ − z − c0 ∈ W
1,p
γ0 for some constant c0 ∈ C, and therefore ψ˜ − z − c0 ∈ H
4,p
γ0 . This and
similar arguments for ϕ˜ involving (97) imply that
ϕ˜, ψ˜ ∈ C
(
[0, T ],AD4,p0
)
(100)
where ADm,pN with N ≥ 0 denotes the set of orientation preserving C
1-smooth diffeomorphisms associ-
ated to the weighted Sobolev space H4,pγN and defined in a similar fashion as ZD
m,p
N in (14) (see Definition
5.1 in [16, Section 5] for more detail). By Corollary 6.1 in [16], the composition map
(f, ν) 7→ f ◦ ν, H4,pγ0+1 × AD
4,p
0 → H
4,p
γ0+1
, (101)
is continuous.
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This remark allows us to conclude from (90) that
ω˜ ∈ C
(
[0, T ], H4,pγ0+1
)
(102)
(and hence, by (93), u˜− c ∈ C
(
[0, T ], H5,pγ0
)
). A simple approximation argument involving (100), (102),
and the continuity of the composition (101) then implies that we can differentiate equality (90) four
times and apply the product rule to obtain the following expressions for the differentials of ω˜ of higher
order,
dω˜ =
[
(dω0) ◦ ψ˜
]
(dψ˜),
d2ω˜ =
[
(d2ω0) ◦ ψ˜
]
(dψ˜, dψ˜) +
[
(dω0) ◦ ψ˜
]
(d2ψ˜),
d3ω˜ =
[
(d3ω0) ◦ ψ˜
]
(dψ˜, dψ˜, dψ˜) + 3
[
(d2ω0) ◦ ψ˜
]
(d2ψ˜, dψ˜) +
[
(dω0) ◦ ψ˜
]
(d3ψ˜), (103)
d4ω˜ =
[
(d4ω0) ◦ ψ˜
]
(dψ˜, dψ˜, dψ˜, dψ˜) + 6
[
(d3ω0) ◦ ψ˜
]
(d2ψ˜, dψ˜, dψ˜) + 4
[
(d2ω0) ◦ ψ˜
]
(d3ψ˜, dψ˜)
+ 3
[
(d2ω0) ◦ ψ˜
]
(d2ψ˜, d2ψ˜) +
[
(dω0) ◦ ψ˜
]
(d4ψ˜).
These formulas together with the fact that ω0 ∈ W
4,p
γ0+1
, ψ˜ ∈ C
(
[0, T ], diff3,γ(R2)
)
, as well as Lemma
5.2, formula (99), (100), and Proposition A.1 (ii) with Remark A.2, imply that
ω˜ ∈ C
(
[0, T ],W 2,pγ0+1
)
and d3ω˜, d4ω˜ ∈ C
(
[0, T ], Lpγ0+3
)
. (104)
In fact, since dω0 ∈ W
3,p
γ0+2
⊆ Lpγ0+2 and ψ˜ ∈ C
(
[0, T ], diff3,γ(R2)
)
, we obtain from Lemma 5.2 that
(dω0) ◦ ψ˜ ∈ C
(
[0, T ], Lpγ0+2
)
. By combining this with the fact that dψ˜ ∈ C
(
[0, T ], L∞
)
, we conclude
from the first equality in (103) that
dω˜ ∈ C
(
[0, T ], Lpγ0+2
)
. (105)
Now, consider the second equality in (103). Since d2ω0 ∈W
2,p
γ0+3
⊆ Lpγ0+3 and ψ˜ ∈ C
(
[0, T ], diff3,γ(R2)
)
,
we conclude from Lemma 5.2 that (d2ω0) ◦ ψ˜ ∈ C
(
[0, T ], Lpγ0+3
)
. By combining this with the fact that
dψ˜ ∈ C
(
[0, T ], L∞
)
we obtain that[
(d2ω0) ◦ ψ˜
]
(dψ˜, dψ˜) ∈ C
(
[0, T ], Lpγ0+3
)
. (106)
Let us now consider the term
[
(dω0) ◦ ψ˜
]
(d2ψ˜) in the second equality in (103). By Proposition A.1
(ii) and Remark A.2 we have that dω0 ∈ W
3,p
γ0+2
⊆ L∞γ0+2+(2/p). This and Remark 5.3 implies that
(dω0) ◦ ψ˜ ∈ C
(
[0, T ], L∞γ0+2+(2/p)
)
. Since d2ψ˜ ∈ C
(
[0, T ], L∞
)
and, by (99), d2ψ˜ ∈ C
(
[0, T ], Lpγ0+1
)
, we
then conclude from 0 < γ0 + (2/p) < 1 that[
(dω0) ◦ ψ˜
]
(d2ψ˜) ∈ C
(
[0, T ], Lpγ0+3
)
. (107)
By combining (106) and (107) we obtain from (103) that
d2ω˜ ∈ C
(
[0, T ], Lpγ0+3
)
.
This, together with (91) and (105), then implies the first relation in (104). Further, we argue as
follows. Since dω0 ∈ W
3,p
γ0+2
⊆ H3,pγ0+2 and ψ˜ ∈ C
(
[0, T ], diff3,γ(R2)
)
, we conclude from Lemma 5.2 that
(dω0) ◦ ψ˜ ∈ C
(
[0, T ], H3,pγ0+2
)
and (d2ω0) ◦ ψ˜ ∈ C
(
[0, T ], H2,pγ0+3
)
. Then, by using that d
[
(dω0) ◦ ψ˜
]
=[
(d2ω0) ◦ ψ˜
]
(dψ˜) and dψ˜ ∈ C
(
[0, T ], L∞
)
, we obtain that d
[
(dω0) ◦ ψ˜
]
∈ C
(
[0, T ], Lpγ0+3
)
. Hence,
(dω0) ◦ ψ˜ ∈ C
(
[0, T ],W 1,pγ0+2
)
. By arguing in the same way we obtain the more general relation
(dkω0) ◦ ψ˜ ∈ C
(
[0, T ],W 1,pγ0+k+1
)
, 0 ≤ k ≤ 3. (108)
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This allows us to prove the second relation in (104). In fact, the argument used to prove that
[
(dω0) ◦
ψ˜
]
(d2ψ˜) ∈ C
(
[0, T ], Lpγ0+3
)
and formula (99) show that
[
(dω0)◦ψ˜
]
(d4ψ˜) ∈ C
(
[0, T ], Lpγ0+3
)
. In addition,
we conclude from (108) and ψ˜ ∈ C
(
[0, T ], diff3,γ(R2)
)
, that the other terms appearing on the right hand
sides of the last two equalities in (103) also belong to C
(
[0, T ], Lpγ0+3
)
. This completes the proof of
(104).
Further, we argue as follows. Note that the condition (104) is equivalent to ∂αω˜ ∈ C
(
[0, T ],W 2,pγ0+1
)
,
0 ≤ |α| ≤ 2. By combining this with Theorem 3.1 (i), Remark 3.4, and (93) we obtain that
u˜− c ∈ C
(
[0, T ],W 3,pγ0
)
and d4u˜, d5u˜ ∈ C
(
[0, T ], Lpγ0+3
)
. (109)
This, together with Remark 5.5, allows us to differentiate A ≡ (du˜) ◦ ϕ˜ three times and by using the
product rule obtain the following formulas for the differentials of A of higher order
dA =
[
(d2u˜) ◦ ϕ˜
]
(dϕ˜),
d2A =
[
(d3u˜) ◦ ϕ˜
]
(dϕ˜, dϕ˜) +
[
(d2u˜) ◦ ϕ˜
]
(d2ϕ˜), (110)
d3A =
[
(d4u˜) ◦ ϕ˜
]
(dϕ˜, dϕ˜, dϕ˜) + 3
[
(d3u˜) ◦ ϕ˜
]
(d2ϕ˜, dϕ˜) +
[
(d2u˜) ◦ ϕ˜
]
(d3ϕ˜).
It follows from (110), (109), (97), Proposition A.1 (ii), Proposition A.2, and Remark A.2 that
A ∈ C
(
[0, T ], B3,pγ0+1
)
(111)
where
B3,pγ0+1 :=
{
f ∈ H3,ploc (C,C)
∣∣ f ∈ Lpγ0+1, ∂αf ∈ Lpγ0+2, 1 ≤ |α| ≤ 3}.
The space B3,pγ0+1 is a Banach algebra. This can be easily seen from the product rule, Proposition A.2
and Remark A.2, and the fact that B3,pγ0+1 =
{
f ∈ H3,ploc (C,C)
∣∣ ∂αf ∈W 1,pγ0+1 ∩W 2,pγ0 , 0 ≤ |α| ≤ 1}. This
allows us to conclude from equation (96), considered as an ODE in the Banach algebra B3,pγ0+1, that
dϕ˜− I ∈ C
(
[0, T ], B3,pγ0+1
)
. By combining this with (98) and then using that5
(f, ψ) 7→ f ◦ ψ, B3,pγ0+1 × diff
3,γ(R2)→ B3,pγ0+1,
and the Banach algebra property of B3,pγ0+1 (cf. the proof of Lemma 2.3) we obtain that
dψ˜ − I ∈ C
(
[0, T ], B3,pγ0+1
)
.
With this additional spatial decay of dψ˜ − I and its derivatives we return to the system of equations
(103) to conclude that ω˜ ∈ C
(
[0, T ],W 3,pγ0+1
)
, and hence
u˜− c ∈ C
(
[0, T ],W 4,pγ0
)
.
Now, we have enough regularity to conclude from (95) and Lemma 3.4 that
ϕ˜, ψ˜ ∈ C1
(
[0, T ],ZD4,p0 ). (112)
(Note that for any given t ∈ (0, T ] the diffeomorphism ψ˜(t) is equal to η(t) where η ∈ C1
(
[0, t],ZD4,p0
)
is the solution of the equation
.
η(s) = −u(t − s) ◦ η(s), η|s=0 = id.) By applying the bootstrapping
arguments above one more time we now easily obtain from (103) and (112) that ω˜ ∈ C
(
[0, T ],W 4,pγ0+1
)
,
and hence u˜ − c ∈ C
(
[0, T ],W 5,pγ0
)
. By (92), this contradicts the blow-up of the Z5,p0 -norm in (89).
Therefore, τ > T . This completes the proof of the theorem.
5This follows easily from Lemma 5.2.
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Remark 5.6. By arguing as in the proof of Proposition 5.2 we also see that if for T > 0 and u0 ∈
Z4,p0 ⊆ c
2,γ
b with p > 2 there exists a solution of the 2d Euler equation in Lagrangian coordinates
ϕ ∈ C1
(
[0, T ], diff2,γ(R2)
)
then the solution of the 2d Euler equation given by Theorem 4.1 extends to
the whole interval [0, T ] and u ∈ C
(
[0, T ],Z4,p0
)
∩ C1
(
[0, T ],Z3,p0
)
.
Now, we are ready to prove the main result of this section.
Theorem 5.1. For any u0 ∈ Z
m,p
N with m > 3 + (2/p) the Euler equation (60) has a unique solution
u ∈ C
(
[0,∞),Zm,pN
)
∩ C1
(
[0,∞),Zm−1,pN
)
such that the pressure p(t) lies in Zm+1,pN for any t ≥ 0.
This solution depends continuously on the initial data u0 ∈ BZm,pN (ρ) in the sense that for any T > 0
the map u0 7→ u, Z
m,p
N → C
(
[0, T ],Zm,pN
)
∩ C1
(
[0, T ],Zm−1,pN
)
, is continuous.
Proof of Theorem 5.1. Assume that m > 3 + (2/p) and take u0 ∈ Z
m,p
N . First, consider the case when
m ≥ 5 and 1 < p < ∞. Then u0 ∈ Z
m,p
N ⊆ Z
5,p
0 . By Remark 5.4, the space Z
5,p
0 is continuously
embedded into the little Ho¨lder space c3,γb . Then, it follows from the results in [21, Theorem 2] and
[22, 23, 18] that there exists a solution ϕ ∈ C1
(
[0,∞), diff3,γ(R2)
)
of 2d Euler equation in Lagrangian
coordinates.
Remark 5.7. It follows from the results in [21, Theorem 2] (see also [22, Theorem 2],[18]) that for any
T > 0 and m ≥ 1 the 2d Euler equation has a unique solution ϕ ∈ C1
(
[0, T ],Diffm,γ(R2)
)
in Lagrangian
coordinates on the group of orientation preserving diffeomorphisms of R2 of Ho¨lder class Cm,γb . Since
these solutions depend continuously on the initial data on Diffm,γ(R2)×Cm,γb , one obtains, by approx-
imating the initial data in the little Ho¨lder space cm,γb by functions in C
∞
b , that ϕ(t) ∈ diff
m,γ(R2)
for any u0 ∈ cm,γ and for any t ≥ 0. Hence ϕ ∈ C1
(
[0, T ], diffm,γ(R2)
)
is a solution of the 2d Euler
equation in Lagrangian coordinates on diffm,γ(R2).
By Proposition 5.2 we then conclude that the local solution of the 2d Euler equation in Z5,p0 given
by Theorem 4.1 extends to a global solution
u ∈ C
(
[0,∞),Z5,p0
)
∩C1
(
[0,∞),Z4,p0
)
.
In the case when m > 5 we have that u0 ∈ Z
6,p
0 and ω0 = ∂zu ∈ Z˜
5,p
1 . Then, by Lemma 3.4 and
Remark 5.2,
ω(t) = ω0 ◦ ϕ
−1 ∈ C
(
[0,∞), Z˜5,p1
)
.
This implies that u := ∂−1z ω ∈ C
(
[0,∞),Z6,p0
)
. Since there is no blow-up in the Z6,p0 -norm of the curve
u, we conclude from Theorem 4.1 that u ∈ C
(
[0,∞),Z6,p0
)
∩ C1
(
[0,∞),Z5,p0
)
is a solution of the 2d
Euler equation in Z6,p0 . By repeating this process inductively, we obtain that
u ∈ C
(
[0,∞),Zm,p0
)
∩ C1
(
[0,∞),Zm−1,p0
)
is a solution of the 2d Euler equation in Zm,p0 . Similarly, by applying Proposition 5.1 inductively, we
increase from 0 to N the order of the asymptotic expansion of u and obtain that u ∈ C
(
[0,∞),Zm,pN
)
∩
C1
(
[0,∞),Zm−1,pN
)
is a solution of the the 2d Euler equation in Zm,pN . This solution is unique and
depends continuously on the initial data by Theorem 4.1. The analyticity in time of the asymptotic
coefficients of the solution follows from the last statement of Theorem 4.1. The case when m = 4 and
p > 2 follows from Remark 5.6 and Remark 5.7.
A Appendix: Auxiliary results
In this Appendix we prove a number of technical results used in the main body of the paper. Our first
task is to study the properties of the auxiliary asymptotic space Zm,pN (B
c
R). To this end we first study
the properties of its reminder space Wm,pδ (B
c
R) where B
c
R ≡
{
x ∈ Rd
∣∣ |x| > R} with R > 0. For a
non-negative real number β ∈ R denote by ⌊β⌋ its integer part, i.e. the largest integer number that is
less or equal than β. Similarly, let {β} := β−⌊β⌋ be the fractional part of β ≥ 0. We have the following
weighted version of the Sobolev embedding theorem.
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Proposition A.1. Assume that 1 < p <∞, δ ∈ R, and R ≥ 1. Then
(i) If 0 ≤ m < d/p then for any q ∈
[
p, d/(dp − m)
]
one has that Wm,pδ−(d/p)(B
c
R) ⊆ L
q
δ−(d/p)(B
c
R).
Moreover, there exists a constant C ≡ C(d, p, q,m, δ) > 0 independent of the choice of R ≥ 1 such
that for any f ∈Wm,pδ−(d/p)(B
c
R),
‖f‖Lq
δ−(d/p)
(BcR)
≤ C ‖f‖Wm,p
δ−(d/p)
(BcR)
.
If m = d/p then the above statement holds for any q ∈ [p,∞).
(ii) For m > d/p and for any integer 0 ≤ k < m − (d/p) one has that Wm,pδ−(d/p)(B
c
R) ⊆ C
k(BcR) and
for any |α| ≤ k,
sup
x∈BcR
(
〈x〉δ+|α| |Dαf(x)|
)
≤ C ‖f‖Wm,p
δ−(d/p)
(BcR)
, Dα ≡ ∂α1x1 · · · ∂
αd
xd ,
with a constant C ≡ C(d, p,m, δ) > 0 independent of the choice of R ≥ 1.
(iii) Assume that m > d/p, 0 ≤ k < m− (d/p), and δ + (d/p) > 0. Choose a real number γ such that
0 < γ <
{
m− k − (d/p)
}
for
{
m− k − (d/p)
}
6= 0 or 0 < γ < 1 for
{
m− k − (d/p)
}
= 0. Then,
Wm,pδ (R
d) ⊆ Ck,γb (R
d)
and the embedding is bounded.
Remark A.1. An important technical part of Proposition A.1 is that the constants C > 0 appearing
in item (i) and (ii) are independent of the choice of R ≥ 1.
Proof of Proposition A.1. Let us first prove item (i). Assume that 0 ≤ m < d/p. For a given open set
U ⊆ Rd denote
|||f |||m,p,δ;U :=
 ∑
0≤α≤m
∫
U
∣∣∣|x|δ+|α|Dαf ∣∣∣p dx
1/p .
This norm is equivalent to ‖f‖Wm,pδ (U) :=
∑
0≤α≤m
∥∥ |x|δ+|α|Dαf∥∥
Lp(U)
. For R ≥ 1 consider the
annulus AR := B2R \ B¯R where BR denotes the open ball of radius R in Rd centered at zero and B¯R
is its closure. By changing the variables in the corresponding integrals one easily sees that for any
f ∈ C∞(A¯R),
|||fR|||m,p,δ;A1 = R
−δ−(d/p)|||f |||m,p,δ;AR , (113)
where fR(x) := f(Rx) for x ∈ Rd. By using that R ≤ |x| ≤ 2R on AR we also see that∑
0≤α≤m
∫
AR
(
|x|δ−(d/p)+|α|R
d
p |Dαf |
)p
dx ≤ |||f |||pm,p,δ;AR
≤
∑
0≤α≤m
∫
AR
(
|x|δ−(d/p)+|α|(2R)
d
p |Dαf |
)p
dx,
which implies
R
d
p |||f |||m,p,δ−(d/p);AR ≤ |||f |||m,p,δ;AR ≤ (2R)
d
p |||f |||m,p,δ−(d/p);AR .
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This, together with (113), then shows that for any 0 ≤ m < d/p there exist constants 0 < M1 < M2
independent of R ≥ 1 such that for any f ∈ C∞c (AR),
M1R
−δ|||f |||m,p,δ−(d/p);AR ≤ |||fR|||m,p,δ;A1 ≤M2R
−δ|||f |||m,p,δ−(d/p);AR . (114)
By the Sobolev embedding theorem for any given q ∈
[
p, d/(dp − m)
]
there exists a constant C˜ ≡
C(d, q) > 0 such that for any g ∈Wm,p(A1),
‖g‖Lq(A1) ≤ C˜ ‖g‖Wm,p(A1) . (115)
By applying (115) to |x|δg(x) with g ∈ C∞c (A1) and then using that
∣∣Dα|x|δ∣∣ ≤ Cα,δ|x|δ−|α| we obtain
‖g‖Lqδ(A1)
≡
∥∥∥|x|δ g∥∥∥
Lq(A1)
≤ C˜
∑
|α|≤m
∥∥Dα(|x|δg(x))∥∥
Lp(A1)
≤ C1
∑
|α|≤m
∑
β≤α
∥∥(Dα−β |x|δ)Dβg∥∥
Lp(A1)
≤ C2
∑
|α|≤m
∑
β≤α
∥∥∥|x|δ−|α|+|β|Dβg∥∥∥
Lp(A1)
≤ C2
∑
|α|≤m
∑
β≤α
∥∥∥|x|δ+|β|Dβg∥∥∥
Lp(A1)
≤ C3
∑
|β|≤m
∥∥∥|x|δ+|β|Dβg∥∥∥
Lp(A1)
≤ C4|||g|||m,p,δ;A1 .
By taking g = fR with f ∈ C∞c (AR) we get |||fR|||Lqδ(A1)
≤ C4|||fR|||p,m,δ;A1 which together with (114)
and the fact that |||·|||Lqδ(U)
≡ |||·|||0,q,δ;U for any δ ∈ R and an open set U in R
d implies,
R−δ|||f |||Lq
δ− d
q
(AR)
≤ C5|||fR|||Lqδ(A1)
≤ C6|||fR|||m,p,δ;A1 ≤ C7R
−δ|||f |||m,p,δ−(d/p);AR .
Hence, for any f ∈ C∞c (AR),
|||f |||Lq
δ− d
q
(AR)
≤ C|||f |||m,p,δ−(d/p);AR , (116)
with C > 0 independent of R ≥ 1. Finally, we write BcR =
⋃
k≥0 A¯2kR and by using (116) obtain that
for any f ∈ C∞c (B
c
R),
‖f‖Lq
δ− d
q
(BcR)
=
(
∞∑
k=0
∫
A
2kR
(
|x|δ−
d
q |f |
)q) 1q
=
(
∞∑
k=0
|||f |||qLq
δ− d
q
(A
2kR
)
) 1
q
≤ C
(
∞∑
k=0
|||f |||qm,p,δ−(d/p);A
2kR
) 1
q
≤ C
(
∞∑
k=0
|||f |||pm,p,δ−(d/p);A
2kR
) 1
p
= C |||f |||Wm,p
δ−(d/p)
(BcR)
where we used Lemma A.1 below. The case when m = d/p is treated in the same way. This proves
item (i).
In order to prove item (ii), assume that m > d/p. By the Sobolev embedding theorem and the
inequality
∣∣Dβ |x|δ+|α|∣∣ ≤ Cα,δ|x|δ+|α|−|β| we get that for any g ∈ C∞c (A1), an integer 0 ≤ k < m−(d/p),
and |α| ≤ k,
sup
x∈A1
( ∣∣∣|x|δ+|α|Dαg(x)∣∣∣ ) ≤ C1 ∑
|β|≤m−|α|
∥∥∥Dβ(|x|δ+|α|Dαg)∥∥∥
Lp(A1)
≤ C2
∑
|β|≤m−|α|
∑
γ≤β
∥∥∥|x|δ+|α|+|γ|−|β|Dα+γg∥∥∥
Lp(A1)
(117)
≤ C3
∑
|α+γ|≤m
∥∥∥|x|δ+|α+γ|Dα+γg∥∥∥
Lp(A1)
≤ C4|||g|||m,p,δ;A1 .
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By taking g = fR with f ∈ C∞c (AR) in this inequality and then using that D
αfR = R
|α|(Dαf)R we
obtain
R−δ sup
y∈AR
(
|y|δ+|α| |Dαf(y)|
)
≤ C3|||fR|||m,p,δ−(d/p);A1 = C3R
−δ|||f |||m,p,δ−(d/p);AR
where we used (113) in the last step. Hence,
sup
y∈AR
(
|y|δ+|α||Dαf(y)|
)
≤ C3|||f |||m,p,δ−(d/p);AR ≤ C3|||f |||m,p,δ−(d/p)
with a constant C3 > 0 independent of the choice of R ≥ 1. By taking sup over B
c
R we then conclude
the proof of item (ii) and Proposition A.1.
Let us now prove item (iii). Assume that m > d/p, 0 ≤ k + (d/p) < m, δ + (d/p) > 0, and choose
γ ∈ R as described in the proposition. It follows from item (ii) that Wm,pδ (B
c
1) ⊆ C
k(Bc1) and that for
any |α| ≤ k and f ∈Wm,pδ (B
c
1) we have
sup
x∈Bc1
(
〈x〉(δ+(d/p))+|α| |Dαf(x)|
)
≤ C ‖f‖Wm,pδ (Bc1)
<∞.
Since δ + (d/p) > 0 we then obtain that Wm,pδ (R
d) ⊆ Ckb (R
d). Let us now estimate the Ho¨lder semi-
norm of Dαf with |α| ≤ k. For R ≥ 1 consider the open annulus AR in Rd defined above and let
| · |0,γ;AR and [·]γ;A¯R be the Ho¨lder norm and semi-norm in the closure A¯R of AR in R
d. For any δ ∈ R
and for any g ∈ Ck(A¯1) we have
[g]γ;A¯1 =
[
|x|−δ
(
|x|δg
)]
γ;A¯1
≤ 2|δ|
[
|x|δg
]
γ;A¯1
+Kδ
∣∣|x|δg∣∣
L∞(A¯1)
≤ Cδ
∣∣|x|δg∣∣
γ;A¯1
(118)
with constants depending only on the choice of δ ∈ R. Here we used that for any non-empty U ⊆ Rd
we have that [fg]γ ≤ |f |L∞(U)[g]γ;U + |g|L∞(U)[f ]γ;U for any f, g ∈ C
0,γ(U). By the Sobolev embedding
theorem in the domain A1 and by the assumptions on the regularity exponents m, k, and γ, we obtain
that for any |α| ≤ k there exists a constant C > 0, as well as constants C1, C2, C3 > 0, such that for
any g ∈ Hm,p(A¯1) we have that∣∣|x|δDαg∣∣
γ;A¯1
≤ C
∑
|β|≤m−|α|
∥∥Dβ(|x|δDαg)∥∥
Lp(A1)
≤ C1
∑
|β|≤m−|α|
∑
γ≤β
∥∥∥|x|δ+|γ|−|β|Dα+γg∥∥∥
Lp(A1)
≤ C2
∑
|α+γ|≤m
∥∥∥|x|δ+|α+γ|Dα+γg∥∥∥
Lp(A1)
≤ C3|||g|||m,p,δ;A1 (119)
where we argued as in (117). It follows from (118) and (119) that there exists a constant C > 0 such
that for any g ∈ Hm,p(A¯1) and for any |α| ≤ k we have that
[Dαg]γ;A¯1 ≤ C |||g|||m,p,δ;A1 . (120)
Now take R ≥ 1 and let f ∈ Hm,p(A¯R). Then we have
[DαfR]γ;A¯1 = sup
x,y∈A¯1;x 6=y
∣∣(DαfR)(x)− (DαfR)(y)∣∣
|x− y|γ
= R|α| sup
x,y∈A¯1;x 6=y
∣∣(Dαf)(Rx)− (Dαf)(Ry)∣∣
|x− y|γ
= R|α|+γ [Dαf ]γ;A¯R . (121)
By combining (113) and (121) with (120) we obtain that there exists a constant C > 0 such that for
any R ≥ 1, |α| ≤ k, and for any f ∈ Hm,p(A¯R),
[Dαf ]γ;A¯R ≤
C
Rµ
‖f‖Wm,pδ (AR) (122)
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where µ :=
(
δ + (d/p)
)
+ γ + |α| > 0. In addition, by the Sobolev embedding theorem in the unit ball
B1 we also have that there exists a constant, denoted again by C > 0, such that for any f ∈ Hm,p(B¯1),
[Dαf ]γ;B¯1 ≤ C ‖f‖Wm,p(B1) (123)
where B¯1 denotes the closure of B1 in R
d. Note that
R
d = B¯1 ∪
( ⋃
k≥0
A¯2k
)
.
Now, take f ∈ C∞b (R
d) and two points x, y ∈ Rd such that x 6= y. The closed segment [x, y] :={
x + s(y − x)
∣∣ 0 ≤ s ≤ 1} intersects any given annulus A¯2k with k ≥ 0 as well as the closed ball B¯1 at
no more than two straight segments:
A¯2k ∩ [x, y] = I
′
k ∪ I
′′
k , B¯1 ∩ [x, y] = I−1,
where I ′k and I
′′
k with k ≥ 0, and I−1, can be empty. If such a segment is not empty we set
I ′k = [x
′
k, y
′
k], I
′′
k = [x
′
k, y
′
k], I−1 = [x−1, y−1].
Then,
[x, y] = I−1 ∪
⋃
k≥0
(
I ′k ∪ I
′′
k
)
.
This, together with (122) and (123), then implies that for any f ∈Wm,pδ (R
d) we have that∣∣(Dαf)(x)− (Dαf)(y)∣∣
|x− y|γ
≤
∣∣(Dαf)(x−1)− (Dαf)(y−1)∣∣
|x−1 − y−1|γ
+
∑
k≥0
∣∣(Dαf)(x′k)− (Dαf)(y′k)∣∣
|x′k − y
′
k|
γ
+
∑
k≥0
∣∣(Dαf)(x′′k)− (Dαf)(y′′k)∣∣
|x′′k − y
′′
k |
γ
≤ [Dαf ]γ;B¯1 + 2
∑
k≥0
[Dαf ]γ;A¯
2k
≤ C
(
1 + 2
∑
k≥0
1
2µk
)
‖f‖Wm,pδ
where we omit the terms corresponding to empty intervals in the second estimate above and use that
for any k ≥ 0 we have that ‖f‖Wm,pδ (A2k ) ≤ ‖f‖W
m,p
δ (R
d) and a similar inequality for the ball B1. Hence,
there exists a positive constant C ≡ Cµ < ∞ such that for any f ∈ W
m,p
δ (R
d) and for any |α| ≤ k we
have that [Dαf ]γ ≤ C ‖f‖Wm,pδ . Since we already proved that W
m,p
δ (R
d) ⊆ Ckb (R
d), this completes the
proof of item (iii).
Denote by ℓp, p ≥ 1, the Banach space of complex-valued sequences a = (al)l≥1 with finite ℓp-norm
‖a‖ℓp :=
(∑
l≥1 |al|
p
)1/p
. In the proof of Proposition A.1 we use the following simple lemma.
Lemma A.1. For 1 ≤ p ≤ q one has that ℓp ⊆ ℓq so that for any a ∈ ℓp we have ‖a‖ℓq ≤ ‖a‖ℓp.
Proof of Lemma A.1. Assume that 1 ≤ p ≤ q. Without loss of generality we can assume that ‖a‖ℓp = 1.
Then, |al| ≤ 1, and hence |al|q ≤ |al|p for any l ≥ 1. We have,
‖a‖qℓq =
∑
l≥1
|al|
q ≤
∑
l≥1
|al|
p = ‖a‖pℓp = 1.
This completes the proof of the lemma.
Proposition A.1 allows us to prove the following multiplicative property of the weighted Sobolev
space Wm,pδ (B
c
R).
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Proposition A.2. For any real δ1, δ2 ∈ R and integers 0 ≤ k ≤ l ≤ m with m + l − k > d/p there
exists a constant C ≡ C(d, p, l, k,m, δ1, δ2) > 0 independent of the choice of R ≥ 1 such that for any
f ∈Wm,pδ1−(d/p)(B
c
R) and for any g ∈ W
l,p
δ2−(d/p)
(BcR) we have that fg ∈W
k,p
δ1+δ2−(d/p)
(BcR) and
‖fg‖Wk,p
δ1+δ2−(d/p)
(BcR)
≤ C ‖f‖Wm,p
δ1−(d/p)
(BcR)
‖g‖W l,p
δ2−(d/p)
(BcR)
. (124)
In particular, for m > d/p and δ ∈ R the weighted Sobolev space Wm,pδ (B
c
R) is a Banach algebra.
Remark A.2. Note that inequality (124) as well as items (i) and (ii) of Proposition A.1 hold with
BcR replaced by R
d (see Lemma 1.2 in [16]). This also easily follows from Proposition A.1 (i), (ii),
Proposition A.2, and Lemma 2.1.
Proof of Proposition A.2. Choose the parameters δ1, δ2, k, l,m and R ≥ 1 as in the statement of the
proposition. By the generalized Ho¨lder inequality with weights (see Lemma A.2 below) we have that
‖fg‖Lp
δ1+δ2−(d/p)
(BcR)
≤ ‖f‖Lp1
δ1−
d
p1
(BcR)
‖g‖Lp2
δ2−
d
p2
(BcR)
(125)
for any f ∈ Lp1
δ1−
d
p1
(BcR) and g ∈ L
p2
δ1−
d
p2
(BcR) with p =
1
p1
+ 1p2 , 1 < p ≤ p1, p2 ≤ ∞. First consider the
case when 0 ≤ m < d/p. Then by Proposition A.1 we have the continuous embedding Wm,pδ−(d/p)(B
c
R) ⊆
Lq
δ− dq
(BcR) for any given q ∈
[
p, d/(dp −m)
]
. Now choose p1 ∈
[
p, d/(dp −m)
]
and p2 ∈
[
p, d/(dp − l)
]
such that 1p =
1
p1
+ 1p2 . This can be done, since
1
d/(dp −m)
+
1
d/(dp − l)
≤
1
p
,
which amounts to m+ l > d/p. (This holds in view of the assumption that m+ l−k > d/p with k ≥ 0.)
Hence, by Proposition A.1 (i), we have that
‖f‖Lp1
δ1−
d
p1
(BcR)
≤ C1 ‖f‖Wm,p
δ1−(d/p)
(BcR)
and ‖g‖Lp2
δ2−
d
p2
(BcR)
≤ C1 ‖g‖Wm,p
δ2−(d/p)
(BcR)
for any f ∈ Wm,pδ1−(d/p)(B
c
R) and g ∈ W
l,p
δ2−(d/p)
(BcR). By combining this with (125), we then conclude
that for m+ l > d/p one has that
‖fg‖Lp
δ1+δ2−(d/p)
(BcR)
≤ C2 ‖f‖Wm,p
δ1−(d/p)
(BcR)
‖g‖W l,p
δ2−(d/p)
(BcR)
. (126)
with a constant C2 > 0 independent of the choice of R ≥ 1. In the case when m = d/p we prove (126)
by arguing in the same way and by selecting p1, p2 ∈ [p,∞) such that
1
p =
1
p1
+ 1p2 . In the case when
m > d/p we choose p1 = p and p2 =∞ to conclude from (125) that
‖fg‖Lp
δ1+δ2−(d/p)
(BcR)
≤ ‖f‖L∞δ1(B
c
R)
‖g‖Lp2
δ2−(d/p)
(BcR)
.
By combining this with Proposition A.1 (ii) we prove (126). Hence, the inequality (126) holds if
m+ l > d/p.
In order to complete the proof of the proposition, take 0 ≤ k ≤ l and functions f ∈ Wm,pδ1−(d/p)(B
c
R)
and g ∈W l,pδ2−(d/p)(B
c
R). For any |α| ≤ k we have
|x||α|Dα(fg) =
∑
β≤α
(
α
β
)(
|x||β|Dβf
) (
|x||α−β|Dα−βg
)
where |x||β|Dβf ∈ W
m−|β|,p
δ1+|β|−(d/p)
(BcR) and |x|
|α−β|Dα−β ∈W
l−|α−β|,p
δ2+|α−β|−(d/p)
(BcR). Note that (m− |β|) +
(l − |α− β|) = m+ l − |α| ≥ m+ l − k > d/p. This, together with (126), then implies that
|x||α|Dα(fg) ∈ Lpδ1+δ2−(d/p)(B
c
R)
for any |α| ≤ k. It also shows that (124) holds with a constant C > 0 independent of the choice of
R ≥ 1.
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In the proof of Proposition A.2 we used the following generalized Ho¨lder inequality with weights.
Lemma A.2. For any real δ1, δ2 ∈ R, 1 < p ≤ p1, p2 ≤ ∞ with
1
p =
1
p1
+ 1p2 , and R > 0 we have that
‖fg‖Lp
δ1+δ2−(d/p)
(BcR)
≤ ‖f‖Lp1
δ1−
d
p1
(BcR)
‖g‖Lp1
δ1−
d
p2
(BcR)
for any f ∈ Lp1
δ1−
d
p1
(BcR) and g ∈ L
p2
δ1−
d
p2
(BcR).
Proof of Lemma A.2. Assume that 1 < p < p1, p2 < ∞. Note that the relation
1
p =
1
p1
+ 1p2 implies
that 1(p1/p) +
1
(p2/p)
= 1. Then by using the (standard) Ho¨lder inequality we obtain
‖fg‖p
Lp
δ1+δ2−(d/p)
(BcR)
=
∫
BcR
∣∣∣fg|x|δ1+δ2−(d/p)∣∣∣p dx = ∫
BcR
∣∣∣f |x|δ1− dp1 ∣∣∣p∣∣∣g|x|δ2− dp2 ∣∣∣p dx
≤
(∫
BcR
∣∣∣f |x|δ1− dp1 ∣∣∣p1 dx)p/p1( ∫
BcR
∣∣∣g|x|δ1− dp2 ∣∣∣p2 dx)p/p2 (127)
which implies the generalized Ho¨lder inequality with weights in the considered case. It is a straightfor-
ward task to check that the inequality also holds with p1 = p and p2 =∞. This completes the proof of
the lemma.
Now, we a ready to prove Lemma 2.2. Assume that d = 2 and identify R2 with the complex plane
C as explained in the Introduction.
Proof of Lemma 2.2. Assume that m > 2/p and that R ≥ 1. In the case when u1, u2 ∈ Wm,pγN (B
c
R) we
obtain from Proposition A.2 that
|u1u2|Zm,pN (BcR) ≤ C|u1|Z
m,p
N (B
c
R)
|u2|Zm,pN (BcR). (128)
Now, assume that u1 =
a
zk z¯l
, k, l ≥ 0, and u2 ∈ Wm,pγN (B
c
R). Then one easily sees that u1u2 ∈
Wm,pγN+k+l(B
c
R) ⊆W
m,p
γN (B
c
R). We also have
|u1u2|
p
Zm,pN (B
c
R)
=
∑
0≤|α|≤m
∫
BcR
∣∣∣|z|γN+|α|∂α ( a
zkz¯l
u2
)∣∣∣p dx dy
≤
∑
0≤|α|≤m
|a|p
∫
BcR
|z|γN+|α|∑
β≤α
(
α
β
) ∣∣∣∣∂α−β ( 1zkz¯l
)∣∣∣∣ ∣∣∂βu2∣∣
p dx dy
≤ C0
∑
0≤|α|≤m
|a|p
∫
BcR
|z|γN+|α|∑
β≤α
1
|z|k+l+|α|−|β|
∣∣∂βu2∣∣
p dx dy
≤ |a|pC1
∑
0≤|α|≤m
∫
BcR
∑
β≤α
|z|γN+k+l+|β|
∣∣∂βu2∣∣
p dx dy
≤ C2|a|
p |u2|
p
Zm,pN (B
c
R)
where C2 > 0 is independent of the choice of R ≥ 1 and ∂
α ≡ ∂α1z ∂
α2
z¯ . Hence, (128) holds with a
constant C > 0 independent of the choice of R ≥ 1. In the case when u1 =
1
zk1 z¯l1
and u1 =
1
zk1 z¯l1
with
0 ≤ (k1 + l1) + (k2 + l2) ≤ N and k1, l1, k2, l2 ≥ 0, we obviously have that∣∣∣∣ azk1 z¯l1 bzk2 z¯l2
∣∣∣∣
Zm,pN (B
c
R)
=
∣∣∣ a
zk1 z¯l1
∣∣∣
Zm,pN (B
c
R)
∣∣∣∣ bzk2 z¯l2
∣∣∣∣
Zm,pN (B
c
R)
by the definition of the norm (13) on Zm,pN (B
c
R). If (k1 + l1) + (k2 + l2) ≥ N + 1, one easily sees that
u1u2 ∈ Wm,pγN (B
c
R) and that (128) holds with a constant independent of the choice of R ≥ 1. The
general case easily follows from the considered cases.
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We will also need the following simple lemma.
Lemma A.3. Assume that m > 2/p. Then for any u ∈ Zm,pN we have
(i) |u|Zm,pN (BcR) → a00 as R→∞.
(ii) For R ≥ 2 we have that supBcR |u| ≤ |u|Z
m,p
N (B
c
R)
.
(iii) For any u ∈ Zm,pN we have that ‖u‖L∞ ≤ C ‖u‖Zm,pN
.
Proof of Lemma A.3. Take u ∈ Zm,pN such that u = χ
∑
0≤k+l≤N
akl
zkz¯l + f and f ∈ W
m,p
γN . Then,
item (i) follows directly from the definition (13) of the norm |u|Zm,pN (BcR) together with the fact that
‖f‖Wm,pγN (B
c
R)
→ 0 as R→∞. In order to prove (ii) take R ≥ 2. Then, by Proposition A.1 (ii), we have
sup
BcR
|u| ≤
∑
0≤k+l≤N
|akl|
Rk+l
+ sup
BcR
|f | ≤
∑
0≤k+l≤N
|akl|
Rk+l
+ ‖f‖Wm,pγN (B
c
R)
= |u|Zm,pN (BcR).
In view of Remark A.2 we also have
‖u‖L∞ ≤ C
( ∑
0≤k+l≤N
|akl|+ ‖f‖L∞
)
≤ ‖u‖Zm,pN
with C := max
(
1, supχ
)
. This completes the proof of the lemma.
The proof of the following lemma follows easily from the properties of the Fourier transform in S′.
Lemma A.4. Assume that u, ∂−1z u, ∂
−1
z ∂u ∈ S
′(R2,R2) where ∂ stands for ∂z or ∂z¯. Then the com-
mutator
[
∂, ∂−1z
]
u is a polynomial of z¯ with complex coefficients.
B Appendix: Euler’s equation in complex coordinates
Using the complex structure on C we will rewrite the Euler equation on R2 in terms of the holomorphic
component of the fluid velocity vector field v. For simplicity we assume in this Appendix that all
functions and vector fields are C∞-smooth on R2. A vector field v = A(x, y)∂x + B(x, y)∂y on R
2 can
be written as
v = a(z, z¯) ∂z + b(z, z¯) ∂z¯,
where a = A+ iB, b = A− iB, and ∂z :=
1
2 (∂x − i∂y), ∂z¯ :=
1
2 (∂x + i∂y) are the Cauchy operators. In
this way the function a : C → C, a ≡ a(z, z¯), is the holomorphic component of the real vector field v.
Note that v is completely determined by a(z, z¯). We will use this fact and rewrite the 2d Euler equation
in therms of its holomorphic component and the Cauchy operators.
A direct computation gives
div v = ∂xA+ ∂yB = (∂z + ∂z¯)A+ i(∂z − ∂z¯)B
= ∂z(A+ iB) + ∂z¯(A− iB)
= az + a¯z¯ = 2Re(az). (129)
By identifying v with its holomorphic component a, we can write
div a = az + a¯z¯ .
Similarly, we have
curla =
1
2i
(
az − a¯z¯
)
. (130)
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Note that for a = a(z, z¯) divergence free we obtain that curla = −i ∂za. We also have
v · ∇v =
(
a∂z + a¯∂z¯
)
(a) ∂z +
(
a∂z + a¯∂z¯
)
(a¯) ∂z¯ = (aaz + a¯az¯) ∂z + (aa¯z + a¯a¯z¯) ∂z¯.
For a smooth function p : R2 → R we get
∇p = (∂xp)∂x + (∂yp)∂y = px(∂z + ∂z¯) + ipy(∂z − ∂z¯)
= (px + ipy) ∂z + (px − ipy) ∂z¯
= 2pz¯∂z + 2pz∂z¯ .
As a direct consequence of these identities we obtain that the 2d Euler equation (1) can be rewritten as
ut + (uuz + u¯uz¯) = −2pz¯, div u = uz + u¯z¯ = 0, (131)
where u ≡ a is the holomorphic component of the fluid velocity v and p : C→ R is the pressure.
Finally, note that for a divergence free vector v we have that
div(aaz + a¯az¯) = ∂z(aaz + a¯az¯) + ∂z¯(a¯a¯z¯ + aa¯z)
= (az)
2 + (a¯z¯)
2 + 2a¯zaz¯ + a
(
azz + (a¯z¯)z
)
+ a¯
(
(a¯z¯)z¯ + azz¯
)
= 2(az)
2 + 2|az¯|
2, (132)
where we used that 0 = div v = az + a¯z¯ by (129).
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