Abstract. As the ATLAS Experiment prepares to move to a multi-threaded framework 7 (AthenaMT) for Run3, we are faced with the problem of how to migrate 4 million lines of 8 C++ source code. This code has been written over the past 15 years and has often been 9 adapted, re-written or extended to the changing requirements and circumstances of LHC data 10 taking. The code was developed by different authors, many of whom are no longer active, and 11 under the deep assumption that processing ATLAS data would be done in a serial fashion.
Introduction

23
The ATLAS Experiment [1] designed and developed its offline software framework based on the However, certain design limitations in Athena are now becoming evident. In particular the 28 framework and algorithmic code were designed for a serial processing mode, where only one 29 event was processed at a time by a well defined sequence of algorithims, also running serially.
30
In the era when CPU dies had single cores and clock speeds were steadily rising this model 31 worked very well. That situation came to an end in the mid-2000s, as shown in Figure 1 , when 32 the rise in clock speed stalled, due to thermal limitations. Transistor density continued to rise 33 (commonly know as Moore's Law ), but instead of faster cores CPUs started to gain more and 34 more cores and the multicore era had begun.
35
In order to exploit multi-core resources during LHC Run 1, ATLAS ran an independent 36 job on each CPU core, exploiting trivial event level independence in its processing. However, 37 running independent jobs on each core makes poor use of other resources, particularly of memory.
38
To alleviate this issue ATLAS introduced a multi-processing workflow in Run 2. In this model 
49
This continued pressure on memory is also critical to address as continued development of 50 CPU technology has seen the additional rise of many-core processors (e.g., the Intel Xeon Phi) 51 and of low power processors (e.g., ARM64 architecture). With these architectures even 2GB of 52 memory per core is usually unfeasible and certainly uneconomic. • Where any incidents 2 are used and how they might be replaced
124
• Where algorithm or tool state is updated in the event loop
125
The workflow of the algorithm was also analysed to see where parallelisation opportunities 126 might be found.
127
As the favoured design pattern for new algorithms is to try and make them stateless, groups 128 were asked to comment on the feasibility of making an algorithm's execute() stateless and 129 reentrant, which would mean it could be made const and run on multiple events in parallel.
130
This also requires that algorithms would also only call other const methods during their own 131 execution. 
Review process
133
In common between the reviewers and the reviewed, a schedule of meetings was setup that would 134 allow the reviewed domains to prepare review material well in advance. The intention of the 135 review meeting was to concentrate on difficult or unclear points, not to walk through the material 136 piece by piece. Thus it was important that the review material was available to reviewers before 137 the meetings. Our intention was to allow one week in advance for 'pre-review'. In practice this 138 goal was rarely achieved, but in the vast majority cases the material was available with 48 hours 139 notice and this was sufficient for the reviewers, who had by and large cleared a space in their 140 schedules.
141
The presentation format for the review documentation was left open to groups, but we quickly With the review inputs well prepared, the vast majority of the reviews were able to be (who were ex-officio members of all the review panels) took notes that would later be used to 150 draw conclusions (see Section 2.5).
151
1 In Gaudi public tools are singletons and shared, which is now deprecated as it is inherently unsuitable for multi-threading; the singleton pattern is still used for framework services, which then have to be programmed to be thread safe. 2 Incidents are a Gaudi framework concept utilising the Observer design pattern to invoke a series of callbacks to client code when a particular condition is encountered. It is known in ATLAS that the use of incidents is particularly coupled to thread hostile practices, e.g., clearing an internal cache at the end of the processing of an event. in Table 1 taking part.
153
Although the reviews only required the participation of the review panel and the reviewees,
154
they were open to all. Attendance was frequently more than double the core membership and
155
it was clear that the software community found the review process itself useful and educational, 156 providing insights into other domains' approach to software design problems.
157
It was also noticeable that although the focus of the review was clearly on the code The intention of the review was to identify concrete changes to ATLAS code for Run 3. It
163
was therefore decided to capture the outputs of the review in the issue tracker that the ATLAS 164 software project uses, the Atlassian Jira tracker, managed by CERN IT.
165
An Epic ticket was assigned to each domain to capture the state of their progress towards 166 multi-threading. Within that Epic, individual tickets were assigned to capture issues that needed 167 to be addressed. It was then left to the domain itself to breakdown issues into whatever digestible 168 sub-issues were necessary to organise and manage the necessary improvements. 2.5.1. The egamma issues It is illustrative to look at the tickets that were assigned to the 170 egamma domain, which were quite typical of the issues that were uncovered during the review:
171
Lock egamma containers after egamma reco In the new framework it is essential that data 172 objects are locked in the transient event store to signal that they can be used as immutable 173 inputs for downstream algorithms.
multiple parts of reconstruction, even where there is no data dependency between them.
