We propose a (time) multiscale method for the coarse-grained analysis of selfpropelled particle models of swarms comprising a mixture of 'naïve' and 'informed' individuals, used to address questions related to collective motion and collective decisionmaking in animal groups. The method is based on projecting the particle configuration onto a single 'meta-particle' that consists of the group elongation and the mean group velocity and position. The collective states of the configuration can be associated with the transient and asymptotic transport properties of the random walk followed by the meta-particle. These properties can be accurately predicted by an advection-diffusion equation with memory (ADEM) whose parameters are obtained from a mean group velocity time series obtained from a single simulation run of the individual-based model. keywords continuous time random walks, anomalous transport, collective animal behavior, non-Markovian stochastic processes, self-propelled particle models.
Introduction
Self-propelled particle models (SPP's) are a class of agent-based simulations that have been used over the last three decades to explore questions related to various kinds of collective motion in animals, including insect swarms, bird flocks and fish schools [1, 50, 29, 26, 17, 16, 48, 52, 44] . In these models, each individual in the (finite) population is represented by a particle that moves with constant speed in two or three-dimensional Euclidean space or a 2-dimensional torus. All particles update their orientations according to a set of local averages of the current state of the configuration. These local averages are simplified representations of individual behaviors that depend on 'social interactions' -avoidance of collisions, attraction, and orientation alignment-which result in the remarkable property of cohesive collective motion; i.e. the particles move about in space, yet they appear to move as a single object, resembling the motion of real flocks [1, 50, 16] . Errors made by the individuals as they estimate these quantities are modeled by a random rotation of the output of this averaging procedure. More recently, SPP models of flocking have been introduced in the context of collective decision-making to illuminate the question of how groups of agents achieve consensual decisions without the need of a central control [16, 13, 15, 12, 44] . Each of these decisions can be associated with a variety of collective states, which typically involve switching between mobile/immobile regimes [35] , rotation or milling [16] , motion with a directional bias [15] , or a combination of these [42] . A directional bias is relevant when critically important information, for instance the location of a resource, a predator or a migratory route, is available only to a fraction of the population [15, 42] . [15] explored this situation using a modified version of earlier models of swarming [1, 50, 29, 16] , where the main innovation consisted of dividing the population into two types. The first of these, called 'naïve', follow only the social rules mentioned earlier (avoidance, attraction and alignment). The second kind, dubbed 'informed', also obey the social interactions of the naïve individuals, but weigh the social output with an orientation bias along a single 'preferred' direction, which in this study is identical for all informed individuals. This orientation bias can be regarded as a simple representation of access to privileged information. Collective decision-making is understood in this context in terms of the ability of the informed sub-population to transfer their orientation bias to the whole group while simultaneously preserving group cohesion.
Despite the recent explosion of SPP models in the literature, our understanding of these systems still remains limited. Central challenges are related to our ability to characterize efficiently and meaningfully the dynamics of each collective state, and critically, their dependence on the parameters of the individual-level model. We identify three distinct approaches to address this problem; namely Monte-Carlo simulation, continuum models, and 'hybrid' multi-scale approaches. The first (the Lagrangian approach) is mainly computational and consists of moving with each individual particle. Macroscopic summary statistics describing the various collective states are obtained from averages based on a large number of independent simulation runs, or a single time series when ergodicity is a reasonable assumption. These average quantities usually include the mean group velocity [17] , the mean angular momentum [16] , mean switching times between mobile/immobile states [35] or the 'accuracy' of the decision-making process [15, 38] . Other state variables of interest link collective states to geometrical properties of the flock, like the group elongation [15] or its aspect ratio [8] . The second method (the Eulerian approach) focuses on continuum models for the density and velocity fields. It has the advantage that in some cases analytical results linking the microscopic to the macroscopic can be rigorously derived. In addition to this, the numerical solution of the model for large or small population densities has the same computational cost, and the mechanisms that generate the collective patterns can often be clearly distinguished in the various terms in the model, which provides some degree of parsimony that approaches based solely on Monte-Carlo simulations cannot emulate. Continuum approximations have been used to approximate discrete SPP models mainly to study collective motion that is not cohesive [17] ; i.e. the population lives in a spatial arena with periodic or reflecting boundaries but does not form a single distinct group. Instead, particles move about freely forming and dissolving groups of various sizes (i.e. fission-fusion dynamics), and collective motion is detected as a non-vanishing population average of the velocity. These continuum models are obtained through heuristic reasoning based on careful observation of system symmetries, or the invocation of conservation laws [40, 54, 55, 19] . Although substantial progress has been made with Eulerian (continuum) approaches, particularly for swarming microbial populations [2, 51] , there are still a number of issues that preclude their widespread use. First, the use of heuristics does not clarify the dependence of the macroscopic parameters on the individual-level model. Although some continuum models have recently been derived formally from the individual-based model via a limiting process (usually large population size), the theoretical progress is made at the expense of great simplifications which restrict strongly their biological relevance. For instance [4] and [9] each derived continuum models in the limit of large population sizes, but restricted the individual-level interactions to a single type of social interaction, specified via a potential function [9] , or a velocity average [4] . Second, they usually require very large population sizes in order to be meaningful, which is problematic for models of flocking in groups involving tens or perhaps hundreds of individuals. In this situation the finiteness of the population size plays a fundamental role in observed transport properties (e.g. the group tends to move more slowly as the population size increases) [16, 7, 8, 25, 53, 57] . The third is the hybrid multiscale approach, which attempts to bridge Monte-Carlo simulations and continuum models. It is based on assuming the existence of a continuum model for some relevant coarse-grained state variable or 'reduction coordinate'; for instance Nonlinear Advection-Diffusion Equations (NADE) with density-dependent coefficients [25] , or Fokker-Planck equations with a non-linear potential [33, 20, 42, 35, 11, 60] , which serves as a model template. The unknown fluxes and coefficients in the macroscopic template are estimated from a computational experiment, which usually consists of a single -and relatively short-simulation run of the microscopic model. These estimated quantities are substituted into the unknown terms in the macroscopic model, which is then analyzed by means of the appropriate suite of classical continuum methods, numerical or analytical.
In this study, we use this latter approach to explore the ability of Continuous Time Random Walks (CTRW) [41, 30, 14, 3] , and its associated continuum counterpart, the AdvectionDiffusion Equation with Memory (ADEM) -also known as the Generalized Master Equation (GME)-as a model template for the coarse-grained dynamics of cohesive collective motion and collective decision-making in self-propelled particle models of swarms comprising a mixture of individuals that have preferential access to critical information -the 'informed' typeand those who do not ( 'naïve'). The ADEM generalizes the classical advection-diffusion equation to a non-local-in-time transport model via the introduction of a 'memory', a time weighting function proportional to the particle's two-time velocity autocorrelation function. The ADEM is a useful model of anomalous transport that arises when the underlying ran-dom walk possesses a wide distribution of transition rates [30, 31, 14, 39, 3] . The multiscale method we propose is based on coarse-graining the full SPP configuration into a single 'meta-particle', that consists of the group elongation (as a measure that the group remains cohesive) and the mean group velocity and position. The various types of collective states displayed by the group can then be related to the transport properties of the meta-particle's random walk, under the assumption that the pdf of the transition density for the metaparticle's position follows an ADEM. We illustrate the method for the case of a 2-dimensional SPP model introduced earlier by [15] for a single informed direction, but the approach is quite general in the sense that it can be applied to any individual-based model of movement for which the biologically meaningful coarse variables are the mean group position and velocity, and that the effective distribution of jump lengths at each transition event has finite moments of all orders. The multiscale approach for collective motion based on the ADEM complements local -in-time multiscale approaches for a similar class of individual-level models explored earlier [35, 25, 60] . For instance, the ADEM can predict correctly the transport properties even when the individuallevel model has a strong alignment rule, which is precisely the main limitation of the otherwise successful method based on non-linear advection-diffusion equations [25] . This results from temporal correlations in velocity fluctuations induced by the alignment rule that persist over macroscopically relevant time scales, a property that can not be captured by local-in-time Markovian models, but can be dealt with via the introduction of a memory term. CTRW theory generalizes the classical Random Walk (RW) as a microscopic model better suited for problems in anomalous transport, which is usually detected when the mean squared displacement (msd) does not scale linearly with time over a wide range of time scales. The anomalous properties can frequently be attributed to the presence of a wide distribution of transition rates (or also in the jump lengths), which leads to persistent temporal correlations in velocity fluctuations. It is the presence of time correlations in velocity that ultimately leads to anomalous transport [41, 30, 34, 39] . The variability in transition rates can be attributed in real systems to spatial disorder in the medium, as is the case in tracer transport in porous media [3] . The presence of spatial disorder in the medium creates localized structures that can trap the particle for long periods of time, or force it to move ballistically by confining its motion along a corridor. The resulting particle motion consists of alternating bursts of ballistic motion, apparent brownian motion, and a stagnant phase where the particle moves very slowly, if at all. This resembles the dynamics of the group meta-particle in SPP models of swarms, which typically consists of bursts of alignment in the particle orientations that lead to advective flights at the group level (the slip phase), alternating with regimes of slow motion when the particles lose their alignment and the mean group velocity drops sharply (the stick phase). The power of CTRW [14, 3] and effective medium theories of random motion in disordered media [31] , lies in that the spatial inhomogeneities in the medium responsible for the anomalies in transport properties are not modeled explicitly. Instead, their effect is summarized statistically in terms of the effective distributions of jump lengths and waiting times that define the random walk. The key innovation of CTRW theory is that the random walk does not proceed by fixed spatial and temporal increments, but these become instead random variables, defined by two probability densities, which are usually assumed independent in applications. The first is the distribution of jumps in space λ(ξ), which prescribes the length of the jumps between locations at each transition event. The second is a clock that regulates the times elapsed between transitions, known as the distribution of waiting times ψ(τ ). A thorough discussion of modern CTRW theory and its role in models of anomalous transport can be found in a recent review by [39] . It can be shown [61, 41, 30, 39, 3] that when the distribution of jump lengths can be expanded in a Taylor series and the distribution of waiting times is an arbitrary probability density function, the transition probability density p(x, t|0, 0) for finding a particle around position x ∈ R 2 at time t given that it started at the origin at time zero, obeys a modified version of the advection-diffusion equation that is non-local in time, known as the Advection-Diffusion Equation with Memory (ADEM)
where v λ is the effective drift vector, D λ the diffusivity tensor, and the colon operator is the inner tensor product
The transport coefficients v λ and D λ are determined respectively by the ratio of the first two moments of the jump distribution to the mean of the waiting time distribution, or the median when ψ(t) does not have a finite mean [3] . The memory function M (t) has two equivalent interpretations; it is closely related to the distribution of waiting times [14] , but it can also be shown to be proportional to the velocity time auto-correlation function of the moving particle [28, 32, 58] .
where v 1 is the velocity along the x 1 direction, D 1 is the diffusivity along x 1 and M (t) is the memory kernel that prescribes the decay of correlations (see Section 4 for additional details). This model constitutes the basis for effective medium theories of anomalous transport in disordered media, where the spatial disorder in the medium is replaced by an ordered model with memory of the form (1) [28, 37, 32, 3, 31] . The stochastic dynamics of the meta-particle associated with the SPP model of flocking explored here has a striking resemblance to that which motivated the development of the theory for anomalous transport in heterogenous media based on the CTRW and the ADEM. In SPP models, the wide range of variability in transition rates cannot be attributed to spatial disorder in the medium, but arises instead from stochasticity in the alternating (slip/stick) types of collective behavior. Even though the source of variability is quite different, this does not seem to matter provided that transport can be modeled in terms of effective distributions of jump lengths and waiting times and their associated ADEM. Our goal is to exploit this analogy to propose an ADEM as a continuum 'model template' for the dynamics of the position pdf of a swarm centroid. The functional form of the memory and the transport parameters in the ADEM template can be estimated from a single mean group velocity time series obtained from a simulation run of the SPP model. The resulting fitted model can be then used to explore the dependence of the collective behaviors on the parameters that determine the individual-level model, particularly the strength of the bias of the informed sub-population, the total population size, and the proportion of informed individuals.
In the ADEM approach, the memory is the fundamental object that encodes all the transport coefficients, the various transport regimes and their characteristic timescales [36, 32] . When the spatial distribution of the disorder is known [31] or the Hamiltonian of the microscopic model [32] , it is possible to derive the memory in (1) from the microscopic dynamics. In general, one has to resort to simulations or experiments and subsequent function fittings, in order to obtain the velocity auto-correlation function. The non-linearities involved in the definition of the SPP seem to preclude the derivation of the velocity time auto-correlation function rigorously from the microscopic swarm model. We find from simulations that the memory kernel along the informed direction for SPP models can be very well fitted by two closely related functions. The first corresponds to a Gamma density,
which works well in swarms where there are no informed individuals present, but also when the proportion of informed individuals is small (and relatively low values of the coupling strength). The initial power law decay in (2) leads to a sub-ballistic, super-diffusive transient detectable in the mean-squared displacement. This power law behavior has an exponential truncation at a characteristic time scale τ a that establishes the onset of the asymptotic regime, which is dominated by diffusion in swarms with no informed individuals and a mixture of diffusion and advection (with constant drift) for groups that include informed individuals. We also find that the diffusion coefficient decreases with group size, and the time scale (τ a ) that determines the onset of the asymptotic regime increases with group size. The second, 'richer' situation, arises in informed swarms for high values of the bias along the informed direction, where the early time super-diffusive transient is followed by a regime where correlations oscillate before reaching the asymptotic state, which is also classical advection-diffusion. This additional regime requires a modification of the memory kernel (2) in order to capture these oscillations. We find that a Mittag-Leffler function E α,β (z) with an exponential truncation [49, 59] ,
provides an excellent fit in this regime, at the cost of introducing two additional parameters (the exponent β and the time scale τ s ). We used these estimates together with the ADEM model in order to predict the behavior of the mean squared displacement (msd), i.e. the second moment of the mean group position, which can be used to characterize the various types of collective behaviors and their characteristic time scales in terms of their effect on the meta-particle's transport properties. The functional forms themselves do not seem to change with group size, but only the parameters do. For the region of parameters where the group remains cohesive, we observed that there are two types of collective behavior that are shared by both naïve (no informed individuals present) and informed groups. First, there is an anomalous super-diffusive transient at early times (the scaling exponent in the mean squared displacement lies between one and two) due to the prevalence of slip/stick dynamics over that domain of time scales. Asymptotically, the msd scales linearly with time for naïve groups (diffusion-dominated), but shows a sharp transition to quadratic scaling (advection-dominated) for informed ones along the informed direction, which indicates that on average, informed swarms diffuse, but also move with constant velocity over the longer time scales. This transition from linear to quadratic scaling allows the detection of the time scale at which the informed sub-population manages to transfer its orientation bias to the whole group; this time scale, or time to consensus, is a natural measure of the efficiency of the decision-making process. The magnitude of the drift, which depends on the degree of polarization of the particle orientations along the informed direction, is a straightforward macroscopic parameter for the degree of consensus. We also note that as the group size gets larger, the drift gets smaller for the same proportion of informed individuals and informed bias strength. Finally, the diffusion coefficient along the informed direction can be interpreted as a measure of the precision of the collective decisionmaking process -since it is a measure of the spread of an ensemble of swarm meta-particleswhen compared with that of naïve configurations. The resulting ADEM fitted from swarm simulation time-series is self-consistent in the sense that transport parameters estimated from the memory via a Kubo-Green relationship [36, 24] coincide with those estimated from the moments of the jump and waiting time pdf's of the associated CTRW for the three group sizes explored (N = 10, 50, 100), proportions of informed individuals, and strength of the bias along the preferred direction. We also discuss the phase diagrams for the transport coefficients estimated from this method, where we notice velocity-precision trade-offs: as the total group size gets larger, the decision-making becomes more precise at the expense of a slower mean group velocity. We also note that the time scale to consensus is invariant with respect to group size, and depends only on the proportion of informed individuals and the strength of the coupling along the informed direction.
The paper is organized as follows: Section 2 introduces a slightly modified version of the SPP model with informed individuals of [15] , where we removed the constraint on the maximum turning angle that an individual can make during a time step. We then define the set of coarse-grained variables of interest, namely the group elongation, the mean group position, and the mean group velocity which we called the meta-particle. Simulation results are also shown, focusing on the mean squared displacement of the meta-particle as well as kernel density estimates of the probabilities of mean group speeds and orientations, finalizing with group elongation time series that detect when the group splits appart. These results are later used to define macroscopic measures of collective motion and collective decisionmaking in terms of the transport regimes shown in the msd. Section 3 briefly reviews known results from the theory of continuous time random walks (CTRW) [41, 30] , and its relationship to the advection-diffusion equation with memoy (ADEM) [3] that we use later as the macroscopic transport model for the transition density of the mean group position. Section 4 assumes that the random walk followed by the group meta-particle evolves according to a CTRW, and discusses the procedure used to estimate the memory and the transport coefficients of the associated ADEM, from a single velocity time series obtained from a run of the individual-based model. We compare mean squared displacements obtained from ensemble averages over simulation runs with those predicted by the fitted ADEM for which show analytical results for the time to consensus. The method is used to carry out a systematic exploration of the dependence of the macroscopic parameters -the diffusivity, the drift and the time to consensus-on the microscopic ones of immediate biological relevance; namely the relative proportion of informed individuals, the coupling strength, and the total population size. Some final remarks are presented in Section 5.
Self-propelled particle model (SPP) with informed individuals
Consider a population of j = 1, . . . , N particles with positions x j (t) in 2-dimensional Euclidean space. Each particle j moves with constant speed s along its orientation angle θ j (t) in [−π, π). We summarize this information as the (complex) particle velocity
The state of the population at (discrete) time t is represented by the configuration Φ t (A)
where A is the region of observation. At each tick of the clock, the positions and orientations of each particle are updated according to,
where ∆t is the time increment and Φ t (D j ) is a local average of the configuration restricted to an interaction region D j centered around the j-th particle. The details of the averaging procedure are described in the collective motion rule below ( Figure 1 ). Errors made by the individuals in their estimates of the local state of the configuration are modeled by rotating the updated orientation obtained from the local average by a random angle ∆Q, drawn from the wrapped Gaussian on the unit circle N w (0, σ 2 ∆t) with mean zero and variance σ 2 ∆t. The local average in (5) comprises two groups of rules. The first is based on the classical social interactions for collective motion, with parameters restricted to the domain in which the full configuration moves cohesively as a single object [1, 50, 17, 21, 16] . The second is a steering rule proposed by Couzin et al [15] , that attempts to lead the motion of the group along a preferred orientation β. This additional rule is followed only by a sub-population of 'informed individuals'. Whereas individuals that are not informed (called 'naïve') update their orientations exclusively from the output of the social rules, informed individuals update their orientations according to a weighted average of the social interactions with the preferred direction. The weight of the bias along the preferred direction relative to the social rules is given by a 'coupling constant' ω, which is interpreted as a simple parameterization of an 'internal state' of the informed individual (e.g. starvation, detection of a predator or a resource). Collective decision-making is then understood in terms of the ability of the informed sub-population to transfer their orientation bias to the whole group.
The three social interactions are: 1) avoidance of collisions, 2) attraction (centering), and 3) alignment (polarization). Whereas the collective motion interactions are followed by all N particles, the steering rule is followed only by the informed sub-population of N β ≤ N particles, whose indices J β = {j 1 , . . . , j N β } are chosen uniformly from the set of indices of all the particles in the configuration J Φ = {1, . . . , N }. Both the number of informed particles as well as their indices remain fixed for all times once chosen at time zero. The particles that are not in the informed sub-group are called called 'naïve'. Following Couzin et al [15] we have
Collective motion rule (a) Avoidance of collisions
We define the neighborhood of avoidance of the j-th particle Av j = B(r av , x j (t)) as the circular domain of radius r av centered at x j (t) (see Figure 1) . If the configuration restricted to the window Av j is not empty, the avoidance rule takes precedence over the other interactions. The avoidance rule prevents collisions by pointing the focal particle in the opposite direction of the centroid of the locations of the particles found within Av j , relative to the location of the focal particle x j (t).
The number of neighbors of the j-th particle in Φ t (Av j ) is
where the focal individual j is excluded from the count and I B (x) stands for the indicator function of some 2-D domain B,
The vector pointing in the direction opposite to the centroid of the particles in
The updated orientation due to avoidance is
where ∆Q is a random angle drawn from N w (0, σ 2 ∆t).
(b) Attraction and Alignment If the configuration restricted to Av j is empty, we proceed to evaluate the alignment and attraction updating rules. The neighborhood of attraction/alignment of the j-th particle is At j = B(r at , x j (t) ), where B(r at , x j (t) ) is the circular domain of radius r at centered at x j (t). The social interaction in this case is given by the normalized vector sum over the positions (which determines the local attraction vector), and the velocities, (which dictates the local alignment vector) of the neighbors. The number of neighbors in At j is
The contribution due to attraction is given by the vector d ξ j pointing in the direction of the centroid of the positions of the neighbors relative to the focal individual
and the contribution due to the alignment behavior d θ j comes from the average orientation of all the particles in At j
The total contribution of the social rules is given by the vector sum of the normalized vectors associated with the attraction (9) and alignment contributions (10),
These two contributions are equally weighted in (11) but could be generalized so as to have different weights. In what follows we explore the former, mainly to explore the potential of the ADEM to predict the macroscopic dynamics in the presence of strong alignment, which has been shown to be problematic for Markovian models [25] . The updated orientation is given by the argument of the social interactions d j after rotating it by a small random angle ∆Q drawn as well from the wrapped Gaussian N w
2. Steering rule for the informed sub-population If the index of the focal particle is in the list of informed indices J β , the updated direction is given by a compromise between the output of the social rules (12) and the informed individual's preference to move along the informed direction β. This is given by the weighted vector average of these two contributions ( 2)
Figure 2: Updating rule for an informed particle. The updated direction corresponds to the normalized vector sumd j of the preferential direction vectorb = (cos(β), sin(β)) rescaled by a factor ω, with the unit vector pointing in the direction of the output of the social rules
where ω is a weighting constant, u j is the unit orientation vector arising from the social rules (12) andb is the unit vector associated with the preferred orientation β andd j . The updated orientation is
Once all the particle's orientations are computed according to these social rules, the positions are updated according to (5) . A summary of the parameters in the SPP model, together with the values used for the simulations are shown in Table 1 .
Simulation results
Our coarse-grained analysis of the individual-based model consists of projecting the full configuration (4) onto a set of summary statistics that we dubbed the 'meta-particle'. We associate the stochastic properties of the meta-particle random walk to the various collective states of the full configuration. For collective decision-making, we found that a useful projection consists of three state variables, the group elongation Λ(t), the mean group velocityv(t), and the mean group positionx(t). The introduction of the group elongation is necessary in order to detect situations where the informed individuals leave the main group, something that occurs at high values of the coupling constant. In this situation collective decision-making is not consensual, since the informed individuals fail to lead the complete group along the informed orientation.
Projections of the configuration
The elongation is defined as the maximum of the set of two-point distances among all the positions of the particles in the configuration,
We restrict our study to values of the coupling constant ω that preserve cohesive collective motion, in the sense that the whole configuration moves as a single entity [50, 16] . This is tantamount to requiring Λ(t) to have a constant upper bound C,
If the property (16) is preserved, measures for consensual collective motion and decisionmaking can be developed in terms of the stochastic properties of the two other projections of the configuration which together with the elongation, define the configuration 'meta-particle' In both panels the blue graph corresponds to an elongation time series (15) from a configuration with no informed individuals (called a naïve group). In both panels, the red graph shows the result of introducing a single informed individual, where ω = 0.6. In the right panel, the black graph also corresponds to a configuration with a single informed particle, but for a higher value of the coupling constant ω = 0.73. In both panels the group elongation Λ(t) remains bounded for all observed times for the naive configuration and the mild coupling (ω = 0.3), indicating a configuration that moves cohesively. However, further increasing the coupling strength (black graph, ω = 0.73) causes the group to split, as evidenced by an elongation that grows without bound.
where the second element in the triplet is the mean group position, or configuration centroid
and the third one is the mean group velocityv(t) or group polarization
In our simulations we observed that there is a non-trivial region of parameter space that preserves cohesive collective motion (16) for both naïve (no informed individuals present, N β = 0) and informed (at least one informed individual present, N β > 1) configurations. Figure 3 shows two scenarios for the dynamics of the elongation Λ(t). The left panel shows the situation where the cohesive collective motion property is preserved for two swarms of the same total population size (N = 10). Blue shows the elongation associated with a naïve configuration, and red shows a configuration that includes an informed particle (ω = 0.6, N β = 1), observed during 1 × 10 6 time steps. We see that the elongation associated with the configuration involving an informed individual tends to take higher values than in the naïve case, but remains bounded. The right panel shows the effect of further increasing the coupling constant, (ω = 0.73, black line) where the elongation remains bounded for some time (about 1 × 10 5 time steps) after which it starts to increase, signaling that the group has broken apart. This behavior signals the slip/stick dynamics characteristic of these systems [35] , and resembles the behavior of tracer transport in porous media with a preferential flow direction [3] , where the corridors that confine the tracer play a roughly similar role to the polarization bursts in SPP models that lead to ballistic flights, alternating with traps that slow the tracer motion, akin to the slip phase in the SPP. Panel (b) shows the result of adding one informed individual (blue dot) with a relatively high value of the coupling constant (ω = 0.6) where without loss of generality we identified the preferred direction with the positive x 1 axis. The introduction of a single individual is enough to break the orientation symmetry of the naïve case, resulting in a motion bias along the preferred direction, and an disentanglement of the clusters that appear in the naïve case. Adding more individuals for the same coupling constant leads to a higher mean velocity. In addition to this, the motion develops an oscillatory behavior along the coordinate perpendicular to the informed direction. Figure 5 shows kernel density estimates of the probability density of realized mean group velocitiesv obtained from a single time series (T = 3 × 10 6 time steps) collected after a transient of 1 × 10 3 time steps, for swarms of ten individuals and three different informed regimes. The left panel corresponds to the probability density of mean group orientations arg(v), and the right panel to the modulus (or mean group speeds) |v|. We see that in the naïve swarm (blue graph in the left panel), mean group orientations are chosen uniformly from [−π, π) at all times. However, this rotational symmetry is broken upon the introduction of a single informed individual, which yields a symmetric density centered around the informed direction (red, left panel). The existence of peaks reflects a tension between the slip/stick dynamics and the biased motion along the informed direction β. Overall, the group moves along the informed direction, but slip/stick bursts are strong enough to partially counter that bias by trying to recover the rotational symmetry. Further increasing the number of individuals (black, left panel) leads to a unimodal density concentrated around the informed direction. Kernel density estimates for the mean group speeds shown in the right panelv show comparatively less variability between the naïve and informed regimes. This is to be expected, since the mean group speeds arises mainly from the social rules, and the steering rule is designed to introduce an orientation bias, but has little effect on the modulus. There is however a tendency to move with higher speeds as informed individuals are introduced. Critically, the range of variability in speeds is very wide and practically covers the full range of possible values (the individual particle speed is s = 1 m/s, which constitutes an upper bound for the mean group speed).
Coarse variables and collective behaviors
Measures for the collective behaviors that are macroscopically relevant can be defined in terms of the scaling properties of the k-th moments of the transition probability density p(x, t|0, 0) for finding a configuration meta-particle centroid around position x at time t given that it started at the origin at time zero. These are defined componentwise by
for the x 1 coordinate, where the scaling exponent δ determines the prevailing type of transport at the time scale under consideration. The k-th moments (20) can be calculated from simulations of the individual-based model with the estimator [27] m (k)
where i = 1, . . . , Z is the number of simulation runs in the ensemble and each of the X 1 (t) = X 1 (0), X 1 (1), . . . , X 1 (T ) corresponds to a single time series of length T of group centroid positions along the x 1 coordinate observed at discrete time intervals of length ∆t. The simplest possible scenario for collective-decision making occurs when the transfer of the bias of the informed sub-population leads on average to motion with effectively constant velocity v 1 along the informed direction, which we identify without loss of generality with the positive x 1 axis. In this case the mean displacement (k = 1, in (20)) scales linearly with time after a transient determined by the characteristic time scale τ c , the time to consensus
where the degree of consensus c can be defined by the ratio of the mean group velocity v 1 to the individual particle speed s c = v 1 s .
Values of c close to one result from a distribution of individual particle orientations concentrated around the informed orientation. On the other hand, if these tend to be distributed uniformly on (0, π], one should expect comparatively smaller values of c, since the individual particle velocities tend to cancel each other in this regime, which we associate to poor consensus. Figure 7 shows the behavior of the effective velocity v 1 versus the coupling constant ω for a SPP swarm of ten particles and various proportions of informed individuals. We see that in all cases the degree of consensus increases as a power law of the coupling constant ω with a slope that decreases as informed individuals are added. This means that if there is an optimum group velocity in some appropriately defined sense, it can be reached collectively by two different avenues. One is to have a small number of informed individuals at a high coupling constant, and the other is to have a large number of informed particles with low values of the coupling constant. The power law dependence implies that the difference in values of the coupling constant for these two strategies can span orders of magnitude. Therefore, if the cost of recruiting informed individuals is less than that of leading the group, a possible optimal strategy, would consist of recruiting additional informed individuals, each of them with comparatively smaller values of ω, instead of simply increasing the coupling constant of the informed group size, which comes at the additional complication of increasing the 
1 (t) along the informed direction x 1 versus time for a wide range of values of the coupling constant ω. Results are averaged over 3 × 10 3 independent simulation runs. Initial configurations are given by uniformly distributed locations within a circle of radius 0.5, and uniformly distributed orientations on the unit circle. In all cases, the mean displacement increases asymptotically linearly with time, indicating motion with a constant effective speed. The dip at early times for ω = 0.007 (red dash-dot line, first from the bottom upwards) constitutes a signature of the transient; however a larger ensemble is required in this case is required to capture it accurately, since the values involved are much smaller than those present for higher values of ω. However, for our purposes, the linear long time behavior is clearly shown. The simulation parameters are N = 10 individuals, N β = 1,σ = 0.1 radians, r at = 5.0 m, r av = 1.0 m, s = 1.0 m/sec. probability of having the group split apart. Naturally, these two strategies to reach the same target group velocity, are likely to have different accuracies. This can be more readily detected in measures of spread along the mean value, like the second moment. For this purpose we use the msd (k = 2, in (20) ), which can also detect very efficiently the various types of collective behaviors, either transient or asymptotic, that contribute to macroscopic transport. For instance, the time to consensus can be detected sharply by a transition from linear (diffusion-dominated) or anomalous scaling to a quadratic one at the point in time where advection begins to dominate Figure 8 shows the msd along the informed direction x 1 for a group of 10 individuals, one of them informed, and various values of the coupling constant. There is a transition from linear to quadratic scaling for non-negative values of ω at a characteristic time scale τ c . As one increases the coupling constant, the informed sub-population becomes more efficient at transferring their bias to the whole group, signaled by an earlier time to consensus.
The transient regime appears to be anomalous (supperdiffusive) in both naïve (ω = 0) and informed (ω > 0) configurations. The anomalous transient can be better detected by looking at the scaling of the second order fluctuations, which requires removing the mean value in the definition of the moments (20) 
If α = 1 in (25) for some set of time scales, then the fluctuations behave as classical diffusion [22, 56] . Values of α different from one are dubbed anomalous and can be of two main types: sub-diffusive or 'trapped-diffusion' for 0 < α < 1, and super-diffusive (sub-ballistic) or 'enhanced diffusion', if 1 < α < 2. These anomalous behaviors signal the presence of fluctuations that have persistent correlations in space, time, or both at macroscopically relevant scales [59, 39] . Slip/stick dynamics dominate the early time behavior of the second moment of the fluctuations along the x 1 ( Figure 10 ) and x 2 ( Figure 9 ) coordinates, where the transport is clearly anomalous. There is a (sub-ballistic) super-diffusive transient that eventually decays to classical diffusion at a characteristic time scale τ a . This is due to the alternation of bursts of advective flights (the slip phase) due to polarization of the orientations, that are interrupted when the polarization is lost and the group moves much more slowly (stick). Since the msd eventually becomes diffusive, the temporal correlations in the mean velocity induced by the polarization eventually decay at a characteristic time scale τ a (shown in Figure 10 ), after which the fluctuations are diffusive, with identical diffusion coefficients along both coordinates. The role of the informed sub-population is more nuanced along the x 2 coordinate (see Figure  9 ), in the sense that for higher values of the coupling constant, there is a clearly detectable sub-diffusive regime between the early time super-diffusive transient and the diffusive regime; this is due to reversals in velocity that are more marked along the x 2 direction. Thus, the introduction of informed individuals at high coupling constants induces an anisotropy not Co u p l i n g con sta nt ω
Figure 7: Dependence of the drift velocity v 1 along the informed direction x 1 on the coupling constant ω for various values of the number of informed individuals N β = 1 (black), 3 (blue) and 5 (red) for a swarm of N = 10 individuals. In all cases, the drift increases as a power law of the coupling constant, but the exponent decreases as the number of informed individuals increases, due to the upper bound of the group velocity imposed by the individual particle speed.
only in the values of the diffusion coefficients but also in the manner in which the correlations decay. Whereas the the ADEM (1) allows for anisotropies in the diffusion coefficients along the two directions, the memory kernel M (t) must be identical along each direction. This precludes the use of the ADEM (1) for predicting the behavior of the full 2-dimensional density, which would require a separate treatment along each coordinate. We can still however use it for the marginals along each direction in order to predict the mean squared displacements, and to extract the transport coefficients.
Other macroscopic measures of interest are related to the precision of the decision-making process. This quantity is directly linked to the strength of the fluctuations along the informed direction, relative to those of a fully naïve swarm of the same total population size. Higher precision in decision-making naturally implies a distribution of centroid positions along x 1 that is highly concentrated around the mean value. This is measured by the magnitude of the diffusivity along x 1 . Figure 10 shows estimates of the second order fluctuations along the informed direction for various values of the number of informed individuals N β = 0, 1, 3, 5, 7 and a fixed coupling strength of ω = 0.5. All the fluctuations scale asymptotically linearly and thus they are dominated by classical diffusion, but with a diffusivity that decreases as the number of informed individuals N β increases. This agrees with the intuition that the precision of the decision-making process should improve as informed individuals are added to a group of fixed size. Figure 9 shows the mean squared displacement along the direction perpendicular to the informed orientation x 2 for the same parameters in Figure 8 . We see that the diffusivity along this coordinate is numerically indistinguishable between naïve and informed configurations for the various values of the coupling constant used. This suggests a definition of decision-making precision given by the ratio of the diffusivities along the two coordinates,
Values of ρ close to one indicate a spread of the meta-particle positions that is comparable along both coordinates, and thus poor precision in decision-making, and the opposite situation occurs for values of ρ that are significantly less than one.
Continous time random walks and the advectiondiffusion equation with memory
In this section we briefly review known results about continuous time random walk models (CTRW), that were originally introduced to describe the random motion of a particle on a disordered lattice (or medium). The main innovation of CTRW theory consisted in allowing the lattice spacing and updating times to become random variables themselves. It can be shown [41, 30] that when the distribution of lattice spaces has finite moments of all orders, the evolution of the transition density for the location probability density of a CTRW is given by the generalized master equation (GME) [30, 58, 32, 31] also called the advection-diffusion equation with memory (ADEM) when there is a drift [14, 3] . This generalization of the classical random walk leads to an evolution equation for the transition probability density of the particle position that is non-local in time, since the flux depends on a weighted time average over the full past. The weighting function is commonly called a 'memory function', and results from the wide range of transition rates originating from the spatial disorder. This approach has been successfully applied in models of anomalous diffusion [39] , that typically require the memory to decay algebraically instead of exponentially. Approaches based on the CTRW and GME methods however are more general, and allow for any functional form of the memory, provided that it can be normalized. As will be discussed in Section 4, the memory function plays a fundamental role, since it encodes macroscopic transport coefficients of interest, together with their characteristic time scales. We will exploit these properties of memory functions in order to estimate the transport parameters associated with the various types of collective behaviors arising in SPP models of collective motion, with and without informed individuals.
Continuous time random walks
Continuous time random walks (CTRW) [41, 30, 34] are a generalization of classical random walks [22, 56] where the jump size ∆x and updating time ∆t are allowed to become random variables. Sample paths are generated by drawing the jump size ξ, and waiting time τ from the joint probability density ψ(ξ, τ ). The elapsed time t n for such a walker after n steps is,
and the position x n (t), for a 2-dimensional walk,
The probability of observing a walker at position x at time t given that it started at the origin at time zero is,
where the survival function Ψ(t) is the cumulative of the waiting time marginal density of ψ(ξ, τ )
For the particular situation were the jumps and waiting times are decoupled, the joint density ψ(ξ, τ ) can be rewritten as ψ(τ )λ(ξ), where ψ(τ ) is the distribution of waiting times, and λ(ξ) is the distribution of jumps. This assumption simplifies (27) to
If the jump density λ(ξ) has finite moments, and p(x, t) can be expanded in a Taylor series, it can be shown [3] that the differential version of (29) corresponds to an advection-diffusion equation generalized to non-local time,
where the memory term M (t) can alternatively be defined in terms of the Laplace transform of the waiting time density, or as the kernel of the velocity time autocorrelation (divided by 2D so that it integrates to one). In the former case we have,
andf ( ) denotes the Laplace transform of a function f (t) with being the Laplace variable, andt is the characteristic time between transitions
The drift term v λ in (30) is related to the first moment of the jump pdf λ(ξ),
and the diffusivity tensor D λ is given by the second moment of λ(ξ)
In the drift-free case, the Laplace domain solution of the ADEM (30) is given bỹ
which assumes that the off-diagonal components of the diffusivity tensor are zero, D 1 and D 2 are the diffusivities along the x 1 and x 2 coordinates, K 0 is the modified Bessel function andM ( ) is the Laplace transform of the memory with being the Laplace variable. If the drift vector has a single non-vanishing component which coincides with the x 1 direction, the solution is [3] p(x, ) = 1
where v 1 is the magnitude of the drift along the x 1 coordinate. Finally, the Laplace domain expression for the mean squared displacement of the ADEM (30) along the direction of the drift ism
which yields all the characteristic time scales after Laplace inversion.
Multiscale Method
We start with the assumption that the meta-particle random walk follows an unknown CTRW with independent jump and waiting time distributions. In this case one can assert that after the velocity-autocorrelation equilibrates, the evolution of the transition density for the meta-particle location p(x, t|0, 0) is given by an advection-diffusion equation with memory (30) under relatively mild assumptions. The ADEM would be fully specified if analytical forms of the jump and waiting time densities were known on the basis of the SPP formulation. Unfortunately, this is not the case. We instead estimate them from a single velocity and centroid position time series obtained from a simulation run of the spp model with a combination of non-parametric and parametric methods. We show that this simple estimation procedure predicts mean squared displacements that are indistinguishable numerically from those estimated from an ensemble average over a large number of simulation runs. We exploit these results in order to explore a wide region of the parameter space, and obtain analytical results for the time to consensus based on the functional forms used in the parametric estimation of the memory. These results are exact for the case of exponential and Gamma density (40) memories, but only approximate for the truncated Mittag-Leffler case (42).
Estimation of M (t)
Although the memory in (30) is defined in terms of the Laplace transform of the distribution of waiting times (31), a more convenient definition relates it to the time velocity autocorrelation of the random walker [59, 58, 31 ]
where µ is the expected value of the random velocity v(t). The definition of the ADEM (30) allows different diffusivities along each coordinate, but not anisotropies in which the correlations decay differently along each component of the velocity. In general though, one should consider the memory separately along each component for an accurate description of the evolution of the transition pdf. Unfortunately, this turns out to be the case for informed swarms at high coupling constants, as can by seen after observing the differences for high values of the coupling constant in the mean squared displacements along x 2 ( Figure 9 ) and the drift-corrected msd along x 1 (Figure 10) . The former has a distinct sub-difussive regime that is not apparent in the latter. For the purposes of collective-decision making, it suffices to focus on the behavior of the msd (37) along the informed direction, and the macroscopic transport coefficients D 1 , D 2 and v 1 .
We first compute a non-parametric estimate of the velocity auto-correlation function from a velocity time series {v 1 , v 2 , . . . , v T } obtained from a single simulation run of the SPP, where each of the v i , i = 1, . . . T is the component of the meta-particle velocity along the informed direction, sampled at discrete time intervals ∆t, and T is the length of the time series. We used the unbiased estimator [47] 
where τ is the time lag andv is the sample mean,
The tabulated function that results from the non-parametric estimate (39) is fed to a nonlinear least squares routine that yields a parametric estimate of the memory (see below). The Laplace transform of this function is then substituted into the expression for the mean squared displacement (37), or the transition pdfs (35) and (36), all of which can then be inverted numerically. The parametric estimate requires a 'template' function for the velocity auto-correlation that fits the data well and has a known analytical Laplace transform. We identified two functions that provide remarkably good fit and have very simple transforms.
For lower values of the coupling constant this template is the Gamma density (Figure 11 ),
where τ controls the exponential decay, and the exponent β controls the initial algebraic decay. The Laplace transform of (40) is simplỹ
The second function is appropriate for higher values of the coupling constant ω which leads to oscillations (see Figure 11 ). In this function the initial power law decay in the Gamma density in (40) is substituted by an exponentially truncated Mittag-Leffler function [49, 59] ,
where the Mittag-Leffler function E α,β (−t α /τ ) is defined as
where α and β are shape parameters and τ controls the transition between the early time and the asymptotic regime. The Laplace transform of the truncated Mittag-Leffler function (42) is also very simple [49] Figure 11 shows the results the estimation procedure for a swarm of N = 10 individuals, one of them informed. The black marks show the non-parametric estimates based on (39) and the blue lines show the parametric fits using the Gamma density (40) for lower values of the coupling constant (ω = 0.1 and 0.3), and the truncated Mittag-Leffler function for higher values (ω = 0.45 and 0.6). In all cases, the template functions provide remarkably good fit, including the oscillation that appears for higher values of ω. The functions eventually decay to a constant value that corresponds to the drift squared v 2 1 , which we do not remove from the estimator, in order to be able to resolve the changes in the qualitative behavior of the correlation function for various values of ω. Table 2 Figure 11 using the Gamma density (40) and truncated Mittag-Leffler function (42) as fitting templates. * The time scale τ is displayed in units of time for comparison with the exponential relaxation τ a . SSE stands for Sum of the Squared Errors.
being collected after a transient of 1000 time steps, after which time the time series becomes second-order stationary. Figure 12 shows that after a very short transient of a few hundred time steps, the estimators become very narrowly bounded and no trend with time is evident. 
Estimation of v λ and D λ
The drift coefficient v 1 can be estimated in two ways. The most straightforward is from the sample mean of the velocity time series {v 1 , v 2 , . . . , v T },
and the other is based on the first moment of the jump kernel,
wheret is the mean time between transitions (32), and λ 1 is the marginal of the jump kernel λ(x) along the informed coordinate. Since the characteristic timet is not known, the estimator requires sampling the jump kernel λ at various lags τ . The characteristic time will be the value of τ for which the estimator saturates,
where ∆(x 1 ; τ ) is the sub-series of position differences along the direction x 1 sampled at time lag τ from the position time series {x 1 , x 2 , . . . , x T }, where T is the total length of the series, and T (τ ) is the length of the sub-series sampled at lag τ . Of course, the quality of the estimator decreases with τ , because the length of each sub-series is twice as short as the preceding one. The lag dependent drift is then given bŷ
and the characteristic time can be calculated as the smallest value of the lag τ * for which the equalityv λ (τ * ) =v * 1 that relates both estimators holds. Since a parametric form of the memory is already available (see Section 4.1), the diffusivity can be estimated from the Kubo-Green relationship [37, 32, 31] that relates transport parameters to time correlation functions,
It can also be estimated from the second moments of the jump kernel
where an estimator of D 1 is developed in a similar vein as that of the driftv λ
the diffusion coefficient is the value for whichD 1 (τ ) reaches a plateau. The behavior of both estimators for the swarm meta-particle is shown in figure 14 . The upper panel shows the results for naïve configurations of various total population sizes, N = 10 (red), N = 50 (green) and N = 100 (blue). The dotted black line corresponds to the estimate of the diffusivity from the velocity time auto-correlation using the Kubo-Green relationship (48) and the rugged lines of various colors correspond the estimates of the diffusivity based on (50) that vary with the sampling lag τ . The lower panel shows the comparisons between both methods for informed configurations of the same total population sizes as in the upper panel, but including informed individuals for the same coupling constants. In all the cases the proportion of informed individuals p = N/N β = 0.3 was kept constant. We observe that both methods converge to approximately the same value, in both naïve and informed configurations. We note that the characteristic time -the time at which the estimator saturatesincreases with group size. The width of the oscillations in the estimator (50) increases with the lag τ due to the finite size of the location time series, since for larger values of τ , the number of data points used in the estimator decreases.
Estimation of the time to consensus τ c
We defined crudely the time to consensus τ c as the time scale that determines the onset of the quadratic scaling in the mean squared displacement (Figure 8 ) along the informed direction, which in the Laplace domain is given bỹ
where the coefficients v 1 and D 1 can be determined from (45) and (48) respectively. The parameters of the memory are calculated by the method described in Section 4.1. Given that the analytical Laplace transforms are known for both memory templates (40) and (42), substituting the Laplace transform of the Gamma memory (41) into (51) leads tõ
Likewise, for the substituting the Laplace transform of the truncated Mittag-Leffler function (44) yields (48) versus the length T of the meta-particle velocity time series. Open squares denote the value of the estimator using a truncated Mittag-Leffler kernel template for the velocity auto-correlation, and black circles correspond to a Gamma density. In both cases the dotted lines are the 95% confidence intervals. There is an overall reduction in diffusivity as the total group size increases. The diffusivity also decreases in informed groups compared with naive ones of the same total size. In all cases the total population size consisted of N = 10 individuals, and informed configurations consisted of one informed individual in all cases.
In the case of the msd for the Gamma density memory (52), it is possible to invert analytically the Laplace transform. The msd with the truncated Mittag-Leffler memory can be inverted numerically using the inversion algorithm of de Hoog [18] . Before we can use the results of the analytical and numerical inversions of (52) and (53) we show in Figure 15 comparisons between the msd obtained from an ensemble of simulation runs of the swarm meta-particle (black marks) and that obtained by inversion of the Laplace transforms of the mean squared displacements (52) and (53) (blue lines) based on the ADEM assumption, with parameters estimated from a single simulation run of the SPP, using the method outlined in Sections 4.2 and 4.1. In all cases the method based in the ADEM is able to capture accurately both the transient and the asymptotic behavior. In order to use these results to calculate the time to consensus, τ c we first note that in the simpler case of a memory of the form of a Dirac distribution δ(t), Laplace inversion of (51) is straightforward, m
in which case τ c is the smallest time scale for which the contribution due to advection is larger than that of diffusion, v
which leads to
A similar procedure can be carried out for non-trivial choices for the memory. The first of these is an exponential memory with a relaxation time scale τ a = 1/b. This functional form dominates the asymptotic behavior in both the Gamma and the truncated Mittag-Leffler memory kernels if the anomalous time scale τ in the latter is sufficiently fast compared with 1/b. An analogous procedure yields the time to consensus
which requires an iterative solution. The full Gamma kernel (40) results in
where
and E α (x) is the exponential integral
Unfortunately, we were unable to find an analytical inversion of the Laplace transform of (53) for a Mittag-Leffler memory kernel. However, both memory kernels are dominated asymptotically by the exponential truncation. For simplicity, we used the exponential approximation (55) of the time to consensus for the macroscopic analysis of the efficiency of collective decision making for various group sizes, values of the coupling constants and proportions of informed individuals. Figure 16 shows estimates of the three key macroscopic parameters of swarm meta-particles. The magnitude of the diffusivity D 1 along the informed direction (left column), the drift v 1 (center column), and the time to consensus τ c (right column, logarithmic scale) for three total population sizes N = 10 (top row), N = 50 (center row) and N = 100 (lower row). In all the graphs the horizontal axis corresponds to the coupling constant ω ∈ [0, 0.6], and the vertical axis to the relative fraction p of the informed population size to the whole group. We see that the precision of the collective decision, measured by the ratio of the diffusivities along both coordinates (26) increases with the coupling constant and the number of informed individuals. Similarly, the degree of consensus (23), measured by the ratio of the drift v 1 to the individual particle speed, increases as well with the coupling constant and the informed fraction. Smaller groups move faster than larger ones, but at the cost of a loss in precision.
Results
Finite size effects are of paramount importance in this class of problems. Given that the diffusivity decreases with group size as was also detected before [25] , traditional approaches where macroscopic quantities are calculated in the limit of very large population sizes are not particularly useful in this context. The time to consensus τ c decreases with increasing number of informed individuals and coupling strength. This is not surprising since it is tied to first order to the ratio D 1 /v 2 1 . Interestingly, it appears to be invariant to group size and controlled by the time scale of the exponential relaxation τ a which increases as the group size grows.
Final comments
This study suggests that both the transient and the asymptotic regimes of swarming populations -with strong alignment and in the presence of an orientation bias-can be concisely approximated by an advection-diffusion equation with memory. The presence of an orientation bias together with macroscopic bursts of alignment, alternating with an unpolarized phase, lead to quite non-trivial time correlations in the mean group velocity, which persist over macroscopically relevant time scales. These must be explicitly accounted for in order to capture accurately the macroscopic parameters that typify the various collective states together with their characteristic time scales. This observation is consistent with recent results by Grünbaum et al [25] who found that local-in-time advection-diffusion equations even with density dependent coefficients could not fully capture the fluxes of individual-based models of swarming populations when alignment was an important contributor to the dynamics at the level of the individual particle. That study focused on looking at the fluxes of fissionfusion populations, without informed individuals, for various values of the density in order to try to find a functional form that fitted the dependence of the transport coefficients on the population density. We explored a much more limited range of population sizes, but instead looked in more detail at the temporal dependence of the mean squared displacement, and the various transport behaviors shown at each time scale. Of course, both methods are not in opposition but complement each other. In the future, we would like to integrate both approaches in such a way that both the density-dependence and memory effects are included in a single transport model of swarming populations with alignment. We find that the mean group velocity increases as a power law of the coupling constant, and that the exponent of the power law decreases as the number of informed individuals increases. We also find -in agreement with earlier work [15] -that the total group size has a dramatic impact in the collective transport properties. Smaller groups tend to move with higher velocities, but at the expense of a higher diffusivity and thus less precise decisions. This may have important implications for evolutionary studies of simple models of collective-decision making, where there is presumably costs associated with recruiting informed individuals into the population, by having a relatively high value of the coupling constant and by making erroneous decisions (Vishwesha Guttal et al, personal communication). If some value of the mean group velocity along the informed direction is optimal in a way that maximizes a measure of individual-level fitness, there are a number of possible ways to achieve it. One possible path is to have a small number of informed individuals, each with a relatively high coupling strength, while another is to have a larger number of informed individuals but with a much smaller coupling strength. A very rich trade-off space is likely to occur in this class of systems, particularly if one allows for variability in total population size. Remarkably, the efficiency of collective decision-making, understood as the time scale at which an effective drift becomes detectable over the diffusive component of the meta-particle random walk, seems to be invariant with respect to group size. What seems to determine the efficiency is a combination of the fraction of informed individuals and the strength of the orientation bias. This arises from the fact that this quantity ultimately depends on the ratio D/v 2 and the characteristic time scale τ a of the exponential decay in the memory (55) . The time velocity auto-correlation emerges from the ADEM approach as the key macroscopic summary statistic. It quantifies the relative contributions to macroscopic transport from each collective behavior, and allows the specification of their characteristic time scales. Although the ability of time correlation functions to connect microscopic dynamics with observed macroscopic regimes has been known in non-equilibrium statistical physics for at least four decades since the seminal work of Kubo [36] , Mori [43] , Green [24] , Zwanzig [61] , Montroll [41] and Kenkre [30] , to our knowledge it is a relatively unexplored concept in movement and spatial ecology, where Markovian models have dominated the scene [46] , perhaps with the notable exception of correlated random walks [10, 23, 45] . We would like to emphasize a subtle point though, which is that the temporal memory of the ADEM does not necessarily imply that the individual walker has information about the past in order to make movement decisions about the future. The memory arises naturally as a result of the ensemble average of a continuous time random walk in the presence of a wide range of transition rates. These can result from internal properties -like an updating clock with a 'fat tail' instead of an exponential one-or external factors such as behavioral variability due to complicated social interactions or spatial structure in the landscape that results in slip/stick dynamics; these can occur quite naturally if there are corridors with preferential directions of motion alternating with regions where movement can be described with Brownian motion. We believe that this ecological interpretation of the time velocity auto-correlation function is likely to be useful not only to unravel the connections between individual-based models of movement and dispersal and their continuum approximations as we have seen in this study, but also for other areas of ecology where interdependencies between an individual organism's dispersal strategy, spatial heterogeneity in the landscape, and temporal variability in resource availability become intertwined in observed individual trajectories, particularly in the nascent field of movement ecology. Future work will be devoted to a generalization of the SPP model to density-dependent asynchronous updating, in the sense that each of the social interactions is associated with an exponential clock that is parameterized by the local density, in a similar way to what is done in locally regulated models of plant population dynamics with spatial structure [5, 6] . Given that the CTRW-ADEM can predict the the full density and not just the first moments, future work will be devoted to this issue in order to explore first passage times. We will also explore the situation when there are two conflicting preferential directions, where it remains to be seen whether the ADEM has the capability of capturing the bifurcations that have been detected in individual-based simulations [15] . This will require generalizations of the ADEM involving anisotropy in the memory kernel.
