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Введение
Липцер Р.Ш. и Ширяев А.Н. в [1] и [2] доказали необходимые и достаточ-
ные условия справедливости функциональной центральной предельной теоремы
для последовательности семимартингалов, т. е. теоремы о слабой сходимости их
вероятностных распределений к распределению непрерывного гауссовского мар-
тингала (в частности, к распределению винеровского процесса). Техника интегри-
рования по семимартингалам и стохастическим мерам позволила в этих работах
единым образом рассматривать как случай непрерывного, так и дискретного вре-
мени. В частности, эта семимартингальная схема включает в себя схемы серий,
которые были предметом исследований многих работ (см. ссылки в [1]).
Для схемы серий гильбертовозначных случайных величин и процессов слабая
сходимость также исследовалась многими авторами [3] – [6]. Целью данной рабо-
ты является распространение результатов [1] и [2] на случай семимартингалов со
значениями в Гильбертовом пространстве.
Пусть (Ω,ℱ 𝑃 ) – измеримое пространство с выделенными на нем неубы-
вающими непрерывными справа семействами 𝜎-алгебр 𝐹 = (ℱ𝑡)𝑡≥0, 𝐹𝑛 =
(ℱ𝑛𝑡 )𝑡≥0. Для некоторых множеств гильбертовозначных случайных процессов
𝑋 = (𝑋𝑡,ℱ𝑡;H), 𝑋0 = 0 через ℳ(H), ℳ𝑐(H), ℳ𝑑(H), ℳ2(H) будем обозначать
соответственно классы равномерно интегрируемых, непрерывных, чисто разрыв-
ных и квадратично интегрируемых мартингалов со значениями в гильбертовом
пространстве H. 𝒱(H) – процессы ограниченной вариации, 𝒜(H) – процессы инте-
грируемой вариации. А также для действительных случайных процессов: 𝒱+(R)
– множество неубывающих (по 𝑡) процессов 𝑋 таких, что 𝑋𝑡 < ∞ (𝑃 -п.н.), 𝑡 > 0;
𝒜+(R) ≡ {𝑋 ∈ 𝒱+(R) : 𝐸𝑋∞ <∞}, где 𝑋∞ ≡ lim𝑡→∞𝑋𝑡.
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Если 𝒦(H) – некоторый класс случайных процессов, то через 𝒦𝑙𝑜𝑐(H) будем обо-
значать множество процессов 𝑋 = (𝑋𝑡,F;H), для каждого из которых существует
(локализующая) неубывающая последовательность моментов остановки 𝜏𝑛, 𝜏𝑛 ↑ ∞
(𝑃 -п.н.) таких, что остановленный процесс 𝑋𝜏𝑛 = (𝑋𝑡∧𝜏𝑛 ,F𝑡;H) ∈ 𝒦(H) для любо-
го 𝑛 ≥ 1.
Для гильбертовозначного процесса 𝑋 для 𝑖 ≥ 1 через 𝑥𝑖 будем обозначать дей-
ствительные процессы, определяемые равенствами (𝑥𝑖)𝑡 = (𝑒𝑖, 𝑋𝑡), где {𝑒𝑖} - орто-
нормированный базис в гильбертовом пространстве H, т.е. 𝑋𝑡 = ((𝑥1)𝑡, (𝑥2)𝑡, · · · ).
Пусть 𝑀 = (𝑀𝑡,F𝑡;H) – непрерывный гауссовский мартингал, принимающий
значения в гильбертовом пространстве. В этом случае соответствующий набор
предсказуемых действительных процессов (< 𝑚𝑖,𝑚𝑗 >)𝑖,𝑗≥1 таких, что 𝑚𝑖𝑚𝑗− <
𝑚𝑖,𝑚𝑗 > – локальный мартингал; < 𝑚𝑖 >≡< 𝑚𝑖,𝑚𝑖 > будет состоять из непре-
рывныых и детерминированых функций.
Более того ((𝑚𝑖)𝑡 ≡ (𝑒𝑖,𝑀𝑡)):
< 𝑀 >𝑡=
∞∑︁
𝑖=1
< 𝑚𝑖 >𝑡= 𝐸 ‖𝑀𝑡‖2 , < 𝑚𝑖,𝑚𝑗 >𝑡= 𝑀(𝑚𝑖)𝑡(𝑚𝑗)𝑡, 𝑖, 𝑗 ≥ 1, 𝑡 ≥ 0.
Обозначим через 𝜇 = 𝜇 (𝑑𝑡, 𝑑𝑥) целочисленную случайную меру скачков семи-
мартингала 𝑋 и 𝜈 = 𝜈(𝑑𝑠, 𝑑𝑥) – ее компенсатор [7]:
𝜇 ((0, 𝑡],Γ) =
∑︁
0<𝑠≤𝑡
𝐼 (∆𝑋𝑠 ∈ Γ) , Γ ∈ B (H∖ {0}) ,
где B – 𝜎-алгебра борелевских множеств.
Напомним, что для гильбертовозначных семимартингалов справедливо следу-
ющее каноническое разложение [8]:
𝑋𝑡 = 𝑋0 + 𝐵𝑡 + 𝑀𝑡 + 𝑀
𝑑
𝑡 +
∫︁ 𝑡
0
∫︁
‖𝑥‖>1
𝑥𝜇 (𝑑𝑠, 𝑑𝑥) (1)
с предсказуемым процессом 𝐵 = (𝐵𝑡,F𝑡;H) из класса процессов локально инте-
грируемой вариации A𝑙𝑜𝑐(H), непрерывным мартингалом 𝑀 и чисто разрывным
мартингалом 𝑀𝑑.
1. Основные результаты
Теорема 1. Пусть 𝑋𝑛 = (𝑋𝑛𝑡 ,F
𝑛
𝑡 ;H) – последовательность семимартингалов с
𝑋𝑛0 = 0 и 𝑀 = (𝑀𝑡,F𝑡;H) – непрерывный гауссовский мартингал с 𝑀0 = 0.
1) Пусть для любых 𝑡 > 0, 𝜀 ∈ (0, 1] при 𝑛→∞ выполнены условия:∫︁ 𝑡
0
∫︁
‖𝑥‖>𝜀
𝜈𝑛(𝑑𝑠, 𝑑𝑥)
𝑃−→ 0, (2)
𝐵𝑛𝑡
𝑃−→ 0, (3)
< 𝑚𝑛𝜀𝑖 ,𝑚
𝑛𝜀
𝑗 >𝑡
𝑃−→< 𝑚𝑖,𝑚𝑗 >𝑡, 𝑖, 𝑗 ≥ 1, (4)
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< 𝑀𝑛𝜀 >𝑡
𝑃−→< 𝑀 >𝑡, (5)
тогда конечномерные распределения 𝑋𝑛 сходятся к конечномерным распределе-
ниям M (𝑋𝑛
𝐷𝑓−−→𝑀).
2) Пусть для любых 𝑡 > 0 выполнено условие:
sup
0<𝑠≤𝑡
‖𝐵𝑛𝑠 ‖ 𝑃−→ 0, (6)
тогда условия (2), (4), (5) равносильны слабой сходимости 𝑋𝑛 к M (𝑋𝑛
𝐷−→𝑀).
Теорема 2. 1) Условие (2) равносильно выполнению при любом (𝑡 > 0) условия
sup
0<𝑠≤𝑡
‖∆𝑋𝑛𝑠 ‖ 𝑃−→ 0. (7)
2) В предположении (2) (или (7)) условия (4) и (5) равносильны выполнению
для любых 𝑡 > 0 условий (8) и (9), соответственно:
[𝑚𝑛1𝑖 ,𝑚
𝑛1
𝑗 ]𝑡
𝑃−→< 𝑚𝑖,𝑚𝑗 >𝑡, 𝑖, 𝑗 ≥ 1, (8)
[𝑀𝑛1]𝑡
𝑃−→< 𝑀 >𝑡, (9)
где
[𝑀 ]𝑡 ≡< 𝑀 𝑐 >𝑡 +
∑︁
0<𝑠≤𝑡
‖∆𝑀𝑠‖2,
[𝑚𝑖,𝑚𝑗 ]𝑡 ≡< 𝑚𝑐𝑖 ,𝑚𝑐𝑗 >𝑡 +
∑︁
0<𝑠≤𝑡
(∆𝑚𝑖𝑠)(∆𝑚𝑗𝑠)
и 𝑀 𝑐,𝑚𝑐𝑖 ,𝑚
𝑐
𝑗 – непрерывные составляющие соответствующих локальных мар-
тингалов.
Замечание 1. Для конечномерного H условия (5), (9) вытекают из условий (4),
(8), соответственно.
2. Вспомогательные результаты и факты
Лемма 1. Пусть (𝜉𝑛𝑚(𝜀)), 𝑛 ≥ 1 – семейство таких случайных величин, что
𝜉𝑛𝑚(𝜀)
𝑃−→ 0, 𝑛→∞, для всякого 𝑚 ≥ 1, 𝜀 ∈ (0, 1].
Тогда найдется такая последовательность {𝑛𝑘} ↑ ∞, что
𝜉𝑛𝑘𝑚 (1/𝑘)
𝑃−→ 0, 𝑘 →∞,𝑚 ≥ 1.
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Доказательство. Построим такую последовательность {𝑛𝑘1}∞𝑘=1, что
𝜉
𝑛𝑘1
1 (1/𝑘)
𝑃−→ 0, 𝑘 →∞.
Для этого достаточно положить 𝑛11 = 1 и выбрать такие числа 𝑛
𝑘
1 > 𝑛
𝑘−1
1 , что при
всех 𝑛 ≥ 𝑛𝑘1
P(|𝜉𝑛1 (1/𝑘)| ≥ 1/𝑘) < 1/𝑘.
Далее из последовательности {𝑛𝑘𝑚−1}∞𝑘=1 выберем аналогично такую подпосле-
довательность {𝑛𝑘𝑚}∞𝑘=1, что
𝜉
𝑛𝑘𝑚
𝑚 (1/𝑘)
𝑃−→ 0, 𝑘 →∞.
Полагая 𝑛𝑘 = 𝑛
𝑘
𝑘, получаем искомую последовательность.
Неравенство Ленгляра. Пусть неотрицательный процесс 𝑋 = (𝑋𝑡,F𝑡;R)
доминируется процессом 𝑌 ∈ 𝒜+𝑙𝑜𝑐(R), т.е. 𝐸𝑋𝜏 ≤ 𝐸𝑌𝜏 для любого конечного мо-
мента остановки 𝜏 .
a) Если 𝑌 – предсказуемый процесс, то для любых 𝑎 > 0, 𝑏 > 0 и всякого
конечного момента остановки 𝜏
𝑃 (sup
𝑡≤𝜏
𝑋𝑡 > 𝑎) ≤ 1
𝑎
𝐸(𝑌𝜏 ∧ 𝑏) + 𝑃 (𝑌𝜏 ≥ 𝑏). (10)
b) Если sup𝑡 ∆𝑌𝑡 ≤ 𝑐 P-п.н. для некоторого 𝑐 > 0, то для любых 𝑎 > 0, 𝑏 > 0
𝑃 (sup
𝑡≤𝜏
𝑋𝑡 > 𝑎) ≤ 1
𝑎
𝐸(𝑌𝜏 ∧ (𝑏 + 𝑐)) + 𝑃 (𝑌𝜏 ≥ 𝑏). (11)
Следствие из неравенства Ленгляра. Пусть для последовательности
процессов (𝑋𝑛, 𝑌 𝑛), 𝑛 ≥ 1, выполнены перечисленные выше условия, причем
𝑌 𝑛, 𝑛 ≥ 1 – предсказуемые процессы или для любого конечного момента останов-
ки (относительно
⋂︀
𝑛≥1 𝐹
𝑛) семейство случайных величин (sup0<𝑠≤𝑡 |∆𝑌 𝑛𝑠 |)𝑛≥1
равномерно интегрируемо. Тогда для любого конечного момента остановки 𝜏
𝑌 𝑛𝜏
𝑃−→ 0 ⇒ sup
0<𝑡≤𝜏
𝑋𝑛𝑡
𝑃−→ 0. (12)
Доказательство неравенства и следствия содержится в работе [9].
Лемма 2. Пусть 𝑀𝑛 ∈ ℳ2𝑙𝑜𝑐(H) и ‖∆𝑀𝑛𝑡 ‖ ≤ 𝑐, 𝑡 > 0, 𝑛 ≥ 1. M – локальный
гильбертовозначный мартингал с непрерывными траекториями и 𝑀0 = 0.
Тогда
𝑀𝑛
𝐷−→𝑀 ⇒< 𝑀𝑛 >𝑡 𝑑−→< 𝑀 >𝑡, 𝑡 > 0.
Если, кроме того, M – гауссовский мартингал, то < 𝑀 > – детерминированная
функция и
𝑀𝑛
𝐷−→𝑀 ⇒< 𝑀𝑛 >𝑡 𝑝−→< 𝑀 >𝑡, 𝑡 > 0.
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Доказательство. Заметим, что в силу следствия 1 к теореме 5.1 в [10]
𝑀𝑛
𝐷−→𝑀 ⇒ ‖𝑀𝑛‖ 𝐷−→ ‖𝑀‖.
Так как ‖𝑀𝑛‖ и ‖𝑀‖ – неотрицательные субмартингалы, то по теореме Гилата
(см., например, [11]) можно выбрать симметричные 𝑚𝑛 ∈ℳ2𝑙𝑜𝑐(𝑅) и 𝑚 ∈ℳ2𝑙𝑜𝑐(𝑅)
такие, что распределение |𝑚𝑛| и |𝑚| совпадает с распределениями ‖𝑚𝑛‖ и ‖𝑚‖,
соответственно. Тогда |𝑚𝑛| 𝐷−→ |𝑚|. Отсюда, в силу симметричности 𝑚𝑛 и 𝑚, вы-
текает, что 𝑚𝑛
𝐷−→ 𝑚.
Далее, так как 𝑃 (|∆𝑚𝑛𝑡 | ≤ 𝑐) = 𝑃 (|∆‖𝑀𝑛𝑡 ‖| ≤ 𝑐) ≥ 𝑃 (‖∆𝑀𝑛𝑡 ‖ ≤ 𝑐) = 1, то со-
гласно теоремы 2 в [2] и теоремы 2 в [1]
𝑚𝑛
𝐷−→ 𝑚⇒< 𝑚𝑛 >𝑡 𝑑−→< 𝑚 >𝑡, 𝑡 > 0.
В силу выбора 𝑚𝑛 и 𝑚 распределения < 𝑚𝑛 > и < 𝑚 > совпадают с рас-
пределениями < 𝑀𝑛 > и < 𝑀 >, соответственно (см. [11]), и, следовательно,
< 𝑀𝑛 >𝑡
𝑑−→< 𝑀 >𝑡, 𝑡 > 0.
Отсюда, в силу детерминированности функции < 𝑀 >, вытекает второе утвер-
ждение леммы.
3. Доказательство теоремы 2
Проверка эквивалентности (2) и (7) полностью повторяет (с заменой |.| на ‖.‖)
проверку аналогичного утверждения в ( [1], с. 698–699).
Условие (4) можно переписать в виде (𝑖, 𝑗 ≥ 1):
< 𝑚𝑛𝑖 ,𝑚
𝑛
𝑗 >𝑡 +
∫︁ 𝑡
0
∫︁
‖𝑥‖≤𝜀
(𝑥, 𝑒𝑖)(𝑥, 𝑒𝑗)𝜈
𝑛(𝑑𝑠, 𝑑𝑥)−
−
∑︁
0<𝑠≤𝑡
(
∫︁
‖𝑥‖≤𝜀
(𝑥, 𝑒𝑖)𝜈
𝑛({𝑠}, 𝑑𝑥)
∫︁
‖𝑥‖≤𝜀
(𝑥, 𝑒𝑗)𝜈
𝑛({𝑠}, 𝑑𝑥)) 𝑃−→< 𝑚𝑖,𝑚𝑗 >𝑡, (13)
а условие (8) можно переписать в виде:
< 𝑚𝑛𝑖 ,𝑚
𝑛
𝑗 >𝑡 +
∑︁
0<𝑠≤𝑡
(
∫︁
‖𝑥‖≤1
(𝑥, 𝑒𝑖)(𝜇
𝑛 − 𝜈𝑛)({𝑠}, 𝑑𝑥)*
*
∫︁
‖𝑥‖≤1
(𝑥, 𝑒𝑗)(𝜇
𝑛 − 𝜈𝑛)({𝑠}, 𝑑𝑥)) 𝑃−→< 𝑚𝑖,𝑚𝑗 >𝑡, 𝑖, 𝑗 ≥ 1. (14)
Тогда для доказательства эквивалентности (4) и (8) при выполнении условия
(2) достаточно проверить это для следующих условий:
< (𝑀𝑛𝜀, ℎ) >𝑡=< (𝑀
𝑛, ℎ) >𝑡 +
∫︁ 𝑡
0
∫︁
‖𝑥‖≤𝜀
(𝑥, ℎ)2𝜈𝑛(𝑑𝑠, 𝑑𝑥)−
−
∑︁
0<𝑠≤𝑡
(
∫︁
‖𝑥‖≤𝜀
(𝑥, ℎ)𝜈𝑛({𝑠}, 𝑑𝑥))2 𝑃−→< (𝑀,ℎ) >𝑡, (15)
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[(𝑀𝑛1, ℎ)]𝑡 = < (𝑀
𝑛, ℎ) >𝑡 +
+
∑︁
0<𝑠≤𝑡
(
∫︁
‖𝑥‖≤1
(𝑥, ℎ)(𝜇𝑛 − 𝜈𝑛)({𝑠}, 𝑑𝑥))2 𝑃−→< (𝑀,ℎ) >𝑡, (16)
где ℎ = 𝑒𝑖 или ℎ = 𝑒𝑖 + 𝑒𝑗 , 𝑖, 𝑗 ≥ 1.
Воспользуемся схемой, предложенной в [1]. Прежде всего заметим, что для
любого 𝑡 > 0
< (𝑀𝑛𝜀, ℎ) >𝑡 − < (𝑀𝑛𝛿, ℎ) >𝑡 𝑃−→ 0, 𝛿 ∈ (0, 𝜖], (17)
[(𝑀𝑛𝜀, ℎ)]𝑡 − [(𝑀𝑛𝛿, ℎ)]𝑡 𝑃−→ 0, 𝛿 ∈ (0, 1], (18)
действительно
|< (𝑀𝑛𝜀, ℎ) >𝑡 − < (𝑀𝑛𝛿, ℎ) >𝑡|≤ (
∫︁ 𝑡
0
∫︁
𝛿<‖𝑥‖≤𝜀
(𝑥, ℎ)𝜈𝑛({𝑠}, 𝑑𝑥))2+
+ |
∑︁
0<𝑠≤𝑡
[(
∫︁
‖𝑥‖≤𝜀
(𝑥, ℎ)𝜈𝑛({𝑠}, 𝑑𝑥))2 − (
∫︁
‖𝑥‖≤𝛿
(𝑥, ℎ)𝜈𝑛({𝑠}, 𝑑𝑥))2] |≤ (19)
≤ 3𝜀2 ‖ℎ‖2
∫︁ 𝑡
0
∫︁
‖𝑥‖>𝛿
𝜈𝑛(𝑑𝑠, 𝑑𝑥)
𝑃−→ 0,
| [(𝑀𝑛1, ℎ)]𝑡 − [(𝑀𝑛𝛿, ℎ)]𝑡 |≤
≤|
∑︁
0<𝑠≤𝑡
[(
∫︁
‖𝑥‖≤1
(𝑥, ℎ)(𝜇𝑛 − 𝜈𝑛)({𝑠}, 𝑑𝑥))2 − (
∫︁
‖𝑥‖≤𝛿
(𝑥, ℎ)(𝜇𝑛 − 𝜈𝑛)({𝑠}, 𝑑𝑥))2] |≤
≤ 2 ‖ℎ‖2
∫︁ 𝑡
0
∫︁
‖𝑥‖>𝛿
(𝜇𝑛 + 𝜈𝑛)(𝑑𝑠, 𝑑𝑥)
𝑃−→ 0. (20)
Таким образом, достаточно проверить, что как при выполнении условия (4),
так и при выполнении условия (8)
lim
𝛿→0
lim sup
𝑛
P(| [(𝑀𝑛𝛿, ℎ)]𝑡− < (𝑀𝑛𝛿, ℎ) >𝑡|> 𝑎) = 0. (21)
Пусть 𝑚𝑛𝑡 = [(𝑀
𝑛𝛿, ℎ)]𝑡− < (𝑀𝑛𝛿, ℎ) >𝑡 . Тогда 𝑚𝑛 – действительный процесс,
который локально является чисто разрывным квадратично интегрируемым мар-
тингалом ограниченной вариации. Процесс (𝑚𝑛)2 = ((𝑚𝑛𝑡 )
2,F;R) доминируется
процессом [𝑚𝑛,𝑚𝑛], но
[𝑚𝑛,𝑚𝑛]𝑡 =
∑︁
0<𝑠≤𝑡
(∆𝑚𝑛𝑠 )
2 ≤ sup
0<𝑠≤𝑡
| ∆𝑚𝑛𝑠 | ([(𝑀𝑛𝛿, ℎ)]𝑡+ < (𝑀𝑛𝛿, ℎ) >𝑡). (22)
Из (15), (16) следует, что | ∆𝑚𝑛𝑡 |≤ 3𝛿2 ‖ ℎ ‖2 для любого 𝑡 > 0 и, следова-
тельно, в силу (22) процесс (𝑚𝑛)2 доминируется процессами 6𝛿2 ‖ ℎ ‖2 [(𝑀𝑛𝛿, ℎ)] и
6𝛿2 ‖ ℎ ‖2< (𝑀𝑛𝛿, ℎ) >.
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Если выполнено условие (4) и, следовательно, соотношение (17), то при 𝑏 > 0
и 𝛿2 < 𝑏 / [6 ‖ ℎ ‖2 (< (𝑀,ℎ) > +1)]:
lim sup
𝑛
P(6𝛿2 ‖ ℎ ‖2< (𝑀𝑛𝛿, ℎ) >𝑡 > 𝑏) = 0
и (21) выполнено в силу неравенства Ленгляра (10).
При условии (8) имеет место соотношение (18), следовательно, при том же 𝛿
lim sup
𝑛
P(6𝛿2 ‖ ℎ ‖2 [(𝑀𝑛𝛿, ℎ)]𝑡 > 𝑏) = 0.
Скачки процесса [(𝑀𝑛𝛿, ℎ)] равномерно ограничены, поэтому справедливость (21)
также вытекает из неравенства Ленгляра (11).
Учитывая замечание 1, эквивалентность (5) и (9) доказывается аналогично.
4. Доказательство теоремы 1
Прежде всего заметим, что из канонического разложения семимартингала (1)
следует, что
∆𝐵𝑡 =
∫︁
‖𝑥‖≤1
𝑥𝜈({𝑡}, 𝑑𝑥)
и при выполнении условия (2) из условия (3) вытекает, что
𝐵𝑛𝜀𝑡
𝑃−→ 0, 𝜀 ∈ (0, 1], 𝑡 > 0, (23)
а из условия (6)
sup
0<𝑠≤𝑡
‖𝐵𝑛𝜀𝑡 ‖ 𝑃−→ 0, 𝜀 ∈ (0, 1], 𝑡 > 0. (24)
Для доказательства сходимостей 𝑋𝑛
𝐷𝑓−−→𝑀, 𝑋𝑛 𝐷−→𝑀 достаточно убедиться
в них для каждого конечного временного интервала (см. [12]). Зафиксируем по-
этому некоторое 𝑇 > 0 и будем обозначать через 𝑋𝑛
𝐷(𝑇 )−−−→ 𝑀 (𝑋𝑛 𝐷𝑓 (𝑇 )−−−−→ 𝑀)
слабую сходимость (конечномерных) распределений 𝑋𝑛 к распределению (к ко-
нечномерным распределениям) 𝑀 на [0, 𝑇 ].
Выберем произвольное 𝑙 ≥ 1 и 0 ≤ 𝑡1 < ... < 𝑡𝑙 ≤ 𝑇 , тогда для доказательства
сходимости 𝑋𝑛
𝐷𝑓 (𝑇 )−−−−→𝑀 достаточно проверить, что (𝑋𝑛𝑡1 , ..., 𝑋𝑛𝑡𝑙)
𝑑−→ (𝑀𝑡1 , ...,𝑀𝑡𝑙).
Пусть 𝛾𝑛𝑡 (𝜀) =
∫︀ 𝑡
0
∫︀
‖𝑥‖>𝜀 𝑥𝜇
𝑛(𝑑𝑠, 𝑑𝑥), тогда
sup
𝑡≤𝑇
‖𝛾𝑛𝑡 (𝜀)‖ ≤
∫︁ 𝑇
0
∫︁
‖𝑥‖>𝜀
𝑥𝜇𝑛(𝑑𝑠, 𝑑𝑥) =
∑︁
0<𝑠≤𝑇
‖∆𝑋𝑛𝑠 ‖𝐼(‖∆𝑋𝑛𝑠 ‖ > 𝜀) (25)
и для всякого 𝛿 ∈ (0, 𝜀)
{
∑︁
0<𝑠≤𝑇
‖∆𝑋𝑛𝑠 ‖𝐼(‖∆𝑋𝑛𝑠 ‖ > 𝜀) > 𝛿} ⊆ {
∑︁
0<𝑠≤𝑇
𝐼(‖∆𝑋𝑛𝑠 ‖ > 𝜀) > 𝛿}, (26)
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но ∑︁
0<𝑠≤𝑇
𝐼(‖∆𝑋𝑛𝑠 ‖ > 𝜀) =
∫︁ 𝑇
0
∫︁
‖𝑥‖>𝜀
𝜇𝑛(𝑑𝑠, 𝑑𝑥). (27)
В силу условия (2) и следствия из неравенства Ленгляра (12) правая часть в (27)
при 𝑛→∞ сходится по вероятности к нулю, поэтому
sup
𝑡≤𝑇
‖𝛾𝑛𝑡 (𝜀)‖ 𝑃−→ 0. (28)
Из условия (4) следует, что < 𝑚𝑛𝜀𝑖 + 𝑚
𝑛𝜀
𝑗 >𝑡
𝑃−→< 𝑚𝑖 + 𝑚𝑗 >𝑡. Отсюда и из
условий (4), (5), в силу леммы 1 в [13], вытекает, что
sup
𝑡≤𝑇
| < 𝑚𝑛𝜀𝑖 ,𝑚𝑛𝜀𝑗 >𝑡 − < 𝑚𝑖,𝑚𝑗 >𝑡 | 𝑃−→ 0, (29)
sup
𝑡≤𝑇
| < 𝑀𝑛𝜀 >𝑡 − < 𝑀 >𝑡 | 𝑃−→ 0.
Для доказательства сходимостей 𝑋𝑛
𝐷𝑓 (𝑇 )−−−−→ 𝑀, 𝑋𝑛 𝐷(𝑇 )−−−→ 𝑀 достаточно убе-
диться, что из любой последовательности {𝑛′} можно выбрать такую подпосле-
довательность {𝑛′′}, что 𝑋𝑛′′ 𝐷𝑓 (𝑇 )−−−−→𝑀, 𝑋𝑛′′ 𝐷(𝑇 )−−−→𝑀 (см. теорему 2.3 в [10] ). В
силу леммы 1 и соотношений (23), (28), (29), (24) из любой последовательности
можно выбрать такую подпоследовательность {𝑛𝑘}, что
(2), (3) ⇒ 𝐵𝑛𝑘1/𝑘𝑡𝑖
𝑃−→ 0, 1 ≤ 𝑖 ≤ 𝑙, (30)
sup
𝑡≤𝑇
‖𝛾𝑛𝑘𝑡 (1/𝑘)‖ 𝑃−→ 0, (31)
sup
𝑡≤𝑇
| < 𝑚𝑛𝑘1/𝑘𝑖 ,𝑚𝑛𝑘1/𝑘𝑗 >𝑡 − < 𝑚𝑖,𝑚𝑗 >𝑡 | 𝑃−→ 0, (32)
sup
𝑡≤𝑇
| < 𝑀𝑛𝑘1/𝑘 >𝑡 − < 𝑀 >𝑡 | 𝑃−→ 0,
(2), (6) ⇒ sup
𝑡≤𝑇
‖𝐵𝑛𝑘1/𝑘𝑡 ‖ 𝑃−→ 0. (33)
Положим 𝑀𝑘𝑡 = 𝑀
𝑛𝑘1/𝑘
𝑡 , 𝑡 ≤ 𝑇 . Тогда 𝑋𝑛𝑘𝑡 = 𝐵𝑛𝑘1/𝑘𝑡 + 𝑀𝑘𝑡 + 𝛾𝑛𝑘𝑡 (1/𝑘) и, в силу
(30), (31), (33) и леммы 5 в [1], которая верна для пространства (𝐷(H),𝒟). Для схо-
димостей 𝑋𝑛𝑘
𝐷(𝑇 )−−−→𝑀 , (𝑋𝑛𝑘𝑡1 , ..., 𝑋𝑛𝑘𝑡𝑙 )
𝑑−→ (𝑀𝑡1 , ...,𝑀𝑡𝑙) достаточно лишь показать,
что
𝑀𝑘
𝐷(𝑇 )−−−→𝑀, (𝑀𝑘𝑡1 , ...,𝑀𝑘𝑡𝑙)
𝑑−→ (𝑀𝑡1 , ...,𝑀𝑡𝑙). (34)
Согласно теоремы 2 в [14] семейство мер процессов 𝑀𝑘, 𝑘 ≥ 1 плотно в
(𝐷(H),𝒟), тем самым для сходимости 𝑀𝑘 𝐷(𝑇 )−−−→𝑀 надо лишь показать, что
𝑀𝑘
𝐷𝑓 (𝑇 )−−−−→𝑀. (35)
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Выберем произвольное 𝑚 ≥ 1 и 0 = 𝑡0 < 𝑡1 < ... < 𝑡𝑚 = 𝑇 . Пусть
ℎ = ℎ(𝑡), 0 ≤ 𝑡 ≤ 𝑇 – кусочно постоянная непрерывная слева функция, принимаю-
щая конечное число значений: ℎ(𝑡) = ℎ𝑖, если 𝑡 ∈ (𝑡𝑖−1, 𝑡𝑖]. Положим для 𝑡 ∈ (0, 𝑇 ]
𝑁𝑘𝑡 =
𝑚∑︁
𝑖=1
(ℎ𝑖,𝑀
𝑘
𝑡𝑖∧𝑡 −𝑀𝑘𝑡𝑖−1∧𝑡), 𝑁𝑡 =
𝑚∑︁
𝑖=1
(ℎ𝑖,𝑀𝑡𝑖∧𝑡 −𝑀𝑡𝑖−1∧𝑡). (36)
Согласно теоремы 2 в [14] семейство распределений случайных векторов
(𝑀𝑘𝑡1 , ...,𝑀
𝑘
𝑡𝑚) плотно (H
𝑚,ℬ(H𝑚)), поэтому в силу леммы 1.6 в [15] для дока-
зательства (35) достаточно установить, что
𝑀 exp𝑖𝑁
𝑘
𝑇 →𝑀 exp𝑖𝑁𝑇 . (37)
Заметим, что
< 𝑁𝑘 >𝑡=
𝑚∑︁
𝑖=1
< (ℎ𝑖,𝑀
𝑘
𝑡𝑖∧𝑡 −𝑀𝑘𝑡𝑖−1∧𝑡) >, (38)
< 𝑁 >𝑡=
𝑚∑︁
𝑖=1
< (ℎ𝑖,𝑀𝑡𝑖∧𝑡 −𝑀𝑡𝑖−1∧𝑡) > .
Из (32) следует, что для любого 𝑦 ∈ H:
sup
𝑡≤𝑇
| < (𝑦,𝑀𝑘) >𝑡 − < (𝑦,𝑀) >𝑡 | 𝑃−→ 0
и, следовательно, из (38) вытекает сходимость
< 𝑁𝑘 >𝑡
𝑃−→< 𝑁 >𝑡, 𝑡 ≤ 𝑇. (39)
Так как ‖∆𝑀𝑘𝑡 ‖ ≤ 2/𝑘, то |∆𝑁𝑘𝑡 | ≤ 𝑑𝑘, где 𝑑𝑘 = 2 max𝑡≤𝑇 ‖ℎ(𝑡)‖/𝑘 и утверждение
(37) следует из (39) в силу леммы 2.
Докажем теперь, что при выполнении условия (6), условия (2), (4), (5) необхо-
димы для сходимости 𝑋𝑛
𝐷−→𝑀.
Так как условие (2) (в силу теоремы 2) эквивалентно (7), то необходимость (2)
вытекает из леммы 1 в [2], которая верна для гильбертовозначных процессов.
Из условия (2) (см. (25) - (28) ) и (6), в силу леммы 5 в [1], следует справедли-
вость импликации
𝑋𝑛
𝐷−→𝑀 ⇒𝑀𝑛𝜀 𝐷−→𝑀. (40)
Отсюда, в силу следствия 1 к теореме 5.1 в [10], следует, что для любого
ℎ ∈ H (𝑀𝑛𝜀, ℎ) 𝐷−→ (𝑀,ℎ). Так как (𝑀𝑛𝜀, ℎ) ∈ℳ2𝑙𝑜𝑐(R) и |∆(𝑀𝑛𝜀, ℎ)| ≤ 2𝜀‖ℎ‖,
то, применяя теорему 2 из работы [2] и теорему 2 из [1], получаем сходимость
< (𝑀𝑛𝜀, ℎ) >𝑡
𝑃−→< (𝑀,ℎ) >𝑡, которая доказывает необходимость условия (4).
Из соотношения (40) согласно лемме 2 вытекает необходимость условия (5).
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5. Следствие для схемы серий
Пусть𝑋𝑛𝑡 =
∑︀[𝑛𝑡]
𝑘=0 𝜉𝑛𝑘, ℱ𝑛𝑡 = 𝜎{𝑋𝑛𝑠 , 𝑠 ≤ 𝑡}, 0 ≤ 𝑡 ≤ 1, 𝜉𝑛0 = 0, (𝜉𝑛𝑘) – схема серий
гильбертовозначных случайных величин, 0 ≤ 𝑘 ≤ 𝑛, 𝑛 ≥ 1. Далее будем обозна-
чать через 𝑊 = (𝑊𝑡,ℱ𝑡;H) гильбертовозначный винеровский процесс с ковариа-
ционным оператором S (S - оператором ), то есть такой непрерывный процесс с
независимыми приращениями, что для любого 𝑢 < 𝑡 и ℎ ∈ H действительная слу-
чайная величина (𝑊𝑡−𝑊𝑢, ℎ) имеет гауссовское распределение с нулевым средним
и дисперсией (𝑡− 𝑢)(Sℎ, ℎ) [16].
Используя обозначение 𝜉𝑎 ≡ 𝜉𝐼(‖𝜉‖ ≤ 𝑎), введем условия, которые предполага-
ются выполненными при всех 𝑡 ∈ [0, 1], 𝜀 ∈ (0, 1] и ℱ𝑛𝑘 = ℱ𝑛𝑡 при 𝑘 = [𝑛𝑡] :
𝑛∑︁
𝑘=1
𝑃 (‖𝜉𝑛𝑘‖ > 𝜀|ℱ𝑛𝑘−1) 𝑃−→ 0, (41)
[𝑛𝑡]∑︁
𝑘=1
{𝐸((𝜉𝜀𝑛𝑘, 𝑒𝑖)(𝜉𝜀𝑛𝑘, 𝑒𝑗)|ℱ𝑛𝑘−1)− (42)
−𝐸((𝜉𝜀𝑛𝑘, 𝑒𝑖)|ℱ𝑛𝑘−1)𝐸((𝜉𝜀𝑛𝑘, 𝑒𝑗)|ℱ𝑛𝑘−1)} 𝑃−→ 𝑡(S𝑒𝑖, 𝑒𝑗),
[𝑛𝑡]∑︁
𝑘=1
{𝐸(‖𝜉𝜀𝑛𝑘‖2|ℱ𝑛𝑘−1)− ‖𝐸(𝜉𝜀𝑛𝑘|ℱ𝑛𝑘−1)‖2} 𝑃−→ 𝑡𝑇 𝑟S, (43)
и условия
sup
0<𝑠≤1
‖𝜉1𝑛𝑘‖ 𝑃−→ 0, (44)
[𝑛𝑡]∑︁
𝑘=1
{((𝜉𝜀𝑛𝑘, 𝑒𝑖)− 𝐸((𝜉𝜀𝑛𝑘, 𝑒𝑖)|ℱ𝑛𝑘−1))((𝜉𝜀𝑛𝑘, 𝑒𝑗)− 𝐸((𝜉𝜀𝑛𝑘, 𝑒𝑗)|ℱ𝑛𝑘−1))} 𝑃−→ 𝑡(S𝑒𝑖, 𝑒𝑗), (45)
[𝑛𝑡]∑︁
𝑘=1
‖𝜉1𝑛𝑘 − 𝐸(𝜉1𝑛𝑘|ℱ𝑛𝑘−1)‖2 𝑃−→ 𝑡𝑇 𝑟S. (46)
Следующее следствие является простой переформулировкой теорем 1 и 2 для
рассматриваемого частного случая.
Следствие. Справедливы следующие утверждения:
1) Пусть выполнено условие
[𝑛𝑡]∑︁
𝑘=1
𝐸(𝜉1𝑛𝑘|ℱ𝑛𝑘−1) 𝑃−→ 0,
тогда: (41,42,43) ⇔ (44,42,43) ⇔ (41,45,43) ⇔ (41,42,46) ⇔
⇔ (44,45,43) ⇔ (44,42,46) ⇔ (41,45,46) ⇔ (44,45,46) ⇒ 𝑋𝑛 𝐷𝑓−−→𝑊 .
2) Пусть выполнено условие
sup
0<𝑠≤1
‖
[𝑛𝑠]∑︁
𝑘=1
𝐸(𝜉1𝑛𝑘|ℱ𝑛𝑘−1)‖ 𝑃−→ 0,
УСЛОВИЯ СЛАБОЙ СХОДИМОСТИ СЕМИМАРТИНГАЛОВ 55
тогда (41,42,43) ⇔ (44,42,43) ⇔ (41,45,43) ⇔ (41,42,46) ⇔
⇔ (44,45,43) ⇔ (44,42,46) ⇔ (41,45,46) ⇔ (44,45,46) ⇔ 𝑋𝑛 𝐷−→𝑊 .
Заключение
В этой работе доказаны достаточные, а также необходимые условия слабой
сходимости семимартингалов к гильбертовозначному гауссовскому мартингалу с
непрерывными траекториями (в частности, к гильбертовозначному винеровскому
процессу). При H = R эти условия совпадают с приведенными в работах [1] и [2].
Из первой части следствия вытекают соответствующие результаты работ [4], [6].
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Weak convergence of semimartingales with values in Hilbert space is studied
in the paper. Necessary and sufficient conditions for the convergence to
Gaussian martingale with continuous trajectories are obtained.
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