We study the mechanisms of damage production during ion irradiation using molecular dynamics simulations of 400 eV -10 keV collision cascades in four different materials. The materials Al, Si, Cu and Ge are contrasted to each other with respect to the mass, melting temperature and crystal structure. The results show that the crystal structure clearly has the strongest effect on the nature of the damage produced, and elucidate how the open crystal structure affects the nature of defects produced in silicon.
INTRODUCTION
The nature of damage produced in solids during ion irradiation is a long-standing problem of considerable practical interest. While the overall picture of the time evolution of collision cascades starts to be clear [1] , the details still are to a large extent diffuse. Knowledge of the details of damage production is of particular interest in silicon due to the wide use of implantation methods in the semiconductor industry.
Although collision cascades in silicon have been studied extensively during recent years, and a fairly coherent picture of the overall nature of the final damage in the cascades has emerged [2, 3] , the mechanisms that produce the damage are still not very well understood. In the present paper we perform a comparative study of four different materials to elucidate the damage production processes. We choose the materials Al, Si, Cu and Ge and simulate 400 eV -10 keV collision cascades in all of them to get a representative view of the damage production. Since Al and Si have nearly the same mass, and differ only 20 % in the atomic density, comparison of cascades in them elucidates the effect of the crystal structure on damage production in silicon. Comparison of the results in Al and Si to those in the heavier elements Cu and Ge probes the effect of the atom mass on the outcome of the cascades.
SIMULATION PRINCIPLES
We used classical molecular dynamics simulations to simulate full collision cascades. Periodic boundary conditions were applied to the fixed-size simulation cells, which contained 20-30 atoms for every electron volt of recoil energy of the initial recoil. The temperature of the cell was initialized to 0 K and scaled down towards zero at the boundaries during the cascade event. A variable time step [4] , linkcell method and two-dimensional spatial decomposition of the simulation cell for message-passing parallel computers were employed to speed up the simulations.
The forces acting between the atoms were described with semi-empirical many-body potentials. For Si we used the well-tested Stillinger-Weber interatomic potential [5] . For Ge we initially used the Stillinger-Weber-type potential from Ref. [6] . However, we found that this potential gave a more than two times too large melting point. The StillingerWeber potential for Si uses a reduced cohesive energy to reproduce the experimental melting point [5] . Since we believe a realistic melting point is more significant for cascade calculations than the exact value of the cohesive energy, we modified the cohesive energy of the Ge potential to reproduce the experimental melting point of 1210 K. Using the potential parameters = 21 (as for Si and Ge in Ref. [7] ) and an 18 % reduced cohesive energy, " = 1:58 eV, we obtained 1200 50 K for the melting point of the modified potential. Comparison of cascades run with the modified and unmodified potential indicated that there is no dramatic difference in the results for the two cases. We did not collect enough statistics to be able to give a quantitative value for the difference.
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We used EAM potentials [8] to model Al and Cu. For Al we used the potential by Ercolessi and Adams [9] and for Cu the potential by Sabochick and Lam [10] . All many-body potentials were fitted to a repulsive potential describing energetic short-range interactions well; for Si and Ge we used potentials obtained from ab initio calculations [11] , for Al and Cu the ZBL interatomic potential [12] .
The collision cascades were initiated by giving one of the atoms in the lattice a recoil energy of 400 eV, 2 keV or 10 keV. We chose the initial recoil atom and its recoil velocity direction so that the resulting collision cascades remained within the cell boundaries. To obtain representative statistics for each case, 3 -8 cases with random initial directions were simulated for each case. The evolution of the cascades was followed for 20 ps for the runs below 10 keV and 30 ps for the 10 keV runs.
The electronic stopping power was included in the runs as a non-local frictional force affecting all atoms with a kinetic energy higher than 10 eV. For Si we used an experimental stopping power [13] and for the other elements SRIM96 stopping powers [12, 14] .
Interstitials and vacancies were recognized in the simulations using a Wigner-Seitz cell analysis of the atom positions with respect to the lattice points defined by undisturbed simulation cell regions. An empty Wigner-Seitz cell was labeled a vacancy and a cell with multiple atoms an interstitial. This method does of course not give a realistic description of the amorphous regions formed in big cascades in Si and Ge. In practice, however, the amount of Wigner-Seitz defects recognized in an amorphous zone will be roughly proportional to the size of the amorphous region. Thus our interstitial and vacancy numbers can be used as measure of the overall amount of damage in all cases, although they should not be interpreted literally as real lattice vacancies and interstitials for the Si and Ge cells.
The mixing parameter was determined using the expression
where n 0 is the atomic density and E Dn the deposited nuclear energy. E Dn was obtained from the difference of the initial recoil energy and the total energy lost to electronic slowing down.
RESULTS AND DISCUSSION
The results from the simulations are summarized in table 1. The table lists the initial energy E, the deposited nuclear energy E Dn , the average number number of interstitials and vacancies after the cascade, the mixing Q, the number of atoms displaced by more than half the nearest neighbour distance N displ , and the root-mean-square distance < dR int > of interstitials from the interstitial center of mass. 
We discuss the interpretation of the results in three passages below. First we treat differences in the heat spikes during the cascade, then discuss how these are reflected in the ion-beam mixing and final damage produced by the cascades.
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Heat spike
We followed the time evolution of heat spikes using animations of the atom positions and the positions of liquid atoms during the simulation. An atom was defined to be liquid if the average temperature of it and its nearest neighbours was above the melting temperature of the material. For the keV cascades, the nature of the heat spikes were dramatically different in the materials. The results are illustrated in Fig. 1 .
In copper, which is a dense close-packed material, the heat spikes were well-localized and almost spherical even for the 10 keV cases. Due to its relatively low melting point (1230 K for the present potential), the cascades form a large molten region which slowly cools down and recrystallizes. In the lighter and less dense aluminum, the initial recoil travels farther, so the resulting molten regions are smaller and less well-localized. At 10 keV, the cascade is almost divided into independent subcascades. The cascade cools down much faster than in Cu.
Even though Si has a higher mass than Al, even the 2 keV cascades in Si are almost separated into subcascades, and the 10 keV cascades form several well-separated liquid pockets. Since most other material characteristics in Si and Al are the same, this must be due to the difference in crystal structure. The open structure of Si makes it much more likely for an energetic ion to end up in a channeling direction. Furthermore, we have recently shown that quite low-energetic ( 100 eV) recoils can traverse farther in Si and Al due to the nature of the tetrahedral bonding, making the cascade even less dense [15] .
The cascades in germanium are not as spread out as those in Si due to the shorter range of Ge recoils. The 2 keV cascades are fairly well localized, but the 10 keV cascades are more elongated than those in Cu, and separated into subcascades in some events. Since Ge and Cu have nearly identical melting points and masses, this shows again that the crystal structure has a strong effect on the evolution of collision cascades in different materials. 
Mixing
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Comparison of the values for the mixing Q and number of displaced atoms N displ in table 1 shows that even though the number of displaced atoms is clearly higher in Al than in Si, and roughly the same in Cu and Ge, the mixing is much lower in Al and Cu than in Si and Ge. This result, which may at first seem self-contradictory, can also be explained to be due to the difference in crystal structure. We have recently shown that the larger mixing in Si compared to Al is due to medium-energy secondary or tertiary recoils with energies of the order of 100 eV. In Si these recoils can on average travel significantly farther than those in the close-packed Al structure, resulting in a large increase in the mixing (which is proportional to the square of the atom displacement distance) [15] . On the other hand, the much lower melting point of Al (900 K) compared to that in Si (1700 K) will cause the molten regions produced in Al cascades to be bigger and last longer than those in Si. The atoms in these regions are most likely recrystallized to a new Si Ge Al Cu lattice site when the cascade cools down, explaining why Al has much larger numbers of displaced atoms than Si. However, since the molten regions recrystallize in a few ps, the atoms are not likely to travel far in the molten regions, making their contribution to the mixing significantly smaller than the contribution by the medium-energy recoils in Si. The argument above also explains the results in Cu and Ge. Since the melting points are the same (1200 K), the size of the molten regions and thus number of displaced atoms are roughly the same. On the other hand, Ge exhibits much bigger values for the mixing coefficient because of the open nature of the bonding. Of all the materials treated here Ge has the highest mixing, which must be due to the combined mixing-enhancing effects of a low melting point and an open crystal structure.
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Defect production
The amount of final damage, as measured by the number of Wigner-Seitz-cell defects, is clearly larger in the tetrahedral semiconductors than in the metals. We again attribute this to the effect of the crystal structure. In a recent study of cascades in pre-damaged samples, we showed that the regenerative power of an FCC lattice is much bigger than that of a diamond lattice [16] . The liquid zones in silicon and germanium tend to freeze in as amorphous damage pockets in the final lattice, whereas in FCC lattices the liquid region usually regenerates almost perfectly. The damage left in the FCC lattices are mostly interstitials created by replacement collision sequences or vacancies left in the center of a former liquid region.
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The distribution of final Wigner-Seitz point defects is illustrated in Fig. 2 . The events chosen for the figure and the rotation of the cell are the same as in Fig. 1 . Comparison of the two figures show that in all materials the final damage distribution is located in the regions of the cell which were liquid during the cascade. In FCC metals replacement collision sequences can produce interstitials atoms outside the liquid core of the cascade. But because replacement collision sequences typically have lengths of a few lattice constants, which is much less than the simulation cell size of 40 lattice constants, all defects in the figure appear to be close to the cascade core region.
Despite the large difference in the manner in which damage is created in the two kinds of materials, the damage distributions, as measured by the root-mean-square displacement of interstitials from their center < dR int >, are roughly the same in Si and Al, and Cu and Ge, respectively. This is easily explained by the fact that the damage gets created along the ion path, and the keV ions have about the same range in materials of similar density. The larger damage displacement for 400 eV Ge ions, compared to Cu ions, is consistent with the notion that low-energy ions can travel farther in diamond than in FCC lattices discussed above in the section on mixing.
The melting point also appears to have some effect on the amount of damage produced. The lower melting points of Al and Ge compared to their counterparts with the same structure is a likely explanation to why they produce larger amounts of damage. For Al the longer range and subcascade formation could also play a role in this process.
The arguments presented here clearly have some bearing on experimental results of defect production in silicon. The recognition of the mixing enhancement effect of mediumenergy recoils in tetrahedral semiconductors can at least in part explain why semiconductors are experimentally known to exhibit larger mixing than ceramics and metals [17] . The fact that subcascade formation begins at very low energies in Si due to the open crystal structure suggests that no kind of ion implantation in silicon should be expected to produce very large damage clusters as the primary state of damage, although post-implantation defect migration or cascades overlapping previous damage can, of course, result in large-scale damage and amorphization.
CONCLUSIONS
In this paper we have studied how different characteristics of materials affect damage production in collision cascades by comparing cascade results in Si, Al, Cu and Ge. We found that the nature of atomic bonding clearly dominates the nature of the damage production processes. The mass of the recoiling ion somewhat affects the spatial distribution of the damage, and the melting temperature the amount of damage produced. We discussed how the results can be used to better understand defect production processes in silicon.
