Upper and lower class functions for the maximum likelihood estimator of the arrival and the service rates in a GI/G/1 queue are studied and the results are verified for M/M/1 queue.
assume that f and g belong to the continuous exponential families given by
It is further assumed that the densities in (1) and in (2) are equal to zero on (−∞, 0). For simplicity we assume that the initial customer arrives at time t = 0. Our sampling scheme is to observe the system over a continuous time interval [0, T ] where T is a suitable stopping time. The sample data consist of {A(T ), D(T ), u 1 , u 2 , u 3 , · · · · · · , u A(T ) , v 1 , v 2 , · · · · · · , v D(T ) },
where A(T ) is the number of arrivals and D(T ) is the number of departures during (0, T ]. Obviously no arrivals occur during [ A(T ) i=1 u i , T ] and no departures during [γ(T ) + D(T ) i=1 v i , T ], where γ(T ) is the total idle period in (0, T ].
Some possible stopping rules to determine T are given below: Rule 1. Observe the system until a fixed time t. Here T = t with probability one and A(T ) and D(T ) are both random variables.
Rule 2. Observe the system until d departures have occurred so that D(T ) = d. Here T = γ(T ) + v 1 + v 2 + · · · + v d and A(T ) are random variables.
Rule 3. Observe the system until m arrivals take place so that A(T ) = m. Here T = u 1 +u 2 +u 3 +· · ·+u m and D(T ) are random variables. Under rule 4, we stop either with an arrival or in a departure. If we stop with an arrival, then
The likelihood function based on data (3) is given by
where F and G are distribution functions corresponding to the densities f and g respectively. The likelihood function L T (θ, φ) remains valid under all the stopping rules. The approximate likelihood L a T (θ, φ) is defined as Basawa and Prabhu (1988) ).
Under certain conditions the maximum likelihood estimates obtained from (5) are asymptotically equivalent to those obtained from (4)(cf. Basawa and Prabhu (1988) ).
We assume that the following condition holds: Condition C1: Suppose that there exists a positive function ε(T ) ↓ 0 such that T ε 2 (T ) → ∞ as T → ∞, and Basawa and Prabhu (1988) have shown that the maximum likelihood estimator of θ and φ are given bŷ
where η −1 i (.) denotes the inverse functions of η i (.) for i = 1, 2 and
and
The Fisher information matrix is given by
where σ 2 1 = σ 2 1 (θ) = var θ (h 1 (u)) and σ 2 2 = σ 2 2 (θ) = var φ (h 2 (v)). Under suitable stability conditions on stopping times, Basawa and Prabhu (1988) have proved that
where θ 0 and φ 0 denote the true value of θ and φ respectively, and the symbol ⇒ denotes the convergence in distribution. The likelihood function in (5) becomes
and the log likelihood function is
Let
Sinceθ T andφ T are the MLEs of θ and φ respectively, we get
andφ
Condition C2: There exists a positive function ε(.) such that
Under condition (C1) Acharya (1999) has shown that
In section 3 we will state and prove results only for the arrival process and write I for I(θ 0 ). The corresponding results for the departure case are similar.
3 Upper class and lower class functions for the MLE:
converge or diverge simultaneously.
Lemma 3.2. Let h(t n ) be a positive monotonically increasing function which increases to infinity. Then ∞ n=1 (t n h(t n )) −1 exp(−h 2 (t n )/2) and ∞ n=1 (loglogt n )(t n h(t n )) −1 exp{(−h 2 (t n )/2)(1 + C/loglogt n )} converge or diverge simultaneously.
Theorem 3.1. Let h(t) be a positive monotonically increasing function which increases to infinity. Then
according as
converges or diverges.
Remark. 1. From Theorem 3.1, it is observed that for a sequence {t n } ↑ ∞, the function h(t n ) belongs to the upper class or lower class of I 1/2 (θ tn − θ 0 ) according as ∞ n=1 (t n h(t n )) −1 exp(−h 2 (t n )/2) converges or diverges.
2. By applying the Lemma 3.2, it is observed that the two series ∞ n=1 (loglogt n )(t n h(t n )) −1 exp{(−h 2 (t n )/2)(1 + C/loglogt n )} and ∞ n=1 (loglogt n )(t n h(t n )) −1 exp{(−h 2 (t n )/2)} converge or diverge simultaneously if and only if h(t n ) belongs to the upper or lower class of I 1/2 (θ tn − θ 0 ) respectively. 
For proof of Lemma 3.2 we refer to Davis (1969) .
Proof of Theorem 3.1. From the log-likelihood equation given in equation (14) we have
From equation (17) we get
It is easy to see that
is a square integrable martingale with zero mean since {u i , i ≥ 1} is an independent sequence of random variables. Hence, by the Skorokhod representation (see Hall and Heyde [10, appendix I, theorem A.1]), there exists a standard Brownian motion W (.) and a non-negative random variable T i , 1 ≤ i ≤ A(T ), such that without loss of generality
Hence, by Theorem 2.3 of Feigin (1976) due to Kunita and Watenabe,
Then from (21) with (22) we get that
From the law of iterated logarithm for Brownian motion process Kulinich (1985, P.564 
Moreover, Acharya (1999, P.214 ).
Now using (24) to (29) in (23),
The proof of the rest part of the theorem is a direct consequence of Theorem 5.1 of Jain, et al (1975) . However for completeness, we give a proof of it in short. From (29), for arbitrary ε > 0, we have
Let us assume that for all T sufficiently large,
where h 1 (T ) = (loglogT ) 1/2 and h 2 (T ) = 2(loglogT ) 1/2 . If I(h(T )) < ∞, then by Kolmogorov's test for Brownian motion motion ( Itô and H.P. McKean (1974, P. 163 )), we have for any ε > 0,
since h(T ) − εh(T ) increases as h(T ) increases and I(h(T ) − εh(T )) < ∞. Now using (31) in conjunction with (32) and (33), we obtain
On the other hand if I(h(T )) = ∞, then I(h(T ) + εh(T )) = ∞ for every ε > 0. Again I(h(T ) + εh(T )) = ∞ is also increasing for sufficiently large T and similar argument shows that
Now to complete the proof it is sufficient to show that (32) may be assumed without any loss of generality. Let h(T ) be an arbitrary increasing function. Definê
By Lemma 2.3 of Jain, et al (1975) ,
Sinceĥ satisfies (32), we conclude that
Again let I(h(T )) = ∞. Then by Lemma 2.3 of Jain, et al (1975) , I(ĥ(T )) < ∞ and
Hence there exists a sequence T n → ∞ such that
Since I(h 2 (T )) < ∞, we have
Now from (35) and (36),ĥ (T n ) < h 2 (T n ) for large n.
Thus from the definition ofĥ, the inequality (37) implies that h(T n ) ≤ĥ(T n ) for large n and hence the proof is completed.
Proof of Theorem 3.2. Let h(T ) belongs to the upper class of I 1/2 (θ T − θ 0 ). Then
Therefore, by Lemma 3.2 and Remark 2 ∞ n=1 (loglogT n )(T n h(T n )) −1 exp{(−h 2 (T n )/2)} < ∞ and hence by Lemma 3.1,
To prove sufficiency let Replacing the convergence statement by divergence in the above proof the result for the lower class is obtained.
Example
Let us consider the above result for an M/M/1 queueing system. Here f (u, θ) = θe −θu and g(v, φ) = φe −φv , so that the loglikelihood function becomes
We verify condition C1 as in Acharya (1999) . Condition C2 is verified taking ε(t) = t − 2 5 . Hence the results of section 3 can be used for this model. 9
