We develop computationally fast and storage efficient implementations for the Kalman-Bucy filter (KBf) for data assimilation problems with large time varying multidimensional fields. We refer to them as the block KBf (bKBf) and the localized block KBf (1bKBf). For fields defined on a 2D lattice of linear dimension I, the bKBf reduces the computational complexity of the KBf by O(I). The lbKBf saves further on computations by a factor of I and decreases the storage requirements by O(I). We illustrate the lbKBf in assimilating satellite measurements in physical oceanography, presenting simulations for an equatorial beta plane.
INTRODUCTION
In this paper, we develop computationally practical and storage efficient recursive signal processing algorithms for multidimensional physical systems, modeled by partial differential equations (pde). We are motivated by problems of reconstructing image fields in physical oceanography like ocean velocity or sea surface height by coupling the underlying models describing the dynamics of the field with the sparse measurements. In Physical oceanography these problems are referred to as data assimilation, [l] .
A major challenge in reconstructing time and spatidly dependent fields is the large dimensionality associated with these problems. This curse of dimensionality precludes the direct application of recursive filtering algorithms like the Kalman-Bucy filter (KBf) to reasonably sized domains. We develop a computationally efficient implementation of the KBf, referred to as the block KBf (bKBf). It takes advantage of two unique aspects associated with these problems. First, the fields that we reconstruct are described by models obtained from the discretization of pdes (dpde). The dpde models are localized. This is reflected in the block banded structure of the system matrices, with blocks themselves banded and sparse. Second, the measurements are sparse. We are concerned with undersample scanned data, like altimetry data collected by an orbiting satellite.
For fields defined on a 2D lattice of linear dimensions I, the bKBf reduces the computational compl&ty of the KBf by a factor of I. To obtain further savings, we approximate the ewvr field associated with the bKBf as a first order Gauss Markov random field (GMrf The paper is structured as follows. In section 2, we discuss the Dpde models. In section 3, we describe the multiple scanned measurements. In section 4, we derive the lbKBf which is later used for data assimilation in the equatorial beta plane. Finally, in section 6, we conclude the paper.
STATE MODELS: DISCRETIZED PDES
We discretize linear models of the type where C is a pde linear operator and g is the forcing term which may include random effects.
In physical sciences, such models arise in various contexts. First, for an inviscid, isentropic, shallow water motion on an equatorial beta plane (the plane within latitudes of 30°), the ocean circulation is modeled by coupled pdes, which are linear and of the type (1). See [2] for details. For more general nonlinear models, we decouple the field in a deterministic and a random component. The model nonlindties are taken care of by the deterministic component, which represents the underlying trend. Given initial and boundary conditions, the trend is constructed by integrating a deterministic nonlinear version of the model equations. The random component represents the natural variability of the field away from the deterministic camp* nent. A set of stochastic pdes obtained by linearizing the model equation, is coupled with the available data to construct the random component. These stochastic pdes are similar to (1).
In our data assimilation algorithms, we assume linear models of type (1). For nonlinear systems, we use the decoupled approach just described to linearize the random 0-8186-7919-0/97 $10.00 8 1997 IEEEcomponent of the modeling equations. In the latter case, the linear models are coupled with the measurements to estimate via the local block KBf (1bKBf) the correction needed in the deterministic predictions.
Discretizing ( 1 ) results in dpde models of the type 
where & is the expectation operator. Equation (2) The input matrix C is assumed diagonal with blocks C.
Applications in the physical sciences usually deal with coupled fields. For multiple fields, the structure of the modeling equation, (2), remains essentially the same, except the dimensions of the field vector \I' increase accordingly. Although the results presented below are fairly general, in our discussion, we restrict ourselves to a scalar field defined on a 2D grid with dimensions I x J.
SCANNED MEASUREMENTS
In physical oceanography, instrumentation on board orbiting satellites measure, for example, sea surface height (SSH) or sea surface temperature (SST). We assume that during each scan the field characteristics do not change signscantly. In other words, in a single pass, we assume that the satellite scan is instantaneous. O n the other hand, over successive scans, the field may change significantly. The satellite scans are analogous to the scanning in the video monitors. In interlaced video displays, images are scanned every other row at a time, say, the even numbered rows, field 1, first, and then the remaining odd numbered rows, field 2. At each time instant, the observations are at spatially separated points along a single row of the tow dimensional image. Similarly, at each time instant, an orbiting satellite scans a single row of the physical field.
Assume that the satellite scans instantly N rows, say rows m, . . ., p , of the field e. Alternatively, we may have more than one satellite. In the latter case, the rows are isolated and far apart. Assume that N rows, say m, n, ...,p with m < n... < p, are scanned. The measurement model is given by
The associated mvariances are
LOCALIZED BLOCK KBF
To reconstruct the field, we assimilate the measurements of section 3 to the dynamical dpde model, (2), via KalmanBucy atering (KBf). Direct application of the KBf is computationally prohibitive. In the block KBf (bKBf), we partition all vector and matrix quantities in the filter according to the block structure of A and of the other model matrices. We partition, for example, the error covariance matrix P into blocks {Pr1i2}'s which denote the cross-covariance between rows il and i z of the error field, i.e.,
We expand the filter equations into these partitioned quantities and exploit the sparse structure of the measurements.
The predictor equations use the tridiagonal structure of the state matrix A. The bKBf for multiscan measurements is: for (i2+2) 5ii 51.
In the lbKBf we update only {Pii}'S and {Pii+l}'S. Any other blocks {Pilia}'S if required may then be obtained from blocks {P,i}'S and {Pii+l}'S using the above equation.
implementation of KBf. The reason is because bKBf deals with I x I blocks rather than I' x I' blocks. The two major matrix operations involved in the algorithm are multiplication and inversion, which for an I x I matrix are both of order O(I'). For a lattice of size lo' x lo', instead of the inversion and multiplication of a 10' x lo6 error covariance matrix P, we need to invert and multiply lo6 matrices of 10' x lo', which represents a reduction of 10' in the operation count respectively. huther, reduction is provided in the 1bKBf. In the lbKBf, instead of updating and storing the error covariance matrix P which for the lattice size considered earlier is an I 2 x I2 matrix, we update I blocks P i i and 1-1 blocks Pii+l which are all I x I matrices. This reduces overall the computations by 0(12), i.e., a factor of lo6 for the lattice size considered earlier.
Storage
Since in the lbKBf, instead of storing the error covariance matrix P, store I blocks P i i and I -1 blocks Pii+l, the storage requirements are also decreased from O(I') to O((21-1)12), a reduction by a factor of I Over the conventional KBf.
'E ' 
Computation Count
Although the appearance of bKBf is rather formidable, the bKBf is computationally much simpler than the standard
EXPERIMENT
A twin experiment for the equatorial channel version of the Pacific ocean modeled by the Beta-plane approximation, is performed. The fields that we reconstruct, are sea surface height (SSH) and the velocity components (u,v). The ocean basin is rectangular with dimensions 1500 km in the eastwest direction and 200 km in the north-south direction.
The resolution in the eastwest direction, Ax, is 50km (1/2O longitude) and in the north-south direction, Ay, is 20 km (1/6'1 atitude). The time step, At, is 120 s, which satisfies the stability bounds. The ocean depth, H, is 1 km. The specific volume of the sea water is 9.7582 x lo" m'kg''.
The model is run by an east-west surface wind streas X and a north-south wind stress Y, Before assimilating data, we ran two versions of the Betaplane model over a period of 140 days (100,000 iterations). One version simulates the actual conditions and is called the 'hature run". We add to the wind stresses ( X , Y )
white Gaussian noise corresponding to 12 dBs of signal to noise ratio (SNR). The other vemion, models deterministic The SSH's produced by the assimilation algorithm improve on the frequency contents of the reconstructed fields. The assimilated fields are visually closer to the actual fields.
Quantitative Comparison
The MSE plots presented in fig. 2 illustrate that the data assimilation run (dashed m e ) has smaller MSE than the deterministic run with no data assimilation. In fact, the errors am about half the mors that those in the "deterministic" run.
SUMMARY
The paper develops a computationally fast and a storage efFicient implementation of the KBf for filtering and prediction of time and space dependent signals. The resulting algorithm, the IbKBf, simplifies the computations by O(Ia) and reduces the storage by O(I) for a grid of size I x I.
We apply the lbKBf to estimate ocean circulation fields speci€idy the sea surface height in Physical Oceanography. In our experiment, we assimilated data from two different satellites flying in the same orbit with no offset in time Fig. 1 shows the "nature'' and the "deterministic" SSHs at the end of 140 days run.
We consider two satellites whose orbits are offset in space by half the width of the ocean domain in consideration.
The satellites measure the SSH at spatially separated points along the rows of the ocean domain. Esch satellite follows the scan pattem of Topex/Poseidon [5] . The first satellite begins its scaus from row 1 and scans every fifth row, i.e., it measures SSH along rows 1, 6, 11, and so on till the entire ocean basin is m r e d . In the second orbit, row8 2, 7, 12, and the corresponding higher numbered rows are scanned. Similarly, for the next orbits. For a grid of dimensions I x J, the second satellite starts from row8 J/2+1 and follows the non-recurrent %an pattern explained above for the finst satellite. The ocean domain that we consider has dimensions 31 x 11. Row 16 is, therefore, scanned first by the second satellite. We now assimilate the SSHs obtained from these satellites into the deterministic model explained in section 2.
The experiment presented above was performed to emphasize the usefulness of data assimilation and the improvement it offers over predictions regarding ocean circulation solely based on integrating the OGCM with assumed initial conditions, boundary conditions, and external forcing. We compare first the subjective quality achieved by data assimilation techniques and later comment on resulting mean square error (MSE).
Qualitative Comparison
The SSH assimilated with the satellite scanned data are better estimates of the actual state conditions, in our case the real world run, than the fields predicted by the OGCM referred to as the deterministic fields. A visual comparison of fig. 1 illustrates this point. The deterministic fields do not capture much of the finer details and of the high frequency features such as troughs and crests. In fact, the deterministic fields are a low pass version of the real world SSH.
