ABSTRACT Saliency measures the low-level stimuli to human vision, and serves as an alternative to semantic image understanding. This paper presents a region enhanced scale-invariant saliency detection method. Our method constructs a scaleinvariant saliency map from an image, segments the image into regions, and enhances the saliency map with the region information. Compared with previous methods, our method has advantages in providing robust scale-invariant saliency, giving meaningful region information for applications, and eliminating misleading high-contrast edges.
INTRODUCTION
Finding the objects that are important in an image requires semantic image understanding. Such understanding, however, is beyond the state of the art of research in vision and psychology. Therefore applications, such as image/video retrieval [1] , video abstraction/ summarization [2] , adaptive content delivery and image/ video retargeting [3, 4, 5, 6] , rely on two heuristics to localize important objects. First, they use identifiable high level information, such as faces and texts, to determine the important areas. Second, they use image saliency, which simulates the low-level stimuli to human vision, as an indication of the importance. The use of identifiable high level information is limited because it does not exist in some images and is hard to extract automatically when it does exist. Image saliency (typically forms of contrast) is always available. However, it fails to provide enough information for applications to localize the salient objects. The low-level spatial features do not necessarily map well to the salient objects. For instance, high-contrast edges between regions usually stand out, which will mislead applications into identifying the wrong salient object as illustrated in Fig. 2 (b) . Moreover, existing image saliency detection methods fail to identify salient image features that may occur at various scales. Failing to address the scale-invariant saliency, salient features at some scales will be lost, which will mislead applications.
In this paper, we present a region enhanced scale-invariant saliency detection method, which combines both the scaleThis work is supported in part by NSF IIS-0097456 and IIS-0416284. invariant saliency and region information. Our method obtains the scale-invariant saliency through a multi-resolution feature contrast calculation. The idea is to calculate the image feature contrast at an image scale matching the feature scale. That is, the contrast of the large-scale features is calculated at a coarse image scale and that of the small-scale features is calculated at a fine scale. To achieve salient region localization, our method enhances the saliency with region information from image segmentation by averaging the saliency value in each region. Our method provides the following advantages over previous methods: First, it provides robust scaleinvariant saliency. Second, it provides salient regions, and is a close approximation to important object extraction. Third, it eliminates the misleading high-contrast edges.
After a brief overview of previous works, we will describe scale-invariant saliency detection and region enhanced saliency calculation in Section 3. We will discuss the results in Section 4.
RELATED WORK
Results from vision science, such as [7, 8] , suggest that saliency can be measured by low-level feature contrast. This serves as the theoretical basis of all the existing methods.
Itti et al. [9, 10] detect local spatial feature discontinuities in a static image pyramid with a fixed number of scales, as feature contrast maps, and combine them into a single saliency map. Ma et al. [11] use a simple contrast based image saliency map, which has proved to be effective in practice. These saliency detection methods have two main limitations. First, they either empirically select a fixed image scale [11] or a fixed number of image scales for the feature contrast computation [9, 10] . This scale dependence causes parameter sensitivity. Different images have different optimal image scales to calculate the saliency, and it is difficult (sometimes impossible) to automatically determine a suitable scale for each image. Second, the above saliency detection methods are pixels/blocks based, and the resulting low-level spatial salient feature not only can not provide information for important region/object localization, but also will mislead applications by high contrast edges in the saliency map, as illustrated in Fig.1 and 2 .
Recently, several researchers have addressed these issues through region based saliency analysis. Li et al. [12] presented a salient region extraction method. They use k -means clustering to segment the image into homogenous regions, and use k -means clustering again to classify the regions into salient and non-salient groups based on the observation that salient regions usually are in the image center. Hu et al. [13] extract a salient region by constructing a convex hull from the salient points. In their recent work [14] , they transform image features into a 2D space through a polar transformation, and identify regions by estimating the subspaces. They consider both the region feature contrast and its geometric properties to determine the saliency. These pure region based methods localize regions well, however, heavily depend on the region extraction in practice, requiring reasonable regions by tuning the parameters. Errors from region extraction can cause the saliency detection to fail catastrophically. Other research combines low-level saliency with highlevel information to achieve attentive region/object localization. Saliency is combined with high-level information such as faces and text to find the region of interest in [3, 5, 6] . Ma et al. [2] combines saliency with motion, camera, and faces to build a video attention model. Setlur et al. [15] combines saliency with region information in a similar way to ours, however, their method is scale-dependent.
REGION ENHANCED SALIENCY
We propose a hybrid approach, combining low-level saliency and region information. Our method first calculates a scaleinvariant saliency map based on pixels/blocks, and then enhances it with region information from image segmentation by averaging the saliency value in each region. Region information provides two advantages. First, it is always available in images while other high information such as faces and texts are not. Second, regions provide direct information for applications to localize objects. However, region extraction is not robust. On the other hand, the pixels/blocks based scale-invariant saliency excels at robustness, and is weak at region localization. Our scheme combines the advantages of the above two information.
Scale-invariant saliency
Unlike previous scale-dependent methods, that obtain the saliency by calculating feature contrast at a fixed scale or a fixed number of scales, we construct a scale-invariant saliency map through a multi-scale analysis. We use the method of Ma et al. [11] to calculate the contrast at each image scale. The underlying idea of this multi-scale method is to calculate the image feature contrast at an image scale matching the feature scale. In another word, features will stand out at an image scale matching to their feature scales. For example, the large scale features will be highlighted at a coarse scale and the small-scale features will be highlighted at a fine scale. The algorithm is outlined as follows:
Step 1: Transform the image into a perceptually uniform color space (Lu*v*).
Step 2: Build Gaussian image pyramid from the image. The number of levels, n l , is calculated from the original image size (w, h) as log 2 (min (w, h)/10).
Step 3: Build the contrast pyramid by calculating the contrast map at each scale as illustrated in Fig. 1(e) , (f), (g) and (h). The contrast value C i,j,l at image scale l is defined as the weighted sum of the differences between the pixel (i, j) at scale l and each other pixel in its neighborhood. That is,
where Θ is the neighborhood of pixel (i, j) at scale l, p i,j,l is the color of the pixel at i, j at scale l, p q is the color of the pixel in p i,j,l 's neighborhood, and d is the magnitude of the color difference using the L 2 norm. The weighting factor w i,j,l is used to account for the heuristics that the center of an image is usually more visually salient. r i,j,l is the distance from (i, j) to the image center and r l,max is the maximal distance to the image center. This is similar to [11] with scale added. Our final result is not sensitive to the size of the neighborhood Θ due to the multi-scale scheme.
Step 4: Reconstruct the saliency map from the contrast pyramid by summing up the contrast map at all the scales.
From Fig. 1(e) , (f), (g) and (h), we can see that the contrast map at different scale differs. For example, the interior region of the deer's body is not salient at scale 0 and scale 1, but it is salient at scale 3 as illustrated in Fig. 1(e) , (f) and (h) respectively because the body is a large scale feature, it can stand out only at a coarse scale. On the other hand, the deer's antler stands out at scale 0 and scale 1, but not at scale 3, because the antler is of small scale, it can only stand out at a finer scale. The saliency map from the multi-scale analysis, illustrated in Fig. 1(c) , presents saliency with different scales.
Region enhanced saliency
A problem of pixels/blocks based saliency detection methods is that they can not provide accurate information to localize salient objects. Moreover, misleading high-contrast edges often stands out instead of salient regions/objects, for example, the line separating the sky and the grassland poping out as shown in Fig. 1(e), (f), (g), (h) as well as (c) .
We use region information extracted from the image to enhance the scale-invariant saliency map. We calculate the saliency value of each region as the average saliency value of pixels within it in a similar way to [15] . The final saliency map is illustrated in Fig. 1(d) . From this result, we can see that the misleading high-contrast edge is eliminated and the salient regions with accurate boundaries stand out.
Extracting regions from an image is a well-studied field. We adopt the mean shift image segmentation algorithm [16] however other image segmentation algorithms can be used instead. Mean shift is a non-linear method based on nonparametric density estimation, and models image data as clusters in both spatial and range domain. It can adapt to the local image structure automatically. An example is shown in Fig. 1(b) .
RESULTS
We compare our region enhanced saliency detection method with previous methods, namely a previous pixels/blocks based method and a pure region based method. Fig. 2 shows some typical examples that compare region enhanced saliency to a pixels/blocks based saliency, which is implemented as a contrast map at a fixed scale [11] . From these results, we can see: First, our method eliminates misleading high contrast edges. For example, if the saliency map in Fig. 2(b) is used to find a region of interest using typical algorithms [5, 6] , instead of the hill as indicated by a white rectangle in Fig. 2(c) , the edge is selected as the interesting region. Second, region enhanced saliency map provides valuable information for applications. For example, saliency maps in Fig. 2(f) , (i), (l) and (o) provide sharp and accurate potential object boundaries, and potential object components. In case of simple background, salient object can be obtained directly from the saliency map as illustrated in Fig. 2(o) . Fig. 3 shows some typical examples that compare the region enhanced saliency to a pure region based saliency. We use the same mean shift image segmentation algorithm in both our method and the pure region based method. We implemented the pure region based method as follows: segment an image into regions, and calculate the region color contrast among its neighborhood as the region saliency. Also the regions closer to the image center are given higher weight. We examine both algorithms on different image segmentation parameters, which will result in different regions from the same image. From Fig. 3 , we can see that the pure region based method heavily depends on region scales via segmentation parameters while our algorithm gives almost consistent results.
CONCLUSION
In this paper, we present a region enhanced saliency detection method. We construct a scale-invariant saliency map through a multi-scale analysis and enhance it with region information from image segmentation. Our method provides useful region information without suffering from the unreliability of image segmentation. Since our saliency is scale-invariant and free from misleading high contrast edges, it can be a reliable approximation or basis for important region/object localization.
