Classical experiments have demonstrated that the amygdala facilitates synaptic plasticity in other brain structures (e.g. hippocampus, basal ganglia) believed to constitute the storage sites for various types of memory. Here, we summarize new developments in our understanding of how the amygdala facilitates the formation of emotional memories. Recent insights into this question have come from studies relying on simultaneous recording of neurons in multiple brain regions during learning. This approach has revealed that in emotionally arousing conditions, whether positively or negatively valenced, the amygdala allows incoming information to be processed more efficiently in distributed cerebral networks. This review also highlights the need to understand how different brain regions act in parallel to efficiently achieve one goal. Keywords amygdala; emotion; learning; memory Support for the notion that emotional arousal generally improves memory comes from introspective reports and controlled laboratory studies [1, 2] . From an evolutionary perspective, given the brain's limited capacity for storage and recall, the usefulness of facilitating memory for experiences that evoke strong emotions, either positive or negative [3] , is obvious [4•]. This phenomenon manifests itself in several ways: (a) a shorter learning period, meaning that only one or few occurrences of the experience are required to form a lasting memory [5] ; (b) an increased reliability, whereby an emotionally-arousing experience is more likely to be remembered than a neutral one [1,6•,7]; (c) a more faithful transfer to long-term stores (consolidation) [8,9•]; and (d) an increased resistance to future perturbations. These four features of an emotional memory have one point in common: they require reliable and efficient encoding of the initial experience.
more complex memories, the existence of such dedicated pathways is debated [13] . In general, the direct pathway solution, while very efficient for specific tasks, is hard to implement for all possible input domains. Hence, the complexity of real life experiences and the flexibility they require pose a challenge to brain circuitry.
An alternative to the dedicated circuit model is to modulate the efficacy of existing pathways when stimuli or the contexts have an emotional tag. In this scenario, the same pathways are used to encode and store `neutral' and emotional memories, but they are modulated to act more efficiently when there is an emotional context, or when the stimulus itself has valence. Many studies have pointed to the amygdala as a major contributor to this process. These range from analyses of memory deficits in amygdala-lesioned patients [7] , functional imaging experiments that revealed heightened amygdala activity during emotional encoding [14, 15] , as well as pharmaco-behavioral studies in rats showing that amygdala activity during and/or shortly after learning is required for the facilitation of memory by emotions [16] .
Crucially, the amygdala is in an ideal anatomical position to perform this task [17-19•] . Indeed, it sends direct projections that can modulate two major learning and memory systems: the medial temporal lobe [20] , and striatum [21] . Moreover, the amygdala projects to modulatory systems of the basal forebrain and brainstem that regulate the excitability of the entire telencephalon [20] . Hence, the amygdala is well positioned to regulate the processing of incoming information when it is important for survival. This is true in rodents and felines, but even more so in primates, where the cortical projections of the amygdala are much more extensive [22] . While previous studies have established that the amygdala is strongly recruited in conditions of emotional arousal, whether the valence is positive or negative, delineating how exactly the amygdala modulates different memory systems requires parallel electrophysiological recordings from the amygdala and its targets. Recently, such investigations were carried out, yielding important novel insights.
Modulation of information transfer in the rhinal cortices by the amygdala
The rhinal cortices occupy a strategic position in the temporal lobe because they relay most neocortical sensory inputs to the hippocampus and they constitute the main return path for hippocampal outputs to the neocortex [23] . Although their precise role in memory is still debated [24•,25] , it is clear that the rhinal cortices are not mere relay stations. Indeed, rhinal neurons exhibit different patterns of memory-related activity compared to hippocampal cells [25] , such as familiarity/novelty effects and stimulus selective delay firing in delayedmatching-to-sample tasks. Consistent with this, lesion studies in rodents and primates indicate that the rhinal cortices are critical for recognition and associative memory [26] . Thus, it appears that the rhinal cortices play two complementary roles in memory. First, they constitute a memory system by themselves. Second, they serve as the main interface between associative neocortical areas and the hippocampus.
In broad strokes, the rhinal cortices can be described as being comprised of (a) an input station (perirhinal and postrhinal cortices; hereafter collectively referred to as PRC) that receives sensory information from associative neocortical areas, and (b) an output stage (the lateral and medial entorhinal regions) that forms reciprocal connections with the hippocampus and PRC [27] . Although these different rhinal regions are strongly interconnected, physiological experiments in cats and guinea pigs have revealed that PRC transfer of neocortical inputs to the entorhinal cortex (and in the opposite direction) occurs with a very low probability [28-30••] . Consistent with this, connections between these various regions not only involve glutamatergic neurons, but also a very large contingent of inhibitory connections [31, 32] . As a result, the rhinal cortices constitute an inhibitory gating mechanism that regulates interactions between associative neocortical areas and the hippocampus [27] . In principle, this gating design should allow for more or less efficient information crossover, based on need. A good candidate to regulate this gating mechanism is the amygdala. Indeed, the basolateral amygdala (BLA) strongly projects to the perirhinal and entorhinal cortices [20] , with BLA axons exclusively forming glutamatergic synapses, mostly onto principal cells [33] . Hence, the amygdala is ideally positioned to modulate information transfer though the perirhinal and entorhinal cortices, by exciting neurons is both regions, either concomitantly or consecutively.
This possibility was tested by recording triplets of perirhinal, entorhinal, and BLA neurons (Fig. 1A1) while cats learned an appetitive trace conditioning task, where a visual conditioned stimulus (CS) predicted delivery of a liquid reward, after a delay [34••] . The use of trace conditioning is significant here because this type of learning depends on the hippocampus [35] . Correlative analyses of spontaneous perirhinal and entorhinal firing confirmed that by default, the rhinal cortices indeed form a gated circuit. That is, little evidence of correlated firing was seen between perirhinal and entorhinal neurons (Fig. 1A2) . However, when perirhinalentorhinal correlations were conditioned on BLA activity, the proportion of significant correlations increased dramatically (Fig. 1A3, B) . This indicates that while the rhinal cortices form a gated circuit, this gate can be lowered when BLA neurons are active. Stated otherwise, amygdala activity increases the chance that neuronal discharges in one rhinal region will fire neurons in the other. Early in learning, this effect was evident following reward delivery (Fig. 1C1) . However, as the cats learned the predictive relationship between the CS and reward, this effect diminished and became locked to the CS (Fig. 1C2 ). This shift is reminiscent of, and might indeed be driven by, the activity of dopaminergic neurons [36] .
A critical question for memory encoding and retrieval is whether BLA activity facilitates impulse transmission from perirhinal to entorhinal neurons or in the opposite direction. The design of the analyses allowed this point to be determined, revealing a preferential perirhinal to entorhinal facilitation [34] . Therefore, these findings suggest that during encoding, BLA activity facilitates rhinal transfer of neocortical activity to the hippocampus. Moreover, it was shown that increased synchrony of BLA firing at the gamma frequency (~35-45Hz) was responsible for the facilitated rhinal interactions [37] . Indeed, these fast oscillations increased in power and coherence as learning progressed, entraining spiking in the three regions.
Modulation of corticostriatal plasticity by the amygdala
In addition to motor control, the striatum plays an important role in various types of learning such as habit formation and goal-directed behavior [38, 39] . The striatum receives inputs from low-and high-order cortical areas [40] and activity-dependent plasticity at these inputs is thought to underlie striatal contributions to learning [41] . In keeping with this, corticostriatal inputs can undergo NMDA-dependent long-term potentiation (LTP) in vitro [42] . Moreover, intra-striatal infusions of NMDA receptor antagonists interfere with the acquisition of striatal-dependent tasks in rats [43, 44] .
In rats, it was shown that the amygdala could also facilitate striatal-dependent memories. Local infusions of drugs that enhanced or reduced BLA activity immediately after training on striatal-dependent tasks respectively improved or impaired recall tested days later [16] . In contrast, the same manipulations performed just before testing recall had no effect [45] , indicating that the BLA does not store these memories but that it facilitates storage in the striatum [46] . How does the amygdala facilitate striatal-dependent learning? Inputs from different cortical regions are processed in distinct striatal territories, and then relayed via the globus pallidus to the thalamus and from there back to the cortex [47] . Thus, the concept developed above for the rhinal cortices might apply here: the amygdala would allow improved processing of cortical inputs at the striatal level and enhance their propagation and further downstream processing. Consistent with this, the BLA sends glutamatergic projections to the ventral striatum and these contact principal (medium spiny -MSN) striatal neurons [21] .
Support for this notion comes from recent in vitro studies that examined the impact of BLA inputs on corticostriatal LTP in guinea pigs. A first study revealed that BLA stimulation strongly facilitates LTP induction at cortical inputs onto MSNs [48] (Fig. 2A) . This facilitation was dependent on NMDA-receptor activation at BLA synapses and it occurred even when BLA and cortical stimuli were 0.5 s apart during LTP induction. The latter observation indicated that the facilitation of corticostriatal plasticity by BLA inputs did not depend on an increased depolarization of MSNs but on other properties of BLA synapses. A follow-up study [49] revealed that these properties were (a) a higher contribution of NMDA receptors at BLA than cortical synapses and (b) the ability of BLA inputs to trigger Ca 2+ -induced Ca 2+ release (CICR). The latter property likely explains why BLA stimuli can facilitate corticostriatal LTP, even when BLA and cortical shocks are applied asynchronously. The lax temporal requirement for the BLA facilitation of corticostriatal plasticity seems well adapted to mediate the sustained influence of emotional arousal on learning. Finally, reminiscent of the findings obtained in the rhinal cortices [37] , it was found in cats that gamma oscillations coordinate neuronal interactions between the amygdala and striatum in a learning-dependent manner [50] (Fig. 2B ). Therefore, it is possible that gamma is a general mechanism used by the amygdala to mediate its influence on target structures.
Conclusion
The amygdala is well positioned to modulate information transfer in different circuits of the brain. In this review, we presented evidence that two major memory circuits are indeed modulated by the amygdala in emotionally arousing conditions. For some simple types of learning, particularly those related to fear, dedicated pathways have evolved to allow fast formation of stimulus associations. However, given the richness of daily-life and the flexibility it requires, memory cannot depend on the formation of a `labeled-line' for each possible input-output combination. A computationally economical solution to this problem is to create a system that allows emotional/motivational information to modulate other, already existing pathways to achieve faster and more efficient encoding of relevant stimulus contingencies. For clarity, we focused here on striatal-and hippocampal-dependent memories, yet similar evidence recently emerged for the importance of the monkey prefrontal cortex in such interactions [51••,52•,53,54] . Importantly, to find mechanistic evidence of these modulation, one must record several neurons in several brain regions simultaneously, and develop tools to analyze the complex conditional computations that take place in distributed networks [55] .
Several questions still remain: how does the system decide which information should be prioritized? What is the relationship between learned emotional information and innate tendencies? What makes emotional memory, following the initial efficient encoding, more resistant to subsequent perturbations? There is ample evidence that the amygdala is involved in these phenomena as well. A major challenge for future studies will be elucidate the underlying mechanisms.
The rhinal cortices gate information transfer between the neocortex and hippocampus.
The amygdala enhances neocortical-hippocampal interactions via the rhinal cortices.
The amygdala facilitates induction of plasticity at corticostriatal synapses.
The amygdala uses gamma oscillations to influence its targets. Facilitation of striatal plasticity by BLA inputs. (A1) In medium spiny neurons of the striatum, pairing electrical stimulation of BLA and cortical (C) inputs causes a persistent (xaxis) potentiation of corticostriatal inputs (EPSP slope, y-axis, A1), much more so than seen after pairing two cortical sites (A2). (B) Learning-dependent fluctuations in amygdalostriatal gamma coherence during appetitive stimulus-response task. Over a period of 5 days, cats learned that one of two auditory stimuli (CS+, T1) predicted reward delivery at CS+ offset, whereas a second tone (CS−, T2) did not. Then, reward contingencies were reversed. (B1) Amygdalo-striatal gamma coherence (T1-T2) as a function of time (x-axis). Gray shading indicates reversal period. Examples of time-dependent fluctuations in amygdalostriatal gamma coherence at the end of the initial training period (Day 5, B2) and after reversal of the reinforcement contingencies (r3, B3).
