In meta-analysis, the assessment of graphs is widely used in an attempt to identify or rule out heterogeneity and publication bias. A variety of graphs are available for this purpose. To date, however, there has been no comparative evaluation of the performance of these graphs. With the objective of assessing the reproducibility and validity of graph ratings, the authors simulated 100 meta-analyses from 4 scenarios that covered situations with and without heterogeneity and publication bias. From each meta-analysis, the authors produced 11 types of graphs (box plot, weighted box plot, standardized residual histogram, normal quantile plot, forest plot, 3 kinds of funnel plots, trim-and-fill plot, Galbraith plot, and L'Abbé plot), and 3 reviewers assessed the resulting 1,100 plots. The intraclass correlation coefficients (ICCs) for reproducibility of the graph ratings ranged from poor (ICC ¼ 0.34) to high (ICC ¼ 0.91). Ratings of the forest plot and the standardized residual histogram were best associated with parameter heterogeneity. Association between graph ratings and publication bias (censorship of studies) was poor. Meta-analysts should be selective in the graphs they choose for the exploration of their data. epidemiologic methods; evaluation studies; meta-analysis; publication bias; review Abbreviation: ICC, intraclass correlation coefficient.
Over the past few decades, systematic reviews-with meta-analyses as their quantitative and analytical corehave become a cornerstone of evidence-based medicine. As such, meta-analyses play a central role in the development of clinical guidelines and in clinical decision-making. The majority of meta-analytical endeavors involve the use of graphs, mostly forest or funnel plots, to decide which analytical approach serves the synthesis of the study data best, and notably to explore heterogeneity and possible publication bias (1) (2) (3) (4) . Heterogeneity and publication bias are perhaps the 2 major threats to the validity of a meta-analysis.
Heterogeneity refers to the variation among effect parameters across studies. In meta-analyses, one commonly tests whether the assumption of a single underlying effect (fixedeffect analysis) or similar effects (random-effects analysis) is indeed reasonable. Approaches based on the assumption of a fixed effect can be used if the between-study variation is not excessive. Approaches based on the assumption of random effects are used to incorporate the heterogeneity if any is present. In the latter case, sources of heterogeneity can be investigated and incorporated by means of stratified metaanalyses or meta-regression (5) . Publication bias can be viewed as a systematic error in a meta-analysis that occurs because not all of the evidence is properly represented. Although there is both over-and underrepresentation of evidence, underrepresentation is more prominent and often refers to ''negative'' evidence-that is, evidence that either is not statistically significant or conflicts with the prevailing beliefs about the association under investigation. Underrepresentation occurs when researchers do not submit their study results to a journal or submit only part of their results (selective reporting), journals decide not to publish certain studies (selective publication), or the study retrieval and selection procedures of a meta-analysis do not include a publication (selective inclusion) (6) . The bias caused by these phenomena is often referred to as publication bias, although this is literally a ''pars pro toto'' and the term dissemination bias may be more accurate (7) .
Graphical assessments of heterogeneity and publication bias are numerous (as we will explain below). Some types of plots, such as the funnel plot and L'Abbé plot, have been evaluated individually to some extent (1, 2, (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) . However, little is known about the relative performance of the majority of graphs in terms of reproducibility (interrater agreement) and the validity of judgments regarding evidence of heterogeneity and publication bias. Our objective was to conduct a comprehensive evaluation of the reproducibility and validity of such judgments with simulated data sets (based on empirical data) with varying heterogeneity and publication bias.
MATERIALS AND METHODS
Frequently used graphs in meta-analysis Figure 1 shows the most commonly used types of graphs in meta-analyses. Each graph is constructed from the same meta-analytical data set-that is, the meta-analysis by Colditz et al. (18) on the efficacy of Bacillus CalmetteGuérin vaccine in preventing tuberculosis.
The forest plot ( Figure 1 , part A) is the most common graph in meta-analysis reports. It shows the estimate (often a risk ratio or odds ratio) and confidence interval for each study and, commonly at the bottom, the corresponding summary estimate. The forest plot dates back to at least the 1970s (19) and was used for the first time in a meta-analysis context in 1982 (20) . In early use of the plot, studies and their confidence intervals were indicated by bars and studies with the largest variance (and thus the largest confidence intervals and bars) were most prominent, even though they were least important. This problem was solved by displaying the confidence intervals with thin lines and marking a study's effect estimate with a square that was proportional to the study's weight (and inversely proportional to the variance). The summary or meta-analysis estimate evolved into a diamond, with its center at the summary estimate and its outer edges at the confidence limits. Forest plots may be useful for showing how the effect estimates from individual studies accumulate to a meta-analysis result. It has also been suggested that the plots provide a visual representation of the amount of variation between study estimates (2, 21) and that one can ''eyeball'' the overlap of the confidence intervals of the effect estimates to judge the presence of betweenstudy heterogeneity (22) .
The funnel plot was introduced by Light and Pillemer in 1985 (4) . It typically has a measure for effect size on the x-axis and a measure related to the within-study variance (e.g., inverse standard error) on the y-axis. Each study is represented by a single equal-sized dot ( Figure 1, part B) . Under most circumstances, there are relatively more small studies (with larger variance) than big studies in a metaanalytical data set, and the smaller studies have estimates that are more scattered and further removed from the summary estimate. This creates a funnel-like distribution of the dots in the plot that, without publication bias, is assumed to be symmetrical. If studies are relatively more ''missing'' on one side of the plot-commonly studies with low sample size-the missingness and subsequent asymmetry can be attributed to publication bias. Because funnel plots are constructed in many ways (with different measures on the axes) and asymmetry can be caused by more than just publication bias (23) , it has been the subject of substantial methodological scrutiny. Tang and Liu (15) assessed various funnel plots from published meta-analyses and concluded that the choice of axis measure could alter conclusions on the presence of publication bias in most studies. Sterne and Egger (14) evaluated the performance of funnel plots for binary event meta-analyses and concluded that the (inverse) standard error is the preferred measure for the y-axis and a logtransformed ratio measure of effect size (e.g., log risk ratio or log odds ratio) is the preferred measure for the x-axis, as shown in Figure 1 , part B. Finally, interpretations of funnel plots may be different for different readers (10, 16) .
The trim-and-fill plot ( Figure 1 , part C) is also a funnel plot, although it not merely involves a representation of raw data but also shows the results of a kind of imputation algorithm called ''trim and fill'' (24, 25) . The algorithm assesses the symmetry of the plot analytically and can impute new studies to plots in which studies appear to be missing. The asymmetry assessment is performed via a rank correlation, after which the studies causing the asymmetry are trimmed on 1 side of the plot. This shifts the metaanalysis estimate, possibly causing asymmetry again. If reestimation shows residual asymmetry, the process of trimming and reestimation is repeated and usually runs for 3-4 cycles. Once no asymmetry is left, the trimmed studies are put back and their counterparts on the other side of the last symmetry axis are imputed. This is followed by a metaanalysis that includes the imputed studies. The plot itself looks like a regular funnel plot, but it contains additional dots (usually not filled), representing the imputed studies, and an additional vertical line that indicates the summary effect when these studies are included in the meta-analysis. The number of imputed studies, particularly the difference between the original summary estimate and the summary estimate after imputation, are assumed to be indicative of publication bias. Although the algorithm's performance decreases when heterogeneity increases (25) (26) (27) , in the presence of publication bias meta-analyses with imputations from the trim-and-fill algorithm are less biased than metaanalyses without imputations (26) .
The Galbraith plot ( Figure 1 , part D) is designed to assess the extent of heterogeneity between studies in a metaanalysis (1) . The y-axis shows the (log-transformed) effect size divided by its standard error (z score) and the inverse of the standard error on the x-axis. Each study is represented by a single dot, and a regression line runs centrally through the plot. Parallel to the regression line, at a 2-standard-deviation distance, 2 lines create an interval in which most dots would be expected to fall if the studies were estimating a single fixed parameter. Galbraith originally proposed putting the y-axis on the right side and making it radial so that the graph would look like a speedometer (the so-called radial plot). This is not necessary for interpretation of the graph, and only a few meta-analysis programs have implemented this feature (28) .
The L'Abbe´plot ( Figure 1 , part E), introduced in 1987 (3), is only applicable to meta-analyses of studies with binary outcomes. It plots the risks (or odds) in the exposed or index group (y-axis) against those of the control group (x-axis) and often contains a regression line and a central diagonal line indicating identical risks in each group. The sizes of the dots are proportional to the study weights. With a great deal of between-study heterogeneity, there may be substantial spread around the regression line, although it has been reported that naive use of the distance between the Figure 1 . Graphs corresponding to 8 types of plots available in meta-analysis software for the assessment of heterogeneity and publication bias in meta-analyses. Two variations of the funnel plot and 1 variation of the box plot were included in the assessments but are not shown here. SE, standard error.
regression line and the dots as an indicator of heterogeneity may be misleading (11) . Multiple clustering of control group risks along the x-axis indicates violation of the assumption that a single underlying baseline risk exists for all studies and thus also indicates heterogeneity.
In statistics, normal quantile plots are often used to assess data normality. The normal quantile plot for meta-analysis, as recommended by Wang and Bushman (17) , has each individual study's z score on the y-axis and the normalized quantile of its rank on the x-axis (Figure 1, part F) . The plot can be used in meta-analysis to check the normality of the data (dots expected on a straight line), to investigate heterogeneity (clustering of dots), and to assess the presence of publication bias (deviation of the tails from the regression line) (17) .
The box plot, like the normal quantile plot, is also frequently used in statistics (29) . Application of the box plot to meta-analytical data sets may nevertheless be suboptimal because it does not take into account the weight of the studies. Consequently, the center (median or mean) does not correspond to the meta-analysis summary estimate and is therefore misleading. There are 2 adjusted box plots that do not have these disadvantages: 1) a standard box plot to which the meta-analysis summary measure has been added (not shown) and 2) a box plot of weighted estimates (Figure 1, part G) (30) .
The standardized residual histogram ( Figure 1 , part H) is briefly explained in a meta-analysis context by Greenland (31) and is further described by Sutton et al. (32) . The histogram plots the fractions of categorized standardized residuals (the individual estimate minus the summary estimate, divided by the standard error of the individual estimate) in vertical bars. An overlay of a normal distribution can then be used to assess heterogeneity and departures from normality.
Other plots worth mentioning are the Egger regression asymmetry plot (9), the exclusion sensitivity plot (30) , and the Baujat plot (8). The Egger plot is essentially a Galbraith plot with the intercept of the regression line unconstrained, and therefore it was not added to the lineup of plots included in our assessments. The other 2 plots assess the influence of (excluding) a study on the total analysis; although they are useful for checking which studies are causing most of the heterogeneity and the largest shifts in summary estimates, they are not meant to quantify the heterogeneity itself and are also not further addressed here.
Reproducibility and validity of meta-analytical graphs
Assessment of graphs is inherently a subjective task and thus suffers from reproducibility issues. Reproducibility refers to the extent that a procedure, measurement, or judgment is replicated either over time by the same persons or equipment or by different persons or under different circumstances. Here, reproducibility of the judgment of metaanalytical graphs refers to different judgments by different observers or raters (interobserver or interrater agreement). Validity, in this context, refers to how well a graph measures what it is supposed to measure. It reflects both how well the judgment of a graph is guided by changes in heterogeneity and publication bias and the ability of the raters to properly interpret what is shown in the graph.
Simulation study
We designed a simulation study in which we created 100 meta-analysis data sets for each of 4 scenarios with different heterogeneity and publication bias ( Table 1 ). The simulation parameters were based on those used in previous metaanalytical research (26, 33, 34) and on data from the 50 most recent (July 2007) English-language meta-analyses of clinical studies reporting odds ratios in PubMed (National Library of Medicine). Publication bias was induced by censoring studies with a commonly used exponential selection function (26, 34, 35 ) that gives studies with high P values a higher chance to be censored. We used the MIX metaanalysis software (30, 36) , incorporating a Visual Basic for Applications version of the Mersenne Twister random number generator (37) , to produce the data sets with randomly varying characteristics described in Table 1 . Scenarios 1 and 2 produced data sets without publication bias, and scenarios 3 and 4 produced data sets with publication bias. Data sets from scenarios 1 and 3 exhibited little or no statistical between-study variation (heterogeneity), and scenarios 2 and 4 produced data sets with substantial heterogeneity. For each simulated data set, we created the 8 graphs displayed in Figure 1 plus 2 additional funnel plots (with the standard error or sample size on the y-axis) and an additional box plot, described above. The 11 graphs were created for each of the 100 simulated data sets, resulting in 1,100 graphs that needed to be assessed. Numerical analyses, such as Mantel-Haenszel meta-analyses of odds ratios, were performed simultaneously.
Graphical assessments
A special Visual Basic for Applications program (available upon request) was written in which all graphs were presented to 3 of the 6 authors (L. B., N. F., Y. Y.) in random order and in a blinded fashion, meaning that they were kept unaware of the source data (meta-analytical studies) of the graphs. These researchers, with considerable experience in meta-analysis, rated the heterogeneity and publication bias shown by the graphs from ''none'' to ''extensive'' with a continuous rating instrument (a scrollbar sliding from 0 to 100) inside the program. The ratings were performed over a period of 3 weeks.
Data analysis
We had 2 primary outcomes of interest in our study: the interrater reproducibility and the validity of the graphical assessments in judging the presence of heterogeneity and publication bias. Reproducibility was evaluated by means of intraclass correlation coefficients (ICCs) in SPSS 14.0 (38) . The ICC can be viewed as a measure of correlation, consistency, or conformity for a data set when it has multiple groups (39), and we used a 2-way random-effects ICC for consistency of individual measurements (39) . ICCs range from 0 to 1, typically with the following classification: ICC < 0.75 ¼ poor agreement; ICC 0.75-0.90 ¼ moderate agreement; and ICC > 0.90 ¼ high agreement (40) .
The validity of the graphical judgments of heterogeneity and publication bias was evaluated by the association between the simulation parameter settings and the graph scores from the raters in regression analyses. The dependent variables were the presence or absence of between-study variability (heterogeneity) and the counts of censored studies (publication bias). The average score of the 3 raters was used as an independent (predictor) variable, and the logistic and Poisson regression analyses were performed in R (41).
RESULTS

Reproducibility
The overall ICC (across all raters and all 1,100 graphs) was 0.58 (95% confidence interval: 0.54, 0.62) for assessments of heterogeneity and 0.65 (95% confidence interval: 0.62, 0.69) for assessments of publication bias. With regard to heterogeneity, the forest plot and the standardized residual histogram had the highest reproducibility (ICCs of 0.87 and 0.69, respectively). The weighted box plot ratings were the least reproducible. For judgment of publication bias, the trim-and-fill plot and the weighted box plot had the best reproducibility (ICCs of 0.91 and 0.71) and the standard error funnel plot and the normal quantile plot had the lowest ICCs. Details are provided in Table 2 .
Validity of graphs
For assessment of heterogeneity, the scores for the forest plot, standardized residual histogram, Galbraith plot, and L'Abbé plot showed significant associations with the presence of heterogeneity (Table 3) . When their ICCs were also taken into consideration, the standardized residual histogram and the forest plot appeared to be the best candidates if multiple graphs were to be used. For the assessment of publication bias, validity was low in general (Table 4) . None of the funnel plots correlated well with the underlying parameters of publication bias.
DISCUSSION
We examined the interrater reproducibility and validity of 11 types of graphs that are frequently used in assessments of heterogeneity and publication bias in meta-analysis. One hundred data sets with varying heterogeneity and publication bias were simulated, and the resulting 1,100 graphs were judged in random order by 3 raters on the degree of heterogeneity and/or publication bias. The reproducibility of heterogeneity assessments was highest for the forest plot and the standardized residual histogram, and the ratings of these graphs were also well associated with simulated actual Baseline risk Uniform (minimum, maximum)
No. of studies Uniform (minimum, maximum)
Study arm size Uniform (minimum, maximum) heterogeneity. For assessment of publication bias, the ratings of the trim-and-fill plot and the weighted box plot had the best reproducibility properties. Association between graph ratings and publication bias (censorship of studies) was poor in general.
The issue of poor reproducibility of graph assessments in meta-analyses has been raised by other authors (10, 15, 16) , particularly for the funnel plot. However, to our knowledge, it had not been formally investigated or quantified. Our results underline the need to use multiple raters and produce composite or consensus scores. We acknowledge that our results are likely to be sensitive to the experience and training of the raters and to some extent the number of raters. The reproducibility and validity of graph assessments will probably decrease when the reviewers or meta-analysts are less experienced and perhaps increase when they are all experts. We consequently decided to use raters that had experience and a background in meta-analysis that is common for authors of systematic reviews (1 experienced rater (L. B.) and 2 raters with moderate experience in meta-analysis (N. F., Y. Y.)). We used 3 raters because this is a common number for systematic review teams. Both aspects should make our findings generalizable to the average practice of meta-analysis.
We found that the forest plot and the standardized residual histogram (plots with the best reproducibility) indicated the presence or absence of heterogeneity well. Although eyeballing of the forest plot is traditionally not recommend for investigating heterogeneity (5), we found in an additional explorative analysis (data available upon request) that ratings of the forest plot as well as the histogram correlated very strongly with the results of the I 2 test (42, 43) , which is often used to quantify heterogeneity in meta-analyses.
To simulate publication bias, we used a common selection approach based on an exponential function of the P value (26, 34, 35) . This assumes that censoring is related to (absence of) significance, whereas the funnel plots assume censorship based on (absence of) extremeness of small study estimates. These premises may in many situations assume censoring of different studies, which could explain the relatively poor performance of these plots in our validity evaluation. Although our approach is common and likely to be close to reality, future simulation studies might explore alternative censorship mechanisms, including possible differences in these mechanisms for experimental and observational studies.
To put the analytics of this paper into perspective, we stress that prospective registries of studies are essential in order to gain knowledge on why certain studies are published and others are not. Tracking of study reporting via these registries of protocols is the only way to prevent or properly correct for publication biases. Time will tell whether this is a utopian vision or a future reality.
There is a well-known expression that says ''A picture is worth a thousand words.'' We would like to add that, in meta-analysis, a picture may be worth more than a million numbers. Interpretation of graphs requires care, however, because reproducibility and validity depend heavily on the type of graph and the construct it is meant to visualize. Meta-analysts should be selective in the graphs they choose for the exploration of their data. 
