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Abstract 
The wireless sensor and actor applications need data that arrive in time and which are 
necessary for actors to act during a validity time. This demand is fulfilled by a real-time 
communication for applications that utilize WSAN technology. 
The protocols TCP and UDP were not designed for a real-time communication and for a 
wireless network. The designed protocol - Bonaventura - can manage the data units 
delay taking into account time and space evaluation. This transport protocol has an 
entity in every node along the data units' path. 
The scheduling mechanism of the protocol determines a data unit priority, which 
establishes the transmission order of the data units in a node. The traffic shaping 
mechanism limits the data unit arrival rate to keep the network without congestion. 
These two mechanisms help the data units to meet their deadline. 
The protocol designed in this work was compared with UDP protocol using the 
mathematical models in MATLAB. The two protocols were compared for the data units 
travel times and for the timelyput: the throughput of the data units that arrive in time and 
could be used by the application. It is a protocol with better results - more than 18% -
for a 500 sensors and 3 sinks network deployed on a surface of 1000 m by 1000 m and 
using different values of the transmission rate. 
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Resume 
Les applications pour les reseaux de capteurs et robots sans fil ont besoin des donnees 
qui arrivent a temps, donnees necessaires pour les robots afin d'actionner dans un temps 
dans lequel les donnees restent valides. Cette demande est realisee par une 
communication en temps reel pour les applications qui utilisent la technologie WSAN. 
Les protocoles TCP et UDP ne sont pas concus ni pour une communication en temps 
reel, ni pour un reseau sans fil. Le protocole concu, Bonaventura, peut gerer le delai des 
donnees en tenant compte d'une evaluation spatio-temporelle. Ce protocole de transport 
a une entite dans chaque noeud sur la route suivie par les donnees entre le capteur 
generateur et la passerelle (« sink »). 
Le mecanisme d'ordonnancement du protocole determine la priorite de donnees et celle-
ci etablit l'ordre de transmission des donnees d'un noeud a l'autre. Le mecanisme de 
canalisation du trafic limite le taux d'arrivees de donnes pour preserver le reseau sans 
congestion. Les deux mecanismes aident les donnes d'arriver avant une limite imposee 
par l'application - l'echeance. 
Le protocole concu a etait compare au protocole UDP en utilisant des modeles 
mathematiques dans MATLAB. Les deux protocoles ont ete compares pour le temps 
parcours (temps de traverser le reseau) et pour le debit des donnees qui arrivent avant 
l'echeance, nomme « timelyput ». Le protocole Bonaventura a des resultats superieurs -
de jusqu'a 18% comparativement a l'UDP pour un reseau de 500 capteurs et trois 
passerelles, deploye sur une surface de 1000 m sur 1000 m en utilisant differentes 
valeurs de debit binaire. 
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Condense en francais 
Introduction 
Un capteur est un microsysteme embarque capable de mesurer un phenomene 
physique dans l'environnement et de transmettre le resultat de la mesure a l'aide d'un 
systeme de communication sans fil. Plusieurs capteurs peuvent etre deployes dans une 
zone speciale dans laquelle on doit superviser un phenomene physique. Ces capteurs 
forment alors un reseau. Les messages avec 1'information sur le phenomene observe 
vont passer d'un capteur a l'autre afm d'etre rapportes a un « sink » ou a un « acteur ». 
Le « sink » est une passerelle ou les donnees generees par le reseau de capteurs doivent 
etre rapportees pour etre acheminees vers les «acteurs» ou vers le centre de 
surveillance. Dans ce contexte, les « acteurs » sont des robots mobiles qui recoivent 
rinformation du reseau de capteurs et qui agissent afin de realiser une tache 
conformement a 1'application. Les robots forment eux aussi un reseau mobile qui 
communique sans fil. Entre les dispositifs decrits il faut avoir une communication sans 
fil et, par consequent, une pile de protocoles afin de realiser cette communication. 
Le phenomene physique surveille par le reseau de capteurs peut se modifier et 
alors les donnees envoyees par les capteurs ont un intervalle de validite. Une 
information qui n'est plus valable est inutilisable. En plus, si rinformation est utilisee 
par les robots, ils doivent realiser la tache avant que les caracteristiques du phenomene 
sur lequel ils agissent, changent. Alors, il se forme une chaine d'actions: le phenomene 
physique est mesure par le capteur, rinformation est preparee par le capteur, 
1'information est transmise tout au long du reseau de capteurs, rinformation arrive 
directement ou via passerelle vers les robots, les robots decident ensemble de la 
meilleure action a suivre, les robots realisent Taction selectionnee. Comme toutes les 
actions qui composent ces chaines doivent etre limitees en temps, la communication 
capteurs-passerelle ou capteurs-robots doit etre egalement limitee en temps. Ce type de 
communication est une communication en temps reel. 
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L'objectif de ce travail est la conception d'un protocole de transport pour une 
communication en temps reel dans un reseau de capteurs. 
La communication en temps reel est une communication dans laquelle le temps 
de transport des donnees de la source a la destination est critique. Pour ces donnees 
existe un temps limite de communication denomme echeance. Ce type de 
communication necessite un protocole de transport specifique. 
Le temps de transport est le temps durant lequel une donnee est prise en charge 
par le protocole dans le noeud source et elle est remise au niveau application par le 
protocole de transport a la destination. Nous allons nommer ce temps duree du parcours 
ou temps de parcours. Tout au long de la route les donnees passeront d'un noeud au 
noeud suivant le reseau. On va nommer ce temps: delai de saut. Le noeud source peut etre 
n'importe quel capteur dans le reseau. Le noeud destination peut etre la passerelle ou un 
robot. Le temps de parcours est plus court quand la donnee est remise a un robot, mais, 
comme les robots sont mobiles, il est possible qu'ils ne se trouvent pas aux alentours des 
capteurs. Dans ce cas, la communication entre capteurs et robots utilise la passerelle. 
Done, nous essayerons de limiter le temps de parcours entre les capteurs et la passerelle. 
Nous avons choisi deux metriques de performance pour le protocole de 
transport: le temps de parcours et le debit de donnees qui arrivent a temps (avant 
l'echeance) a la couche application du nceud destination. Ce debit a ete nomme 
«timelyput». 
Protocoles de temps reel dans les documents de presentation technique 
Pour la deuxieme couche nous avons evalue deux protocoles : « An Implicit 
Prioritized Access Protocol for Wireless Sensor Network » et « A Robust Implicit 
Access Protocol for Real-Time Wireless Collaboration ». Les deux protocoles utilisent 
le mecanisme « Earliest Deadline First - EDF » qui prend en consideration l'echeance 
des donnees. Le premier protocole a comme inconvenients : 
- reseau de capteurs qui doit etre synchronise; 
systeme de communication sans fil complexe pour un capteur (plus qu'un 
canal de transmission); 
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une architecture de reseaux complexe; 
un seul point de defaillance qui est le capteur elu comme routeur. 
Le deuxieme protocole a deux ameliorations en le comparant au premier 
protocole: le mecanisme de retablissement et le budget de la bande passante. Le 
principal desavantage est qu'il necessite une connectivite complete des noeuds qui 
implique une grande couverture pour le systeme de communication de capteurs (reseau 
non-scalable). 
Pour la troisieme couche nous avons analyse trois protocoles de routage 
« Directed Diffusion : A Scalable and Robust Communication Paradigm for Sensor 
Networks », « Greedy Perimeter Stateless Routing for Wireless Networks (GPSR) » et 
« A Spatiotemporal Communication Protocol Network for Wireless Sensor Networks -
Speed ». Le premier protocole a ete pris en consideration parce qu'il tient compte de la 
nature du reseau de capteurs et parce qu'il peut etre adapte pour une communication en 
temps reel. Mais le protocole prevoit l'agregation des donnees au long de la route. Une 
evaluation sur le delai de l'agregation des donnees a ete faite dans Particle [6]. Celui-ci 
montre que cette agregation a un impact negatif sur le temps de parcours. Le deuxieme 
protocole a ete analyse parce qu'il utilise la location geographique (qui est dans la nature 
des capteurs) pour routage mais il ne tient pas compte du delai des donnees pour une 
communication en temps reel. Le troisieme protocole - Speed - assure un delai sur une 
distance donnee. Si, par application, on impose une vitesse pour le deplacement des 
donnees, alors, le delai est directement proportionnel a la distance parcourue. II est 
egalement un protocole robuste mais, comme inconvenient, il est complexe et cela 
implique des ressources qui sont limitees. 
Pour la couche transport nous avons evalue les protocoles TCP et UDP. Le 
protocole TCP est un protocole de transport excellent concu pour le reseau avec fil, mais 
il ne tient pas compte du temps du transport des donnees. Ses performances diminuent 
quand il est utilise dans une technologie sans fil. En conclusion, il ne convient pas a un 
reseau de capteurs. En plus, TCP est un protocole tres complexe qui ne convient pas aux 
capteurs qui sont pauvres en ressources. 
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UDP est un protocole de transport simple qui n'utilise pas les mecanismes de 
TCP. En raison de cela UDP est meilleur que TCP quand il s'agit d'un reseau de 
capteurs. Mais, comme le TCP, le UDP ne garantit pas le temps de transport limite pour 
les donnees. 
Un protocole de transport est un protocole qui a des entites seulement en deux 
noeuds : source et destination. II est interesse uniquement aux parametres de transport 
d'un bout a l'autre de la communication. Nous pouvons dire qu'un protocole de 
transport est un transport a une orientation spatiale. Mais, un protocole en temps reel 
doit utiliser les couches qui se trouvent en dessous pour remettre les donnees dans un 
temps limite. Par consequent, il faut changer 1'orientation spatiale en une orientation 
temporelle du protocole. 
Comme une unite de donnees est un element passif (elle ne peut pas s'accelerer 
d'elle-meme) il faut utiliser des mecanismes temporels. Si nous adaptons un protocole 
de transport avec des mecanismes temporels comme l'ordonnancement des donnees base 
sur priorite et la filtrage des donnees, a cause d'une orientation spatiale du protocole de 
transport, ces mecanismes ne peuvent pas changer beaucoup dans 1'amelioration du 
temps de parcours des donnees. II faut changer l'utilisation de ces mecanismes 
globalement, d'un bout a l'autre, dans une utilisation locale, dans chaque noeud, tout au 
long de la route. 
Protocole - conception 
L'idee fondamentale de ce travail est d'implementer un protocole de transport 
ayant une entite dans chaque noeud tout au long de la route des donnees. Cette entite -
entite temps - aura des mecanismes de temps reel. Dans ce cas 1'evaluation pour prendre 
des decisions au niveau transport va etre faite localement et non globalement comme est 
maintenant le cas du protocole de transport. Cela changera l'orientation spatiale du 
protocole en une orientation temporelle. Le lieu de l'entite de temps du protocole de 
transport se trouve dans la quatrieme couche a cause de: 
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l'utilisation du mecanisme d'ordonnancement doit etre faite sous la couche 
application: les donnees qui sont generees par le capteur doivent, aussi, entrer 
dans ce mecanisme 
les donnees doivent etre premierement ordonnees pour etre envoyees vers les 
couches inferieures et puis elles doivent etre acheminees vers le noeud 
suivant. 
Les deux affirmations concluent que l'entite de temps de protocole doit etre dans 
la quatrieme couche. 
Modele 
La densite des capteurs sur 1'unite de l'aire est un parametre tres important dans 
le deploiement du reseau. Si les capteurs sont tres eloignes, ils ne peuvent communiquer 
entre eux et le reseau ne peut fonctionner. Si les capteurs sont tres proches Tun de 
d'autre, alors ils vont attendre longtemps pour acceder au canal (qui est unique) pour 
transmettre la trame puisque le canal va etre occupe presque tout le temps par les 
capteurs voisins. Apres le deploiement des capteurs, ceux-ci vont avoir une densite de 
surface a^, et nous pouvons estimer le nombre moyen m de capteurs qui se trouvent dans 
un voisinage d'un capteur. Tous les capteurs dans un voisinage sont influences par la 
transmission d'un capteur. 
Nous avons considere que tout noeud dans un voisinage a une file de 
transmission, que le taux des arrivees des donnees est X pour chaque capteur, et que les 
processus sont independants l'un de l'autre. Alors nous avons modelise toutes les files 
de transmission par le modele de file M/M/l. Tous les capteurs formeront une file 
virtuelle avec le taux des arrivees de XM = m*X (m nombre de noeuds dans un voisinage). 
Dans ce cas, le delai a chaque saut est donne dans l'equation Eq.3.6. Ce delai inclut le 
temps d'attente dans la file virtuelle et le temps de transmission vers le noeud suivant. Le 
taux maximal des arrivees pour un capteur est donne dans l'equation Eq.3.8 et il est 
obtenu pour un delai infini du saut infin. 
Nous avons calcule le taux de generation des donnees pour chaque capteur -
Eq.3.15 (egal pour tous les capteurs du reseau) - en estimant que la generation des unites 
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des donnees pour tout le reseau ne peut pas etre plus grande que celle que les passerelles 
peuvent transferer. 
En considerant le taux des arrivees pour chaque capteur tout au long de la route 
comme constant nous avons estime le temps de parcours maximal comme dans 
Pequation Eq.3.12. Mais, si on considere un taux des arrivees qui peut varier entre le 
taux de generation (dans les zones marginales du reseau) jusqu'a un taux X (tres proche 
de la passerelle), nous pouvons estimer un temps moyen du parcours comme dans 
l'equation Eq.3.20. Les courbes de temps maximal et moyen de parcours en fonction de 
la variation des taux des arrivees sont montrees dans la figure 3.12. 
Mecanismes 
Pour l'entite temps du protocole, nous avons choisi, pour etre implemented, trois 
mecanismes de temps: filtrage, ordonnancement a base de priorite et canalisation du 
trafic. 
Le mecanisme de filtrage va rejeter toutes les donnees qui depassent l'echeance. 
Le mecanisme d'ordonnancement changera l'ordre de transmission des unites 
afin de favoriser les unites qui sont en retard et done faciliter leurs arrivees a temps au 
noeud de destination. Pour changer l'ordre de transmission des donnees nous devons 
evaluer chaque unite de donnee, de lui attribuer une priorite et de l'envoyer vers la 
couche inferieure en fonction de la priorite recue. L'evaluation de chaque donnee est 
realised par la fonction « priority » C, qui prend des valeurs K7 correspondant a la 
priorite donnee. La fonction C, analyse chaque donnee du point de vue spatial et 
temporel. II ne suffit pas d'evaluer seulement temporellement (si elle est encore valable) 
une unite de donnees mais, egalement, elle doit etre evaluee sur la distance parcourue, 
entre l'endroit de sa generation jusqu'a l'endroit d'evaluation. Nous avons divise la 
surface d'evaluation en sept zones correspondant aux valeurs de priorite attributes a 
chaque unite de donnees. Si une donne se trouve dans la zone 1 elle est tres retardee et 
elle prend la priorite 1. Elle doit etre envoyee immediatement. Dans la figure 3.20 il y a 
une representation tridimensionnelle de la fonction « priority » C,. Apres 1'evaluation 
d'une donnee du point de vue spatio-temporel, elle est mise dans un systeme de files; le 
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nombre des files correspond au nombre des valeurs que la fonction « priority » C, prend. 
La priorite correspond au numero de la file dans laquelle la donnee est mise. L'entite du 
temps va transmettre les unites des donnees en commencant avec la file plus prioritaire 
(dans ce cas la file numero 1). L'envoi des unites suivra une politique non preemptive : 
si, pendant une transmission d'une unite de donnee va apparaitre une autre donnee dans 
une file plus prioritaire, la donnee plus prioritaire va attendre jusqu'a la fin de la 
transmission commencee. 
Le mecanisme de canalisation du trafic va assurer un taux des arrivees des 
donnees afin que le reseau n'entre pas dans une phase de congestion. L'algorithme de ce 
mecanisme s'appelle seau a jetons. 
Comme le mecanisme de filtrage peut etre integre dans le mecanisme 
d'ordonnancement, les parties constituantes de l'entite du temps du protocole de 
transport concu sont: le mecanisme ordonnancement - filtrage et le mecanisme de 
canalisation. Les deux mecanismes partagent le meme systeme de files. 
Modele analytique 
Le modele analytique est construit pour revaluation des performances du 
protocole concu: Bonaventure. Les metriques de performances sont: le temps de 
parcours des unites des donnees et le debit des donnees qui peuvent etre utilisees par 
l'application (des donnes qui ont le temps de parcours plus court que l'echeance). Nous 
avons nomme ce debit «timelyput». Le protocole concu Bonaventura - BVP a ete 
compare au protocole UDP. 
Nous avons analyse le temps de parcours et les principales composantes sont les 
delais pour chacun saut tout au long de la route et les temps de traitement a la couche 
transport. Les differences de temps de parcours entre les deux protocoles sont: 
les delais de saut pour UDP sont plus larges parce que le taux des arrivees 
des donnees n'est pas limite comme dans le cas du protocole BVP. 
- les temps de traitement a la couche transport sont plus larges pour BVP parce 
que les donnees sont traitees dans chaque noeud au long de la route et parce 
que le protocole BVP est plus complexe que UDP. 
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Mais les delais de saut sont plus larges que les temps de traitement meme si le 
debit binaire de transmission (W) est grand (ce qui implique que la transmission d'une 
unite de donnee est tres court). En consequence, les temps de traitement ont ete negliges 
dans le modele d'analyse. 
Nous avons analyse le «timelyput» qui represente le debit des unites des 
donnees a temps. Si nous avions pris comme metrique de performance le debit de toutes 
les donnees arrivees a la passerelle, alors le UDP se serait comporte mieux que le BVP. 
Mais, pour une communication en temps reel, on va utiliser seulement les donnees qui 
arrivent a temps (avant l'echeance) le soi disant «timelyput» qui est la deuxieme 
metrique de performance. 
Pour construire le modele mathematique, nous avons approxime le «timelyput» 
par le numero des unites des donnees qui arrivent en temps. Nous avons approxime le 
debit par le nombre des unites de donnees generees par les capteurs en considerant que 
toutes les donnees generees arriveront aux passerelles. Par consequent, si nous voulons 
evaluer le « timelyput, il faut comparer le nombre des donnees arrivees a temps des deux 
protocoles. 
Pour calculer le temps de delai nous avons eu besoin des taux des arrivees dans 
chaque capteur, qui a ete considere comme egal a la somme du taux de generation des 
donnees et un taux de transit (interne) des donnees du chaque capteur. Ce taux interne -
T prend une valeur aleatoire entre 0 et le maximum du taux des arrivees calcule pour le 
reseau. 
Les limites du modele sont: 
le calcule du delai de saut est base sur la supposition que toutes les noeuds ont 
le meme taux des arrivees 
la supposition que le routage de donnees dans le reseau est statique 
le rejet des donnees non valides par les mecanismes de BVP dans les noeuds 
de transit n'a pas ete modelise 
le rejet des donnees lorsque les memoires tampon sont pleines n'a pas ete 
modelise quand le protocole UDP est utilise 
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- le temps de traitement dans la couche de transport est neglige 
- le mecanisme de canalisation pour BVP n'a pas ete modelise 
la fonction x qui represente le taux des arrivees internes (de transit) de 
donnees dans chaque noeud est modelise par une fonction aleatoire 
L'implementation du model analytique a ete fait avec le MATLAB 7.1. Nous 
avons concu trois programmes : 
- un programme pour generer un reseau de 500 capteurs et 3 passerelles dans 
un champ carre de 1000 m sur 1000 m. Le rayon du systeme de 
communication radio est de 100 metres. Le deploiement des capteurs a ete 
fait aleatoirement et le resultat est dans la figure 4.6. Le routage des donnees 
dans le reseau est statique: si un capteur a plusieurs noeuds dans son 
voisinage, ce capteur envoiera leurs donnees au capteur le plus proche de 
passerelle (et qui se trouve dans le voisinage). 
un programme pour evaluation de «timelyput » en deux variantes : 1. les 
courbes: « timelyput » en fonction de l'echeance pour un taux de generation 
fixe et 2. les surfaces: « timelyput » en fonction de l'echeance et du taux de 
generation des donnees. 
- un programme pour evaluation du temps de parcours sous la forme de deux 
histogrammes. 
Chaque capteur genere 10 000 unites des donnees. Nous avons etudie trois 
scenarios : 
un reseau des capteurs a un faible debit binaire : 64 kbit/s 
- un reseau des capteurs avec un moyen debit binaire: 512 kbit/s 
un reseau des capteurs a un fort debit binaire: 2048. kbit/s 
Pour le premier scenario (dans lequel nous avons utilise un debit binaire faible) 
nous avons observe que le reseau a de larges temps de parcours de donnees parce que le 
temps de transmission d'une unite de donnee est de 16 ms. Le debit impose aussi de 
petites valeurs de taux de generation des donnees dans chaque capteur. Pour un taux de 
generation de 5 unites des donnes/s le reseau est en totale congestion et le protocole 
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UDP ne peut plus fonctionner, mais le protocole BVP peut avoir une «timelyput» de 
400 000 unites qui represente 8% du debit de donnees generees. La difference entre les 
deux protocoles est infime quand les ressources du reseau ne sont pas depassees, mais la 
difference augmente quand les ressources sont utilisees en pleine capacite ou depassees. 
Pour le scenario dans lequel nous avons utilise un fort debit binaire nous avons 
observe que le reseau donne de tres court temps de parcours de donnees car le temps de 
transmission d'une unites de donnes est de 0.5 ms. Aussi, le debit binaire permet de 
grandes valeurs de taux de generation des donnees dans chaque capteur. Pour un taux de 
generation de 150 unites des donnes/s, le reseau est en totale congestion et le protocole 
UDP ne peut plus fonctionner, mais le protocole BVP peut avoir une «timelyput» de 
400,000 unites qui represente 8% du debit de donnees. Aussi, la difference entre deux 
protocoles est petite quand les ressources de reseau ne sont pas depassees, mais la 
difference augmente quand les ressources sont depassees. 
Pour le reseau des capteurs avec un moyen debit, les resultats ont ete presentes 
dans l'annexe 2. Les conclusions sont analogues aux scenarios presentes. 
Pour cette evaluation avec les deux metriques de performance nous avons conclu 
que BVP peut avoir des performances plus grandes, jusqu'a 18 %, que UDP. 
Conclusions 
Cette these veut presenter un protocole de transport pour une communication en 
temps reel dans un reseau de capteurs. Le protocole concu - Bonaventura - veut changer 
la vision des protocoles de transport qui ont des entites seulement dans les extremites de 
la communication. Pour gerer une communication en temps reel, un protocole de 
transport doit avoir des entites dans chacun noeud tout au long de la route. Le protocole a 
ete compare a UDP et nous avons tire les conclusions suivantes: 
les entites du temps du protocole gerent le temps de chaque unite donnee afin 
qu'elle accomplisse les conditions de la communication en temps reel 
le protocole Bonaventura peut etre utilise aussi pour le reseau de capteurs et 
robots sans fil 
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l'entite du temps est implementee a l'aide d'un mecanisme 
d'ordonnancement et filtrage des donnees pour evaluer chaque unite de 
donnee en deux dimensions, temps et espace, afin de changer l'ordre de 
transmission des donnees et de favoriser les donnees en retard 
- l'entite du temps est implements aussi avec un mecanisme de canalisation de 
trafic pour limiter le taux des arrivees des donnes dans chaque capteur et, en 
consequence, pour empecher 1'entree du reseau en congestion 
le cout pour avoir une communication en temps reel est le temps. Le 
protocole Bonaventura est plus complexe que UDP et les traitements de 
donnees dans l'entite de chaque noeud au long de la route donnent des delais 
dans la quatrieme couche pour BVP plus eleves que pour UDP. Mais ce 
desavantage est bien compense par les delais de saut entre les noeuds plus 
petits dans le cas du protocole Bonaventura. 
- la comparaison des deux protocoles a demontre que le comportement du BVP 
et de jusqu'a 18 % meilleur que le comportement de UDP. 
des recherches futures peuvent etre realisees : estimations des taux de 
generation et des taux des arrivees des donnees dynamique; modification de 
la limite imposee pour eviter la congestion dans le reseau a partir de la 
condition du canal de transmission; autres parametres d'evaluation des 
donnees que le temps et 1'espace, en conformite avec 1'application; une 
police de rejet des unites des donnees plus flexible. 
l'amelioration de revaluation des performances, en simulant le protocole 
Bonaventura dans Network Simulator 2 (NS-2) ou dans un reseau de capteurs 
reel. 
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Chapter 1 Introduction 
The advent of the micro-embedded system has made possible new and interesting 
applications. A micro-embedded system could be utilized to sense a physical 
phenomenon and thus it becomes an embedded sensor. Many embedded sensors 
communicating between them form a sensor network that could have a large sphere of 
applications. As consequence a great effort of research points to develop the micro-
embedded systems, sensor networks and applications. The development of the sensor 
networks and their applications is not possible without the development of the 
communication system and its protocols. The special characteristics of the sensor 
networks forced to develop protocols different from those utilized in the wire line world 
or in the mobile ad-hoc networks. Moreover, as the applications of the sensor networks 
have a real-time characteristic, a real-time system communication has to be developed in 
order to support these applications. In consequence the delay metric has to be taken into 
account when the protocols are designed. The scientific literature shows some proposals 
on protocols for data link and networking, but little work has been made for a delay 
aware transport layer protocol. 
In this chapter we present the main concepts and requirements for the sensor 
networks, the statement problems of real-time communication protocol and the research 
objectives 
1.1 Definitions and the Basic Concepts 
The integration of mechanical and electronic elements in Micro-Electro-
Mechanical Systems (MEMS) has given the possibility to build micro-systems that can 
sense or control the environment. 
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A sensor is a micro-embedded system that makes a multifunctional monitoring of 
the environment: it measures mechanical, thermal, biological, chemical, optical, or 
magnetic phenomena. The sensor components are shown in the figure 1.1 [13]. To 
communicate the sensed data, the sensor has a wireless system communication. In order 
to meet the demand of small size and low cost for a sensor, the capabilities of sensing, 
data processing and communicating are made by scarce resources like power supply, 









Figure 1.1 The sensor components 
Many sensors, deployed over a large area that has to be sensed, form a wireless 
network where the nodes are the sensors which detect the physical phenomenon, carry 
out simple computations and communicate to report the sensed data. This sensor 
network, deployed over an area, supports a specific application is called wireless sensor 
network. - WSN. The sink or base communication is the gateway where the data are 
reported and from where the queries about the sensed phenomenon are spread over the 
network. 
For the applications that not only sense the environment but also perform specific 
tasks, there are devices richer in resources called: actuators, actors or robots. We will 
adopt the name of actor. In this case the actors become gateways that spread queries or 
receive the gathered information under the central base unit management. The actors 
have to be very mobile to make quick and accurate actions. 
The set of sensors and the set of actors could be regarded as two different 
networks or as a single network called wireless sensor and actor network -WSAN. The 
components of the wireless sensor actor networks are shown in the figure 1.2. 
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The sensors on one side and the actors on the other side must be coordinated 
between them in order to maintain the networks. The actors send to the sensors the 
queries that describe the phenomenon that has to be monitored. The sensors, based on 
the actors' demands, send the data concerning the environment. The actors, based on the 
information gathered by the sensors decide the actions that have to be taken in 
concordance with the application for which the system was conceived. 















(5) ac tor 
/ \ sink 
Figure 1.2 Wireless sensors actor network components 
The consequence of the action of the actors or natural causes make the monitored 
phenomenon to change in time and therefore the information gathered by the sensors has 
to be valid when the actors do the task. Therefore all the chain must be a real-time 
system which implies that the communication should be a real-time. 
All these make the communication system a vital resource for sensor and actor 
networks which issue a strong challenge: excellent performances with scarce resources. 
1.2 Statement 
The idea to use embedded systems for sensing the environmental phenomenon 
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was very fascinating but it raises many challenges. One of all these challenges is that the 
information gathered by the sensors has to be transmitted in an efficient manner. The 
principal differences between the sensor networks and ad-hoc networks made that the 
protocols developed for ad-hoc networks cannot be used for sensor networks with the 
same performances. Therefore a large amount of research work was used to find 
efficient protocols that convey the information between sensors and actors. But the 
applications designated for sensor networks that monitor a physical phenomenon are 
real-time applications. Lately, the research work was focused to design protocols that 
support real-time application, thus a real-time communication. 
The problem treated in this thesis is to design and to build a real-time transport 
protocol for the sensor networks. The requirements analysis, for the requirements of the 
real-time applications and for the real-time protocols proposed in the literature, lead us 
to the following statements: 
1. channel condition: The functioning of the applications and the protocol stack 
have to be adapted to the channel condition. In the wire line world, the applications were 
served by the lower layers. These layers hide the network, data link and physical 
conditions and try to serve the application and did not take into account the delay to 
accomplish the task. In the sensor world, since the main importance is the transmission 
delay, the application and the protocol stack have to adapt their functioning to the 
channel condition. When the channel condition is bad, it is useless for the application to 
demand to the protocol stack to send information. The only effect to this is to delay the 
data which could become invalid. This adaptation at the channel condition will be made 
using cross-layer design. 
2. no data aggregation: In the literature, the sensors have to make data 
aggregation in order to build a more accurate report or to remove redundant data (for 
congestion avoidance). But the data aggregation consumes energy and uses computation 
that is directly related to the message delay. It was shown that the aggregation introduce 
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a variable delay. Therefore, it will not use the data aggregation on the information 
gathered by the sensors. When the actors receive the gathered information they will 
compute and coordinate between them to take the appropriate action. The actors are 
richer in resources and the action will be made with a lesser delay. 
3. congestion control: To achieve a low and a bounded delay it has to have a 
strict control of the congestion. To avoid the congestion it has to fulfill three 
requirements: i) to maintain the sensor at a optimum load; ii) to maintain a network 
without congestion; iii) to maintain the link without collisions. These requirements have 
to be fulfilled simultaneously. 
4. local than global: The control of the sensor network has to be made from the 
local point of view rather from the global one. It is not necessary to wait till the message 
arrives to the destination to in order to take the appropriate action to correct the network 
behavior. This global management derives delays. The control of the network has to be 
made local: local verification and actions that prevent unbounded delays. 
5. sensor load: The sensor load should be devised in the load to convey the other 
sensor messages and the load to transmit own messages. A metric is necessary in order 
to measure those loads and a strategy to balance between them. It is useless to try to 
send a message to a sensor node that is almost fully loaded in conveying the other nodes 
messages. The sensor cannot transmit its own messages, and the conveyed messages will 
be delayed. 
These problem statements summarize the points of view expressed in this thesis, 
in order to design and implement a real-time transport protocol for sensor networks. The 
main difficulty in this task is that the sensors are devices with scarce resources making it 
a challenge research. 
6 
1.3 Research Objectives 
The main objective of the research is to design a transport protocol for sensor 
networks to support real-time applications therefore a protocol capable to deliver the 
data timeliness. The protocol must deliver the information gathered by the sensors in 
time, assuring its validity when the application uses it. The protocol has to be 
independent in terms of real-time network capability in order to respond to any proposed 
application. The thesis will not take into account the security problems. More precisely 
this thesis has the following objectives: 
- Analysis the requirements of the real-time applications which use sensor 
networks and the sensor networks capability in terms of real-time. 
- Analysis the proposed sensor network protocols in the literature. It will be 
outlined the strong and week points for these protocols relative of their 
timeliness capability. 
- Design a transport layer protocol for real-time communication for sensor 
networks. We will find the appropriate metrics and mechanisms and develop the 
algorithms. 
- Evaluate the performances of the protocol and its mechanisms using the 
mathematical model. 
- Compare the protocol performance with the transport layer protocol used now 
for sensor networks. 
1.4 Work Outline 
The thesis is structured as following: 
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In Chapter 1, are described the basic concepts of sensor, sensor networks, actor 
and wireless sensor and actor networks. It is also presented the concept of the real-time 
communication. 
Chapter 2 presents a survey on the scientific literature for the real-time 
communication in the WSAN: a. real-time application requirements and b. real-time 
protocols proposed in the literature; their strong and weak points concerning the 
timeliness. 
Chapter 3 makes the analysis of sensor networks, the design of the protocol and 
the implementation of its mechanisms. 
Chapter 4 shows the mathematical model and implementation; evaluation and the 
protocol limits; the comparison of the design protocol with another transport protocol. 
Chapter 5 presents the conclusions of this work and the directions for further 
research. 
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Chapter 2 Real-Time Communication in Sensor 
Networks 
In this chapter we present, based on the literature review some aspects about the 
real-time communication requirements and about important time aware protocols for 
sensor networks designed for data-link and network layer. For transport layer we present 
the TCP and UDP protocols and we try to evaluate these protocols adapted with simple 
time aware mechanisms. 
2.1 Real-Time Communication Requirements 
We intend, to outline the main characteristics of the sensor network and clarify 
some real-time communication aspects such as: real-time communication types data 
delivery time or travel time and performance metrics. 
2.1.1 Characteristics of Sensor Networks 
The main characteristics and their implication for sensor networks are the 
following: 
• Real-time communication. This is the most important characteristic of the 
sensors to actors (sinks) communication. Usually, the sensors gather information over 
zones where it is difficult for persons to reach. Therefore, sensors are deployed in an 
unattended manner. After the deployment, the sensors receive queries relating to the 
sensed phenomenon. Based on the queries, the sensors gather the information. Gathering 
information about a physical phenomenon is the common aspect of all applications: This 
information is reported to a central base unit via a sink. Usually, at the central base unit 
the application build reports about the monitored the phenomenon. The information is 
sent toward the sink using the communication between sensors. Thus the sensors are 
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sources of information and nodes that transit the information up to the sink. As the 
physical phenomenon changes, the gathered information has a limited validity. The 
validity of the information depends on how rapid is the changing of the phenomenon. As 
the information has a limited validity, the time to arrive at the central base unit is critical 
and should be as short as possible. 
At the central base unit, based on the reported information, appropriate action is 
taken. Monitoring a security terrain could be an example where the sensor networks can 
be rapidly deployed. The sensors' task is to detect and to track any vehicle that could 
enter in that terrain. Based on the information given by the sensor, the central base unit 
could decide which action is better to be performed. But this action has to be taken when 
the information is still valid. As a consequence the communication delay has to be as 
short as possible and more precisely all pieces of information should have a limited 
delay which means a deadline. 
The control made by the central base unit could be very slow for some kind of 
applications. Thus, actors (robots) are used to fulfill the actions; the central base unit 
only monitors the sensors and the actors. Actors are devices that are very mobile and are 
richer in resources that the sensors. Depending on the actors locations, the 
communication between sensors and actors could be done directly (if the actors are in 
the sensors neighborhood) or via sink. When the actors are not in the sensors radio range 
radius the communication between sensors and actors are made via sink (sinks). The 
information gathered by the actors (or by the sink) has to be reported to the central base 
unit for coordination purpose. 
When the information arrives at the actors, they have to coordinate between them 
in order to take the appropriate decision based on the received information. They 
accomplish a specific task, demanded by the application. When actors fulfill the task, the 
gathered information has also to be valid. For a successful action, communication delays 
between sensors and actors should be as short as possible. The actors' task will modify 
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the monitored phenomenon and thus the sensors will send new information. This chain 
is a real-time distributed system. It is real-time because the task accomplished by the 
actors has to be consistent in accordance with the physical phenomenon and the task has 
to be conforming to the application demand. The task made by the actors has a window 
of time to be fulfilled unless the task is useless. This window of time is determined by 
the validity of the information gathered by the sensors. The application will fail if the 
actors are late when they accomplish the task. When the actors are late, the monitored 
phenomenon has already changed and the actors' action is useless. These are real-time 
applications. As a consequence, in order to keep the information valid, the application 
has to define a deadline for the data units that comes from the sensors to actors and 
contains information. All data unit communication delays should be less than the 
deadline. 
• Passive mobility: The sensors do not have mechanical elements to move, but 
some of them could be moved in an unattended way by wind or other nature phenomena. 
A sensor with a finished power supply disappears from the network. These facts could 
be regarded as sensors mobility but it is a passive mobility. The direct consequence of 
the passive mobility is that the sensor network topology is changing. The routing 
protocols have to be tolerant at these changes. 
• Data-centric: the data and the geographical location from which the data is 
gathered are more important than the identity of the sensor. The identity of the sensor 
has a local importance. In the sensor network are important: the gathered information 
puts and the area where this information comes from. This is different than traditional 
networks which are address-centric, where, (for routing protocols) the global address is 
more important than the data conveyed. The data-centric characteristic demands new 
routing data-centric protocols. 
• Resources constraint. A sensor is a device with little resources in memory, 
central processor unit (CPU) and energy. The power supply conservation for sensors has 
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to be taken into consideration. One third of the power energy on a sensor is used for 
communication purpose [13]. As a consequence, the communication protocols must be 
designed as simple as possible in order to use less memory, less CPU and low energy 
consumption. 
• Distributed system: The sensor system and the actor system interact in order to 
achieve the goal of the application. The actors have to coordinate between them to take 
the most appropriate actions. The sensors have to exchange location and time 
information between them in order to maintain the network. 
• Unreliable connectivity: The connectivity between sensors could be lost because 
the unfriendly deployed area (interferences) or because the wireless communication 
system. This makes the sensor networks unreliable thus the protocols have to be robust 
and efficient. 
• Sensor distribution: The sensors could be deployed over a large area (over 10 
km diameter) and the radio range of the sensor communication system is about of tens of 
meters which make the density distribution an important parameter. The density 
parameter will be taken into consideration when we will analyze and will make the 
model of the delay communication between sensors in the third chapter. The sensor 
distribution has also another aspect: the distribution uniformity. As the sensors are 
deployed over a large scale, deployment could be non uniform. The direct consequence 
of this aspect is that protocols have to fill holes to maintain the network connectivity. 
• Sensor network and actor network: The sensors are devices with limited 
resources and are different from the actors that are devices with rich resources. The 
actors have to be very mobile to make quick and accurate actions. The sensors have a 
passive mobility. As consequence we regard the sensor and actor networks as two 
different networks. The characteristics of the actor network make it a wireless ad-hoc 
network and could utilize all the communication protocols designed for MANET 
networks. The sensor network is a different wireless network because of its mainly 
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limited resources and passive mobility. As a consequence, the research made for the ah-
hoc network cannot be entirely applied to sensor network. New or adapted protocols 
have to be designed for this network. 
2.1.2 Real-Time Communication Types 
In the classical real-time applications, the same system gathers the information 
from integrated sensors and makes the actions using acting devices also integrated in the 
system. For the sensor-actor applications, the system is distributed between the three 
elements: the sensors which sense the environment, the actors which take the appropriate 
actions and the communication system that conveys the information between sensors 
and actors. As a consequence, the characteristic of a real-time application will demand a 
real-time communication. 
We have to differentiate between two types of real-time communication. 
As shown in the "Real-Time Systems" [14], the real-time communication refers 
to the traffic "which require some degree of guarantee for time delivery and the 
application "is not seriously affected by the end-to-end delay suffered by the packets.... 
In contrast, delay jitter and throughput are important''. For these applications (usually 
audio and video application) a transport protocol is built: Real-time Transport Protocol -
RTC. This is one type of real-time communication: the transport time is important but 
not critical, the jitter delay of the transported data is critical. The receiver uses a 
buffering mechanism to eliminate the jitter delay of the data units that are delivered at 
the user. 
The second type of real-communication is a communication where the 
information carried by the data units has a limited validity thus the transport time is 
critical. This is the case of sensor networks applications. The data units have a limited 
interval of time in which the information is valid as the measured phenomenon is 
changing. For these data units, a limited communication time is defined which is the 
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deadline. This type of communication needs a specific transport protocol in order to 
respond to the application time requirements. Therefore the transport protocol that we 
have to design will be used for the second type of real-time communication. 
2.1.3 Data Delivery Time or Travel Time 
A real-time communication for sensor application implies the time necessarily to 
transport data units between source and destination, more precisely between the two 
ends of the communication. As this time is related to the sensor networks we name it 
also delivery time, or travel time. We name hop delay or hop time, the time for a data 
unit to pass from one sensor to the next sensor. As can be seen, the travel time is the sum 
of all hop times (hop delays) of hops along the path through the sensor network. 
The objective of this work is to build a transport protocol that could be utilized at 
the sensor networks applications. The work concerns only the data unit delivery time 
between sender transport entity and the destination transport entity. At the sender the 
time delivery starts when the data unit is received by the transport entity - tstart in the 
figure 2.2. At the destination, the time delivery ends when the data unit quit the transport 
entity and is handled to the application entity - tarrivai in the figure 2.2. In every transit 
node, the data unit will be processed and relayed to pass toward the next sensor, up to 
the destination. In order to multiply the possible sensor networks application the 
transport deadline data units should be as little as possible. 
The data units that come from the sink or actors and have the sensors as 
destinations do not have a deadline to be delivered. More important is that these data 
units should be reliable because they are queries for sensors. As can be seen the 
transport protocol should not be a symmetric protocol. 
The source node is any sensor that generates a data unit which carries the 
information about the physical phenomenon requested by the applications. Any sensor in 
the network could be a source for data units. Only at source sensors the data units that 
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convey the information pass from the application entity towards the transport entity. 
Thus the time delivery for the data units starts only at the source sensors. 
sender node transit node sink 
tarrival 
Figure 2.1 Data delivery time ~ the protocol objective 
The transit node is the node where the data units that came from other nodes are 
processed and forwarded toward destination. Any sensor in the network could be a 
transit node. 
The destination node could be the sink or an actor. When the data unit that 
carries the information arrives at the sink or at an actor and is handled to the application 
entity the delivery time stops. The sink is a gateway between the sensor network and the 
actors or between the sensor network and the base center unit. The communication part 
between the sink and the actors or the base center unit does not concern this work. 
The sink (sinks) network is not mobile or it can be said it has a passive mobility 
as we describe the characteristic of the sensors in paragraph 2.1.1 "Characteristics of 
Sensor Networks". The actors are mobile and their moves are made in the proximity of 
the sensors. For the real sensor networks it is advisable that both sinks and actors should 
be on the field. In the case when all actors could overpass the radio range radius of the 
sensors, the communication between the sensors and actors could be lost. Thus the sink 
(sinks) is necessary to relay the data units between sensors and actors. 
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Figure 2.2 The mobile actors could decrease the message hop number 
When there are not actors between sensors, the data units have to cross all the 
sensor networks. This is the most disadvantageous scenarios for delivery time as is 
traced in the figure 2.2.a. When the actors move between sensors, the actors can receive 
the data units (these actors become a destination) from the sensors that are in the vicinity 
and thus they decrease the number of hops. As the number of hops decreases, the 
delivery time decreases (figure 2.2 b). We take into consideration the longest delivery 
time: when the data message has to travel between a sensor and the sink. As 
consequence the destination for the transport protocol will be considered the sink 
(sinks). 
2.1.4 Performance Metric 
A data unit with a transport time greater than the deadline is a data unit that 
missed the deadline, while a data unit with a transport time less than the deadline is a 
data unit that met the deadline. In the literature a performance parameter for a real-time 
system communication is the percentage of data units that miss their end-to-end 
deadlines over all transported data units, called "Packet Deadline Miss Ratio "- PDMR 
In the fourth chapter where the transport protocol is evaluated, we are making a 
comparison between the transport protocols using other performance metrics. The 
designed protocol in this thesis - Bonaventura (BVP) - will be compared with UDP. 
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Two performance metrics will be used: the data units travel time and the timelyput. The 
timelyput is the throughput of the data units that arrive in time at the application layer of 
the destination node. This metric will be better defined in the paragraph: 4.3.5 
"Timelyput Definition". We consider that these performance metrics are better than 
packet deadline miss ratio for real-time communication evaluation. 
2.2 Layer Two Achievements in Real Time Communications 
Layer two should support real-time requirement as it has to achieve efficient 
communication between two adjacent machines. In the literature, in order to obtain a 
minimum delay per hop, the data-link protocol has to solve two problems. First it has to 
know the sending order of the frames toward the neighbors. It is obvious that the frames 
cannot be sent in the same order that the node receive them from the network layer. The 
frames have to be ordered taking into account their time margin up to the data deadline. 
Second, the node has to avoid the collisions and therefore it is necessary a schedule 
mechanism, between the nodes that belongs to the same neighborhood, to seize the 
medium in a fair manner. When a collision appears two nodes have to wait until a new 
transmission is possible. This will increase the network latency. Usually, the wireless 
communication system in sensor networks uses a single channel (no spatial division) 
with an average radio range of tens of meters (40-100m). The transmission rate is 
usually 64-2048 kbps. 
There are three different classes that can be analyzed regarding to the time 
requirement [1]. This taxonomy refers to the modality of the medium seizing in order to 
avoid the collisions: 1. Time scheduling, 2. Contention-based and 3. Collision-free Real-
Time scheduling. 
For the time scheduling class, the time is divided in slots and a scheduling 
algorithm determines the slot where a node can transmit. That slot in assigned to a 
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specific node, and thus the collisions are avoided. This is the case with time division 
multiple access (TDMA) scheduling. Using this algorithm it is possible to avoid 
collisions, it minimizes the packet latency and it uses the channel in a fair way. But the 
proposed protocols require global connectivity information and excellent clock 
synchronization. This is very difficult to maintain in a topology as in sensor networks. 
For the contention-based class, the protocols are based on the carrier sensing and 
collision avoidance mechanism. This is the case of the protocol for the standard IEEE 
802.11 where a distributed coordination function (DCF) is used for basic access method. 
DCF uses request to send/clear to send (RTS/CTS) messages to avoid the collisions. 
This method cannot be used in sensor network because it does not provide any real-time 
guarantee thus it will be difficult to adapt this mechanism to a real-time requirement. 
2.2.1 Collision-Free Real-Time Scheduling 
The class Collision-free real-time scheduling uses the algorithm Earliest 
Deadline First (EDF) to schedule the seizing of the medium without collisions. This is 
the most interesting method regarding the real-time requirements. The schedule is built 
using this metric: the shorter deadline of the message, the higher priority will be 
assigned, the sooner the message will be transmitted. This is the base of the mechanism 
called Earliest Deadline First -EDF. This scheduling method can be used for a real-time 
communication because it takes into consideration the deadline of the data unit. 
Two protocols were chosen using EDF to be briefly presented: the first one 
imposes that the network be divided into cells, the second imposes that entire network is 
fully connected. 
An Implicit Prioritized Access Protocol for Wireless Sensor Networks 
This article, presented by Caccamo et al. [2], proposes a protocol which exploits 
a fundamental assumption: the periodic nature of the message sent by the sensors toward 
the actors (more precisely the majority part of the messages is periodic and a little part is 
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non-periodic). Also, it is assumed that the nodes are fixed. 
In the layer two, the most important aspect is to know the node that needs the 
wireless medium at a given time. The periodic nature of the traffic gives the possibility 
to define an implicit deadline time for every message. 
time 
inter-cell frame intra-cell frame 
Figure 2.3 Periodic patterns for inter-cell frame transmission 
The time is divided into frames (time intervals) which are used for inter-cell or 
intra-cell communication. The inter-cell frames appear periodically according to a 
predetermined pattern (figure 2.3). All nodes are synchronized on frame. In order to be a 
scalable protocol for a large deployment of the sensor network, the authors have adopted 
a cellular structure for the network architecture: The entire network is cut in hexagonal 
cells, using at least 7 channels (Frequency Division Multiplexing - FDM is used to 
communicate). In each cell the nodes are fully connected and the communication 
between them is multicast. A node, usually in the center of the cell, will have the 
function of "router". The router has two transceivers to transmit and to receive in the 
same frame. A message for intra-cell communication is sent first to the router during an 
intra-cell frame and the router will send it to the next router in an adjacent cell during an 
inter-cell frame. 
A message has the following attributes: i) the length that is the number of frames 
required to be send, ii) the period time that is the number of frames between two 
consecutive sampling (this period is also the message deadline) and iii) the node 
identity. 
The intra-cell messages are scheduled based the EDF algorithm: the first node to 
use the wireless medium for transmission is the node having a message with the shortest 
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deadline. For the same deadline time between two nodes, the node with the higher rank 
will transmit the first (a rank is assigned to the node identity). 
The inter-cell communication appears during inter-cell frames (figure 2.3). These 
frames have to be synchronized between cells and therefore all the network has to be 
synchronized, which is a disadvantage for this protocol. During an inter-cell frame the 
router will transmit using the channel of the cell to which it belongs. The router will 
receive on the channel assigned to the cell from which the message comes. At the router, 
the messages to be transmitted are sorted based also on EDF algorithm. Using a 
hexagonal form of the cell, transmission and reception for a router is made on a 
predetermined direction: there are six possible directions that are assigned statically. 
The EDF mechanism provides a contention free nature, a better throughput for 
the network and takes into account the deadline for the messages. The drawbacks of the 
protocol are: a frame synchronized network which is difficult to obtain, a complex 
wireless system communication for a sensor (more than one channel), a complex 
network architecture which has to be maintained, and also a single point of failure in a 
cell: the router therefore a mechanism is needed to elect another router in case of router 
failure. 
A Robust Implicit Access Protocol for Real-Time Wireless Collaboration 
This article presented by Crenshaw L. et al. [3], proposes a protocol which also 
uses the EDF algorithm to obtain a schedule for seizing the wireless medium based on 
the assumption of the natural periodicity of the sensor messages. In this sense this 
protocol is like the above protocol. But there are some differences. The most important 
is that this protocol does not require the clock synchronization for the entire network, 
dropping the division of the time in frames. As a consequence, is necessary a full-
connection of all sensors in the network, which makes it a non-scalable protocol. 
There are also two improvements for this protocol comparable with the previous 
one. The first one is the recuperation of the unused bandwidth. If a node finishes its 
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transmission earlier (because the message was shorter, the time, up to the end of the 
normal transmission, is called budget. This budget is given to the next node but this node 
cannot use it to transmit periodic messages, thus making a schedule shift. The next node 
will transmit non-periodic messages or empty messages, up to the time for sending 
periodic messages. The second improvement is that this protocol ensures the recovery of 
the network in the presence of node failure. Each node performs carrier sense of the 
medium. If the medium is idle more than an established duration, it is assumed that a 
node that has to transmit failed and a recovery must be performed. 
Although this protocol utilizes the EDF mechanism to ensure a real-time 
communication, it does not require a synchronized network and has two improvements 
over the previous protocol namely recovery and bandwidth budget, it has serious 
drawbacks like the necessity of the full connection of nodes which implies a long radio 
range (difficult to obtain for a sensor) and the non-scalability for large networks. 
Therefore it can be used only on little scale networks with the diameter of the sensor 
radio range. 
2.3 Routing Protocols for Sensor Networks 
The network layer of the sensor networks has to deal with such problems as 
follows. First is the problem of global addresses. It is not possible to use the classical 
global addressing scheme. As the sensor identity is not important and has only a local 
significance, the geographic localization gives the logical address for network layer. 
This implies that the sensor is aware about its geographic localization and a mechanism 
should perform this task. The second problem is about the avoidance of the congestion 
in the network. In order that the packet be delivered with the lowest delay, the avoidance 
of the congestion must be very restrictive. The routing protocols should be adaptive to 
control and avoid the congestion in the network and also the protocols should avoid the 
congestion zone. The third problem and most difficult is to ensure that the time delivery 
between source and destination will be less than the deadline. 
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The routing protocols developed for the wireless ad-hoc networks cannot be 
applied directly to the sensor networks because of their main differences: network 
addresses, multiple data sources, data redundancies and the resources limitations. Many 
routing protocols have been proposed and the routing mechanisms have taken into 
consideration the application oriented characteristics. But there are few routing protocols 
that could take into consideration the source-destination delay. 
The presented classification of the routing protocols is suitable for the sensor 
networks [4]. In summary it will be presented the routing protocols that match better the 
nature of sensor networks and those that could guarantee, with some adaptations, a 
bounded delay. 
2.3.1 Data-Centric Routing 
For a data centric protocol the routed data are more important than the identity of 
the sensor; which it is not a global identifier. The lack of global identifiers for each node 
makes difficult to query a specific node. Usually the queries are related to a region in the 
sensor network deployment. This characteristic is different than in address centric 
networks where the global addresses are more important in routing than the routed data. 
In the sensor network, transmitted information on the monitored area are 
redundant thus energy consuming. The data-centric protocols are able to make some data 
aggregation thus reducing the information redundancy. Another important characteristic 
is that the data-diffusion protocol could be adapted to a real-time communication as will 
be shown in the next paragraph. 
Directed Diffusion for Wireless Sensor Networking 
This protocol [5] (presented by Intanagonwiwat C. et al.) is based on the 
diffusion of queries towards the nodes of a region, collecting information that match the 
data queries attributes and sending back along the reverse path of queries propagation. 
The reverse paths are established using gradients. This protocol is data-centric because it 
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does not specify the node address or identity and because any node that can gather 
information about the event specified in the query, can send back a message. The 
intermediate node can aggregate data, sending a more accurately report. The direct 
diffusion protocol consists on five elements: 
1. data is named using attributes. These attributes receive values when specific 
queries or reports are sent. Interval and duration are two important attributes that 
define the period for collecting data and the duration of this task. 
2. the interest is the task for sensors and is related to a specific event. The interest 
is diffused throughout the network. 
3. the gradients set up: when the interest passes through the network, each sensor 
will open an entry in the table tasks with all attributes and gradients field. 
4. messages with the sensor information about the events that match the interest 
5. path which is reinforced by the network; the routed messages will follow this 
route. A node can reinforce a path by choosing only one of the neighbors 
(between the neighbors that have gradient), using a specified rule. As the authors 
suggest a path can be selected based on lower delay. This adaptation will give the 
opportunity to use the Direct Diffusion protocol in a real-time communication. 
One advantage of this protocol is the fact that it uses a natural characteristic of 
the sensor network: data-centric. Another is that it can be adapted to make a delay aware 
routing. Direct diffusion is a robust protocol: it could establish balanced multiple paths 
which remove a possible single point of failure. 
The protocol previews data aggregation along the return path. At the first glance 
the data-aggregation could be very attractive because all the redundant data along the 
reverse path could be removed with implications at the energy conservation and 
congestion avoidance. This fact will make the sensors report more accurately. In the 
23 
article: "The Impact of Data Aggregation in Wireless Sensor Networks " [6] the authors 
analysis also the aggregation delay and show that: "the aggregation latency could not be 
non-negligible and should be taken into consideration". This aspect is very important 
when the protocol objective is the decreasing of the data delivery time for a real-time 
communication. Therefore the data aggregation along the reverse path becomes a 
disadvantage for a protocol that takes into account the message delay. 
2.3.2 Location Routing 
Location routing is also called geographic routing and the protocols that form 
this category make routing decisions based on the geographical distance between source 
and destination nodes (which is a direct consequence of the lack of addressing schema in 
sensor network). The location information could be utilized in routing to save the 
sensors energy: the query is sent only toward the interesting region, limiting the number 
of transmissions. 
Greedy Perimeter Stateless Routing for Wireless Networks (GPSR) 
This protocol (presented by Kark B. et al.) [7] describes a geographic routing 
protocol. The most important requirement for this protocol is that all mobile nodes have 
to know their geographical location which became global addresses. The originating 
node marks the packets with the destination location. The first node can forward the 
packet on greedy choice, knowing only its radio neighbors' locations. The neighbor 
geographically closest to destination will receive the packet. This forwarding method 
follows until the destination is reached. A beacon algorithm is necessary to maintain the 
neighbors' table with their positions. When the packet arrives at a node which is closer 
to the destination than all its neighbors (no better node) the greedy forwarding fails. This 
happens when the density of the sensors in that zone is weak. The zone is called hole or 
void zone. In this case the node use perimeter forwarding based on the Right-Hand-
Rule: when the node receives the packet from a neighbor (the sender), the next neighbor 
to forward the packet is its first neighbor counterclockwise against the sender. 
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The advantages of this protocol are: it uses a natural characteristic of the sensor 
network - geographical location, it uses a little routing database because it requires 
propagation of topology information for only the nodes in the radio range and the 
upgrading of the routing table is nearly stateless (do not require any context or memory 
of previous updating). The major disadvantage is that the protocol does not take into 
account the packet delay for a real-time communication, but this routing mechanism 
could be improved to be delay aware. 
2.3.3 Delay Aware Routing 
This category includes routing approaches that are based on delay in order to 
meet the real-time requirements. As the location is an important characteristic of the 
sensor networks, the routing protocols are based on a spatiotemporal mechanism. 
A Spatiotemporal Communication Protocol for Wireless Sensor Networks -
Speed 
This protocol (presented by He Tian et al.) [8] takes into account the delivery 
time of the packet. The routing decisions are based on geographic location combined 
with the next hop forwarding speed of the packed so that end-to-end delay is almost 
proportional to the distance between the source and destination. The protocol assumes 
that each sensor knows its geographical location. The protocol also provides a 
computation of the next hop forwarding speed, based on an estimation of the forwarding 
delay. The computed speed, for the possible forwarding nodes, has to be better than a 
certain desired speed. The authors do not guarantee an end-to-end delivery delay bound 
necessary for real-time communication but they guarantee a delay per distance unit -
speed guarantee (actually inverse of the speed). As a consequence, they could guarantee 
the end-to end delay under a given distance which is called soft real-time 
communication. 
For each neighbor node there are two major pieces of information: position and 
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delay estimation for forwarding. The delay estimation is made for a single hop. It is 
considered as a better metric to approximate the load node than average queue size. The 
current delay estimation is computed using three previous last delays using the 
exponential weighted moving average formula. A delay is the difference between the 
departure moment of the packet (last bit of the packet is sent out) from the node and the 
arrival moment (entering in the network output queue) at the next node. The propagation 
delay is not considered. The current delay estimation is used for speed estimation and is 
notified to the neighbors. 
The Speed protocol uses location (that is natural in the wireless sensor networks) 
and ensures a guaranteed end-to end delay under a given distance therefore for a given 
topology the end-to end delay could be known. The delay bound is equal to the distance 
between source and destination divided by the desired speed (Sset). It realizes a good 
load balancing thus a robust protocol and it has a better packet delay miss ratio (the 
percentage of packets that do not meet their source destination deadline) than dynamic 
source routing (DSR) or ad-hoc on-demand vector routing (AODV) protocols. But the 
disadvantage of this protocol consists in the fact that it is a complex protocol that is not 
convenient for sensor networks. 
There were presented some important routing mechanisms and some examples of 
routing protocols for the sensor networks. Except for the last class, the other classes 
could be improved with a delay-aware metric in order to be used for real-time 
applications. 
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2.4 Transport Layer 
At the transport layer, there are two major problems for the sensor networks: data 
reliability and the timeliness for end-to-end delivered data (for real-time 
applications).The information gathered by sensors is redundant and could be related to 
the same physical phenomenon. The redundant data increase the reliability probability of 
the delivered data but reduce the consistent information network throughput. The 
redundant data will allow some losses in the network and the communication reliability 
remains unchanged but the redundant data can raise the risk of congestion and therefore 
it increases the communication delay. On the other hand the coordination between nodes 
for more accurate data and the aggregation of data along the path takes time. These 
actions will decrease the time margin of data to remain valid. The sensor networks 
characteristics make difficult the use of the developed transport protocols. The 
performances of the developed protocols are counterbalanced by the sensor network 
features. 
2.4.1 Transport Protocols - Spatial Protocols 
The transport protocol makes the link between the upper levels of the 
communication model and the lower layers. Its goal is to transport the data unit from one 
end to the other as the application layer demands. The main difference between transport 
and network protocols is that the transport entities exist and work only at source and at 
destination and not in every relay along the path as the network protocols: the transport 
protocol is concerned only with the end-to end data convey. In all descriptions about the 
transport protocols the spatial idea is always reinforced. There is no concern with the 
time connected with the transported data from source to destination. Therefore we can 
say that the transport protocols are spatial protocols, they works to convey data from one 
end to the other end. 
In the following paragraphs we evaluate the spatial orientation of the TCP and 
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UDP protocols, some possible time aware mechanisms and a possible solution for WSN. 
TCP is an excellent transport protocol designed for wire lines networks. It is 
designed to transport chunks of data in a reliable way, but without a delay guarantee. 
TCP, is complex and has a mechanism to correct data, using retransmission. It also has 
mechanisms to control the flow and congestion. These mechanisms give to TCP its 
universality. The flow control ensures that source and destination could exchange the 
segments even if the destination is slower than source. The congestion control ensures 
the transport over networks that are slower than other networks along the path. All these 
make the TCP a universal protocol: any two equipments could transfer data using any 
network. But for the TCP authors the transportation time was not so important. The time 
in this protocol was taken into account only to avoid deadlocks in the protocol 
algorithms. As a conclusion, TCP is a universal spatial protocol that ensures a reliable 
transportation of data chunks. TCP was not designed for wireless networks and in 
particular for sensor networks. The real-time nature of the sensor information makes the 
TCP inappropriate to be used in the sensor network. The TCP performance degrades 
significantly in wireless network because of its mechanisms that are inappropriate for 
this kind of network. 
UDP is also a protocol for transport which is usually used for the dialog client-
server: "question-answer". Its entities work as TCP entities, at the two ends of the 
communication. UDP is very simple: it does not have control mechanisms. It does not 
guarantee the reliability of the data and it does not make the flow and congestion 
controls. As a simple protocol, UDP does not utilize too much system resources. As a 
consequence, it is better than TCP for the wireless networks. UDP, as TCP, does not 
guarantee the end-to-end delay of transported data. As a consequence, UDP is a simple 
universal spatial protocol. It has not an explicit mechanism to control the delay time of 
the data, thus it does not guarantee a limited delivery time for data. UDP could be used 
in sensor networks but it would be inappropriate for the real-time applications of these 
networks. 
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2.4.2 Simple Real-Time Mechanisms 
We have chosen to evaluate transport protocols with two simple real-time 
mechanisms: priority scheduling and filtering. 
For non-real-time communication, the data units are sent in the order in which 
they are processed. This sending order is called scheduling. The "normal" scheduling is 
First In First Out (FIFO) for non-real-time communication. In time aware application, 
each data unit has a deadline: the time to be transported from end-to-end has to be 
bounded. In this case FIFO scheduling does not work properly because the data units 
with longer deadline will disturb the data units with shorter deadline. The data units with 
shorter deadline will miss it. To avoid this, the sending order has to be changed: the data 
units with shorter deadline have to be sent before the data units having a longer deadline. 
In order to implement this, every data unit is evaluated based on different metrics 
(usually time and space) and will receive a priority. The data unit with higher priority 
will be scheduled before the data units with lower priority. Thus the priority ensures the 
order of the data units to be sent. 
When a data unit is sent by the application layer, it is marked with the time 
stamp. The data unit will travel over the network and at the end it will be verified for 
miss deadline. If the deadline is missed, the data unit has lost the validity and it is 
useless. Thus, the data unit is discarded: filtered. If the data unit has met the deadline, it 
is valid and is used by the application layer. 
2.4.3 Transport Protocols Adapted with Real-Time Mechanisms 
We try to evaluate what happens when the two real-time mechanisms are adapted 
to a general transport protocol. As the transport protocol entities are implemented only at 
the two ends of the communication path, these mechanisms are used also only at the two 
ends. 
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General Transport Protocol 
It is supposed that at the source, a data unit is prepared by the application layer 
and it is given to the transport entity. This entity will assign it a priority in order to be 
scheduled. At source it is useless to run the filtering mechanism because the data are still 
valid. Based on evaluated priority the data unit is scheduled and sent over the network. 
In all nodes along the path, the data unit will not be evaluated for priority or for validity 
because the real-time mechanisms are implemented only at two ends. In a transit node, 
the priority received at source is useless because there is no transport entity to use this 
priority. More over, data unit priority could change along the path (the data unit could be 
in scheduling competition with data units that has shorter or longer deadline than its 
deadline), but this changing is impossible to be made because of the missing of the 
transport entity along the path. 
At the destination, the transport entity will run the filtering mechanism to verify 
if the data is still valid, and the application layer will receive only the valid data. This 
filtering is made only at the end of the path even if the data unit has lost its validity 
along the path and became useless. Thus a useless data unit will be transported up to the 
end of the path, which is not efficient. The priority scheduling mechanism is useless at 
the destination. 
So, the two real-time mechanisms implemented in classical (spatial) transport 
protocol will not improve the time behavior of the communication. The priority 
scheduling mechanism will be applied at source and the filtering mechanism will be 
applied at the destination. The percentage of the missed data units will be very high and 
will depend only on the networks capability for transport time. 
TCP and UDP in Real-Time Communication 
If we adapt TCP with priority scheduling and filtering mechanisms, the source 
entity will prioritize the data unit that will be sent and the destination entity will filter the 
data units at the end of the path. The TCP mechanisms will make that TCP will behave 
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worse than a general transport protocol. Setting up a connection takes time that has a 
negative impact for real-time transported data where time is important. The flow control 
and the congestion control mechanisms will slow the sender for the reasons that happen 
at the end of the path or somewhere along the path, which again, has a negative impact 
for the data. The correction mechanism by retransmission has a catastrophic 
consequence from the time point of view because the retransmission will force the data 
to travel two times over the path. In this case the data unit will miss the deadline and 
thus the correction mechanism by retransmission will not be used in real-time 
communication. 
If we adapt UDP with priority scheduling and filtering mechanisms, it will 
behave better than TCP because of its simplicity: it will not try to retransmit the data 
unit, and it is not concerned about the latency of the receiver or the network congestion. 
The data is sent and the network will make the best effort to deliver the data at the other 
end. UDP is not aware of the time requirements for the data units along the path. All the 
observations made for a general transport protocol apply for UDP. As is behavior is 
better than TCP in time aware applications, UDP is used for this kind of communication. 
As can be seen, it is very difficult to adapt classical transport protocols. These 
protocols are fundamental spatial protocols that "think" in a global manner: end-to-end. 
The two shown real-time mechanisms could not balance the spatial behavior of the 
transport protocols. 
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Chapter 3 Protocol Design 
In this chapter we design the transport protocol named Bonaventura. The chapter 
has four subchapters as follow: in the first subchapter we justify the fundamental idea to 
put a time entity in every node along the data route. The second subchapter deals with 
geometrical considerations in the sensor network. The third subchapter is dedicated to 
the model, based on which we can propose the protocol algorithms. In the last 
subchapter are described the the protocol mechanisms and a possible implementation of 
the mechanisms. 
3.1 Local Time Transport Entity 
As it was demonstrated, the design goals for a transport protocol are very 
different from real-time communication goals which consequently they cannot serve. 
The essence of a transport protocol is that it has a global behavior, it regards only the 
result made by the lower layers at the ends points and try to correct them but these 
corrections are not time aware. This behavior is given by the fact that the transport 
protocol entities run only at source and destination places which give the possibility to 
name this design type as a spatial transport protocol. 
3.1.1 Time Transport Protocol 
It will be interesting to make an essential modification at the transport layer: 
obtain global (end-to-end) good results using a local control (at each step) and make the 
imposed corrections locally. At every network node it is possible to implement the time 
mechanisms on the fourth layer, thus the transport layer will became a time control layer 
that will manage the time requirements in each node along the path between source and 
destination. The figure 3.1 gives the new communication layers model. 
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This model is suited for the sensor network where on each node exists all stack 
layers from application to the physical. 
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Figure 3.1 Layers model and the data unit travel in the real-time communication 
In proposed architectural layers, in a node, the application layer will handle the 
data unit received from the sensor system to the transport layer. Here, the transport 
entity will evaluate it against the time requirements. When the data unit arrive at the next 
hop, it will be brought up the forth layer where the time transport entity runs. This entity 
evaluates the data unit against time requirements. If the data unit is still valid, the time 
transport entity will calculate the priority to be scheduled based on priority scheduling 
mechanism. Then the data unit will be sent by the node using the routing and data link 
mechanisms. Therefore all the data units in that node will be transmitted based on time-
requirements. 
The local implemetation of the time mechanisms (in every node along the path) 
will improve the time behavior of the end-to-end communication. At every node along 
the path, the transmission order of the data units will be changed - based on their time 
budgets (the difference between the deadline and the elapsed time). This will help the 
data units to be in time at the end of the path. If a data unit is no more valid, it will be 
discarded, relieving the network to carry a useless data and thus avoiding easier the 
congestion in the network. It will be seen that, based on the sensor network model, other 
mechanisms could be locally implemented in order to help the data units to meet their 
deadlines. 
A disadvantage of this design could be that the time control at every node will 
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imply a supplementary computation therefore a supplementary latency for the end-to-
end communication. This is true, but this disadvantage is disputable in two ways: a) this 
time control has to be made (if not we remain at a spatial transport protocol design), and 
b) the time wastes at this layer could be quantized: a bounded delay. 
3.1.2 The Position of the Time Entity 
The place of the time transport entity on the layer stack is at the forth layer. It 
cannot work at another layer because: 
1. using the priority mechanism between the locally generated data units and the 
data units in transit in a node force the time management to work under the 
application layer 
2. to route a data unit over the network is possible after applying the priority 
scheduling mechanism because data units has to be routed in the order that 
ensure the advantage for the data units with higher priority. After priority 
scheduling mechanism the data could be forwarded; this forces the time entity to 
work above the network layer 
Thus, under the application layer and above the network layer means transport 
layer in the TCP/IP Reference Model. This is the place for the time entity. 
The time entity of the transport protocol is implemented in every sensor as it was 
stated in the paragraph 3.1.1: "Time Transport Protocol". The position of the time entity 
in the protocols stack is shown in the figure 3.2. 
Every sensor in the network will generate data units that have to be reported to 
the actors or central base unit passing through the sinks. At the same time, every sensor 
will be a relay for the data units generated by other sensors. Usually, in the networking 
world, a relay has only three layers - up to the network layer. The data unit that arrives 
at a relay will pass from the physical layer toward network layer. The network layer 
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takes the forwarding decision based on the network destination address and routing 
table. The data unit will pass from the network layer toward the physical layer in order 
to be transmitted. So, in this case the relaying is made at the network layer level. 
As we proposed, for Bonaventura protocol, in the sensor network the relaying for 
the data units that are in transit will be made at the transport layer. The data units that 
arrive at a sensor will pass from the physical layer toward the transport layer. If the data 
unit is addressed to that sensor the time entity will deliver it at the application layer. If 
the data unit is not addressed to that sensor, the time entity will relay it. The time entity 
will apply for this data unit the time mechanisms. Here, at this level, the transit data unit 
will meet the data unit generated by the sensor (figure 3.2). The generated data unit will 
be submitted at the same time mechanisms in the time entity at the transport level. Both 
generated and transit data unit will pass from the transport layer toward the physical 
layer in order to be transmitted to the next sensor. Therefore the generated (data units 
that inform about the monitoring phenomenon) and transit data units will be treated in 












Figure 3.2 Position of the time entity in the protocols stack for every sensor 
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As every node in sensor network generates the information about the 
environment, each node will have the entire protocol stack, and therefore the time 
transport entity can be easily implemented on the forth layer. Thus, from the 
communication point of view, the sensors will be identical and the network 
homogeneous. 
On the other hand, the wireless communication that usually has to be aware of 
the node channel status, demands a local management of the communication that 
corresponds to the time management which has to be made locally. This aspect can open 
the way to optimize the protocols stack not only in the layered manner but also in a 
cross-layer design layer manner. 
As a consequence, the sensor networks can be utilized to become a real-time 
network for time aware application. This will be developed in the following paragraphs. 
3.2. Sensor Networks - Geometry Considerations 
In the article [17] there is an analysis on the real-time capacity limits for a 
wireless sensor network. The authors give an equation of the real-time capacity of the 
sensor network based on the network parameters. A message has also a capacity 
requirement in order to be schedulable. The authors show that all the messages in the 
network are schedulable if the sum of their capacity requirement is less than the network 
real-time capacity. The authors do not take into consideration for an analysis the 
geometry features of the sensor network. The sensors are deployed over an area; they 
have an average density and a radio range radius. The results of this analysis should be 
different depending on these parameters. 
3.2.1 Sensor Network Parameters 
We will start with some important parameters and as the evaluation goes forward 
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other parameters will be defined. All parameters are put in the Table 3.2 "Time equation 
parameters". 
N - number of sensor in the network [nb] 
r - radio range radius [m] 
W - transmission rate [kbyte/s] 
L = data unit length [byte] 
S = number of sinks [nb] 
As it was shown in the second chapter, we do not consider the situation when the 
actors are moving inside the sensor networks. As the moving actors improve the delivery 
time, we will consider the most difficult situation: the data units will be delivered to the 
sink nodes. 
As the sensor network is a network deployed on the field and the communication 
between the sensors is a wireless communication, we consider another important 
parameter that influences the data unit travel time, the average surface density of the 
sensors. Intuitively, the travel time for a data unit over the sensor network is different 
when all the nodes are deployed on a surface covered by a single radio range or the 
nodes are deployed on a bigger surface that can be covered with a number of radio 
ranges. At the end of the analysis we will evaluate the importance of this parameter in 
the travel time equation. 
Let note aN the average surface density of the N sensors; the measure unit for 
the average density is "nodes/m ". 
3.2.2 Derived Network Parameters 
The network area ( A) on which the sensors are spread is: 
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A N XT A 
A = — or N = AaN 
aN 
When a sensor starts a transmission, all the sensors in the radio range radius will 
be affected: they cannot nor transmit neither receive from another sensor. The affected 
area is w2 and all the sensors in this area have to wait until the transmission is finished. 
All the sensors than can hear the transmission of a sensor j is a set named 
neighborhood (j) [17]. Figure 3.3 represents the neighborhood model for a sensory; all 




r = radio range radius 
+ 
+ Figure 3.3 The neighborhood model for a sensor 
The average number in a sensor neighborhood noted with m is given by: 
m = \nr2aN \ Eq.3.1 
This is an important derived parameter for the sensor network and it can be seen 
as a concentration factor, because only one from m sensors can utilize the 
communication system; the other sensors have to wait. 
Another important parameter for the sensor network is the maximum number of 
hops that a data unit must travel until it arrives at a sink. The number of nodes that a data 
unit must travel influences the time travel because every node increases the travel time. 
For this we have to calculate the average distance between nodes du, when we 
know the average nodes density a^. The average nodes density QN indicates that the 
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nodes are deployed in an uniform manner, each node in a square as it is shown in figure 
3.4. The length side of the square is / = . In the figure 3.4 there are represented 9 
sensors. The distance from the central sensor to each sensor placed on the vertical or the 
1 
horizontal is the same as /: The distance from the central sensor to the each 
sensor placed in corners is . To calculate the average distance between the nodes we 
have to calculate the arithmetical mean of the distances between the central node and the 
surrounding nodes. Thus the average distance is 
dN = 
/ + /V2+/ + /V2+/ + /V2+/ + /V2 _ 1 + V2 
8 ~ 2 
<—> 
1 + ! t 
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Figure 3.4 Distance model between nodes 
In consequence, the average distance between nodes is: 
dN = 
1 + V2 1 1.2 





As the sensors are deployed in an unattended manner, we make the assumption 
that the sensor network is deployed on a surface of a disk, with the average density of 
the nodes of aN nodes/m (figure 3.5). The disk radius R is given by the equation: 
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Figure 3.5 The sensors network model surface and the maximum distance in the network 
As we want to calculate a limit of the travel time we consider the most 
disadvantaged situation. The sink is located at the edge of the disk surface sensors 
deployment and a sensor from the other edge sends a data unit. Thus the data unit has to 
travel up to the sink a distance of 2R, which is the diameter of the disk area (figure 3.5). 
It is obvious that the other sensors all over the deployment area are closer to the sink that 
the considered distance: Dmax = 2R . 
We have shown in the second chapter that the propagation time is negligible 
(tens of us). Therefore we are interested of the maximum number of nodes Â max (the 
nodes introduce the delays) that a data unit has to travel up to the sink. We use the 
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equation 3.2 and we replace the distance D with disk diameter: Dmax =2R = 2 









0.93VN thus we can approximate: 
N =\-JN 
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Eq.3.4 
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Figure 3.6 The possible relation between radio range radius r 
and average distance between sensors dN 
This result does not take into account the radio range radius r. The result is only a 
geometrical approximation of the maximum number of hops that a data unit has to pass 
till it arrives at the sink. This result has a limited validity (figure 3.6). It is valid when the 
r 
distance between nodes dN is —<dN<r (figure 3.6.a.). When the distance between 
nodes is dN < —, then the communication can jump over a node and the equation 3.4 is 
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no more valid (figure 3.6.b.). When dN>r, the communication is impossible (figure 
3.6.C.). 
3.3 The Model 
The delay analysis in the sensor networks follows the time analysis in a queue 
system and is based on the book [18]. We have adapted the computer network analysis 
at the sensor networks. 
3.3.1 Sensor Network Delay 
All the nodes in a sensor j neighborhood (the nodes that can hear the 
transmission made by j sensor - Figure 3.3) are affected by the transmission made by 
this sensor. All sensors in the neighborhood have to wait until the medium is free in 
order to seize the medium. The transmission rate is FFbyte/s. Each node in the 
neighborhood has a queue of data units to be transmitted, and all the neighborhood 
nodes data units form a virtual queue [17] that will be transmitted on a "single channel"( 
figure 3.7). We suppose that the time to access the medium is negligible and the model 
is a M/M/l queue. M/M/l is a standard queuing notation where the first letter represents 
the arrival process, the second letter represents the service process and the number 
represents the number of parallel servers. In our case, the arrival process and the service 
process (letter M) are Markovian (exponential) distribution [19]. We choose this model 
because is the simplest and we estimate that it models with a good approximation the 
concept of the virtual queue. 
We note the arrival rate data unit for a sensor / by Xt. As the arrival processes are 




XM = ^/l,- and if we take for every sensor, the average arrival rate of X, thus: 
1=1 
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Figure 3.7 The concept of virtual queue for the sensors in a neighborhood 
The data unit arrival rate represents the number of data units that arrive at the 
data link layer to be transmitted. It includes the data units that are generated by the 
sensor and the data units that are in transit (internal) in that node. 
3.3.2 The Data Unit Delay 
If we consider that the length of the data unit to be an exponential distribution 
W 
with the average of L, then the service rate for server is ju = —. The delay for a data 
unit per hop is [18]: 
2 * = 
M-AM W -mX 
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Th=———r E ci-3-6 
1-mX— 
W 
This time represents the time necessary for a data unit to travel from one sensor 
to another (delay per hop). This time includes the time to wait in the queue and the 
transmission time. It does not take into account the time that takes the sensor to seize the 
medium (the time to size the medium is considered zero). This delay, also, does not take 
into account the process time inside each sensor for every data unit. 
The minimum delay for a data unit per hop is given when the average arrival rate 
of the data units is zero (X = 0) [18], then: 
T0=— Eq.3.7 
0 W H 
The maximum average arrival rate is obtained when the delay per node is 
infinite. In this case the capacity of the server is equal with the flow of the data units, 
thus we can say that the throughput is maxim. 
W W 
T -> oo thus — - mXmax = 0 ; Xmax = — Eq.3.8 
L mL 
We introduce equation 3.8 in the equation 3.6 and we obtain: 
Th(X) = —
 l-— Eq.3.9 
max 
The graphic of this variation is represented by the figure 3.7. 
X 
Ifwenoteor = Eq.3.10 
max 
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We obtain: T, = 
L 1 
Wl-a 
or Th = T0 
\-a 
Eq.3.11 
where: T0 = —; a = ; /L = 
Figure 3.8 The delay variation per hop vs the average arrival rate of the data units 
As it can be seen from the graphic, the time for a data unit to pass a hop is not 
bounded. The time increases boundless when the average arrival rate gets near the 
maximum average arrival rate Xmax- As a conclusion, in order to have a limited delay per 
hop we have to keep the average arrival rate at a value less than the maximum average 
arrival time (A< /lmax). Each sensor that belongs to the neighborhood (that means each 
sensor from the m sensors) could have this maximum data unit arrival rate. The 
maximum average arrival rate (from equation 3.8) depends on the transmission rate W, 
average data unit length L and the number of sensors in the neighborhood m which 
depends (from equation 3.1) on the average surface density of the sensors in the 
network: ajy. 
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If we consider also the maximum number of hops to travel a data unit over the 
sensor network, given by the equation 3.4, we obtain the maximum travel time (delivery 
time) of a data unit to reach a sink: TM-
T = N T = 












This equation does not take into account the variation of the arrival rate of the 
data units along the path. 
3.3.3 The arrival rate for data units 
From the equation 3.10 and 3.8 we can write: 
W Pi 
A-a — and our aim is to keep the value of a (a ) at a constant value in 
mL Anax 
order to limit the delivery time. In this case there is a dependence of the average arrival 
rate (X) inversely proportional to the number of nodes in the neighborhood (m). 
I A 
? 
Figure 3.9 The arrival rate data unit vs radio range radius 
But using the equation 3.1 that gives the dependency of the number of nodes in 
the neighborhood we can write: 
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l(r) = a—i—j-—I Eq.3.13 
L \7ir aN | 
As we can see there is a dependency between the average arrival rate and the 
radio range radius which is shown in the figure 3.9. If we want to control the delay for 
the data units to pass from one sensor to the other it is possible to increase the average 
arrival rate by decreasing the radio range radius. If the ratio a = remains constant, 
max 
the delay will not be increased (the consequence of the equation 3.11). The average 
arrival rate X could be increased by decreasing the radio range radius. The ratio 
X 
a - — remains constant because the maximum average arrival data rate Xmax will be 
max 
increased by decreasing the radio range radius. This is very important when in a sensor 
the number of the data units that has to be transmitted begins to increase (that means X 
increases) and we do not want to discard them. It will be very easy to decrease the radio 
range radius (X and Xmax will increase thus a remains constant) and all the data units can 
be sent. When the arrival rate will become normal, the radio range can be increased to 
normal. 
3.3.4 The Average Generation Rate 
We try to find the average data unit rate that can be generated by a sensor. The 
number of data units generated by the entire network must be equal with the number of 
data units that can be carried out by the network (conservation law). The number of data 
units carried out by the network depends on the number of sinks used by the network. 
We note the number of sinks in the network S. We should consider that all the 
data units generated by all sensors in the network have to be carried out by the S sinks. 
The model is the same as for the calculus of the delay of the data unit (figure 3.7). All 
sensors in a sink neighborhood form a virtual queue M/M/l. At this moment we do not 
take into consideration the data units sent by the sink toward the sensor network, thus all 
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data units in the virtual queue are the data units generated by the network. All the 
generated data units are separated into S virtual queue M/M/l, each served by a server 
with the service capacity W. 
Each sensor in the network will generate data units to be reported. We assume 
that this process has an exponential distribution. This process has a data unit generation 
rate yt, where i represent the sensor. As the sensors in the network generate data units 
independently, all these processes are in parallel. Thus the average generation rate for 
entire network is: 
N 
YN = ^Yi a n ^ ifwe take the average generation rate y equal for every sensor: 
yN = Ny, where N is the number of sensors in the network. 
This average generation rate for entire network has to be carried out by S servers 
and thus this rate is separated in 5* queues. For every virtual queue it will be an average 
generation rate ys given by: 
Ys=^ = ^ Eq.3.14 
s S S H 
For the sensors in the sink neighborhood, the average generation rate that 
corresponds to a single sink ys has to be equal with the average arrival rate of those 
sensors (that belong to the sink neighborhood) AM, given by the equation 3.5. Thus 
ys = AM and from equation 3.5 and 3.14 we have: 
— = mk 
The average generation rate of the data units per sensor is: 
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y = — X Eq.3.15 
N 
The average generation rate for a sensor is directly proportional to the number of 
sinks in the network S, the number of sensors in the neighborhood m, and the average 
arrival rate of the data units to be transmitted by the sensor L It is inversely proportional 
to the number of sensors in the network N. 
™e 
We note ifc = — . Eq.3.16 
N 
It is like a network concentration coefficient because all the data units that have 
to be carried out by the sinks, look like the liquid in a funnel. The data units have to pass 
through the sink. If the generated data units are too many the travel time becomes to 
increase and it is like the increasing of the level liquid in the funnel (funnel effect). 
Therefore we name k, the funnel coefficient. It makes a linear relationship between the 
average generation rate data units and the average arrival rate data units of a sensor. As 
the figure 3.10 shows, k is the slope of the linear dependency y = kk. The values of the 
funnel coefficient could be: 0<k<l because the average generation rate could not exceed 
mS 




This equation means that the product of sink number S and the number of the 
sensor in the neighborhood m should not be more than the number of the sensors in the 
network N. 
The maximum data unit generation rate could be obtained when we have the 
maximum average arrival rate given by the equation 3.8: ymax = /lmax = max n T max , T T 






We can write also /max = kAmax as is represented in the figure 3.9. 
Figure 3. JO Average sensor generation rate y vs average sensor arrival rate X 
If sensors will generate data units more than the sinks can carry out, the delay of 
the data units to be delivered from sensors to sinks becomes infinite, thus it is impossible 
to establish a bounded deadline for data units. Actually, the equation 3.18 should be a 
SW 
limit and must be written as y < . 
NL 
3.3.5 The Average Data Units Delay and Average Travel Time 
As the data units are traveling towards the sinks, the average arrival rate of the 
data units for the sensors is changing. The average arrival rate becomes greater and 
greater due the data units concentration (funnel effect). Suppose that the sinks are on the 
network edge, as in figure 3.5 and all the sensors in the network generate data units: The 
data units that come from the opposite edge (from the sinks position) toward the sink 
will encounter a greater arrival rate of the data units. In this case, along the path, the 
time spent by a data unit to pass at the next node (delay per node) increases. If we keep 
the same model (all the data units from the sensors in a neighborhood form a virtual 
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queue M/M/l) we can find the average time spend by a sensor to arrive at the next 
sensor. At the opposite network edge of the sink, the data arrival rate is equal to the data 









Figure 3.11 Integration limits to calculate average delay data units per hop 
The data unit arrival will be greater and greater up to the sensors in the 
neighborhood of the sinks which will have the greatest data unit arrival rate: X. We 
calculate the average delay using the integration calculus. The curve is given by the 
equation 3.6. In the figure 3.11 is represented the delay dependency vs the average data 
unit arrival rate and the integration limits: y and X. 
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We can use the relation y = kX and the equation 3.8 for X1 
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\-^~ \ - k A 
Thm(X) = ———In ^ _ = J L i n ^fSL. Eq.3.19 
A — kAm , _ A Am \ — k * A 
A _ A max 
/L /L L 1 T 1 
Using equation 3.8 and 3.10 we have: a = = —— = Am— and — = 
2max W_ W Am Wa 
mL 
Thus: 
Thm(a) = A I J _ l n L ^ Eq.3.20 
hm Wal-k \-a 4 
where a = , k = — , /LmaY = — and m = w
2aN 1 
K^ N max mL ' N ' 
The equation 3.20 represents the average delay for data units to pass from one 
1 
sensor to the next sensor. The factor , in equation 3.20 increases the delay because 
mS 
of the data units' concentration (funnel effect). As k , the delay is grater when 
N 
mS->N. 
The minimum time is obtained when the average arrival rate is zero (A = 0) and 
L 1 1 - ka 
corresponds to equation 3.7: T0 = — because in equation 3.20, lim(— In ) = 1 - k . 
W «^° a I-a 
If we consider the maximum number of hops of the data unit route over the 
sensor network, given by the equation 3.4, we obtain the average delivery time Tm 
(travel time) of a data unit to get a sink: 
T = N T 
m ' max hm 
1 1 . \-ka 
T0-—-In- Eq.3.21 
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Figure 3.12 Travel time variations vs. data unit arrival rate 




which is different than the equation 3.21: 
T (a) = y/N T0 In . The difference between these two equation consist in 
the fact that in equation 3.12 we have considered that for every step along the path, the 
average arrival rate is constant X, every hop will be passed with the delay given by 
equation 3.11. The equation 3.21 represents delivery time per network when the hop 
delay is the average delay when average arrival rate is not constant but it varies from y to 
X, thus Tm < TM (and also Tmh < Th). As a consequence, the delivery time T experimented 
by the data unit to pass over the network should be: 
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T <T <T Eq.3.22 
If we take the folowing parameters: nodes JV = 1 0 0 0 ; radio range r = 30m; 
sensor density aN = 25 • 10"
4 nodes/m2 ; channel speed W = 50 Kbytes/s; data unit length 
L - 50 bytes; and number of sinks S = 6 we obtain the maximum travel time TM and the 
average travel time Tm as are represented in the figure 3.11. 
It can be seen that the difference between the two travel times increases as the 
data units arrival rate becomes closer to maximum value: Xnax. If the average arrival rate 
is X = 112.5 data units/s then the delivery time (travel time) should be: 
84.3ms<r<320ms. 
3.4 The Protocol Mechanisms 
The main results obtained from the model are given in the table 3.1. These results 
are obtained in equations 3.11, 3.12, 3.20 and 3.21 in the subchapter 3.3 "The model". 
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The meaning of these parameters is: 
X . mS , W T 2 1 
^max N ML 
The delivery time T for entire network should be: Tm < T < T 
The main results regarding the modeled travel time is that if we want to keep the 
this time limited, we should keep under control the value of the arrival rates ratio: a and 
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as a consequence the value of the X - average arrival rate of the data unit. So, this 
prefigures a mechanism to keep the value of the average arrival rate at a controlled 
value. 
The time entity of the transport protocol for real-time communication will have 
therefore the two mechanisms (priority scheduling and filtering mechanisms) depicted in 
the 3.1 subchapter: "Local Time Transport Entity" and a mechanism that will control the 
value of the average arrival rate of the data units in every sensor. 
3.4.1 Time Equation Parameters 
The equations shown in the table 3.2 for the delivery time depends on two kinds 
of parameters, as follows: 
a. known parameters before network deployment (named primary parameters): 
average data unit length L, channel transmission rate W, radio range radius r, number of 
sensors in the network N and number of sinks S. 
b. known parameters after the network deployment (named secondary or 
deployment parameters): average density of nodes a#, number of sensors in a 
neighborhood m, maximum number of hops in the network Nh, average data unit arrival 
rate X, average data unit generation rate for a sensor y and funnel factor k. 
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c. parameters that have to be chosen (tertiary parameters): arrival rates ratio: a, 
(thus we have average arrival rate: X), average generation rate: y, maximum generation 
rate: ymax. 
The table 3.3 gives the parameters that are used for time delivery calculation and 
which are put in the table using the above classification. 
During the design processof a sensor network application, we have to 
approximate the values of the secondary parameters and to choose the values of the 
tertiary parameters. The values of the secondary parameters will be changed after the 
deployment of the unattended sensor networks. If the time entity is used with the 
mechanisms described below, the worst consequence of the deployment will be that 
some sensors will not participate with information for the monitored phenomenon. 
Figure 3.13 shows this case. 
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Figure 3.13 Sensors that will participate at the reported information 
When the parameter a is chosen, the value of the imposed average arrival rate X 
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is calculated based on the maximum arrival rate Xmax. But Amax is approximate during the 
design process, and after the network deployment the value of Â ax has changed. This 
has as consequence a different value of the delay per hop. More over, the number of 
hops for data units to go through the network could be changed. Thus for some sensors, 
the delivery time (travel time) would be greater than the imposed deadline. 
The sensors that are inside the circle (figure 3.13) will participate at the reported 
information It is obviously that in a real sensor deployement the border is not a perfect 
cicle. The delivery time of the data units for these sensors will be shorther than the 
imposed deadline. The sensors that are outside of the circle will send also their data units 
about the monitored phenomenon but their delivery time will exceed the deadline and 
therefore the time entity mechanisms will discard them. 
3.4.2 Mechanism Overview 
Taking into account the time delivery analysis and the principle of the time 
transport protocol presented in the first subchapter (3.1), three time mechanisms will be 
implemented in the time entity: 
a. filtering 
b. scheduling 
c. traffic shaping 
Filtering is a mechanism that will discard all the data units that do not meet the 
imposed deadline. When a data unit arrives at the time entity of every sensor, it is 
verified if it has exceeded the deadline. If this happens, the data unit is discarded. If not, 
the data unit will go to other time mechanisms. 
Scheduling is the mechanism that changes the transmission order between the 
data units to help the data units with less budget of time to be sent before the data units 
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with more budget of time. This mechanism will help the data units to meet their 
deadline. 
Traffic shaping is a mechanism that ensures an average number of data units to 
be sent in a time unit. This mechanism ensures the imposed average data unit arrival 
X of every sensor, in order to keep the delay data unit per hop at a specific value. 
3.4.3 Filtering Mechanism 
elapsed time = sensor internal time - generation time 
elapsed time > deadline ? 
Yes! 
discard the data unit 
No! 
forward the data unit 
Figure 3.14 Algorithm of the filtering mechanism 
Discarding the data units that have exceeded their deadline alleviates the network 
from the data units that are useless to be carried up to the end. The useless data unit will 
be discarded along the path, immediately after they miss the deadline. To do this, every 
sensor will be aware of deadline and the mechanism will compare the time elapsed from 
the data unit generation time up to the verification time. If the deadline is greater than 
the elapsed time, the data unit will not be discarded but will be forwarded to the next 
hop. If the deadline is shorter then the elapsed time, the data unit will be discarded 
(figure 3.14). 
These require that every sensor should be time aware and the data units should 
transport the information about the generation time. All the sensors are time and 
localization aware. The data unit will have a field where the application layer will 
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introduce the generation time. The time entity in every sensor will be aware of the 
deadline that has to be imposed at the data units. This information will be sent by the 
center base unit towards the sensors using the commands messages or could be loaded in 
the application layer before sensors deployment. In the figure 3.15 are represented the 
elements for filtering mechanism. 
data unit fields: 
generation time field 
sensor internal time 
sensor data unit deadline 
Figure 3.15 Required elements for filtering mechanism 
3.4.4 Scheduling Mechanism 
Scheduling is the mechanism that changes the transmission order to help data 
units to meet their deadline. To make this control the mechanism needs a function to 
evaluate every data unit and a system of queues. The function, named priority function, 
will calculate the priority for the data unit and the mechanism will put it in a queue 
corresponding to its priority. As there are data units in the queues system the mechanism 
will send first the data units from the queues which have higher priority and then data 
units from queues corresponding to lower priority. Thus, the time entity will help a data 
unit that is evaluated by the priority function as "late" to be sent toward the next hop 
before the data units that could wait. The priority function evaluates the data units 
locally thus from sensor to sensor along the path a data unit could change its priority. 
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Queue System 
In the figure 3.16 is represented the time entity system of queues. The system 
includes 7 queues, numbered from 1 to 7. The queue number corresponds at the priority 
of the data units that will be put inside. The number 1 corresponds to the highest priority 
and the number 7 corresponds to the lowest priority. Thus, the data units in the queue 
number 1 will be send first, when this queue is empty, the mechanism will send the data 
units from the queue number 2 and so on up to the data units put in the queue number 7. 
If, during a data unit sending, another data unit appears in a higher priority queue, the 
time entity will first finish sending the data unit which was in the sending proceess. 
After this, the time entity will pass to send the data unit existing in the queue with higher 
priority. This policy is named "nonpreemptive" [21]. So, the time entity will verify only 
after every data unit sending if there are other data units in queues with higher priority. 
When the time entity starts to send a data unit from a queue all the queues with higher 
priority have to be empty. 
i i data unit n - queue number that maps the priority 
1 - highest priority 7 _ l o w e s t priority 
1 2 3 4 5 6 7 
" " -«• / • ** 
toward the network layer, using the priority order 
Figure 3.16 The time entity queue system 
In this way, the time entity will help the data unit that are late to pass over the 
data units that have enough time budget. 
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Priority Function C, (Zeta) 
The priority function £ has to evaluate every data unit and decides the priority 
number that it has to assign. The priority function will make the evaluation based on the 
time and distance. The time and distance evaluation are closely related, because the data 
unit has to be prioritized taking into account the elapsed time and the carried out 
distance. A data unit should neither finish the time budget, nor remain away from its 
destination. Therefore, it is necessary to buildup a function that evaluates the data unit 
from a spatio-temporal point of view. 
time 
data unit are not more valid 
/' data unit has 
' arrived at the 
destination 
Figure 3.17 The priority function C,(d, t) 
The priority function has two variables: distance and time C,{d,i) (figure 3.17). 
When a data unit is traveling in the sensor network it will be (from time and distance 
point of view) in the rectangular zone delimited by the two axes, the (/-line and dfXms,. If 
a data unit passes over the tj line, the data unit will not be valid and it will be discarded. 
Therefore the tf represents the data unit deadline. When the data unit passes the line <^it 
has arrived at the destination, it has covered the entire distance between source and 
destination. As a consequence, the function <^{d,t)is defined on de(0,df) and 
te (0,tf), as in figure 3.17. 
Every generated data unit starts the existence in the network at d=0 and t=0 and 
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it has to cover ^distance in maximum //time. The evaluation function will take 7 values 
corresponding to the 7 priorities. Based on the value of the priority function the time 
entity will decide in which queue (of the depicted queues system) the data unit will take 
place. Thus: £:[0,df]x[0,tf ] -> {1,2,3,4,5,6,7} 
timeA 
tf 
data unit are not more valid 
0(0,0) 
L(df,tf) 
data unit has 




Figure 3.18 The evaluation function variable: distance and time 
As it can be seen in the figure 3.18, when the data unit starts to travel in the 
network it will be at the point 0(0,0). Our aim is that the data unit will finish the 
network travel somewhere on the segment GL, because it has covered the distance that is 
between source and destination and the travel time is less than the deadline tf. When the 
data unit arrives on the segment BL, the data unit will be discarded because it arrived 
somewhere in the network (not at the destination) but its time budget is finished. The 
point G(df,0) is the best point for the data unit because it arrived at the destination 
instantaneously when it was generated. The point B(0,tf) is the worst point that indicates 
that the data unit was not able to leave the source for a time equal with the deadline. The 
segment OL indicates that the data unit has a constant speed over the network and it is 
neither late nor early. The point L is the last point of arrival when a data unit covered the 
distance and is still valid. When the data unit is in zone OBL it is late and when it is in 
zone OLG it is early. Therefore, we propose the following divisions of the zone OBLG, 
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as in figure 3.19: 
Each zone is numbered from 1 to 7 and the number corresponds to the priority 
function value and the function value corresponds to the numbered queue in which the 
data unit will be put. If a data unit is evaluated that is in zone 3 (as an example), the 
priority function for this data unit will take the value 3 and it will be put in the queue 
number 3. A data unit that belongs to zone 1 will have the highest priority and will be 
sent before any other data unit that belongs to other zones. The data unit that belongs to 
zone 7 will have the smallest priority and will be sent after all other data units that 
belong to other zones. Every zone is delimited by four lines. For the zone delimiting, 
lines should be curve lines which model better the zone delimitations but they would be 
more difficult to be calculated. If the delimiting lines were elongated they would cross 
the axes in the points that are shown in the figure 3.19. 
time A 
L(df,tf) 
data unit has 




Figure 3.19 Evaluation zones 
Let us note dm and tm the carried out distance and elapsed time from source to the 
sensor where the evaluation takes place, therefore: 
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tf l tf 
t <A^—d -3tfand t <——d and t > O a n d d <df. 
m J m f m A j » m " m * * / 
As the evaluation function £{d,t) discards the data units that have the elapsed 
time tm greater than the deadline: tf, this mechanism has the same scope as the filtering 
mechanism. The scheduling mechanism covers the filtering mechanism. For this reason, 
only one mechanism, named scheduling-filtering mechanism will be implemented. 
The number of queues in the queue system could be decreased, thus the priority 
function values number has to be decreased. In the Annex 1, we presented a possible 
priority function with four values. This number corresponds with the number of the 
queues in queue system. 
800 
Time [ms] 0 0 Distance [m] 
Figure 3.20 The priority function £ with seven values 
65 
Mechanism Elements 
For this mechanism, every sensor should be time and position (location) aware, 
and have the data unit deadline and destination address. The data unit has the source 
address and the time generation fields. The sensor time, deadline and the time generation 
fields are necessary to evaluate the data unit in time as in the figure 3.15 for filtering 
mechanism. The sensor position, destination address and the source address are 
necessary to evaluate the data unit in space (figure 3.21). The last three elements are: the 
position of the source node, of the destination node and that of the transit sensorthat is 
doing the evaluation. 
i 
data unit fields: 
source localization mark 
sensor position 
sensor destination localization 
Figure 3.21 Required elements for spatial evaluation 
The localization corresponds, in the sensor networks, at the global logical address 
for the network layer. Using the localizations, a sensor is able to calculate distances for 
the spatial evaluation of the data unit. The mechanism has to calculate the distance 
between source and destination, and between its position (the sensor position that makes 
the evaluation) and the destination. 
In the sensor network there are also data units that do not carry information about 
the monitored phenomenon and thus they do not have a deadline. As a consequence 
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these data units should not be evaluated spatio-temporal and should by-pass this 
mechanism. These data units will be put directly in the lowest priority queue (queue 
number 7). Therefore, the last element necessary for this mechanism is the type of the 
data unit (mark field), to distinguish between the data units that are critical or non-
critical from the time point of view (figure 3.21). 
Is the mark of the data unit ="T"? 
Yes! 
p=l 
put data unit 
in the first 
ml++ 
tm = sensor internal time - source time 
dm = source-destination distance - sensor 
calculate priority function ^(dm,tm) 




















p = 7 




Legend: -tm, dm - priority function variables 
-p - priority value 
-q - queue number 
-mi - number of data units in the queue number i 
Figure 3.22 Queue selection part of the scheduling mechanism algorithm 
Scheduling Mechanism Algorithm 
The algorithm of the scheduling mechanism has two parts as is shown in the 
figures 3.22 and 3.23. In the first part, the data unit is evaluated with the priority 
function ^(d^tm), and based on the priority is put in the corresponding queue. 
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Legend: 
-q- queue number which send the data unit 
- m - current data unit number in the queue 
- mi - data units number in the queue i 
- i - queue number 
-j — position of a data unit in a queue 
Figure 3.23 Data unit sending part of the scheduling mechanism algorithm 
When a data unit passes this mechanism, it is verified the data unit type. If the 
data unit is marked with "T" (time treatment) it will be submitted at the time treatment 
(figure 3.22). If the data unit is not marked with "T" it will be put directly in the queue 
number 7 which has the lowest priority. If the data unit has a time treatment, the 
68 
algorithm will calculate the elapsed time tm from the generation of it and the covered 
distance dm, based on the mechanism elements carried by the data unit and the sensor 
time and localization. Using the tm, dm, and the priority function Cl{dm,tm), the 
algorithm calculates the priority value for the data unit. Based on the priority value, the 
data unit is put in the corresponding queue. Eventually, the algorithm updates the 
number of data units mt that exist in the queue in which the data unit has been put (figure 
3.22). 
In the second part of the algorithm, figure 3.23 represents the sending part, when 
the data units are sent toward the network layer in the order of their priority. 
The algorithm remains in a loop until all the data units are sent out. This could be 
verified when the variable that keep the number of queue q and the number that keep the 
number of the data unit that has to be sent m are not zero. If the variables q and m are not 
zero, the algorithm sends the data unit indicated by variable q and m. After the data unit 
is sent, the algorithm verifies if there are any data units to be sent in all queues (by 
calculation the value of the equation mi \\ m2 |).. 11 mj where mt is the number of the data 
units in the queue i. If there are more data units to be send (the queues are not empty), 
the algorithm verifies if there are other data units in queues with higher priority than the 
current queue. This verification is made by checking the values of the number of data 
units (given by mi, m^. mq.i). If one of these variables is not zero, the algorithm has 
found a queue with more priority that is not empty. In this case, the variables q and m 
are upgraded with the number of new queue and the new number of data unit in the 
queue that have to be sent at the next step. If all the queues with higher priority than the 
current queue are empty (the value of equation: mi \\ni2 \\..\\mq.i is zero then only the 
variable m is upgraded and the algorithm will send the data unit indicated by variable q 
and m. If all the queues are empty, (m; j j m2 11.. ||/W7= 0) the algorithm reset the variable 
p and m and the mechanism will stop data unit sending till a new data unit will be put in 
a queue (figure 3.23). 
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3.4.5 Traffic Shaping Mechanism 
Traffic shaping mechanism ensures the average arrival rate A, of the data units 
for every sensor. If the sending of the data units per unit of time is controlled at the time 
entity, the same amount of the data units will be transmitted (per time unit) at the data-
link layer which is the average arrival rate of the data units. Sending the data units by the 
transport protocol with a specific average rate, ensures the same average arrival at the 
data-link layer (figure 3.24). The position of this mechanism in the time entity is after 









controlled data units sending rate = X 
5>Z 
£ 
average arrival rate = A. 
Figure 3.24 Traffic shaping mechanism will control the average arrival rate X 
The evaluation has shown that in order to have a bounded travel time over the 
network, it is necessary to control the average data unit arrival of every sensor. The 
value of the average data unit arrival is imposed for every sensor by commands sent by 
the central base unit. When too many data units are presented at the time entity, it is 
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necessary to discard some, in order to keep the average unit arrival at the specific value. 
As in the time entity we have built a system of queues, it is possible to develop a 
discarding policy of the data unit. Thus, the remaining data units will provide necessary 
and sufficient information to derive the variation of the measured environmental 
phenomenon. For the simplicity of this protocol, we will chose to discard the first data 
unit that cannot enter in the queue system, indifferent of its priority or of its mark. 
Token Bucket Algorithm 
The traffic shaping mechanism is obtained using the token bucket algorithm as it 
is described in [20]. The token bucket algorithm is an improvement of the leaky bucket 
algorithm. The leaky bucket algorithm uses a queue and at specified interval time a data 
unit is sent out. When the queue is full, all the new arrived data units are discarded. This 
algorithm cannot ensure a good control when the data units have different length. 
Instead of this, the token bucket algorithm is used. In the figure 3.25 is shown the 









> ^ °Ut , 
J/— data unit length 
Counter C 
Z3 
Figure 3.25 The principle of token bucket algorithm 
The queue keeps the data units that wait to be sent. At every moment, the number 
of data units in the queue is m(t) which is function of time. The counter keeps the 
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maximum number of bytes that can be sent out from the queue - let us note this number 
C. When a data unit has to be sent out, the length of the data unit (in bytes) is compared 
with the number of bytes indicated by the counter - C. If the data unit has a length 
greater than C, the data unit cannot be sent. If the data unit length is less than C, the data 
unit is sent out. If the counter has a number C that is greater than the added length of two 
or more data units, all these data units are sent out. When a data unit is sent out, the 
counter is decreased with the length of the sent data unit, as indicates the signal Z2. The 
signal Zi is the signal that generates the clock ticks. These ticks are generated with the 
period of — and indicate the moments where a data unit has the possibility to be sent 
A 
out. This is indicated in the figure by the controlling signal of Z3 (Z3 is the same signal 
as Zi). Z3 controls the switch X]. At the same ticks, the counter is incremented with L, 
where L is the average length of a data unit. When the counter arrived at zero the 
controlling signal Z4 open the switch Xi and the data units are impossible to be sent. The 
counter cannot be increased more than Lmax, a value that indicates the maximum number 
of bytes that can be sent out at one tick. 
Using this algorithm, we ensure the average data unit arrival rate at X and an 
average arrival bytes rate at L • A with maximum arrival bytes rate at Zmax • A. This 
algorithm is useful when the data units have different length values. If the successive 
data units have short lengths, they can be sent out in one tick. If the data unit has a 
longer length than the average length L, the data unit has to wait until the next tick, 
making an average of L bytes per ticks. If the queue is full and the average data unit 
arrival rate for the queue is greater than X, some data units have to be discarded. 
Another important policy for this mechanism is the decision to take when the 
queue is full (in our case the system of queues): what data unit should be discarded when 
the queue is full and there is another data unit that has to enter in the queue. Usually the 
last data unit is discarded (the one that wants to enter in the queue) but when the data 
units are differentiated by the priority we can chose another policy: to discard a data that 
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is in the queue. For the simplicity for this protocol, we will choose to discard the last 









-C = value of the counter C 
-L = average length of the data units 
-Lmax = superior limit of counter C 
-m = number of data units in the queue 
-i = index number of the data unit in the queue 
-wi = length of the i data unit in the queue 
-w = current value of the data unit length 
-v = number of data units that can be sent in one tick 
-D = variable that keep the transit value of C i:=l 
- increase the counter C 
with Lmax as a limit 
- find v: the number of 
data units that can be sent 
out in one tick 
/ ^ V * ^ " " \ 
' w:=wi 
send data unit which has the length w 





. v:=v-l y 
^ \ - _ i++ ^ ^ ^ 
- send the all data units; 
\their number is v 
/ - decrease the counter C 
' with zero as a limit 
Figure 3.26 The algorithm of the traffic shaping mechanism at every tick 
The required elements for this mechanism are: the value of A, - the average data 
unit arrival rate, the value of L - the average of the data unit length, and Lmax, the 
maximum value of the number of bytes that has to be sent on a tick. Usually, the value 
of Lmax, depends on L: as Zmax = /? -L, where /? is a constant. Thus to implement this 
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mechanism we need the value of X and L. Theses values are sent by the center base unit 
toward the sensors using the command messages. 
Mechanism Algorithm 
In the figure 3.26 is shown the algorithm of the traffic shaping mechanism that is 
used at every tick. It has three parts: i) increase the counter C with the average length of 
the data units; ii) find the number of the data units that is possible to be sent in one tick; 
iii) send all the possible data units during the current tick. When the counter C is 
increased at every tick, its superior limit is Lmax. When the queue is empty there is no 
data unit to be sent and at every tick, the counter is increased with L. In order to prevent 
to be sent too much data units on a tick, the counter is limited at Lmax. When the number 
of data units v that can be sent during a tick is calculated, the variable D (which 
represents the transit value of C) that takes (only initially) the value of the counter C, is 
decremented down to zero. The loop to find v stops when D becomes zero or there are 
no more data units in the queue (m = 0). Knowing the number of the data units that can 
be sent during one tick interval, the data units are sent, and the counter C is decreased 
for every data unit with the value of the length of the data unit. The inferior limit of the 
C is zero. The loop for sending the data units stops when all data units are sent. 
3.4.6. Time Entity Parts 
The time entity of the transport protocol will include the two mechanisms: 
scheduling-filtering and traffic shaping. When traffic shaping mechanism will work 
with the scheduling-filtering mechanism, the queue of traffic shaping mechanism is 
represented by the system of queues of the scheduling-filtering mechanism. Therefore 
the two mechanisms will use the same queues system. The scheduling - filtering 
mechanism uses the queues system to put the evaluated data units in the corresponding 
queue and the traffic shaping will take the data units to send them toward the network 





1 2 3 4 5 6 7 
traffic shaping mechanism 
Figure 3.27 Constituent parts of the time entity 
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Chapter 4 Analytical Model 
The aim for these analytical models is to build mathematical implementations for 
the two protocols: the Bonaventura protocol (BVP) - the designed transport protocol in 
this work - and for UDP protocol and compare their behavior in a real-time 
communication needed in the wireless sensor networks. 
4.1 Introduction 
In this subchapter we describe the comparison presumptions, the performance 
metrics and the notation used for the analytical model 
4.1.1 Presumptions 
For the consistency of the comparison of the analytical models, the two protocols 
have to be put under the same conditions and, therefore, the same sensor network will be 
considered and the same routing protocol will be used. Others presumptions are: 
1. the sensors are fixed in the network field and are distributed randomly, 
2. the communication system of the sensors is a very simple one, with a single 
communication channel. Thus, in a sensors neighboring (given by the radio range 
radius) only one single communication is possible; the other sensors should wait 
in order to seize the medium, 
3. all the sensors generate data units periodically. The data units contain payload 
data for application; these data units have to be transmitted to the sink, 
4. the data unit processing time at the layers 1, 2, and 3 is the same because the 
comparison imposes that the model should use the same protocols in the layers 1, 
2 and 3. 
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4.1.2 Performance Metrics 
The comparison of the two protocols behavior will be made for two performance 
metrics: travel time and throughput. Each data unit generated by a sensor network has a 
travel time and the entire sensor network has a throughput, depending on the used 
protocols stack. 
The travel time starts in the moment when the data unit is delivered at the source 
sensor from the application layer to the transport protocol and ends when the transport 
protocol at the destination (sink) delivers the data unit to the application layer as is 
shown in the figure 2.1. This travel time will be calculated for the two protocols and the 
results will be compared. 
The throughput is defined as the number of data units that arrive at the 
destination in a time unit. It is assumed that all these data units could be used by the 
application. In the real-time communication, not all data units that arrive at destination 
can be used. Therefore it is better to compare the data units that arrive in time: those that 
can be used by the application. This performance metric will be defined in the paragraph 




Figure 4.1 A path with three sensors for analytical model 
In order to build the travel time model, we will take into consideration from a 
large sensor network a route that contain three sensors and a sink as in the figure 4.1 and 
+ 
+ 3 + 
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we will try to find the travel time in the case of the two compared protocols. 
The notations used in this chapter are: 
- two indexes which indicate: a) if there is a letter (h, p or r) it means the delay 
data unit per hop (h), propagation time (p) and reception time if) or if it is a 
number it means the layer at which the data unit is processed (1, 2, 3, or 4) and b) 
the protocol: U stands for UDP and B stands for BVP 
- one exponent which indicates the node where the time is considered and it is 
put in round parenthesis 
4.2 Travel Time Analysis 
We make the travel time analysis describing the travel time components for the 
two compared protocols. 
4.2.1 UDP Travel Time 
Transit sensor 
The data unit is received by the communication system and it will pass and it will 
be processed up to the layer three. This time is the same for all the data units and is 
noted as T1.3. At the third layer the data unit is analyzed in order to be routed; this time is 
noted as T3. Then the data unit will be delivered to the second layer and then to the first 
layer. This time will be noted as T3.1 and will be considered as the same for all data units. 
The order of the data units from their receiving in a sensor up to their sending towards 
the next sensors is kept. In the moment that the data unit has to be sent towards the next 
sensor the sensor has to seize the medium. Thus the data unit has to wait in a queue. This 
is the moment in which the UDP protocol - more precisely the network is unable to 
control the data unit travel time because the waiting time could be very long for a real-
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time communication unit. This time is noted 71/, and comprise also the transmission time 
toward the next node. 
Generating sensor 
It was stated that all the sensors are also nodes that generate data units. The 
application layer will deliver data units at the UDP. From this moment we have to 
calculate the travel time. When a data unit arrives at the transport protocol UDP, UDP 
will process it in a time noted with T4U. Then the data unit is delivered to the third layer 
and at this level it meets the data units that are in transit in the same node. It is processed 
to be routed which will take the time T3. The rest of the model is the same as in transit 
sensor: data units will be delivered to the second and then to the first layer and 
transmitted toward the next sensor. 
Sink node 
At the end of the travel is the sink node which receives all the data units 
generated by the sensor network. The data unit is received and then delivered up to the 
third layer in a time noted by T1.3. At the third layer, the data unit is analyzed in a time 
noted T3 and it is delivered to the transport layer because the data unit reached its 
destination. Here the protocol UDP works and we will note the time to analyze the data 
unit and to transmit it to the application layer with T41J. 
UDP Travel Time Components 
When the node three generates (figure 4.1) a data unit, the travel time is 
composed by the following times: 
Tfu = data unit processing time by the UDP at source sensor (3) 
T{p = data unit processing time by the third layer for routing 
Tf\ = data unit passing time from the third layer to the first layer in order to be 
transmitted 
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T(hu = delay data unit to wait at the queue and to be transmitted (hop delay) 
ji(3-2) = propagation time between the node (3) and (2) 
r(r
2) = reception time in node (2) 
Till = data unit passing time from the first layer to the third layer 
T{P = data unit processing time at the third layer for routing 
7"^ = data unit passing time from the third layer to the first layer in order to be 
transmitted 
TMJ - delay data unit to wait at the queue and to be transmitted (hop delay) 
T(p~X) = propagation time between the node (2) and (1) 
j-0) = reception time in node (1) 
Ti% = data unit passing time from the first layer to the third layer 
T^ = data unit processing time by the third layer for routing 
jf_\ = data unit passing time from the third layer to the first layer in order to be 
transmitted 
Thu = delay data unit to wait at the queue and to be transmitted (hop delay) 
(l-s) 
j - = propagation time between the node 1 and sink (s) 
J.W = reception time in sink node (s) 
f = data unit passing time from the first layer to the third layer 
T{s) ~ data unit processing time by the third layer for routing 
'fiu = data unit processing time by the UDP at destination node: sink (s) 
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Therefore for a data unit generated by the node three, the travel time Tt will be 
the sum of all of described times: 




When node two generates a data unit, the travel time will be obtained in the same 
way as in the case of the third node. From equation (4.1) it is possible to obtain the 
travel time for a data unit generated by the second node: 
T(2) _ V T ^ 
J- tU ~ / J aU 
a=\-H,h,p,r;c=\-2,s 
(Eq.4.2) 
When the first node generates a data unit, the travel time is given by the 
following equation: 
r(l) _ V T^ 
1 tU — / J all 
a=l-4,h,p,r;c=\,s 
(Eq.4.3) 
4.2.2 BVP Travel Time 
The UDP protocol runs only at the ends of the communication: at source node 
and at the destination node. In the transit nodes the data unit is handled only up to layer 
3 in order to be routed. The BVP protocol runs in all the nodes during the travel, so a 
data unit will be processed in every node along the way. The data unit will arrive at the 
forth layer and will be processed. 
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Transit sensor 
In a transit node, the data unit is received by the communication system and it 
passes from layer to layer up to the third layer. This passing time is the same for all data 
units and will be noted: T1.3. The data unit will not be analyzed at the network layer but 
it will be delivered direct to the forth layer where the BVP protocol runs. We will 
consider that the passing of the data unit from the third layer to the fourth layer is very 
quick. As a consequence of the analysis made for the BVP protocol, the data unit will be 
put in one of queues implemented in the protocol and will be transmitted toward the 
third layer using the traffic shaping protocol. For this layer we will consider that the time 
spent by the data unit at this layer is composed by: 
T41 = analysis time: the data unit is analyzed by the BVP for spatial and 
temporal point of view and is introduced in a queue. The estimation of this time 
is made by the estimation of the number of instruction and the computation speed 
of the CPU sensor. 
T42 = waiting time in queue: in the case of a data unit having the highest 
priority, this time is given by the number of data units that exist in this queue. If 
a data unit has a lower priority, the waiting time is given by the number of data 
units that exist in all the queues with higher priority plus the number of data units 
that exist in its queue before it. 
T43 = emission time towards the third layer because of the shaping 
mechanism. The shaping mechanism ensures a specified number of data units to 
be emitted in the time unit. 
As a consequence, at transport layer, in a transit node, the time to process a data 
unit is given by: 
T4 = T41 + T42 + T43 (Eq.4.4) 
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Then the data unit will be delivered at the third layer where it will be analyzed 
for routing. The data unit will pass from the third layer to the first layer in the time noted 
T3.1. The data unit will wait in order to be transmitted. This time is noted by Tm, it also 
comprises the transmission time and its estimation is determined by the number of 
sensors in the radio range which depends on the average sensor density in the field. 
Generating sensor 
In the case of the generating sensor, the time to process the data unit by the BVP 
protocol is limited to time T42 and T43 because the time to analyze a data unit does not 
exist: the data unit is put directly in queue with the last priority. Thus at the generating 
node the processing time at the transport layer is: 
T4 = T42 + T43 (Eq.4.5) 
The rest of the time components remain as in the transit node. 
Sink node 
In the case of sink node, the processing time of the data unit by the BVP protocol 
is composed only by the first component: T41 because the data unit will be delivered 
directly to the application level after spatial and temporal analysis and therefore the 
components T42 (waiting in queue) and T43 (emission time) do not exist. Thus at the sink 
node the processing time at the transport layer is: 
T4 = T41 (Eq.4.6) 
BVP Travel Time Components 
The considered paths remain the same as were for UDP analysis (figure 4.1). 
When the node three generates a data unit, its the travel time is composed by the 
following times: 
Tfs = data u m t processing time by the BVP at source sensor (3) 
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Tf* — data unit processing time by the third layer for routing 
T(i\ = data unit passing time from the third layer to the first layer in order to be 
transmitted 
TM = delay data unit to wait at the queue and to be transmitted (hop delay) 
j(3-2) _ p r 0p ag a t io n time between the node (3) and (2) 
yi(2) = reception time in node (2) 
7*^ = data unit passing time from the first layer to the third layer 
T^B = data unit processing time by the BVP at transit sensor (2) 
7^2) = data unit processing time by the third layer for routing 
T{i\ = data unit passing time from the third layer to the first layer in order to be 
transmitted 
T{hB = delay data unit to wait at the queue and to be transmitted (hop delay) 
7p2_1) = propagation time between the node (2) and (1) 
j.(i) = reception time in node (1) 
T\% = data unit passing time from the first layer to the third layer 
j - 4 B = data unit processing time by the BVP at transition sensor (1) 
T{P = data unit processing time by the third layer for routing 
T^\ — data unit passing time from the third layer to the first layer in order to be 
transmitted 
ThB = delay data unit to wait at the queue and to be transmitted (hop delay) 
T{p~s) = propagation time between the node (1) and sink (s) 
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- « reception time at sink node (s) 
is} 
j = data unit passing time from the first layer to the third layer 
T^ = data unit processing time by the third layer for routing 
T\"B = data unit processing time by the BVP at destination node (s) 
The travel time for a data unit generated by the node (3) will be the sum of all of 
described times: 
7$= E r S (Eq.4.7) 
o=l-4,/i, p,r;c=l-3,s 
It is possible to write the travel time generated by nodes (2) or (1) in the same 
way as for UDP: 
a=\-4,h,p,r;c=l-2,s 
and respectively: 
7$= J 7*2 (Eq.4.9) 
a=\-A,h,p,r;c=\,s 
4.2.3 Travel Time Comparison 
If we take into the consideration the presumptions made in the paragraph 4.1.1, 
we can consider that the following times in the travel times are equal and are noted the 
same: 
T(su = f3B = T
{3] - data unit processing time at the third layer in node (1) 
Tw = T¥B = Tlp = data unit processing time at the third layer in node (2) 
j'fjj = jf^ = Tf> = data unit processing time at the third layer in node (3) 
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Ti\u = T(I\B = 7i-i = data unit passing time from the third layer to the first layer 
in order to be transmitted from node (1) 
n(2) _ rp(2) 
3-H/ — " T?-w - Tf-i ~ data unit passing time from the third layer to the first layer 
in order to be transmitted from node (2) 
Tf\u = Tf-w = T?\ = data unit passing time from the third layer to the first layer 
in order to be transmitted from node (3) 
Trt) - T(rB = r(r
2) = reception time in node (2) 
T{ru = T(rB = T?} = reception time in node (1) 
Tiu = T{rB = T(s
s) = reception time at sink (s) 
T%2) = T%2) = T{p~2) = propagation time between nodes (3) and (2) 
T%x) = T(pBX) = T{p~l) = propagation time between nodes (2) and (1) 
T%s) - T%s) = T(l~s) = propagation time between nodes (1) and sink (s) 
Ti-lu - T\-\B - Ti-l - data unit passing time from the first layer to the third layer 
in node (2) 
T\-3u = T?-3B - T{\\ = data unit passing time from the first layer to the third layer 
in node (1) 
T[-3U
 =
 T\S-\B - Ti-l = data unit passing time from the first layer to the third layer 
in sink (s) 
Equivalent Model 
For the reason that the times in previous paragraph are equals, we will eliminate 
these components from the travel time estimation because they do not give any new 
information for this model. Therefore we will consider as part of the model only the 
times that are different between the two protocols. 
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For the UDP protocol, a data unit generated in the third node will have the 
following the travel time (the equivalent of the 4.1 equation): 
T?J = T® + T% + 7 $ + T(ll + T $ (Eq.4.10) 
For the BVT protocol, a data unit generated in the third node will have the 
following travel time is (the equivalent of the 4.7 equation): 
T'il^T^ + m + ^ + T^ + ni + T^ + Tn (Eq.4.11) 
It can be seen that in the case of the UDP protocol, the travel time estimation is 
composed by two processing times at source and at destination: Tw and Tw plus the 
delays data unit per hop: 7 ^ . It is possible to generalize the equation (4.10) and we can 
write for a node/ with a path with "C" hops: 
c=l 
In the case of protocol BVP, the travel time estimation is composed of: 
(•s) 
4fi the processing time at layer 4 at source and at destination T^B
 an& T 
the processing time at layer 4 for all transit nodes TAB •> TAB 
the delays data unit per hop: T{m 
It is possible to generalize the equation (4.11) and we can write for a path with 
' C hops that the travel time is: 
TW = T%] + 7tJ + X Ttt + £ 7fj (Eq.4.13) 
c=\ c=\ 
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If the equations 4.5 and 4.6 are used it is possible to write the sum of the times 
spent by a data unit at layer 4 at generating node (j) and at the sink node (s) as: 
r(C) . rp(S) — rrr(C) , rrr(C) , IJI(S) 4B ^ 1 4B ~ 1 42B ^ 1 43B ^ 1 41B 
The generating node (j) is the same with the "C" node , because "c" is the first 
node in the path. 
It is possible to make the following approximation: T^w = Tfil which means that 
the evaluation process time at transport layer at source (C) and at the destination (s) in 
the case of protocol BVP is the same. Thus, the equation 4.13 becomes: 
f£ ^jjtfl + Yj® (Eq.4.14) 
As can be seen the two equations 4.13 and 4.14 comprise two kinds of times: 
transport protocol processing time and delays data unit per hop. 
4.3 Throughput Analysis 
In this subchapter we show that if we take the throughput as performance metric, 
the UDP protocol behaves better than BVP. We also show that the throughput is not a 
very good performance metric for a real-time communication. As a consequence, we 
defined a new performance metric: the timlyput which is a goodput for data units with 
time constraint. 
4.3.1 Maximum Throughput Considerations 
As it was stated in the second presumption, the communication system of the 
sensors is a very simple one with a single communication channel. We assume also, that 
the sink communication system (toward the sensor network) is also of the same kind. As 
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the sensors in the network generate data units, these data units could be used only if they 
pass through the sink node. Regardless the quantity of the generated data units the 
throughput of the sensor network is given by the capacity of the sink to pass data unit 
toward the actors or toward the central base unit. As a consequence, the maximum 
W 
throughput of a sink is given by /9max = —; where W is the transmission rate in kbyte/s 
and L the length of the data unit in bytes. The measurement unit for the throughput is 
data units per second. This equation does not take into consideration the fact that the 
channel utilization is less that 100% due to the waiting time for medium seizing. 
In a sensor network, a sensor data unit generation rate could be greater than the 
capacity of the communication system and as the number of sensors varies between 
some hundreds to some thousands, it is obvious that the sink nodes represent bottlenecks 
that limit the data units passing. 
In order to increase this throughput it is possible to use more than one sinks (S 
the number of sinks) and therefore the maximum throughput in the network should 
SW 
become: 0rmx = . This equation has another limitation than the channel utilization as 
it was shown in the previous equation; the sinks have to be enough far away so that any 
two sinks could simultaneously receive data units. If two sinks are close, they could not 
receive simultaneously data units as the sensor nodes could not simultaneously seize the 
medium, thus the throughput is less than given in the previous equation. Another 
possibility to increase the sensor network throughput is the utilization of actors that 
wander through sensor field and receive directly data units from the sensors. This is 
better than having fixed sink nodes, but the analysis is beyond the scope of this work. 
These considerations were made regardless of the protocol stack used for 
network communication. Different throughputs will be obtained when using different 
protocol stacks it but these values cannot overpass the maximum throughput given into 
the above equations. 
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The consequence of the throughput limitation at the sink is this: it is useless for 
sensors to have high data unit generation rate because this will cause only the congestion 
of the network. In the paragraph 3.3.4 "The Average Generation Rate" was obtained the 
maximum generation rate for a sensor taking into account the maximum throughput of 
the network (more precisely the maximum sinks throughput). The maximum generation 
SW 
rate for a sensor is ymaK = (Eq.3.18) where N represents the number of sensors in 
the network. 
In order to analyze the influence of the transport protocol over the throughput we 
will take into consideration two cases: 
a), the sensors have an average generation rate of data units more than the 
SW 
maximum value given in the equation 3.18: y > 
NL 
b). the sensors have an average generation less than the value given in the 
- . i n SW equation 3.18. y< 
H NL 
4.3.2 UDP Throughput Analysis 
In the case of a network where every nodes generates more than the maximum 
generation rate, the communication system will be exceeded and all the nodes will work 
under congestion. The model is given in the paragraph 3.2.2.1. Every node will try to 
send its data units to next node, established by routing protocol, but the capacity of the 
receiving node is exceeded. The UDP protocol cannot control this situation and the 
networks protocols even if they have had congestion control, the congestion would not 
be alleviated because of the high quantity of the data units that are generated. The 
consequences of this situation are: 
all nodes are in congestions 
90 
large delays per hop are generated by the waiting time in transmission queue 
transmission buffers are always full (second layer) 
destroyed data units 
maximum throughput is limited by the sink (or sinks) 
In the case of a network where every node generates less than the maximum 
generation rate, the network could transport all the data units. Every node will try to 
send its data units to the next node and the delay will be small. But the field deployment 
of the sensors is randomly and in zone with high sensor density the congestion 
phenomenon could appear. As UDP has no control over the network congestion, only 
the network protocols could handle this situation, there is a probability to generalize the 
congestion to the entire network. 
In this situation it will be: 
short delays in zone without congestion 
possibility of congestions which imply longer delays 
maximum throughput limited by the network generation rate of the data 
units. 
4.3.3 BVP Throughput Analysis 
a). In the case of a network where every node generates more than the maximum 
generation rate, the BVP mechanisms will limit the number of data units that will be let 
towards the network layer. The traffic shaping mechanism eliminates all the data units 
generated over the limit imposed by this mechanism. Usually the limit of this 
mechanism is less than the maximum generation rate. The scheduling-filtering 
mechanism will let the data units that have a better priority (that came from the previous 
nodes). As the sensor deployment is randomly on the field there are possible congestions 
and thus large delays. If data units will have large delays in some zones of the network, 
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the scheduling-filtering mechanisms will prioritize them and send them before other data 
units. If the deadline is exceeded by these data units, the scheduling-filtering mechanism 
will discharge them and thus alleviate the network. The consequences of this situation 
are: 
possible congestions given by the sensor deployment 
data unit delays per hops given by a network without congestion 
- queue buffers at BVP level (layer 4) always full but transmission buffers not 
full (second layer) 
destroyed data units: that exceed the traffic-shaping mechanism limit 
- maximum throughput is limited by BVP traffic shaping mechanism 
b). In the case of a network where every node generates less than the maximum 
generation rate, BVP protocol discards the data unit that will have a travel time grater 
than the deadline. This phenomenon could appear as a consequence of possible 
congestions. 
The consequences of this situation are: 
data unit delays given by a network without congestion 
possible congestions given by the sensor deployment 
maximum throughput is less than the network generation rate or by the BVP 
traffic shaping mechanism (which is smaller) because of possible discarded data units 
4.3.4 UDP and BVP Throughput Comparison 
If throughputs are compared, we can easily see that UDP behaves better than 
BVP protocol. When the sensors have an average generation rate of data units more than 
the maximum generation rate value (the equation 3.18), the throughput is: 
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limited by the sink in case of UDP 
limited by the traffic shaping mechanism of BVP 
When the sensors have an average generation less than the maximum value, the 
throughput is: 
limited by the sensor generation rate of the data units in the case of UDP 
limited by the sensor generation rate or by the BVP traffic shaping 
mechanism 
In both cases the UDP throughput is greater than the BVP throughput. 
4.3.5 Timelyput Definition 
This comparison has taken into account only the throughput as the number of 
data units per time unit that are passed by sinks nodes toward the central base unit. In a 
real-time communication, the deadline determines which data units could be used or not 
by the application. As a consequence, in a real-time communication it will be more 
important to compare the throughput of the data units that could be used by the 
application, that is, the throughput of the data units that arrived at the destination before 
the deadline. 
In the specialized literature the term "goodput" is defined as the throughput at the 
application level i.e. the number of useful data units per time unit forwarded by the 
network, excluding the protocols overhead. 
In the same way, we can create and define the term "timelyput", 0D, as the 
number of data units per time unit in a real-time communication that arrive at the 
application layer destination in time - the time travel over the network is less than the 
deadline (D): 
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0 D = ^ (Eq.4.15) 
At 
In this equation, the nTiD is the number of data units whose travel time over the 
network is less than a deadline value and Â  is the considered period of time. 
The timelyput performance metric of the two compared protocols UDP and BVP 
is more useful in a real-time communication than the throughput metric. 
4.3.6 UDP and BVT Timelyput Comparison 
When the sensors have an average generation rate of data units more than the 
maximum generation rate value (equation 3.18) the timelyput could be: 
zero in case of UDP, because all the data unit will have long travel times as 
all nodes work in severe congestion. The travel time will exceed the deadline and 
the number of data units that will arrive in time per time unit will be very small) 
limited by the traffic shaping mechanism of BVP and by the value of the 
deadline 
As the deadline is smaller, the number of discarded data unit increases and the 
timelyput decreases. On the other hand, as it is shown in the paragraph 3.4.1 Time 
Equation Parameters" there are some sensors which could be too far from the sink and 
the data units from these sensors will have the travel time longer than the deadline. This 
situation will decrease also the timelyput. As the consequence the deadline value 
changes the timelyput value. 
When the sensors have an average generation less than the maximum value, the 
timelyput is: 
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limited by the network generation rate of the data units and by the value of 
deadline, in the case of UDP 
limited by the network generation rate or by the traffic shaping mechanism 
(which is smaller) and by the value of deadline 
In this second case, the difference between two protocols is: in the case of large 
networks or in case of possible congestions, in the network will appear data units with a 
travel time already greater than the deadline. If the network uses UDP, these data units, 
useless in a real-time communication, will be carried out by the network up to the sink 
and application layer. The side effect of these useless data units is that they will delay 
the data units that are in time. Some data units, which normally could arrive in time, will 
be delayed up to the point that they also exceed the deadline and will become useless. In 
some conditions this situation could have a "snow ball" effect and compromise all the 
data units in the network and therefore the timelyput could be zero. 
In the case of BVP, if data units with a travel time greater than the deadline 
appear, these data units will be eliminated by the BVP mechanisms. This situation will 
alleviate the network, the delays per hop will remain minimum and the timelyput will 
remain closer to the network generation rate or traffic shaping mechanism (which of two 
is smaller). 
As a conclusion, even if the generation rate of the data units in the network is 
lesser than the sink nodes can carry, the random position of the sensors in the field could 
generate congestion. In this case, BVP will have a better timelyput. 
4.4 Mathematical Mode! 
As the two protocols are compared by the means of a mathematical model, and 
not by means of an entire network simulation some approximations are necessary. 
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4.4.1 Timelyput Approximation 
First of all, we assume that all the data units generated by sensors could be 
carried by sink nodes. As the sink nodes do not became a bottleneck, the number of 
generated data units will be equal with carried data units by sink and thus no discarded 
data units. In this situation the throughput will be the same for both protocols but we 
have to show that the timelyputs are different. 
The mathematical model is based on the generation of a large number of the data 
units and in our model the generation of the data units is not time dependent or between 
the numbers of data units that arrive in time. The timelyputs (which are time dependent) 
will be compared by means of: a) generation of the same amount of data units for both 
protocols and b) the percentage between the number of data units that arrive in time and 
the entire number of generated data units. 
If n is the number of the generated data units (equal to the number of arrived data 
units), and At is the considered period of time, the throughput is: 
6 = — (Eq.4.16) 
At 
It is possible to define the percentage of the data units that arrive in time as: 
TJD=^-100 (Eq.4.17) 
n 
Using the equation 4.15, 4.16 and 4.17 we deduce that the timelyput is: 
As the throughput 9 is the same for the two protocols, the comparison between 
the timelyput values for each protocol became the comparison in our model, between the 
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percentages of the timelyput number of data units (or between the numbers of the data 
units that arrived in time, if the numbers of generated data units "«" is the same : 
(0DU o - 9DB ) = (TJDU <-> TJD>B ) = (nTiDJJ o nTiDB ) (Eq.4.18) 
4.4.2 Travel Time Components 
In the paragraph 4.2.3 "Travel time comparison" from the equations 4.12 and 
4.14, it was shown that the travel time has two major components: transport protocol 
processing times and data unit delays per hop. 
Transport Protocol Processing Time 
The processing time terms in equation 4.12 and 4.14 are notated with 
c 
TAU + Tw for UDP and ]T T^l f° r BVT protocol. Transport protocol processing times 
c=l 
are different for the two protocols. This difference comes from the following factors: 
the number of instructions necessary for the two protocols are different. As a 
rough estimation, the number of instructions of the BVP protocol is three times 
more than the UDP. 
BVP protocol utilizes a number of prioritized queues which can be seen as a 
small data base. The data base operation consists in putting an element (data 
unit) into the data base (queues), in finding an element with the maximum 
priority and in sending it toward the next layer. For these operations, there were 
developed different algorithms. These algorithms have different complexities but 
the majority of the algorithms has the complexity of order 0(n); where n is the 
number of elements in the data base. The analysis of the queues number, and the 
length of the queues is not the scope of this work. 
97 
BVP runs in every node along the path 
All the factors enumerated indicate that the average time for transport protocol 
processing is greater for the BVP than the UDP. This time could be optimized in order 
that the difference between the two protocols could be smaller. Furthermore, as CPU 
becomes richer in resources, this difference is very little. Even if the difference between 
the two transport protocols is very small, it remains that that BVP has a processing time 
greater than UDP. This is the cost to have a real-time communication. 
We consider that the time processing at the transport layer is at lest one order 
smaller than the transmission time and therefore we do not take this time into account 
for our mathematical model. 
Data Unit Delays per Hop 
These terms are notated with ^ r « ) for UDP in equation 4.12 and with ^ 7 ^ 
c=\ c=\ 
for BVP in the equation 4.14 (c=i... C). The data unit delays per hop are the delays of a 
data unit in order to be transmitted from a node to another. This time in queuing theory 
is named system time and comprises the waiting time and the transmission time as in 
[18]. In the paragraph 3.2.2 "Sensor Network Delay Analysis" it was shown the delay 
model and the data unit delay. In the equation the delay per hop is: 
T =T 





L X W 
where T0 = — and a = ; But Xmm = and thus the equation become: 
W /L mL 
Th=—




where : L = data unit length [bytes], W = transmission rate [bytes/s], m = the 
number of the sensor in the sensor neighborhood and X = the average arrival rate of the 
data unit at transmission. 
When a data unit is generated it will pass from sensor to sensor up to the sink and 
will have at every node different delays that could be modeled by the equation 4.19. The 
data length unit and transmission rate are defined as primary parameters in the table 3.2 
of paragraph 3.41 "Time Equation Parameters". It is mandatory to model the other two 
parameters: number of sensors in the neighborhood -m- and the average arrival rate -
X. As shown in the equation 3.1, the number of sensors in the neighborhood depends on 
the radio range radius. The average arrival rate depends on the average generation rate of 
the sensor - y and an internal (transit) data unit arrival rate x - a randomly parameter 
in our model. 
4.4.3 Data Unit Generation and Representation 
Assuming that a data unit is generated by the sensor number 3 in Fig. 4.1 This 
data unit will pass from the sensor 3 to the sensor 2, from the sensor 2 to the sensor 1 
and from the sensor 1 to the sink. Each time when the data unit is transmitted from 
nodes 3, 2 and 1 toward the next node it meets different situations from one sensor to 
another. These situations will determine the delay at each node (delay per hop). The total 
travel time along the route is the sum of the delays at each hop. In this case, as sensor 3 
generates a data unit, it is to determine three delays. To generalize, every data unit has 
the number of delays equal to the number of hops up to the sink. These delays have to be 
estimated using the mathematical model. But at each sensor the data unit meets different 
situations which could be modeled by the following parameters: 
nU)(hu) nh) mh) J» 2U) T^h Pi,h\n >P >  'Tiji'^ij'l i,h) (Eq.4.20) 
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In this notation, p(ph represents the data unit number i generated by sensor j , with 
h(J)= number of hops from the sensory up to the sink, pw — route of the data unit from 
the sensory in hop h, m(h)= number of sensor in the neighborhood from the sensor in 
hop h, r^h = data unit internal rate, ^JJ = data unit arrival rate and T^ = the delay of 
the i data unit generated by sensory at the hop h. 
unit i: 
If/ = 3, as in the figure 4.1, it will be three representations for one generated data 
/>S(3;P(3)=3Ai,«m(3);rS);^;7l5) 
The total of route delay (which corresponds with the travel time) for the "i" data 
unit, generated at the sensor 3 will be: 
r(3) = y (
3) 
A = l 
The notation is changed for the index because there are only the hop delays and 
therefore h will indicate the hop number and i will indicate the data unit identity. The 
exponent remains the same: sensor identity. 
If sensor 2 generates a data unit it will have two representations: 
^(2;p (2 )=2,l,,;m (2 );r^;^;rg) 
In general, the data unit /, generated by a sensory and a total of if hops will have 




AAA Parameters Modeling 
In order to obtain the representations of each data unit along the path, we have to 
model each parameter in a representation given by equation 4.20. 
In a field with dimensions X x Y it will be scattered in a random manner a 
number of N the sensors. Each sensor will have a position given by Z/Xj.yj) where 
0 < Xj < X 
0<yj<Y 
Each coordinate of the sensor is obtained randomly by using a uniform 
distribution between 0 and X and respectively between 0 and Y. 
sensor 
sink 
Figure 4.2 Sensors field representation 
The sink node will be placed at the border of the field (xs = X), but randomly on 
this border. Its coordinates will be Zs(X,ys). As for a sensor, the coordinate^ is obtain by 
uniform distribution between 0 and Y. 
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Figure 4.3 Routing candidates 
If the radius radio range is r it will be possible to determine the number of 
sensors and the identity of the sensors in the neighborhood for each sensor. The number 
of sensors in the neighborhood represents the m parameter. The sensor identities in a 
sensor neighborhood give the sensor candidates for routing. 
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A static routing will be considered which depends on the distance between the 
candidates and the sink, as is shown in the figure 4.3. The nearest candidate from the 




























Figure 4.4 Routing candidates for a greater radio range radius 
The sensor number 4 has m = 3 and the two candidates for data unit forwarding 
which are 7 and 1. As the distances between each candidate and the sink are di and d7 
and because d7 is greater than dj, the data units from sensor 4 will be forwarded towards 
the sensor 1. 
When the next step from each sensor it is known, is possible to obtain the route 
from each sensor and the number of hops towards the sink as in the table 4.1 
Route characteristics change when radio range radius changes. In the figure 4.4, 
it is kept the same sensor deployment but it is used a greater radio range radius. The 
route characteristics change as in the table 4.2. 
As it can be quickly seen, when the radio range radius increases, the number of 
hops on the path decreases, but the number of sensors in a neighborhood increases. 
103 














5(1, 5, 6, 9, s) 
7(3 ,5 ,6 ,7 ,9 ,10,s) 
5(1,4 ,7 ,8 ,9) 
5(3,5,7,8,10) 
6 (2, 3, 6, 9, 10, s) 
6(3 ,4 ,5 ,7 ,8 ,9) 
4(4,5,7,8) 














1 ^ 9 ^ s 
2 ^ s 
3 - + s 
4 ^ 9 - > s 
5 ^ 3 - * s 
6 - * s 
7 ^ 9 ^ s 
8 ^ 4 ^ 9 ^ 
s 
9 - * s 












Given the scenario from the figure 4.3 and the routes characteristics in table 4.1, 
if each sensor generates data units, these data units will have different representations, 
depending on the hop along the route up to the sink. Assuming that sensor 8 and sensor 
10 generate a data unit (with its identity i), each data unit will have the following 
representation. Sensor 8 data unit representation is: 
/>5(5;p(5) = 8,7,4,1,2, J;m(5) =3;ri§;Ag;7fi)) 
P?A (4; P
(4) =7,4,1,2, s;mw =3;T<$;A!$;T<$)) 
^2(2;/>(2)=l,2,J;w«=3;r{2;4^7l2)) 
p^(l;pm=2,s;m^=3;T^;^;T^y) 
Sensor 10 data unit representation is: 
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p%\y,p™ = 10,3,6,,; m^ =3;T??;A??;rt2
y)) 
^2
0 )(2;p ( 2 ) =3,6,s;m^ =4;T??;A??;iW)) 
p™(\;pm = 6,s;m<» = 4 ; r ^ ; ^ ; r ^ ) ) 
The route total hops delay for the data unit number i sent from the two sensors is: 
(8) (8) , (8) , (8) , (8) , (8) 
U fu=T\s
+TiA + Tii+Ti,2 + T. 
(10) (10) , (10) , (10) 
1 Ttj=Tii
 +Ti,2 +T, 
In order to obtain each j<J value it is necessary to build the function T.
J
h which 
represents an internal data arrival rate. Its value that has to be added at the generation 
rate to obtain the arrival rate at each sensor, for the hop h and data unit /. 
Z = y + T (Eq.4.21) 
where A is the arrival rate data units (data units that have to be transmitted) by 
sensor, y is the generation rate data units of the sensor (the same for all sensors), and r 
models the data units internal rate that exist in a sensor. This function has a random 
value of a uniform distribution on the interval (0, /lmax): 
T = A,aax-rand(Q,l) (Eq.4.22) 
W 
The maximum value of /lmax is given in the equation 3.8: Amax = . This value 
mL 
is determined for entire network because m is the number of the sensor nodes in the 
neighborhood for entire network (it is an average). Based on the equation 4.21, 4.22 and 
3.8 it is possible to calculate the data arrival rate for every data unit per hop. 
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Protocol Data Arrival Rates 
In order to make the difference between the two protocols the following value of 
the data arrival rate will be taken: 
1. for the protocol UDP, there is no any control of the data arrival rate and 
therefore the value of the A is given by the equation 4.22 
2. for BVP protocol, the traffic shaping mechanism limit the data arrival rate at 
X^ therefore if A calculated by the equation 4.22 is greater then \im, in the 
delay calculation there will be used the value of ^ . If the value of A is less 
than Ay^, the delay will calculated with the value of A, [ A:- min(/llim, A); ]. 
In the case of UDP protocol, if the data arrival rate is greater than the Amax, 
W 
(Amas = — ) the delay calculated by the equation 4.19 become negative. In this case a mL 
large value will be chosen to be assigned to the delay instead of the calculated value. 
4.4.5 The Model Limits 
The model built for the protocol UDP and BVT comparison has the following 
limitations: 
- the function r which could not model exactly the real situation 
- the delay per hop calculation is based on the assumption that all the nodes 
have the same data unit arrival rate 
the assumption that in a sensor network the routing is static 
BVP alleviates the network because it discards all the data units that have the 
travel time greater than the deadline, which is not modeled 
- the data unit discard in the case of the UDP protocol (when the buffers are 
full) are not modeled 
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processing time at the transport layer is neglected 
- the scheduling mechanism for BVP is not modeled 
4.4.6 Methodology Implementation for MATLAB 
In order to arrive at the comparison results given by MATLAB, here are the steps 
that have to be followed: 
1. sensor position generations on the field, as in the figure 4.2; values to choose: 
N, X, Y; obtained values: sensor positions j(x- , .y,); l< j <N 
2. sink position generation on the field s(X, ys); 
3. based on the value of the radius radio range: r, calculation for each sensor: 
the number of hops, route and number of sensors in the neighborhood; value to 
choose: r; obtained values: h®, p{j) and m® 
4 data units generation; value to choose P which is the number of data units 
generated by a sensor; obtained value n, the total number of data unit generated 
by the network 
5. data unit representation based on the number of hops, and routes 
6. random values generation for all representations: rand (0,1) 
7. values of T function computation: r $ (1 < i < P,\ < j< N,\ <h<H) 
8. values of X function computation for each data unit representation and for the 
two protocols 
9. values of delay computation for every representation: j\Jh a nd values of the 
travel delay for all hops along the route for the two protocols 
10. values of the travel time for each data unit and for the two protocols 
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11. values of the numbers of data units that are in time nTiD v; nT<D B for the two 
protocols and thus the approximation of the timelyputs 
13. protocols comparison based on the value obtained at points 10 and 11. 
4.4.7 Model Implementation 
The implementation of the mathematical model for protocol UDP versus BVP 
comparison was made with MATLAB 7.1 software using a computer having a CPU 
Pentium 4, 3.00 GHz, and 1GB RAM. The computer operating system is Microsoft 
Windows XP. 
The implementation was made with three different programs: i)a program for 
sensor network generation, ii) a program for timelyput comparison and ii) a program for 
travel time comparison. 
Sensor Network Configuration 
The network was modeled by a program that implements a mathematical model 
of a flexible sensor network and calculates the routes and the number of hops from each 
sensor toward the sink. As input data there are: the number of sensor nodes: N, the 
number of sink nodes: S, the radio range radius: r, and the field dimensions: Xand Y. All 
the input data can be changed in order to obtain different sensor networks 
The program scatters randomly the sensor and sink nodes over the field. Based 
on the static routing, explained in the paragraph 4.4.4 "Parameters Modeling" and the 
radio range radius, it determines for every sensor the number of sensors in its 
neighborhood, the route (sensor identities) and the number of hops up to the sink. The 
program also calculates values for entire network: number of sensors in the 
neighborhood, maximal data arrival rate and maximal data generation rate per sensor. 
The program also indicates the percentage of the "successful sensors" (whose data units 
arrive at a sink) and the percentage of the "unsuccessful sensors". These former sensors 
are divided into: "isolated sensors" (sensor that cannot forward its data units), "blocked 
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sensors" (sensors that can forward its data units but these data units arrive, eventually, at 
an isolated sensor) and "looped sensors" (sensors whose data units circle in a loop and 




Figure 4.5 Sensors and sink positioning in the field for a tiny network 
The random numbers for nodes positioning are generated using the function 
"rand" which has the value of "state" as parameter. This parameter could be changed in 
order to obtain a different position of the nodes in the field when all input data are kept 
at the same value. 
As an example, in the figure 4.5 a tiny sensor network is presented with the 
following input data: N = 40, S = 1, r = 27 m, X= 100 m, Y= 100 m, state = 100. The 
number of the successful sensors is 40 (all sensor data units have a path to arrive at the 
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sink). A sensor is represented by a red character "*" and the name of the sensor (sensor 
identity) is given next to the sensor. The sink node is represented by a black empty 
square shape identified by "ssl". The blue lines between sensors indicate the routes of 
the data units. As a data unit will go towards a sink always positioned on the right side 
of the field, a blue line indicates that the left side line sensor forwards the data units 
towards the right side line sensor. A sensor will forward its data units and all the data 
units of the sensors from the upstream. Finally, all the routes converge to the sink nodes. 
For the sensor 16, the route is: si6, s31, si, s40, si 1, s6 and ssl, and it has 6 hops. For 
the sensor "s40" was drawn the cover limit of the radio range of its communication 
system (green). This shows the number of sensors in the sensor neighborhood (in this 
case 6: si, si 1, s22, s24, s37, s40) and the best candidate to forward the data units. "s40" 
will forward the data units to "si 1", as can be seen on the figure 4.5. 
Timelyput Comparison 
The implementation for timelyput comparison of the two protocols BVP and 
UDP was made by a program with two variants: one variant makes a comparison in two 
dimensions: timlyput versus deadline with a fixed value of data unit generation rate and 
the second variant makes a comparison in three dimensions: timelyput versus deadline 
and data units' generation rate. The data input for these programs are the network 
configuration given by the program that models the sensor network, number of data 
units generated by each sensor P, the data unit length L, the transmission rate W. The 
programs generate, for every sensor, a matrix with H*P lines where H is the number of 
hops from that sensor to the sink. The number of lines of this matrix stands for all data 
unit representations for a single sensor. On the first column we mark the sensor identities 
which are encountered by the data unit along the route (hops) while in the second 
column is generated a random vector which represents the values of data unit internal 
rate: r. The third and fourth columns represent the delays per hop for UDP and BVP 
respectively. In order to have a consistent comparison the same value of the data unit 
internal rate x is used for both protocols. This data unit internal rate is added to the data 
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unit generated rate and the data unit arrival rate A is obtained. Based on the data unit 
arrival rate, the network configuration and input data it is calculated the hop delay time 
for each representation. For BVP protocol, the delay hop is calculated taking into 
account that the protocol limits the value of the data unit arrival at a maximum accepted 
value. The value of the travel time for each data unit is obtained by adding all the hop 
delays of all hops along the route of the data unit. For every protocol the travel time per 
data unit and per sensor are put into different matrixes with N lines and P columns. 
The first variant of the program makes a comparison of protocols in two 
dimensions. If a deadline D is established, the program evaluates the number of data 
units that arrived in time, thus it evaluates the protocols timelyput. If the deadline takes a 
range of values the calculated timelyput for each protocol will be represented as a 
graphic. The results of this program are the figures: Fig 4.7, 4.8, 4.13, 4.14. In these 
figures the BVP timelyput is drawn in red and the UDP timelyput in blue. On the x-axis 
the deadline takes different ranges of values depending on the transmission rate W. 
The second variant of the program generates protocols timelyput surfaces versus 
deadline and data units generated rate. A vector with equidistant values, of the data unit 
generation rate, is generated. For every value it is calculated the timelyput as it is 
described above. The results are put in two matrixes with three dimensions and 
visualized as surfaces. For each evaluated case were obtained three figures: BVP 
timelyput surfaces in Fig. 4.9 and 4.15, UDP timelyput surfaces in Fig. 4.10 and 4.16 
and the timelyput difference surfaces between the BVP and UDP in Fig. 4.11 and 4.17. 
Travel Time Comparison 
The implementation of the travel time comparison was made with a program 
which draws two histograms (one for each protocol) that indicate the numbers of data 
units that arrive in an interval of time. The input data for this programs are two matrixes 
with the data units travel times obtained with the first variant of the program for 
I l l 
timelyput comparison. The histograms for the studied cases are shown in the figures: 
Fig. 4.12 and 4.18. 












.4} ss 1 
r 0 SS 3 
lss2 
0 Ui^-^i-ijii L_ ':...£ 1 I L L_ L i 1 L _I 
0 100 200 300 400 500 600 700 800 900 1000 
X-axis 
Figure 4.6 Sensors and sinks positioning in the field for scenarios network 
The protocols comparison was made on a sensor network presented in the Fig. 
4.6 which has N = 500 sensor nodes and S= 3 sink nodes scattered on a surface of X = 
1000 m X Y= 1000 m. The radio range radius is r = 100 m. All sensors on the network 
have a route towards one sink (all sensors are successful). For the clarity, in the figure, 
we omitted the nodes identity. The number of data units generated by each sensor is P = 
10000. The length of data unit is 128 bytes. There were taken, for comparison two 
scenarios, depending of the transmission rate capacity: a) low transmission rate W = 64 
kbit/s (8 kbytes/s); b) high transmission rate W - 2048 kbit/s (256 kbyte/s). There are 
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also the results for the third scenario for a middle transmission rate W = 512 kbit/s (64 
kbyte/s) which are presented in the Annex 2. 
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Figure 4.7 Protocol timelyputs versus a large deadline interval for low transmission rate 
In the figure 4.7 and 4.8 the two protocols are compared for the timelyput. In the 
figure 4.7 the deadline range is the interval 0 - 1500 ms. Data unit generation rate is at a 
constant value of 1.125 data units/s. The figure 4.8 shows better the first part of the 
interval because the deadline is in the interval range of 0 - 600 ms. At the beginning of 
the deadline interval 0 - 20 ms there is no timelyput for both protocols. This is normal 
because the data unit transmission time is T0 = — 16 ms (W in kbyte/s). After the 
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Figure 4.8 Protocol timelyputs versus a short deadline interval for low transmission rate 
The difference between protocols is very little up to the deadline value of 80 ms. 
At this value the timelyput protocols is about 200,000 units. Increasing the deadline, the 
protocols became to differentiate. From the value of 200 ms, the timelyput protocols 
start to rise in a non linear manner. After the value of the 600 ms the increase of the 
timelyput is insignificant. At the end of this interval the number of data units that arrive 
before the deadline is almost constant. Starting with the deadline value of 600 ms, from 
the total number of the data units generated by the network (5,000,000) only about 
1,100,000 data units arrive in time for UDP protocol that represents a percentage of 22% 
and about 1,300,000 data units arrive in time for BVP protocol that represents 26% of 
the generated data units. The Bonaventura protocol has a timelyput better than UDP with 
about 200,000 units that represent 4% from the total number of the data units and an 
increase with 18% than the UDP protocol. 
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Figure 4.9 BVP timelyput surface for low transmission rate 
In the figures 4.9, 4.10 and 4.11 are drawn the surfaces of the variation of the 
timelyput versus deadline and data unit generation rate for Bonaventura protocol (fig. 
4.9), UDP (fig. 4.10) and the timelyput difference between the two protocols. The 
deadline interval is 0 - 500 ms and the data units generation rate interval is 0 - 10 data 
units/s. When the data unit generation rate is very low and the deadline value is large, 
the timelyput of the two protocols is at maximum possible: 2,500,000 units which 
correspond at 50% of the maximum throughput of the network. As the data generation 
rate increases, the timelyput of the two protocols decreases, but the difference between 
protocols increases as can be seen on the figure 4.11. When the data unit generation rate 
arrives at the value of 5 data units/s the network is in a total congestion and the UDP 
protocol cannot carry any data unit with a travel time less than 500 ms. Under the same 
conditions, BVP protocol has a timelyput of 400,000 units which represent 8% of the 
total generation number of data units. When the deadline value decreases, the timelyput 
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difference decreases in a linear manner and for very little values of deadline the 
difference is zero. 
Data unit generation rate [data unit/s] 
Figure 4.10 UDP timelyput surface for low transmission rate 
In the figure 4.12, are presented two histograms one for BVP protocol and one 
for UDP protocol in order to compare the two protocols for the travel time of the data 
units. In this case no deadline is imposed for the travel time. The histograms take the 
interval 0 - 1000 ms and divide it in interval of 20 ms. For each interval, the number of 
the data units are counted. As it can be seen, the number of data units in each interval is 
greater for BVP than UDP. The most important difference between these protocols is 
given in the interval 100-140 ms. 
As conclusion, the transmission rate capacity W = 64 kbit/s (16 kbyte/s) 
determines long travel times for data units (as the transmission time for a single data unit 
is 16 ms) and it also imposes little value of the data unit generation rate (calculated 
116 
/max = 0-375 data unit/s). At a data unit generation rate of 5 data units/s the network is in 
total congestion. 
500 
12 0 Deadline value [ms] 
Data unit generation rate [data unit/s] 
Figure 4.11 Timelyput difference surface for low transmission rate 
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Fig. 4.12 Histograms for data units travel times for low transmission rate 
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The difference between the two protocols is little when the network resources are not 
exceeded, but this difference increases when the network is used at full capacity. 
Sensor Network with High Transmission Rate 
There are five figures for timelyput comparison. In the figure 4.13 the deadline 
range is the interval 0 - 6 0 ms. Data unit generation rate is at a constant value y = 36 
data unit/s. The figure 4.14 shows the timelyput for the first part of the deadline interval 
( 0 - 1 5 ms). Because the transmission time of a single data unit T0 = — is 0.5 ms (W = 
W 
256 kbyte/s), at the beginning of the deadline interval 0 - 1 ms there is no timelyput for 








— U \ ---;-- ; -






10 20 30 
Deadline [ms] 
40 50 60 
Figure 4.13 Protocol timelyputs versus a large deadline interval for high transmission 
rate 
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The difference between protocols is very little up to the deadline of 10 ms. 
Increasing the deadline, the protocols become to differentiate. At about the value of 10 
ms the timelyput protocols starts to rise in a non linear manner. After the value of the 40 
ms the increase of the timelyput is insignificant. At the end of the deadline interval, the 
number of data units that arrive before the deadline is almost constant. Starting with the 
deadline value of 40 ms, from the total number of the data units generated by the 
network (5,000,000) only about 1,180,000 data units arrive in time for UDP protocol 
which represents a percentage of 24% and about 
x105 
Deadline [ms] 
Figure 4.14 Protocol timelyputs versus a short deadline interval for high transmission 
rate 
1,380,000 data units arrive in time for BVP protocol that represents 28% of the 
generated data units. The Bonaventura protocol has a timelyput better than UDP with 
about 200,000 data units that represent 4% from the total number of the data units and an 
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Figure 4.15 BVP timelyput surface for high transmission rate 
400 0 Deadline value [ms] 
Data unit generation rate [data unit/s] 
Figure 4.16 UDP timelyput surface for high transmission rate 
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In the figures 4.15, 4.16 and 4.17 are drawn the surface of the variation of the 
timelyput versus deadline and data unit generation rate for Bonaventura protocol (fig. 
4.15), UDP protocol (fig. 4.16) and the timelyput difference between the two protocols 
(fig 4.17). The deadline interval is 0 - 15 ms and the data units generation rate interval is 
0 - 250 data units/s. When the deadline value is large (about 15 ms) and the data unit 
generation rate is very low, the two protocols have almost the same behavior: the 
timelyput is about 2,500,000 units which correspond at 50% of the total throughput of 
the network. As the data generation rate increases, the timelyput of the two protocols 
decreases, but the difference between protocols increases as can be seen on the figure 
4.17. When the data unit generation rate arrives at the value of 150 data units/s the 
network is in a total congestion and the UDP protocol cannot carry any data unit with a 
travel time less than 15 ms. In the these conditions, BVP protocol has a timelyput of 
400,000 units which represent 8% of the total generation number of data units. When the 
deadline value decreases, the timelyput difference decreases in a linear manner and for 
very little values of deadline the difference is zero. 
Figure 4.17 Timelyput difference surface for high transmission rate 
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Figure 4.18, shows two histograms to compare data units travel time of the two 
protocols. The histograms take the interval 0 - 50 ms and divide it in interval of 1 ms. 
For each interval are counted the number of the data units. As it can be seen the number 
of data units in each interval is greater for BVP than UDP. The most important 
difference between these protocols is in the interval 2 - 5 ms. 
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Figure 4.18 Histograms for data units travel times for high transmission rate 
As a conclusion, the transmission rate capacity W = 2048 kbit/s determines very 
short travel times for data units (because the transmission time for a single data unit is 
0.5 ms) and it also allows large values of the data unit generation rate. At a data unit 
generation rate of 150 data units/s the network is in total congestion. The difference 
between the two protocols is little when the network resources are not overwhelmed, but 
this difference increases when the network is used at full capacity. 
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Chapter 5 Conclusion 
This work presents a transport protocol for a real time communication that is 
suitable in the wireless sensor networks. In the specialized literature, for the network 
and data-link layer, there are presented some real-time protocols for wireless sensor 
network, as there are described in the chapter two of this work, but for the transport 
layer there is no any real-time communication protocol. The existing TCP and UDP 
protocols are not suitable for real-time communications and for wireless technology, but 
in this case UDP behaves better than TCP. As a consequence, the performance 
estimation of the designed protocol was compared with UDP protocol. 
The designed protocol - Bonaventura (BVP) - tries to change the vision of a 
transport protocol as process that runs only at the ends of the communication: the source 
and the destination. The decision in order to manage the time has to be taken locally in 
every node along the path and not globally from end to end as a classic transport 
protocol acts. There fore it is impossible to manage the time with only two entities. The 
BVP has entities that run in every node along the path and keep the control over the 
time for every data unit. These entities along the routes evaluate data units against the 
real-time communication requirements. As a consequence, the entities establish a new 
order of transmission of the data units towards the next node to support the data units 
that are late. The protocol BVP was compared with the protocol UDP using models 
implemented in MATLAB. The following conclusions could be drawn: 
1. For a real-time and a wireless communication a transport has to be 
implemented at every node along the path. The transport protocol entity manages the 
time of each data unit in order that the data unit would meet the requirements of the 
real-time communication. 
2. The designed protocol - Bonaventura - could be used for wireless sensor 
networks and for wireless sensor actor networks. The presence of actors will diminish 
the travel time but for design purpose it has to be taken into consideration the travel time 
up to the sink. The actors are mobile and this make impossible the guarantee of the 
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actors presence in the sensor vicinity and thus the communication between sensors 
and actors is made via sink nodes. 
2. The scheduling filtering mechanism is one of the two protocol mechanisms. 
That mechanism is included in order to manage the time of the data units along the path. 
This mechanism evaluates each data unit in two dimensions: time and space. A priority 
function was developed in order to evaluate the data units and in order to assign a 
priority to data unit. Based on the priority, the data unit sending order, to the next node, 
is changed to support the data units that are late. 
3. The traffic shaping mechanism is the second mechanism of the protocol. That 
mechanism is included in order to manage the characteristics of the sensor networks. It 
tries to limit the data unit arrival rate of each sensor. A sensor could generate easily a 
large amount of data units that are impossible to be carried by the network. This 
mechanism will keep the network under the limit of congestion. A data unit arrival limit 
has been obtained for this mechanism, but the implemented model has shown that this 
limit is more flexible and could be exceeded. 
4. The cost to have a real-time communication for a wireless sensor network is 
time. The implementing of an entity in every node and having the two described 
mechanisms in every entity lead to a more complex protocol than UDP. Moreover, 
along the path, BVP will introduce processing times and will delay the data units. This 
could raise a paradox: in order to be in time, a data unit has to be delayed! As the 
waiting time in queues and transmission time of the data units are larger than the 
processing times, BVP will behave better than a classical transport protocol. 
5. The mathematical comparison between the BVP and UDP protocols shows 
that: 
when the sensor network resources are not used at full capacity, there is little 
difference in the two protocols behavior, but when the resources are used at their 
limits (as in a sensor network) the BVP is very advantageous. Even if the sensors 
do not generate data units over the congestion level of the network, the randomly 
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deployment of sensors could lead to congestion zones. In this case BVP 
eliminates these situations but UDP does not. 
the throughput of the data unit that arrive in time (timelyput) is better for the 
BVP with up to 18% than UDP. 
the model limits used to compare the protocols lead to almost the same 
behavior of the protocols using different transmission rate on the same sensor 
network configuration. 
6. The model built for the protocol UDP and BVT comparison has limitations 
that could modify the obtained results. The main limitations are: 
the delay per hop calculation is based on a very simple model (M/M/l) of the 
neighborhood virtual queue and on the assumption that all sensors have the same 
data unit arrival rate 
- processing time at the transport layer is neglected 
- the scheduling mechanism for BVP is not modeled 
7. Further works could be made in order to improve Bonaventura protocol. Here 
are some improvements: 
the protocol could determine the data unit generation limit dynamically, 
because this rate depends on the local sensor density. This will permit the 
sensors in an area with low density to generate more data units than the sensors 
in a local area with high density. 
the protocol could change dynamically the limit of the traffic shaping 
mechanism. This improvement could be done using the cross layer design in 
order that BVP protocol should be notified with the status of the physical layer. 
When the physical layer permits, the shaping mechanism could increase the limit 
and more data unit could be send by the sensor in a period of time. 
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- the protocol could modify the limit of the data unit arrival rate by changing 
the radio range radius. The data unit arrival could be increased by decreasing of 
the radio range radius. This may allow a sensor to send more data units and 
could be used when a sensor enters in a low level of congestion. The radio range 
decreasing will increase the hops number thus a greater travel time of the data 
units. 
- depending on the application, the protocol could evaluate a data unit (for 
priority value) not only by time and space parameters. Other metrics could be 
added for evaluation purpose. 
8. In order to improve the performance evaluation of the Bonaventura protocol, it 
could be simulated using the software NS2. (Network Simulator 2) or it could be 
implemented on real sensor network. 
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Priority Function with Four Values 
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Figure 4.19 Evaluation zones for priority function £ with four values 
The first zone is delimited by the curves: d = 0; t-tf and 
t = —Jd} -(d- df))
2 where df is the entire distance to travel and (/• the deadline. If a 
df 
data unit is evaluated to be in this zone, priority the function takes the value " 1 " and the 
data unit will have the highest priority. 








The third zone is delimited by the curves: t = —d and 
t-tf ——-yjd
2/ ~ d2 • The priority function takes the value "3". 
df 
The fourth zone is delimited by the curves: t = tf——^d}-d
2 , / = 0and 
d = df. The priority function takes the value "4" and the data units that receive this 
value have the lowest priority. 
In the figure 4.20 shows the priority function £ that takes four values and utilizes 
the zones described above. 
Tlme[ms] ° ° Distance [m] 
Figure 4.20 The priority function £ with four values 
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Annex 2 
Sensor Network with Middle Transmission Rate 
We have chosen the transmission rate of W = 512 kbit/s (64 kbyte/s) for this 
scenario. In the figures 4.21 and 4.22 there are compared the two protocols timelyputs 
for a different range of deadlines. In the figure 4.21 the deadline range values are 
between 0 and 400 ms and figure 4.20 presents the .variation of the timelyput in the 
interval 0-100 ms of the deadline. Up to the value of 40 ms the difference between the 
two protocols is not important. The difference became more and more important 
between 40 - 150 ms. The timelyput values remain constant after the value of the 150 
ms. Starting with this deadline value 150 ms the protocols difference timelyput is about 
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Figure 4.21 Protocol timelyputs versus a large deadline interval for middle transmission rate 
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Figure 4.22 Protocol timelyputs versus a short deadline interval for middle transmission rate 
In the figures 4.23, 4.24 and 4.25 there are drawn the surface of the variation of 
the timelyput versus deadline and data unit generation rate for Bonaventura protocol 
(fig. 4.23), UDP (fig. 4.24) and the difference timelyput between the two protocols (fig 
4.25). The deadline interval is 0 - 80 ms and the data units generation rate interval is 0 -
60 data units/s. When the deadline value is large (about 80 ms) and the data unit 
generation rate is very low, the two protocols have almost the same behavior: the 
timelyput is about 2,500,000 units which correspond at 50% of the total throughput of 
the network. As the data generation rate increases, the timelyput of the two protocols 
decreases but the difference between protocols increases as can be seen on the figure 
4.25. When the data unit generation rate arrives at the value of 40 data units/s the 
network is in a total congestion and the UDP protocol cannot carry any data unit with a 
travel time less than 80 ms. Under those conditions, BVP protocol has a timelyput of 
400,000 units which represent 8% of the total generation number of data units. When the 
deadline value decreases, the timelyput difference decreases in a linear manner and, for 
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Figure 4.23 BVP timelyput surface for middle transmission rate 
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Figure 4.24 UDP timelyput surface for middle transmission rate 
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Figure 4.25 Timelyput difference surface for middle transmission rate 
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Fig. 4.26 Histograms for data units travel times for a middle transmission rate 
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In the figure 4.26, two histograms are presented, to compare data units travel 
time of the two protocols. The histograms take the interval 0 - 100 ms and divide it in 
interval of 2 ms. For each interval there are counted the number of the data units. As it 
can be seen the number of data units in each interval is greater for BVP than UDP. The 
most important difference between these protocols is in the interval 6 - 16ms. 
As a conclusion, the behaviors of the two compared protocol in a network with 
middle transmission capacity are analogues as for a networks with low or high 
transmission capacity. The transmission rate capacity W= 512 kbit/s determines middle 
travel times for data units (as the transmission time for a single data unit is 2 ms) and it 
also allow middle values of the data unit generation rate. At a data unit generation rate of 
40 data units/s the network is in total congestion. The difference between the two 
protocols is small when the network resources are not exceeded, but this difference 
increases when the network is used at full capacity. 
