Abstract. Uhlenbeck proved that a set of simple elements generates the group of rational loops in GL(n, C) that satisfy the U(n)-reality condition. For an arbitrary complex reductive group, a choice of representation defines a notion of rationality and enables us to write a natural set of simple elements. Using these simple elements we prove generator theorems for the fundamental representations of the remaining neo-classical groups and most of their symmetric spaces. We also obtain explicit dressing and permutability formulae.
The work in this paper is centered around loop group dressing actions and their geometric applications; see Terng-Uhlenbeck [12] . Given a complex reductive Lie group G, the (holomorphic) loops into G are holomorphic maps g from open dense subsets of CP 1 into G (for the abstract theory of loop groups, see Pressley-Segal [10] ). As is well known, the Birkhoff factorisation theorem yields a dressing action of negative loops g − ∈ L − (G) (holomorphic near ∞ with g − (∞) = 1) on positive loops g + ∈ L + (G) (holomorphic on C) as follows: given generic g ± ∈ L ± (G), there existĝ ± ∈ L ± (G) such that g − g + =ĝ +ĝ− ; the dressing action of g − on g + is then defined by g − * g + :=ĝ + .
Many examples of this setup appear throughout the literature, often with additional (reality or twisting) conditions on the loops: for example, the loops satisfying τ g(λ) = g(λ), where τ is some anti-holomorphic involution of G, form a subgroup L τ (G) and are said to satisfy a reality condition. In many examples smooth maps into the positive loop group are seen to correspond to special submanifolds or to solutions to a system of PDEs. These are preserved under dressing transforms by negative loops, and so the transforms descend to transforms of submanifolds and solutions of PDEs. For example Uhlenbeck [14] applies this construction to harmonic maps into U(n); Terng's group [12, 1, 6 ] studies her U/K-systems [11] ; other applications include [4, 8, 2] . No explicit formula for the dressing action of a generic negative rational loop is known to exist, though for any particular element it may be obtained using residue calculus. Most of the authors cited above make use of special negative loops, termed simple factors or simple elements, the dressing action of which does admit a simple formula.
Examples of simple factors typically exhibit several of the following desirable properties:
(1) They are rational loops with as few poles as possible, of lowest possible degrees. (2) Their dressing action is explicitly calculable. (3) They act by (simple) geometric transforms on any underlying geometry of the Lie group. (4) There is a permutability theorem: given simple factors p 1 The above list describes the most desirable situation. However, the fifth point has only ever been demonstrated for U(n) [14] and for the twisted loop group associated to U(n)/O(n) [13] . (More recently, a unique factorisation theorem for U(n) was obtained by .) In the examples we consider, we show that the general notion of a simple factor introduced in Definition 3.2 produces elements that satisfy properties (1), (2) , (4) , and (5). We do not study the corresponding geometric transformations.
As was noted by Pressley-Segal [10] , rationality of loops is only defined for matrix groups. More formally, in Section 2 we define rationality for any group G with respect to any representation: g ∈ L(G) is rational with respect to a representation ρ : G → End(V ) iff ρ • g is rational. In the literature, authors have generally used the adjoint representation or, when dealing with matrix groups, the standard matrix representation.
In Section 3 we define simple factors for any representation of a complex reductive Lie group that satisfies the reality condition with respect to a compact real form. The simple factors depend on the chosen representation. The various definitions of a simple factor given in the papers above are all special cases of the definition presented in Section 3.
In Sections 4, 5, and 6 we prove generating theorems for the rational loop groups of the fundamental representations of SO(n, C), G 2 , and the conformal symplectic group CSp(n, C). Together with Uhlenbeck's work this establishes generating theorems for the fundamental representations of all of the neo-classical groups. The appearance of the conformal symplectic group may seem strange at first, but we needed the conformal freedom in order to prove a generating theorem for the simple factors of Definition 3.2. Since centres of groups act trivially through the dressing action, this is of no concern for geometric applications. Indeed this approach has been followed before: dressing of positive loops in SL(n, C) tends to be done instead by GL(n, C)-simple factors, e.g. [12] . Rui Pacheco has indicated in a private communication that he has obtained generating theorems for SO(n), SU(n), and Sp(n) using different sets of generators.
Our simple factors have the same general form in each situation: all are sums of projections onto certain weight spaces with rational functions as coefficients. For example, in CSp(n, C) we calculate that
is a simple element, where π W is the projection onto a Lagrangian subspace W ⊂ C 2n and ⊥ is the Hermitian perp. Although our generating theorems follow the same strategy that was used by Uhlenbeck in GL(n, C) -expand a rational loop in a power series about a pole and use simple elements to reduce the order of the pole -the linear algebra associated to each group and representation alters the nature of the details. The case of the fundamental representation of G 2 is the most involved. Aside from cases such as SO (3) , in which the adjoint representation is isomorphic to the standard representation, we do not have proofs for generating theorems for any representations other than the fundamental ones.
For the fundamental representation of each group we prove a permutability formula and explicit expressions for the dressing action of simple factors. In contrast to the classical groups, and as observed in [2] , [3] , [10] , the dressing action and permutability formulae for G 2 must depend on derivatives of the loop being dressed.
Applying generating theorems to submanifold geometries of symmetric spaces (for example, harmonic maps into symmetric spaces or the U/K-systems) requires generating theorems for twisted loop groups. We extend our generating theorems to the twisted loop groups associated to all symmetric spaces with SO(n) or G 2 as their isometry group and to the symmetric space CSp(n)/U(n). We do not currently see how to handle the complex and quaternionic Grassmannians.
The rational loop group associated to a representation
Associated to every complex Lie group G is its holomorphic loop group
1 is open and dense ; multiplication requires intersecting the respective domains. We do not distinguish between loops that agree on an open and dense set. We are interested in subgroups of L(G) consisting of functions that are rational on CP 1 , but the notion of rationality is not defined when the target space is an arbitrary complex manifold. Already, Pressley-Segal [10] point out that the notion of a rational loop group only exists for matrix groups. So for any representation ρ : G → GL(V ), we can define the rational loop group associated to ρ to be
The notation L(G, V ) will also be used.
Examples 2.1. 
is meromorphic at λ 0 . In fact, it is enough to only consider a basis of V .
Let G be connected complex reductive and τ an antiholomorphic involution on G whose fixed point group G τ is a compact real form of G. A loop g is said to satisfy the reality condition with respect to τ if
If σ is additionally a holomorphic involution on G commuting with τ and K = G τ,σ denotes the fixed point set of both τ and σ, then G τ /K is a symmetric space. We say that g is twisted with respect to σ if
A loop g is negative if it is holomorphic at ∞ and g(∞) = e; it is positive if it is holomorphic on all of C. We use superscripts for the reality and twisting conditions, and subscripts for negativity and positivity. As before, the representation will occur in the notation to indicate rationality. For example, the group of negative rational loops satisfying both reality and twisting is denoted by L
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Simple elements
As before, let G be a connected complex reductive Lie group, i.e. the complexification of some compact real Lie group, and let g be its Lie algebra. In the following we fix an antiholomorphic involution τ of G giving rise to the compact real form G τ . Let ρ : G → GL(V ) be a representation. We assume that ρ is almost faithful, i.e. has discrete kernel. Note that because G is reductive, ρ is completely reducible. In this section we formulate the notion of a simple element in
Fix a maximal torus T ⊂ G τ with Lie algebra t and denote the complexification of t by h ⊂ g. The elements of h are semisimple and commute, and thus h induces the decomposition
is the set of weights, i.e. those μ for which V μ is nontrivial.
Recall that because G τ is compact, there is a G τ -invariant hermitian inner product on V , with respect to which the elements of g τ become skew-hermitian operators on V . Consequently, ρ-integral elements in h are necessarily contained in the space it ⊂ g. Note that H ∈ h is ρ-integral if and only if μ(H) ∈ Z for all weights μ. Using ρ-integral elements we can define simple elements, depending on the chosen representation: Definition 3.2. For any α ∈ C \ R and ρ-integral H ∈ ig τ , the loop
where ln denotes the natural logarithm, is a simple element.
The assumption that H ∈ ig τ is needed since we want our simple elements to satisfy the τ -reality condition: Lemma 3.3. For any ρ-integral H ∈ ig τ and α ∈ C \ R, the simple element p α,H satisfies the reality and normalization conditions. Proof. Simple elements are obviously normalized at infinity. The reality condition is satisfied because
where we used that τ (H) = −H.
For the following lemma, let σ be a holomorphic involution commuting with τ and g τ = k ⊕ p the corresponding Cartan decomposition; that is, k is the +1-eigenspace of σ and p is the −1-eigenspace.
Lemma 3.4.
For any ρ-integral element H ∈ ip and r ∈ R\{0}, the simple element p ir,H satisfies the σ-twisting condition.
Proof. Using σ(H) = −H we calculate
Simple elements with H ∈ it act diagonally with respect to the t-weight decomposition:
where the π V μ are projections with respect to the decomposition (3.1).
Proof. For any weight vector
By Lemma 2.2, the loop p α,H is rational with respect to ρ because μ(H) ∈ Z.
In particular, the proposition shows that simple elements are rational, i.e. p α,H ∈ L τ − (G, ρ). Since ρ is almost faithful, the ρ-integral elements in it form a lattice in it. If we choose an integral basis H 1 , . . . , H r for this lattice, any simple element of the form p α,H with H ∈ it is a product of the p α,H i , since exp is a homomorphism on h.
(where
) gives rise to the compact real form G τ = U(n). Choose the maximal torus consisting of diagonal elements. The weights are μ 1 , . . . , μ n , where
for any diagonal matrix X. The corresponding weight spaces are L i = C · e i , where e 1 , . . . , e n are the standard basis vectors of C n . Let H i be the diagonal matrices dual to the μ i . The {H i } form a basis of the lattice of ρ-integral elements. From Proposition 3.5 it follows that
where
. . ⊕ L n , and the projections are defined with respect to the hermitian orthogonal decomposition of C n into the L j . Conjugating these with U(n), we see that the simple elements are loops of the form
where L ⊂ C n is any complex line and π L is the hermitian projection onto L. By multiplying several of these for which the complex lines are orthogonal, we obtain loops of the form
where π W is the hermitian projection onto a complex subspace W ; these are the simple elements introduced in [14] .
Example 3.7. In the case that ρ is the adjoint representation of a complex Lie group G admitting parabolic subalgebras of height one, our simple elements generalise those considered in [7] . Grading elements, in particular canonical elements of pairs of complementary parabolic subalgebras, are Ad-integral. Example 3.9. Consider the case of SL(2, C). There is an irreducible representation V n of dimension n and V n ⊂ Sym n−1 (C 2 ). In this case the simple elements only depend on whether n is odd or even.
We now turn our attention to the question of finding generators for the rational loop groups. In Sections 5.1 and 6.2 we will prove that the simple elements generate the rational loop groups
. We think it plausible that the simple elements of Definition 3.2 generate the negative rational loop group whenever ρ is the complexification of an orthogonal representation, i.
. However, if the representation is not orthogonal, we believe the same statement will only be true if we pass to the extension by the centre of GL(V ), i.e. the conformalization of G. For example, in Section 4.1 we show that the simple elements generate L τ − (CSp(n, C), C 2n ), where CSp(n) is the conformalization of Sp(n, C), but were unable to obtain a generating theorem for
. In this section, we prove that for the standard representation of CSp(n, C), which is C 2n by our indexing, the simple elements defined in Section 3 generate the rational loop group L τ − (CSp(n, C), C 2n ). Let ω be the standard symplectic form on C 2n . If
The simple group Sp(n, C) is the group of (invertible) matrices that preserve ω, and the conformalization of Sp(n, C) is the extended group
We will make use of the standard hermitian inner product (v, w) = t vw and the
The Lie algebra of CSp(n, C) is
The involution τ (g) = * g −1 of CSp(n, C) gives rise to the compact real form CSp(n) = Sp(n) × S 1 . It contains the n + 1-dimensional torus consisting of diagonal matrices in CSp(n) whose complexification has the Lie algebra
The weights of the standard representation of CSp(n, C) on C 2n are μ 1 , . . . , μ 2n , where μ i (X) = X ii , and the corresponding weight spaces are spanned by the standard basis elements e 1 , . . . , e 2n .
Let H = I n 0 0 0 ∈ h. By Proposition 3.5, the simple element corresponding to the ρ-integral element H is given by
is Lagrangian if the symplectic form pulls back on it to be zero. Conjugating with CSp(n), we find that, for any Lagrangian subspace W ⊂ C 2n , the loop 
) and fix a pole α ∈ C \ R. We write the Laurant expansion of g in
with g −k = 0. The total degree of the pole at α is defined to be the pair (k, rank g −k ). We define (k, n) < (l, m) if k < l or k = l and n < m. We proceed using induction on the total degree of each of the finitely many poles of the loop g. The reality condition τ (g(λ)) = g(λ) implies that if g is holomorphic at α (i.e. it has no pole and is group valued), then it is also holomorphic at α. Our approach is to first remove the pole at α and then to modify the resulting loop so that it is holomorphic at α and thus also at α. The fact that g is a map into CSp(n, C) means that there is a C-valued map c g satisfying
for all v, w ∈ C 2n . Inserting the power series expansion of g into (4.3), we see that c g cannot have a pole at α of order higher than 2k. If c g has a pole of order exactly 2k, we get
for some complex number c 0 = 0. In particular, it follows that g −k is invertible, whereupon we formg = p α,W g for an arbitrary Lagrangian subspace W . Since the new −k-coefficient then has image only W ⊥ , this reduces the total degree of the pole. If c has a pole of lower order at α (or none at all), (4.3) reduces to
If we let W be a Lagrangian subspace containing Im g −k , then the product p α,W g has a pole at 0 of order at most k − 1.
We continue this process until we obtain a loop (still referred to as g) that no longer has a pole at α and now show that it can be modified by simple factors so as to make it holomorphic at α.
If g 0 = 0, we can certainly multiply with elements of the form p
α,W until g 0 = 0, so we may assume g 0 = 0. As above, condition (4.3) then gives that g 0 is either invertible (in which case we are done) or that its image is ω-isotropic.
In the second case, consider the map λ → det(g(λ)). It is a polynomial in 
has a zero at α of order m − n. By induction, we can completely remove this zero and are left with a loop g holomorphic at α. Once all poles are removed, we are left with a pole-free loop on CP 1 with value Id at ∞. Liouville's theorem implies that this is the identity loop, and we are finished: g has been written as a product of the generators.
Dressing and permutability.
The following theorem and corollary are well known for the groups GL(n, C) [12, 14] and SO(n, C) [1, 2] .
is again holomorphic at α.
Proof. The compact group CSp(n) preserves the isotropic condition, so W is also Lagrangian, and p α,W is again a simple factor. We expand the new loop at α:
By our choice of W the pole part vanishes, so it makes sense to evaluate the loop at α. Since CSp(n, C) is closed in GL(n, C), it only remains to show that the endomorphism of C 2n obtained by evaluating it at α is invertible. But its determinant is the same as the determinant of h(α), which is nonzero. 
This follows from Theorem 4.2 in the standard way. Aut(csp(n, C) ) by σ c . While the fixed point set of σ c is again U(n), so that the respective symmetric spaces are different, the choice of a nontrivial extension of σ aids the generator theorem. Recall that we say a loop g is twisted, or satisfies the twisting condition, if σ c (g(−λ)) = g(λ).
Lemma 4.4. If α /
∈ iR and p α,W is a simple element, then the product
satisfies the twisting condition.
The proof follows immediately from the permutability proposition. 
Theorem 4.5. The elements
We deal with the purely imaginary and nonimaginary poles of g separately, as in the generating theorem for U(n)/O(n) [13] . First assume that α is a nonimaginary pole. By Theorem 4.1, we can find a Lagrangian W such that p α,W g has a pole of lower degree than g. Then, q α,W g does so, too, and also satisfies the twisting condition. In this way, we remove the pole at α, and the possibly occurring zero can then be dealt with in the same manner. In this way we can remove all of the nonimaginary poles.
Assume that α = ir is a purely imaginary pole of g, and write its power series expansion around α as
with g −k = 0. We want to show that V = Im g −k is contained in a real Lagrangian subspace. As before, because g is a loop in CSp(n, C), the image of g −k is either equal to C 2n or ω-isotropic. We get additional information by combining the reality and twisting conditions. They read
and imply that (g(−λ)v, Jg(λ)Jw) = −(v, w). Expanding this as a power series, the lowest order term gives us
for all v and w, i.e. V ⊥ JV . In particular, V cannot be equal to C 2n , so it is also ω-isotropic. Therefore, ω(V , V ) = (V, JV ) = 0, i.e. V is contained in the real isotropic space V + V , which in turn is contained in some real Lagrangian W . We can therefore proceed as in Theorem 4.1 using simple factors corresponding to such W : first we remove the pole, and then any possible resulting zero.
SO(n, C)

Generating L(SO(n, C), C
n ). In this section, we prove that for the standard representation of SO(n, C), the simple elements defined in Section 3 generate the rational loop group L τ − (SO(n, C), C n ). The compact real form SO(n) is given by the involution τ (A) = A. Let t ⊂ so(n) be a maximal abelian subalgebra with complexification h ⊂ so(n, C), and let ±μ 1 , . . . , ±μ r be the nonzero weights of the standard representation, where r is the rank of SO(n). Note that μ 1 , . . . , μ r is a basis of h * and that zero is a weight if and only if n is odd. Let L i be the weight space corresponding to μ i ; then L i is the weight space of −μ i . Both L i and L i are isotropic lines in C n . The weight space decomposition is
Here V 0 is the weight space corresponding to the weight 0, if n is odd, and is empty otherwise. Let H i be such that μ j (H i ) = δ ij . The H i form a basis of the ρ-integral lattice, and by Proposition 3.5 we have
Conjugating H i with elements of SO(n), we find that the loops
where L is an arbitrary isotropic line in C n , are simple elements in L τ − (SO(n, C), C).
Theorem 5.1. The simple elements p α,L , where
− (SO(n, C), C n ) and fix a pole α ∈ C \ R. As before, we use induction on its degree to remove it. The reality condition implies that α is a pole if and only if α is a pole. Thus, in contrast to the case of CSp(n, C), removing a pole at α simultaneously removes the pole at α.
We write the Laurant expansion of g in λ−α λ−α explicitly as
with g −k = 0. Since g takes values in SO(n, C), we have g(λ)v, g(λ)w = v, w for all v, w ∈ C n and all λ near α, where ·, · is the symmetric bilinear form on C n extending the standard inner product on R n complex linearly. Expanding this expression in λ, the terms of lowest order read
The first of these equations says that Im g −k is isotropic. Since no real subspaces are isotropic, we obtain a decomposition
Now let L ⊂ Im g −k be a line and calculate
It remains to show that the rankg −k is smaller than the rank of g −k . For this we compute kernels. Let v ∈ ker g −k . Then, by (5.4), we have
In particular we have ker g −k ⊂ kerg −k . To see that this is a proper inclusion we observe that there exists some
Thus g −k+1 v ⊥ L and so v ∈ kerg −k . We have thus found a vector
Consequently rankg −k < rank g −k andg has a pole of lower degree at α.
Dressing and permutability.
The following theorem is well known; see e.g. [2] . We include a proof for completeness.
Theorem 5.2. Let h ∈ L(SO(n, C)) be holomorphic at
is holomorphic at α. 
Proof. Let h(λ)
Since the image of h 0 π L is L, the term (5.6) and the second summand of (5.7) vanish. The first summand of (5.7) is zero because of
For the vanishing of the third note that
It is now is possible to evaluate the loop (5.5) at α. The determinant of the loop is 1 at α, so since SO(n, C) is closed in GL(n, C), the loop is holomorphic at α.
Corollary 5.3. Suppose that p α,L and p β,M are simple factors such that
α = β, β. Then p β,p α,L (β)M p α,L = p α,p β,M (α)L p β,M .
Generators for the twisted loop groups.
Let σ be a holomorphic involution of SO(n, C) satisfying τ σ = στ , thereby giving rise to a symmetric space SO(n)/K, where K is the fixed point set of σ in SO(n). Recall that we say a loop g is twisted if σ(g(−λ)) = g(λ).
Note that for any such σ, there exists s ∈ O(n) such that σ(A) = sAs −1 . In the case of the Grassmannians, s is given by
for some k, and for SO(2m)/U(m),
In either case s ∈ O(n) sends isotropic lines in C n to isotropic lines.
Lemma 5.4. If α / ∈ iR and p α,L is a simple element, then the product
The proof follows immediately from the permutability proposition. These loops are precisely those defined as simple elements in [1] and simple factors in [2] .
Theorem 5.5. The elements
We proceed by induction on degree, considering the cases of purely imaginary poles and nonimaginary poles separately. First assume that α is a nonimaginary pole of g. Observe that then, α, −α, and −α are also poles of g. If we manage to remove the pole at α by successively multiplying with loops satisfying the reality and twisting conditions, we automatically remove these other poles as well. Applying Theorem 5.1, we see that there exists an isotropic line L such that p α,L g has lower total degree at α. Then, q α,L g does so, too, and also satisfies the twisting condition. Continuing in the same way, we are able to remove the pole at α.
Suppose that α = ir is a purely imaginary pole of g ∈ L τ,σ − (SO(n, C), C n ) of degree k, and expand g as before.
The twisting and reality conditions
hence σg j = g j for all j. In particular σg −k = g −k , from which we see that
. Therefore, s composed with conjugation is an involutive endomorphism of Im g −k , and we may choose a fixed line L; i.e., sL = L ⊂ Im g −k .
By the proof of Theorem 5.1, the map p ir,L g has a pole of lower total degree at ir than g. This loop clearly satisfies the reality and twisting conditions and is thus in L τ,σ − (SO(n, C), C n ). By induction we may entirely factor out the poles on iR × . As before we conclude from Liouville's theorem that we have reduced the given loop to the identity using simple factors.
6. G 2 6.1. The linear algebra of G 2 and its fundamental representation. Let O denote the octonions, the unique real 8-dimensional division algebra, equipped with the natural metric x, y = Re(x·y) = 1 2 (x·y +y ·x). The compact simple Lie group G 2 is known to be the automorphism group of O. Since the metric is defined via the multiplication, we get G 2 ⊂ SO(O). The subspace R · 1 ⊂ O is fixed by G 2 , so if we identify Im(O) = R 7 , we obtain the fundamental representation G 2 ⊂ SO(7). Let 1, e 1 , . . . , e 7 be the standard orthonormal basis of R 8 ∼ = O. The octonionic multiplication table is displayed in Appendix A.
Definition 6.1.
• A 3-plane A ⊂ R 7 is associative if it generates an associative subalgebra of O.
Remark 6.2. In the literature the title (co)associative also implies the choice of a particular orientation which makes the plane calibrated [9] . We do not need the calibrations or the orientations and so use a slightly weaker definition.
Our convention was chosen so that e 1 ∧ e 2 ∧ e 3 ∧ e 4 is coassociative. As they will be heavily relied upon here, we record the following well-known facts concerning the action of G 2 on R 7 .
Lemma 6.3.
(1) Each 2-plane E ⊂ R 7 is contained in a unique associative 3-plane E + . (2) G 2 acts transitively on the Grassmannian of oriented 2-planes E ⊂ R 7 with stabilizer U(2) acting irreducibly on (E + ) ⊥ .
In SO(4) = Stab(e 1 ∧ e 2 ∧ e 3 ∧ e 4 ) we can choose the torus T whose Lie algebra is the span of 
is the automorphism group of O C . From now on, if x, y ∈ C 7 = Im(O) ⊗ C, the product x · y ∈ C 7 will denote the octonionic-imaginary part of the product of x and y.
With respect to the torus T , the weights of the G 2 -representation on C 7 are μ 0 = 0, ±μ 1 , ±μ 2 , ±μ 3 , where
and the weight spaces Either from the weight diagram or the multiplication table in the appendix, one calculates that L 1 · L 2 = 0, i.e. L 1 ⊕ L 2 is complex coassociative. Any complex coassociative plane C is isotropic by definition and thus induces an orthogonal decomposition (6.1)
Proof. By part two of Lemma 6.3, we can assume without loss of generality that 
Proof. Because G 2 acts transitively on complex coassociative planes, one only has to check this using the multiplication table from Appendix A for the standard complex coassociative plane
. As before, let G 2 ⊂ SO(7, C) be the complexification of G 2 ⊂ SO(7). Conjugation on SO(7, C) restricts to an involution τ on G 2 whose fixed point set is G 2 . First we need to describe the simple elements.
We use the notation of Section 6.1. The element iH 1 is ρ-integral. By Proposition 3.5, the simple element exp ln
is a complex associative 3-plane. Conversely, given any element of the form
where C is an arbitrary complex coassociative plane and A = (C ⊕ C) ⊥ , Proposition 6.6 implies that it is conjugate to the simple element defined by H 1 , so it is a simple element itself.
Theorem 6.10. The simple elements
Proof. Let α be a pole of g and expand g as before. Because g is a map into SO(7, C), equations (5.3) and (5.4) may be used here: (w) . Expanding this equation and comparing the two coefficients of lowest order, we obtain
It follows from equations (6.2) and (6.4) that Im(g −k ) is either an isotropic line or a complex coassociative plane; thus rank(g −k ) ≤ 2.
Assume k ≥ 2; the case of k = 1 will be dealt with later.
is either equal to L ⊂ C or a complex coassociative plane intersecting C nontrivially, whereupon Corollary 6.8 is applicable.
We claim that p α,C g has a pole of strictly lower total degree at zero. Multiplying out, we get
Since C and Im(g −k ) are orthogonal,g −k−1 = π C g −k = 0. We need to show that the rank ofg −k is smaller than the rank of g −k . For this, we compare the kernels. If w ∈ ker(g −k ), then equation (6.5) gives
is either contained in L, which immediately implies that it is perpendicular to C, or, together with L spans a complex coassociative plane, whereupon it is perpendicular to C by Corollary 6.8.
To show that we have a strict inclusion, we show thatg −k (v) = 0. We have π A g −k (v) = 0, so we need to show that g −k+1 (v) is perpendicular to C. By definition, g −k+1 (v) is perpendicular to M . Equation (6.3) with v = w implies that it is perpendicular to L, so it is perpendicular to C. Now assume k = 1. From equation (6.5) we find that ker(g −1 ) is a multiplicatively closed subspace of C 7 . Since such subspaces can at most be five-dimensional, it follows that rank(g −1 ) = 2. The loop g may also be regarded as a loop in SO(7, C), so applying the Generating Theorem, Theorem 5.1, for L τ − (SO(7, C), C 7 ), we see that there exist two isotropic lines L, K ⊂ C 7 such that
whereg is holomorphic at α, and p α,L and p α,K are given by (5.1). Multiplying out (6.7), the coefficient of order −2 is π L π Kg (α). Because g has a pole of order
which has the two-dimensional image C := L ⊕ π (L⊕L) ⊥ K. The plane C is complex coassociative by (6.4). By Proposition 6.6, without loss of generality we can assume that L = L 1 and
Having a look at the weight diagram, we see that the isotropic line R = L 3 ⊂ A satisfies L · R = 0 and K · R = 0 so that both p α,L p α,R and p α,R p α,K are simple factors. Thus
has been factored.
The proof of the k = 1 case of the theorem implies the following proposition, which will be used in the discussion of the dressing transformation and permutability.
Proposition 6.11. A pair of isotropic lines
. In this case the product only has simple poles at α and α. In fact, any g ∈ L τ − (G 2 , C 7 ) whose only poles are simple ones at α and
⊥ and then there exists an isotropic line R such that C 1 = L⊕R and C 2 = R ⊕ K are complex coassociative and
6.3. Dressing and permutability. Any rational loop whose only poles are simple ones at α and α with α ∈ C\R is, by Proposition 6.11, of the form p α,L,K = p α,L p α,K for two isotropic lines L and K for which (6.10) holds. The notation p α,L,K will only be used for lines L and K satisfying these conditions. Dressing of positive loops with p α,L,K is performed by using the dressing action in SO(7, C) for each of the SO(7, C)-factors. In order to prove a permutability formula we also need to use a dressing-type action of the rational loop group on itself.
Let h ∈ L τ − (G 2 , C 7 ) be holomorphic at α (and thus α). Define
From the dressing theorem for SO(n, C) we know that p α,K * h is holomorphic at α, allowing us to define
has simple poles at α and α. Furthermore,
and holomorphic at α and α.
Proof. That the resulting element is holomorphic follows from applying Theorem 5.2 twice. We will now show that it is a loop in G 2 . By the generating theorem for
whereĥ is holomorphic at α and α and p α,M,N is a loop in G 2 . That we do not have a more complicated product of simple elements having poles at α and α is due to the fact that the left hand side has only simple poles there. Therefore
The left hand side is holomorphic at α, so
Since all factors were normalized to be the identity at infinity, 
where This, together with (6.14), gives the desired result. Remark 6.16. Note that L and K are only assumed to satisfy condition (6.10).
Proof. Let g ∈ L
τ,σ
. We use the same induction proof that was used for the generating theorem for SO(n)-symmetric spaces. If the order of a pole is greater than one, we may reduce its order using elements of the form p β,C and q α,L,K , with L⊕K being complex coassociative. The only new difficulty occurs for poles of order 1, so suppose we have applied the induction step until only such poles remain.
We first regard the case of a purely imaginary pole β of order 1. As in the 'k = 1'-part of the proof of the generating theorem for L is also holomorphic at α and α and satisfies the twisting condition. + y · x) . The compact simple Lie group G 2 is known to be the automorphism group of O. Since the metric is defined via the multiplication, we get G 2 ⊂ SO(O). The subspace R · 1 ⊂ O is fixed by G 2 , so if we identify R 7 = Im(O), we obtain the fundamental representation G 2 ⊂ SO(7).
Let 1, e 1 , . . . , e 7 be the standard orthonormal basis of R 8 ∼ = O. Our convention is that they satisfy the multiplication with A ∈ so(4), ν : so(4) → so(3) and B ∈ p. The symmetries of p and the map ν are explicitly defined by (A.1)
