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This paper presents existence results [or a variety of singular second order 
boundary value problems of the form ~1” &f(t, y, y’) = 0. Here, our nonlinear term 
f is allowed to be singular at y = 0, t = 0 and/or t = 1. The methods used are the 
Topological Transversality Theorem, which is based on the notion of an essential 
map, and the Arzela-Ascoh Theorem. f> 1990 Academic Press, Inc. 
1. INTRODUCTION 
Many mathematical models which arise for example in boundary layer 
theory [9], reaction-diffusion theory [Z, 5, 61, and non-Newtonian fluid 
theory [lo] are governed by nonlinear boundary value problems of the 
form 
Y” =f(L y, y’), o<t<1 
Cl.1 j 
y(0) = a k 0, y(l)=bZO, 
\ I 
where our nonlinear term f may be singular at y = 0, t = 0, and/or t = 1. 
Typical examples of the model (1.1) are the generalized Emden-Fowler 
equation and the Blasius equation. Most of the theory to date, see [S, 7, 
9, 10, 17, 191 for example, treats (1.1) when f has no y’ dependence. This 
paper will be divided into two parts, of which the first will examine 
problems of the form 
Y” = d’f(4 .I’, Y’X o<t<1 
YE& 
(1.2) 
where @‘> 0 is a constant usually called the Thiele modulus in the 
literature and B denotes either 
(i) y(O) = a > 0, y’( 1) = 0, 
(ii) y’(O) = 0, y( 1) = a > 0, or 
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(iii) y(O) = a > 0, y( 1) = b > 0 and without loss of generality we will 
assume a 2 b. 
The most recent advances in the above problem have been discussed in 
[l, 5, 71 where the authors treat problems of the form 
Y” = d2fk Y) o<t<1 
y(O)=a>O, y(l)=baOandaab 
(1.3) 
with f(t, y) > 0 on (0, 1) x (0, co). It was shown that positive solutions 
exist provided cJ* is sufficiently small but no positive solutions exist for 4’ 
large. Now since in this paper we are interested in the existence of a solu- 
tion to (1.2) we will assume c$* is sufticiently small. We will show for 4’ less 
than a specific bound, which in fact reduces to (9) in [S] if we consider 
problems of the form (1.3) that existence of a positive solution on [0, 1) 
to (1.2) exists. It should also be remembered that in [S, 73 the authors con- 
sidered (1.3) with f singular at y = 0 only; however, in this paper we will 
in fact allow S to have singularities at y = 0, t = 0, and/or t = 1, as well as 
allowing f to have y’ dependence. 
For the second part of the paper we will examine two point boundary 
value problems of the form 
Y” + f(t, y, Y’ ) = 0, o<t<1 
y(O)=y(l)=O. 
(1.4) 
Problems of this type have been examined by various authors, see [6, 9, 
10, 193 for example, where the nonlinear term f has no y’ dependence. In 
[6] the authors examine 
Y”+f(t, Y )=O, o<t<1 
y(O)= y(l)=0 
(1.5) 
with f(x, y) > 0 on (0, 1) x (0, co), and existence of a positive solution is 
proven. We will show corresponding existence theorems when we treat 
problems of the form (1.4) and we will in fact improve the results in [6] 
when f has no y’ dependence. 
2. THE EQUATION y” = qi’f (t, y, y’) 
We begin this section by examining the two point boundary value 
problem 
Y” = Pf (t, Y, y’), o<t<1 
y(O)=a>O, y’(l)=0 
(2.1) 
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with the following conditions being satisfied: 
f>Oiscontinuouson [0, 11x(0, 00)x(--so, cc)with 
vliy+ f(t, Y, P) = 00 for each (t, P) E CO, 11 x ( - ~0, 00 1 (2.2) 
f(x, y, p)<g(y)h(lpl)on CO, l] x(0, GO)X (-00, co)where 
g > 0 is continuous and nonincreasing on (0, co ) and h is 
continuous on [0, co) (2.3) 
Suppose for any c E (0, co), ji & du < co, J‘O g(u) du < co and also 
0 
4 satisfies I-’ (4’ jf g(u) du) < a where Z(z) = j: & du. 
Now by a solution to (2.1) we mean a function u E C’[O, 11 that satisfies 
the differential equation and boundary conditions. 
THEOREM 2.1. Suppose (2.2) (2.3), and (2.4) are satisfied. For 1,~ [0, l] 
consider the family of problems 
Y" =@'f(t, y, Y'), o<t<1 
y(O)=a>O, y’(l)=O. 
(2.5,) 
There exist conStants c~, M,, and M2 independent of 1 such that 
a<y(t)<a, -M,<y’(t)<O,O<y”(t)<M,; tE co, 11 
for each solution YE C*[O, l] to (2.5,). 
Proof: Condition (2.2) implies y > 0 on (0, 1) and so y” > 0 on (0, 1 ), 
which in turn implies that y’ < 0 is strictly increasing on (0, 1) and y is 
strictly decreasing on (0, 1). As a result we have 0 < y < a on (0, 1). In 
addition we have y” < d’g( y) h( -y’), so 
-y’y”<g2g(y)(-y’) 
N-Y’) 
and integration from t to 1 will give 
s 
--P’(r) u 
0 
ho dud 4’ l‘-“(l) g(u) du Q Q’ j; g(u) du. 
.?( 1 1 
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Define Z(z) = ji (u/h(u)) du so Z is an increasing map from [0, co) into 
[0, co) and therefore has an increasing inverse I-‘. Thus 
and integration from 0 to 1 yields 
Finally, 
o~y”(t)6~2g(y)h(-y’)~~2g(a) sup h(p)=M,. 
CO. MI 1 
We will now use the Topological Transversality Theorem of Andrzej 
Granas to obtain our basic existence result. 
THEOREM 2.2. Supfiose (2.2), (2.3), and (2.4) are satisfied. Then a 
C2[0, l] solution of (2.1) exists. 
Proof: Now since any solution y, to (2.5,) for 0 < 16 1 satisfies yl 2 C, 
we consider the family of problems 
Y” = J”d2f*(t, Y, Y’h o<t<1 
y(0) = a > 0, y’(l)=0 
(2.61) 
where 
i 
f(t, Y> PI, Y20 
f*(ty yT p) = ;f(t, CJ, p), y < cr. 
It is easy to see that no solution of (2.6,) can be negative. Also we have for 
O<y<a 
f*(t, Y, P) = j,,, 0, P) G f s(a) hilpl) G g(y) 41 PI) 
since g is nonincreasing on (0, co) and as a result f* satisfies the 
hypothesis imposed on f for y > 0. Now if y is a solution of (2.6,) then 
y > 0 on (0, 1 ), so y” < 0 on (0, l), which in turn implies y’ < 0 on (0, 1). 
Applying the above ideas it can show immediately that y > C. Thus any 
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solution of (2.6,) is a solution of (2.5,) and vice versa. Let Ci[O, l] = 
{uEC’[O, 11: u(O)=a, u’(l)=O} and 
u= (UE c;[o, 11: fcJ < U(X) < 2a, lu’(x)l <M, + 1, lzP(x)l <M, + i}. 
Define mapping F,: C’[O, l] -+ C[O, 11, j: Ci[O, l] -+ C’[O, 11, and 
L: Ci[O, l] + C[O, l] by F,v(t) = Q*f*(t, u, u’), ju = U, and Lv(t) = u”(t). 
Fj. is continuous since f* is continuous and j is completely continuous by 
the Arzela-Ascoli Theorem. Finally, L-’ exists and is continuous; to see 
this set C&[O, l],= { UEC*[O, 11: u(O)=O, u’(l)=O} and define N: 
C&CO, l] -+ C[O, l] by No(t) = o”(t). Now N-’ is a continuous linear 
operator by the Bounded Inverse Theorem and thus L P1 exists and is given by 
(L-‘g)(x) = a + (N-‘g)(x) 
and so is continuous. The map H,: 0 -+ Ci[O, l] defined by H,u = 
Lp’F,ju is a compact homotopy. The fixed points of H, are precisely the 
solutions to (2.6,) and so the choice of U together with Theorem 2.1 
guarantees that H, is fixed point free on the boundary of U. Finally, 
H,(u) = a E U is a constant map and so is essential (see [ 13, 14, 151) and 
thus the Topological Transversality Theorem (see [ 13, 14, 153) asserts that 
H, is also essential, i.e., (2.6,) has a solution and therefore (2.1) has a 
solution. 
Remark. One can obtain a similar result for the two point boundary 
value problem 
Y” = 4*f(t, Y, Y’), o<t<1 
Y’(O) = 0, y(l)=a>O. 
EXAMPLE. Consider the two point boundary value problem 
y” =(b’y-“( -y’+ l), o<t<1 
y(0) = a > 0, y’(l)=0 
(2.7) 
with O<a<l and d’<((l-a)/a’-“)[a-lna]. 
To show (2.7) has a solution using the results of this section we first 
consider 
Y”=$*lYl-vY’l+u o<t<1 
y(O)=a>O, y’( 1) = 0. 
(2.8) 
Here g(u) = (~1 -I, h(u) = Ial + 1 so clearly (2.2) and (2.3) are satisfied. In 
addition, Z(z) = z - ln(z + l), so for (2.4) to be satisfied we need 
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that is, we need 
$*<(I -a) T [a-lna]. 
a 
Thus a C’[O, l] solution to (2.8) exists by Theorem 2.2. In addition, since 
y > 0 and y’ < 0, we see that y is also a solution to (2.7). 
Now suppose our nonlinear term is singular at t = 0 and/or t = 1 as well. 
Thus we consider the two point boundary value problem 
Y” = h4w(~~ .?JY ’h O<?<l 
y(0) = a > 0, y’(l)=0 
(2.9) 
with (2.2) and (2.3) being satisfied. In addition assume 
~:~O,ll-LO, ) co is continuous with II/ > 0 on (0, 1) (2.10) 
There exist constants p, q > 1, 1 + A= 1 with 
P 4 
Jo1 gp(u) du < co and I’ t,P(u) AU < cc 
0 
(2.11) 
Suppose for any c E (0, cc ), Ji $$ du < co and also 
4 satisfies J-’ 4’ j” “( ) d ( ( o g u u)‘-‘{j; t,bq(u)dull”)<a 
where J(z) = 1: & du. (2.12) 
Now by a solution to (2.9) we mean a function YE C’[O, l] n C’(0, 1) that 
satisfies the differential equation and boundary conditions. 
THEOREM 2.3. Suppose (2.2), (2.3), (2.10), (2.11), and (2.12) are 
satisfied. For 1 E [0, 1 ] consider 
Y” = @‘ti(t)f(c Y, Y’), o<t<1 
y(O)=a>O, y’(l)=O. 
(2.13A) 
Then there exist constants 0, M,, and M, independent of A. such that 
554 
and 
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o <Y”(t) 
cq-Jp42; tE(o, 1) 
for each solution ye C’[O, l] n C’(O, 1) to (2.13,). 
ProojI Just as in Theorem 2.1, 0 < y < a, y” > 0, and y’ < 0 on (0, 1). In 
addition we have y” < d”g(y) h( -y’)J/ so 
( -y’)‘lPy” 
h( -Y’) 
d d’dY)( -Y’)““$ 
and integration from t to 1 along with Holder’s integral inequality will give 
Define J(z) = si (u”“/h(u)) du so J is an increasing map from [0, co) into 
[0, co) and therefore has an increasing inverse JP’. Thus we have 
-y’(t)&-’ 4’ I”gp( ) d ( { o u u}“‘{j; $y(u)du}“4)=M,; tE [0, l] 
and integration from 0 to 1 yields 
y(l)ba-J-’ 4’ J”gP( )d ( { o u ui’“ij; i)“(u) du)“‘) =o. 
Finally, 
o < Y”(f) 
~--~2g(y)h(-y’)~~2g(a) ry;,,W=M2. 
IC/(t) 
Let K= C(0, 1) be the Banach space of functions w continuous on 
(03 1) and for which ))OI/m=sup(O,I)Iu(t)l < co. Also let K2= 
{~EC’CO, llnC2(0, 1))):I142<a), where I1412=max{w~o,II Mt)l, 
su~~o,l~ lu’(t)l, Il~“l~ll,)~ h h . w ic is a Banach space (see [13, 14, 151) and 
define Ki = {u E K’: u(O) = a, u’( 1) = 0 >. 
THEOREM 2.4. Suppose (2.2) (2.3), (2.10), (2.11), and (2.12) are 
satisfied. Then a C’[O, 1 ] n C2(0, 1) solution of (2.9) exists. 
ProoJ: This follows immediately via the ideas of Theorem 2.2 with the 
major changes being that Fj.: C’[O, 11 + K, j:Ki + C’[O, 11, and 
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L:Ki+K are defined by Fi,v(t)=1~2f*(t,~,v’), ju=u, and Lv(t)= 
v”(t)/@(t). Also define 
2 c7 -c u(x) < 2a, Id(x)\ < M,, 
and it is easy to show that H,: U + Ki defined by H,u= LP’Fj,ju is a 
compact homotopy of admissible maps joining the essential map Ho with 
H,. Thus the Topological Transversality Theorem implies H, is essential, 
i.e., a C’[O, l] n C2(0, 1) solution of (2.9) exists. 
Remark. One can obtain a similar result for the two point boundary 
value problem 
Y” = d2$(t) f (t, Y7 Y’)l o<t<1 
Y’(O) = 0, y(l)=a>O. 
EXAMPLE. Consider the two point boundary value problem 
y”=(b2(yp3(ly’l + l)t--1’4, o<t<1 
y(O)=a>O, y’(l)=0 
(2.14) 
with 
I. 
Here g(u)= l~l-‘/~, h(v)= [VI + 1, and t,b(t)= tr’j4,so clearly (2.2), (2.3) 
and (2.10) are satisfied. In addition with p= q=2, (2.11) holds. Also, 
J(z) = 2( JG - arctan A), so for (2.12) to be satisfied we need 
f$2{3a1i3}L’2(2}1’2<2(j;f-arctan&); 
that is, we need 
92<L J;;-arctan& 
J[ 6 
z 116 I. 
Thus a C’[O, l] n C’(0, 1) solution to (2.14) exists by Theorem 2.4. 
Next in this section we will examine the two point boundary value 
problem 
Y” = 4’f (4 Y? Y’), o<t<1 
y(O) = a > 0, y(l)=b>O; a>, 6. 
(2.15) 
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The case b = 0 will be discussed later. Suppose (2.2) and (2.3) are satisfied 
and in addition assume 
ForanycE(0, m),~~~ducm,j~g(u)du<n,and 
0 
also f$ satisfies ZZ’ 4’ s,” g(u) du) I-’ (4’ [r g(u) du) 
a I (d2~obg(uld~), 
(2.16) 
+ Z- 
where Z(z) = 1: & du. 
THEOREM 2.5. Suppose (2.2), (2.3), and (2.16) are satisfied. For _ 
1 E [O, 1-J consider 
Y” = W./u Y, Y’), 
y(O)=a>O, Y( 
Then there exist constant (T, M,, am 
o<t<1 
l)=b>O; a 3 6. 
(2.17,) 
I M2 independent of A such that 
ody(t)<a, I/(t)1 <MM,, O,<y”(t)bM,; tE co, 11 
for each solution y~C’[0, l] to (2.17,). 
ProoJ Condition (2.2) implies y> 0 and so y” > 0 on (0, 1) and in 
addition 0 < y < a on (0, 1). There are two cases to consider: either 
y’(x) d 0 on [0, l] or else there exists r E (0, 1) such that y(r) = 
minto,,l y(x) with y’(x) < 0 on [0, t) and y’(x) > 0 on (5, 11. Consider first 
the case y’(x) < 0 on [O, 13. Then b ,< y(x) da on LO, I] and in addition 
there exists 4 E (0, 1) with y’(5) = b - a < 0. Now since y” > 0 we have y’ 
increasing on (0, 1) and as a result 
Thus 
b-a< y’(t)<O; tE ct.7 13 
- a < y’(t) d 0; tE [15, 11. 
On the other hand for t E [0, 0 we have 
(2.18) 
-y’y” d @g(y)( -y’), 
4 -$I 
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so integration from t to < will give 
s 
-v’(t) 
-!!- du 6 I$* ?a g(u) du. 
a-b h(u) 0 
Thus 
and so with I as defined in Theorem 2.1 we have 
-y’(tKZ-’ [cj2j;g(u)du+J;+du]: tE [0, c]. (2.19) 
Now (2.18) and (2.19) imply there exists a constant A4: independent of I 
such that ly’(t)l GM, for t E [0, I]. 
Remark. Note M: is also independent of b. 
On the other hand consider the case where there exists t E (0, 1) such 
that y({)=minro,,,y(t) with y’(t)<0 on [O,t) and y’(t)>0 on (r, 11. 
Now on (t, l] we have 
y’y” d $‘g(y)y’, 
h(y’) 
so integration from t to t will give 
and so (with I as defined in Theorem 2.1) 
O<y’(t)<Z-‘($2/by(u)du); tE[& 11. 
0 
Integrate from t to 1 to obtain 
(2.20) 
y(t)>b+Z-’ $2{bg(u)du (t-l); 
> 
tE CL 11. (2.21) 
0 
Now on [O, 4) we have 
-<@g(Y)(-Y’), 4 -y’) 
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so integration from t to 5 will give 
o< -y’(t)<Z-’ 4’ j;g(u)du): 
( 
Integrate from 0 to t to obtain 
y(t)&z-z-l 
( 
q32J;g(u)du t; 
> 
Thus (2.20) and (2.22) yield 
t E co, (1. (2.22) 
t E co, 51. (2.23) 
tE [O, 11. (2.24) 
Remark. Note MT* is also independent of 6. 
Also (2.21) and (2.23) yield 
and 
Combining both cases gives for t E [0, l] 
fJ 6 y(t) 6 4 Iv’(t)1 GM,, 
where g = min{ 6, p } and Ml = max { MT, MT * >. Finally, 
06y”(t)~,<2g(y)h(ly’l)~~2g(o) SUP h(p)=M, 
C-MI,MII 
Remark. Note M, is also independent of 6. 
Remark. (2.24) yields 
Iv’(t)1 < 1-l tE co, 11, 
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so integration from 0 to t will give 
Thus in general for t E [0, l] 
y(t)>min {b, a-1-l (d2j:,(z4)du)}. 
Hence Theorem 2.5 holds with assumption (2.4) replacing (2.16). It should 
be remarked that with (2.4) we will get a cruder lower bound; however, 
this will be vital when we examine (2.15) with b = 0. 
Essentially the same reasoning as in Theorem 2.2 (or a modification of 
the proof of Theorem 1 in [S]) establishes 
THEOREM 2.6. Suppose (2.2), (2.3), and (2.16) (or (2.4)) are satisfied. 
Then a C2[0, l] solution of(2.15) exists. 
We now turn our attention to the examination of the two point bound- 
ary value problem 
Y” = d2f(4 Y1 Y’h o<t<1 
y(0) = a > 0, y(l)=0 
(2.25) 
with (2.2), (2.3) and (2.4) being satisfied and in addition 
For each constant K > 0 there exists q( t ) continuous 
on [0, 1 ] and positive on (0, 1) such that 
f(t, Y, PI 3 q(t) on CO, 11 x (0, al x C-K Kl 
There exists r > 1 with 
(2.26) 
(2.27) 
THEOREM 2.7. Suppose (2.2), (2.3), (2.4), (2.26), and (2.27) are satisfied. 
Then a C’[O, l] n C2(0, 1) solution of (2.25) exists. 
Proof. We consider for n E: { 1,2, . . . > the sequence of problems 
Y:: = 42f(4 Y,? YiA o<t<1 
Y,(O) = a > 0, Y,(l)=) 
(2.28”) 
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Since (2.4) implies (2.16) for every b > 0, Theorem 2.6 implies that (2.28”) 
has a solution for each n. Moreover there exists a constant M, independent 
of n such that 
O<Y,(l)6G IA( <MM,; tc [O, 1-J. 
This together with (2.26) yields y:(t) 3 d’?(t) and so 
y,(t) 2 4’ j’ (1 - t) sy(s) ds + 4’ j’ (1 -s) t?(s) ds. 
0 r 
Thus 
Axt) d 424?(Y)) where E= sup h(p) 
C--MI,MII 
r~2Eg(d2j’(l-i)srl(s)ds+~2j’(l--5)f~(~)d~) 
0 I 
since g is nonincreasing on (0, cc). Hence for r > 1, we have 
I/Y::II~~= j; Iv:Ol’dt)l* 
+P’E{j; ( j. g’ r$* ‘(l-t)sq(s)ds+c+h2[‘(l-s)fq(s)ds dt * ) i11r=M2. 
So there exist constants M, and M, independent of YI such that for 
1 E co, 1 I, 
It follows that (r,,}, { yk} are uniformly bounded and equicontinuous 
on [0, 11. The Arzela-Ascoli Theorem guarantees the existence of a 
subsequence {y,,,} converging uniformly on [0, l] to some continuously 
differentiable function y. 
Clearly, ~20 on [0, I] with y(O)=a and y(l)=O. In fact y>O on 
[O, 1); to see this note that assumption (2.26) implies vi(t) 2 d’r(t) and so 
y,(Q>(2j’(l-t)~~(~)ds+$2 j’(l-~)fv(~)ds. 
0 I 
Now y,, satisfies the integral equation 
y,s(t) = a + y;.(~)t + 4’ j-r (t -s)f(s, Y,,(S), Ads)) ds. 
0 
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So for to [0, 1) and SE [0, t] we have f(.s, y,,(s), y&)) +f(s, y(s), y’(s)) 
uniformly since .f is uniformly continuous on compact subsets of 
[O,l]x(O,a]x[-M,,M,].Letn’-,cotoget 
y(r)=a+y’(0)t+~2Sf(r-s)f(s,~(s),~’(s))ds. 
0 
From this integral equation it follows that YE C’(O, 1) and y”(r) = 
#‘fO, ~(0, Y’(O) on (0, 1). 
EXAMPLE. Consider the two point boundary value problem 
Y"=421Ylr"40Y'l+1), o<r<1 
y(0) = a > 1, Y(l)=o, 
(2.29) 
with 
Here g(u) = 1241 - “4, h(v) = Iv/ + 1, so clearly (2.2) and (2.3) are satisfied. In 
addition, since Z(z) = z - ln(z + l), for (2.4) to be satisfied we need 
4’ J; (yl -Iv4 dy < Z(a); 
that is, we need 
Also, with q(t) = u-‘14 we see that (2.26) holds. Finally, it is easy to check 
that (2.27) holds with r = $, say. Thus a C’[O, l] CI C’(O, 1) solution to 
(2.29) exists by Theorem 2.7. 
Finally, in this section we will examine 
Y” = hw) f(c Y, Y’), o<t<1 
y(O)=a>O, y(l)=b>O; a>b 
(2.30) 
with assumptions (2.2) (2.3), (2.10), and (2.11) being satisfied. In addition 
assume 
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For any c E (0, cci ), ji 6 du < OCI and also q5 satisfies 
~~l(,Z{~~~~(u)da~“p{~~~Y(u)du~“y) 
J-‘(~‘{egR(u)da}“~{l: $q(u)du}“‘) 
< bJ-’ d’ j-“g”( ) d ( { o u u}“’ {j: V(u) du)“‘) 
+aJ-‘(cj2{~;gp(u)du}lR{~; $q(u)du}l’q). 
where J(z) = j: 6 du. (2.31) 
Essentially the same reasoning as in Theorems 2.3, 2.5, and 2.4 establishes 
THEOREM 2.8. Suppose (2.2), (2.3), (2.10), (2.11) and (2.31) are 
satisfied. Then a C’[O, l] n C2(0, 1) solution of (2.30) exists. 
Thus it remains to consider 
Y”=9wwf(t~ Y, Y’L o<t<1 
y(0) = a > 0, Y(l) =o 
(2.32) 
with (2.2), (2.3), (2.10), (2.11), (2.12), and (2.26) being satisfied. In addition 
assume 
There exists r > 1 with 
f f(t) g’ (9’ j-i (1 - t) w(s) W) ds + 4’ j-,’ (1 -s) w(s) ti(s) ds) dt < 00. 
(2.33) 
Essentially the same reasoning as in Theorem 2.7 establishes 
THEOREM 2.9. Suppose (2.2), (2.3), (2.10), (2.11), (2.12), (2.26), and 
(2.33) are satisfied. Then a C’[O, l] n C’(O, 1) solution of (2.32) exists. 
3. THE EQUATION y" +f(t, y, y')=O 
Consider the two point boundary value problem 
y”+f(t, y, y’)=O, o<t<1 
y(O)= y(l)=0 
(3.1) 
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with (2.2) and (2.3) being satisfied. In addition assume 
For any c E (0, co ), J‘d & du < co and there exist constants 
A>O,B>O,andO<r<lsuchthatforzE[O,cO), 
(3.2) 
Now by a solution to (3.1) we mean a function y E C’[O, l] n C2(0, 1) that 
satisfies the differential equation and boundary conditions. To establish the 
existence of a solution to (3.1) we first consider for n EN+ = { 1, 2, . ..} the 
problems 
y”+f(t, y, y’)=O, o<t<1 
y(O)=y(l)=A. 
(3.3”) 
The idea is first show that (3.3”) has a solution yn for each n and then to 
use a compactness argument to show that (3.1) has a solution. 
THEOREM 3.1. Suppose (2.2), (2.3), and (3.2) are satisfied. For IE [0, l] 
consider 
y”+Af(t, y, y’)=O, o<t<1 
Y(o)=Yu)=; 
(3.49 
for fixed nE N+. Then there exist constants MO, M,, and M, independent 
of ,I such that 
~~YWM,, Iv’(t)1 <Ml, n 
- M, d y”(t) d 0; tE co, 11 
for each solution YE C’[O, l] to (3.41). 
ProofI Condition (2.2) implies y > 0 on (0, 1) so y” < 0 on (0, 1). Let 
Y max be the maximum of y(t) on [0, l] and suppose y,,, occurs at 
t,E(O, 1). Then y’(to)=O with y’(t)>O, t<t,, and y’(t)<O, tat,. Now 
for t < to we have -y” d g(y) h( y’) so 
4091148/2-20 
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and integration from t to t, will give (with I as defined in Theorem 2.1) 
Z(y’(t))= j~(‘)~du~jo”(‘“)g(u)du. 
Thus 
y’(t) dz-1 
and integration from 0 to t, yields 
<A[y(t,)l’+B+ 1 
(3.5) 
using (3.2). Thus there exists a constant M,> 0 such that y,,, = 
Y(ki)~~Mo. 
Remark. Note M, is also independent of n. 
On the other hand for t 3 t, we have 
y’y” < g(y)( -y’), 4 -y’) 
so integration from t, to t yields 
-y’(t) < I-’ ( jf’“‘g(u) du); t 3 t,. 
Thus (3.5) and (3.6) yield 
Iy’(t)l <I-’ (joMog(u)du)=M, for t~[0, l] 
Remark. Note M, is also independent of n. 
Finally, 
-Y”bg(y(t))h(ly’(t)l)~g i 0 sup h(p) = M,. c -MI>MII 
(3.6) 
THEOREM 3.2. Suppose (2.2), (2.3), and (3.2) are satisfied. Then a 
C’[O, l] solution of (3.3”) exists. 
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Proof Consider the family of problems 
Y” + @-*(t, y, y’) = 0, o<t<1 
Y(o)=Yo=~, 
(3.7;) 
where f* > 0 is any continuous extension of f from y > l/n. Now every 
solultion u of (3.7:) satisfies u” d 0 and u 2 l/n and hence is a solution of 
(3.3”). Define 
and F,: C’[O, l] + C[O, 11, j: Ci[O, l] + C’[O, 11, L: Ci[O, l] + 
C[O, l] by FAu(t)= -A.*(& u(t), u’(t)), ~u=u, and Lu(t)=u”(t). Here, of 
course, Ci[O, l]= {uEC*[O, 11: u(O)=u(l)=l/n}. Just as in 
Theorem 2.2 it is easy to show that H,: D + Ci[O, l] defined by H,u = 
L-II;,. ju is a compact homotopy of admissible maps joining the essential 
map H,, with H, . Thus the Topological Transversality Theorem implies H, 
is essential, i.e., (3.7;) has a solution and therefore (3.3”) has a solution. 
Now Theorem 3.2 implies (3.3”) has a solution for each n. Moreover, 
there are constants M, and M, independent of n such that 
for each solution y to (3.3”). In addition assume 
For constants A4 > 0, K> 0 there exists q(t) 
continuous on [0, 1 ] and positive on (0, 1) such 
thatf(t, Y, ~)>rl(t)on CO, 11 x (0, Ml x C-K Kl 
There exists k > 1 with 
(3.8) 
‘(l-1)S)I(S)ds+j’(l--S)f9(S)d~)df<~. (3.9) , 
Then we claim that there is a constant M, independent of n such that 
11 ~“11 Lk < M,; to see this, note that (3.8), with the fact that M, and M, are 
independent of n, yields -y”(t) 2 q(t) and so 
y(t)aj’(l-r)sq(s)ds+j’(l-s)q(s)ds. 
0 f 
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Thus 
-Y”(t) 6 MY(f)) (where E= sup h(p)) 
C--Ml.‘+fll 
since g is nonincreasing on (0, co). Hence, for k > 1 we have 
ll~“ll Lk 6 E 
ilk 
=M, 
and our claim is established. 
Essentially the same reasoning as in Theorem 2.7 (or a modification of 
the ideas in [6]) establishes 
THEOREM 3.3. Suppose (2.2), (2.3), (3.2), (3.8), and (3.9) are satisfied. 
Then a C’[O, 1) n C*(O, 1) solution of(3.1) exists. 
Remark. One can obtained similar results for the two point boundary 
value problems 
Y” + f(6 Y, ,“‘I = 0, o<t<1 
Y(O) = 0 
y’(l)=0 
and 
Y” +f(c Y, Y’) = 0, o<t<1 
y(l)=0 
y’(0) = 0. 
EXAMPLE. Consider the two point boundary value problem 
y”+ IyI-1’4(ly’lB+ l)=O, o<t<1 
Y(o)=Y(l)=o 
(3.10) 
with O<p<$. 
Hereg(u)= IuI- , ‘I4 h(u) = lulB + 1, so clearly (2.2) and (2.3) are satisfied. 
Also, with q(t) = M-li4 and k = $‘, say, we see that (3.8) and (3.9) hold. 
Finally, it is easy to check that (3.2) is satisfied since /I< $. Thus a 
C’[O, l] n C*(O, 1) solution to (3.10) exists by Theorem 3.3. 
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Finally in this paper we examine 
y”+$(t)f(t, Y, y’)=O, O<f<l 
(3.11) 
Y(o)=Y(l)=o 
with (2.2), (2.3), (2.10), and (2.11) being satisfied. In addition, assume 
For any c E (0, co), .F,’ g du < co and there 
exist constants A 2 0, B > 0, and 0 < Y < 1 such 
that for z E [0, CC )
{p(u)du}l’p{j; a’cu)du}l’q< j:z’+BGdu. 
To begin with we consider for n EN+ the problems 
Y” + ti(t) f(t, Y, Y’) = 0, o<t<1 
y(O)= y(l)=;. 
(3.12) 
(3.13”) 
THEOREM 3.4. suppose (2.2), (2.3), (2.10), (2.11), and (3.12) are 
satisfied. For L E [0, l] consider 
Y”+wt)f(t, Y, y’)=O 
(3.149 
for fixed n EN+. Then there exists constants M,,, M,, and M, independent 
of A such that 
‘G J’(t) G M,, Iy’(t)l <Ml; n tE co, 11 
and 
-M,+O; tE(0, 1) 
t 
for each solution ye C’[O, l] n C’(O, 1) to (3.14;). 
Proof’I Just as in the proof of Theorem 3.1, y > 0 and y” < 0 on (0, 1). 
Suppose the maximum of y(t) occurs at t, E (0, 1). Then for t < t, we have 
-Y” d g(y) h(f)& so 
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and integration from t to to along with Holder’s integral inequality will give 
(with J as defined in Theorem 2.3) 
y’(t) < J-’ (i j ~YYU) du}l’p{ j,’ $“(td) du)li4); t 6 to. (3.15) 0 
Now integration from 0 to to will give 
y( to) < J-’ N y(ro)g%) du}l'p{ j; Ii/"(U) du}li4) + 1 0 
bA[y(t,)l’+B+ 1 
using (3.12). Thus there exists a constant MO > 0 such that y,,, = 
Y(to) G MO. 
Remark. Note MO is independent of n. 
On the other hand, for t 2 to we have 
(-;;Y;;y”) 6 g(y)( -y’)‘lP$, 
so integration from to to t will give 
-y’(f) 6 J-l (I?’ rc’o)gp(u) dujl”{ j; $“(u) du]‘l); t > to. 
(3.16) 
0 
Thus (3.15) and (3.16) yield 
Iv’(t)1 <J-l ({joMogwdu}“p{j~Ilwdu}“Y)=M, 
for t E [0, 11. 
Remark. Note M, is independent of n. 
Finally, 
-Y”(f) 
~~g(Y(t))h(lY’(t)o~g ; 
0 
sup h(p) = M,. 
C--MI, MI1 
Essentially the same reasoning as in Theorem 3.2 with the ideas of 
Theorem 2.4 establishes 
THEOREM 3.5. Suppose (2.2), (2.3), (2.10), (2.11), and (3.12) are 
satisfied. Then a C’[O, l] n C*(O, 1) solution of (3.13”) exists. 
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Now Theorem 3.5 implies (3.13”) has a solution for each n. Moreover, 
there are constants M, and M, independent of n such that 
for each solution y to (3.13”). Suppose (3.8) and (2.33) with 4 = 1 hold; 
then it is easy to show as before that there is a constant M, independent 
of n such that 1) y” 11 L,d M,. 
Essentially the same reasoning as in Theorem 2.7 establishes 
THEOREM 3.6. Suppose (2.2), (2.3), (2.10), (2.11), (3.8), and (2.33) with 
c$ = 1 are satisfied. Then a C’[O, l] n C2(0, 1) solution of (3.11) exists. 
REFERENCES 
1. R. ARIS, “The Mathematical Theory of Diffusion and Reaction in Permeable Catalysts,” 
Clarendon Press, Oxford 1975. 
2. C. BANDLE, R. SPERB, AND I. STAKGOLD, Diffusion and reaction with monotone kinetics, 
Nonlinear Anal. 8 (1984), 321-333. 
3. J. V. BAXLEY, A singular boundary value problem: Membrane response of a spherical cap, 
SIAM J. Appl. Math. 48 (1988), 497-505. 
4. L. E. BOE~SUD AND D. O'REGAN, Existence of solutions to some singular initial value 
problems, J. Murh. Anal. Appl. 133 (1988), 214-230. 
5. L. E. BOHSUD, D. O’REGAN, AND W. D. ROYALTY, Existence and nonexistence for a 
singular boundary value problem, Appl. Anal. 28 (1988), 245-256. 
6. L. E. BOHSUD, D. O’REGAN, AND W. D. ROYALTY, Solvability of some nonlinear 
boundary value problems, Nonlinear Anal. 12 (1988), 855-869. 
7. L. E. BOBISUD AND W. D. ROYALTY, Existence, nonexistence, and uniqueness for a 
singular boundary value problem, to appear. 
8. L. E. BOBISLJD, Existence and behaviour of positive solutions for a class of parabolic 
reactionAiffusion equations, Appl. Anal. 28 (1988), 135-149. 
9. A. CALLEGARI AND A. NACHMAN, Some singular nonlinear differential equations arising in 
boundary layer theory, J. Math. Anal. Appl. 64 (1978), 96-105. 
10. A. CALLEGARI AND A. NACHMAN, A nonlinear singular boundary value problem in the 
theory of pseudoplastic fluids, SIAM J. Appl. Math. 38 (1980), 275-281. 
11. D. R. DUNNINGER AND J. C. KURTZ, Existence of solutions for some nonlinear singular 
boundary value problems, J. Math. Anal. Appl. 115 (1986), 396-405. 
12. M. FRIGON AND D. O’REGAN, On a generalization of a theorem of S. Bernstein, Ann. 
Polon. Math. 48 (1988), 297-306. 
13. A. GRANAS, R. B. GUENTHER, AND J. W. LEE, Nonlinear boundary value problems for 
ordinary differential equations, Disserrariones Math. (Rozprany Mar.) 1985. 
14. R. B. GUENTHER AND J. W. LEE, Topological transversality and differential equations, 
Confemp. Mafh. 72 (1988), 121-130. 
15. R. B. GUENTHER, “Problimes aux limites nonlintaires pour certaines classes d’tquations 
diffkrentielles ordinaires,” Presses Univ. Montrital, 1985. 
570 DONAL O’REGAN 
16. J. W. LEE AND D. O’REGAN, Existence of solutions to some initial value, two point and 
multipoint boundary value problems with discontinuous nonlinearities, Appl. Anal. 33 
(1989), 57-77. 
17. C. D. LUNING AND W. L. PERRY, Positive solutions of negative exponent generalized 
Emden-Fowler boundary value problems, SIAM J. Math. Anal. 12(1981), 874-879. 
18. D. OXEGAN, Positive solutions to singular and nonsingular second order boundary value 
problems, J. Math. Anal. Appl. 142 (1989), 4C52. 
19. S. D. TALIAFERRO, A nonlinear singular boundary value problem, Nonlinear Anal. 3 
(1979), 897-904. 
20. J. S. W. WANG, On the generalized Emden-Fowler equation, SIAM Rev. 17 (1975), 
339-360. 
