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Abstract
Let A ⊆ [ω]ω be a maximal almost disjoint family and assume P is a forcing notion. Say A is
P-indestructible if A is still maximal in any P-generic extension. We investigate P-indestructibility
for several classical forcing notions P. In particular, we provide a combinatorial characterization of
P-indestructibility and, assuming a fragment of MA, we construct maximal almost disjoint families
which are P-indestructible yet Q-destructible for several pairs of forcing notions (P,Q). We close
with a detailed investigation of iterated Sacks indestructibility.
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1. Introduction
Almost disjoint families (AD families for short) and, in particular, maximal almost
disjoint families of sets of natural numbers (MAD families for short) play an important
role in set theory as well as in its applications, for example in general topology. Let us
mention but two sample examples, namely, the technique of almost disjoint coding in
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forcing theory and the construction of the Isbell-Mrówka space from an almost disjoint
family in set theoretic topology.
A fundamental question about MAD families is whether they survive forcing extensions
in which new real numbers are adjoined, and, until recently, surprisingly little was
known about this. In particular, the relationship of a, the size of the smallest MAD
family, with other cardinal invariants of the continuum was little understood. This has
changed drastically with the advent of Shelah’s theory of iteration along templates (see
[19,6]) which provided a method of destroying MAD families with minimal damage.
For example, his technique allows for killing arbitrary MAD families while preserving
dominating families, and he thus obtained the consistency of d < a, solving a long-standing
problem about cardinal invariants of the continuum. Shelah’s results spurred new interest
in the question under which condition is a MAD family (in)destructible by a given forcing
notion.
This question may be seen, in a broader context, as an attempt to classify MAD families,
and, ultimately, to arrive at some structural theory of MAD families. Note in this context
that one of the most basic constructions of a MAD family starts with a perfect tree T
the branches of which can be considered an AD family, and extends it to a maximal AD
family A using Zorn’s lemma. Since adjoining a new real naturally adds a new branch
to T , such a MAD family is necessarily destroyed by any forcing adding reals. On the
other hand, Kunen [14] constructed a Cohen-indestructible MAD family B assuming CH,
and his method of construction was later extended in various directions by many people.
This means the families A and B are fundamentally different.
Hrušák [10] and Kurilic´ [16] independently characterized Cohen-indestructibility of
MAD families by using a combinatorial reformulation which doesn’t mention forcing
or models. Hrušák [10] also investigated Sacks forcing and Miller forcing and, in
joint work with García Ferreira [11], showed that Cohen-indestructibility and random-
indestructibility are incomparable notions. The latter work also provided a more general
framework for indestructibility using the Kateˇtov ordering.
In Section 2 of the present work, we shall continue this line of research and provide
a combinatorial characterization of forcing indestructibility of MAD families and, more
generally, tall ideals, for many classical forcing notions. The main new idea is that we work
with the Gδ-closure G A of a subset A of 2<ω (or ω<ω), namely, the set of all x ∈ 2ω (ωω)
such that infinitely many initial segments of x belong to A. The advantage of this approach
is that it allows us to treat many rather distinct forcing notions adding real numbers (e.g.
tree-like forcings like Sacks forcing as well as Cohen and random forcing) in one general
framework. Accordingly, we first set up this framework, prove a general characterization
theorem saying when a tall ideal is P-indestructible for a given forcing notion P which
falls into this framework (Theorem 2.2.2), and then show that all forcings we consider do
indeed satisfy the conditions of the framework. The price we have to pay for this is that
these conditions are rather technical, and that it is sometimes rather tedious to verify a
given forcing notion satisfies them (this is in particular true for forcing notions adjoining
dominating reals). On the other hand, the verification of the latter is trivial in other cases
and, furthermore, it is quite clear that the framework also works for many other forcing
notions which we have not studied in detail. The actual characterizations, then, are mere
corollaries. As an instance we mention:
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Theorem 2.4.9. Let I be a tall ideal. The following are equivalent:
(i) I is random-indestructible.
(ii) ∀B ⊆ 2<ω such that G B is not null, ∀ f : B → ω, ∃I ∈ I such that G f −1”I is not
null.
(iii) ∀B ⊆ 2<ω such that G B is not null, ∀ f : B → ω finite-to-one, ∃I ∈ I such that
G f −1”I is not null.
This answers a question of Hrušák [10].1 An immediate consequence of these characteri-
zations is that we get the following diagram about implications between forcing
indestructibility (see 2.1 for the definitions of the forcing notions):
B-indestructible  S-indestructible
L-indestructible  M-indestructible

D-indestructible

 C-indestructible

Fig. 1. Diagram of forcing indestructibility.
A natural question is whether any of these arrows is reversible or whether there are any
other arrows. An even more fundamental question is whether we can always build a P-
indestructible MAD family (or, more generally, tall ideal) for a given forcing notion P and,
if so, whether this construction can be done in ZFC alone.
We shall investigate this in Section 3 and show that, indeed, there are no other arrows
in the diagram than those shown above. Furthermore, for tall ideals I, constructions of
counterexamples to possible further arrows can be done in ZFC. This is more tricky for
MAD families: first, adding a dominating real destroys all MAD families so that there
are no P-indestructible MAD families for forcing notions P adjoining a dominating real.
Furthermore, as of now, even the construction of an S-indestructible MAD family (which
is weaker than all of the others) requires hypotheses beyond ZFC (see Conjecture 4.4.3)
though we do not know whether they are really necessary. Such hypotheses are usually
of the form j = c where j is one of the standard cardinal invariants of the continuum.
Wherever possible, we shall construct a MAD family of the required kind (which is the
more difficult task). Sample results include:
Theorem 3.6.1. Assume add(N ) = c. Then there is a random-indestructible Miller-
destructible MAD family of size c.
Theorem 3.7.3. There is a tall ideal I which is Laver-indestructible yet Cohen-
destructible.
1 Some characterizations can be done in terms of the Kateˇtov order. We do not know whether this is possible
for Theorem 2.4.9, however. See Section 2.4 for more details.
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Section 4 provides an in-depth investigation of iterated forcing indestructibility in
the case of Sacks forcing S. Apart from characterizing iterated Sacks indestructibility
(Sections 4.2, 4.3 and 4.5), we prove:
Theorem 4.4.1. Assume either cov(M) = c or b = c. There is a MAD family A = {Aα :
α < c} which is S-indestructible yet S2-destructible.
Here S2 denotes the two step iteration of Sacks forcing S.
Theorem 4.7.1. In the Sacks model (the extension of a model of CH by iteratively adding
ω2 Sacks reals with countable support), every iterated Sacks-indestructible MAD family
has size ℵ1.
These results show that the case of Sacks forcing differs from that of Cohen or random
forcing while still being somewhat similar; namely, in the case of C or B, the two step
iteration is the same as the single step, so there is no result like 4.4.1; on the other hand, it is
well-known that after adding many Cohen (or random) reals to a model of CH, any Cohen
(random, respectively) indestructible MAD family must have size ℵ1 (Theorem 4.1.1).
Some of the proofs in this section are rather sketchy (or even left out) because, on
the one hand, they are quite technical while, on the other hand, they are rather standard
arguments (mostly fusion arguments) in iterated Sacks forcing. In particular, the arguments
should be easy to follow for anybody familiar with the representation of iterated Sacks
forcing Sα as Borel sets in (2ω)α. See for example, the recent work of Ciesielski and
Pawlikowski [7] and of Zapletal [22] for an in-depth investigation of iterated Sacks forcing.
The main arguments (4.2, 4.4 and 4.7), however, are done in detail.
1.1. Notation and basic facts
Our notation is fairly standard. See [12] or [14] for set theory in general and forcing
theory in particular. ∃∞ means “there are infinitely many n ∈ ω” and ∀∞ stands for “for
all but finitely many n ∈ ω”. By the reals R, we usually mean the elements of the Cantor
space 2ω, of the Baire space ωω, or of [ω]ω, the infinite subsets of the natural numbers ω.
B (or B(2ω),B(ωω)), then, denotes the Borel subsets of R (of 2ω or ωω, respectively).
Given s ∈ 2<ω (or ω<ω), let [s] = {x ∈ 2ω : s ⊆ x}, the clopen set given by s.
Given a tree T ⊆ 2<ω (or ω<ω), let [T ] = {x ∈ 2ω : x |n ∈ T for all n ∈ ω} denote
the set of its branches. stem(T ) denotes the stem of T , that is, the unique s ∈ T which
has at least two immediate successors and is comparable with any t ∈ T . For s ∈ T ,
Ts = {t ∈ T : s ⊆ t or t ⊆ s} is the restriction of T to s.
For x, y ∈ ωω, say y eventually dominates x and write x ≤∗ y if x(n) ≤ y(n) holds
for all but finitely many n ∈ ω. The (un)bounding number b is the smallest size of an
unbounded family in the structure (ωω,≤∗) while the dominating number d is the least
size of a cofinal family in (ωω,≤∗). c denotes the cardinality of the continuum. A family
A ⊆ [ω]ω is almost disjoint (AD for short) if A ∩ B is finite for any distinct A, B ∈ A.
A is a maximal almost disjoint (MAD) family if, additionally, for any X ∈ [ω]ω, there
is A ∈ A such that X ∩ A is infinite. For simplicity, we shall assume through the paper
that AD families satisfy ∪A = ω. The almost disjointness number a is the least size of
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a MAD family. We assume familiarity with basic cardinal invariants of the continuum like
those mentioned here, as well as with their order relationship. See [1] or [3] for details.
For A, B ∈ [ω]ω, say A is almost contained in B and write A ⊆∗ B if A \ B is finite.
X ∈ [ω]ω is a pseudo-intersection of F ⊆ [ω]ω if X ⊆∗ A for any A ∈ F . All ideals
I ⊆ P(ω) we will consider in this paper are proper and contain the finite subsets of ω (so
∪I = ω), that is, they are free ideals. An ideal I ⊆ P(ω) is a tall ideal if the dual filter
I∗ = {ω \ A : A ∈ I} doesn’t have a pseudo-intersection.
It is clear tall ideals are a generalization of MAD families.
Definition 1.1.1. I(A) = {X ∈ P(ω) : (∃n)(∃〈Ai : i < n〉 ⊆ A)X ⊆∗ ⋃i<n Ai } is the
ideal generated by A.
Fact 1.1.2. For an almost disjoint family A, A is MAD iff I(A) is a tall ideal.
We proceed to argue that families of infinite subsets of ω are closely connected to
families of subsets of reals.
Definition 1.1.3 (Gδ Closure). For any A ⊆ 2<ω or ω<ω, the Gδ closure of A is
G A = { f ∈ 2ω( or ωω) : (∃∞n ∈ ω) f |n ∈ A}.
Clearly any G A is a Gδ-set.
Lemma 1.1.4. The following are equivalent for an ideal I.
1. I is a tall ideal.
2. For any B ⊆ 2<ω (or ω<ω) and any f : B → ω, F = {G f −1”D : D ∈ I} is a covering
of G B.
3. For any f : 2<ω(or ω<ω) → ω one-to-one, F = {G f −1”D : D ∈ I} is a covering of
the real line.
Proof. First we show 1 implies 2. Assume F is not a covering, i.e. there is a g ∈
G B \
(⋃
D∈I G f −1”D
)
. Let A = { f (g|n) : n ∈ ω ∧ g|n ∈ B}. We first argue that A
is infinite. Otherwise A ∈ I, and g ∈ G f −1”A follows immediately, a contradiction. Next
choose D ∈ I arbitrarily. If A ∩ D was infinite, g ∈ G f −1”A∩D ⊆ G f −1”D , again a
contradiction. Therefore A ∩ D is finite. This shows that I is not tall, the final contradic-
tion.
2 implies 3 is trivial.
To show 3 implies 1, assume I was not tall and choose A ∈ [ω]ω such that A ∩ D is
finite for all D ∈ I. Fix g ∈ 2ω. Define a bijection f : 2<ω → ω such that f maps
{g|n : n ∈ ω} to A and 2<ω \ {g|n : n ∈ ω} to ω \ A. It is straightforward to see that
g ∈ G f −1”D for all D ∈ I, a contradiction to 3. 
For MAD families we additionally have:
Lemma 1.1.5. Let A ⊆ [ω]ω and assume for any f : 2<ω(or ω<ω) → ω one-to-one
F = {G f −1”D : D ∈ A} is a disjoint covering of the real line. Then A is a MAD family.
Proof. We first argue that A is an almost disjoint family. Assume D0, D1 ∈ A, D0 = D1,
and |D0 ∩ D1| = ℵ0. Fix g ∈ 2ω. Define a bijection f : 2<ω → ω such that f
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maps {g|n : n ∈ ω} to D0 ∩ D1 and 2<ω \ {g|n : n ∈ ω} to ω \ (D0 ∩ D1). Clearly
g ∈ G f −1”D0∩G f −1”D1 , a contradiction. To see thatA is maximal, use 1.1.2 and 1.1.4. 
In 1.1.5, the converse is false in general.
2. Characterization of forcing indestructibility
Hrušák [10] and Kurilic´ [16] have characterized forcing indestructibility of MAD
families for Cohen forcingC. Using the concept of “Gδ-closure”, we will prove analogous
results for many classical forcing notions (Sections 2.2–2.4). We start with briefly
reviewing the definitions of, and basic facts about, these forcing notions (Section 2.1).
2.1. Forcing notions and corresponding ideals
Let B(R), or B for short, be the family of Borel sets in R, where R = 2ω or ωω. Also
assume IP ⊆ B is a σ -ideal. We consider forcing notions of the form P = B/IP, ordered
by inclusion modulo IP. Notice this is forcing equivalent to B \ IP ordered by inclusion,
and we shall use this description to avoid having to work with equivalence classes. Call
such forcing notions real forcings. The following is well-known (see [22, Lemma 2.1.1]).
Lemma 2.1.1 (Zapletal). If G ⊆ P = B \ IP is a generic filter, then there is a real
r ∈ V [G] such that a Borel set B coded in V belongs to G iff r ∈ BV [G].
We are going to investigate the ideal IP corresponding to several famous proper forcing
notions.
Sacks forcing Sacks forcing S is the set of all perfect trees in 2<ω ordered by inclusion.
The perfect set theorem says:
Fact 2.1.2. For every analytic set X ⊆ 2ω:
• either X is countable,
• or X contains a perfect subset.
Let cntble be the ideal of (at most) countable sets of reals. So the above fact shows S is
a dense subset of B(2ω)/cntble; these are forcing equivalent.
It is clear that any countable set coded in the ground model doesn’t contain a Sacks
real (it doesn’t contain any new real). In this sense we can say Sacks forcing is the
“weakest” forcing which adds a new real.
Miller forcing Miller forcingM is the set of all rational perfect trees ordered by inclusion.
Definition 2.1.3. 1. A tree T ⊆ ω<ω is rational perfect iff T is a tree such that
(∀t ∈ T )(∃s ∈ T )t ⊆ s ∧ (∃∞n)s 〈ˆn〉 ∈ T .
2. A set of reals B ⊆ ωω is σ -bounded iff there is a countable set {xn ∈ ωω : n ∈ ω}
such that (∀y ∈ B)(∃k)y ≤ xk .
An s with s 〈ˆn〉 ∈ T for infinitely many n as in 1 of the definition is called an ω-splitting
node of T . We denote by split(T ) the set of ω-splitting nodes of T .
It is well-known that
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Fact 2.1.4. For every analytic set X ⊆ ωω:
• either X is σ -bounded,
• or X contains a rational perfect subset.
Let Kσbe the ideal of σ -bounded sets. Then the above fact shows M is a dense subset
of B(ωω)/Kσ ; they are forcing equivalent.
Laver forcing Laver forcing L is the set of all Laver trees ordered by inclusion, where
Definition 2.1.5. 1. T ⊆ ω<ω is a Laver tree iff (∀t ∈ T )(∃∞n ∈ ω)t 〈ˆn〉 ∈ T ,
2. A set of reals B ⊆ ωω is strongly dominating iff for any φ : ω<ω → ω, there is a
g ∈ B such that (∀∞n ∈ ω)g(n) ≥ φ(g|n).
For more details, see [4,9,20]. Then we have
Fact 2.1.6. For every analytic set X ⊆ ωω:
• either X is not strongly dominating,
• or X contains a Laver tree.
Let not-dominating be the ideal of not strongly dominating sets. Then the above fact
shows L is a dense subset of B(ωω)/not-dominating; they are forcing equivalent.
Cohen forcing Cohen forcing C is the set of finite partial functions ω → 2 ordered by
inclusion. More generally, Cκ is the set of finite partial functions κ → 2.
Let M be the ideal of meager sets of reals. It is well-known C is a dense subset of
B(2ω)/M; they are forcing equivalent.
Fact 2.1.7. Every analytic set X ⊆ 2ω has Baire property; that is, there is an open set
U such that UX is meager.
Note that Cohen forcing adds an unbounded real.
Random forcing Random forcingB is the measure algebraB(2ω)/N whereN is the ideal
of null sets of reals. More generally, Bκ is the measure algebra on 2κ . It is well-known
as ωω-bounding forcing.
Fact 2.1.8. Every analytic set is Lebesgue measurable.
We use µ to denote Lebesgue measure.
Hechler forcing Hechler forcing D is the following poset.
Definition 2.1.9.
D = {〈s, f 〉 : s ∈ ω↑<ω ∧ f ∈ ω↑ω ∧ s ⊆ f }
ordered by
〈s, f 〉 ≤ 〈t, g〉 ⇐⇒ t ⊆ s ∧ (∀k)[g(k) ≤ f (k)].
By definition, D adds a dominating real. Here we define ω↑ω to be the set of all strictly
increasing functions from ω to ω. Similarly ω↑<ω is the set of all strictly increasing
finite sequences. Clearly, ω↑ω is homeomorphic to the Baire space ωω.
Following [17], we will define the dominating topology D on ω↑ω corresponding to
Hechler forcing.
278 J. Brendle, S. Yatabe / Annals of Pure and Applied Logic 132 (2005) 271–312
Definition 2.1.10 (Dominating Topology). 1. For any 〈s, f 〉 ∈ D,
U〈s, f 〉 = {x ∈ ω↑ω : s ⊆ x ∧ f ≤ x}.
2. The dominating topologyD is the topology on ω↑ω whose base is {U〈s, f 〉 : 〈s, f 〉 ∈
D}.
3. Let XD be the topological space 〈ω↑ω,D〉.
We can define D-meager sets, D-Borel sets BD, etc. as for the usual topology. It is
trivial that B ⊂ BD, etc.
LetMD be the ideal ofD-meager sets. As in the case of Cohen forcing,D is a dense
subset of B(ω↑ω)/MD; they are forcing equivalent.
For more details, see [17].
In any case, we clearly have
Theorem 2.1.11. Assume P is one of the above proper real forcings. Let r˙gen be the name
of the P-generic real. Let B be a Borel set coded in the ground model. Then
• either B ∈ IP (then  “r˙gen ∈ B”),
• or B ∈ IP (then B  “r˙gen ∈ B”).
2.2. Weak fusion
All forcing notions P we will consider have a dense set of Gδ’s in the following sense:
If B ⊆ 2<ω or ω<ω with G B ∈ P (i.e. G B ∈ IP), and E ≤ G B,
then there is B ′ ⊆ B with G B ′ ∈ P and G B ′ ≤ E . (∗)
It is clear that S,M,L,C,B and D have this property with respect to the corresponding
ideal.
Definition 2.2.1. Let P = B \ IP be a real forcing. Say P has weak fusion if given E ∈ P
and a P-name C˙ such that E  “C˙ ∈ [ω]ω”, there are
• pairwise disjoint antichains Bn ⊆ 2<ω (or ω<ω),
• antichainsAn ⊆ P,
• one-to-one functions hn : Bn → An for n ∈ ω,
• and a one-to-one function g : {(n, A) : n ∈ ω ∧ A ∈ An} → ω with g(n, A) ≥ n
such that
(1) G B ≤ E (in particular G B ∈ IP),
(2) (∀B ′ ⊆ B with G B ′ ∈ P)(∀k)(∃n ≥ k)(∃s ∈ Bn ∩ B ′).
• [s] ∩ G B ′ ∈ P, and
• [s] ∩ G B ′ is compatible with hn(s),
(3) (∀n)(∀A ∈ An) A  “g(n, A) ∈ C˙”,
where B =⋃n∈ω Bn .
Let us first check this is enough to get the characterization of P-indestructibility we are
heading for. Recall that all ideals I ⊆ P(ω) we consider here are free ideals (i.e. they
contain all finite sets).
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Theorem 2.2.2. Assume P = B \ IP is a real forcing with weak fusion. Let I be a tall
ideal. Then the following are equivalent:
(1) I is P-indestructible.
(2) ∀B ⊆ 2<ω(or ω<ω) such that G B ∈ IP, ∀ f : B → ω, ∃I ∈ I such that G f −1”I ∈ IP.
(3) ∀B ⊆ 2<ω(or ω<ω) such that G B ∈ IP, ∀ f : B → ω one-to-one, ∃I ∈ I such that
G f −1”I ∈ IP.
Proof. To show (1) implies (2), suppose not (2). Let B ⊆ 2<ω be such that G B ∈ IP and
∃ f : B → ω function, ∀I ∈ I, G f −1”I ∈ IP.
Let r be a P-generic real such that r ∈ G B . Such r exists by the preceding discussion,
see Lemma 2.1.1. In particular, if r˙ is the name for the generic from 2.1.1, G B  “r˙ ∈ G B”.
Note that r ∈ G f −1”I for all I ∈ I. Namely, since G f −1”I ∈ IP, 2ω \ G f −1”I belongs to
the generic filter, and so r ∈ 2ω \ G f −1”I .
Since r ∈ G B , (∃∞n)r |n ∈ B . Since I contains all finite sets, f must be finite-to-one
on B ∩ {r |n : n ∈ ω}. Therefore A = { f (r |n) : r |n ∈ B} is infinite, yet A ∩ I is finite for
all I ∈ I.
(2) implies (3) is trivial.
We can show (3) implies (1) by using a fusion argument. Let E ∈ P, C˙ be a P-name
such that E  “C˙ ∈ [ω]ω”. Let Bn,An, hn and g be as in the definition of “weak fusion”.
Then G B ≤ E where B =⋃n∈ω Bn .
Define f : B → ω by f (s) = g(n, hn(s)) for all s ∈ Bn . This makes sense because
the Bn are pairwise disjoint. Since hn and g are one-to-one, so is f . By the hypothesis (3),
there is I ∈ I such that G f −1”I ∈ IP, i.e. G f −1”I ∈ P. Clearly G f −1”I ≤ G B . To complete
the proof, it suffices to show that G f −1”I  “|I ∩ C˙| = ℵ0”. For this, it is enough to prove
(∀D ≤ G f −1”I )(∀k)(∃l ≥ k)(∃D′ ≤ D) D′  “l ∈ I ∩ C˙”.
To see this, fix D ≤ G f −1”I and k. By (∗) there is B ′ ⊆ f −1”I such that G B ′ ⊆ D.
By (2) there are n ≥ k and s ∈ Bn ∩ B ′ such that [s] ∩ G B ′ ∈ P and [s] ∩ G B ′ is
compatible with hn(s). Let D′ be a common extension of [s] ∩ G B ′ and hn(s), and let
l = g(n, hn(s)) = f (s) ≥ n ≥ k. Since s ∈ B ′, l ∈ I . By 3, D′  “l ∈ C˙”, and we are
done. 
Note that (1) implies (2) is true for every real forcing. Indeed, “weak fusion” was used
only for (3) implies (1).
If we don’t care about f being one-to-one, we can get away with a notion which is
somewhat simpler than “weak fusion”. However, it turns out that having f one-to-one
makes the constructions in Section 3 much more lucid, and this is the reason for (3) in
Theorem 2.2.2.
We proceed to show that most of our forcing notions satisfy weak fusion.
Lemma 2.2.3. Sacks forcing S, Miller forcing M, and Laver forcing L have weak fusion.
Proof. Since the proofs are all very similar, we do it only for Laver forcing L which is,
in fact, the most difficult case. Here, as well as in a number of subsequent proofs, we
shall freely use rank arguments which have become a standard tool in the combinatorial
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investigation of forcing notions adjoining a dominating real since they have been
introduced for Hechler forcing by Baumgartner and Dordal [2].
Fix E = [T ] ∈ L and an L-name C˙ for an element of [ω]ω. As usual, we think of
Laver forcing as forcing with trees, that is, we identify [T ] with T , and consider T ∈ L.
Recursively construct antichains B ′n ⊆ T , antichains A′n ⊆ L, one-to-one functions
h′n : B ′n → A′n and one-to-one functions g′n : A′n → ω with g′n(A) ≥ n for all A ∈ A′n
such that
• if n < m and σ ∈ B ′m then σ |k ∈ B ′n for some k < |σ |,
• h′n is ontoA′n and if σ ∈ B ′n , then h′n(σ ) is a Laver subtree of T with stem σ ,
• for all n and σ ∈ B ′n ,
⋃{h′n+1(τ ) : σ ⊆ τ, τ ∈ B ′n+1} is a Laver subtree of h′n(σ ) with
stem σ ,
• h′n(σ )  “g′n(h′n(σ )) ∈ C˙”.
Let us argue that this construction can be carried out. Suppose n ∈ ω and for all m < n,
B ′m,A′m , h′m and g′m have been constructed as required (possibly n = 0). We construct
B ′n,A′n, h′n and g′n . Fix σ ∈ B ′n−1 (where we put B ′−1 = {stem(T )}). h′n−1(σ ) ∈ A′n−1 is
a Laver subtree of T with stem σ by inductive assumption (where h′−1(stem(T )) = T andA′−1 = {T }). For τ ∈ h′n−1(σ ), |τ | > |σ |, define the rank function rk(τ ) by recursion as
follows.
• rk(τ ) = 0 ⇐⇒ ∃h′n(τ ) a subtree of h′n−1(σ ) with stem τ and ∃g′n(h′n(τ )) ≥ τ (|σ |)
such that
h′n(τ )  “g′n(h′n(τ )) ∈ C˙”.
• rk(τ ) ≤ α ⇐⇒ ∃∞l ∈ ω such that τ 〈ˆl〉 ∈ h′n−1(σ ) and rk(τ 〈ˆl〉) < α.
A standard rank argument shows that all τ ∈ h′n(σ ), |τ | > |σ |, have rank < ∞. Therefore
we may find B ′n,σ ⊆ h′n−1(σ ) such that B ′n,σ is an antichain, τ ∈ B ′n,σ implies rk(τ ) = 0,
and
⋃{h′n(τ ) : σ ⊆ τ, τ ∈ B ′n,σ } is a Laver subtree of h′n−1(σ ) with stem σ . Let A′n,σ be
the image of B ′n,σ under h′n . Clearly h′n |B ′n,σ is one-to-one.
By pruning B ′n,σ (and thusA′n,σ ) but keeping the remaining properties, we may assume
g′n is one-to-one on A′n,σ . The point is that whenever rk(τ ) = 1, and there are infinitely
many l such that τ 〈ˆl〉 ∈ B ′n,σ , then g′n must be finite-to-one on {h′n(τ 〈ˆl〉) : τ 〈ˆl〉 ∈ B ′n,σ }
for otherwise rk(τ ) = 0, a contradiction. This means that we can make g′n one-to-one,
simultaneously for all such τ , and still keep infinitely many l with τ 〈ˆl〉 ∈ B ′n,σ .
Now unfix σ , and let B ′n =
⋃{B ′n,σ : σ ∈ B ′n−1},A′n = ⋃{A′n,σ : σ ∈ B ′n−1}. Clearly,
h′n |B ′n is still one-to-one, and a further pruning argument along the same lines shows we
may assume that so is g′n|A′n . Clearly all of the required properties are satisfied, and the
construction is complete.
Clearly, if B ′ = ⋃n∈ω B ′n , then properties (1), (2), and (3) in Definition 2.2.1 are
satisfied for B ′n,A′n, h′n and g′ given by g′(n, A) = g′n(A). However, g′ may not be one-
to-one. Yet it is easy to see that a simultaneous pruning argument yields Bn ⊆ B ′n,An =
h′n”Bn, hn = h′n |Bn , g = g′|⋃n{n}×An which still have the properties exhibited in the above
recursive construction and such that g is one-to-one. This completes the proof. 
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We leave the following proof to the reader (in fact, this is similar to, but much simpler
than, Lemma 2.2.5 below).
Lemma 2.2.4. Cohen forcing C has weak fusion.
Note that both in 2.2.3 and in 2.2.4 one in fact proves
(2’) (∀n)(∀s ∈ Bn)[s] ∩ G B ≤ hn(s)
instead of (2) in Definition 2.2.1 of “weak fusion”. To see (2’) implies (2), it suffices to
note that whenever B ′ ⊆ B with G B ′ ∈ P and k ∈ ω are given, then there are indeed
n ≥ k and s ∈ Bn ∩ B ′ with [s] ∩ G B ′ ∈ P. For, if [s] ∩ G B ′ ∈ IP for all such s, then
G B ′ =⋃{[s] ∩ G B ′ : s ∈ B ′ ∩⋃n≥k Bn} ∈ IP because IP is a σ -ideal, a contradiction.
Lemma 2.2.5. Hechler forcing D has weak fusion.
Proof. Recall that we think of D as B \MD (i.e. as a Boolean algebra) whereMD is the
family of meager sets in the dominating topology. We will use the rank analysis of D due
to Baumgartner and Dordal [2].
Fix E = 〈s, x〉 ∈ D (which we identify with U〈s,x〉) and a D-name C˙ for an element
of [ω]ω. Recall that conditions in a dense subset of D are of the form 〈s, x〉 where
s ⊆ x, s ∈ ω↑<ω and x ∈ ω↑ω are strictly increasing. Say t is compatible with
〈s, x〉 if t ∈ ω↑<ω, s ⊆ t and t (i) ≥ x(i) for all i ∈ |t|. Recursively construct sets
Xn ⊆ ω↑<ω,Yn ⊆ ω↑<ω and 〈t t ′i : i ∈ ω〉, 〈mt
′
i : i ∈ ω〉, 〈At
′
i : i ∈ ω〉 for t ′ ∈ Yn such
that
1. Xn is a maximal antichain of t ∈ ω↑<ω compatible with 〈s, x〉,
2. Yn is an antichain of t ′ ∈ ω↑<ω compatible with 〈s, x〉,
3. for all t ∈ Xn and all y ∈ ω↑ω with t ⊆ y, there is t ′ ∈ Yn+1 compatible with 〈t, y〉,
4. for all t ′ ∈ Yn+1 there is l ≤ |t ′| with t ′|l ∈ Xn ,
5. for all t ∈ Xn+1 there is l ≤ |t| with t|l ∈ Xn ,
6. for all t ′ ∈ Yn there is l > |t ′| such that for all i , t ′ ⊆ t t ′i , and |t t
′
i | = l, t t
′
i (|t ′|) ≥ i ,
7. for t ′ ∈ Yn , if i = j then mt ′i = mt
′
j ,
8. t t ′i ∈ Xn whenever t ′ ∈ Yn and i ∈ ω,
9. the At ′i , i ∈ ω, t ′ ∈ Yn , are an antichain in D,
10. At ′i  “mt
′
i ∈ C˙”,
11. At ′i is compatible with any condition of the form 〈t t
′
i , y〉.
Set X−1 = {s}. Assume Xn has been constructed (n ≥ −1). We describe how to produce
Yn+1 and Xn+1. Fix t ∈ Xn . Let m˙t be a name for natural number such that
 “m˙t ∈ C˙ ∧ m˙t ≥ d˙(|t|)”
where d˙ is the name for the D-generic real. For t ′ ⊇ t compatible with 〈t, y〉 where t ⊆ y
and y(i) = max{y(i − 1)+ 1, x(i)} for i ≥ |t|, and m ∈ ω define rkmt (t ′) by recursion as
follows.
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• rkmt (t ′) = 0 ⇐⇒ (∃x ′ ⊇ t ′) 〈t ′, x ′〉  “m˙t = m”,
• rkmt (t ′) ≤ α ⇐⇒ (∃l > |t ′|)(∃〈tn : n ∈ ω〉) t ′ ⊆ tn, |tn | = l, tn(|t ′|) ≥ n, rkmt (tn) <
α.
Note that rkmt (t) = ∞ for all m. (For if we had rkmt (t) < ∞ for some m, we could find
t ′ ⊇ t compatible with 〈t, y〉 and x ′ ⊇ t ′ such that t (|t|) > m and 〈t ′, x ′〉  “m˙t = m”.
This contradicts  “m˙t ≥ d˙(|t|)”.)
Next define rkt (t ′) for such t ′ by:
• rkt (t ′) = 0 ⇐⇒ (∃m) rkmt (t ′) <∞,• rkt (t ′) ≤ α ⇐⇒ (∃l > |t ′|)(∃〈tn : n ∈ ω〉) t ′ ⊆ tn, |tn | = l, tn(|t ′|) ≥ n, rkt (tn) <
α.
A standard argument shows that rkt (t ′) <∞ for all t ′ compatible with 〈t, y〉. In particular
0 < rkt (t) <∞. Unfix t . Let
Yn+1 = {t ′ : for some t ∈ Xn, rkt (t ′) = 1 ∧ rkt (t ′|l) > 1 for all |t| ≤ l < |t ′|}.
The above conditions 2 and 4 are immediate and 3 can be shown by a standard rank
argument.
For t ′ ∈ Yn+1, choose 〈t t ′i : i ∈ ω〉 and 〈mt
′
i : i ∈ ω〉 such that for some
l > |t ′|, t ′ ⊆ t t ′i , |t t
′
i | = l, t t
′
i (|t|) ≥ i and rk
mt
′
i
t (t
t ′
i ) < ∞, and such that the mt
′
i are
pairwise distinct (this is clearly possible: choose t t ′i such that rkt (t t
′
i ) = 0 and mt
′
i such
that rkm
t ′
i
t (t
t ′
i ) < ∞; since rkt (t ′) > 0 the mt
′
i ’s are distinct without loss of generality).
This gives us 6 and 7. Let Xn+1 be any maximal antichain satisfying 5 and containing the
t t
′
i for t
′ ∈ Yn and i ∈ ω. So 1 and 8 hold. For t ′ ∈ Yn+1, let At ′i be the union of all
conditions of the form 〈t ′′, x ′′〉 where t ′′ ⊇ t t ′i is compatible with 〈t, y〉, rk
mt
′
i
t (t
′′) = 0
and 〈t ′′, x ′′〉  “m˙t = mt ′i ”. 9, 10 and 11 are immediate. This completes the recursive
construction.
By shrinking the collection of t t ′i and m
t ′
i if necessary (but preserving the Xn and Yn),
we may assume without loss of generality that the mt ′i are pairwise distinct for all i and all
t ′. Now let Bn = {t t ′i : i ∈ ω ∧ t ′ ∈ Yn},An = {At
′
i : i ∈ ω ∧ t ′ ∈ Yn}, hn(t t
′
i ) = At
′
i
and g(n, At ′i ) = mt
′
i . Put B =
⋃
n Bn . By 1, 3 and 6 we see that G B is MD-dense in
E = 〈s, x〉, so in fact G B = E moduloMD and (1) in Definition 2.2.1 holds. Let B ′ ⊆ B
with G B ′ ∈ D and k ∈ ω. For some n ≥ k, there must be t ∈ Bn ∩ B ′ such that [t] ∩ G B ′
is MD-dense in 〈t, y〉 for some y. Say t = t t ′i where t ′ ∈ Yn and i ∈ ω. By 11 we know
[t t ′i ]∩G B ′ is compatible with At
′
i . So 2.2.1(2) holds. Finally, 2.2.1(3) follows from 10. 
2.3. Random forcing
It is easy to see that random forcing does not satisfy weak fusion in the sense of the
preceding section. However, we get the following result which is only a slight weakening
of “weak fusion”.
Lemma 2.3.1. Random forcing B satisfies all clauses in the definition of “weak fusion”
except for the assumption that g be one-to-one. However, we may require g is finite-to-one.
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Proof. Let E ∈ B, and let C˙ be a B-name such that E  “C˙ ∈ [ω]ω”. Also let µ be
Lebesgue measure on 2ω.
Recursively build
• finite antichains Bn ⊆ 2<ω,
• conditions En ∈ B,
• finite antichainsAn ⊆ B,
• bijections hn : Bn → An ,
• and a function g : {(n, A) : n ∈ ω ∧ A ∈ An} → ω
such that
1. n < m and σ ∈ Bm implies σ |k ∈ Bn for some k < |σ |,
2. µ(En) ≥ µ(E) · ( 12 + 12n+2 ), En+1 ≤ En ≤ E ,3. En =⋃An ,
4. for σ ∈ Bn, hn(σ ) = [σ ] ∩ En ,
5. for A ∈ An , A  “g(n, A) ∈ C˙”,
6. if n < m, A ∈ An and B ∈ Am , then g(n, A) < g(m, B).
Fix n, and assume Bm, Em ,Am , hm , g have been constructed for m < n. Consider En−1
with the convention E−1 = E . Set ln−1 := max{g(n − 1, A) : A ∈ An−1} with l−1 = 0.
For each l > ln−1, let El = ‖l ∈ C˙‖ ∩ En−1. Since µ(En−1) ≥ µ(E) · ( 12 + 12n+1 ),
we can find ln such that µ
(⋃{El : ln−1 < l ≤ ln}) ≥ µ(E) · ( 12 + 12n+2 + 12n+3 ). Since
every measurable set can be approximated by a basic clopen set, we may find Bl ⊆ 2<ω
such that Bn = ⋃{Bl : ln−1 < l ≤ ln} is an antichain satisfying 1 and such that if we
let hn(σ ) = [σ ] ∩ El for σ ∈ Bl,An = {hn(σ ) : σ ∈ Bn}, and En = ⋃An , then
µ(En) ≥ µ(E) · ( 12 + 12n+2 ). So 2, 3 and 4 hold. For σ ∈ Bl , we let g(n, hn(σ )) = l, and
5 and 6 follow. This completes the recursive construction.
By 6, g is finite-to-one. By 2, E∞ = ⋂n En satisfies µ(E∞) ≥ µ(E)2 , and therefore
E∞ ∈ B, and E∞ ≤ E . E∞ = G B is easy to see, and thus property 2.2.1(1) is satisfied.
By 4, for all n and all σ ∈ Bn , [σ ] ∩ E∞ ≤ [σ ] ∩ En = hn(σ ) so that (2’) (see after 2.2.4)
and, a fortiori, 2.2.1(2) holds. Condition 5 is property 2.2.1(3). 
2.4. Characterizations
Before explicitly stating the characterizations of P-indestructibility of MAD families
for our forcing notions P, we briefly consider the following notion which simplifies the
characterization in several cases.
Definition 2.4.1. Say an ideal IP ⊆ B is strongly homogeneous if for all B ⊆ 2<ω (or
ω<ω) with G B ∈ IP, there is an injection h : 2<ω(or ω<ω) → B such that for all C ⊆ B ,
if Gh−1”C ∈ IP then GC ∈ IP.
Proposition 2.4.2. Let I be a tall ideal, and assume IP ⊆ B is strongly homogeneous.
Then the following are equivalent.
1. ∀B ⊆ 2<ω(or ω<ω) with G B ∈ IP, ∀ f : B → ω (one-to-one), ∃I ∈ I with
G f −1”I ∈ IP,
2. ∀ f : 2<ω(or ω<ω)→ ω (one-to-one), ∃I ∈ I with G f −1”I ∈ IP.
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Proof. 1 implies 2 is trivial.
To show 2 implies 1, let B ⊆ 2<ω such that G B ∈ IP, f : B → ω (one-to-one). Let h be
as in the definition of strong homogeneity. In case f is one-to-one, f ◦h is also one-to-one.
So there is I ∈ I such that G( f ◦h)−1”I ∈ IP. Therefore G f −1”I ∈ IP. 
We leave it to the reader to verify that cntble, Kσ , and M are strongly homogeneous
(think ofM as an ideal on the Baire space ωω). The proofs are straightforward.
Definition 2.4.3 (Hrušák and García Ferreira [11]). Let J ,I be ideals on ω. Say J ≤K
I if there is a function f : ω → ω such that f −1”I ∈ I for every I ∈ J . ≤K is called the
Kateˇtov ordering.
Put IP = {I ⊆ 2<ω( or ω<ω) : GI ∈ IP}. By 2.2.2, IP is P-destructible. In fact,
Proposition 2.4.4 (Hrušák, Private Communication). Assume P has weak fusion and IP
is strongly homogeneous. The following are equivalent for a tall ideal J .
1. J is P-destructible,
2. J ≤K IP.
Proof. First we show 1 implies 2. If J is P-destructible, then by 2.4.2 and 2.2.2 there is
f : 2<ω → ω such that G f −1”J ∈ IP for all J ∈ J . So f −1”J ∈ IP for all J ∈ J . Thus
J ≤K IP.
To show 2 implies 1 is analogous. 
Note that 2 implies 1 uses neither of the assumptions on P (because it uses only the easy
direction of 2.2.2). Putting together everything we proved so far, we get:
Theorem 2.4.5. Let I be a tall ideal. The following are equivalent:
(i) I is S-indestructible.
(ii) ∀B ⊆ 2<ω such that G B ∈ cntble, ∀ f : B → ω, ∃I ∈ I such that G f −1”I ∈ cntble.
(iii) ∀B ⊆ 2<ω such that G B ∈ cntble, ∀ f : B → ω one-to-one, ∃I ∈ I such that
G f −1”I ∈ cntble.
(iv) ∀ f : 2<ω → ω one-to-one, ∃I ∈ I such that G f −1”I ∈ cntble.
(v) I ≤K IS = {I ⊆ 2<ω : GI ∈ cntble}.
(vi) I is P-indestructible for some forcing P which adds a new real.
Proof. The equivalence from (i) through (iii) follows from Theorem 2.2.2 and
Lemma 2.2.3. (iv) is Proposition 2.4.2 and the comment after the proposition. (v) is
Proposition 2.4.4. Concerning (vi) note that (i) implies (vi) is trivial, and the proof of (vi)
implies (ii) is identical to the first part of Theorem 2.2.2. To see this, simply note that any
forcing adding a new real in fact adds a new real belonging to a given uncountable Borel
set coded in the ground model and that any new real must avoid any countable set coded in
the ground model. 
A few remarks concerning this theorem are in order. The equivalence of (i) and (vi) is
due to Hrušák [10]. The basic pattern of the above result is also due to Hrušák: he attempted
a characterization along the same line, but there is a gap in his argument. Namely, instead
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of considering the Gδ-closure G B of a set B ⊆ 2<ω, he considered the closure B¯, that is,
the set of branches through the tree defined from B by closing B under initial segments.
Clearly G B ⊆ B¯, but the converse inclusion doesn’t hold in general.
In fact, it can be shown by a tedious though not difficult argument that assuming, say,
CH there is a MAD familyA on ω which satisfies (iv) with G B replaced by B¯ while being
S-destructible. So his characterization is ultimately incorrect.
A similar remark applies to Hrušák’s characterization of M-indestructibility a correct
version of which we present in the next theorem whose proof is exactly analogous.
Theorem 2.4.6. Let I be a tall ideal. The following are equivalent:
(i) I is M-indestructible.
(ii) ∀B ⊆ ω<ω such that G B ∈ Kσ , ∀ f : B → ω, ∃I ∈ I such that G f −1”I ∈ Kσ .
(iii) ∀B ⊆ ω<ω such that G B ∈ Kσ , ∀ f : B → ω one-to-one, ∃I ∈ I such that
G f −1”I ∈ Kσ .
(iv) ∀ f : ω<ω → ω one-to-one, ∃I ∈ I such that G f −1”I ∈ Kσ .
(v) I ≤K IM = {I ⊆ ω<ω : GI ∈ Kσ }.
(vi) I is P-indestructible for some forcing P which adds an unbounded real.
Theorem 2.4.7. Let I be a tall ideal. The following are equivalent:
(i) I is L-indestructible.
(ii) ∀B ⊆ ω<ω such that G B ∈ not-dominating, ∀ f : B → ω, ∃I ∈ I such that
G f −1”I ∈ not-dominating.
(iii) ∀B ⊆ ω<ω such that G B ∈ not-dominating, ∀ f : B → ω one-to-one, ∃I ∈ I such
that G f −1”I ∈ not-dominating.
(iv) I is P-indestructible for some forcing P which adds a dominating real.
Proof. The equivalence from (i) through (iii) follows again from Theorem 2.2.2 and
Lemma 2.2.3. (i) implies (iv) is trivial, and for (iv) implies (ii) argue as follows. If
G B ∈ not-dominating , then G B contains a Laver tree [T ] which is homeomorphic to
ωω. Call a real g ∈ ωω strongly dominating if for any φ : ω<ω → ω in the ground model,
(∀∞n ∈ ω)g(n) ≥ φ(g|n). Clearly any strongly dominating real is dominating while
the converse fails in general. However, it is well-known (and easy to see) that whenever
there is a dominating real over some model V of ZFC, then there is also a strongly
dominating real over V . Moreover, a strongly dominating real must avoid all sets from
not-dominating coded in the ground model. Therefore, the argument in the first half of
the proof of Theorem 2.2.2 applies, and we get (iv) implies (ii). 
Theorem 2.4.8 (Hrušák [10], Kurilic´ [16]). Let I be a tall ideal. The following are
equivalent:
(i) I is C-indestructible.
(ii) ∀B ⊆ 2<ω such that G B ∈M, ∀ f : B → ω, ∃I ∈ I such that G f −1”I ∈M.
(iii) ∀B ⊆ 2<ω such that G B ∈ M, ∀ f : B → ω one-to-one, ∃I ∈ I such that
G f −1”I ∈M.
(iv) ∀ f : 2<ω → ω one-to-one, ∃I ∈ I such that G f −1”I ∈M.
(v) I ≤K IC = {I ⊆ 2<ω : GI ∈M}.
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The proof is analogous to the proof of Theorem 2.4.5, using 2.2.2, 2.2.4 and 2.4.1.
The above result is phrased somewhat differently in Kurilic´’s and Hrušák’s work, but is
essentially the same. For example, in Hrušák’s work, the stipulation in (iv) above is that
f −1”I is not nowhere dense. This is, however, the same as saying that G f −1”I ∈ M for,
clearly, G f −1”I ⊆ f −1”I and, on the other hand, if [s] is a clopen subset of f −1”I , then
[s] ∩ G f −1”I is dense in [s]. A similar comment applies to Kurilic´’s characterization.
Theorem 2.4.9. Let I be a tall ideal. The following are equivalent:
(i) I is B-indestructible.
(ii) ∀B ⊆ 2<ω such that G B ∈ N , ∀ f : B → ω, ∃I ∈ I such that G f −1”I ∈ N .
(iii) ∀B ⊆ 2<ω such that G B ∈ N , ∀ f : B → ω finite-to-one, ∃I ∈ I such that
G f −1”I ∈ N .
This is clear by Theorem 2.2.2 and Lemma 2.3.1. This characterization answers a question
of Hrušák [10, Question 9].
Finally we have, by 2.2.2 and Lemma 2.2.5:
Theorem 2.4.10. Let I be a tall ideal. The following are equivalent:
(i) I is D-indestructible.
(ii) ∀B ⊆ 2<ω such that G B ∈MD, ∀ f : B → ω, ∃I ∈ I such that G f −1”I ∈MD.
(iii) ∀B ⊆ 2<ω such that G B ∈ MD, ∀ f : B → ω one-to-one, ∃I ∈ I such that
G f −1”I ∈MD.
3. The hierarchy of forcing indestructibility
After reviewing some basic notions as well as some known results about the existence
of indestructible MAD families (Sections 3.1–3.3), we prove a number of theorems saying
there are MAD families (or, at least, tall ideals) which are P-indestructible for some forcing
P while being destructible for other forcing notions (Sections 3.4–3.7).
3.1. The covering and additivity number of ideals
Here we introduce covering numbers and additivity numbers related to ideals. We will
see they are deeply connected with forcing indestructibility.
Definition 3.1.1 (Covering and Additivity Number). We define two basic cardinal invari-
ants as follows:
1. cov(I ) = min{|A| : R =⋃A∈A A ∧A ⊆ I },
2. add(I ) = min{|A| :⋃A∈A A ∈ I ∧A ⊆ I }.
It is easy to see that add(I ) ≤ cov(I ) for any ideal I .
First we will investigate covering numbers of the ideals which correspond to forcing
notions.
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Sacks forcing cov(cntble) = c and add(cntble) = ω1.
Miller forcing cov(Kσ ) = d and add(Kσ ) = b (see [1]).
Laver forcing cov(not-dominating) = add(not-dominating) = b (see [23] and [22]).
Cohen forcing This is just cov(M) and add(M).
Random forcing Similarly, this is just cov(N ) and add(N ).
Hechler forcing cov(MD) = add(M) and add(MD) = ω1 (see [17]).
These numbers are important when we construct examples of P-indestructible MAD
families. Especially, we will use the following lemma.
Lemma 3.1.2. Assume we have the following characterization of P-indestructibility of
MAD families: for any MAD family A, A is P-indestructible iff for any B ⊆ 2<ω(or ω<ω)
such that G B ∈ IP and any f : B → ω there exists some D ∈ A such that G f −1”D ∈ IP.
Also assume P is homogeneous in the sense that cov(IP|G) = cov(IP) for all Borel sets
G ∈ IP.
Let A be a MAD family of size less than cov(IP). Then A is P-indestructible.
Proof. Fix any B and any function f : B → ω. Assume our hypothesis about the
characterization, and A is a MAD family of size less than cov(IP). By Lemma 1.1.4, we
have our {G f −1”D : D ∈ A} is a covering family of G B of size less than cov(IP). Then
there must be some D ∈ A such that G f −1”D ∈ IP. 
Corollary 3.1.3. Assume we are in the situation of Lemma 3.1.2 and a < cov(IP) holds.
Then there is a P-indestructible MAD family.
Proof. Any MAD family of size a is P-indestructible. 
Hrušák [10] used this lemma implicitly when he constructed an S-indestructible MAD
family. We shall use it below in the proof of 3.4.1 and 4.6.1. In the special case P = C
(Cohen forcing) and IP = M, 3.1.3 was proved by Hrušák [10, Proposition 6] and
Kurilic´ [16, Corollary 3] (independently). Note that, even in the situation the assumption
of Corollary 3.1.3 holds, it still remains a problem whether a P-indestructible MAD family
of size continuum exists or not.
3.2. The existence of indestructible MAD families
First we address: is the diagram (Fig. 1) really meaningful: can we construct a P-
indestructible MAD family or tall ideal, for any forcing P?
Cohen forcing One can construct indestructible MAD families by forcing or under some
cardinal invariant hypothesis.
For example,
Theorem 3.2.1. (1) (Kunen) Assume CH. Then there exists a MAD family of size ℵ1
which is Cκ -indestructible for any κ .
(2) (Stepra¯ns) After adding ℵ1 many Cohen reals, there is a MAD family of size ℵ1
which is C-indestructible.
Proof. See [14] and [21]. 
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Note that by the product lemma, C-indestructible and Cκ -indestructible is the same
thing.
Lemma 3.2.2 (Hrušák, Kurilic´). b = c implies the existence of a C-indestructible
MAD family.
For more details, see [10, Proposition 6] and [16, Theorem 6].
Stepra¯ns [21] raised a question: can we construct a C-indestructible MAD family
under ZFC? Throughout this paper, we will see forcing indestructibility and the
covering number of the corresponding ideal are closely related, so his question seems
to have a negative answer.
Random forcing The following theorem is well-known.
Theorem 3.2.3. Assume CH. There is a Bκ -indestructible MAD family of size ℵ1 for
any κ .
Proof. One can show a = ℵ1 in the random model, by adapting the proof of
Theorem 3.2.1(1). The MAD family witnessing this is in fact Bκ -indestructible for any
κ . For more details, see [3, Section 11.4]. 
Laver and Hechler These forcings add a dominating real, so there are no L- (and D-)
indestructible MAD families.
In the following subsections, we will construct P-indestructible MAD families (or tall
ideals), for any forcing P.
3.3. The hierarchy of forcing indestructibility
We can easily see, for example, any not σ -bounded subset of reals is uncountable. So it
is clear anyM-indestructible MAD family is also S-indestructible.
Using the characterizations of Section 2, we can build a hierarchy of forcing
indestructibility, see Fig. 1.
Looking at that diagram, we may ask: do the converses of these implications hold? In
other words, for example, does M-destructibility imply S-destructibility? Or, is there an
S-indestructible,M-destructible MAD family?
It is known C-indestructibility doesn’t imply B-indestructibility.
Definition 3.3.1. 1. Two partial functions f, g ∈ ωω are eventually different iff | f ∩ g| <
ℵ0.
2. A familyA is a maximal family of eventually different partial functions iffA is a family
of eventually different partial functions which is maximal.
Theorem 3.3.2. Assume CH. There is a maximal family of eventually different partial
functions of size ℵ1 which is C-indestructible.
Proof. One can construct such a family by adapting the proof of Theorem 3.2.1(1). For
more details, see [24, Theorem 4.2] or [11, Proposition IV.1]. 
Note that we can think of any maximal family of eventually different partial functions
A as a MAD family on ω × ω.
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It is clear the maximality of such a maximal family of eventually different partial
functions is destroyed by random forcing because the latter adds eventually different reals.
Note that this result also shows neither M-indestructibility nor S-indestructibility imply
B-indestructibility.
On the other hand, Hrušák and García Ferreira [11, Proposition IV.2] proved that under
CH, given any ωω-bounding proper forcing P of size c = ℵ1, there is a P-indestructible,
C-destructible MAD family. In particular, there is a B-indestructible, C-destructible MAD
family. This also follows from our Theorem 3.6.1 below.
Clearly any MAD family is destroyed by adding a dominating real. So this
shows C-indestructibility, B-indestructibility and M-indestructibility imply neither L-
indestructibility nor D-indestructibility.
We will show analogous results for other forcings, and we will see this diagram forms
really a hierarchy. Wherever possible, we will construct MAD families of the required
kind. Note, however, that such constructions usually need hypotheses beyond ZFC (like
3.4.1, 3.5.4 and 3.6.1), while tall ideals of the same kind can always be constructed in ZFC
(see 3.7.3 and 3.7.4; this is also true for the results in Sections 3.4–3.6).
3.4. Construction of an S-indestructible MAD family
We can construct an S-indestructible MAD family by using the characterization
in the previous section (Theorem 2.4.5). Originally, the existence of such a family
under ZFC was claimed by Hrušák [10]; however, his construction was based on his
false characterization of S-indestructibility (see the discussion after Theorem 2.4.5); we
still do not know whether this argument can indeed be carried out solely in ZFC
(Conjecture 4.4.3). During the Set theory and Analysis Program at the Fields Institute
(Toronto) in fall 2002, Hrušák and the first author of the present paper obtained the
existence of an S-indestructible MAD family under cov(M) = c. We provide the argument
below (Theorem 3.4.1) and thank Hrušák for allowing us to include it here.
Note that by Lemma 3.2.2 (and Theorem 2.4.5), the existence of an S-indestructible
MAD family also follows from b = c, an assumption which is well-known to be
independent from cov(M) = c [1]. We shall exploit this below in Section 4 where we
will carry out related constructions which also can be done either under cov(M) = c or
under b = c (Theorems 4.4.1 and 4.6.1). Finally, we remark that 3.4.1 is well-known under
CH and follows from Spinas’ result [3, Section 11.5] that a = ℵ1 in the iterated Sacks
model (see the comments after the statement of Theorem 4.6.1).
Theorem 3.4.1. Assume cov(M) = c. There is an S-indestructible MAD family.
Proof. If a < c, we already know any MAD family of size a is S-indestructible (see
Corollary 3.1.3, see also [10]).
Assume a = c. First enumerate all one-to-one functions 2<ω → ω as { fα : 2<ω → ω
one-to-one; α < c}. We are going to construct an S-indestructible MAD familyA = {Aα :
α < c} by induction in c steps as follows: for any α < c,
• Aα is almost disjoint from any Aβ such that β < α,
• if G f −1α ”Aβ is countable for all β < α, G f −1α ”Aα is uncountable.
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This is sufficient by Theorem 2.4.5.
step α < c We consider two cases.
(∃β < α)G f −1α ”Aβ is uncountable In this case fix any set A as Aα such that A is almost
disjoint from any Aβ where β < α. Since α < a = c, {Aβ : β < α} is not MAD, so
there exists such a set A. We need the hypothesis a = c only in this case.
Otherwise In this case we have (∀β < α) G f −1α ”Aβ is countable. Since cov(cntble) = c,
we have |⋃β<α G f −1α ”Aβ | < c, so we can fix a perfect tree T such that
(∀β < α)G f −1α ”Aβ ∩ [T ] = ∅.
Note that even if the intersection with the Gδ-closure is empty, it is possible that
f −1α ”Aβ ∩ [T ] is infinite for some β. This happens for example when the intersection
forms an anti-chain in T . However, we can prove the following lemma by the
assumption:
Lemma 3.4.2. Assume cov(M) = c. For any α < c, assume {Aβ : β < α} is a AD
family such that (∀β < α)G f −1α ”Aβ ∈ cntble. Then we can find A ⊆ ω such that• A is almost disjoint from Aβ for any β < α,
• G f −1α ”A ∈ cntble.
It is enough to let Aα = A and the proof of this theorem is complete. 
Proof of Lemma 3.4.2. We will find B ⊆ T such that | fα”B ∩ Aβ | < ω holds.
Note that { f −1α ”Aβ ∩ T : β < α} forms an off-branch family (see Definition 3.5.1 (2))
of T . Therefore for any β < α the set of nodes T \ f −1α ”Aβ contains a subset which is
open dense in T : if there is no open dense subset, then we can fix a branch of T which has
an infinite intersection with f −1α ”Aβ . Let Dβ be such an open dense set.
Next we consider an elementary submodel of V. Let M be a model of ZFC such that
{Aβ : β < α} ⊆ M and |M| = |α| < c in V. Then
Claim 3.4.3. There is a Cohen real c ∈ R ∩ V over M.
Proof of Claim 3.4.3. V |= “|M| = |α| < c” means, in V there are at most |α| many
meager sets whose Borel codes are in M. Since V |= “α < cov(M) = c” there is a real
c ∈ R ∩ V which isn’t included in any such meager set; it is Cohen over M. 
It is well-known that once we have a Cohen real, then we have a perfect set of Cohen
reals: if we define a forcing notion P by
• S ∈ P iff S ⊆ T is a finite subtree of T such that all of its top nodes have the same
length: (∃n) if t ∈ S is a maximal node then |t| = n,
• S0 ≤ S1 iff S0 ⊇ S1 and S0 is an end-extension of S1, i.e. S0 ∩ 2≤m = S1 where m is
the height of S1.
Let G be a P-generic filter, and let us work in M[G]. Clearly P is a countable forcing
notion, so it is essentially the same as Cohen forcing. So we may assume G ∈ V and
M[G] ⊆ V.
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Claim 3.4.4. 1. SG =⋃{S ∈ P : S ∈ G} is a perfect subtree of T ,
2. For any r ∈ R, if r ∈ M[G] ∩ [SG ] then r is a Cohen real (in the relative topology of
[T ]) over M.
Proof of Claim 3.4.4. 1. By easy density argument: for any S ∈ P and for all t ∈ S there
is S′ ≤ S such that S′ has a splitting node above t .
2. This is clear from the genericity: in fact for any f ∈ [SG ] we can construct a C-generic
filter G f such that G f = {p ∈ C : p ⊆ f }. 
Claim 3.4.5. SG ∩ f −1α ”Aβ is finite for all β < α.
Proof. We prove this claim by a density argument. Fix any S ∈ P, and let m be the height
of S. Fix any β < α. We construct S0 ≤ S such that for any maximal node τ ∈ S0, for any
σ ⊇ τ , σ ∈ f −1α ”Aβ . Then clearly we have S0  “|SG ∩ f −1α ”Aβ | < ω”, so we are done.
Recall Dβ is open dense in T . For any top-node σ of S, there is a τσ ∈ Dβ such that
σ ⊆ τσ . Clearly there is no node which is a member of f −1α ”Aβ above τσ because Dβ is
open.
Therefore it is enough to let
S0 =
⋃
{Tτσ : σ is a top-node of S} ∩ 2≤n
where n = max{|τσ | : σ is a top-node of S}. 
Let Aα = fα”SG , and we are done. 
3.5. Construction of an M-indestructible MOB family
Definition 3.5.1. (1) B ⊆ [ω<ω]ω is a branch iff (∃ f ∈ ωω)B = {σ : σ ⊆ f }.
(2) A ⊆ [ω<ω]ω is an off-branch family iff for any A ∈ A and for any branch B ,
|A ∩ B| < ℵ0 and A is almost disjoint,
(3) A ⊆ [ω<ω]ω is a maximal off-branch family (MOB) iff A is off-branch and maximal
with respect to inclusion,
(4) A ⊆ [ω<ω]ω is a maximal antichain family iff A is a maximal almost disjoint family
of antichains of ω<ω.
(5) o = min{|A| : A is a MOB},
(6) o¯ = min{|A| : A is a maximal antichain family }.
These notions are due to Leathrum [18]. Clearly any maximal antichain family is MOB; so
o ≤ o¯. Furthermore a ≤ o is well-known [18].
It is known that bothC and B destroy any MOB family (for more details, see [18,5]). So
to show neither C nor B-destructibility implies M-destructibility, it is enough to construct
anM-indestructible MOB family. In fact, the existence of a M-indestructible MOB family
is well-known under CH. Namely, Shelah and Spinas (unpublished) proved that o¯ = ω1
in the Miller model (the model obtained by iterating M ω2 times with countable support
over a model for CH). This was used to show the consistency of o¯ < d, a result obtained
independently around the same time by the first-named author of the present paper via a ccc
forcing argument which turned out to be much simpler than investigating the combinatorics
of the Miller model (see [5] for details). The result of Shelah and Spinas necessarily
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involved constructing under CH a maximal antichain family which is iterated Miller-
indestructible (more explicitly, which is Mα-indestructible for all countable ordinals α,
whereMα denotes the α-stage countable support iteration ofM; see Section 4, in particular
4.5, for the analogous discussion in case of Sacks forcing S). Now, in general, Mα-
indestructibility is stronger than mere M-indestructibility (see 4.4 for the corresponding
result on Sacks forcing S). In any case, under CH, Theorem 3.5.4 below is due to Shelah
and Spinas.
In view of recent work of Zapletal [23], there is another way to look at the Shelah–
Spinas result. Namely, [23] says that the Miller model is a “minimal model” for making d
large in the sense that for every cardinal invariant j of the continuum which has a reasonably
easy definition, if j < d is consistent, then j = ω1 in the Miller model. Since o¯ falls
into Zapletal’s framework, we may argue as follows: by [5], o¯ < d is consistent; ergo,
by Zapletal’s work, o¯ = ω1 in the Miller model; ergo, there exists an M-indestructible
maximal antichain family under CH.
For the remainder of this subsection, we will consider only maximal antichain families.
As in Section 2, we get the following characterization (see, in particular, Theorem 2.4.6).
Lemma 3.5.2. The following are equivalent: for any maximal antichain family A,
(1) A is M-indestructible.
(2) A is P-indestructible for some forcing P which adds an unbounded real.
(3) ∀A ⊆ ω<ω such that G A ∈ Kσ , ∀ f : A → ω<ω such that f ”A is an antichain,
∃B ∈ A such that the G f −1”B ∈ Kσ .
(4) ∀A ⊆ ω<ω such that G A ∈ Kσ , ∀ f : A → ω<ω one-to-one such that f ”A is an
antichain, ∃B ∈ A such that the G f −1”B ∈ Kσ .
(5) ∀ f : ω<ω → ω<ω one-to-one such that range( f ) is an antichain, ∃B ∈ A such that
G f −1”B ∈ Kσ .
Proof. First we will show (2) implies (3). Assume there is an A ⊆ ω<ω such that G A ∈
Kσ , g : A → ω<ω such that g”A is an antichain and (∀B ∈ A)Gg−1”B is σ -bounded. Say
fB ∈ ωω is an eventually dominating real for Gg−1”B . In the generic extension, let x be a
new unbounded real in G A (so it is unbounded by all fB ), then we have x ∈ Gg−1”B for
any B ∈ A. As in the proof of Theorem 2.2.2, define
D = {σ ∈ ω<ω : (∃n)σ = g(x |n)}.
Clearly this is an infinite antichain and almost disjoint from any B ∈ A.
(1) implies (2), (3) implies (4), and (4) implies (5): they are trivial.
The proof (4) implies (1) is also similar, except that we use the following lemma.
Lemma 3.5.3 (Main Lemma for M-Indestructible Maximal Antichain Family). Assume
T ∈ M, C˙ is an M-name such that T  “C˙ ⊆ ω<ω is an antichain”.
Then we can find a tree T ′ ≤ T , a set A ⊆ ω<ω, and a one-to-one function
g : A → ω<ω such that
• [T ′] = G A,
• (∀σ ∈ A)T ′σ  “g(σ ) ∈ C˙”,
• g”A is an antichain in ω<ω.
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Similarly the reason (5) implies (4) is that Kσ is strongly homogeneous. 
Proof of Lemma 3.5.3. The proof is best characterized as a “diagonal” fusion argument
on a Miller tree. Assume T ∈ M, C˙ is a M-name such that T  “C˙ ⊆
ω<ω is an antichain”. Then by a proof similar to the one of Lemma 2.2.3, we may assume
without loss of generality there is B ⊆ T such that
• G B = [T ],
• (∀t ∈ B)(∃τt ∈ ω<ω)Tt  “τt ∈ C˙”,
• the correspondence t → τt is one-to-one.
We may assume B ⊆ split(T ). Note for any branch h ∈ [T ] we have {τt : t ⊆ h} is an
antichain.
So all we have to do is finding A ⊆ B infinite and defining g such that g”A is an
antichain and G A is still a Miller tree. Let g(t) = τt for all t ∈ B . Let {sn : n ∈ ω} be an
enumeration of ω<ω such that sn ⊆ sm implies n ≤ m.
Construction of A: We construct a system σn, τn ∈ ω<ω, Bn ⊆ ω<ω and Pn ∈ M such
that, for any n ∈ ω,
(i) P0 = T, B0 = B , σ0 = stem(T ),
(ii) Bn ⊆ split(Pn) and G Bn = [Pn],
(iii) g(σn) = τn ,
(iv) {σi : i ≤ n} ⊆ Bn and Bn+1 ⊆ Bn ,
(v) Pn+1 ≤n Pn (where ≤n denotes the fusion order on M and means that the first n
splitting nodes {σi : i ≤ n} of Pn also belong to Pn+1),
(vi) σi ∩ σ j = σn iff si ∩ s j = sn (this means that the common initial segment of σi
and σ j is σn iff the common initial segment of si and s j is sn),
(vii) ∀s ∈ Bn \ {σn} : g(s)⊥τn .
If this is possible, it suffices to put
• A = {σn : n ∈ ω},
• T ′ =⋂n∈ω Pn .
By clause (v), T ′ ∈ M; by (ii) and (iv), G A ⊆ [T ′]. In fact, by clause (vi), G A still
contains a rational perfect tree so that we may assume G A = [T ′] without loss of
generality. By (iii), (iv) and (vii), g”A is indeed an antichain. Hence it suffices to check
we can carry out the recursive construction.
step 0: P0 = T, B0 = B, σ0 = stem(T ) and τ0 = g(σ0). Then all clauses are satisfied.
Note, in particular, that (vii) holds because σ0 ⊆ s for all s ∈ B0.
step n for n > 0: Let δn ∈ split(Bn−1) such that for all i, j < n, δn ∩ σ j = σi iff
sn ∩ s j = si .
For notation, let Bn−1|t = {s ∈ Bn−1 : s ⊃ t} for any t ∈ Bn−1. For simplicity we
will write τs instead of g(s) (and τi for g(σi )).
We shall use the following well-known partition result for rational perfect trees: if
S ∈ M,C ⊆ split(S),GC = [S] and h : C → 2, then there are S′ ≤ S and C ′ ⊆ C
such that h|C ′ is constant and stem(S′) = stem(S), C ′ ⊆ split(S′) and GC ′ = [S′].
Recursively construct 〈σ j : j < n〉 such that δn ⊇ σ 0 ⊇ · · · ⊇ σ j−1 ⊇ σ j ⊇ · · · ⊇
σ n−1 ⊇ σn as follows.
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the initial step Let σ−1 = δn = g(σn).
step j < n If there are σ ⊇ σ j−1, σ ∈ Bn−1, and a subtree S j ≤ (Pn−1)σ j and
C j ⊆ Bn−1 such that stem(S j ) = σ j ,C j ⊆ split(S j ),GC j = [S j ] and τσ ⊆ τs
for all s ∈ C j , then we let σ j be such a σ .
Otherwise we let σ j = σ j−1.
step n Choose σn such that σ n−1 ⊂ σn and σn ∈ Bn−1.
Let τn = τσn .
For each j < n for which the first alternative holds, also fix S j and C j as above.
For any j < n for which the second alternative is true define h j : Bn−1∩(Pn−1)σ j →
2 by
h j (s) =
{
0 if τn⊥τs
1 if τn‖τs
for any s ∈ Bn−1 ∩ (Pn−1)σ j . By the partition result mentioned above, we may find
S j ≤ (Pn−1)σ j , stem(S j ) = σ j , and C j ⊆ Bn−1 such that h j |C j is constant on
C j ⊆ split(S j ) and GC j = [S j ]. Now note that h j |C j = 1 is impossible because
if it was true then σn would witness the first alternative in the above construction, a
contradiction. Therefore, h j |C j = 0, and τn⊥τs for all s ∈ C j .
Similarly, for each j < n for which the first alternative holds, τn⊥τσ j because
τn = τσn and σ j ⊂ σn . Therefore τn⊥τs for all s ∈ C j .
This means, however, we can put
• Bn = {σi : i ≤ n} ∪⋃ j<n C j ∪ Bn−1|σn ,
• Pn =⋃ j<n S j ∪ Pn−1|σn .
Then Pn ≤n−1 Pn−1, [Pn] = G Bn , the σ j , j ≤ n, are splitting nodes of Pn , and we also
have that τs = g(s)⊥τn for all s ∈ Bn \ {σn} so that (ii) to (vii) are indeed satisfied.
This completes the proof. 
Using the previous characterization, we can construct anM-indestructible MOB family
under certain hypotheses. Recall b = add(Kσ ).
Theorem 3.5.4. Assume b = c. Then there is an M-indestructible maximal antichain
family of size c.
Proof. Let us enumerate all one-to-one functions {gα : ω<ω → ω<ω; α < c} such that
range(gα) is an antichain for any α. By c-step induction, we are going to construct a
maximal antichain family {Aα : α < c} such that if (∀β < α) Gg−1α ”Aβ is σ -bounded
then Gg−1α ”Aα contains a rational perfect set.
step α < c: We have two cases.
case 1: (∃β < α) Gg−1α ”Aβ ∈ Kσ . Recall that ZFC implies b ≤ a ≤ o¯ ≤ c. So {Aβ : β <
α} is not maximal. Therefore we can find an infinite antichain Aα ⊆ ω<ω such that
|Aα ∩ Aβ | < ℵ0.
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case 2: otherwise i.e. (∀β < α) Gg−1α ”Aβ ∈ Kσ .
We have
⋃
β<α Gg−1α ”Aβ ∈ Kσ because α < b = add(Kσ ). So there is h ∈ ωω such
that x ≤∗ h for all x ∈⋃β<α Gg−1α ”Aβ . By Lemma 3.5.2 we need to construct a rational
perfect tree T ⊆ ω<ω and A ⊆ T such that
• G A = [T ],
• (g−1α ”Aβ) ∩ A is finite for all β < α.
First recursively build 〈σs : s ∈ ω<ω〉 ⊆ ω<ω such that
• s ⊆ t implies σs ⊆ σt ,
• n < m implies σsˆ 〈n〉(|σs |) < σsˆ 〈m〉(|σs |),
• for all s and all β < α, {n : gα(σsˆ 〈n〉) ∈ Aβ} is finite,
• for all i < |σs |, σs(i) ≥ h(i).
Note that the first two conditions imply that the σs will generate a rational perfect tree.
Assume σs has been constructed. Let {Xn : n ∈ ω} ⊆ ωω such that σs ⊆
Xn, Xn(i) ≥ h(i) for all i , and Xn(|σs |) < Xm(|σs |) whenever n < m. Xn ≥ h
implies in particular that Xn ∈⋃β<α Gg−1α ”Aβ .
Therefore, for each n and each β < α, the set {m : gα(Xn|m) ∈ Aβ} is finite. Hence,
for each n and for each β < α, we can find kβ(n) ∈ ω such that gα(Xn |m) ∈ Aβ
for any m ≥ kβ(n). Since α < b, there is k ∈ ωω such that for all β < α, the set
{n : gα(Xn|k(n)) ∈ Aβ} is finite. Therefore, letting σsˆ 〈n〉 = Xn|k(n), all requirements
are satisfied. This completes the recursive construction.
For β < α, define a function lβ : ω<ω → ω such that for all m ≥ lβ(s), gα(σsˆ 〈m〉) ∈
Aβ . Since α < b, there is l ∈ ωω such that lβ <∗ l for all β < α. This means that for
all β < α, the set {s : s(i) ≥ l(s|i ) for all i < |s| and gα(σs) ∈ Aβ} is finite. So we let
• A = {σs : s(i) ≥ l(s|i ) for all i < |s|},
• T = {σs | j : σs ∈ A and j ≤ |σs |}.
Clearly [T ] = G A and g−1α ”Aβ ∩ A is finite for all β < α.
Now let Aα = gα”A. Then |Aα ∩ Aβ | < ℵ0 for all β < α and g−1α ”Aα = A so that
Gg−1α ”Aα contains a rational perfect tree. This completes the proof of the theorem. 
3.6. Construction of a B-indestructible,M-destructible MAD family
Theorem 3.6.1. Assume add(N ) = c. Then there is a B-indestructible M-destructible
MAD family of size c.
Proof. Let us enumerate finite-to-one functions {g : B → ω; B ⊆ 2<ω and G B ∈ N }
as {gα : α < c}. Fix any bijection f : ω<ω → ω. By c-step induction, we are going to
construct a MAD family {Aα : α < c} such that
• if (∀β < α)Gg−1α ”Aβ ∈ N then Gg−1α ”Aα ∈ N .
• G f −1”Aα ∈ Kσ ,
for any α < c. Notice that this is sufficient, by Theorems 2.4.6 and 2.4.9.
step α < c: We consider two cases.
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case 1: (∃β < α)Gg−1α ”Aβ ∈ N . In this case it suffices to fix A ⊆ ω such that G f −1”A ∈
Kσ and A is almost disjoint from any Aβ . add(N ) = c implies a = c, so we can easily
get an infinite set A with |A ∩ Aβ | < ℵ0 and G f −1”A ∈ Kσ . Let Aα = A as above.
case 2: otherwise By α < c = add(N ), we have ⋃β<α Gg−1α ”Aβ ∈ N . Recall the
fact for any X ⊆ 2ω measurable,  > 0, we can get a closed subset C ⊆ X such
that µ(X \ C) < . Therefore we may fix a tree T ⊆ 2<ω such that [T ] ∈ N and
[T ] ⊆ G Bα \ (
⋃
β<α Gg−1α ”Aβ ) where Bα = dom(gα). We use
Lemma 3.6.2 (Main Lemma for B-IndestructibleM-Destructible MAD Family). For
any A ⊆ 2<ω such that G A ∈ N and for any g : A → ω<ω finite-to-one, there exists a
B ⊆ A such that
• µ(G B) > 0,
• Gg”B ∈ Kσ .
It is enough to apply Lemma 3.6.2 to A = T ∩ Bα and g = f −1 ◦ gα, then we get
Aα = gα”B as required. This completes the proof of the theorem. 
Proof of Lemma 3.6.2. For σ ∈ ω<ω define
Xσ = { f ∈ 2ω : (∃∞n)[ f |n ∈ A ∧ σ ⊆ g( f |n)]}
=
⋂
m∈ω
⋃
n≥m
{ f ∈ 2ω : f |n ∈ A ∧ σ ⊆ g( f |n)} ⊆ G A
so Xσ is a Gδ set. For σ ∈ ω<ω and i ∈ ω, we take the difference
Yσ,i = Xσ \ Xσ 〈ˆi〉
= { f ∈ 2ω : (∃∞n)[ f |n ∈ A ∧ σ ⊆ g( f |n)]
∧ {n : f |n ∈ A ∧ g( f |n) ⊇ σ 〈ˆi〉} is finite}.
Since Yσ,i is an intersection of a Π 02 and a Σ
0
2 set, it is a ∆
0
3 set. For σ ∈ ω<ω, let
Yσ =⋂i∈ω Yσ,i . So Yσ is aΠ 03 set. Note Xσ = Xσ 〈ˆi〉∪˙Yσ,i for all i ∈ ω. Therefore
Xσ =
⋃
i∈ω
Xσ 〈ˆi〉∪˙Yσ .
case 1: µ(Yσ ) > 0 for some σ ∈ ω<ω. There is a closed set contained in Yσ which still
has positive measure. So let T ⊆ 2<ω be a tree such that [T ] ⊆ Yσ and [T ] ∈ N .
First note [T ] = G A∩T , so G A∩T ∈ N . Similarly [T ] = G A′ for A′ = {t ∈ A ∩ T :
g(t) ⊇ σ }; to show [T ] ⊆ G A′ , note that any f ∈ [T ] ⊆ Yσ satisfies (∃∞n)[ f |n ∈ A
and g( f |n) ⊇ σ ], so (∃∞n) f |n ∈ A′. The converse is clear.
To get B ⊆ A′ such that Gg”B ∈ Kσ , let us consider {t ∈ A ∩ T : g(t) ⊇ σ 〈ˆi〉}.
Since [T ] ⊆ Yσ , we know that (∀ f ∈ [T ])(∀i ∈ ω) there are finitely many n ∈ ω such
that f |n ∈ A and g( f |n) ⊇ σ 〈ˆi〉.
Construction of B: So we are going to construct recursively finite sets Bi ⊆ A∩T ⊆ 2<ω
and numbers li such that
• if i < j , then max{|t| : t ∈ Bi} < li ≤ min{|t| : t ∈ B j },
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• if t ∈ Bi , then σ 〈ˆ j〉 ⊆ g(t) for some j with li−1 ≤ j < li for i > 0, 0 ≤ j < l0 for
i = 0,
• µ({ f ∈ [T ] : (∀ j ≤ i)(∃n) f |n ∈ B j }) ≥ µ([T ]) · (1 − j≤i 12 j+2 ).
step i < ω: Assume we already have B j for j < i . Since ∀ f ∈ [T ]∀ j < li−1 there are
only finitely many n ∈ ω such that g( f |n) ⊇ σ 〈ˆ j〉 and ∀ f ∈ [T ] there are infinitely
many n with g( f |n) ⊇ σ ,
[T ] =
⋃
l∈ω,l≥li−1
{ f ∈ [T ] : (∃n, j)[li−1 ≤ n < l ∧
li−1 ≤ j < l ∧ g( f |n) ⊇ σ 〈ˆ j〉]}
and the union on the right-hand side is increasing.
Therefore we can find li such that
µ({ f ∈ [T ] : (∃n, j)[li−1 ≤ n < li ∧ li−1 ≤ j < li ∧ g( f |n) ⊇ σ 〈ˆ j〉]})
≥ µ([T ]) ·
(
1− 1
2i+2
)
.
Put Bi = {t : li−1 ≤ |t| < li ∧ (∃ j)[li−1 ≤ j < li ∧ g(t) ⊇ σ 〈ˆ j〉]}. Clearly Bi is as
required.
step ω: Let B =⋃i∈ω Bi .
We will check G B satisfies the requirements.
By the above G B ⊆ [T ]. Similarly by construction µ(G B) ≥ µ
( [T ]
2
)
> 0.
We claim that Gg”B is empty. To see this note that
• σ ⊆ g(t) for all t ∈ B ,
• for all j ∈ ω there are finitely many t ∈ B with σ 〈ˆ j〉 ⊆ g(t) (namely t ∈ Bi with
li−1 ≤ j < li in this case).
So if x ∈ ωω then there are only finitely many n such that x |n = g(t) for some t ∈ B .
Therefore we are done.
case 2: µ(Yσ ) = 0 for all σ ∈ ω<ω. This means µ(Xσ ) = µ(⋃i∈ω Xσ 〈ˆi〉) for all σ ∈
ω<ω.
Construction of B: We can recursively construct sets U j , Z j ⊆ 2ω, finite sets B j ⊆
2<ω, D j , E j ⊆ ω<ω and numbers l j such that
• U j = { f ∈ G A : (∀l ≤ j)(∃n) f |n ∈ Bl},
• µ(U j ∩ Z j ) ≥ µ(G A) · (1 − Σl≤ j 12l+2 ),• Z j =⋃σ∈E j Xσ and for all σ ∈ E j , Xσ has positive measure,
• E j ⊆ ωl j ,
• (∀τ ∈ D j )τ |l j−1 ∈ E j−1,
• (∀τ ∈ E j )τ |l j−1 ∈ E j−1,• g|B j : B j → D j onto,
• if σ ∈ D j then l j−1 < |σ | < l j ,
• if t ∈ B j then l j−1 < |t| < l j .
step j < ω: Assume we already have Ul, Zl , Bl , Dl , El , ll for l < j .
First choose B j such that |t| > l j−1 for all t ∈ B j , such that µ({ f ∈ U j−1 ∩ Z j−1 :
(∃n) f |n ∈ B j }) is close enough to µ(U j−1 ∩ Z j−1), and such that for all t ∈ B j ,
g(t) ⊃ σ holds for some σ ∈ E j−1.
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Let D j = {g(t) : t ∈ B j }. Choose l j such that l j > |t|, |g(t)| for any t ∈ B j .
Finally we can find E j by assumption of case 2: choose E j so that Z j =⋃σ∈E j Xσ
and µ(Z j ∩U j ) is close enough to µ(Z j−1 ∩U j ).
step ω: Let B =⋃ j∈ω B j , and we will check G B satisfies the requirements.
Clearly { f ∈ G A : (∀ j)(∃n) f |n ∈ B j } ⊆ G B and the first set has measure
≥ µ(G A)2 > 0 by construction. So G B ∈ N .
Let D =⋃ j∈ω D j . Then g”B = D, so we have Gg”B = G D .
It suffices to show G D ⊆ [T ] where [T ] = {x ∈ ωω : (∀ j)x |l j ∈ E j } (note
T is a compact tree). To show this, assume x ∈ G D . Then (∃∞n)x |n ∈ D, so
(∃∞ j)(∃n)x |n ∈ D j , therefore (∃∞ j)x |l j−1 ∈ E j−1. So we have (∀ j)x |l j ∈ E j ; this
means x ∈ [T ]. 
3.7. Destructibility and indestructibility of ideals
In Section 2, we characterized the ideals which are P-indestructible for a given forcing
notion P. Conversely, we may fix some (definable) tall ideal and ask which forcing notions
destroy it. Natural candidates for such ideals are those derived from the forcing notions
we are studying. Recall (see Section 2.4) that IP = {I ⊆ 2<ω( or ω<ω) : GI ∈ IP}
where P = B \ IP is a real forcing. So, e.g. IC = {I ⊆ 2<ω : GI is meager}, etc. By
Theorem 2.4.5 ((vi)→(v)), IS = {I ⊆ 2<ω : GI ∈ cntble} is destroyed by any forcing
notionPwhich adds a new real, that is, the ideal generated by IV
S
in VP is not tall. Similarly,
we get, as pointed out by the referee:
Proposition 3.7.1. The following are equivalent for a forcing notion P:
(i) P adds an unbounded real,
(ii) P destroys IM = {I ⊆ ω<ω : GI ∈ Kσ }.
Proof. First we show (i) implies (ii). This is the same as (vi) implies (v) in Theorem 2.4.6.
The proof of the converse is as follows. Assume P is ωω-bounding. We need to show
IV
M
still generates a tall ideal in VP. So let A ∈ [ω<ω]ω. We need to find I ∈ IV
M
such that
|I ∩ A| = ℵ0.
case 1: Assume A contains a branch. That is, there is x ∈ ωω such that x |n ∈ A for
infinitely many n. Since P is ωω-bounding, there is G ∈ Kσ V such that x ∈ G. In fact,
there is I ∈ IV
M
such that x |n ∈ I for all n. Thus |A ∩ I | = ℵ0 as required.
case 2: Assume A has no branch. Then, by a compactness argument, there must be
σ ∈ ω<ω such that for infinitely many n ∈ ω there is τn such that σˆ〈n〉ˆ τn ∈ A. Since
P is ωω-bounding, there is g : ω → [ω<ω]<ω in V such that for all n, if there is τ such
that σˆ〈n〉ˆ τ ∈ A, then there is such τ with τ ∈ g(n). Let I = {σˆ〈n〉ˆ τ : τ ∈ g(n)} ∈ V.
Clearly GI = ∅ ∈ Kσ V. Thus I ∈ IVM. Since |A ∩ I | = ℵ0 we are done. 
Proposition 3.7.2. The following are equivalent for a forcing notion P:
(i) P adds a Cohen real,
(ii) P destroys IC = {I ⊆ ω<ω : GI ∈M},
(iii) P destroys Inwd = {I ⊆ ω<ω : GI ∈ nwd }.
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Proof. First we prove (i) implies (ii). This is the same as (i) implies (v) in Theorem 2.4.8.
(ii) implies (iii) is trivial.
For (iii) implies (i) we argue as follows. Let A ∈ [2<ω]ω be such that |A ∩ I | < ℵ0 for
all I ∈ IVnwd. By compactness of 2ω, A has a branch x , i.e. x |n ∈ A for infinitely many
n ∈ ω. We claim that x is Cohen over V. For assume this were not the case. Then, for
some closed nowhere dense tree T ⊆ 2<ω belonging to V, x ∈ [T ]. Clearly [T ] = GT so
T ∈ IVnwd. Since x |n ∈ T for all n, we get |A ∩ T | = ℵ0, a contradiction. 
We believe an analogous result holds for random forcing B, but we were unable to prove it.
Theorem 3.7.3. There is an L-indestructible and C-destructible tall ideal. Namely, IC =
{I ⊆ ω<ω : GI ∈M} and Inwd = {I ⊆ ω<ω : GI ∈ nwd } are such ideals.
Proof. This is immediate from Proposition 3.7.2. 
Theorem 3.7.4. There is a D-indestructible and B-destructible tall ideal. Namely, IB =
{I ⊆ 2<ω : GI ∈ N } is such an ideal.
Proof. By Theorem 2.4.9, I = IB is B-destructible. Thus it is enough to show that
I is D-indestructible. By Theorem 2.4.10, it suffices to prove that for all one-to-one
partial functions f : ω↑<ω → 2<ω with Gdom( f ) ∈ MD, there is I ∈ I such that
G f −1”I ∈ MD . We shall even establish there is I ⊆ 2<ω such that |I ∩ 2n| ≤ 1 for
all n with G f −1”I ∈MD . Clearly I ∈ I for such I .
So fix f as required. Since Gdom( f ) ∈ MD , there exists 〈s0, h0〉 ∈ D such that
U〈s0,h0〉 \ Gdom( f ) ∈MD (i.e. Gdom( f ) is D-comeager in U〈s0,h0〉).
Let T0 ⊆ ω↑<ω be the collection of all s ∈ ω↑<ω compatible with 〈s0, h0〉; i.e. s ∈ T0
iff s0 ⊆ s and s(i) ≥ h0(i) for all i ∈ |s|. For s ∈ T0 define the rank function rk(s) by
rkk(s) = 0 iff (∃m > |s|)(∃〈tn : n ∈ ω〉 ⊆ T0)|tn |
= m ∧ s ⊆ tn ∧ tn(|s|) ≥ n ∧ tn ∈ dom( f )
rkk(s) ≤ β iff (∃m > |s|)(∃〈tn : n ∈ ω〉 ⊆ ωm)|tn |
= m ∧ s ⊆ tn ∧ tn(|s|) ≥ n ∧ rk(tn) < β.
As is usual for rank arguments, rk(s) is either < ω1, or undefined (in which case we write
rk(s) =∞).
Claim 3.7.5. For any s ∈ T0, rk(s) <∞.
Proof of Claim 3.7.5. Assume rk(s) is undefined for some s ∈ T0. We recursively define
h ∈ ωω such that s ⊆ h, h(i) ≥ h0(i) for all i ∈ ω, and
whenever t ∈ T0, s 	 t, is compatible with 〈s, h〉,
then rk(t) = ∞ and t ∈ dom( f ). (∗)
Since rk(s) = ∞, we find h(|s|) ≥ h0(|s|) such that whenever s 	 t, |t| = |s|+1, t (|s|) ≥
h(|s|), then rk(t) = ∞ and t ∈ dom( f ).
Assume m > |s| and h|m has been defined such that (∗) holds for all t ∈ T0 of length
≤ m. We need to define h(m) such that (∗) still holds for all t ∈ T0 of length ≤ m + 1.
Assume this is impossible. Then there is a sequence 〈tn : n ∈ ω〉 ⊆ T0 such that
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|tn| = m + 1, tn(m) ≥ n, s ⊆ tn , tn(i) ≥ h(i) for all i < m, and
• either rk(tn) <∞,
• or tn ∈ dom( f )
for all n ∈ ω. By pruning the sequence 〈tn : n ∈ ω〉, we may assume there is s′ ∈ T0,
s′ ⊇ s, |s′| ≤ m, such that s′ ⊆ tn and tn(|s′|) ≥ n for all n. Note rk(s′) = ∞ and either
s′ = s or s′ ∈ dom( f ) by inductive hypothesis (∗). By definition of rank we must have
rk(tn) = ∞ and tn ∈ dom( f ) for almost all n, a contradiction.
Therefore the recursive construction can be carried out. Clearly U〈s,h〉 ⊆ U〈s0,h0〉 and, by
(∗), G B ∩U〈s,h〉 = ∅. This contradicts the fact that Gdom( f ) is D-comeager in U〈s0,h0〉. 
For s ∈ T0 with rk(s) = 0, fix ms ∈ ω, 〈tsn : n ∈ ω〉 ⊆ T0 with |tsn | = ms, s ⊆
tsn , t
s
n(|s|) ≥ n and tsn ∈ dom( f ). Using that f is one-to-one and pruning the sequences
〈tsn : n ∈ ω〉 if necessary, we may assume that, if we let
I = { f (tsn) : s ∈ T0, n ∈ ω, rk(s) = 0}
then for each m there is at most one t ∈ 2m such that t ∈ I . So I ∈ I, and we need to check
that G f −1”I ∈MD. In fact, we shall argue that G f −1”I is still D-comeager in U〈s0,h0〉.
Choose 〈s, h〉 such that U〈s,h〉 ⊆ U〈s0,h0〉; that is, s ∈ T0 and h(i) ≥ h0(i) for all i . By
the claim, rk(s) < ∞. By a standard induction on rk(s) we argue that there is s′ ∈ T0
compatible with 〈s, h〉 such that rk(s′) = 0 (if rk(s) = 0, s′ = s works. If rk(s) > 0, find
s′ ∈ T0 compatible with 〈s, h〉 such that rk(s′) < rk(s) and use the inductive assumption).
Then, by definition of rank and choice of the ts ′n , we find n such that ts
′
n is compatible
with 〈s, h〉. So ts ′n ∈ f −1”I . Since the 〈s, h〉 was arbitrary, this argument in fact shows
G f −1”I ∩U〈s,h〉 = ∅, and we are done. 
4. Iterated Sacks forcing indestructibility
We generalize the results about single-step Sacks forcing indestructibility to iterated
Sacks forcing.
4.1. Product forcing and isomorphisms of names arguments
Here we summarize the known results about iterated forcing indestructibility and
product forcing indestructibility of MAD families. Using “isomorphism of names”
arguments, one can prove the following theorem:
Theorem 4.1.1 (Kunen). Let κ be any uncountable cardinal such that κω = κ .
1. In the model obtained by adding κ many Cohen reals over a model of CH, the size of
any MAD family is either ℵ1 or κ . Furthermore there is a Cohen indestructible MAD
family of size ℵ1, and no Cohen indestructible MAD family of size c in this model.
2. In the model obtained by adding κ many random reals over a model of CH, the size of
any MAD family is either ℵ1 or κ . Furthermore there is a random indestructible MAD
family of size ℵ1, and no random indestructible MAD family of size c in this model.
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For more details, see [3,14] (see also [10, Proposition 7]). In Sections 4.4 and 4.7 below,
we shall investigate to which extent similar results can be proved for iterated Sacks forcing.
It is easy to prove Theorem 4.1.1, because these forcings can be thought of as large
products and they satisfy the factor lemma [15]. Moreover finite support product and finite
support iteration of Cohen forcing is the same.
For non-c.c.c. forcings, we can’t use a finite support product, because it collapses ℵ1.
The “isomorphism of names” argument also works for countable support products. So we
can prove a similar result for Sacks forcing. For any κ ≥ ℵ2, we have
Theorem 4.1.2 (Folklore). Let κ be any uncountable cardinal such that κω = κ .
Any infinite MAD family is either of size ℵ1 or of size κ in the model obtained by adding
κ-many Sacks reals by countable support product over a model of CH.
Since there is no factor lemma for side-by-side Sacks forcing, we can’t argue that a MAD
family of size c is S-destructible in this model (see also Conjecture 4.4.4).
However, the countable support product of tree forcings whose conditions are
isomorphic to ω<ω, M and L, collapses ℵ1. So we have no analogue of 4.1.2 in this case.
4.2. Characterization of S2-indestructibility
Our goal in this and the next sections is to characterize iterated Sacks indestructibility
in the same vein as the characterization of S-indestructibility from Theorem 2.4.5. For
simplicity, let us first consider S2 = S ∗ S˙, the two step iteration of Sacks forcing. It is
well-known that S2 is forcing equivalent to B((2ω)2) \ cntble2 where B((2ω)2) are the
Borel sets in the plane and cntble2 is the Fubini power of the ideal of countable sets (see
[13,22,7] for details).
Here, for any ideal I ⊆ P(2ω), we define its Fubini power I 2 ⊆ P((2ω)2) by
X ∈ I 2 ⇔ {x ∈ 2ω : Xx ∈ I } ∈ I.
For X ∈ P((2ω)2), Xx = {y : (x, y) ∈ X} denotes the vertical section at x ∈ 2ω.
Lemma 4.2.1. S2 has weak fusion.
Proof. Let E ∈ S2 = B((2ω)2) \ cntble2 and an S2-name C˙ for an infinite subset of ω be
given. Without loss, we may assume E = [T ] where T ⊆ (2<ω)2 is a tree such that
• (∀s ∈ p(T )) if t0, t1 are such that (s, t0), (s, t1) ∈ T , then p(T (s,t0)) = p(T (s,t1)) is
perfect,
• (∀x ∈ [p(T )]) the vertical section Tx = {t : (x ||t |, t) ∈ T } is perfect,
where
• p(T ) = {s : (∃t) (s, t) ∈ T } denotes the projection of T onto the first coordinate and
[p(T )] is of course the set of branches through p(T ),
• T (s,t) = {(s′, t ′) ∈ T : (s, t) ⊆ (s′, t ′) ∨ (s′, t ′) ⊆ (s, t)} is the subtree of T defined by
(s, t), for (s, t) ∈ T .
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Call such trees T nice.
(It is well-known that for every analytic subset A of R2 which does not belong to cntble2,
we may find a nice perfect tree T such that [T ] ⊆ A. See [22] or [7] for details.)
We construct, by recursion on n ∈ ω,
• finite antichains Bn = {(sσ , tσ,τ ) : σ ∈ 2n, τ ∈ 2n} ⊆ (2<ω)2,
• nice trees Tn ∈ S2,
• finite antichainsAn ⊆ S2,
• bijections hn : Bn → An ,
• a one-to-one function g :⋃n∈ω{n} ×An → ω,
such that
(a) if n < m and σ, τ ∈ 2n , σ ′, τ ′ ∈ 2m , σ ⊆ σ ′, τ ⊆ τ ′, then sσ ⊆ sσ ′ and tσ,τ ⊆ tσ ′,τ ′ ,
(b) Tn+1 ≤n Tn ≤n−1 · · · ≤0 T0 ≤ T ,
(c) (sσ , tσ,τ ) ∈ Tn for σ, τ ∈ 2n , and Tn ≤⋃σ,τ∈2n [(sσ , tσ,τ )],
(d) hn(sσ , tσ,τ ) ≥ [(sσ , tσ,τ )] ∩ Tn for σ, τ ∈ 2n ,
(e) A  “g(n, A) ∈ C˙” for A ∈ An ,
where ≤n denotes the standard fusion order on S2 (in its representation as B((2ω)2) \
cntble2). Namely, S ≤n T if S ≤ T and all (2n)2 nodes on the n-th splitting level of T
belong to S.
Fix n, and assume Bm, Tm,Am , hm , g have been constructed for m < n. Consider Tn−1
(with the convention that T−1 = T ).
n = 0 In this case simply let Bn = B0 = {(s〈〉, t〈〉,〈〉)} where (s〈〉, t〈〉,〈〉) is the stem of T .
The rest of the construction is as in the general case.
n > 0 Fix σ ∈ 2n−1. Consider {(sσ , tσ,τ ) : τ ∈ 2n−1}. Since Tn−1 is nice, there is a tree
S ⊆ 2<ω such that p((Tn−1)(sσ ,tσ,τ )) = S for all τ ∈ 2n−1. Let x0 = x1 belong to [S].
Again by niceness, (Tn−1)xi is perfect for i ∈ 2, and, a fortiori, all ((Tn−1)(sσ ,tσ,τ ))xi are
perfect. This means we may find sσ 〈ˆi〉 and tσ 〈ˆi〉,τ 〈ˆ j 〉 all of the same length for i, j ∈ 2
and for τ ∈ 2n−1 such that
• sσ 〈ˆi〉 ⊆ xi ,
• sσ 〈ˆ0〉⊥sσ 〈ˆ1〉,
• tσ 〈ˆi〉,τ 〈ˆ j 〉 ∈ ((Tn−1)(sσ ,tσ,τ ))xi which means (sσ 〈ˆi〉, tσ 〈ˆi〉,τ 〈ˆ j 〉) ∈ Tn−1,
• tσ 〈ˆi〉,τ 〈ˆ0〉⊥tσ 〈ˆi〉,τ 〈ˆ1〉.
Fix i ∈ 2. Since Tn−1 is nice, there is S′ ⊆ 2<ω such that p((Tn−1)(sσ 〈ˆi〉,tσ 〈ˆi〉,τ )) = S′
for all τ ∈ 2n . List {τk : k ∈ 2n} = 2n . By recursion on k < 2n we construct perfect
trees Sk ⊆ 2<ω, nice trees T σ 〈ˆi〉,k ⊆ Tn−1 and natural numbers nk such that
• Sk+1 ⊆ Sk ⊆ · · · ⊆ S0 ⊆ S′,
• Sk = p(T σ 〈ˆi〉,k),
• the stem of T σ 〈ˆi〉,k extends (sσ 〈ˆi〉, tσ 〈ˆi〉,τk ),
• T σ 〈ˆi〉,k  “nk ∈ C˙”,
• the nk are all distinct.
This is clearly possible. At stage k simply consider the tree (Tn−1)(sσ 〈ˆi〉,tσ 〈ˆi〉,τk )∩(Sk−1×
2<ω) (where S−1 = S′ in case k = 0). This is a nice tree, and we may find a nice subtree
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T σ 〈ˆi〉,k forcing a number nk to belong to C˙ which is distinct from the previously by
chosen numbers. Finally let Sk = p(T σ 〈ˆi〉,k). This completes the k-recursion.
Let
• hn(sσ 〈ˆi〉, tσ 〈ˆi〉,τk ) = T σ 〈ˆi〉,k ,
• g(n, T σ 〈ˆi〉,k) = nk .
Finally define
T σ 〈ˆi〉 =
(⋃
{T σ 〈ˆi〉,k : k ∈ 2n}
)
∩ (S2n−1 × 2<ω).
T σ 〈ˆi〉 is easily seen to be a nice tree with p(T σ 〈ˆi〉) = S2n−1.
Unfix i and σ , and put
Tn =
⋃
{T σ 〈ˆi〉 : σ ∈ 2n−1 ∧ i ∈ 2}.
Clearly Tn is still a nice tree and Tn ≤n−1 Tn−1 is immediate. Next,
• Bn = {(sσ 〈ˆi〉, tσ 〈ˆi〉,τk ) : σ ∈ 2n−1, i ∈ 2, k ∈ 2n} is an antichain,• An = hn[Bn] is an antichain,
• hn is a bijection,
and properties (a) through (e) are obvious by construction.
Finally, if we carry out the above construction by going recursively through all pairs
(σ, i) ∈ 2n−1 × 2 (instead of dealing with them simultaneously), we may also assume
that g(n, ·) is one-to-one, and that the range of g(n, ·) is disjoint from the range of
g(m, ·) for m < n. This shows g will be one-to-one, and completes the n-recursion.
We are left with showing that (a) through (e) above imply that S2 has weak fusion.
However, if we let
T∞ =
⋂
n∈ω
Tn
then [T∞] = G B is clear by (c), and [T∞] ∈ cntble2 by (b). So 1 in Definition 2.2.1 holds.
(2’) (and hence 2) is immediate by (d), and 3 is property (e). This completes the proof of
the lemma. 
Theorem 4.2.2. Let I be a tall ideal. The following are equivalent:
(i) I is S2-indestructible.
(ii) ∀B ⊆ (2<ω)2 such that G B ∈ cntble2, ∀ f : B → ω, ∃I ∈ I such that
G f −1”I ∈ cntble2.
(iii) ∀B ⊆ (2<ω)2 such that G B ∈ cntble2, ∀ f : B → ω one-to-one, ∃I ∈ I such that
G f −1”I ∈ cntble2.
(iv) ∀ f : (2<ω)2 → ω one-to-one, ∃I ∈ I such that G f −1”I ∈ cntble2.
Proof. The equivalence of (i) to (iii) is immediate from Lemma 4.2.1 and Theorem 2.2.2.
Concerning (iv), note that cntble2 is strongly homogeneous, and use 2.4.2. 
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4.3. Characterization of Sα-indestructibility
Theorem 4.2.2 can be generalized to an analogous result for Sα for countable ordinals
α, where Sα is the α-stage iteration of Sacks forcing. This is done as follows.
For any ideal I ⊆ P(2ω), define the α-th Fubini power Iα ⊆ P((2ω)α) to consist of
sets X ⊆ (2ω)α such that there is a family {Ax ∈ I : x ∈ (2ω)<α} such that for all y ∈ X
there is a β < α such that y(β) ∈ Ay|β . This notion is due to Zapletal [22]. His definition is
in terms of infinite games and is easily seen to be equivalent to ours. For another equivalent
definition, see [7].
It is obvious that I 1 = I and that the present definition of I 2 is equivalent to the one in
the last section. It is well-known that Sα is forcing equivalent to B((2ω)α) \ cntbleα where
B((2ω)α) are the Borel subsets of (2ω)α (see [22] and [7] for details).
For countable α, let Fn(α, 2<ω) = {ϕ : dom(ϕ) ⊆ α finite ∧ ran(ϕ) ⊆ 2n for some n}.
Note that Fn(α, 2<ω) plays the same role for countable α as do 2<ω or (2<ω)n in the finite
case. For any A ⊆ Fn(α, 2<ω), put
G A =
{
x ∈ (2ω)α : (∀F ∈ [α]<ω)(∀n)(∃m ≥ n)(∃ϕ ∈ A) dom(ϕ) ⊇ F, ran(ϕ) ⊆ 2
m ,
(∀β ∈ dom(ϕ))x(β)|m = ϕ(β)
}
the Gδ-closure of A (note it is obvious G A is a Gδ-subset of (2ω)α).
We omit the details of the following natural generalization of Theorem 4.2.2.
Theorem 4.3.1. Let I be a tall ideal. The following are equivalent:
(i) I is Sα-indestructible.
(ii) ∀B ⊆ Fn(α, 2<ω) such that G B ∈ cntbleα , ∀ f : B → ω, ∃I ∈ I such that
G f −1”I ∈ cntbleα.
(iii) ∀B ⊆ Fn(α, 2<ω) such that G B ∈ cntbleα, ∀ f : B → ω one-to-one, ∃I ∈ I such
that G f −1”I ∈ cntbleα.
(iv) ∀ f : Fn(α, 2<ω)→ ω one-to-one, ∃I ∈ I such that G f −1”I ∈ cntbleα .
4.4. Construction of an S-indestructible, S2-destructible MAD family
In this subsection we prove the following strengthening of Theorem 3.4.1.
Theorem 4.4.1. Assume either cov(M) = c or b = c. There is a MAD family A such that
1. A is S-indestructible,
2. A is S2-destructible.
Proof. Let { fα : 2<ω → (2<ω)2; α < c} be an enumeration of one-to-one functions.
We are going to construct a MAD familyA = {Aα : α < c} ⊆ P((2<ω)2) by recursion
in c steps such that
(a) if (∀β < α)G f −1α ”Aβ ∈ cntble then G f −1α ”Aα ∈ cntble,
(b) G Aα ∈ cntble2.
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By (a) and Theorem 2.4.5, A is S-indestructible, and by (b) and Theorem 4.2.2, A is S2-
destructible.
In fact, instead of (b), we shall guarantee the following stronger condition:
(b’) (b’1) either (∃x ∈ 2ω)G Aα ⊆ {x} × 2ω,
(b’2) or (∀x ∈ 2ω)|(G Aα )x | ≤ 1.
It is obvious (b’) implies (b).
We consider two cases in stage α.
case 1: (∃β < α)G f −1α ”Aβ is uncountable Then (a) is trivially satisfied, and we need to
find Aα almost disjoint from any Aβ , β < α, such that (b’) holds. Since |α| < c there
is x ∈ 2ω such that for all β < α, if G Aβ ⊆ {y} × 2ω for some y (i.e. (b’1) holds), then
x = y. Next find y ∈ 2ω such that for all β < α, if (b’2) holds for β, then y ∈ (G Aβ )x .
So (x, y) ∈ G Aβ for all β < α. Let Aα = {(x |n, y|n) : n ∈ ω}. Then G Aα = {(x, y)}
and |Aα ∩ Aβ | < ℵ0 for all β < α.
case 2: otherwise i.e. (∀β < α)G f −1α ”Aβ ∈ cntble.
We proceed in two steps. First we show
Lemma 4.4.2. Let f : 2<ω → (2<ω)2 be any one-to-one function. There exists a set
A ∈ [(2<ω)2]ω such that
1. G f −1”A ∈ cntble,
2.
(b”1) either (∃x ∈ 2ω)G A ⊆ {x} × 2ω,
(b”2) or (∀x ∈ 2ω)|(G A)x | ≤ 1.
Let us first argue how the proof of case 2 is completed using Lemma 4.4.2. Apply 4.4.2
with f = fα to get A. Clearly A satisfies (a) and (b’), but it need not be almost disjoint
from the Aβ , β < α.
If cov(M) = c, apply Lemma 3.4.2 with fα replaced by fα| f −1α ”A (it is easy to see
3.4.2 also applies in this more general case), and get Aα ⊆ A almost disjoint from Aβ ,
β < α, such that G f −1”Aα ∈ cntble. Since Aα is a subset of A, (b’) still holds, and we
are done.
If b = c, either argue directly that the analogue of 3.4.2 holds or use the argument
of Hrušák [10] or Kurilic´ [16] in the proof that b = c implies the existence of a C-
indestructible MAD family. (In fact, under b = c, the strengthening of 3.4.2 obtained
by replacing cntble by M holds. See [10] or [16] for details.) Then proceed as in the
case cov(M) = c.
This completes the proof of the theorem. 
Proof of Lemma 4.4.2. Let f : 2<ω → (2<ω)2 one-to-one be given. Write f = 〈 f0, f1〉
where fi denotes the i -th coordinate of f (So f (t) = 〈 f0(t), f1(t)〉 for all t ∈ 2<ω and
fi (t) ∈ 2<ω for all t ∈ 2<ω and i ∈ 2).
case 1: (∃x ∈ 2ω)(∃s0 ∈ 2<ω)(∀n)(∀s ⊇ s0)(∃t ⊇ s) f0(t) ⊇ x |n . Fix such x and s0. It is
straightforward to construct B ⊆ 2<ω such that s0 ⊆ t for all t ∈ B and
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1. G B is perfect,
2. (∀n)(∀∞t ∈ B) f0(t) ⊇ x |n.
Let A = f ”B . So B = f −1”A. By 2, it is immediate that G A ⊆ {x}× 2ω. So we are in
case (b”1).
case 2: otherwise; (∀x ∈ 2ω)(∀s0 ∈ 2<ω)(∃n)(∃s ⊇ s0)(∀t ⊇ s) f0(t) ⊇ x |n . In this case
we recursively construct {sσ : σ ∈ 2<ω} and {tσ : σ ∈ 2<ω} such that
(i) σ ⊆ τ implies sσ ⊆ tσ ⊆ sτ ,
(ii) σ⊥τ implies sσ⊥sτ ,
(iii) for all n, if σ = τ ∈ 2n , then f0(sσ )⊥ f0(sτ ) and (∀t ⊇ tσ ) f0(t)⊥ f0(sτ ),
(iv) |σ | < |τ | implies | f0(sσ )| < | f0(sτ )|.
Note first that as a consequence we get
(v) f0(sσ ) ⊂ f0(sτ ) implies σ ⊂ τ .
(By (iv), we must have |σ | ≤ |τ |. Let n = |σ |. If τ |n = σ , then by (iii) and (i),
f0(sσ )⊥ f0(sτ ), a contradiction. Hence τ |n = σ , and σ ⊂ τ follows.)
Let us check that the recursive construction can be carried out. s〈〉 = 〈〉 = t〈〉.
Assume n > 0 and {sσ : σ ∈ 2n−1} and {tσ : σ ∈ 2n−1} have been constructed
so that (i) through (iv) hold. List 2n as {σi : i ∈ 2n}. First fix uσi ⊇ tσi |(n−1) pairwise
incompatible. Then construct, by recursion on i , xi ∈ 2ω, ni ∈ ω, sσi ∈ 2<ω, t ij ∈
2<ω( j ∈ 2n) such that
• f0(sσi ) ⊇ xi |ni ,
• (∀ j = i)(∀t ⊇ t ij ) f0(t) ⊇ xi |ni ,
• uσi ⊆ t0i ⊆ · · · ⊆ t i−1i ⊆ t ii = sσi ⊆ t i+1i ⊆ · · · ⊆ t2
n−1
i .
Note that t ij will be produced simultaneously for all j (for fixed i ).
step i = 0 Let x0 ∈ { f0(t) : uσ0 ⊆ t}, that is, x0 is a limit point of the f0(t), uσ0 ⊆ t .
That such a limit exists follows from compactness and from the fact that f is
one-to-one. By assumption, we can find n0 and t0j ⊇ uσ j ( j = 0) such that
(∀ j = 0)(∀t ⊇ t0j ) f0(t) ⊇ x0|n0 . Let t00 = sσ0 be such that uσ0 ⊆ sσ0 andf0(sσ0) ⊇ x0|n0 .
step i + 1 This is almost identical. Let xi+1 ∈ { f0(t) : t ii+1 ⊆ t}. Find ni+1 and
t i+1j ⊇ t ij ( j = i + 1) such that (∀ j = i + 1)(∀t ⊇ t i+1j ) f0(t) ⊇ xi+1|ni+1 .
Let t i+1i+1 = sσi+1 be such that t ii+1 ⊆ sσi+1 and f0(sσi+1) ⊇ xi+1|ni+1 .
In the end, let tσi = t2
n−1
i . Then property (iii) is satisfied (this is the main point of the
above construction). (i) and (ii) are also clear by choice of the uσi and by construction.
Concerning (iv), we can easily make it hold by choosing the above ni large enough.
This completes the recursive construction.
It is relatively easy to further prune the family {sσ : σ ∈ 2<ω} such that
(vi) if σ ⊂ τ and there is θ ⊃ τ such that f1(sσ ) ⊂ f1(sθ ), then f1(sσ ) ⊂ f1(sτ )
(the tσ are no longer relevant).
Set B = {sσ : σ ∈ 2<ω} and A = f ”B . So B = f −1”A. By (i) and (ii), G B is
perfect. So it suffices to check that G A satisfies (b”2). Fix x ∈ 2ω, and assume there are
y0 = y1 with (x0, y0), (x1, y1) ∈ G A. This means there are infinite sets Yi (i ∈ 2) and
σ in for n ∈ Yi such that
〈x |n, yi |n〉 = f (sσ in ) = 〈 f0(sσ in ), f1(sσ in )〉
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for all n ∈ Yi and i ∈ 2. Note that if n < m and n,m ∈ Y0 ∪ Y1, then σ in ⊂ σ jm by
property (v) (where i ( j respectively) is such that n ∈ Yi (m ∈ Y j respectively)). Fix k
such that y0|k = y1|k . Find k ≤ n0 < n1 < m0 such that n0,m0 ∈ Y0 and n1 ∈ Y1.
Thus, by the preceding remark, σ 0n0 ⊂ σ 1n1 ⊂ σ 0m0 . Also f1(sσ 0n0 ) = y0|n0 ⊂ y0|m0 =f1(sσ 0m0 ). Therefore, by (vi), y0|n0 = f1(sσ 0n0 ) ⊂ f1(sσ 1n1 ) = y1|n1 .
This contradiction finishes the proof of Lemma 4.4.2. 
Notice that the MAD family of Theorem 4.4.1 necessarily has size c: since
cov(cntble2) = c, by Lemma 3.1.2, any MAD family of size <c is S2-indestructible.
Our original motivation to prove 4.4.1 came from a question of Hrušák [10, Question 3].
Namely, he asked whether it is consistent that no MAD family of size c is S-indestructible
(more exactly, he conjectured there is no such MAD family in the Sacks model). This, in
turn, was motivated by his incorrect argument showing there is an S-indestructible MAD
family in ZFC.
Originally, Theorem 4.4.1 was intended to give a negative answer to Hrušák’s question.
However, since the result builds on assumptions beyond ZFC (cov(M) = c or b = c), we
were not able to achieve this. Still, the way 4.4.1 is proved from 3.4.1 strongly suggests that
if there is an S-indestructible MAD family in ZFC, then there is also an S-indestructible
MAD family of size c in ZFC. Note, in particular, that Lemma 4.4.2 is a ZFC-result. We
believe that both are true.
Conjecture 4.4.3. There is an S-indestructible MAD family in ZFC.
Conjecture 4.4.4. There is an S-indestructible MAD family of size c in ZFC. More
explicitly, there is an S-indestructible, S2-destructible MAD family in ZFC.
Hrušák’s original conjecture was motivated by the fact (see Theorem 4.1.1) that there
is no C-indestructible MAD family of size c in the Cohen model. However, the situation
with C and S is basically different, for Cα (the α-stage finite support iteration or finite
support product of C) is forcing equivalent to C for countable α while S,S2,S3, . . . ,Sα
are all different. Accordingly, we shall see in Section 4.7 that Hrušák’s conjecture is correct
in the sense there is no Sω1 -indestructible MAD family of size c in the Sacks model
(Theorem 4.7.1).
4.5. Sω1-indestructibility
In Section 4.3, we characterized Sα-indestructibility for countable ordinals α (see
Theorem 4.3.1). We now briefly consider uncountable α. In fact, by the following result
which seems to be well-known (see, for example, the comment in Blass’s survey article [3,
Section 11.5]), this boils down to the countable case. We include a sketch of the proof for
the sake of completeness.
Theorem 4.5.1. The following are equivalent for a tall ideal I.
(i) I is Sα-indestructible for all α.
(ii) I is Sα-indestructible for some uncountable α.
(iii) I is Sω1 -indestructible.
(iv) I is Sα-indestructible for all countable α.
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Proof. Clearly (i) implies (ii), (ii) implies (iii), and (iii) implies (iv). In fact, since no new
reals arise in limit stages of uncountable cofinality of the iteration, the equivalence of (iii)
and (iv) is easy to see. We shall sketch the argument for (iv) implies (i).
Lemma 4.5.2. Let α be an ordinal. Assume p0 ∈ Sα and A˙ is any Sα-name for a subset
of ω. Then there is p ≤ p0 such that for all B ⊆ ω, if there is q ≤ p with q  “B∩ A˙ = ∅”,
then there is r ≤ p with
• supt(r) = supt(p),
• r is compatible with q,
• r  “B ∩ A˙ = ∅”,
where supt(p) = {β < α : p(β) = 1˙} denotes the support of p.
Sketch of Proof of Lemma 4.5.2. This is a canonical fusion argument. Namely, one
builds a decreasing sequence 〈qn : n ∈ ω〉 of conditions and auxiliary 〈Fn ⊆ α finite:
n ∈ ω〉 such that
• p0 ≥ q0 ≥F0,0≥ q1 ≥ · · · ≥Fn−1,n−1 qn ≥Fn,n · · · ,
• ⋃n∈ω Fn =⋃n∈ω supt(qn),
• qn can be thought of as a finite union of conditions deciding “n ∈ A˙”.
Essentially, at stage n, we consider the n-th splitting levels of the qn(β) where β ∈ Fn .
Since this is a standard argument, we leave out the details.
Let p = ⋂n∈ω qn be the fusion. Then supt(p) = ⋃n∈ω Fn = ⋃n∈ω supt(qn). Now let
B ⊆ ω and q ≤ p such that q  “B∩ A˙ = ∅”. Note there are finite maximal antichains Hn
of conditions below p such that r ∈ Hn decides “n ∈ A˙” and such that supt(r) = supt(p)
for all r ∈ Hn. This means p = ΣHn for all n. For n ∈ B let Gn ⊆ Hn be such that
for r ∈ Gn , r  “n ∈ A˙” and for r ∈ Hn \ Gn , r  “n ∈ A˙”. Clearly, q ≤ ΣGn for
all n ∈ B . Therefore q ≤ ⋂n∈B ΣGn =: r . supt(r) = supt(p) is straightforward by
construction. 
The above means that whatever is decided about A˙ by a condition below p is in fact
already decided by a condition with support = supt(p).
A similar fusion argument shows that given any p0 ∈ Sα there is p ≤ p0 such that
for all β ∈ supt(p), whatever is decided about p(β) by a condition below p|β is in fact
already decided by a condition with support = supt(p|β) = supt(p) ∩ β. Call such p
canonical. Informally, we may think of such a condition as an element of Ssupt(p). In
particular, if we let α0 = otp(supt(p)) < ω1, then there is a projection mapping π
sending p to π(p) ∈ Sα0 such that for each β0 < α0, π(p)(β0) is the Sβ0 -name for a
condition in S corresponding to the Sβ -name p(β) where β is the β0-th element of supt(p).
This makes sense because p(β) depends only on coordinates in supt(p|β). Note that π is
an order-isomorphism between canonical conditions in Ssupt(p) (below p) and canonical
conditions in Sα0 (below π(p)). Some care has to be taken because while Ssupt(p) is a
suborder of Sα , it is not completely embedded in Sα . Still, given an Sα-name A˙ for a subset
of ω such that the pair (p, A˙) satisfies the condition of 4.5.2, we may think of A˙ as an
Ssupt(p)-name (below p), and we may also canonically project it to an Sα0 -name π( A˙).
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This projection has the property that for all canonical q ≤ p, q ∈ Ssupt(p) and for all
n ∈ ω, q Sα “n ∈ A˙” ⇐⇒ π(q) Sα0 “n ∈ π( A˙)”.
Now assume I is Sα-indestructible for all countable α, yet there is an uncountable α
such that I is Sα-destructible. We shall reach a contradiction. Let p ∈ Sα and A˙ be such
that p Sα “| A˙ ∩ I | < ℵ0 for any I ∈ I”. Without loss p is canonical and the pair
(p, A˙) satisfies Lemma 4.5.2. Let α0 = otp(supt(p)), and let π : Ssupt(p) → Sα0 be as
above. Without loss supt(p) ∩ ω1 ∈ ω1. Let α1 = supt(p) ∩ ω1. Then π |Sα1 = id , and
p and π(p) are canonically compatible with common extension p ∪ π(p); in fact, any
condition in Ssupt(p) below p is compatible with π(p) and any condition in Sα0 below
π(p) is compatible with p. Let B˙ = π( A˙).
By assumption, find q ≤ π(p), q ∈ Sα0 and I ∈ I such that q Sα0 “|B˙ ∩ I | = ℵ0”.
Then π−1(q) ∈ Ssupt(p), π−1(q) ≤ p and q and π−1(q) are compatible with common
extension q ∪ π−1(q). Find r0 ∈ Sα, r0 ≤ q ∪ π−1(q) and n ∈ ω such that r0 Sα
“ A˙ ∩ I ⊆ n”. For simplicity assume that r0 Sα “ A˙ ∩ I = ∅”. By Lemma 4.5.2, there is
r ≤ p, r ∈ Ssupt(p) such that r is compatible with r0 and r  “ A˙ ∩ I = ∅”. Since r and r0
are compatible, also r and π−1(q) are compatible, and we may assume without loss that
r ≤ π−1(q). Then π(r) ≤ q, π(r) ∈ Sα0 . Find s ≤ π(r), s ∈ Sα0 , and n ∈ I such that
s Sα0 “n ∈ B˙”. Then π−1(s) ∈ Ssupt(p), π−1(s) ≤ r , and π−1(s) Sα0 “n ∈ A˙”. This is
a contradiction, and the proof of the theorem is complete. 
4.6. Construction of an iterated Sacks indestructible MAD family
In this section, we sketch the proof of the following strengthening of Theorem 3.4.1.
Theorem 4.6.1. Assume either cov(M) = c or b = c. Then there is a MAD family A
which is Sα-indestructible for any α.
Before starting out with the proof, a few comments are in order. First notice that in view
of Theorem 4.5.1, it suffices to consider countable α when doing the construction. Next, as
mentioned already when discussing 3.4.1, this result is well-known in the case CH holds.
Namely, to show that a = ℵ1 in the iterated Sacks model one must construct a MAD family
which is Sα-indestructible for all countable α. The former, however, was proved by Spinas
[3, Section 11.5] (or see [7,8] for an alternative proof).
Sketch of Proof. If a < c, we are done: for all countable α, cov(cntbleα) = c so that by
Corollary 3.1.3 any MAD family of size a will be Sα-indestructible for all α. Therefore
assume a = c.
In view of 4.3.1 and 4.5.1, list all one-to-one functions f : Fn(α, 2<ω) → ω (α < ω1)
as { fβ : β < c}. We need to construct pairwise almost disjoint {Aβ : β < c} such that
• for all β < c, if fβ : Fn(α, 2<ω) → ω and G f −1β ”Aγ ∈ cntble
α for all γ < β, then
G f −1β ”Aβ ∈ cntble
α
.
If the antecedent of this clause fails, stage β of the construction is trivial. If it holds,
as in the proof of 3.4.1, we may find a tree T ⊆ Fn(α, 2<ω) (where α is such that
fβ : Fn(α, 2<ω)→ ω) such that [T ] ∈ cntbleα and G f −1β ”Aγ ∩ [T ] = ∅ for all γ < β.
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If cov(M) = c, a real Cohen over the objects constructed so far easily yields a set
B ⊆ T with G B ∈ cntbleα and |B ∩ G f −1β ”Aγ | < ℵ0 for all γ < β, so that Aβ = fβ”B
works (see Lemma 3.4.2 and its proof).
If b = c, a dominating real does the same. (See the comments in the proof of
Theorem 4.4.1, as well as [10] and [16].) This completes the argument. 
4.7. There are no iterated Sacks indestructible MAD families of size c in the Sacks model
Finally we show:
Theorem 4.7.1. In the Sacks model (the extension of a model of CH by forcing with Sω2 ),
any MAD family which is Sα-indestructible for all α has size ℵ1.
We mentioned already at the end of Section 4.4 that this gives a positive answer to a
modified version of a question of Hrušák [10, Question 3], and that this can be considered
an analogue of the corresponding results on Cohen and random forcing in Theorem 4.1.1.
Proof. Assume the theorem was false and there is a MAD family A = {Aα : α < ω2}
which is Sω1 -indestructible (this is the same by Theorem 4.5.1). Let A˙ = { A˙α : α < ω2}
be an Sω2 -name for A. By standard arguments, there exists an ω1-club C ⊆ ω2 such that
for all α ∈ C ,
Sα “A˙α = { A˙β : β < α} is a MAD family”
(in particular, this means that for all β < α, A˙β is an Sα-name). Since no Aα is maximal
in the ultimate extension, we clearly have
Sα “A˙α is Sω2 -destructible”
for all α ∈ C . Hence, by Theorem 4.5.1,
Sα “A˙α is Sω1 -destructible”
for all α ∈ C . In the Sα-extension, there are an ordinal γ α < ω1, a condition qα ∈ Sγ α and
a Sγ α -name A˙α for a subset of ω such that
qα Sγα “ A˙
α is almost disjoint from all Aβ, β < α”.
Let Bα = A˙α. Back in the ground model, we have names γ˙ α, q˙α, B˙α for these objects, i.e.
Sα “qα S˙γ˙ α “B˙
α is almost disjoint from all A˙β, β < α” ”.
Since c f (α) = ω1 for all α ∈ C , we may find βα < α and pα ∈ Sβα such that γ˙ α, q˙α and
B˙α are Sβα -names and, in fact, we may also assume that pα decides the value of γ˙ α, say
pα Sβα “γ˙
α = γ α”
for some ordinal γ α < ω1. Note that the function α → βα is regressive, so there are
β < ω2 and a stationary set S ⊆ C such that βα = β for all α ∈ S.
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By further pruning, we may then also assume there are p ∈ Sβ, γ < ω1, an Sβ -name q˙
for a condition in S˙γ and an Sβ -name B˙ for an S˙γ -name for a subset of ω such that for all
α ∈ S, pα = p, γ α = γ, q˙α = q˙ and B˙α = B˙ . So, in particular,
p Sα “q˙ S˙γ “B˙ is almost disjoint from all A˙δ, δ < α” ”
for all α ∈ S. Notice that while B˙ is a Sβ -name and is always interpreted as the same
Sγ -name B = A˙ in the Sβ -extension, the interpretation of A˙ depends on α, namely, on the
interval [α, α + γ ) in which A˙ is adjoined, in the above formula.
Claim 4.7.2. p Sω2 “q˙ Sγ “B˙ is almost disjoint from all A˙δ, δ < ω2” ”.
Again B˙ arises in the Sβ -extension as B = A˙, and A˙ is then adjoined by forcing with Sγ
over the Sω2 -extension. Clearly the claim finishes the proof of the theorem. 
Proof of Claim 4.7.2. By stepping into the Sβ -extension with p belonging to the generic
filter, if necessary, we may assume without loss of generality that β = 0. Then we have q
and B = A˙. We use
Lemma 4.7.3. Let V be a model of ZFC. Let γ be an ordinal and let q0 ∈ V , A˙ an Sγ -
name for a subset of ω with A˙ ∈ V . Then there is q ≤ q0, q ∈ V , such that whenever
W ⊇ V is a model of ZFC, r ≤ q, r ∈ W and n ∈ ω with r Sγ “n ∈ A˙” in W are given,
then there is s ≤ q, s ∈ V , s compatible with r , with s Sγ “n ∈ A˙” (in V ).
Proof. This follows readily from properness. Namely, let N ⊆ V be an elementary
substructure containing γ, q0 and A˙, and let q ≤ q0, q ∈ V , be (Sγ , N)-generic. Clearly
q is as required: if r ≤ q, r ∈ W, n ∈ ω with r Sγ “n ∈ A˙” are given, there is s0 ∈ N
compatible with r such that s0 Sγ “n ∈ A˙”, and s = s0 · q is as required.
Alternatively, this can be shown directly with a fusion argument very similar to the proof
of the related Lemma 4.5.2. 
Assume the claim was false, and let δ < ω2 and r0 ≤ q, r0 ∈ Sω2+γ , be such that
r0 Sω2+γ “| A˙ ∩ A˙δ| = ℵ0”.
Find α ∈ S, α > δ, such that r0|ω2 ∈ Sα (i.e. supt(r0) ∩ ω2 ⊆ α) and r0|[ω2,ω2+γ )
is an Sα-name. Step into the Sα-extension with r0|ω2 belonging to the generic filter.
Since r0|[ω2,ω2+γ ) ∈ V Sα can be thought of as a condition of Sγ , we can find s0 ≤
r0|[ω2,ω2+γ ), s0 ∈ Sγ and n0 ∈ ω such that
s0 Sγ “ A˙ ∩ Aδ ⊆ n0”
(in V Sα ). Without loss of generality, we may assume the pair (s0, A˙) satisfies 4.7.3 (with
V being V Sα ). Since
Sω2 “s0 Sγ | A˙ ∩ Aδ| = ℵ0”
we find, in W = V Sω2 , a condition r ≤ s0, r ∈ Sγ , and n ∈ Aδ, n ≥ n0, such that
r Sγ “n ∈ A˙”
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(in W ). By Lemma 4.7.3, there is s ≤ s0, s ∈ V Sα , such that
s Sγ “n ∈ A˙”
(in V Sα ). This contradiction completes the proof of Claim 4.7.2. 
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