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ABSTRACT 
The stack automaton has been recently introduced into the literature as a model for a 
compiler. The stack automaton has a two-way input tape, a finite control and a stack. 
The stack is similar to a push-down store, in that writing and erasing occur only at the 
top. However, the stack head may also move up or down the stack in a read only mode. 
Here, nonerasing stack automata only, are considered. These are stack automata 
that never erase asymbol from their stack. It is shown that the deterministic, nonerasing 
stack automaton is equivalent to a deterministic, off-line Turing machine whose 
storage tape never grows beyond n logz n cells where n is the length of the input. 
Also, it is shown that the nondeterministic, nonerasing stack automaton is equivalent 
to a nondeterministic off-line Turing machine whose tape never grows beyond n~ cells. 
1. INTRODUCTION 
Ginsburg, Greibach, and Harrison [1] have recently proposed a mathematical model 
for modern compilers which they claim abstracts the essential structure of the compi- 
lation process. Their basic model, called a stack automaton (SA) consists of an input 
tape with end markers, a finite state control, and a stack (Fig. 1). The input head may 
be moved either right or left. The stack is similar to a push-down store, and may be 
modified by erasing symbols from the top or adding symbols at the top. Unlike a push- 
down store, however, the SA is also allowed to move its stack head into the stack in a 
read-only mode. In [1] it is shown that every context-sensitive language is accepted by a 
deterministic SA. Furthermore, it is shown every set accepted by some SA is recursive. 
A stack automaton is called nonerasing if no symbol may be erased from the stack. 
Only this type of SA will be considered here, and only this type will be defined formally. 
A Turing machine with a read-only input, on which the input head can move in 
either dirction, and a single read-write storage tape is called an off-line Turing machine. 
(Fig. 2) If, for inputs of length n, the Turing machine uses at most L(n) cells of its 
storage tape, the machine is called an L(n)-tape-bounded Turing machine. See [2]. 
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Fim 1. Stack automaton. 
The purpose of this paper is to classify the power of certain types of stack automata 
in terms of tape-bounded Turing machines. In particular it will be shown that the sets 
accepted by a nonerasing deterministic stack automaton are exactly those sets accepted 
by a deterministic n log n-bounded Turing machine. Also, the sets accepted by a 
nondeterministic, nonerasing stack automaton are exactly those sets accepted by a 
nondeterministic n2-bounded Turing machine. 
2. DEFINITION OF A NONERASING DETERMINISTIC STACK AUTOMATON (NEDSA) 
A NEDSA consists of a finite set of states K, a finite set of stack symbols T, a finite 
set of input symbols I, and mappings 3and 3b, which determine the next configuration 
of the automaton. The set T always includes a distinguished symbol, b, which is the 
blank symbol and initially appears on every cell of the stack tape to the right of the 
initial position of the stack head. Also in T is a distinguished symbol, Z0, which 
appears under the stack head initially. The symbol Z 0 is never written on any other 
cell. Thus Z 0 marks the "bottom" of the stack and b marks the "top." Note that the 
stack tape is assumed infinite to the right only. 
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Fxo. 2. Off-line Turing machine. 
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The set I includes two distinguished symbols, r and $, which mark the left and right 
ends of the input tape, respectively. Initially, the input head is scanning the r sign. 
Neither nor $ ever appear elsewhere in the input string. 
If not at the top of stack (i. e., if the stack head is not scanning ablank), the automaton 
may move the input head one cell left (L), right (R), or not move the input head (S). 
Also, the stack head may move one cell left or right, or remain stationary. Finally, the 
NEDSA may change state. These changes are specified by the mapping 8 from 
KXIx  (T--{b}) to Kx{L ,R ,S}  x{L ,  RS}. That is, if q is in K, a in /, 
Z in T, Z =~ b, and 8 (q, a, Z) = (p, X, Y), then the NEDSA, in state q, scanning a on 
the input tape and Z on the stack tape, goes to state p, moves the input head in the 
direction specified by X (X = L, R, or S) and moves the stack head in the direction 
specified by Y(Y  = L, R, or S). 
There are certain logical restrictions on 8. We do not allow 8 (q, a, Z0) = (p, X, L) 
for any q, p, a, and X, since if the stack head moved left from Z 0, it would leave the 
stack. Likewise, we do not allow 8 (q, r Z) ----- (p, L, Y) or 8 (q, $, Z) = (p, R, Y) for 
any q, p Z, and Y, for these moves would cause the input head to leave the input. 
If the stack head is at the top of the stack, (the "top of stack" denotes the leftmost 
blank) then the NEDSA has the option of moving its input head, changing state, and 
either moving the stack head left or writing a nonblank tape symbol in place of the 
blank without moving the stack head. This move is specified by the mapping 8b. Thus 
8 b maps K X I to K X {L, R, S} x ({L} u (T -- {Z0, b})). (It is assumed that L is not 
in T.) We allow 8 or 8~ to be null for certain arguments, in which case no move is 
possible and the automaton halts. As for 8, we do not allow 8b to specify a move left 
from r or right from $. 
Certain states of K will be designated final states, and the set of such states will be 
called F. State qo in K will be the initial state of the NEDSA. A word is accepted by the 
NEDSA if starting in the initial state with the input head scanning the left-end marker 
of the word, the NEDSA ever enters a state ofF. 
The stack automaton as described above wil be represented by (K, T, 1, 8, 3b, F). 
3. NOTATION 
A configuration ofa machine, (Turing machine or stack automaton), is a combination 
of the contents of the storage (or stack) tape, the state of the finite control, and the 
positions of the input and storage (stack) heads. 
For a NEDSA, S, with input w, we say S is in a configuration (q, y, i,j) if the finite 
control of S is in state q, y is the nonblank portion of the stack tape, the input head of 
S is scanning the ith input cell from the left, and the stack head is scanning the jth 
symbol from the top of the stack. That is, j = 0 if the stack head is scanning the left- 
most blank symbol, j = 1 if scanning the rightmost nonblank, etc. 
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Note that for the writing of configurations, we count the position of the stack head 
from the top, but in talking informally about stack cells, we shall continue to count 
from the bottom only. The left-end marker of the input is taken as the first (rather than 
Oth) symbol, for convenience. 
If, S, with w on the input, can go from configuration (ql, Yl, il ,Jl) to configuration 
(qs, Y~, i2, J2) by a single move, we write 
y l ,  i l ,  Jl) y , ,  i2, j2). 
If S can go from configuration (ql, Yl,/1, Jl) to configuration (qs, Y~,/2,1"2) by some 
number of moves, we write (ql,Yl, il ,j~)[-s*.w (q~,Ys, i2 ,J2). When no loss of 
clarity results, the subscripts S and w will be dropped. 
A configuration, (q, y, i, j) is accessible for a NEDSA, S, with input w, if 
(qo, Z0,1, 1) }-* (q,y, i,j), where qo is the initial state of S and Z o the initial stack 
symbol. 
A configuration, in general, is accepting if the state of the finite control for the con- 
figuration is an accepting state. 
4. TRANSITION MATRIX FOR A NEDSA 
Let S be a NEDSA, (K, T,/ ,  3, 3b, F), and w its input. Suppose that at some time in 
the computation, the string y is the nonblank portion of the stack of S, and the length 
ofy is i. Since S is nonerasing, y is the only string of length i to be the entire nonblank 
portion of the stack for any accessible configuration of S. We may uniquely define the 
transition matrix, Ms.~.4, as follows. 
Let n be the length of the input, w, and N~ the set of integers from 1 to n. Then 
Ms.w.i is a mapping from K • N~ to (K • N,,) u {A, R} such that the following 
holds: Suppose, for q and p in K, j and k in N~, there are configurations of S with 
input w, 
(q, y, j, 1) F (ql, Y, J l ,  ml) ~" (qs, Y, J2, m2) ~-.-. ~" (qr, Y, j r ,  mr) F (p, y, k, 0), 
such that none of ql, q~ ,-..,qr ,P are in F and none of m 1 , m s .... , m r are 0. Then 
Ms.~o.i(q,j) = (P, k). Informally, if S, with input w and y on the stack is started in 
state q, scanning input position j and with the stack head scanning the rightmost 
nonblank, then the stack head will eventially move to the top of stack, perhaps first 
having moved left and right several times on the first i stack cells. S will not accept w 
before moving off the first i stack cells. In addition, when the stack head first scans the 
leftmost nonblank cell, S will be in state p, and its input head will be scanning the kth 
cell from the left of w. 
170 HOPCROFT AND ULLMAN 
If Ms.w.i(q,j) = R or A, then should S ever enter configuration (q,y,j, 1), S will 
reject (enter a loop or enter a configuration from which no move is possible) or accept 
the input, respectively. Further, the input will be accepted or rejected without the 
stack head previously moving off the first i stack symbols. 
Intuitively, the purpose of the transition matrix is to tell what happens to the NEDSA 
from the time that the stack head leaves the top of stack to the next time it reaches the 
top of stack. Since the transition matrix indicates acceptance when appropriate, it is not 
hard to see that the transition matrix fully describes the action of the NEDSA as long 
as no additional symbols are printed on the stack. 
For a NEDSA, given that the [i + 1]st stack symbol written is Z, and given the 
mappings 3, 8b, and Ms.w.i, we can easily calculate Ms.,~.i+i. Suppose we wish to 
calculate Ms, w.m (qi ,jl). To aid the calculation, we construct a sequence of state- 
input position pairs, (qx,Ja), (q2,J2),..., (q~,Jr), 1 ~< r <~ sn + 1, where s 
is the number of states in K. This sequence has the property that 
(q,, ,yZ, jm, 1) ]-* (qm+l ,yZ, j,~+a, I) for 1 ~< m < r, and for m < r, if(qm ,yZ, j~,  1) 
enters some other configuration of S before entering (qm+i ,YZ, j,~+I, 1), then that 
configuration: 
(1) is not an accepting configuration; 
(2) is one for which the stack head is lower down on the stack than the top non- 
blank symbol, Z. Thus the sequence (ql, j~), (q~, J~),---, (q~, J~) represents he first r 
configurations of S when the stack head scans the (i + / )s t  stack symbol. 
We attempt to obtain (qm+l ,J~+l)from (qm ,jm) by the following process. Suppose 
3 (q~, a,~, Z) = (p, X, Y), where a,~ is the input symbol in the j,~th position. If p is 
in F, we cease constructing the sequence, for Ms.w.~+~ (qi, Jl) = A. 
I fp  is not in F, three cases arise. If Y = R, the sequence also terminates, ince the 
stack head has moved to the leftmost blank. Here, we may conclude that 
Ms.,o.,+a(q~, j~) = (P, k), where k = jm -- 1, j , . ,  or j,. + 1, depending on whether 
X = L, S, or R, respectively. In this case, also, there is no need to compute 
(q~+~ ,j,,+~). 
Suppose Y = S. Then q,.+l = P and j,~+i = J~ -- I, j~, or j~ + 1, depending 
on X. 
Lastly, suppose Y = L. Then, on the next move, S will be in a configuration 
(p, yZ, k, 2) where k = j,~ -- 1, j~,  or j~ + 1 depending on X. That is, the stack 
head of S is scanning the top symbol of y. Now Ms.w.l (P, k) is assumed known. If 
equal to A or R, then Ms.w.i+l (qi ,Jl) is A or R, respectively, and construction of the 
sequence (qi ,Jl), (q~ ,J2),..., (qm ,jm) again terminates. If Ms, w,i(P, k) = (t, l), then 
the stack head will eventually return to the [i + l]st stack cell, with S in state t, and the 
input head at position l, never having accepted the input. Thus q,,+i = t andj,~+l = l. 
Of course, if 8 (q~, a,~, Z) is empty, then we say Ms.w.i+i (ql ,Ji) = R and discon- 
tinue computation of the sequence. 
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Should the sequence (ql,Jl), (qz,J~),... reach length sn + 1, then clearly not all 
pairs of state and input position are distinct. From (ql, YZ, J l ,  1), S will enter a loop 
which it can never leave. Thus Ms.~,i+l (ql ,jl) = R. 
The above process is repeated for all values of ql and J1, thus effectively computing 
Ms.w,i+l. We should emphasize that in the above procedure, it was not necessary to 
know y, only Ms.w,i. Also, Ms.wa can be easily computed by the above procedure, 
since the first stack symbol is always Z0, and the stack can never move left from Z o . 
5. THE EQUIVALENCE OF THE NEDSA AND 
THE n log n-BOUNDED TURING MACHINE 
THEOREM 1. A NEDSA can be simulated by a deterministic off-line Turing machine 
whose storage tape never grows beyond length n log~ n, where n is the length of the input to 
the Turing machine. 
Proof. Let S = (K, T,/ ,  3, 3b ,F) be a NEDSA. We will construct a Turing 
machine U which accepts exactly those words accepted by S. U will simulate S by 
computing successively, for increasing i, Ms.w.i. Also, U will keep track of the position 
of the input head of S and the state of S at those times when the stack head is at the 
top of stack or the rightmost nonblank symbol. 
For ease of description we will assume that U has five tapes, none of whose length 
exceeds a constant times n log2 n. Such a device is equivalent to an n log n-tape-bounded 
off-line Turing machine [2]. 
There are three important aspects of U which must be described. First, how can the 
transition matrix be stored in such a manner that only a constant times n log n cells are 
used ? Second, how can the transition matrix be used to simulate moves of S ? Third, 
how can U compute Ms.w.i+l from Ms,w.~ ?
Storing the Transition Matrix 
Let S have s states, and let its input be w, of length n. Since w has end markers, we 
assume n/> 2. Tape 1 will hold the transition matrix. To completely specify Ms, w,i 
for any i requires that we specify Ms.,o., (q,j) for any q in K and integer j between 
1 and n. There are thus sn different arguments of Ms.w.~ 9 
For each argument there will be a block on tape 1, in the format shown in Fig. 3. 
The blocks will be separated by a symbol, , which does not appear on the tape in other 
contexts. 
I q J BINARY J J X I P I BINARYk 
FIG. 3. Block on tape 1. 
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As seen in Fig. 3, the blocks are divided into five subblocks. The first two hold the 
argument, assumed to be (q, j) in Fig. 3. These are followed by a symbol X, which 
could be A or R, or blank. If  A or R, then Ms.~.i (q, j) is A or R, respectively. I f
Ms.w.~ (q,j) is a state-position pair, (p, k), then p and k are found in the forth and fifth 
subblocks, respectively. 
The states q and p are each stored in a single cell, and a third cell is used for the 
symbol X. To store the integers j and k, each of which is between 1 and n requires 
[log 2 n] + cells each. 1The length of a block is thus 3 + 2 [log~ n] +. There are sn blocks 
and sn- -1  interblock markers, so the total number of cells used is 
4sn + 2sn [log~ n] + -- 1. Since n ~> 2, this number is at most lOsn log 2 n. Thus the 
transition matrix requires, at most, space proportional to n log n. 
Tape 2 will hold the new transition matrix when one needs to be computed from the 
old one on tape 1. Tape 3 will hold a copy of the input, with a marker indicating the 
position of S's input head. Tape 4 will be used as a counter to sn, for use when a new 
transition matrix must be computed. Tape 5 is scratch, used when the transition 
matrix must be consulted to simulate S. 
There are two phases to the operation of U. First is simulation. If  S is in a configura- 
tion (q, y, j ,  1), with [y] = i, ~ then U will have Ms.w. i on tape 1. The transition matrix 
will be used to determine the moves of S until another symbol is printed. In that event, 
U must replace Ms.,o.i with Ms.w.i+l. The method of computation closely parallels 
that described in Section 4. 
Simulation. Let us begin with S in a configuration (q,y,j, 1), with [Yl = i >~ 1. 
U will have Ms.w.i on tape 1, and positionj will be marked on tape 3, which is a copy of 
the input. The state q, of S, will be recorded in the finite control of U. (In a standard 
manner, the finite control of a Turing machine can store a finite amount of information.) 
U consults the transition matrix. To do so, the input-head position on tape 3 is conver- 
ted to binary on tape 5. a Then, U looks on tape 1 for the block having q andj  as argu- 
ments. By consulting this block, U can determine if: 
(1) S accepts. If so, U enters an accepting state and halts. 
(2) S rejects. I f  so, U halts without accepting. 
(3) S eventually reaches the top of stack in state p with its input head at position k. 
In this case, U records p as the new state of S, and moves the input position marker on 
tape 3 to position k. Tape 5 is used to assist in the latter task. 
S is now in configuration (p, y, k, 0). From this configuration, one of three things 
may happen. 
I ix]+ stands for the smallest integer /> x. Ix] is the integer part of x. 
We use [ y [ for " length of y."  
a Strictly speaking, if n is a power of 2, then input position n must be represented by n O's 
rather than 1 followed by n O's. 
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(3a) S has no move. U halts and rejects. 
(3b) S moves its stack head left. The mapping 3 b tells U what the new state of 
S is, and in which direction S's input head moves. U adjusts the marker on tape 3, and 
repeats the simulation phase. 
(3c) S prints a symbol. U records the new state of S and the symbol printed 
in its finite control, then adjusts the input marker on tape 3. U then enters the updating 
procedure which we will next describe. 
Of course, if the new state of S in (3b) or(3c) was in F, U instead accepts and halts. 
Updating the Transition Matrix. Suppose S has just entered configuration 
(q, yZ, j, 1) by printing Z at the top of stack. We assume IY [ = i, and U has Ms.w.i 
on tape 1. U must const ruct  ms.w.i+ 1 on tape 2. It is easy to see that U can mark 
off the blocks and fill the sn different arguments in the first two subblocks of the 
blocks. 
The following procedure is repeated for each block on tape 2. It is similar to the 
procedure of Section 4, in that a sequence of state position pairs (ql ,Ja), (q2 ,J2),..., 
(q~,Jr), 1 <~ r <~ sn + 1, are successively calculated and stored on tape 5. Only one 
pair need be stored at any time, so only log n cells are used on Tape 5. The procedure 
is repeated for each of the sn blocks on tape 2. We will describe it for a generic block 
with argument (ql, J0- Surely, U can cycle through the sn blocks. 
To begin, ql and Jl are placed on tape 5, and the count on tape 4 is set to 1. As 
(q2,J2), (q3, J3) .... are computed, the count on tape 4 will be increased. I f  the count 
reaches n + 1, then from configuration (ql, YZ, Jl, I), S will enter an infinite loop. 
In this case, Ms,w.i+l (ql ,jl) = R. 
Suppose U has computed (q~,jx), (q2,J~),... (qm,jm) for some m ~> 1. The count 
on tape 4 is now m. U can determine what move S would make in configuration 
(qm, yZ, jm, 1). There are four cases: 
(1) No move is possible. U puts R in the third subblock of the relevant block on 
tape 2. The value of Ms.~o.i+x (qx ,Jl) has been found and the next block is considered. 
(2) S does not move its stack head. The new state of S becomes qm+a nd the new 
input position becomes Jm+l- If, however, qm+l is in F, the value of Ms.w.i+a (qx, Jl) is 
set to A, and the next block on tape 2 is considered. The count on tape 4 is incremented 
by one, and U attempts to compute (qm+2 ,Jm+2). 
(3) S moves its stack head left. That is, (qm, yZ, jm, 1) F'S,w (p, yZ, k, 2) for some 
p in K and integer k. Note k andjm differ by, at most, 1. U references Ms, w,i on tape 1 
to determine what S does from configuration (p, yZ, k, 2). Three cases arise: 
(3a) Ms.w.i(P, k)= A. Then from configuration (ql ,YZ, j l ,  1), S will accept 
without reaching the top of stack. Ms.w,~+ 1 (qx ,ix) is set to A on tape 2, and the next 
block is considered. 
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(3b) Ms,w,i (P, k) = R. Then from (qa, YZ, Jl, 1), S will never accept or reach 
the top of stack. Hence, Ms,w.i+ a(qx ,J0 = R, and the next block is considered. 
(3c) Ms,~,,~ (p, k) = (Px, kl). Then Pl = q,~+l and k a = qm+a. If pt is in F, f 
sets Ms.w.t+a (ql, Ja) to A and considers the next block on tape 2. Otherwise, U attempts 
to compute q,,+~ andj,,+~. The count on tape 4 is increased by one. 
(4) S moves its stack head right. That is, 
(qm ,yZ, j,, , 1) ~s.,~ (P, yZ, k, 0). 
If p is in F, Ms.~.,+l (ql ,J0 = A. Otherwise, Ms.~.,+l (ql ,JO = (P, k). In either 
event, the value of Ms.w.i+~ (qa ,JO has been found by U. The next block on tape 2 is 
considered. 
In rules (2) and (3c), when the count on tape 4 is to be incremented, if that count 
were to exceed sn + 1, U has determined, that from configuration (ql, yZ, ix, 1), 
S enters an infinite loop. Therefore, U sets  Ms,w,i+ 1(qt , ix)  = R and considers the 
next block on tape 2. 
Note that because of the counter on tape 4, the computation of Ms.w.i+l (ql, jO 
always terminates. In the manner described above, Ms. w.i+x can be computed for each 
argument. After doing so, U replaces tape 1 by the table it has constructed on tape 2. 
Note that the updating procedure we have just described can be used by U to deter- 
mine Ms.,~.l initially. Since S never moves left from Zo, rule (3) never applies, so no 
previous transition matrix is necessary. 
We assert he following by induction on the number of moves made by S: 
(1) If, with input w, S enters a configuration (q,y,j, 1) or (q,y,j, O) without 
accepting, and lyl -- i, then Uwill enter a configuration with Ms,w.i on tape 1, position 
j marked on tape 3, and q recorded in the finite control as the state of S. 
(2) If, from configuration (q, y, j, 0), S prints a symbol Z without accepting, U 
will replace Ms.w.i by Ms.w.i+l on its tape 1. 
(3) If, from configuration (q, y, j, 0), S accepts on the next move, U will, from 
the configuration described in (1) above, accept on its next move. 
(4) If, from configuration (q, y,j, 1), S accepts before or upon moving its stack 
head to the top of stack, then U will reference Ms.w.~ on tape 1 and accept. 
Thus, U and S accept he same tapes. It follows directly from [2] that there is an 
off-line n log n-tape-bounded Turing machine accepting the language accepted by S. 
THEOREM 2. An off-line (n log n)-tape-bounded Turing machine can be simaluted by 
a NEDSA. 
Proof. It is sufficient o show that a NEDSA can simulate an Off-line Turing 
machine, U, with only two storage tape symbols, 0 (blank) and 1, which never moves 
its storage head left of its initial position or more than cn logz n cells to the right of its 
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initial position, for some constant c. The configuration of U, with w, a word of length n, 
as input, can be described by the position of U's input head, the state of its finite 
control, the position of U's storage head, and the contents of the cn log2 n cells at or to 
the right of the initial position of U's storage head. 
The method of proof is to construct a NEDSA, S~ which prints, on the stack, 
representations of the successive configurations of U for the given input. The tech- 
nique is the same as that used in [1] to show that a NEDSA could simulate an n-tape- 
bounded Turing machine. Here, we are simulating a Turing machine with more tape, 
and the representation is an order of magnitude more complicated. 
The stack of S will be considered to have seven tracks. Formally, the stack symbols 
of S are 7-tuples, each component representing the contents of one track. Tracks 1, 2, 
and 3 hold the representation f U's configuration. Tracks 4 and 5 are used as scratch 
to compute the next configuration of U. Tracks 6 and 7 are used to compute and store 
a block of length [log 2 n] near the bottom of the stack. 
Representing the Storage Tape of U. Let p = [log 2 n]. We imagine that the 
2cnp cells at or to the right of the initial position of U's storage head are divided 
into 2cn blocks of length p. Since all inputs are presumed to have end markers, n ~> 2. 
Thus, 2cnp >/cn log 2 n. Each block is a sequence of O's and l's. I f  read from right 
to left (opposite to the usual direction), each block can be interpreted in binary as 
an integer between 0 and 2 ~ - -1 .  For example, 1011 can be interpreted as 13. 
Suppose the value of the ith block on the tape of U, when interpreted as above, 
is Ai, 1 ~ i ~ 2cn. Then on track 1 of the stack of S will appear blocks of l's, 
separated and surrounded by markers (,), the length of the ith block on the stack 
being Ai 9 
One block, say block i, on the tape of U will include the symbol scanned by U's 
storage head. Block i on the stack of S will have a special eft end marker consisting of * 
on both tracks 1 and 2. Following block i on track 1 will be a gap. (Each track has its 
own blank symbol). On track 2, however, there will be a block of between 1and p l's. 
The number of l 's is equal to the number of cells to the left of, and including, the cell 
scanned by the storage head of U, but within block i. 
For example, let n = 5 and c = 1. Then p = 2, and 2 cpn = 20 cells of U's tape 
would be divided into 2 cn = 10 blocks of length p = 2. A hypothetical tape of U is 
shown in Fig. 4. The corresponding symbols on tracks 1 and 2 of S are shown in Fig. 5. 
HEAD 
I' [~176 I' I' I' I~176176 " "  I~176 
~ / \  / \  / \  / \ / 
i i i i i 
BLOCK BLOCK BLOCK BLOCK , . , BLOCK 
I 2 3 4 I0  
FIG. 4. Tape of U. 
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Fzc. 5. Stack of S. 
On track 3, following the blocks on track 1, will be a block of l 's equal in number to 
the number of input symbols to the left of, or scanned by the input head of U. (i e., 
the number of l 's will be between 1 and n). The state of U in the configuration 
represented at the top of S's stack is recorded in the finite control of S. We have now 
completely represented a configuration of U on the tape of S. 
Before proceeding with the construction of S, we ask the reader to observe that a 
stack automaton can perform certain simple tasks. 
A. Let k be any integer, X any symbol, and i any track. From the top of the stack, 
S can move its stack head to a cell with an X on track i and exactly kn cells to its right 
with an X on track L 
Proof. S starts with its input head at the left-end marker. It moves its stack head 
left. Every time the symbol X is found on track i, the input head is moved right one 
cell. When the right-end marker of the input is reached, the input head is brought to 
the left end instead. When the input head has been brought left for the kth time, S 
finds one more X on track i to complete the task. 
B. Suppose S is immediately to the left of a block of j X 's  on track i, 
0 ~< j ~< n --  1. S can position its input head so that j input cells are to the left of the 
input head. This task is called measuring a block on the input. 
Proof. S moves its input head to the left-end marker. Then, moving its stack head 
right, moves its input head right one cell for each X encountered on track i. When S 
encounters, on track i, a symbol other than X or a blank, it has scanned the entire 
block and the task is complete. 
C. Suppose S's stack head is at the top of stack and its input head hasj  cells to its 
left. Then S can print j X 's  on track i. 
Proof. S moves its input head left, printing an X on track i, with blanks on the 
other tracks, for each input cell until the left-end marker is reached. 
D. S can measure a block on its input, then print an equal number of X 's  on 
track i. This task is called copying a block to the top of stack. 
Proof. S does task B, then moves its stack head to the top of stack, leaving its input 
head fixed. Finally, S performs task C. 
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E. Suppose S's stack head is at the top of stack and its input head has j cells to 
its left. Then S can print [j/2] X 's  on track i x . 
Proof. S moves its input head left until the left-end marker is reached. While 
making the 2nd, 4th, 6th, etc. moves left, S prints an X on track i. 
F. S can measure a block on its input, then print a number of X 's  on track i 
equal to the integer part of half the length of the original block. 
Proof. S does task B, then moves its stack head to the top of stack, keeping the 
input head fixed, then does task E. This task is called halving a block. 
G. S can measure a block and, if that block is of length j, 0 ~ j ~ n --  1, position 
the stack head at the [j + 1]st nonblank symbol, from the top of stack, on track i. 
Proof. S performs task B, then moves its stack head to the top of stack. S moves 
down the stack, moving its input head left for each nonblank symbol encountered on 
track i. When the left end marker of the input is reached, S finds the next nonblank 
symbol on track i and completes the task. 
H. S can compare the length of a block whose length does not exceed n -- 1 with 
the length of the top block on track i. 
Proof. S attempts to perform task G. If  S's stack head comes to rest to the left of 
the top block on track i, but all symbols to the right were part of the block, then the two 
blocks are of equal length. 
I. S can print n X's  on track i. 
Proof. S moves its input head to the right end marker, then does task C, printing 
(n -- I) X's. S prints an additional X. 
We are now ready to describe the operation of S in terms of tasks A through/ just  
defined. 
Initialization. S must begin by printing p = [log 2 n] l 's on track 7. To do so, S 
prints n l 's on track 6 (task I), followed by a 0 on that track. S repeatedly halves the top 
block of l 's on track 6 (task F), creating another, shorter, block of l 's on track 6. After 
printing each block, S prints 0 on track 6, as an end of block marker, and a 1 on track 7. 
When the top block on track 6 is of length 1, [log 2 n] l 's will have been printed on 
track 7. 
Next, S must print a representation of the initial configuration of U on its stack. 
Initially, U's storage tape contains all O's, and its input head is at the left end. This 
configuration is represented on the stack of S as shown in Fig. 6. S can easily print 
this configuration, using task 1 2c times to print the 2 cn *'s. 
Copying Blocks Without the Tape Head. Suppose S has, at some time, completed 
the representation of a configuration of U at the top of S's stack. This configuration 
will be referred to as the old configuration. S must construct a representation of the 
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F1o. 6. Initial configuration of U. 
configuration which U will next assume, which we call the new configuration. 
Presumably, U has not yet accepted, and S has recorded in its finite control the state 
of U in the old configuration. 
First, S measures the top block of track 3 (indicating U's input-head position), for 
the sole purpose of discovering the symbol scanned by U's input head. This symbol is 
recorded in S's finite control and will be assumed known to S from here. 
Suppose S has printed i blocks of the new configuration for some i, 0 ~ i ~< 2cn. S 
can test if i = 2cn by performing task A with k = 2c and X = * on track 1. If  upon 
finding its way 2cn blocks down the stack, S finds a block on track 3 immediately to its 
left, it knows i = 0 or i = 2cn. S can easily "remember" if the former is the case. 
I f  0 <~ i < 2cn, S will be at the right end of the [i + list block of the old configura- 
tion. Moving to the left end of that block, S can determine if the storage head of U is in 
that block. I f  not, the [i q- 1]st blocks of the new and old configurations will be the 
same, with two exceptions. I f  neither exception applies, S copies block [i q- i] to the 
top of stack (task D) on track 1 and follows it by * on that track. 
The first exception occurs when block i held the storage head in the old configura- 
tion, but the head moved to the [i + 1]st block. In this case, before copying block 
[i + 1] to the top of stack, S prints 9 on track 2 and follows block [i + 1] of the new 
configuration by a single 1 on track 2. 
The second exception occurs when the head is in block [i + 2] of the old configura- 
tion but moves into block [i + 1]. Before measuring block [i Jr- 1], S must inspect 
block [i + 2] to see if (1) it holds the tape head; (2) track 2 has a single 1 ; (3) U would 
move left on its next move. Note that S can determine 3, since the leftmost symbol of 
block i q- 2 on the actual tape of U is 1 if and only if block z + 2 on the stack of S is of 
odd length. I f  all three conditions hold, S must, before copying block [i + 1], print * 
on track 2 and follow block [i + 1] of the new configuration by p l 's on track 2. The 
latter task is accomplished by copying the block on track 7 to the top of stack on track 2. 
Copying the Block With the Tape Head. I f  S determines that block [i -t- 1] holds 
the tape head, that block is copied to the top of track 4, a scratch track, followed by a 0 
on track 4 and * on track 5. S must do three things: (1) convert he block to the back- 
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wards binary number it represents, (2) alter that number in accordance with the move 
of U, (3) convert he number to a block of l's whose length represents he number in 
the manner we have been using. 
Converting a Block to Backwards Binary. Using task F, S repeatedly halves the top 
block on tape 4, storing the new block on tape 4. After each use of task F, S prints a 0 
on track 4 as an end of block marker and a 0 or 1 on track 5, respectively, as the length 
of the block just halved was even or odd. Finally, S will halve a block of length one, and 
after doing so, this phase terminates. 
The block of O's and l's on track 5 may contain less than p symbols. S can determine 
this condition by comparing the length of that block with the block of p l's on track 7. 
(task H is used). I f  necessary, O's are added one at a time and the comparison repeated 
until p symbols appear on track 5. Finally, S prints 9 on track 5. 
An example of how a block of eleven l's, with p = 7, are converted to backwards 
binary is given in Fig. 7. 
::::::1 [ I I It~ ' '1  1 ~ r~ '~176 ooo.I 
Fig. 7. Conversion to  backwards binary. 
Altering the Number. The O's and l's at the top of track 5 will be copied to the top 
of stack, one at a time, in order, changing the one scanned by U's storage head if 
necessary. Using task G, with the block on track 7, S can find the pth 0 or 1 from the top 
of stack on track 5. This symbol can then be printed on track 5 at the top of stack. 
However, before copying a symbol, S must check two things. First, has it already 
copied p O's or l's above the * on track 5 ? It may test for this case by comparing the 
block on track 7 with the block of O's and l's above *. I f  so, this phase terminates. 
Second, is the next symbol to be copied the one scanned by U's tape head ?This is the 
ease if the number of O's and l's above * on track 5 is one fewer than the number of 
l's in the top block of l's on track 2. (This block, recall, indicates the position of U's 
storage head within the block of length p on U's tape). This comparison can be made 
by a simple modification of task G. 
If  the symbol being copied is scanned by U's storage head, then instead of copying it, 
S prints what U would print. S also determines the state of U in the new configuration 
and the directions in which the input and storage heads of U move. This information 
is stored in the finite control of S for future use. 
Converting a Backwards Binary Number to a Block. S now has, on track 5, the 
[i 4- 1]st block as it appears on the storage tape of U. It must be converted to a block of 
the length represented by the backwards binary number. To do so, S repeatedly copies 
this number, subtracting one each time. Using task G with the block on track 7, S can 
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repeatedly find the correct symbol to copy. Subtracting one from the backwards 
binary number is easy, since low-order positions are to the left and are copied first. 
The rule for the subtraction is: 
Initially, any O's found are changed to a 1 when "copied", until a t is 
found. The 1 is changed to a 0 and afterwards, symbols are copied 
without change. 
Each time S successfully copies the block ofp O's and l's, while subtracting one, it 
prints a 1 on track 4 and * on track 5 to serve as an end of block marker. When the top 
block on track 5 consists of p O's, the task is complete. The proper number of l's 
appear on track 4. 
Before copying the l's on track 4 to the top on track 1, S must test the top block on 
track 2 to see if U's input head remains within block [i + 1]. Is so, S prints 9 in track 2, 
then copies the l 's on track 4 to track 1. Finally, S must copy the top block of l 's on 
track 2 to the top on track 2, perhaps changing the length by 1 to reflect he motion of 
U's storage head. If  U's storage head leaves block [i + 1], the l's on track 4 are simply 
copied to the top on track 1. 
After all 2 cn blocks have been copied and perhaps altered S copies the top block on 
track 3, perhaps changing its length by one to reflect he motion of U's input head. A 
slight modification of task D is necessary since the length of this block is between 1and 
n rather than 0 and n -- 1. 
It is possible that U had no next move from the old configuration, in which case S 
would halt during the process described. It is also possible that the state of U for the 
new configuration is in F, in which case S halts and accepts the input. 
It is straightforward to see that if U never uses more than cn log z n storage cells, its 
successive configurations will be truly represented on the stack of S, and that S will 
accept exactly the words accepted by U. 
THEOREM 3. The class of sets accepted by NEDSA's is exactly the class of sets 
accepted by deterministic off-line n log n-bounded Turing machines. 
Proof. Follows immediately from Theorems 1 and 2. 
COROLLARY 1. The class of sets accepted by NEDSA's is a Boolean Algebra. 
Proof. For any fixed L(n) ~ log 2 n, the class of sets accepted by deterministic 
off-line L(n)-bounded Turing machines is closed under union, intersection, and 
complementation. 
COROLLARY 2. There exists a set accepted by a nonerasing deterministic stack 
automaton that is accepted by no deterministic linear bounded automaton. 
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Proof. A deterministic linear bounded automaton is equivalent o the n-bounded 
Turing machine of [2]. In [2] it was shown that if infn_,o~ (Ll(n)/Lz(n)) ---- 0, then an 
L2(n)-bounded Turing machine accepts a set not accepted by an Ll(n)-bounded Turing 
machine. Let Ll(n ) = n and L2(n ) -~ n logan. 
6. NONDETERMINISTIC MACHINES 
The deterministic Turing machines and stack automata we have considered may be 
naturally extended to nondeterministic devices. The nondeterministic Turing machine 
has a finite number of choices of next state, symbol printed and directions of its tape 
head or heads. A nondeterministic off-line Turing machine is L(n)-tape-bounded if no 
sequence of choices of moves causes it to use more than L(n) storage-tape cells. 
The nondeterministic, nonerasing stack automaton (NENDSA) is denoted 
S ~ (K, T , / ,  3, 3b, F), where K, T, I and F have the same meanings as for the 
NEDSA. ~ and 3b have domains K X I X T as for the NEDSA, and their ranges are 
the subsets of the corresponding ranges for the NEDSA. That is, 8 maps K X I X T 
to the subsets of K X {L ,R ,S}  x {L ,R ,S}  and 3 b maps K X I X T to 
K X {L, R, S} X ({L} U T -  {Zo, b}). 
Each element in 3(q, a, Z) or 3~(q, a, Z) can be interpreted as a move of S in the 
same manner as the range of 3 and ~b was interpreted as a move of a NEDSA. The 
same restrictions apply, i. e. the stack head cannot move left from Z0, etc. A configura- 
tion of a NENDSA is denoted exactly as for the NEDSA. From a given configuration, 
S with input w will, in general, have a choice of moves specified by 3 or 3 b. We write 
(ql, Yl, i l ,  Jl) ks. w (q2, Y2, i2, J~) 
if any choice of move converts (qx, Yl, it , J  l) to (q2,Y~,/2,J2). We write 
(ql, Yl, ix, Jx) bS*.w (q2, Y2, i2, J~) 
if any sequence of choices of moves converts (ql, Yx, il ,Jl) to (q~, Y2, ix ,J2). The 
language accepted by S is {w[ (qo, Zo, 1, 1) ks*,w (q,y, i,j) for any q inF  and integers 
i and j}. 
The notion of a transition matrix can be generalized to apply to the NENDSA.  For 
any valid stack string, y, we can define the matrix Ms.,o.u by: 
(a) Ms.w.u(q,j) = A if from configuration (q,y,j, 1), S can enter an accepting 
configuration by some choice of moves that does not previously lead S to scan the top 
of stack. 
(b) I f  (a) does not apply, then Ms.w.~(q,j)={(p, k) l(q,y,j ,  1)b*s.w(p,y, k, O) 
by a sequence of moves in which S does not previously scan the top of stack.} 
571/x/2-5 
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Given Ms, w.u, for any Z in T we can find Ms, w,~z. To compute Ms.w,uz(q,j), we 
sucessively compute the sets R 1 , R 2 ,..., R , , ,  where s is the number of states in K and 
n = ]w [. R 1 = {(q,j)} and Rm = {(p, k) 1(q, yZ, j, 1) F* w (p, yg, k, 1) by a sequence 
of moves in which S does not scan the top of stack and scans the rightmost nonblank 
on the stack at most m times}. We will leave it to the reader to observe that for all m, 
(1) R,~D_ Rra_x; 
(2) R,~ can be computed from Rm-1 using only Ms.w,u, 3 and Z. 
(3) If  Ms,,o,uz(q,j) = A, then either 
or 
Ms.w.u(P, k) = A for some (p, k) in R~,, 
(p, yZ, k, 1) I-s.w (PI,  yZ, kx, 0) for somepl inF. 
(4) I f  Ms, w,uz(q,j) @ A, then (Pl,  kl) is in Ms, w.uz(q,j) if and only if, for some 
(p, k) in Rsn , 
(p, yZ, k, 1) }-S,w(Px , yZ, k~ , 0). 
7. NENDSA AND NONDETERMINISTIC TURING MACHINES 
For the nondeterministic stack automaton, we can prove two results analogous to 
Theorems 1 and 2. 
THEOREM 4. A set accepted by a NENDSA/s  accepted by a nondeterministic n2-tape- 
bounded Turing machine. 
Proof. The format of this proof is similar to that of Theorem 1. Therefore, many 
details will be omitted. Given a NENDSA,  S = (K, T , / ,  3, 3b, F), we can construct a 
Turing maching, U, that will simulate S in the following sense: If  S can enter a 
configuration (q, y, i, 1) or (q, y, i, 0), U will be able to enter a configuration with q 
recorded as the state of S, i recorded as S's input-head position, and the transition 
matrix Ms,w. u stored on one of U's tapes. If, from configuration (q,y, i, 1), S can 
accept without previously bringing its stack head to the top, U will consult Ms.w.v and 
accept. If, from configuration (q, y, i, 0), S can choose (perhaps among other things) 
to print a symbol, Z, then U can choose to replace Ms.w,u with Ms.w.uz. 
Storing the Transition Matrix. Let w, of length n, be input to S. Then we must 
represent Ms.w.~ on a tape of length cn 2 for some constant c. To do so, we must 
represent Ms.w.u(q,j) in cn cells for each q in K and j between 1 and n. For each 
q andj  there is a block with four subblocks. The first two hold q and j, and are of length 
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1 and [log S n] +, respectively. The third is one cell, which holds A if Ms.w.u(q,j) = A, 
and holds X otherwise. I f  Ms.w,v(q,j) ~ A, the fourth subblock, which is of length sn, 
where s is the number of states in K, will specify Ms.w.u(q,j). 
Assume the states in K are numbered q0, ql ,.-- q,-i. Then if Ms.w.u(q,j) contains 
(qi, k), then the s(k -- 1) + i + 1 *t cell of the fourth subblock will hold a 1. That cell 
will hold a 0 if (qi, k) is not in Ms.w.~(q,j). 
It is easy to see that for n ~> 2, the transition matrix can thus be stored in at most 
4s2n 2 cells. 
Simulation. Suppose S can, from its initial configuration, enter a configuration 
(q, y, j ,  1). Then U can enter a configuration i which q is recorded as the state of S, j i s  
recorded on a tape as the input position, and the transition matrix Ms.w.~j is stored on 
another tape. 
By finding the block of Ms.~.v for (q,j), U can determine if S accepts without 
previously reaching the top of stack. If not, U can nondeterministically choose a cell 
with a 1, among those cells representing Ms.w.v(q,j). The distance of this cell from the 
left end of the fourth subblock can be measured by U. When this distance is divided bys, 
the quotient indicates the input head position, and the remainder indicates the state. 
Thus, U can nondeterministically choose exactly those state position pairs in which S 
could be, when next reaching its top of stack. 
From any such choice, S has a finite number of choices of moves. Some of these will 
cause the head to leave the top of stack. If so, U can choose to alter the position of S's 
input head, as recorded on a tape of U, and change the state of S, as recorded in U's 
finite control. U then repeats the simulation process. If S can choose to print a symbol, 
U again may revise the state and input head position of S, but then goes to a routine 
which updates the transition matrix. Of course, if S can choose to enter an accepting 
state, U accepts and halts. 
Updating the Transition Matrix. Suppose S has chosen to print a Z. While 
keeping Ms.,~.v in storage, U constructs Ms.w,~z. To compute Ms.w.vz(q,j), U first 
constructs R1, R 2 ..... R~n, as described in the last section. R 1 = {(q, j)}. A set can 
be represented by an array of sn cells, with the [s(h --  1) + (i + l)]st cell 1 if and 
onIy if (qi, k) is in the set. Suppose U has computed R,~. 
To compute R,~§ U considers each element in R,~ in turn. Let (qix, k) be such an 
element. Suppose 8(qq, a, Z) contains (qi~, D, S), where a is the kth symbol of w, 
and D is L, R or S. Then (qi2, kl) is in R,~I. Here kl = k --  1, k or k + 1, if D = L, S 
or R, respectively. The position representing (q~, kl) can be easily found from the 
position of (qi~, k). The former is s(k~ -- k) + i2 -- il cells to the right of the latter. 
Since [ k --  k 1 I ~< 1, the distance is at most 2s --  1. 
I f  8(qCt , a, Z) contains (q~,, D, L), U must add Ms.w.~(qq, kl) to Rm+l. Here 
k 1 = k -- 1, k, or k + 1 as above. Set union is straightforward in the notation we are 
using. 
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A counter lets U know when it has computed Rsn. It is easy for U to test, given Rsn, 
if Ms.w.,z(q,j) = A. If  not, U considers each element of Ran to see in what state 
position pairs S may be when first moving to the top of stack. That is, if (p, k) is in 
R~,~, and 8(p, a, Z) contains (Pl, D, R), then (Pl, kl) is adjoined to Ms.w.~z(q,j). Here, 
a is the kth symbol of w and k 1 = k -- 1, k or k q- 1 if D = L, S or R, respectively. 
The updating routine we have sketched is also used to construct the initial transition 
matrix. 
In a straightforward manner we can show that S can choose to enter configuration 
(q,y, i, 1) if and only if U can choose to enter a configuration with q, i and Ms.~.~ 
recorded in its memory. It also follows in a straightforward manner that S and U 
accept he same inputs. 
THEOREM 5. A NENDSA can simulate a nondeterministic n2-tape-bounded Turing 
machine. 
Proof. It is sufficient o show that a NENDSA, S, can simulate any single tape, 
n~-tape-bounded Turing machine with a tape infinite to the right only. As in the proof 
of Theorem 2, S will compute sequences of configurations of U, copying each one to 
the top of stack and making the changes necessary to reflect some choice of move of U. 
The representation f a configuration of U is shown in Fig. 8. It consists of n blocks 
separated by *. As usual, n represents the length of the input. Each block consists of 
n tape-symbols of U. In addition, immediately to the left of the symbol scanned by the 
tape head of U, appears the state of U. 
Initially, S prints on its stack *, followed by the input string, followed by * and 
[n --  1] blocks, each consisting of n of U's blanks. This sequence represents the initial 
configuration of U, and can be printed by S deterministically, using the techniques 
described in the proof of Theorem 2. 
Suppose S has, through some choice of moves, printed the representation of a 
configuration that U can enter. S will nondeterministically print above this, another 
configuration which U can enter on one move. S will find and copy each of the n ~ tape 
symbols of U, making a change. Suppose S has already copied i blocks and j  symbols 
of the [i -}- list block. S can surely test if j = n and if so, by counting .'s, S can 
determine if i q- 1 = n. 
BLOCK I BLOCK L BLOCK n 
I \ ~ i \ / i \ 
STATE j /  ~'. SYMBOL SCANNED 
OF LI BY HEAD OF U 
FIG. 8. Configuration of U. 
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If the configuration is not complete, S finds its way n complete blocks down the 
stack by counting .'s. The stack head is then at the left end of the old [i + list block. 
S nondeterministically chooses a symbol of the old [i + 1]st block, measuring its 
distance from the left end of the block on the input. S checks to see if the symbol to the 
right is scanned by the head of U. 
If so, S nondeterministically chooses a move of U and records this move for future 
use. In any event, S moves its input to the top of stack and checks that the symbol 
chosen was the [j + 1]st symbol from the left end of the old block [i + 1]. (Recall that 
S measured the latter distance on the input.) If so, S prints that symbol. 
However, if the symbol to the right was scanned, S instead prints the symbol to be 
copied followed by the new symbol written by U. The new state of U is printed either 
before or after these two symbols depending on whether U's head moved left or right. 
Also, it is possible that j ~ n, in which case, 9 must be printed between the symbols. 
The only choice of symbol of the old [i + 1]st block that will result in a symbol 
being printed are those which the [j + list symbol in the old [i + 1]st block was 
chosen. Thus the only new configurations that S can print are those which U can enter 
by one move from the old configuration. If the state of the new configuration is accept- 
ing, S accepts. Thus the languages accepted by U and S are the same. 
THEOREM 6. The class of sets accepted by NENDSA is exactly the class of sets 
accepted by nondeterministic off-line n2-bounded Turing machines. 
COROLLARY 1. The class of sets accepted by a NEDSA is properly contained in the 
class of sets accepted by a NENDSA. 
Proof. A deterministic, and hence a nondeterministic, n2-bounded Turing machine 
can accept some set not accepted by a deterministic n log n-bounded Turing machine 
[2]. Thus the corollary follows from Theorems 3 and 6. 
COROLLARY 2. Given a NENDSA, there exists an equivalent NENDSA in which 
every sequence ofmoves leads to a halting configuration. 
Proof. Given a nondeterministic n2-bounded Turing machine there exists an 
equivalent such machine in which every sequence of moves leads to a halting configura- 
tion. Observe from Theorem 5 that if U halts in every branch, S likewise halts. The 
corollary follows immediately. 
9. CONCLUSIONS 
We have, in this paper exhibited some relationships between nonerasing stack 
automata nd Turing machines. Specifically: 
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(1) The deterministic, nonerasing stack automaton is equivalent o the deter- 
ministic n log n-bounded Turing machine. 
(2) The nondeterministic, nonerasing stack automaton is equivalent to the non- 
deterministic n2-bounded Turing machine. 
Thus, the power of nonerasing stack automata has been shown equivalent o the 
power of two previously known models. 
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