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RESUMEN 
El presente trabajo de investigación, se centra en los esfuerzos que se vienen realizando 
para la predicción del caudal efluente (descarga) en la Represa de Aguada Blanca, 
perteneciente a la Autoridad Autónoma de Majes (AUTODEMA), donde se introduce el 
uso de redes de memoria a corto y largo plazo (LSTM, por el inglés Long Short Term 
Memory). Esta predicción, constituye una etapa importante para el buen acuerdo y toma 
de decisiones del área competente del Sistema de Alerta Temprana (SAT). Por tal 
motivo, se propone el desarrollo de una metodología para la implementación de la red 
LSTM que permita evaluar el caudal efluente y sirva para la prevención y una buena toma 
de decisiones preventivas en los diferentes niveles de alertas tempranas. 
La red neuronal LSTM, esta entrenada con los diferentes registros de sensores, cuyas 
características son volumen de agua efluente (caudal de descarga), evaporación, 
temperatura mínima, temperatura máxima y precipitación. La métrica obtenida es 1.30 de 
Error Cuadrático Medio (RMSE) obtenida en el entrenamiento de la red neuronal, 
haciéndolo aceptable para la predicción del siguiente caudal de descarga.  
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ABSTRACT 
The present research work focuses on the efforts being made to predict the effluent 
discharge (discharge) in the Aguada Blanca Dam, belonging to the Autonomous Authority 
of Majes (AUTODEMA), where the use of wastewater networks is introduced. short and 
long term memory (LSTM, by English Long Short Term Memory). This prediction 
constitutes an important stage for the good agreement and decision making of the 
competent area of the Early Warning System (SAT). For this reason, it is proposed to 
develop a methodology for the implementation of the LSTM network to evaluate the 
effluent flow and serve for prevention and good preventive decision making in the different 
levels of early warnings. 
The neural network LSTM, is trained with different sensor registers, whose characteristics 
are effluent water volume (discharge flow), evaporation, minimum temperature, maximum 
temperature and precipitation. The obtained metric is 1.30 Mean Quadratic Error (RMSE) 
obtained in the training of the neural network, making it acceptable for the prediction of the 
next discharge discharge. 
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INTRODUCCIÓN 
El presente proyecto de investigación, tiene por finalidad realizar un “Modelo predictivo 
Machine Learning aplicado al análisis de datos Hidrometeorológicos para un SAT en 
represas” y que será aplicado en la región de Arequipa con datos históricos entre 2009 y 
2019, para el operador Mayor de Infraestructura del Sistema Chili Regulado, de la 
Autoridad Autónoma de Majes (AUTODEMA) - Proyecto Especial Majes Siguas. 
AUTODEMA, administra el Sistema Chili Regulado, que es una de las mayores 
infraestructuras hidráulicas del Perú, debido a su variada geografía, distribución de su 
recurso hídrico y de su operación; la ubicación exacta del Sistema Chili Regulado está al 
sur del Perú en el departamento de Arequipa, abarcando algunas partes de los 
departamentos de Cusco, Puno y Moquegua. 
La operación del sistema a cargo de AUTODEMA, comprende la regulación de las 
descargas provenientes de cada uno de los embalses (Represas); esta institución realiza 
un control de la información meteorológica e hidrométrica almacenada en cada una de las 
represas operadas, siendo de mucha importancia ya que nos permite asegurar una 
correcta gestión de los recursos hídricos.  La información registrada, es transmitida hacia 
la central de Cayma para su tratamiento, respaldo y almacenamiento en un gestor de 
base de datos, a través de un sistema de comunicaciones diseñado para tal fin; esta 
información  nos permitirá realizar una mejor toma de decisiones, además de colaborar 
en la generación de datos para la formulación de planes de contingencia que autorice a 
reducir la vulnerabilidad del sistema ante los desastres naturales en específico  
xiv 
  
  
inundaciones, desbordamientos de ríos y escorrentías, fortaleciendo las capacidades del 
Proyecto Especial Majes Siguas – AUTODEMA. 
El planteamiento del modelo predictivo, facilitará el análisis de información mediante el 
muestreo de datos hidrometeorológicos registrados continuamente y datos predichos que 
se irá registrando en el tiempo con el único propósito de alertar y/o anticipar en la toma 
de decisiones para la implementación de mecanismos que permitan alertar lo más antes 
posible algún inconveniente, teniendo en cuenta el análisis y la recopilación de los datos 
obtenidos con anterioridad. 
A continuación, se presenta los capítulos que se desarrollarán en esta investigación. 
Capítulo 1, se detalla el problema, objetivos y justificación de la investigación, como 
también la pregunta principal, alcance y limitación de la investigación. 
Capítulo 2, se detalle los fundamentos teóricos de la investigación, conceptos y 
definiciones importantes para el entendimiento del problema y poder analizar la 
propuesta. 
Capítulo 3, se detalle las investigaciones y antecedentes más relevantes para poder 
realizar la investigación, y que nos permitirá profundizar teóricamente el modelo 
propuesto para dar solución al problema de los desbordamientos de represas, ríos y 
escorrentías. 
Capítulo 4, se detalla el tipo de investigación, variables e indicadores que se está 
realizando en la presente investigación, también se define el lugar donde se realiza la 
investigación y la muestra que se tomará para evaluar el funcionamiento del modelo y su 
validación. 
Capítulo 5, se detalla la propuesta de la investigación que tiene como objetivo plantear un 
modelo predictivo para la predicción del siguiente caudal efluente y prevenir la activación 
del SAT ante posibles desbordamientos de ríos y represas del Sistema Chili Regulado. 
Capítulo 6, se detalla el entrenamiento de la red LSTM y los resultados logrados para la 
predicción de caudales. 
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CAPÍTULO 1 
 
1.GENERALIDADES 
 
En este capítulo se detalla el problema, objetivos y justificación de la investigación, como 
también la pregunta principal, alcance y limitación de la investigación. 
 
Planteamiento del Problema 
El Sistema Chili Regulado, está conformado por 07 represas, distribuidos en el 
ámbito de la cuenca Chili (Chalhuanca, Pillones, El Frayle y Aguada Blanca) y 
cuenca alta del Colca (Pañe, Bamputañe, Dique Los Españoles), las mismas que 
vienen siendo operadas por AUTODEMA. 
Estas 7 represas están conectadas entre sí para el traspaso del caudal de agua y la 
redistribución para su utilidad, afrontando un gran problema en temporadas de lluvia, 
debido a que la recaudación de agua se incrementa abruptamente en función a la 
intensidad de lluvias, desencadenando desbordamientos y escorrentías, conllevando 
a la activación de alertas tempranas para evitar tragedias en sectores agrícolas y 
poblaciones vulnerables por su geografía y suelo. Otro problema que se genera en la 
activación de alertas, es que no existe un tiempo anticipado para su activación, 
debido a que las lluvias pueden llenar los embalses en cuestión de horas, 
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desencadenando un descontrol con la captación y descargas de agua que se vierten 
en los mismos ríos. 
Por esta razón, es conveniente mejorar esta información, recurriendo a la utilización 
de datos hidrometeorológicos históricos, como datos de caudal, precipitación, 
evaporación y temperatura para realizar un “Modelo predictivo Machine Learning 
aplicado a análisis de datos hidrometeorológicos para un Sistema de Alerta 
Temprana (SAT) en represas de la región Arequipa entre 2009 al 2018” y así poder 
realizar una extracción y análisis de toda la información hidrometeorológica obtenida. 
 Pregunta Principal de Investigación  
¿Cuál es modelo predictivo Machine Learning para el análisis de datos 
hidrometeorológicos para un Sistema de Alerta Temprana (SAT) en represas 
de la región Arequipa? 
 Preguntas Secundarias de Investigación 
¿Qué técnica de Machine Learning será la adecuada para el análisis de datos 
hidrometeorológicos? 
¿Con cuántas clasificaciones de datos hidrometeorológicos contará 
AUTODEMA? 
¿Qué clasificación de datos hidrometeorológicos será el más adecuado para 
el análisis? 
¿Serán suficientes los datos hidrometeorológicos que se tienen, para el 
análisis predictivo con Machine Learning? 
 
Objetivos 
 Objetivo General 
Proponer y validar un modelo predictivo Machine Learning, aplicado al análisis 
de datos hidrometeorológicos, para un SAT, cuyos resultados permita tomar 
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decisiones preventivas ante la generación de alertas tempranas por medio de 
la predicción de comportamientos. 
 
 Objetivos Específicos 
Investigar las fuentes de datos hidrometeorológicos generados a partir de las 
estaciones de monitoreo y aprendizaje de maquina (Machine Learning). 
Evaluar la utilización de tecnologías asociadas a Machine Learning, para la 
manipulación de datos hidrometeorológicos de orden cronológico. 
Proponer un modelo predictivo del caudal efluente (descarga). 
Validar el modelo predictivo del caudal efluente (descarga). 
 
Justificación 
 Justificación de la Investigación 
La finalidad del modelo predictivo Machine Learning, aplicado al análisis de 
datos hidrometeorológicos para un Sistema de Alerta Temprana en represas, 
es predecir el caudal efluente obtenidos a partir de una gran cantidad de datos 
Big Data, este término guarda relación con “Grandes conjuntos de datos 
digitales que requieren de sistemas informáticos para su captura, 
almacenamiento, búsqueda, manipulación y visualización” [1]. “Los datos 
hidrometeorológicos históricos son fundamentales para entender la variabilidad 
climática que caracteriza una región y periodo de tiempo” [2]. 
 Justificación Académica 
El presente “Modelo predictivo Machine Learning, aplicado a análisis de datos 
hidrometeorológicos para un Sistema de Alerta Temprana en represas”, 
pretende optimizar el trabajo que se realiza en el campo del monitoreo y 
visualización en tiempo real de los equipos hidrometeorológicos, con el modelo 
predictivo en investigación, y que esto sirva de base para futuros proyectos de 
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desarrollo e implementación de Machine Learning, así como  en el 
entrenamiento y adiestramiento para planes de contingencia frente al SAT. 
 Justificación Social 
La   finalidad del modelo predictivo tiene un impacto muy importante en el 
Sistema de Alerta Temprana (SAT), para la región de Arequipa, que es la de 
salvaguardar la vida de las poblaciones localizadas en áreas de riesgo 
ubicadas en zonas rivereñas del rio Chili, así como de infraestructura vital 
existente, ya que permitirá informar oportunamente a los actores y operadores 
externos de seguridad, como son Defensa Civil, Policía Nacional del Perú, 
Municipalidad Provincial de Arequipa, entre otros,  a fin de que adopten 
acciones de prevención ante cualquier riesgo de desastre que pueda afectar a 
la población. 
 
Alcances y Limitaciones 
 Alcances de la Investigación 
La finalidad del modelo predictivo Machine Learning, aplicado a análisis de 
datos hidrometeorológicos para un Sistema de Alerta Temprana (SAT), es 
anticipar posibles desbordamientos de ríos por los fuertes caudales de los 
mismos, viéndose afectado, directa e indirectamente por las represas y demás 
escorrentías que provienen de diferentes lugares de la zona que se forman de 
manera natural por las precipitaciones pluviales en temporadas de lluvia. Por 
tal motivo, se desea estimar mediante una predicción lo más cercana posible 
ante un posible desborde de rio teniendo en consideración lluvias posibles, 
caudal de agua liberada por las represas y cantidad de agua almacenada en 
dichas represas; conociendo estos valores estimados por afluentes y efluentes, 
se puede tener una mejor toma de decisiones por anticipo para liberar más 
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agua o retenerla antes de presentarse los hechos predichos y así mitigar una 
posible activación de los SAT. 
 Limitaciones de la Investigación 
El presente análisis y la propuesta de implementación de sus resultados se 
enfocará exclusivamente en las represas del sistema de Chili regulado de 
AUTODEMA ubicado en Urb. La Marina E – 8, Cayma Arequipa y se tomará 
como base del estudio, los datos hidrometeorológicos de los equipos de 
medición meteorológica, información histórica de los mismos y variables 
estadísticas de anteriores estudios de las 7 represas que conforma el sistema 
de Chili regulado. 
Una limitante es que se desconoce el criterio analítico por anteriores ingenieros 
extranjeros y en cese, para el análisis que se hizo en su momento, 
desconociendo la aparición de algunas variables estadísticas pero 
fundamentales para análisis de los más recientes cálculos y/o análisis 
respectivos en la actualidad. 
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CAPÍTULO 2 
 
2.FUNDAMENTACIÓN TEÓRICA 
 
En este capítulo, se detalla los fundamentos teóricos de la investigación, conceptos y 
definiciones importantes para el entendimiento del problema y poder analizar la 
propuesta. 
 
Sistema Chili Regulado 
La Autoridad Autónoma de Majes (AUTODEMA), a través del Ministerio de 
Agricultura fue entregada la infraestructura hidráulica mayor de Sistema Chili 
Regulado al Instituto Nacional de Desarrollo (INADE), a partir de la fecha 25 de 
noviembre de 1994. 
El Sistema Chili Regulado se muestra en la Figura 1, comprende como uno de los 
mayores sistemas hidráulicos y relevantes del Perú, por su gran complejidad en 
cuanto a la repartición de los recursos hídricos a través de la región de Arequipa y a 
su operación, El Sistema Chili Regulado está ubicada en el Sur del Perú y su 
ubicación más exactamente está en la Región de Arequipa, como también 
comprende unos sectores de los departamentos colindantes como son Puno, 
Moquegua y Cusco. 
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Figura 1: Sistema Hidráulico del Sistema Chili Regulado.  
Fuente: AUTODEMA 
 
Presa o Represa 
La presa, dique o represa, es un muro o pared fabricado con hormigón y materiales 
sueltos, que se coloca en un sitio determinado del cauce de una corriente natural con 
el objeto de almacenar parte del caudal que transporta la corriente [3]. 
Por lo general, están construidas en las vertientes de los ríos o cauces naturales del 
agua, entre dos cerros, permitiendo el aprovechamiento del embalse de agua que 
resulta muy indispensable para el desarrollo de la población, a través del regadío de 
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los cultivos, canalizaciones para tratamiento y la calidad del agua para nuestro 
consumo en las ciudades, o para la producción de energía eléctrica. 
Las represas permiten disponer y controlar el agua con los siguientes fines: 
Consumo industrial, regadío de cultivo, generación de energía eléctrica, consumo 
humano, etc. 
 
Embalse 
El embalse, es la acumulación de agua debido a una aglomeración en el lecho de un 
río que clausura parcial o totalmente su cauce. La magnitud de agua queda detenida 
en un vaso topográfico, a causa de una serie de acontecimientos generados por la 
naturaleza o por la participación del hombre, gracias a la ejecución de obras 
hidráulicas [4]. Por lo general, un embalse se forma artificialmente cerrando la boca 
de un valle mediante una presa o dique, dando lugar a un lago artificial construido 
con el fin de producir energía hidroeléctrica o acopiar agua durante la estación 
lluviosa y distribuirla durante la estación seca [5], para el riego de terrenos o 
abastecimiento de agua para la población. 
 
Represas de AUTODEMA y Volúmenes de Almacenado 
El Sistema Chili Regulado, está conformado por 07 represas, como se muestra en la 
Tabla 1, distribuida en la cuenca Chili Regulado (Chalhuanca, Pillones, El Frayle y 
Aguada Blanca) y en la cuenca alta del Colca (Pañe, Bamputañe, Dique Los 
Españoles). En la Figura 2, se muestra el esquema Hidráulico del Sistema Chili 
Regulado. 
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Tabla 1: Capacidad de almacenamiento m3 por represa.  
Fuente: AUTODEMA. 
 
REPRESA  
CAPACIDAD DE 
ALMACENAMIENTO 
(m3) 
 EL PAÑE  99,605,936 
 BAMPUTAÑE  40,000,000 
 DIQUE DE LOS ESPAÑOLES  9,086,500 
 PILLONES  78,500,000 
 CHALHUANCA  25,000,000 
 FRAYLE  127,240,000 
 AGUADA BLANCA  30,432,960 
 
 
 
 
 
Figura 2: Esquema hidráulico de las represas del Sistema Chile Regulado. 
Fuente: AUTODEMA 
 
´ 
´ 
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 Represa el Pañe 
La Represa el Pañe, tiene una sección homogénea, toda su composición es de 
naturaleza arcillo-limosa y de suelo fino, su base es de un espesor de 1.00 m, 
para su construcción se usó materiales de naturaleza gravosa-arenosa; está 
ubicada al pie del talud, aguas abajo. 
La represa el Pañe tiene una longitud total de 580.00 m, el ancho de la 
coronación es de 5.50 m. y su altura máxima de 13.00 m, el talud aguas arriba 
es de 1:3.5 hasta la cota 4,539.10 msnm, y de 1:3 desde la cota 4,539.40 
msnm hasta el nivel de coronación. El talud de la represa aguas abajo es de 
1:3 hasta la cota 4,530.10 msnm y de 1:2.5 hasta la cota de la coronación. 
Esta represa se muestra en la Figura 3. 
 
 
 
Figura 3: Represa el Pañe.  
Fuente: AUTODEMA 
 
Su capacidad de almacenamiento total es de 140.91 hm3, actualmente dispone 
de una magnitud útil de 99.61 hm3 y un volumen muerto de 41.30 hm3, ubicado 
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en el cauce del río Negrillo, afluente del río Colca, según el registro histórico del 
movimiento hídrico, se tienen los siguientes volúmenes promedio, máximos y 
mínimos que se muestran en la Tabla 2. 
 
Tabla 2: Promedio de volúmenes históricos El Pañe (hm3) 1980 - 2018 
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 44.42 63.57 77.39 77.00 72.04 64.96 57.16 49.30 41.92 36.02 31.34 29.23 
Min 3.64 10.82 5.68 5.20 2.26 2.16 0.00 0.00 0.00 0.00 0.00 1.50 
Max 101.53 106.51 139.43 102.21 100.30 98.13 98.13 97.86 91.28 87.68 82.00 70.40 
 
 Represa Bamputañe 
La Presa de Bamputañe está constituida por una presa homogénea con manto 
y chimenea de drenaje al pie de la presa; zanja interceptora y una berma de 
estabilización sísmica. La presa tiene una altura máxima de aproximadamente 
22 metros (ubicada en la sección máxima del Río Bamputañe), con taludes 
aguas arriba y aguas abajo de 2.7 H:1 V y 2.5H:1 V, respectivamente. La presa 
tiene una longitud de 624 metros aproximadamente; una berma de 
estabilización sísmica se halla aguas abajo del pie de presa, donde el Río 
Bamputañe ha seccionado un canal de aproximadamente 10 metros de 
profundidad. Esta represa se muestra en la Figura 4. 
 
 
 
Figura 4: Represa Bamputañe. 
Fuente AUTODEMA  
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Esta represa regula el cauce del rio Bamputañe, ha sido construida en el 2010 
por la Empresa de Generación Eléctrica de Arequipa (EGASA); su capacidad 
de almacenamiento total es de 41.29 hm3 y se estima que su volumen útil es 
igual al volumen total; en la Tabla 3 se muestra el promedio de volúmenes. 
 
Tabla 3: Promedio de volúmenes históricos Bamputañe (hm3).  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 16.89 24.78 30.73 32.44 31.41 31.06 29.77 24.62 18.67 12.41 7.95 9.05 
Min 5.16 13.36 18.53 23.17 23.78 23.43 19.36 13.79 7.54 0.44 1.13 0.93 
Max 36.00 36.41 41.27 42.30 39.85 39.52 39.03 38.49 31.63 29.92 29.58 31.97 
 
 
 Represa Dique los Españoles 
Esta Represa que se muestra en la Figura 5, tiene una capacidad de 
almacenamiento total de 11.93 hm3; está ubicada en el cauce del rio Alto Colca, 
a 4,430 msnm sobre el nivel del mar; se encarga de regular las filtraciones, que 
se desarrollan en la laguna del Indio; el embalse de la represa está a una 
capacidad útil de 11.93 hm3, y un volumen muerto de 2.85 hm3. En la Tabla 4 
se muestra los volúmenes máximo y mínimo registrados históricamente. 
 
 
 
Figura 5: Represa Dique los Españoles.  
Fuente AUTODEMA 
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Tabla 4: Promedio de volúmenes históricos Dique Los Españoles (hm3).  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 4.88 7.68 8.26 6.72 4.64 3.56 2.98 3.24 3.04 2.31 2.20 2.37 
Min 0.61 2.15 3.61 2.23 0.86 0.96 0.09 0.13 0.73 0.34 0.13 0.12 
Max 10.06 12.39 12.22 11.48 8.85 7.75 7.66 7.71 6.73 8.80 6.34 6.43 
 
 Represa Pillones 
La represa Pillones que se muestra en la Figura 6, tiene una capacidad de 
almacenamiento total de 80.58 hm3; en la actualidad se dispone de un volumen 
útil de 76.94 hm3; está ubicada en las cuencas de los ríos Pillones y 
Chalhuanca, se encarga de derivar las aguas de los ríos Sumbay y Colca. Tal 
obra ha sido realizada por la Empresa de Generación Eléctrica de Arequipa 
(EGASA) en el año del 2007, por lo cual se estima que su volumen muerto 
actual es mínimo. En la Tabla 5, se aprecia el promedio de su volumen. 
 
 
 
Figura 6: Represa Pillones.  
Fuente: AUTODEMA 
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Tabla 5: Promedio de volúmenes históricos Pillones (hm3).  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 28.26 45.18 61.33 62.56 61.05 56.29 50.89 44.79 39.85 31.43 22.67 18.27 
Min 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Max 77.03 79.95 80.45 81.07 80.29 79.67 79.01 78.33 76.38 65.30 56.15 52.49 
 
 Represa Chalhuanca 
La presa Chalhuanca se ubica sobre el rio del mismo nombre, dependiente del 
río Sumbay, a la cota de 4292 m.s.n.m., cercana a la población de Chalhuanca, 
en el Distrito de San Antonio de Chuca, Provincia de Caylloma de la Región 
Arequipa. 
La presa comprende la cuenca de 270 km2 y está constituida por dos 
estructuras básicas: 
La presa propiamente dicha, que es de enrocado con núcleo impermeable con 
una longitud de 201,6 m. y una altura de 19.10 m. 
Dos diques ubicados sobre la margen derecha, de tierra homogénea de 374 m 
y 317 m de longitud y 4.5 m de altura cada uno. 
La presa cuenta con una obra de descarga, túneles de drenaje y sistemas de 
control distribuidos convenientemente. El área del embalse está constituida por 
rocas volcánicas, en cuyas laderas de baja pendiente se ubican depósitos de 
materiales sueltos de origen coluvial (acumulaciones de materiales de diversos 
tamaños), aluvial (que se ha formado a partir de materiales arrastrados y 
depositados por corrientes de agua) y fluvioglacial (referido a los ríos y hielo). 
Tiene una capacidad de almacenamiento total de 25.00 hm3; se ubica en una 
sub cuenca del río Sumbay, dependiente del río Chili; ha sido construida por la 
Empresa de Generación Eléctrica de Arequipa (EGASA) en el año 2009, por lo 
que se considera un volumen útil similar al volumen total, visible en la Tabla 6, 
el promedio de volúmenes. 
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Tabla 6: Promedio de volúmenes históricos Chalhuanca (hm3).  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 13.39 17.60 20.30 19.84 17.82 17.28 16.60 15.10 14.33 11.13 7.59 5.59 
Min 3.16 7.08 12.55 13.73 4.78 7.33 5.38 5.89 2.17 3.10 3.33 0.13 
Max 24.81 25.95 27.05 26.70 26.15 26.00 25.95 25.80 25.20 19.44 13.18 9.03 
 
 Represa el Frayle 
La represa El Frayle que se muestra en la Figura 7, situado en el Distrito de 
San Juan de Tarucani, Provincia de Arequipa, Departamento de Arequipa; su 
capacidad de almacenamiento de agua es de 200,000.0 m3; tiene dos sistemas 
de descarga: El sistema principal de uso regular o continuo, es descarga de 
fondo y se realiza por medio de un túnel de 52 m de largo y 2.48 m de 
diámetro, este túnel tiene en su parte final o de descarga una válvula Howell-
Bunger de 1.65 m de diámetro y una cota de 3965.0 m.s.n.m.. Aguas arriba, 
antes de la válvula, tiene una compuerta plana que actúa como protección de la 
Válvula Howell-Bunger. 
El segundo sistema es el de descarga de emergencia, que consta de una 
válvula Howell-Bunger de 1.20 m de diámetro, ubicada en el eje del muro de 
contención de la represa, en la cota 3968 m.s.n.m. Además, posee una 
descarga de agotamiento en la cota 3962 m.s.n.m., que se realiza por medio de 
una válvula de compuerta de accionamiento manual; es usada para eliminar 
sedimentaciones y limpieza de fondo; esta válvula se acciona esporádicamente 
por espacios cortos para evitar su obstrucción. 
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Figura 7: Represa Frayle.  
Fuente: AUTODEMA 
 
El embalse tiene una capacidad útil de diseño de 200 hm3, sin embargo 
actualmente tienen una capacidad de operación limitada de 130.70 hm3, a una 
cota nivel de agua máximo de operación de 4,004.5 msnm y no es posible 
incrementarla por razones de seguridad, según los antecedentes y 
recomendaciones técnicas realizadas por las entidades competentes como el 
Instituto Nacional de Desarrollo (INADE) (Comité de Seguridad de Presas, 
Gerencia General, Gerencia de Proyectos de Costa, y consulta de Empresa 
Energoprojekt Hidroinzenjering S.A.), y la Autoridad Nacional del Agua (ANA) 
(Dirección de Estudios de Proyectos Hidráulicos Multisectoriales). Tiene un 
volumen muerto de 3.15 hm3; en la Tabla 7 se muestra el volumen promedio. 
 
Tabla 7: Promedio de volúmenes históricos Frayle (hm3).  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 50.92 74.70 92.93 96.87 97.73 90.68 82.18 73.37 65.94 57.19 50.38 42.55 
Min 3.66 2.47 3.85 2.18 0.95 0.95 2.75 2.74 1.16 0.82 1.53 1.91 
Max 113.35 142.44 162.62 168.79 168.08 164.34 142.54 132.60 121.15 121.04 111.26 107.91 
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 Represa Aguada Blanca 
La Represa Aguada Blanca, situada en el Sistema Chili Regulado en el cauce 
del río Chili, entre la unión de los ríos Blanco y Sumbay, a una altura media de 
3,650 msnm. Para la operación de la represa se utiliza el recurso hídrico del río 
Sumbay como también del rio Blanco; asimismo, de manejar las evacuaciones 
generadas por el vestigio del Sistema Chili Regulado. La humedad de la 
cuenca regulariza 3,895 km2. 
En su diseño de construcción, tenía un volumen muerto de 5.322 hm3, una 
capacidad útil de 38.196 hm3, actualmente tiene un volumen total de 43.518 
hm3, como se muestra en la Figura 8. 
La Represa de Aguada Blanca, es el último elemento regulador de todo el 
Sistema Chili Regulado, completando todas las regulaciones efectuadas por 
embalses existentes aguas arriba. 
 
 
 
Figura 8: Represa Aguada Blanca.  
Fuente: AUTODEMA 
 
Su infraestructura original, tiene un volumen muerto de 5.322 hm3 y una 
capacidad útil de 38.196 hm3, según la batimetría realizada el año 2003; en la 
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actualidad, su capacidad útil es de 30.43 hm3 y tiene un volumen muerto de 
0.65 hm3, el volumen promedio se muestra en la Tabla 8. 
 
Tabla 8: Promedio de volúmenes históricos Aguada Blanca (hm3). 
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 20.88 29.21 29.52 26.02 21.43 19.47 19.99 20.48 20.14 17.72 13.89 12.69 
Min 5.06 4.76 4.42 7.48 2.25 6.32 4.29 1.94 4.64 4.44 0.90 4.31 
Max 44.58 46.92 45.78 44.40 41.58 39.73 40.84 41.16 38.46 38.22 27.82 28.54 
 
Sistema de Alerta Temprana (SAT) 
El Sistema de Alerta Temprana, consiste en un conjunto de mecanismos integrados 
de observación y levantamiento de la información (hidrométrica y climatológica), que 
admite la emisión rápida de datos y el registro de manera continua de los eventos 
peligrosos, con el fin de realizar mecanismos de alarma y la movilización de una 
población bien informada y previamente sensibilizada para hacer frente a los riesgos 
que pueden generarse. 
La finalidad del SAT es resguardar la vida de los pueblos localizados en áreas de 
riesgo, así como de infraestructura vital existente, y en donde la situación 
climatológica impacta con mayor severidad, afectando el normal desarrollo de sus 
actividades. Para realizarlo es fundamental la participación de los diferentes actores 
involucrados, desde los municipios pequeños o anexos incluyendo toda la región de 
Arequipa, para lo cual se requiere validar este sistema y luego servirá para aplicarlo 
en nuestro departamento. 
El Sistema de Alerta Temprana consta de tres componentes: 
Sistema de Monitoreo y Vigilancia  
Sistema de Comunicaciones. 
Sistema de Alerta y Alarma. 
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 Sistema de Monitoreo y Vigilancia 
Está constituido por mecanismos de seguimiento, monitoreo, vigilancia y 
observación de los posibles riesgos de peligro que pueden presentarse, por lo 
que se genera indicadores que son establecidos adecuadamente. 
En todo el Territorio Peruano existe una red Nacional de Sistema de Alerta 
Temprana, la cual difunde la información a través de boletines, revistas o el 
portal web de AUTODEMA. 
A nivel de las operaciones de AUTODEMA, en el sistema hidráulico Chili se 
cuenta con un Sistema de Monitoreo que opera con el equipamiento 
especializado adecuado, vigilando constantemente los niveles embalsados de 
las presas, las descargas reguladas, y las principales variables climatológicas 
de cada sector. 
 Sistema de Comunicaciones 
Los sistemas de comunicación, requieren de operadores de los equipos de 
radiocomunicación con los que cuenta AUTODEMA y canales de 
comunicaciones disponibles para un intercambio de información dentro de los 
sistemas internos y externos, que figura parte del Sistema de Alerta Temprana. 
Adicionalmente, los medios utilizados por AUTODEMA para la transmisión e 
intercambio de información, son los siguientes: 
 Telefonía móvil: RPM, celular. 
 Telefonía fija. 
 Radio comunicaciones sistema HF y VHF. 
 Sistema de comunicaciones. 
 Radio enlace de datos. 
 Fax. 
Las telecomunicaciones dentro del SAT, constituye un elemento muy 
importante, ya que hace posible el uso del flujo de toda la información entre los 
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diferentes actores del SAT. Este medio, nos dejará adquirir conocimiento válido 
y oportuno de las emergencias y peligros, permitiendo las coordinaciones con 
las diferentes entidades y la intervención del PEMS, evitando duplicidad e 
interferencias de esfuerzos. 
En forma rutinaria, todas las estaciones remotas de los puntos de control, 
entran en contacto radial con la Central REDCOM de Cayma, esto se realiza de 
manera diaria en el siguiente horario: 
PRIMER REPORTE:08.00 a.m. 
SEGUNDO REPORTE:14.00 p.m. 
TERCER REPORTE: 18.00 p.m. 
Sin embargo, durante el periodo de lluvias, ésta comunicación es constante, 
teniendo como mínimo reportes cada dos (02) horas, los cuales son dados a 
conocer a la población con esta misma periodicidad, a través de publicaciones 
en la página web de AUTODEMA. 
 Sistema de Alerta y Alarma 
El sistema de manejo del SAT de AUTODEMA, obtiene información a través 
del sistema de monitoreo, la misma que es proporcionada de manera oportuna 
y veraz a los responsables del sistema de alarma establecido, obteniendo 
finalmente una información efectiva y oportuna para las poblaciones 
vulnerables y comités, calificando esta alarma como la activación del sistema 
integral del Sistema de Alerta Temprana. 
Ante cualquier eventualidad, el sistema de comunicaciones de AUTODEMA, se   
encarga de reportar inmediatamente y dar la alarma a las principales 
instituciones como son Defensa Civil, Policía Nacional del Perú, Cuerpo 
General de Bomberos, etc. 
A su vez la etapa de alerta y alarma cuenta con diferentes sub etapas las 
mismas que se describen a continuación: 
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Niveles de Alerta y Acción a Implementarse 
Este sistema de alerta, obedece al manejado por el Servicio Nacional de 
Meteorología e Hidrología del Perú (SENAMHI), el mismo que utiliza AUTODEMA 
para poder guardar la debida correspondencia, y que contempla las diversas fases 
de alarma y respuesta ante un evento progresivo, es la Tabla 9 que nos muestra los 
niveles de Alerta. 
 
Tabla 9: Niveles de Alerta.  
Fuente: AUTODEMA 
 
Nivel Condición Acciones 
Verde III: Normal Información 
Amarilla II: Emergencia Preparación y alerta 
Roja I: Desastre Impacto y respuesta 
 
Todas las acciones enumeradas a continuación obedecen a un plan de coordinación, 
realizado de manera interinstitucional entre el ente oficial encargado del monitoreo y 
registro de información climatológica como lo es el Servicio Nacional de Meteorología 
e Hidrología del Perú (SENAMHI) y la Autoridad Autónoma de Majes (AUTODEMA) 
como ente operador del sistema de infraestructura hidráulica mayor. Se describe 
cada una de las alertas en las Figura: 9 (Alerta Verde), Figura 10 (Alerta Amarilla) y 
Figura 11 (Alerta Roja). 
 
 
 
Figura 9: Alerta Verde – SAT.  
Fuente: AUTODEMA 
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Figura 10: Alerta Amarilla - SAT.  
Fuente: AUTODEMA 
 
 
 
Figura 11: Alerta Roja - SAT.  
Fuente: AUTODEMA 
 
 Niveles de Alerta: Represa el Frayle 
La Represa El Frayle, con nivel máximo de operación limitado a la cota de 
4004.50 msnm, y cuyo volumen útil corresponde a 127.24 MMC, no debiendo 
superar este volumen por seguridad como se muestra en la Figura 12, según 
los antecedentes y recomendaciones técnicas realizadas por las entidades 
competentes como INADE (Comité de Seguridad de Presas, Gerencia General, 
Gerencia de Proyectos de Costa, y consultoría por parte de la empresa 
Energoprojekt  Hidroinzenjering  S.A.),  y  la ANA (Dirección  de  Estudios  de  
Proyectos Hidráulicos Multisectoriales). 
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Figura 12: Niveles de alerta en la represa Frayle.  
Fuente: AUTODEMA 
 
 Niveles de Alerta: Represa Aguada Blanca 
La Represa Aguada Blanca, es la que regula los recursos hídricos del Sistema 
Chili Regulado, el control de descargas de esta presa comienza cuando el 
volumen del agua supera la cota 3662 msnm tal como se ve en el Figura 13; a 
partir de esta cota, se inicia el monitoreo de los caudales afluentes y 
descargas, con el fin de garantizar la estabilidad de la presa. 
 
 
Figura 13: Niveles de alerta en la represa Aguada Blanca.  
Fuente: AUTODEMA 
 
´ 
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Machine Learning 
Machine Learning, enseñanza automática o la enseñanza de máquina, es un 
subcampo de las ciencias de la computación bastante reconocido a un ámbito de la 
inteligencia artificial, cuyo propósito es el desarrollo de métodos para que las 
computadoras aprendan, primordialmente capta el hallazgo de patrones, modelos y 
regularidades en los datos [6].  
La enseñanza máquina, puede ser considerado desde dos enfoques, estadísticos y 
simbólicos. Los primeros se basan en los métodos de reconocimiento de patrones o 
en la estadística y los segundos trabajan la enseñanza inductiva de descripciones 
simbólicas.  
El estudio de la optimización matemática nos ha ofrecido métodos, teorías y 
dominios de aplicación a este campo del aprendizaje automático. 
En los últimos años, el uso de la enseñanza máquina se ha desplegado con mucha 
ligereza, gracias al poder computacional [6], ya que se pueden ver aplicaciones en 
dominios como el hallazgo de fraudes, sistemas de recomendación [7], hallazgo de 
spam [8], predicciones financieras [9], comercio y mercadeo [10], entre otros.  
Machine Learning o la enseñanza máquina, está conformado por algoritmos cuyo 
propósito es aprender automáticamente, los cuales se clasifican en supervisados y 
no supervisados. 
 
Tipos de Machine Learning 
 Supervised Learning (aprendizaje supervisado) 
Mucho depende de la información que previamente esta etiquetada, podría ser 
el que un ordenador logre diferenciar imágenes de autos, de barcos, etc. luego, 
normalmente es que los rótulos sean puestos por personas para asegurar la 
calidad y efectividad de la información. 
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Ya que son dificultades ya resueltas, pero que seguirán aflorando en un futuro 
muy cercano, lo ideal es que los ordenadores se formen de un montón de 
ejemplos, y de ahí se pueda realizar el resto de cálculos necesarios para que 
no se tenga que volver a ingresar ninguna información, como por ejemplo el 
hallazgo de spam, la identificación de voz, reconocimiento de escritura, otros. 
 Unsupervised Learning (Aprendizaje no Supervisado) 
Contrario al aprendizaje supervisado, este tipo de Machine Learning no cuenta 
con ninguna información previa, ya que al algoritmo se le entrega poca 
responsabilidad de alguna etiqueta, del cual no cuenta con ninguna indicación 
previa, pero se le entrega una gran cantidad de datos con los rasgos propios de 
un objeto como partes o aspectos que forman parte de una motocicleta, carro o 
un avión, donde este modelo es ajustado a las observaciones para que pueda 
verificar qué es a partir de la información compilada; algunos ejemplos serían 
como hallar y clasificar información, morfología en oraciones, etc. 
 
Técnicas de Machine Learning 
 Red Neuronal Artificial (RNA) 
Una red neuronal artificial, es una forma de sistema de sucesión de información 
distribuido, donde el aprendizaje está basado en los procesos neuronales que 
tienen lugar en el cerebro humano [11]. La idea de la red neuronal se inspiró en 
el desarrollo de realizar un sistema artificial que realizará tareas del mismo 
modo que un cerebro (neuronas), adquiriendo datos y conocimientos mediante 
aprendizaje, los mismos que luego son almacenados. Una RNA aprende, 
memoriza y divulga las diversas relaciones encontradas en los datos. Es capaz 
de modelar complejas relaciones no lineales encontradas en los datos de una 
cuenca hidrográfica, sin un conocimiento previo y explícito de las 
características físicas del proceso [4] [5]. 
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Figura 14: Arquitectura de la red perceptrón multicapa, donde: n es el número de 
variables de entrada a la red; L es el número total de capas ocultas; y k es el número de 
variables de salida de la red.  
Fuente: Artificial neural networks modeling in water resources engineering [6] 
 
 Sistemas Adaptativos de Inferencia Neuro-difusa (ANFIS) 
Este algoritmo emula un conjunto de datos de entrenamiento dado y descubre 
patrones ocultos dentro de él [7]. En este apartado se presentan los conceptos 
básicos de la arquitectura de la red ANFIS y su regla de aprendizaje híbrida. El 
modelo ANFIS (Adaptative Network based in Fuzzy Inference Systems) se 
basa en el trabajo de  [8]. ANFIS integra la capacidad adaptativa de 
aprendizaje de las RNAs, y la capacidad de razonamiento del sistema de 
inferencia difusa (FIS). Un sistema FIS es un marco computacional que 
combina el concepto de la lógica difusa, las reglas de decisión difusa y el 
razonamiento difuso [9], y permite describir el lenguaje y el razonamiento 
humano en el contexto de las matemáticas [10]. 
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Figura 15: (a) Modelo difuso de Sugeno de primer orden; (b) Arquitectura ANFIS.  
Fuente: Input selection for ANFIS learning. In Fuzzy Systems [11] 
 
 Máquinas de Vectores de Soporte (SVM) 
SVM, (del inglés Support Vector Machines) o máquinas de soporte vectorial, 
son algoritmos de aprendizaje supervisado que hay un origen en trabajos sobre 
una teoría de la enseñanza estadística e introducidos en los 90 por [20]. EL 
SVM, representa puntos de muestra en el espacio, separando las clases a dos 
espacios distantes mediante un hiperplano de separación, definido como el 
vector entre los dos puntos de las dos clases más cercanas al que se le llama 
vector soporte; una vez que aquellas muestras se ponen en correlación con la 
referencia en función al ámbito a los que corresponden, pueden ser 
seleccionadas de diferentes clases. 
Los SVMs., originalmente fueron ideados para la resolución de problemas de 
clasificación, sin embargo, actualmente son también aplicados para resolver 
problemas de regresión. 
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Recurrent Neural Network (RNN) 
Las redes neuronales recurrentes (RNN, del inglés Recurrent Neural Network) son 
una clase de red neuronal artificial en una red de nodos similares a neuronas 
organizadas en sucesivas capas, cada nodo de cada capa está conectado en la 
forma unidireccional a cada nodo de la capa siguiente, en donde cada nodo es decir 
cada neurona tiene una activación de valor real variable en el tiempo, en cada 
conexión o sinapsis tiene un peso modificable, los nodos son nodos de entrada que 
reciben datos desde fuera de la red, los nodos ocultos son los que modifican datos 
de entrada a salida y los nodos de salida los que producen resultados, todo este en 
la forma cíclica como si se tratase de un bucle o cadena repetitiva. 
 
Long Short Term Memory (LSTM) 
Las redes de memoria a corto plazo a largo plazo, o red neuronal "LSTM", son un 
tipo especial de red neuronal recurrente (RNN) capaces de aprender dependencias a 
largo plazo. Fueron introducidos por Hochreiter y Schmidhuber (1997), Las LSTM 
están diseñadas explícitamente para evitar el problema de dependencia a largo 
plazo. Recordar información durante largos períodos de tiempo es prácticamente su 
comportamiento predeterminado, y esto hace que no les cueste aprender. Todas las 
redes neuronales recurrentes, tienen la forma de una cadena de módulos repetitivos 
de la red neuronal. En las RNN estándar, este módulo de repetición tendrá una 
estructura muy simple. 
 
La Red LSTM también está integrada por un estado oculto y una salida que se 
repiten en el tiempo; sin embargo, la mecánica tras el funcionamiento del estado 
oculto en una red LSTM es más compleja. El elemento clave dentro de esta clase de 
red es lo que se conoce como estado de la celda (cell state). La red LSTM puede 
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variar el estado de la celda añadiendo o modificando información por medio de 
estructuras llamadas compuertas (Gates). 
Una simple celda LSTM consta de 4 puertas: 
 
 
 
 
Figura 16: Puertas de control de memoria en un bloque LSTM  
Fuente: Recurrent neural network and long short-term [12] 
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CAPÍTULO 3 
 
3.ESTADO DEL ARTE 
 
En este capítulo se detalla las investigaciones y antecedentes más relevantes para poder 
realizar la investigación, y que permitirá profundizar teóricamente el modelo propuesto 
para dar solución al problema de los desbordamientos de represas, ríos y escorrentías.  
Primeramente debemos realizar el análisis del incremento y cese del caudal de los ríos 
que ingresan a las represas, en paralelo se debe analizar algunas variables que actúan 
directa e indirectamente en la acumulación excesiva del agua como los niveles de, 
precipitaciones, humedad, suelo, filtraciones y evaporación, temperatura de máximos y 
mínimos, así como también el desembalse de agua por las compuertas de las represas. 
 
Long Short Term Memory (LSTM) 
Las redes recurrentes utilizan las conexiones de retroalimentación para almacenar 
representaciones de eventos de entrada recientes en forma de funciones de 
activación, es decir poseen "memoria a corto plazo". Dicha característica es la más 
importante en las Recurrent Neural Network (RNN), sin embargo no siempre resulta 
ser adecuada para el procesamiento de secuencias de datos, especialmente cuando 
el espacio entre las señales maestras es muy grande [13]. Debido a ello Hochreiter 
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propuso una arquitectura basada en bloques de memoria recurrentes que permite 
almacenar señales entre intervalos de tiempo de incluso más de 1000 pasos, sin 
pérdida de la capacidad original para intervalos pequeños. Esto se logra mediante un 
algoritmo eficiente basado en gradiente para una arquitectura de flujo de error 
constante a través de estados internos de los bloques, truncando la gradiente en 
ciertos puntos específicos de la arquitectura, es decir, almacenando selectivamente 
la información.  
 
Técnicas de Machine Learning 
En ciertos artículos, se definieron algunas de las ventajas de utilizar las RNAs. [6] 
Examinaron la efectividad de las RNAs en la resolución de diferentes problemas 
hidrológicos y concluyeron que el modelo de redes neuronales era ventajoso en 
comparación con otras técnicas convencionales. Las RNAs tienen la capacidad de 
obtener la relación entre variable predictora y variable a estimar de un proceso [14], 
en este caso, el MQmd y Qins, respectivamente. 
ANFIS, es otra poderosa técnica para modelar un sistema no lineal, e integra lógica 
difusa en las redes neuronales. El modelo ANFIS, es una fusión de RNA y del 
sistema de inferencia difuso (FIS, por sus siglas en inglés), y posee las ventajas de 
ambos sistemas. Este modelo tiene la capacidad de aprendizaje de las RNAs y se 
adapta a los entornos cambiantes, y a la ventaja de los FIS de generar 
sistemáticamente reglas difusas a partir de la información dada al modelo, inputs y 
targets [15] ; [16]. Esta combinación permite que un FIS aprenda de los datos para 
crear modelos, y que sea un modelo eficiente para determinar el comportamiento de 
sistemas dinámicos complejos definidos de forma imprecisa [17]. Por lo tanto, ANFIS 
también ha sido aceptado como una técnica alternativa eficiente para el modelado y 
la predicción en hidrología [18]. Algunos de los trabajos de la literatura que han 
aplicado ANFIS en hidrología son [19]. 
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Aunque las técnicas ANN y ANFIS tienen grandes ventajas, también es necesario 
comentar ciertas desventajas [20], tales como: (i) las RNAs son una caja negra y no 
aclaran el nexo funcional de los valores de entrada y salida; (ii) una red neuronal 
debe ser entrenada para cada problema para obtener la arquitectura adecuada, y 
esto requiere mayores recursos computacionales; y (iii) ANFIS es más complicada 
que FIS y no está disponible para todas las opciones de FIS. 
En la literatura son pocos los trabajos que comparan modelos de Machine Learning 
con las fórmulas empíricas. [21] Aplican RNAs para estimar el Qins a partir del 
MQmd y compararon sus resultados con los métodos de [22], y de [23]. Un año 
después [24], además de las redes neuronales aplicaron ANFIS para comprobar su 
eficiencia frente a las fórmulas empíricas, y concluyeron que ANFIS es una de las 
técnicas que se ha utilizado con menos frecuencia en el contexto hidrológico [25]. 
Uno de estos trabajos es el de  [26], que comparan el rendimiento de SVM y RNAs 
en la simulación de la escorrentía y de los sedimentos a escala diaria, semanal y 
mensual, concluyendo que SVM es una alternativa eficiente a las RNAs. La 
aplicación de SVM en la estimación de regresión no lineal está aumentando debido a 
un buen rendimiento de generalización [27].  
Los datos e indicadores los obtenemos de instrumentos de medición meteorológica 
ubicados en puntos estratégicos de cada represa que tiene a cargo AUTODEMA, 
encontrándose activas las 24 horas del día, los 365 días del año y habilitadas para 
registrar lecturas por minuto, estos datos son descargados de los datalogger, 
clasificados y organizados para su posterior análisis y almacenamiento del mismo en 
herramientas informáticas como Microsoft Excel. 
Los procesos de recolección de data, análisis y almacenamiento, no han sido 
suficientes para evitar problemas, sobre todo en temporadas de lluvia como los 
desbordamientos de los embalses y ríos, que interconectan las represas entre sí; 
para tal fin, se ha propuesto un modelo predictivo Machine Learning que permite 
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realizar el análisis de datos hidrometeorológicos, para evitar la activación de las 
alertas tempranas. 
Machine Learning, es un ámbito de la inteligencia artificial y se ha puesto de moda 
estos últimos tiempos, debido a que es eficiente a la hora de realizar predicciones 
con grandes volúmenes de datos a procesar.  
 
Caudales Máximos Instantáneos 
Los métodos para estimar el caudal máximo instantáneo basados en datos diarios 
medios, han sido estudiados por especialistas en hidrología durante este último siglo, 
básicamente se han empleado dos enfoques diferentes para abordar este tema.  
El primer enfoque incluye métodos que establecen una relación entre el Qins y el 
Qmd, utilizando características fisiográficas de la cuenca.  
El segundo enfoque calcula el Qins a partir de una secuencia de datos de caudales 
medios diarios.  
Entonces, en el primer enfoque se incluye el método de [22], donde Fuller realizó uno 
de los primeros estudios relacionados con la obtención del Qins a partir del área de 
drenaje de la cuenca y del máximo caudal medio diario MQmd. También, están 
incluidos el método de [28], destinado a la obtención de un modelo que permitiera 
estimar un coeficiente que relacione el Qins y el Qmd, utilizando gráficos ajustados 
de cada variable fisiográfica involucrada y un análisis de regresión múltiple.  
Para el segundo enfoque, hay dos procedimientos pioneros propuestos por [29] y por 
[30] y descritos por [31], y posteriormente, el método propuesto por [32].  
[29] Analizó una gran cantidad de datos de caudales instantáneos y máximos diarios, 
concluyendo así que los datos no permitían conclusiones generalizadas.  
[32] propone una ecuación basada en un hidrograma triangular, que calcula el Qins a 
partir de datos de caudales medios diarios de tres días consecutivos, incluyendo los 
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datos del día en el que se produjo el instantáneo, este método condujo a resultados 
con una precisión razonable.  
La inteligencia artificial, puede ser aplicada para capturar relaciones no lineales y 
obtener un modelo de predicción. Según los recientes estudios de la literatura  [33], 
en la última década, nuevos métodos han incrementado la precisión en la estimación 
del Qins, a través de la aplicación de técnicas de Machine Learning. 
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CAPÍTULO 4 
 
4.METODOLOGÍA 
 
En este capítulo se detalla el tipo de investigación, variables e indicadores que se está 
realizando en la presente investigación, también se define el lugar donde se realiza la 
investigación y la muestra que se tomará para evaluar el funcionamiento del modelo y su 
validación. 
 
Metodología 
El estudio se llevará a cabo haciendo uso del algoritmo de predicción de Machine 
Learning para la predicción del caudal de descarga, con el propósito de evitar 
posibles desbordamientos tanto en la represa como de los ríos y demás escorrentías 
aguas abajo. Para ello haremos uso de las lecturas de los diversos sensores 
meteorológicos instalados en la represa Aguada Blanca de los años 2009 - 2019, el 
cual servirá como datos históricos para el análisis de los mismos y mediante el uso 
de algoritmos de Machine Learning se pueda realizar la predicción del caudal de 
descarga de la represa en un determinado tiempo a futuro, permitiendo así contar 
con información pronosticada que sirva para la toma de decisiones preventivas en la 
apertura y cierre de compuertas de las represas de descarga, además de que se 
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permita una correcta administración del recurso vital y su buen aprovechamiento 
para diferentes usos. 
 
Tipo de Investigación: 
Este trabajo es una investigación básica, porque se plantea definir un nuevo modelo 
de predicción Machine Learning, y de tipo cuantitativa porque es secuencial el cual  
basándose en el problema, se obtendrá la propuesta para obtener el mejor resultado. 
Esta investigación parte de una idea referida a la predicción del caudal de descarga 
de los embalses, para la prevención y acción que en nuestro caso es del Sistema de 
Alerta Temprana (SAT), el cual derivará en los objetivos, determinará las variables y 
realizará el modelo, para luego analizarlas.  
  
Nivel de Investigación: 
El nivel de estudio de la tesis a desarrollar es descriptivo, ya que involucra la revisión 
y análisis de resultados más relevantes alcanzados en investigaciones pasadas, por 
lo que mediremos conceptos y definiremos variables. 
 
Descripción de la Investigación 
 Estudio de Caso 
El trabajo de indagación, se realiza en la cuenca hidrográfica del Sistema Chili 
Regulado ver Figura 17, de las Represas de Pillones, Bamputañe, Chalhuanca, 
Dique los Españoles, Pañe, Frayle y Aguada Blanca.  
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Figura 17: Sistema Hidráulico del Sistema Chili Regulado.  
Fuente: AUTODEMA 
 
 Población 
La población con la que se realizó la investigación, fueron los datos 
hidrometeorológicos de la represa Aguada Blanca, que es parte del Sistema 
Chili Regulado, comprendido por las represas de Pillones, Bamputañe, 
Chalhuanca, Dique los Españoles, Pañe, Frayle y Aguada Blanca, de cuya 
población se extraen las variables de caudal efluente (Descarga), temperatura 
mínima, temperatura máxima, precipitación y evaporación.  
 Técnicas de Observación e Instrumentos de Colecta de Datos 
La técnica que se utilizará para la obtención de la información para nuestra 
investigación, fue la entrevista y el análisis documental. Se utilizó las métricas 
del modelo propuesto y se obtuvo el indicador de Error necesario para medir el 
éxito de la investigación. 
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 Entrevista 
Situación de interrelación o diálogo entre personas y se realizó con el 
encargado del monitoreo de represas, bajo la supervisión de la sub gerencia 
de operación y mantenimiento. el cual es, dependiente de la gerencia de 
recursos hídricos, las personas entrevistadas fueron: 
 Ing. Ana Lucia Paz Alcanzar, encargada del Área de Hidrología. 
 Tec. Dionicio Pampa Cari, responsable del monitoreo. 
En esta etapa de la investigación, a las personas encargadas del registro se 
les propuso una serie de preguntas tal como se presenta en el anexo del 
trabajo de investigación, como también se realizó la grabación debidamente 
autorizada, ya que el personal técnico tiene su propia forma de explicar y 
desenvolverse. 
Los registros obtenidos se utilizarán en el estudio específico de la predicción 
de caudales y se nos solicitó que al término de nuestra investigación se les 
otorgue las conclusiones de nuestra investigación. 
 El análisis documental 
Es el instrumento por el cual se obtiene los datos primarios a través del 
personal entrevistado; se nos proporcionó la información solicitada desde el 
principio de operaciones de cada una de las represas. Las fuentes fueron: 
archivos en hojas de cálculo y una base de datos del movimiento hídrico de 
represas. 
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Operacionalización de Variables 
Tabla 10: Matriz de operacionalización de variables.  
Fuente: Autoría propia 
 
VARIABLES DIMENSIONES INDICADORES TÉCNICAS INSTRUMENTOS 
Modelo 
Propuesto 
(Variable 
Independiente) 
Repositorio de 
datos de lecturas 
hidrometeorológicos 
Cantidad de 
registros 
históricos de 
lecturas 
contenidas en el 
repositorio  
Entrevista 
 Cuestionario. 
 Grabadora de audio 
y vídeo. 
Caudal 
Análisis 
documental 
 Archivos en hojas 
de cálculo. 
 Base de datos del 
movimiento hídrico 
de represas. 
Temperatura 
Evaporación 
Precipitación 
Predicción del 
caudal 
efluente 
(Variable 
Dependiente) 
Métricas Error RMSE 
 Archivo plano .csv 
mejorado. 
 
 Cantidad de registros históricos de lecturas contenidas en el repositorio 
La cantidad de registros históricos de lecturas con las que se ha trabajado es 
aproximadamente más de 3500 registros que se obtuvieron de forma digital 
desde enero del 2009 hasta abril del 2019 aproximadamente, en los anexos 
adjuntamos un ejemplo de plantilla de obtención de estos datos. 
 
 Caudal 
El caudal es la cantidad de fluido o flujo volumétrico, conocido también como 
volumen que circula a través de una sección del ducto por unidad de tiempo, y 
para esta investigación es la característica principal de los registros históricos 
que se utilizara para la red LSTM y también es el valor predicho como variable 
de salida, a continuación se detalla los caudales afluentes y efluentes. 
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 Promedio histórico del afluente en la represa Aguada Blanca 
Tabla 11: Promedio de caudales Afluentes en la represa Aguada Blanca (m3/s). 
Fuente: AUTODEMA 
 
 Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 17.21 30.19 20.91 15.68 10.57 11.72 10.85 10.69 10.18 11.27 10.61 12.02 
DesvStd 11.72 33.67 13.82 9.17 3.26 2.51 2.36 3.49 3.96 4.36 3.83 3.75 
Min 6.85 11.48 3.51 6.60 6.54 7.03 6.11 2.13 0.64 0.49 0.46 7.22 
Max 43.11 132.90 40.37 33.21 18.26 16.22 13.75 15.54 15.61 17.51 14.99 21.26 
 
 
 
 
Figura 18: Promedio de caudales Afluentes Aguada Blanca (m3/s).  
Fuente: AUTODEMA 
 
 
 Promedio histórico de efluentes en la Represa Aguada Blanca 
Tabla 12: Promedio de caudales Efluentes en la represa Aguada Blanca (m3/s). 
Fuente: AUTODEMA 
 
 Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic 
Media 16.43 13.41 16.70 7.13 5.66 5.16 5.21 5.35 5.61 6.00 6.10 6.13 
DesvStd 10.04 21.94 29.15 11.03 8.32 7.50 7.67 7.82 8.19 8.82 9.12 9.32 
Min 8.43 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Max 42.80 75.60 95.66 41.44 30.93 27.22 28.12 28.73 29.81 32.62 33.70 34.82 
 
 
 
Figura 19: Promedio de caudales Efluentes Aguada Blanca (m3/s). 
Fuente: AUTODEMA 
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 Temperatura 
La temperatura, es una magnitud física referida a la intensidad de frío o calor 
de un objeto, cuerpo o medio ambiente, que se pueda medir mediante un 
termómetro. Entonces, para un cuerpo, la suma total de todas las energías de 
las moléculas de este que están en constante movimiento, se verifica como 
energía térmica; y la temperatura es la medida de esa energía promedio. Lo 
manifestado se ve en la Tabla 13 y su Figura 20 con respecto a las 
temperaturas máximas, como también en la Tabla 14 y su Figura 21 
relacionado a las temperaturas mínimas. 
 
Tabla 13: Temperatura (ºC) máxima mensual por Represas 1980- 2018.  
Fuente: AUTODEMA 
 
Sector Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Media 
EL PAÑE 15.60 15.20 16.60 15.00 14.80 14.20 14.80 15.20 16.00 17.40 18.20 18.80 15.98 
BAMPUTAÑE 17.80 15.20 15.60 14.90 13.90 13.80 15.60 14.40 15.90 17.50 18.70 16.30 15.80 
IMATA 18.60 17.80 18.10 18.90 16.40 15.90 16.20 18.40 18.20 18.80 19.70 18.50 17.96 
PILLONES 17.00 17.00 17.00 16.00 20.00 16.00 16.00 16.00 18.00 17.00 18.00 19.00 17.25 
CHALHUANCA 17.00 17.00 17.00 15.00 15.00 16.00 16.00 16.00 18.00 18.00 18.00 18.00 16.75 
EL FRAYLE 20.60 19.40 19.60 19.40 18.00 20.20 18.00 18.80 21.00 20.60 22.00 20.60 19.85 
AGUADA BLANCA 22.80 22.60 23.60 21.60 23.00 20.60 20.40 20.80 21.20 22.20 22.40 21.40 21.88 
 
 
 
 
Figura 20: Temperatura máxima mensual por Represas (ºC) 1980- 2018.  
Fuente: AUTODEMA 
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Tabla 14: Temperatura mínima mensual por represas (ºC) 1980- 2018.  
Fuente: AUTODEMA 
 
Sector Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Media 
EL PAÑE -6.00 -5.00 -4.90 -6.80 -9.20 -10.40 -12.00 -13.00 -12.00 -11.20 -9.40 -7.20 -8.93 
BAMPUTAÑE -3.90 -3.30 -4.10 -6.00 -6.80 -8.00 -7.60 -9.00 -7.00 -6.20 -8.00 -6.10 -6.33 
IMATA -12.60 -7.60 -9.80 -12.80 -16.50 -18.10 -18.60 -20.00 -18.00 -16.70 -15.80 -12.80 -14.94 
PILLONES -3.00 -4.00 -6.00 -5.00 -8.00 -10.00 -11.00 -11.00 -8.00 -11.00 -8.00 -7.00 -7.67 
CHALHUANCA -5.00 -6.00 -9.00 -10.00 -13.00 -15.00 -17.00 -16.00 -13.00 -13.00 -14.00 -9.00 -11.67 
EL FRAYLE -5.80 -5.50 -8.50 -9.00 -13.00 -15.00 -14.30 -14.60 -14.30 -12.20 -11.30 -8.80 -11.03 
AGUADA 
BLANCA 
-11.10 -7.80 -10.80 -11.80 -15.70 -17.30 -18.10 -17.40 -15.40 -15.20 -14.40 -10.00 -13.75 
 
 
 
 
Figura 21: Temperatura mínima mensual por represas (ºC) 1980- 2018.  
Fuente: AUTODEMA 
 
 Evaporación 
La evaporación, es el proceso físico de estados que se da en la transformación 
gradual y lenta de un estado físico a un estado gaseoso.  
Existe una relación entre la evaporación media anual en la que se mide en un 
tanque y la altitud en la evaporación que surge en las represas de la cuenca de 
Chili Regulado, por lo que se deduce que, la evaporación se baja al 
incrementar la altura sobre el nivel del mar con relación nuestro ámbito. Ver 
Tabla 15 y Figura 22.  
La evaporación anual en un tanque oscila entre 1,600 mm y 1,300 mm al año 
respectivamente entre las altitudes 4,000 msnm y 4,600 msnm. 
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Tabla 15: Evaporación mensual por represas (mm) 1980- 2018.  
Fuente: AUTODEMA 
 
Sector Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total 
EL PAÑE 102.29 90.75 100.94 101.46 112.88 101.63 108.29 123.80 132.18 146.61 139.85 126.89 1387.56 
BAMPUTAÑE 116.63 109.23 105.54 97.73 102.09 90.99 100.17 120.34 128.27 139.30 148.62 118.65 1377.55 
IMATA 126.17 112.55 120.25 118.91 119.77 102.70 108.24 127.34 144.21 166.97 165.26 149.35 1561.72 
PILLONES 131.94 112.72 129.77 127.06 138.08 127.98 136.38 152.08 168.42 181.37 190.11 159.22 1755.13 
CHALHUANCA 111.26 101.68 113.48 114.78 129.78 114.53 126.05 132.96 133.20 140.29 152.03 121.01 1491.03 
EL FRAYLE 148.18 126.75 138.72 141.16 141.01 120.74 129.54 155.94 177.76 203.52 200.20 179.44 1862.94 
AGUADA 
BLANCA 
137.30 119.61 129.82 143.27 141.63 121.81 131.73 155.26 175.25 198.57 194.16 177.43 1825.84 
 
 
 
 
Figura 22: Evaporación mensual por represas (mm) 1980- 2018.  
Fuente: AUTODEMA 
 
 Precipitación 
Es una caída de agua en sus estados líquido o sólido, que desciende de la 
atmósfera y llega a la superficie terrestre; este hecho incluye llovizna, lluvia, 
aguanieve, nieve y granizo, sin considerar las neblinas ni rocíos que son 
formas de condensación más no de precipitación.  
En la sierra del Perú, hay épocas marcadas de lluvias entre los meses de 
diciembre y abril, fechas en las que se llegan máximas temperaturas.  
A continuación, se tienen los promedios de precipitación, históricamente 
registrados, para los principales puntos de interés del ámbito de análisis: 
  
´ 
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Tabla 16: Precipitaciones promedio Pañe (mm), periodo 1980-2018.  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total 
Media 186.03 191.63 138.17 54.30 7.33 2.56 5.48 2.18 12.22 23.31 35.34 115.65 774.21 
DesvStd 46.59 61.16 69.64 29.42 9.75 3.84 6.91 1.93 11.62 16.91 30.71 55.15 343.61 
Min 80.90 34.60 27.50 1.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 144.60 
Max 245.80 323.70 249.10 115.60 30.70 12.90 22.10 6.00 42.80 57.00 101.20 202.20 1409.10 
 
 
 
 
Figura 23: Precipitaciones promedio Pañe (mm), periodo 1980-2018.  
Fuente: AUTODEMA 
 
 
Tabla 17: Precipitaciones promedio Bamputañe, periodo 2011-2019.  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total 
Media 133.76 150.88 125.48 52.09 8.97 2.59 6.36 5.86 19.90 32.36 24.93 123.46 686.61 
DesvStd 70.04 93.10 68.37 32.50 11.92 3.42 5.42 5.85 19.06 17.85 11.56 54.32 393.40 
Min 0.00 0.00 51.20 5.20 0.80 0.00 0.20 0.00 0.00 18.60 10.30 65.70 152.00 
Max 225.10 307.10 237.10 103.60 36.70 8.60 16.30 12.50 54.20 69.50 41.80 203.10 1315.60 
 
Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic
Media 186.03 191.63 138.17 54.30 7.33 2.56 5.48 2.18 12.22 23.31 35.34 115.65
Max 245.80 323.70 249.10 115.60 30.70 12.90 22.10 6.00 42.80 57.00 101.20 202.20
DesvStd 46.59 61.16 69.64 29.42 9.75 3.84 6.91 1.93 11.62 16.91 30.71 55.15
Min 80.90 34.60 27.50 1.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Figura 24: Precipitaciones promedio Bamputañe, periodo 2011-2019.  
Fuente: AUTODEMA 
 
 
Tabla 18: Precipitaciones promedio Imata, periodo 1980-2018.  
Fuente: AUTODEMA  
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total 
Media 131.76 135.84 90.21 34.32 4.41 2.18 5.19 5.52 7.14 10.87 18.16 71.11 516.71 
DesvStd 60.21 62.88 44.30 24.10 5.23 3.72 7.48 6.54 8.40 9.25 17.45 50.06 299.62 
Min 0.00 0.00 4.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 5.80 10.00 
Max 239.40 249.70 159.70 74.50 14.90 10.50 22.40 20.80 23.10 37.60 55.80 154.30 1062.70 
 
 
 
 
Figura 25: Precipitaciones promedio Imata, periodo 1980-2018.  
Fuente: AUTODEMA 
Max 225.10 307.10 237.10 103.60 36.70 8.60 16.30 12.50 54.20 69.50 41.80 203.10
DesvStd 70.04 93.10 68.37 32.50 11.92 3.42 5.42 5.85 19.06 17.85 11.56 54.32
Media 133.76 150.88 125.48 52.09 8.97 2.59 6.36 5.86 19.90 32.36 24.93 123.46
Min 0.00 0.00 51.20 5.20 0.80 0.00 0.20 0.00 0.00 18.60 10.30 65.70
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Max 239.4 249.7 159.7 74.50 14.90 10.50 22.40 20.80 23.10 37.60 55.80 154.3
DesvStd 60.21 62.88 44.30 24.10 5.23 3.72 7.48 6.54 8.40 9.25 17.45 50.06
Media 131.7 135.8 90.21 34.32 4.41 2.18 5.19 5.52 7.14 10.87 18.16 71.11
Min 0.00 0.00 4.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 5.80
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Tabla 19: Precipitaciones promedio Pillones, periodo 1980-2018.  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total 
Media 117.15 131.38 79.58 32.17 4.03 3.46 4.83 3.29 4.94 12.28 8.87 64.65 466.63 
DesvStd 27.81 68.34 36.07 26.35 5.03 6.16 6.55 6.46 5.79 15.18 12.06 52.60 268.39 
Min 70.50 10.50 29.10 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 110.40 
Max 150.20 224.10 169.90 88.40 11.80 15.40 18.30 20.10 15.50 51.00 29.70 157.50 951.90 
 
 
 
 
Figura 26: Precipitaciones promedio Pillones, periodo 1980-2018.  
Fuente: AUTODEMA 
 
 
Tabla 20: Precipitaciones promedio Chalhuanca, periodo 2011-2018.  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total 
Media 124.56 115.99 79.69 36.48 3.66 4.60 4.39 2.60 6.14 7.43 7.00 56.66 449.19 
DesvStd 41.28 54.09 32.24 26.67 5.89 7.28 6.09 5.34 8.53 7.91 13.26 64.92 273.51 
Min 39.00 16.40 26.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 82.10 
Max 161.80 174.80 115.40 83.10 13.90 20.10 17.50 15.30 23.40 20.50 38.90 165.00 849.70 
 
Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic
Max 150.20 224.10 169.90 88.40 11.80 15.40 18.30 20.10 15.50 51.00 29.70 157.50
Min 70.50 10.50 29.10 0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DesvStd 27.81 68.34 36.07 26.35 5.03 6.16 6.55 6.46 5.79 15.18 12.06 52.60
Media 117.15 131.38 79.58 32.17 4.03 3.46 4.83 3.29 4.94 12.28 8.87 64.65
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Figura 27: Precipitaciones promedio Chalhuanca, periodo 2011-2018.  
Fuente: AUTODEMA 
 
 
Tabla 21: Precipitaciones promedio Frayle, periodo 1980-2018.  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total 
Media 85.80 83.06 63.69 28.91 2.37 2.08 5.52 0.54 1.98 3.56 7.19 34.64 319.32 
DesvStd 41.62 40.83 41.33 23.18 3.43 5.10 8.51 1.09 4.15 5.55 8.98 32.58 216.35 
Min 0.00 0.00 3.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.20 
Max 161.80 141.50 192.40 66.00 11.20 20.70 29.40 3.80 15.80 19.00 31.00 96.80 789.40 
 
 
 
 
Figura 28: Precipitaciones promedio Frayle, periodo 1980-2018.  
Fuente: AUTODEMA 
Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic
Max 161.80 174.80 115.40 83.10 13.90 20.10 17.50 15.30 23.40 20.50 38.90 165.00
Min 39.00 16.40 26.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
DesvStd 41.28 54.09 32.24 26.67 5.89 7.28 6.09 5.34 8.53 7.91 13.26 64.92
Media 124.56 115.99 79.69 36.48 3.66 4.60 4.39 2.60 6.14 7.43 7.00 56.66
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DesvStd 41.62 40.83 41.33 23.18 3.43 5.10 8.51 1.09 4.15 5.55 8.98 32.58
Min 0.00 0.00 3.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Media 85.80 83.06 63.69 28.91 2.37 2.08 5.52 0.54 1.98 3.56 7.19 34.64
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Tabla 22: Precipitaciones promedio Aguada Blanca (mm), periodo 1980-2018.  
Fuente: AUTODEMA 
 
Estadístico Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic Total 
Media 63.71 63.52 32.33 13.81 2.48 2.25 3.00 0.21 0.90 1.64 1.75 13.83 199.44 
DesvStd 38.85 29.25 20.20 14.97 4.87 6.67 5.97 0.69 2.00 3.38 3.51 17.24 147.59 
Min 3.90 8.30 1.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 13.40 
Max 143.80 122.90 69.20 49.90 18.90 28.30 24.50 2.80 7.80 12.50 14.30 57.40 552.30 
 
 
 
 
Figura 29: Precipitaciones promedio Aguada Blanca (mm), periodo 1980-2018.  
Fuente: AUTODEMA 
 
 Error (RMSE) 
El error también conocido como la Raíz de la Desviación Cuadrática Media 
(RMSE), mide la cantidad de error que existe entre dos conjuntos de datos, que 
compara entre un valor predicho y un valor conocido. 
 
  
Ene Feb Mar Abr May Jun Jul Ago Sep Oct Nov Dic
Media 63.71 63.52 32.33 13.81 2.48 2.25 3.00 0.21 0.90 1.64 1.75 13.83
DesvStd 38.85 29.25 20.20 14.97 4.87 6.67 5.97 0.69 2.00 3.38 3.51 17.24
Max 143.80 122.90 69.20 49.90 18.90 28.30 24.50 2.80 7.80 12.50 14.30 57.40
Min 3.90 8.30 1.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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CAPÍTULO 5 
 
5.PROPUESTA DEL MODELO PREDICTIVO 
 
En este capítulo, se presenta la propuesta de la investigación que tiene como objetivo 
plantear un modelo predictivo para la predicción del siguiente caudal efluente y prevenir 
la activación del SAT ante posibles desbordamientos de ríos y represas del Sistema Chili 
Regulado. 
Se propone usar entrevistas para la obtención y acceso a los datos hidrometeorológicos 
históricos, tal como se aprecia en los anexos, también se propone utilizar los datos 
obtenidos para el modelo predictivo que se propone y así lograr resultados favorables 
para el objetivo de esta investigación. 
Para este objetivo, solo estaremos basados con todo lo relacionado a desbordamientos 
por ser el principal rol de monitoreo del SAT, ya que por lo contrario en temporadas de 
sequias, el monitoreo del SAT es distinto por ser más sectorial además de la combinación 
de información meteorológica externa a la institución, y con ello prevenir la falta del 
recurso hídrico con mayor almacenamiento y ahorro del mismo. 
También nos enfocaremos más en los caudales efluentes máximos, ya que de este 
dependen los buenos resultados y capacidad de gestión en la captación y resguardo del 
recurso hídrico, como también la capacidad de descarga promedio sin afectar a quienes 
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gozan de este recurso natural que es el agua, y por ser uno de los principales fines de la 
AUTODEMA. 
 
Descripción del Modelo 
En la implementación de este modelo, utilizaremos las redes neuronales recurrentes 
de tipo LSTM, porque es idóneo para el formato secuencial en tiempos en el que se 
presenta el registro de lecturas de los equipos meteorológicos; además, de que es el 
más popular y óptimo para el aprendizaje profundo, gracias a sus conexiones de 
retroalimentación que lo convierte en una computadora de propósito general; 
también, permite computar todo lo que una Máquina de Turing (dispositivo que 
manipula símbolos sobre una tira de cinta de acuerdo a una tabla de reglas, 
diseñada como dispositivo hipotético que representa una máquina de computación, 
para el entendimiento de los límites del cálculo mecánico) puede, como datos 
individuales, secuencias completas de datos, voz y video. 
Las redes LSTM están bien adaptadas para procesar, clasificar y hacer predicciones 
basadas en datos de series de tiempo. 
Para este modelo solo se usará datos recolectados y obtenidos de la AUTODEMA. 
Teniendo en cuenta lo explicado, el proceso a seguir para la construcción de un 
modelo de aprendizaje automático se realizará los siguientes pasos: 
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 Arquitectura  
 
 
Figura 30: Arquitectura del modelo predictivo. 
Fuente: Autoría propia 
 
En la Figura 30, se observa la arquitectura del modelo predictivo, ingresando el 
data set (CSV) y utilizando el algoritmo LSTM. 
 
 Recolección de los Datos.  
Suele constituir un proceso tedioso que ocupa gran parte del desarrollo del 
sistema propuesto, para lo cual se realizó la recopilación de la información de 
las lecturas de caudal que se toman en cada una de las represas, como se 
muestra en la Tabla 23. 
 
Tabla 23: Porción de todos los datos de caudal obtenidos 
Fuente: autoría propia 
 
 id fecha caudal 
1 222469 2010-01-01 9.0500 
2 222825 2010-01-02 9.2900 
3 222574 2010-01-03 9.1600 
4 222609 2010-01-04 9.2400 
5 222677 2010-01-05 9.2100 
6 222837 2010-01-06 9.2000 
7 222869 2010-01-07 9.2500 
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Valores Obtenidos en la Recolección de Datos 
 Cantidad de registro históricos de lecturas contenidas en el repositorio  
En nuestra investigación realizamos el estudio de los registros históricos de 
datos que se obtienen de forma digital desde el año 2009, teniendo hasta la 
actualidad aproximadamente más de 3500 registros, en los anexos adjuntamos 
un ejemplo de plantilla de obtención de estos datos. 
 
Arquitectura de la Celda LSTM 
Los LSTM, son un tipo especial de RNN, con capacidad para manejar dependencias 
a largo plazo; proporcionan una solución al problema de la degradación de la 
desaparición/explosión. 
 
 
Una simple celda LSTM se ve así: 
 
RNN 
                       ℎ𝑡 = 𝑡𝑎𝑛ℎ (𝑊 (
ℎ𝑡−1
𝑥𝑡
)) 
Fórmula 1 
Fórmula  1 
For 
LSTM 
                             
(
 
 
𝑖
𝑓
𝑜
𝑡𝑎𝑛ℎ
)
 
 
= 
(
 
 
𝜎
𝜎
𝜎
𝑡𝑎𝑛ℎ
)
 
 
 𝑊 (
ℎ𝑡−1
𝑥𝑡
) 
Fórmula 2 
Fórmula  2 
Formula  
Una simple celda LSTM consta de 4 puertas: 
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f Forget gate (Puerta de olvido). 
i Input gate (Puerta de entrada). 
c Gate gate (Puerta de la puerta). 
o Output gate (Puerta de salida). 
 
Figura 31: Representación visual de la celda LSTM. 
Fuente: Autoría propia 
 
 Forget Gate – Puerta de olvido (f):  
Después de obtener la salida del estado anterior, h (t-1), forget gate nos ayuda 
a tomar decisiones sobre lo que debe eliminarse del estado h (t-1) y, por lo 
tanto, mantener solo las cosas relevantes. Está rodeado por una función 
sigmoide que ayuda a aplastar la entrada entre [0,1]. Se representa como: 
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Figura 32: Representación visual de Forget Gate. 
Fuente: Understanding lstm networks [34] 
 
 
                        𝑓𝑡 =  𝜎 (𝑊𝑓  ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) Fórmula 3 
Fórmula  3 
Multiplicamos la puerta del olvido con el estado de celda anterior para no incluir 
las cosas innecesarias del estado anterior que ya no se requieren. 
 Input Gate - Puerta de entrada (i):  
En la puerta de entrada, decidimos agregar nuevos elementos a nuestro estado 
de celda actual, en función de cuánto deseamos agregarlos. 
 
Figura 33: Representación visual de Input Gate. 
Fuente: Understanding lstm networks [34] 
 
 
                     𝑖𝑡 =  𝜎 (𝑊𝑖  ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) Fórmula 4 
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Fórmula  4 
                       𝒞𝑡 =  𝑡𝑎𝑛ℎ (𝑊𝐶  ∙ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝐶) Fórmula 5 
Fórmula  5 
En la imagen anterior, la capa sigmoide decide qué valores se actualizarán y la 
capa tanh, crea un vector para que los nuevos candidatos se agreguen al 
estado actual de la celda. 
Para calcular el estado de esta celda, agregamos la salida de ((input_gate * 
gate_gate) y olvidamos la puerta como se muestra a continuación. 
 
                           𝐶𝑡 = 𝑓𝑡 ∗  𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶𝑡 Fórmula 6 
Fórmula  6 
 Output Gate - Puerta de salida (o):  
Finalmente, decidiremos qué salida de nuestro estado de celda se realizará 
mediante nuestra función sigmoide. 
Multiplicamos la entrada con tanh para aplastar los valores entre (-1,1) y luego 
la multiplicamos con la salida de la función sigmoide, para que sólo incluyamos 
lo que queremos. 
 
Figura 34: Representación visual de Output Gate. 
Fuente: Understanding lstm networks [34] 
 
 
                              𝑜𝑡 =  𝜎 (𝑊𝑜  ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) Fórmula 7 
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Fórmula  7 
                            ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡) Fórmula 8 
Fórmula  8 
LSTM responde a la desaparición y explosión de un problema de gradiente de 
la siguiente manera. LSTM tiene backprop (propagación hacia atrás) mucho 
más limpio en comparación con Vanilla RNN (algoritmo estándar de RNN de 
propagación hacia atrás). 
 
Metodología 
La metodología que se propone para la ejecución de una red neuronal LSTM que 
predice el siguiente caudal efluente a partir de un registro de datos 
hidrometeorológicos, generados de las lecturas de sensores hidrometeorológicos que 
se muestran en los anexos del documento, está conformado por tres fases: Pre-
procesamiento del registro de eventos. 
 Pre procesamiento de registro datos hidrometeorológicos. 
 Categorización. 
 Modelo de predicción basado en LSTM. 
Así como se muestra en la Figura 35. 
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Pre procesamiento de Registro de datos Hidrometeorológicos
Repositorio
Registro de datos 
Hidrometeorológicos
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Figura 35: Esquema de la metodología propuesta 
Fuente: Autoría propia 
 
Fase de Pre-Procesamiento 
La fase de pre-procesamiento de registro de datos hidrometeorológicos se compone 
de las siguientes etapas: 
 Extracción de Datos: 
Se realiza un análisis detallado de las lecturas hidrometeorológicos en un 
archivo en formato .TXT que exporta el sensor hidrometeorológicos, luego es 
convertido en otro archivo en formato .CSV, el cual permite la identificación de 
los diferentes datos que contiene el registro hidrometeorológicos, permitiendo 
seleccionar los datos requeridos para una predicción, en este caso se utiliza los 
atributos “caudal, evaporación, precipitación, temperatura máxima y 
temperatura mínima”, tal como se puede apreciar en los anexos. 
 Identificación de Lecturas: 
Consiste en identificar y obtener las lecturas, con sus respectivas fechas de 
registro manteniendo el orden original de registro. 
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 Segmentación: 
Consiste en la separación del resto de datos contenidos en el registro de datos 
hidrometeorológicos, posterior a ello se etiqueta las columnas para el 
reconocimiento del mismo, además de considerarse como datos de entrada (X) 
y el resultado obtenido posteriormente al cual se le conoce como la salida 
esperada (Y). 
 
Fase de Categorización 
La fase de categorización consiste en un proceso para categorizar la secuencia de 
números enteros correspondiente a las lecturas de salida (Y) en una representación 
de tipo “one hot encoding”, especificando que el número de clases será al tamaño del 
vocabulario. 
 
Fase modelo de Predicción Basado en LSTM 
 Diseño del Modelo LSTM.  
Se genera el diseño de la red LSTM por capas, primero se genera la cubierta 
de entrada (embedding), luego la cubierta oculta (unidades LSTM), finalmente 
la cubierta de salida, en cada una de estas capas, se define los parámetros 
necesarios. 
 Entrenamiento del Modelo LSTM:  
El adiestramiento de la red LSTM, se realiza utilizando como datos: la 
secuencia de números representados por las actividades contenidas en la 
matriz (X) y en la representación “One Hot” (Y) que es la codificación de 
variables categóricos, es decir representación de variables categóricas  como 
vectores binarios, teniendo una correlación entre valores categóricos y valores 
enteros. 
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 Selección del Mejor Modelo:  
Los resultados del entrenamiento permitirán elegir el modelo de la red LSTM 
como modelo final a implementar. Un entrenamiento con un grado de exactitud 
alto se deberá seleccionar como el modelo para realizar las predicciones; en 
caso contrario, se recomienda modificar el diseño de la red, ajustando los 
parámetros requeridos y ejecutar nuevamente el entrenamiento de la red. 
 Predicción del Siguiente Caudal Efluente:  
Es la salida generada por la red neuronal LSTM, la cual mediante una fase de 
entrenamiento permite predecir la actividad siguiente en un proceso de 
negocio, a partir de una actividad de entrada o de una secuencia de actividades 
de entrada, lo cual se explica en los siguientes apartados del documento. 
 
Modelo de Predicción Basado en LSTM 
El enfoque propuesto se basa en la ejecución de una red neuronal recurrente LSTM, 
que es considerada como una red de estructura especial que consiste en bloques de 
memoria y celdas de memoria, junto con las unidades de compuerta que las 
contienen [35], es decir, una unidad LSTM; se compone de una celda y tres 
compuertas (entrada, salida y olvido). Mediante esta estructura especial una red 
LSTM puede seleccionar qué información se olvida o se recuerda. 
Las unidades de compuerta de entrada multiplicativas se usan para evitar los efectos 
negativos que las entradas no relacionadas pueden crear. La compuerta de entrada 
controla el flujo de entrada a la celda de memoria, y la compuerta de salida controla 
la secuencia de salida de la celda de memoria a otros bloques LSTM. 
La compuerta de olvido en la estructura del bloque de memoria está controlada por 
una red neuronal simple de una capa. En un momento 𝑡𝑡, los componentes de la 
unidad LSTM se actualizan mediante ecuación 1 [13],  [36]. 
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                  𝑓𝑡 = σ(𝑊[𝑥𝑡 , ℎ𝑡−1 , 𝐶𝑡−1] + 𝑏𝑓) Fórmula 9 
Fórmula  9 
Donde 𝑥𝑡 es la secuencia de entrada, ℎ𝑡−1 es la salida de bloque anterior, 𝐶𝑡−1 es la 
memoria de bloque LSTM anterior, y 𝑏𝑓 es el vector de polarización. 𝑊 representa 
vectores de peso separados para cada entrada y σ es la función sigmoidea logística. 
La función de accionar sigmoidea, que es la marcha de la compuerta de olvido, se 
aplica al bloque de memoria anterior mediante la multiplicación por elementos. Por lo 
tanto, se determina el grado en que el bloque de memoria previo, será efectivo en el 
LSTM actual. Si el vector de salida de activación contiene valores cercanos a cero, 
se olvidará la memoria anterior.  
La otra compuerta, o compuerta de entrada, es una sección donde la nueva memoria 
es creada por una red neuronal simple con la función de activación 𝑡𝑎𝑛ℎ y el bloque 
de memoria anterior.  
Estas operaciones se calculan mediante las ecuaciones 2 y 3. 
 
𝑖𝑡 = σ(𝑊[𝑥𝑡  , ℎ𝑡−1 , 𝐶𝑡−1] + 𝑏𝑖) Fórmula 10 
Fórmula  10 
𝐶𝑡 = 𝑓𝑡. 𝐶𝑡−1 + 𝑖𝑡 . 𝑡𝑎𝑛ℎ(𝑊[𝑥𝑡 , ℎ𝑡−1 , 𝐶𝑡−1] + 𝑏𝑐) Fórmula 11 
Fórmula  11 
Formula 1 
Finalmente, la compuerta de salida es la sección en donde se genera las 
probabilidades del bloque LSTM actual [36]. Las salidas se calculan mediante las 
ecuaciones 4 y 5. 
 
𝑜𝑡 = σ(𝑊[𝑥𝑡  , ℎ𝑡−1 , 𝐶𝑡] + 𝑏𝑜) Fórmula 12 
Fórmula  12 
ℎ𝑡 = tanh(𝐶𝑡) . 𝑜𝑡 Fórmula 13 
Fórmula  13 
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Librerías para la Predicción 
 Pandas:  
Librería que permite trabajar con estructuras de datos en Python, así como el 
análisis de estos y está diseñada para trabajar con diferentes tipos de 
información, provenientes de bases de datos, estadísticas, etc. 
 Numpy:  
Librería que permite realizar funciones matemáticas y estadísticas de manera 
eficiente. Básicamente, introduce los objetos en arreglos multidimensionales, 
los cuales permiten operaciones por bloques de manera equivalente a 
operaciones escalares. 
 Keras: 
Librería que permite acceder y utilizar los algoritmos de Machine Learning en 
Python. A partir de este repositorio se hace referencia a Long Short Term 
Memory (LSTM). 
 Sklearn: 
Esta librería está diseñada para inter-operar con las bibliotecas numéricas y 
científicas Numpy y Scipy. 
 Matplotlib:  
Librería que permite suscitar gráficos, histogramas, espectros de potencia, 
gráficos de barras. 
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CAPÍTULO 6 
 
6.ANALISIS DE RESULTADOS 
 
Este capítulo se muestra el adiestramiento de la red LSTM y los resultados logrados para 
la predicción de caudales. 
 
Implementación del Modelo 
Para la implementación del modelo predictivo Machine Learning se utilizó Python y 
librerías de alto nivel como TensorFlow, Keras además de pandas, matplotlib, 
numpy, math y sklearn: y la aplicación de LSTM (Long Short Term Memory) en series 
de tiempo para la predicción de lecturas futuras de los respectivos sensores 
hidrometeorológicos. 
La red de memoria de corto plazo a largo plazo, también conocido como red LSTM, 
es una red neuronal recurrente especial, óptima para abordar problemas de 
secuencia difíciles en el aprendizaje automático y que se entrena con 
Backpropagation Through Time, que es una técnica basada en gradientes para 
entrenar ciertos tipos de redes neuronales recurrentes. 
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Las redes LSTM, tienen bloques de memoria que están enlazados a través de capas 
y estos a su vez tienen componentes que lo hacen más inteligentes que una neurona 
clásica, ya que cuenta con una memoria para secuencias recientes. 
Se realizaró la clasificación de las lecturas de caudal desde el año 2009 hasta el 
2019 obtenidas por el sensor de caudal, el sensor de caudal podemos apreciarlo en 
la Figura 36. 
 
  
 
 
Figura 36: Sensor de lectura de caudal 
Fuente: Autoría propia 
 
Para la predicción del caudal efluente, sólo basta con las lecturas del sensor de 
caudales, ya que las demás lecturas obtenidas por el resto de sensores son 
complementarias, pero no indispensables para una buena toma de decisiones frente 
al SAT. 
La Figura 35 muestra las tres fases de la metodología propuesta, en el cual nos 
centraremos en la fase 3 del modelo de predicción basado en LSTM, pasando por la 
fase 1que es el pre procesamiento de registro de datos hidrometeorológicos y la fase 
2 correspondiente a la categorización. 
En esta fase 3 se conforma inicialmente por el diseño del modelo LSTM que consta 
de la siguiente manera. 
 Se usó las librerías numpy para la manipulación de los vectores y matrices, 
matplotlib para la construcción de gráficas, pandas para la lectura de los datos, 
math para cálculos en raíces, keras para la construcción del modelo de red y la 
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utilidad del LSTM – Long Short - Term Memory, y por último la librería sklearn para 
el procesamiento en la normalización y la obtención de métricas. 
 Con los datos hidrometeorológicos obtenidos de la AUTODEMA a través de 
encuestas y análisis documental se analizó respectivamente que datos son 
necesarios e importantes para la red LSTM, diferenciando así los datos 
innecesarios para el entrenamiento del mismo, además se realizó la clasificación de 
las lecturas de los sensores que estaban en archivos de hojas de cálculo y base de 
datos SqlServer, como se puede ver en los anexos, y el resultado de la clasificación  
tal como se muestra en la tabla 23, de los cuales solo se consideró la fecha y la 
lectura respectivamente por cada sensor, como es caudal, temperatura máxima, 
temperatura mínima, evaporación y precipitación; inicialmente los datos estaban en 
hojas de cálculo y en base de datos SqlServer, y estos fueron trasformados en un 
archivo .csv para nuestro modelo predictivo. 
 A continuación se realiza la lectura del archivo .csv donde se encuentra el origen de 
datos debidamente categorizado como se determina en la fase 2 de la Figura 35 
haciendo uso de la librería pandas tal como se muestra en la Figura 37. 
 
 
 
Figura 37: Código fuente para la lectura de archivo .csv con pandas. 
Fuente: Autoría propia 
 
Donde “pathFile” es la dirección y/o dirección del archivo .csv, “header” es el 
número de fila para usar como nombres de las columnas y determinar el inicio de 
los datos y por ultimo “index_col” es el número de columna como índice. 
Luego para graficar los valores de caudal, evaporación, temperatura mínima, 
temperatura máxima y precipitación con el fin de conocer visualmente su dispersión 
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de picos mínimos y máximos haciendo uso de la librería matplotlib, todo esto en 
una sola gráfica como sub series separadas como se muestra en la Figura 38.  
 
 
 
Figura 38: Código fuente para graficar por trazos con matplotlib. 
Fuente: Autoría propia 
 
 Seguidamente todas las funciones se normalizan en un rango de 0 a 1, con el fin de 
manipular valores más pequeños además de ignorar sus unidades dimensionales 
originales, luego el conjunto de datos se transforma en un problema de aprendizaje 
supervisado de la forma (t - 1), t, (t + 1). 
 Luego dividimos el conjunto de datos original del caudal como objeto a predecir en 
conjuntos de entrenamiento (train) y prueba (test) en 67% y 33% respectivamente 
de forma aleatoria para dicho propósito sin restricción alguna pudiendo considerar 
cualquier otro valor para dicho fin. 
 Luego se divide los conjuntos de train y test en variables de entrada y salida, cuyos 
valores de entradas 𝑋𝑖 se reforman al formato 3D esperado por los LSTM 
(muestras, pasos de tiempo, características) como se muestra en la Figura 39. 
 
 
 
66 
  
  
 
Figura 39: Código fuente de valores de entrada por los LSTM en forma 3D (muestras, 
pasos de tiempo, características). 
Fuente: Autoría propia 
 
 Posteriormente se define el LSTM con 100 neuronas en la primera capa oculta y 
una neurona en la capa de salida para predecir el siguiente caudal efluente, la 
forma de entrada es de 1 paso de tiempo ya que las lecturas son diarias y no 
repetitivas con 5 características respectivamente, se utiliza la función de perdida de 
error cuadrático medio (mean_squared_error) y la versión de eficiencia de Adam del 
descenso del gradiente estocástico, que es uno de los algoritmos de optimización 
más populares en aprendizaje automático para la minimización de cualquier función 
multi-dimensional, lento pero versátil, el modelo está ajustado a 100 épocas de 
entrenamiento con un tamaño de lote (batch size) de 50 que consiste en definir el 
número de muestras que se propagaran a través de la red, es decir que de un total 
de 2517 muestras de capacitación equivalente al 0.67% que es conjunto de datos a 
entrenar y su configuración batch size es igual a 100, significa que el algoritmo 
toma las primeras 100 muestras del 1 al 100 del conjunto de datos de capacitación 
y capacita la red, posteriormente toma los otras 100 muestras del conjunto de datos 
del 101 al 200 donde capacita la red y así sucesivamente por cada época, 
finalmente se hace el seguimiento de la perdida  de entrenamiento (train) y de 
prueba (test) durante el entrenamiento, establecido con el argumento 
(validation_data) en la función de ajuste, las configuraciones realizadas son 
demostradas cuando se haga la explicación del entrenamiento. 
 
 Después se invierte la escala de los conjuntos de entrenamiento y prueba con las 
predicciones y los valores reales en su escala original, seguidamente se calcula el 
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error cuadrático medio (RMSE) que da error en las mismas unidades de la propia 
variable. 
 Finalmente se hace la gráfica comparativa entre las funciones del conjunto de datos 
del caudal original con el conjunto de datos de entrenamiento (train) y el conjunto 
de datos de prueba (test). 
 
Entrenamiento 
En el entrenamiento de la red LSTM ha pasado por n cantidad de intentos, es decir 
que por cada intento se ha realizado diversas configuraciones, teniendo como 
objetivo encontrar el mejor resultado cuyo margen de error sea pequeño además del 
coste computacional para cada criterio configurado. 
Inicialmente se usó configuraciones pequeñas, empezando por la utilización de una 
única variable, siendo este el caudal, cuya configuración se inició en 1 neurona como 
capa de entrada, 1 neurona como capa oculta y 1 neurona como capa de salida, con 
1 época (epoch) y por default 1 en tamaño de lote (batch size), este criterio se 
mantuvo en todos los intentos con el único propósito de encontrar la configuración 
óptima, en la Figura 40 se muestra un ejemplo de diseño y ajuste de la red LSTM. 
 
 
 
 
Figura 40: Código fuente para diseño y ajuste de la red LSTM. 
Fuente: Autoría propia 
 
En la Tabla 25 y Tabla 26 se muestra un resumen de los entrenamientos más 
importantes en el que se pueda observar claramente las diferencias en el error 
cuadrático medio (RMSE) entre cada entrenamiento por separado. 
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En la Tabla 24 se presenta un fragmento del archivo .csv debidamente categorizado 
de la fase 2 como se muestra en la Figura 35, utilizado para entrenar la red LSTM. 
 
Tabla 24: Fragmento del archivo .csv debidamente categorizado de la fase 2. 
Fuente: Autoría propia 
 
fecha caudal evaporación 
temperatura 
mínima 
temperatura 
máxima 
precipitación 
25/01/2011 34.506 3.9 2.4 12.4 14.2 
26/01/2011 23.796 3.8 3.8 12.2 15.6 
27/01/2011 24.089 2.3 2.2 10.4 3.2 
28/01/2011 33.569 3 3.8 11.2 1.2 
29/01/2011 14.314 2.2 4.5 11.1 21.4 
30/01/2011 10.755 4 2.9 15.8 3.3 
31/01/2011 9.469 5.3 2.6 10.2 6 
01/02/2011 10.206 5.5 4 12.2 0.4 
02/02/2011 18.115 3.4 4.6 14.2 6 
03/02/2011 18.653 7.3 4.3 15 5.1 
 
En la Figura 41 y 42 se ilustra la representación gráfica del historial de datos 
conformado por nuestro registro de lecturas como se ilustra en la Tabla 24. 
 
 
 
Figura 41: Representación gráfica del historial de lecturas. 
Fuente: Autoría propia 
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Figura 42: Representación gráfica del historial de lectura del Caudal. 
Fuente: Autoría propia 
 
 
En la Tabla 25 se presenta la configuración y resultados obtenidos en el 
entrenamiento de la red  LSTM con el valor de caudal como única variable de 
entrada y un solo valor de salida que es el siguiente caudal efluente. La columna 
“Logs” representa el número de prueba, entrenamiento y/o experimento con dichos 
ajustes utilizada para entrenar la red LSTM, la columna “Inputs” representa el número 
de variable de entrada de la red LST, la columna “Pasos de tiempo” representa el 
número de pasos de tiempo hacia el futuro para cada muestra, la columna 
“Neuronas” representa el número de neuronas en las capas ocultas, la columna 
“Epoch” representa el número de épocas para el entrenamiento, la columna “Batch 
size” representa la cantidad de muestras a trabajar antes de la actualización de 
parámetros del modelo interno, la columna “Ouputs” representa el número de valores 
de salida de la red LSTM, la columna “Error cuadrático medio” representa el error 
cuadrático medio de existente en la prueba, entrenamiento y/o experimento. 
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Tabla 25: Configuración y resultados de la red LSTM de una variable input. 
Fuente: Autoría propia 
 
Logs 
   Inputs           
(nro 
variables) 
Pasos 
de 
tiempo 
Neuronas  Epoch 
Batch 
size 
 Ouputs           
(nro 
variables) 
Error 
cuadrático 
medio (RMSE) 
log_1 1 1 1 10 1 1 6.25 
log_2 1 1 4 10 1 1 7.17 
log_3 1 1 1 20 1 1 6.3 
log_4 1 1 1 10 5 1 6.22 
log_5 1 1 1 10 50 1 11.44 
log_6 1 1 1 10 10 1 6.19 
log_7 1 1 1 10 20 1 7.13 
log_8 1 1 1 20 20 1 6.2 
log_9 1 1 4 100 1 1 6.44 
log_10 1 1 4 100 20 1 6.22 
log_11 1 1 100 100 50 1 6.49 
 
Como se puede apreciar en la Tabla 25, se utiliza el caudal como única variable de 
entrada para obtener como resultado un único valor que es el siguiente caudal 
efluente, en el cual el “log_6” muestra el menor error cuadrático medio RMSE, puesto 
que denota tener la configuración más aceptable para las predicciones, también se 
observa que en el “log_5” se cuenta con un mayor error el cual demuestra que su 
configuración no es la más aceptable tal cual se visualiza en la Figura 43. 
 
 
Figura 43: Representación gráfica del resultado del log_5. 
Fuente: Autoría propia 
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La configuración del “log_6” que esta resaltado de color rojo en la Tabla 26 servirá 
como configuración optima y punto de inicio para la aplicación de 4 variables más, 
que acompañan al caudal como características, haciendo un total de 5 variables 
como inputs. Es importante mencionar que las 4 características adicionales como  
son evaporación, temperatura mínima, temperatura máxima y precipitación son tan 
relevantes como la exclusión del mismo valor de caudal, es decir que los factores 
ligados directamente como causa efecto del caudal efluente son justamente las 4 
características adicionales mencionadas líneas  arriba,  por lo que su importancia en 
conjunto asegura el entendimiento de este fenómeno del caudal, no obstante no son 
todas las características que existen pero son las más importantes y con las que en 
la actualidad se cuentan, ya que se encuentran instalados sus sensores 
respectivamente, en la Tabla 26 se muestra la utilización de todas las características 
como inputs respectivamente. 
Tabla 26: Configuración y resultados de la red LSTM de cinco variables input. 
Fuente: Autoría propia 
 
Logs 
   Inputs           
(nro 
variables) 
Pasos 
de 
tiempo 
Neuronas  Epoch 
Batch 
size 
 Ouputs           
(nro 
variables) 
Error 
cuadrático 
medio (RMSE) 
log_12 5 1 1 10 10 1 17.77 
log_13 5 1 30 10 10 1 2.56 
log_14 5 1 50 10 10 1 2.58 
log_15 5 1 50 50 10 1 2.74 
log_16 5 1 30 50 10 1 2.93 
log_17 5 1 30 50 70 1 2.42 
log_18 5 1 50 50 70 1 2.31 
log_19 5 1 100 50 70 1 1.7 
log_20 5 1 100 100 70 1 1.38 
log_21 5 1 50 100 70 1 1.41 
log_22 5 1 50 100 20 1 1.58 
log_23 5 1 50 100 72 1 1.49 
log_24 5 1 70 100 70 1 1.45 
log_25 5 1 100 100 20 1 1.59 
log_26 5 1 100 100 100 1 1.6 
log_27 5 1 100 100 50 1 1.3 
log_28 4 1 100 100 50 1 1.11 
72 
  
  
En la Tabla 26 se muestra que la mejor prueba, entrenamiento y/o experimento es el 
“log_27”, cuya configuración es la más óptima para este modelo y el “log_12” es 
menos adecuado, sin embargo realizamos una última comparación en las 
configuraciones idénticas resaltado en color verde del “log_27” y “log_11” con la 
diferencia de variables de entrada de 5 y 1 respectivamente, y aun así se demuestra 
que trabajando con 5 variables es más óptima que trabajar con una variable. 
Las pruebas realizadas a la red LSTM entrenada permiten comprobar y demostrar 
que tiene capacidad para predecir el siguiente caudal efluente de la represa Aguada 
Blanca. La red LSTM acepta como dato de entrada 5 variables que son a la vez 
lecturas respectivamente, prediciendo en todos los casos el siguiente caudal efluente 
de la secuencia recibida en la entrada.  
En la Figura 45 se muestra los resultados del mejor modelo obtenidos por la red 
neuronal LSTM cuya configuración es el “log_27” de la Tabla 26, en la cual se 
muestra el histórico de lecturas de caudal en color azul, el progreso de 
entrenamiento en color naranja y la predicción realizada en color verde, cuyo 
resultado complementa el de la Tabla 26. 
Sin embargo vemos que en el “log_28” para un modelo con 4 características como 
variables de entrada inputs como se ve en la  Figura 44, y con los mismos ajustes del 
“log_27” se obtuvo un mejor resultado RMSE aparentemente, pero realmente es un 
valor errado ya que jugando con la cantidad de características es muy probable 
conseguir mejores resultados pero sin ningún valor en la vida real, esto debido a que 
el caudal como característica principal del modelo LSTM, se ve influenciado 
directamente por las demás características, simplemente por ser propiedad y factor 
que influyen directa e indirectamente el volumen del agua, y además por ser parte de 
los valores primarios de una estación hidrometeorológica.  
Esto también demuestra que el costo de mantenimiento de la red LSTM sin 
precipitaciones, ya sea en épocas de sequía o simplemente no se evalué la 
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precipitación como una característica más, es vital en el resultado predicho ya que es 
directa o indirectamente importante la presencia de precipitación porque de este 
depende la existencia del recurso hídrico y aún más para la represa Aguada Blanca, 
entonces su costo de la red LSTM si se vería afectado y los valores predichos no 
tendrían un valor significativo en la vida real. 
 
 
Figura 44: Representación gráfica del historial de los datos del registro de lecturas a 4 
variables inputs sin lectura de precipitación. 
Fuente: Autoría propia 
 
 
 
Figura 45: Grafica del mejor resultado obtenidos por la red neuronal LSTM. 
Fuente: Autoría propia 
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Finalmente los resultados obtenidos predichos y demás lecturas se pueden consultar 
desde una interfaz gráfica para el usuario final tal como se muestra en la Figura 46. 
 
 
 
 
Figura 46: Interfaz de usuario para la visualización de lecturas y predicciones. 
Fuente: Autoría propia 
 
Para la usabilidad del modelo predictivo frente a un usuario, se implementó una 
arquitectura de integración de software, integrando el modelo predictivo planteado, 
un Web Services como Backend y un Frontend como interfaz gráfica; en donde el 
modelo predictivo esta implementado en Python tal cual se describe páginas arriba, 
el Backend comprende en ser una aplicación Web Services con arquitectura n-capas 
cuya función es el de facilitar la accesibilidad, disponibilidad y usabilidad de la 
información requerida, respecto a las lecturas, datos históricos, información adicional 
y predicciones contempladas, además de permitir la administración completa de la 
información previo manejo de seguridad por cada transacción realizada respecto a la 
información almacenada, implementado con Spring Framework y el Frontend 
implementado en JQuery. 
75 
  
  
En la Figura 47 se muestra el Web Services (Back-End) de arquitectura n-capas 
hecha en Java y Spring Framework, además del IDE Eclipse, aquí se muestra un 
bosquejo de cómo esta implementada nuestras capas. 
 
 
 
Figura 47: Arquitectura Web Services (Back-End) con Spring Framework. 
Fuente: Autoría propia 
 
En la Figura 48 se muestra la integración del modelo predictivo, el Backend y el 
Frontend. 
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Figura 48: Arquitectura de integración  Modelo Preditivo, Backend y Frontend. 
Fuente: Autoría propia 
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CONCLUSIONES 
 
Conclusión principal. Como efecto del presente trabajo de investigación, se presentó el 
diseño de un método predictivo para datos contenidos en los registros de lecturas 
hidrometeorológicos, utilizando una red neuronal recurrente de tipo LSTM, especial para 
el trato de datos basado en series de tiempo. Es novedoso el uso de esta técnica en el 
ámbito de la hidrología, específicamente en la administración del recurso hídrico, en una 
cuenca conformada por una o más represas, al usar registros de lecturas para el 
adiestramiento de la red neuronal de tipo LSTM con datos del mundo real y datos 
simulados, en el que se  demuestra que el modelo predictivo es muy efectivo para el caso 
de estudio, que depende del número de muestras y características, lo cual influye en la 
predicción del siguiente caudal efluente, utilizado para el entrenamiento de la red LSTM. 
Por ende, se concluye que el uso de este modelo ayuda anticipar en la toma de 
decisiones con respecto a la activación del SAT. 
 
Segunda Conclusión. Se investigó las fuentes obtenidos de los datos históricos de las 
represas que constituyen la cuenca del sistema Chili Regulado, los cuales fueron 
procesados, analizados y clasificados para el modelo propuesto, además se investigó 
todo lo concerniente a las tecnologías asociadas a Machine Learning para luego optar por 
la tecnología más adecuada a la solución del problema. 
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Tercera conclusión. Se concluye que mediante la investigación y la evaluación de los 
diferentes tipos de redes neuronales, la red Long Short Term Memory (LSTM) es el 
modelo más adecuado para trabajar con datos de orden cronológico, ya que están 
adaptadas para resolver problemas basados en series de tiempo. 
 
Cuarta conclusión. En el estudio de la investigación se requirió el uso de las cuatro 
características, es decir que a mayor número de características se obtuvieron mejores 
resultados teniendo un menor error cuadrático medio (RMSE). Y, por lo contrario, si no se 
cuenta con características el error (RMSE) se incrementa al ser un valor que no se ajusta 
a la realidad. Por ende, se estableció un modelo único para el análisis de los registros y 
obtener un mejor resultado el cual se propuso la red LSTM. 
 
Quinta conclusión. Se validó el modelo mediante e luso de la métrica y su 
correspondiente indicador de error (RMSE), por el cual se obtuvieron los resultados 
demostrados en el documento, obteniendo el error mínimo para inferir que la tecnología 
utilizada en este caso LSTM es una de las idóneas al tratar datos en series de tiempo 
 
Sexta conclusión. Se concluye que las series de tiempo de las características deben 
correlacionarse respecto al mismo paso de tiempo, además de que el paso de tiempo a 
un día es válido para el SAT. 
 
Séptima conclusión. Se concluye que el uso de una interfaz gráfica con datos resumidos, 
contribuye en la comprensión de la predicción versus la data actual, el cual ayudara en el 
monitoreo del SAT y su posterior toma de decisiones. 
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RECOMENDACIONES 
 
 Terminada esta investigación, se considera investigar más variables que guardan 
relación directa e indirectamente con el caudal y se propone optimizar mejoras en la 
predicción del siguiente caudal efluente. 
 Se propone analizar con mayor detenimiento a los efectos dejados por los caudales, 
para el origen de otras investigaciones como origen de impacto ambiental, deformación, 
debilitación y erosión de suelos. 
 Ampliando la matriz de vectores de características, con más casos adicionales y 
atributos contenidos en el registro de lecturas como erosión y filtración, influyentes 
directa e indirectamente al caudal ayudaría a optimizar las predicciones mitigando aún 
más el RMSE. 
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ANEXOS 
A. Hardware 
 Servidor de aplicaciones de la marca HP, modelo Proliant DL 380 Gen9 
 
Tabla 27: Características del Servidor.  
Fuente: Autoría propia 
 
Fabricante  HP  
Modelo  ProLiant DL 380 Gen 9 
CPU 
Procesador Logico 20 
Tipo de procesador Intel Xeon CPU E5 
Sockets 1 
Nucleos 10 
Memoria  64 GB  
 
 
 
 
 
 
Figura 49: Servidor de Aplicaciones HP Proliant Gen9. 
Fuente: Autoría propia. 
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 Estaciones Meteorológicos: 
Características 
Modelo : CAMPBELL 
Fabricante: CAMPBELL SCIENTIFIC 
Sensores : 
 Sensor de velocidad y dirección del viento 
 Sensor de temperatura y humedad 
 Sensor de radiación solar 
 Sensor de precipitación 
 Sensor de presión 
 Panel solar 
Equipamiento: 
 Enclosure. 
 Panel solar (Donde no se cuenta con energía eléctrica) 
 Datalogger CR1000 
 Interfaz NL100 
 Batería 
 
Figura 50: Detalle de los sensores. 
Fuente: Autoría propia 
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Figura 51: Sensor de Velocidad y dirección del viento, sensor de Temperatura y 
humedad, sensor de radiación solar y sensor de precipitación. 
Fuente: Autoría propia 
 
 
 Sensores de Caudal: 
  
 
Figura 52: Sensor de lectura de caudal. 
Fuente: Autoría propia 
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B. Diagrama de Casos de Uso 
 
 
 
Figura 53: Diagrama de Casos de Uso recolección de datos.  
Fuente Autoría propia 
 
 
 
 
 
Figura 54: Diagrama de Casos de Uso Monitoreo de datos y predicciones en tiempo real. 
Fuente Autoría propia 
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C. Diagrama de Secuencia 
 
 
Figura 55: Diagrama de Secuencia del Operador Instrumentista.  
Fuente Autoría propia 
 
 
 
 
Figura 56: Diagrama de Secuencia del Operador Analista.  
Fuente Autoría propia 
 
 
 
Figura 57: Diagrama de Secuencia del Algoritmo Machine Learning. 
Fuente Autoría propia 
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Figura 58: Diagrama de Secuencia Operador de Monitoreo. 
Fuente Autoría propia 
 
 
 
D. Diagrama de Componentes 
 
 
Figura 59: Diagrama de Componentes.  
Fuente Autoría propia 
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E. Diagrama de Despliegue 
 
 
 
Figura 60: Diagrama de Despliegue.  
Fuente Autoría propia 
 
F. Diagrama de Actividades 
 
 
Figura 61: Diagrama de Actividades.  
Fuente Autoría propia 
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G. Diagrama de Clases 
 
 
 
Figura 62: Diagrama de Clases.  
Fuente Autoría propia 
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H. Código Fuente Del Modelo Predictivo 
# -*- coding: utf-8 -*- 
""" 
Created on Fri Apr 01 00:18:55 2019 
 
@author: Ian 
""" 
import numpy 
 
from math import sqrt 
from numpy import concatenate 
from matplotlib import pyplot 
from pandas import read_csv 
from pandas import DataFrame 
from pandas import concat 
from sklearn.preprocessing import MinMaxScaler 
from sklearn.preprocessing import LabelEncoder 
from sklearn.metrics import mean_squared_error 
from keras.models import Sequential 
from keras.layers import Dense 
from keras.layers import LSTM 
 
#pathFile = "C:/Users/Ian/Documents/pollution.csv"; 
pathFile = "C:/Users/Ian/Desktop/DATOS TESIS/Hidrometeorologia.csv"; 
 
#datasetCaudal = read_csv(pathFile, usecols=[1], engine='python', 
skipfooter=3) 
datasetCaudal = read_csv(pathFile, usecols=[1], skipfooter=3) 
pyplot.plot(datasetCaudal) 
pyplot.title("Histórico de lecturas de caudal 2009 - 2019") 
pyplot.xlabel("Nro de días") 
pyplot.ylabel("Volumen de agua (m3/s)") 
pyplot.show() 
 
""" 
Primero cargamos el archivo " Hidrometeorologia.csv " y traza cada 
serie como una subserie separada, y 
al ejecutar la grafica se crea un gráfico con 5 subseries que 
muestran los datos para cada variable desde 2009 hasta la fecha. 
""" 
# Carga de datos 
dataset = read_csv(pathFile, header=0, index_col=0) 
values = dataset.values 
# Especificar columnas para trazar 
groups = [0, 1, 2, 3, 4] 
i = 1 
# trazo de cada columna 
pyplot.figure() 
for group in groups: 
pyplot.subplot(len(groups), 1, i) 
pyplot.plot(values[:, group]) 
pyplot.title(dataset.columns[group], y=0.5, loc='right') 
i += 1 
pyplot.show() 
 
 
""" 
A continuación, todas las funciones se normalizan, luego el conjunto 
de datos se transforma  
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en un problema de aprendizaje supervisado, Las variables 
meteorológicas para la fecha a predecir (t) se eliminan,  
Y se imprimen las primeras 5 filas del conjunto de datos 
transformado. 
""" 
# convertir series a aprendizaje supervisado 
def series_to_supervised(data, n_in=1, n_out=1, dropnan=True): 
n_vars = 1 if type(data) is list else data.shape[1] 
df = DataFrame(data) 
cols, names = list(), list() 
# input sequence (t-n, ... t-1) 
for i in range(n_in, 0, -1): 
cols.append(df.shift(i)) 
names += [('var%d(t-%d)' % (j+1, i)) for j in range(n_vars)] 
# forecast sequence (t, t+1, ... t+n) 
for i in range(0, n_out): 
cols.append(df.shift(-i)) 
if i == 0: 
names += [('var%d(t)' % (j+1)) for j in range(n_vars)] 
else: 
names += [('var%d(t+%d)' % (j+1, i)) for j in range(n_vars)] 
# put it all together 
agg = concat(cols, axis=1) 
agg.columns = names 
# drop rows with NaN values 
if dropnan: 
agg.dropna(inplace=True) 
return agg 
  
# carga de datos 
dataset = read_csv(pathFile, header=0, index_col=0) 
values = dataset.values 
# dirección de codificación entera 
encoder = LabelEncoder() 
values[:,4] = encoder.fit_transform(values[:,4]) 
# asegurar que todos los datos sean float 
values = values.astype('float32') 
# normalizar características 
scaler = MinMaxScaler(feature_range=(0, 1)) 
scaled = scaler.fit_transform(values) 
# replantear como aprendizaje supervisado 
reframed = series_to_supervised(scaled, 1, 1) 
# quitar columnas que no queremos predecir 
reframed.drop(reframed.columns[[6,7,8,9]], axis=1, inplace=True) 
print(reframed.head()) 
 
""" 
Colocaremos un LSTM en los datos de entrada multivariados. 
Primero, debemos dividir el conjunto de datos preparado en conjuntos 
de train y de test, 
ajustaremos el modelo en 2 años de datos y luego lo evaluaremos los 
8 años restantes de datos. 
 
Entonces se divide el conjunto de datos en conjuntos de train y 
test, luego divide los conjuntos 
de train y test en variables de entrada y salida. Finalmente, las 
entradas (X) se reforman al formato 3D esperado por los LSTM, a 
saber, [muestras, pasos de tiempo, características]. 
Posteriormente se imprime la forma del train y los conjuntos de 
entrada y salida de prueba. 
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""" 
# dividir en train y test 
values = reframed.values 
train_size = int(len(values) * 0.67) 
test_size = len(values) - train_size 
train, test = values[0:train_size,:], 
values[train_size:len(values),:] 
#train = values[:train_size, :]#selecciona cantidad de filas 
train_size 
#test = values[test_size:, :]#selecciona resto de filas no 
selecionadas por test_size 
# division en entradas y salidas 
train_X, train_y = train[:, :-1], train[:, -1]#[:, :-1] = indica 
menos una columna(variables de entrada), [:, -1] = indica la columna 
quitada(variable de salida) 
test_X, test_y = test[:, :-1], test[:, -1]#[:, :-1] = indica menos 
una columna(variables de entrada), [:, -1] = indica la columna 
quitada(variable de salida) 
# remodelar la entrada para que sea 3D [muestras, pasos de tiempo, 
características] 
train_X = train_X.reshape((train_X.shape[0], 1, 
train_X.shape[1]))#train_X.shape[0] = nrofilas, train_X.shape[1]= 
nro columnas 
test_X = test_X.reshape((test_X.shape[0], 1, 
test_X.shape[1]))#train_X.shape[0] = nrofilas, train_X.shape[1]= nro 
columnas 
print(train_X.shape, train_y.shape, test_X.shape, test_y.shape) 
 
 
""" 
Luego Definiremos el LSTM con 50 neuronas en la primera capa oculta 
y 1 neurona en la capa de salida para predecir el comportamiento del 
caudal. 
La forma de entrada será 1 paso de tiempo con 5 características. 
Utilizaremos la función de pérdida de error absoluto absoluto (MAE) 
y la versión eficiente de Adán del descenso del gradiente 
estocástico. 
El modelo se ajustará a 100 épocas de entrenamiento con un tamaño de 
lote de 72. 
Finalmente, hacemos un seguimiento de la pérdida de 
entrenamiento(train) y de prueba(test) durante el entrenamiento al 
establecer  
el argumento validation_data en la función de ajuste (). Al final 
del entrenamiento se grafican tanto la pérdida de entrenamiento como 
la de prueba. 
""" 
# diseño de la red 
model = Sequential() 
model.add(LSTM(100, input_shape=(train_X.shape[1], 
train_X.shape[2]))) 
model.add(Dense(1)) 
model.compile(loss='mean_squared_error', optimizer='adam') 
# ajuste de la red 
history = model.fit(train_X, train_y, epochs=100, batch_size=50, 
validation_data=(test_X, test_y), verbose=2, shuffle=False) 
 
""" 
Combinamos el pronóstico con el conjunto de datos de prueba e 
invertimos la escala.  
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También invertimos la escala en el conjunto de datos de prueba con 
los números de las variables que influyen en el comportamiento de 
caudal esperados. 
Con los pronósticos y los valores reales en su escala original, 
podemos calcular una puntuación de error para el modelo.  
En este caso, calculamos el error cuadrático medio (RMSE) que da 
error en las mismas unidades que la propia variable. 
""" 
 
# Hacer una prediccion 
trainPredict = model.predict(train_X) 
train_X = train_X.reshape((train_X.shape[0], 
train_X.shape[2]))#retornar a matriz 2D de filas x columnas 
testPredict = model.predict(test_X)#predecir test 
test_X = test_X.reshape((test_X.shape[0], test_X.shape[2]))#retornar 
a matriz 2D de filas x columnas 
# invertir la escala para el pronóstico 
inv_trainPredict = concatenate((trainPredict, train_X[:, 1:]), 
axis=1) 
inv_trainPredict = scaler.inverse_transform(inv_trainPredict) 
#train_y = scaler.inverse_transform([train_y]) 
inv_trainPredict = inv_trainPredict[:,0] 
 
inv_testPredict = concatenate((testPredict, test_X[:, 1:]), axis=1) 
inv_testPredict = scaler.inverse_transform(inv_testPredict) 
inv_testPredict = inv_testPredict[:,0] 
# invertir escala para el actual 
 
# al total del array de train agregar vacios y concatenar array de 
test 
a = numpy.empty((len(inv_trainPredict)+2,)) 
a[:] = numpy.nan 
inv_testPredict = numpy.append(a, inv_testPredict) 
 
# Graficas 
pyplot.plot(datasetCaudal, label='Registro de caudal real') 
pyplot.plot(inv_trainPredict, label='Entrenamiento') 
pyplot.title("Histórico de lecturas de caudal \nvs. \nentrenamiento 
2009 - 2019") 
pyplot.xlabel("Nro de días") 
pyplot.ylabel("Volumen de agua (m3/s)") 
pyplot.legend() 
pyplot.show() 
 
pyplot.plot(datasetCaudal, label='Registro de caudal real') 
pyplot.plot(inv_testPredict, color='y', label='Predicción') 
pyplot.title("Histórico de lecturas de caudal \nvs. \npredicción 
2009 - 2019") 
pyplot.xlabel("Nro de días") 
pyplot.ylabel("Volumen de agua (m3/s)") 
pyplot.legend() 
pyplot.show() 
 
# plot baseline and predictions 
pyplot.plot(datasetCaudal, label='Registro de caudal real') 
pyplot.plot(inv_trainPredict, label='Entrenamiento') 
pyplot.plot(inv_testPredict, color='y', label='Predicción') 
pyplot.title("Histórico de lecturas de caudal vs. \nentrenamiento 
vs. \npredicción 2009 - 2019") 
pyplot.xlabel("Nro de días") 
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pyplot.ylabel("Volumen de agua (m3/s)") 
pyplot.legend() 
pyplot.show() 
 
# calcular RMSE  
''' RMSE se calcula de la funcion de prediccion y objetivo data Real 
''' 
rmse = sqrt(mean_squared_error(inv_trainPredict, 
datasetCaudal[:len(datasetCaudal[:len(inv_trainPredict)])])) 
print('Train RMSE: %.2f' % rmse) 
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I. Entrevista requerida 
Dirigida a: Ing. Ana Lucia Paz Alcanzar. 
Cargo: Encargada del Área de Hidrología. 
1. ¿En su área de hidrología que datos se obtienen? 
Se obtienen las lecturas en forma de plantilla Excel con las características establecidas 
por AUTODEMA, es decir la plantilla ya homologada y establecida. 
2. ¿Estos datos como son almacenados?  
Todos los registros se guardan en forma digital en la actualidad y los registros previos a 
2009 se encuentran de forma física es decir en libros e impresiones a la espera de 
digitalización. 
3. ¿El área hidrología implemento SAT al 100%? 
Esta implementada y se obtienen los datos necesarios de movimiento hídrico para tomar 
decisiones según las políticas concernientes a la activación del SAT, por otro lado, contar 
con una predicción sería una gran ayuda para la toma de decisiones en AUTODEMA. 
4. ¿Desde qué año se tiene registros? 
Los registros datan desde el año 1975 aproximadamente. 
5. ¿Esta data es confidencial? 
Según políticas de transparencia es de carácter público. 
6. Nos podría proporcionar los registros de la represa Aguada Blanca para el estudio del 
Modelo predictivo Machine Learning aplicado a análisis de datos 
Hidrometeorológicos para un SAT en Represas. 
Nuestra política de desarrollo de TIC establece proveer de los requerimientos de la 
investigación que se realicen por ello se les entregara copia de los registros digitales de la 
represa Aguada Blanca, y también hacerles una petición de entregar copia de sus 
conclusiones de su investigación para beneficios de AUTODEMA. 
 
Al finalizar la entrevista se nos autorizó la entrega los datos concernientes de la represa 
Aguada Blanca desde el año 2009 hasta inicios del 2019.  
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J. Entrevista requerida 
Dirigida a: Tec. Dionicio Pampa Cari. 
Cargo: Responsable del Monitoreo. 
1. ¿En su área como se obtienen los datos? 
Por medio del sensor se registra la lectura y se pasa a las plantillas Excel multipropósito 
para movimiento hídrico. 
2. ¿Cuántas lecturas tiene cada registro? 
Por cada represa se obtiene en promedio una lectura, respecto a la estación 
meteorológica como los sensores de caudalimetro entre otros. 
3. Con su experiencia demostrada ¿Cuáles cree que son las lecturas principales para 
estación meteorológica? 
Se podría resumir en estas lecturas que son; sensor de caudal, pluviómetro, sensor de 
temperatura y sensor de evaporación.  
4. Con su experiencia demostrada ¿Cuáles cree que son las lecturas principales para 
estación meteorológica? 
Se podría resumir en estas lecturas que son; sensor de caudal, pluviómetro, sensor de 
temperatura y sensor de evaporación.  
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K. Diccionario De Datos 
Configuraciones 
Columna Tipo Nulo Predeterminado Enlaces a Comentarios MIME 
codigo (Primaria) int(11) No 
    
versionsistema varchar(30) No 
    
pathdocumentos varchar(100) No 
    
urldocumentos varchar(100) No 
    
 
Índices 
Nombre 
de la 
clave 
Tipo 
Únic
o 
Empaqueta
do 
Colum
na 
Cardinalid
ad 
Cotejamien
to 
Nul
o 
Comentar
io 
PRIMAR
Y 
BTRE
E 
Sí No codigo 0 A No 
 
 
Cuencas 
Columna Tipo Nulo Predeterminado Enlaces a Comentarios MIME 
codigo (Primaria) int(11) No 
    
nombre varchar(100) No 
    
descripcion text Sí NULL 
   
activo tinyint(1) No 
    
eliminado tinyint(1) No 0 
   
 
Índices 
Nombre 
de la 
clave 
Tipo 
Únic
o 
Empaqueta
do 
Colum
na 
Cardinalid
ad 
Cotejamien
to 
Nul
o 
Comentar
io 
PRIMAR
Y 
BTRE
E 
Sí No codigo 2 A No 
 
 
Perfil 
Columna Tipo Nulo Predeterminado Enlaces a Comentarios MIME 
codigo (Primaria) int(11) No 
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nombre varchar(80) No 
    
descripcion varchar(100) Sí NULL 
   
anulado int(11) Sí NULL 
   
habilitado int(11) Sí NULL 
   
isadmin tinyint(1) Sí NULL 
   
 
Índices 
Nombre 
de la 
clave 
Tipo 
Únic
o 
Empaqueta
do 
Colum
na 
Cardinalid
ad 
Cotejamien
to 
Nul
o 
Comentar
io 
PRIMAR
Y 
BTRE
E 
Sí No codigo 3 A No 
 
 
represas 
Columna Tipo 
Nul
o 
Predeterminad
o 
Enlaces a 
Comentario
s 
MIM
E 
codigo (Primaria
) 
int(11) No 
    
cuenca int(11) No 
 
cuencas -> 
codigo   
nombre 
varchar(100
) 
No 
    
descripcion text Sí NULL 
   
tiporepresa int(11) No 
 
tipo_represa
s -> codigo   
latitud varchar(50) Sí NULL 
   
longitud varchar(50) Sí NULL 
   
altitud varchar(50) Sí NULL 
   
volumenmaximo varchar(20) Sí NULL 
   
activo tinyint(1) No 
    
eliminado tinyint(1) No 0 
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Índices 
Nombre de la 
clave 
Tipo 
Úni
co 
Empaquet
ado 
Colum
na 
Cardinali
dad 
Cotejamie
nto 
Nul
o 
Comenta
rio 
PRIMARY 
BTR
EE 
Sí No codigo 7 A No 
 
FK_cuenca_cue 
BTR
EE 
No No cuenca 3 A No 
 
FK_tiporepresa_
tiprep 
BTR
EE 
No No 
tiporepr
esa 
1 A No 
 
 
represas_lecturas 
Columna Tipo Nulo Predeterminado Enlaces a Comentarios MIME 
codigo (Primaria) int(11) No 
    
represa int(11) No 
 
represas -
> codigo   
fecha date No 
    
caudal double No 
    
evaporacion double No 
    
temperaturaminima double No 
    
temperaturamaxima double No 
    
precipitacion double No 
    
eliminado tinyint(1) No 0 
   
 
Índices 
Nombre de la 
clave 
Tipo 
Úni
co 
Empaquet
ado 
Colum
na 
Cardinali
dad 
Cotejamie
nto 
Nul
o 
Comenta
rio 
PRIMARY 
BTR
EE 
Sí No codigo 14 A No 
 
FK_represa_re
plec 
BTR
EE 
No No represa 2 A No 
 
 
represas_predicciones 
Columna Tipo Nulo Predeterminado Enlaces a Comentarios MIME 
codigo (Primaria) int(11) No 
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represa int(11) No 
 
represas -> 
codigo   
fecha date No 
    
caudal double No 
    
prediccion double No 
    
eliminado tinyint(1) No 
    
 
Índices 
Nombre de la 
clave 
Tipo 
Úni
co 
Empaquet
ado 
Colum
na 
Cardinali
dad 
Cotejamie
nto 
Nul
o 
Comenta
rio 
PRIMARY 
BTR
EE 
Sí No codigo 14 A No 
 
FK_represa_re
ppre 
BTR
EE 
No No represa 2 A No 
 
 
represas_volumenes 
Columna Tipo Nulo Predeterminado Enlaces a Comentarios MIME 
codigo (Primaria) int(11) No 
    
represa int(11) No 
 
represas -> 
codigo   
fecha date No 
    
afluente double No 
    
efluente double No 
    
eliminado tinyint(1) No 
    
Índices 
Nombre de la 
clave 
Tipo 
Úni
co 
Empaquet
ado 
Colum
na 
Cardinali
dad 
Cotejamie
nto 
Nul
o 
Comenta
rio 
PRIMARY 
BTR
EE 
Sí No codigo 14 A No 
 
FK_represa_re
pvol 
BTR
EE 
No No represa 2 A No 
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tipo_represas 
Columna Tipo Nulo Predeterminado Enlaces a Comentarios MIME 
codigo (Primaria) int(11) No 
    
nombre varchar(100) No 
    
descripcion text Sí NULL 
   
activo tinyint(1) No 
    
eliminado tinyint(1) No 0 
   
 
Índices 
Nombre 
de la 
clave 
Tipo 
Únic
o 
Empaqueta
do 
Colum
na 
Cardinalid
ad 
Cotejamien
to 
Nul
o 
Comentar
io 
PRIMAR
Y 
BTRE
E 
Sí No codigo 0 A No 
 
 
trabajadores 
Columna Tipo Nulo Predeterminado Enlaces a Comentarios MIME 
codigo (Primaria) int(11) No 
    
fechaingreso date Sí NULL 
   
nombres varchar(60) No 
    
apellidos varchar(60) No 
    
dni varchar(8) Sí NULL 
   
direccion varchar(200) Sí NULL 
   
telefono varchar(25) Sí NULL 
   
correo varchar(45) Sí NULL 
   
activo tinyint(1) No 
    
eliminado tinyint(1) No 0 
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Índices 
Nombre 
de la 
clave 
Tipo 
Únic
o 
Empaqueta
do 
Colum
na 
Cardinalid
ad 
Cotejamien
to 
Nul
o 
Comentar
io 
PRIMAR
Y 
BTRE
E 
Sí No codigo 1 A No 
 
 
usuarios 
Columna Tipo 
Nul
o 
Predeterminad
o 
Enlaces a 
Comentario
s 
MIM
E 
codigo (Primaria
) 
int(11) No 
    
usuario varchar(25) Sí NULL 
   
contrasena 
varchar(100
) 
Sí NULL 
   
perfil int(10) Sí NULL 
perfil -> 
codigo   
activo int(10) Sí 0 
   
trabajador int(11) Sí NULL 
trabajadore
s -> codigo   
isadmin tinyint(1) Sí 0 
   
eliminado tinyint(1) No 0 
   
 
Índices 
Nombre de la 
clave 
Tipo 
Úni
co 
Empaquet
ado 
Column
a 
Cardinali
dad 
Cotejamie
nto 
Nul
o 
Comenta
rio 
PRIMARY 
BTRE
E 
Sí No codigo 2 A No 
 
FK_usuperfil_u
su 
BTRE
E 
No No perfil 2 A Sí 
 
FK_trabajado
r_tra 
BTR
EE 
No No 
trabaja
dor 
2 A Sí 
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L. ORIGEN DE DATOS AUTODEMA 
M  O  V  I  M  I  E  N  T  O      H  Í D  R  I  C  O  
              
  
MES :  ENERO  
2019 
          
        CUADRO    N° 01   
DIA 
      R  E  P  R  E  S  A      A  G  U  A  D  A      B  L  A  N  C  A 
  
Cota de 
Volumen 
Total 
Volumen 
Util 
Descargas en m3/seg. Descarga Volumen Area Volumen Volumen Afluente Volumen 
  
Embalse 
de 
Embalse 
de Embalse Charcani Aliviadero Compuerta Total Descargado   Evaporado Precipitado Total del Afluente 
  
m.s.n.m Hm3 Hm3 V M. Glory Regulación m3/s Hm3 km2 m3 m3 m3/s Hm3 
  
1 3657.58 14.378218 13.723512 12.400 0.000 0.000 12.400  1.071360  1.668196  7607  7006  16.487  1.424503  
  
2 3657.79 14.730760 14.076054 12.400 0.000 0.000 12.400  1.071360  1.689345  6487  0  16.409  1.417730  
  
3 3657.99 15.070643 14.415937 12.410 0.000 0.000 12.410  1.072224  1.709487  8206  0  14.686  1.268899  
  
4 3658.10 15.259112 14.604406 12.400 0.000 0.000 12.400  1.071360  1.716884  11950  0  15.927  1.376104  
  
5 3658.27 15.551906 14.897200 12.400 0.000 0.000 12.400  1.071360  1.727745  12302  0  13.944  1.204760  
  
6 3658.34 15.673004 15.018298 12.400 0.000 0.000 12.400  1.071360  1.732218  11502  0  13.384  1.156403  
  
7 3658.44 15.746545 15.091839 12.400 0.000 0.000 12.400  1.071360  1.738607  10432  0  15.492  1.338526  
  
8 3658.53 16.003279 15.348573 12.400 0.000 0.000 12.400  1.071360  1.744358  12559  0  13.556  1.171217  
  
9 3658.58 16.090577 15.435871 12.400 0.000 0.000 12.400  1.071360  1.747552  10485  0  14.142  1.221853  
  
10 3658.66 16.230585 15.575879 12.410 0.000 0.000 12.410  1.072224  1.752664  14442  0  12.577  1.086666  
  
11 3658.66 16.230585 15.575879 12.400 0.000 0.000 12.400  1.071360  1.752664  5048  0  13.270  1.146566  
  
12 3658.70 16.300743 15.646037 12.400 0.000 0.000 12.400  1.071360  1.755219  7302  0  12.485  1.078662  
  
13 3658.70 16.300743 15.646037 12.400 0.000 0.000 12.400  1.071360  1.755219  5898  0  14.300  1.235486  
  
14 3658.79 16.458971 15.804265 12.410 0.000 0.000 12.410  1.072224  1.760970  7748  0  13.928  1.203397  
  
15 3658.86 16.582396 15.927690 12.400 0.000 0.000 12.400  1.071360  1.765442  7344  8298  17.521  1.513784  
  
16 3659.11 17.025773 16.371067 12.400 0.000 0.000 12.400  1.071360  1.781772  6842  6236  19.464  1.681649  
  
17 3659.45 17.635456 16.980750 12.400 0.000 0.000 12.400  1.071360  1.804600  3898  3429  15.547  1.343274  
  
18 3659.60 17.906901 17.252195 12.400 0.000 0.000 12.400  1.071360  1.814670  6968  10344  14.676  1.268005  
  
19 3659.71 18.106921 17.452215 12.400 0.000 0.000 12.400  1.071360  1.822056  4373  0  20.093  1.736043  
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20 3660.07 18.767231 18.112525 12.400 0.000 0.000 12.400  1.071360  1.846784  5171  11450  18.130  1.566451  
  
21 3660.34 19.268601 18.613895 12.400 0.000 0.000 12.400  1.071360  1.867066  7020  0  9.894  0.854873  
  
22 3660.22 19.045094 18.390388 12.400 0.000 0.000 12.400  1.071360  1.858052  6689  19138  8.613  0.744128  
  
23 3660.05 18.730311 18.075605 12.400 0.000 0.000 12.400  1.071360  1.845282  8562  12917  8.943  0.772673  
  
24 3659.89 18.435979 17.781273 12.400 0.000 0.000 12.400  1.071360  1.834141  5136  10638  5.373  0.464247  
  
25 3659.56 17.834368 17.179662 12.400 0.000 0.000 12.400  1.071360  1.811985  7393  8154  8.004  0.691563  
  
26 3659.35 17.455332 16.800626 12.400 0.000 0.000 12.400  1.071360  1.797886  4746  7012  4.317  0.373023  
  
27 3658.96 16.759260 16.104554 12.400 0.000 0.000 12.400  1.071360  1.771831  8080  19667  18.453  1.594306  
  
28 3659.26 17.293794 16.639088 12.400 0.000 0.000 12.400  1.071360  1.791843  2007  8422  5.115  0.441899  
  
29 3658.91 16.670748 16.016042 12.400 0.000 0.000 12.400  1.071360  1.768637  2547  10612  10.467  0.904376  
  
30 3658.82 16.511829 15.857123 12.400 0.000 0.000 12.400  1.071360  1.762886  3949  1058  15.092  1.303966  
  
31 3658.95 16.741544 16.086838 12.400 0.000 0.000 12.400  1.071360  1.771192 2409  886  20.055  1.732764  
  
Suma               33.214752    225100  145265    36.317793  
  
Prom. 3658.98  16.799910 16.145204 12.401  0.000  0.000  12.401  1.071444  1.773137  7261  4686  13.560  1.171542  
  
Máx. 3660.34  19.268601 18.613895 12.410  0.000  0.000  12.410  1.072224  1.867066  14442  19667  20.093  1.736043  
  
Mín. 3657.58  14.378218 13.723512 12.400  0.000  0.000  12.400  1.071360  1.668196  2007  0  4.317  0.373023  
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M   O   V   I   M   I   E   N   T   O         H   Í   D   R   I   C   O 
           MES :  ENERO  2019 
    
  
                                     CUADRO     N° 01 
 
DIA 
R   E   P   R   E   S   A         E   L         F   R   A   Y   L   E 
Cota de Volumen Total Volumen Util Descarga Volumen Area Volumen Volumen Caudal Volumen 
Embalse de Embalse de Embalse Compuerta Descargado   Evaporado Precipitado Afluente de Afluente 
m.s.n.m Hm3 Hm3 m3/seg Hm3 km2 m3 m3 m3/seg Hm3 
1 3999.426  74.879260 71.731159 2.800  0.241920  8.528946  27506  67379  6.987  0.603634  
2 3999.473  75.280847 72.132746 2.800  0.241920  8.559886  23754  34240  9.632  0.832198  
3 3999.543  75.881611 72.733510 2.800  0.241920  8.604105  19359  0  1.332  0.115099  
4 3999.526  75.735431 72.587330 2.800  0.241920  8.593650  27070  0  1.622  0.140150  
5 3999.511  75.606591 72.458490 2.800  0.241920  8.584425  39274  0  1.269  0.109630  
6 3999.491  75.435027 72.286926 2.800  0.241920  8.571735  43073  0  0.524  0.045247  
7 3999.463  75.195281 72.047180 2.800  0.241920  8.553303  45546  0  0.558  0.048233  
8 3999.435  74.956048 71.807947 2.800  0.241920  8.534871  48009  0  0.494  0.042694  
9 3999.406  74.708813 71.560712 2.800  0.241920  8.520780  37704  0  0.480  0.041456  
10 3999.378  74.470645 71.322544 2.800  0.241920  8.495658  35682  0  0.463  0.040006  
11 3999.350  74.233049 71.084948 2.800  0.241920  8.474075  38133  0  0.400  0.034589  
12 3999.321  73.987585 70.839484 2.800  0.241920  8.453757  32970  4227  0.592  0.051120  
13 3999.295  73.768042 70.619941 2.800  0.241920  8.434420  12019  34581  1.953  0.168759  
14 3999.289  73.717443 70.569342 2.800  0.241920  8.429740  16438  55636  1.859  0.160589  
15 3999.284  73.675310 70.527209 2.800  0.241920  8.425840  17694  46342  4.030  0.348176  
16 3999.300  73.810214 70.662113 2.800  0.241920  8.438320  24682  42192  6.511  0.562531  
17 3999.340  74.148335 71.000234 2.800  0.241920  8.467724  17147  105000  4.334  0.374486  
18 3999.366  74.368754 71.220653 2.800  0.241920  8.486837  15276  29704  4.402  0.380373  
19 3999.384  74.521635 71.373534 2.800  0.241920  8.500068  22950  21250  7.452  0.643893  
20 3999.431  74.921908 71.773807 2.800  0.241920  8.532237  14718  23037  5.967  0.515528  
21 3999.464  75.203835 72.055734 2.800  0.241920  8.553961  27587  0  3.119  0.269507  
22 3999.464  75.203835 72.055734 2.800  0.241920  8.553961  26303  0  0.434  0.037505  
104 
  
  
23 3999.437  74.973117 71.825016 2.800  0.241920  8.535529  36489  151932  11.381  0.983357  
24 3999.537  75.829997 72.681896 2.800  0.241920  8.600415  18061  0  4.702  0.406278  
25 3999.554  75.976294 72.828193 2.800  0.241920  8.610870  30999  1722  2.043  0.176514  
26 3999.543  75.881611 72.733510 2.800  0.241920  8.604105  34847  111853  3.104  0.268208  
27 3999.555  75.984906 72.836805 2.800  0.241920  8.611485  31001  62003  3.638  0.314299  
28 3999.567  76.088286 72.940185 2.800  0.241920  8.615865  14216  61173  7.854  0.678582  
29 3999.623  76.571904 73.423803 2.800  0.241920  8.653061  12980  65763  21.953  1.896741  
30 3999.819  78.279509 75.131408 2.800  0.241920  8.771613  21710  24561  43.649  3.771294  
31 4000.216  81.811734 78.663633 2.800  0.241920  9.031682  18967  0  14.779  1.276863  
Sum         7.499520    832164  942594    15.337540  
Prom 3999.477  75.326028  72.177927  2.800  0.241920  8.559127  26844  30406  5.726  0.494759  
Máx 4000.216  81.811734  78.663633  2.800  0.241920  9.031682  48009  151932  43.649  3.771294  
Mín 3999.284  73.675310  70.527209  2.800  0.241920  8.425840  12019  0  0.400  0.034589  
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M   O   V   I   M   I   E   N   T   O         H   Í   D   R   I   C   O 
 
               MES :  ENERO  2019 
     
    
CUADRO     N° 01 
DIA 
R   E   P   R   E   S   A         E   L         P   A   Ñ   E 
Cota de 
Volumen 
Util 
Descarga Descarga Descarga Volumen Area Volumen Volumen Caudal Volumen ESTACION BAMPUTAÑE 
Embalse de Embalse Compuerta Aliviadero Total Descargado   Evaporado Precipitado Afluente de Afluente Altura mira Caudal Rebose 
m.s.n.m Hm3 m3/seg m3/seg m3/seg Hm3 km2 m3 m3 m3/seg Hm3 m. m3/seg m3/seg 
1 4535.718  63.518811  4.000  0.000  4.000  0.345600  12.213073  28334  73278  1.501  0.129698  1.39  3.753  0.000 
2 4535.704  63.347853  4.000  0.000  4.000  0.345600  12.203582  31241  270920  2.356  0.203592  1.41  3.853  0.000 
3 4535.712  63.445523  4.000  0.000  4.000  0.345600  12.208419  22463  0  2.847  0.245979  1.41  3.836  0.000 
4 4535.702  63.323439  4.000  0.000  4.000  0.345600  12.202487  27334  92739  2.113  0.182573  1.41  3.819  0.000 
5 4535.694  63.225817  4.000  0.000  4.000  0.345600  12.198061  30251  0  1.809  0.156326  1.40  3.802  0.000 
6 4535.676  63.006292  4.000  0.000  4.000  0.345600  12.188118  47777  0  1.732  0.149670  1.40  3.794  0.000 
7 4535.656  62.762585  4.000  0.000  4.000  0.345600  12.177037  49682  0  1.616  0.139629  1.40  3.802  0.000 
8 4535.635  62.506932  4.000  0.000  4.000  0.345600  12.165338  46715  0  1.303  0.112593  1.41  3.844  0.000 
9 4535.612  62.227210  4.000  0.000  4.000  0.345600  12.152531  45694  0  0.873  0.075447  1.41  3.844  0.000 
10 4535.586  61.911363  4.000  0.000  4.000  0.345600  12.137928  48552  0  0.630  0.054430  1.41  3.852  0.000 
11 4535.558  61.571641  4.000  0.000  4.000  0.345600  12.121713  38789  59396  1.237  0.106852  1.42  3.894  0.000 
12 4535.540  61.353500  4.000  0.000  4.000  0.345600  12.109852  5813  312434  2.134  0.184381  1.44  4.004  0.000 
13 4535.552  61.498902  4.000  0.000  4.000  0.345600  12.117049  23265  142981  4.018  0.347128  1.47  4.140  0.000 
14 4535.562  61.620146  4.000  0.000  4.000  0.345600  12.124396  30069  185503  7.539  0.651400  1.46  4.097  0.000 
15 4535.604  62.081381  4.000  0.000  4.000  0.345600  12.145756  25263  37652  11.459  0.990056  1.47  4.166  0.000 
16 4535.654  62.738226  2.084  0.000  2.084  0.180058  12.176208  22404  8523  8.735  0.754737  1.21  2.938  0.000 
17 4535.700  63.299025  2.000  0.000  2.000  0.172800  12.201392  19522  92731  7.518  0.649549  1.04  2.198  0.000 
18 4535.745  63.848982  2.000  0.000  2.000  0.172800  12.241130  28399  149342  8.132  0.702575  1.06  2.277  0.000 
19 4535.798  64.499699  2.000  0.000  2.000  0.172800  12.301061  29523  111940  7.889  0.681630  1.11  2.484  0.000 
20 4535.846  65.090946  2.000  0.000  2.000  0.172800  12.328372  27616  120818  11.787  1.018379  1.11  2.490  0.000 
21 4535.922  66.029727  2.000  0.000  2.000  0.172800  12.370395  34637  0  9.283  0.802018  1.12  2.544  0.000 
22 4535.970  66.624308  2.000  0.000  2.000  0.172800  12.397815  21820  32234  6.190  0.534783  1.04  2.204  0.000 
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23 4536.000  66.996705  2.000  0.000  2.000  0.172800  12.418600  10928  198698  6.735  0.581889  1.07  2.338  0.000 
24 4536.048  67.593563  2.000  0.000  2.000  0.172800  12.444617  23894  2489  4.698  0.405887  1.11  2.463  0.000 
25 4536.065  67.805245  2.000  0.000  2.000  0.172800  12.453592  38855  0  3.459  0.298859  1.06  2.296  0.000 
26 4536.072  67.892449  2.000  0.000  2.000  0.172800  12.457270  21925  53566  2.788  0.240850  1.09  2.404  0.000 
27 4536.080  67.992140  2.000  0.000  2.000  0.172800  12.461431  33895  0  2.104  0.181772  1.10  2.436  0.000 
28 4536.078  67.967217  2.000  0.000  2.000  0.172800  12.460391  35886  137064  4.870  0.420792  1.11  2.471  0.000 
29 4536.106  68.316387  2.000  0.000  2.000  0.172800  12.474948  38922  354289  9.779  0.844871  1.27  3.180  0.000 
30 4536.185  69.303825  2.000  0.000  2.000  0.172800  12.519859  31049  42568  18.572  1.604641  1.38  3.710  0.000 
31 4536.300  70.747184  2.000  0.000  2.000  0.172800  12.576888  16098  110677  14.324  1.237552  1.39  3.710  0.000 
Sum           7.956058    936616  2589841    14.690535        
Prom 4535.809  64.649904  2.970  0.000  2.970  0.256647  12.282236  30213  83543  5.485  0.473888  1.28  3.247  0.000  
Máx 4536.300  70.747184  4.000  0.000  4.000  0.345600  12.576888  49682  354289  18.572  1.604641  1.47  4.166  0.000  
Mín 4535.540  61.353500  2.000  0.000  2.000  0.172800  12.109852  5813  0  0.630  0.054430  1.04  2.198  0.000  
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M  O  V  I  M  I  E  N  T  O      H  Í  D  R  I  C  O  
              MES :  FEBRERO   2019 
         
        CUADRO    N° 01 
DIA 
      R  E  P  R  E  S  A      A  G  U  A  D  A      B  L  A  N  C  A  
Cota de 
Volumen 
Total 
Volumen Util Descargas en m3/seg. Descarga Volumen Area Volumen Volumen Afluente Volumen 
 
Embalse de Embalse de Embalse Charcani Aliviadero Compuerta Total Descargado   Evaporado Precipitado Total del Afluente 
 
m.s.n.m Hm3 Hm3 V M. Glory Regulación m3/s Hm3 km2 m3 m3 m3/s Hm3 
 
1 3659.32 17.401425 16.746719 11.000 0.000 0.000 11.000  0.950400  1.795872  4310  0  12.090  1.044588  
 
2 3659.37 17.491303 16.836597 11.000 0.000 0.000 11.000  0.950400  1.799228  5614  0  6.916  0.597511  
 
3 3659.17 17.132800 16.478094 11.000 0.000 0.000 11.000  0.950400  1.785801  5572  26251  9.728  0.840514  
 
4 3659.12 17.043594 16.388888 11.000 0.000 0.000 11.000  0.950400  1.782444  3850  13190  24.254  2.095574  
 
5 3659.76 18.198108 17.543402 10.990 0.000 0.000 10.990  0.949536  1.825413  5987  7119  19.920  1.721128  
 
6 3660.18 18.970832 18.316126 11.000 0.000 0.000 11.000  0.950400  1.855047  6975  37843  28.097  2.427607  
 
7 3660.98 20.478907 19.824201 12.630 0.000 0.000 12.630  1.091232  1.915140  6741  18002  107.288  9.269652  
 
8 3664.93 28.668588 28.013882 18.520 24.450 24.490 67.460  5.828544  2.221883  7110  66656  122.856  10.614721  
 
9 3667.04 33.514311 32.859605 23.680 92.290 24.540 140.510  12.140064  2.366691  5869  0  130.764  11.297997  
 
10 3666.68 32.666375 32.011669 23.700 54.770 24.490 102.960  8.895744  2.343711  4687  0  97.604  8.432987  
 
11 3666.48 32.198931 31.544225 23.830 23.350 24.400 71.580  6.184512  2.330722  4475  0  64.108  5.538931  
 
12 3666.20 31.548875 30.894169 23.870 4.450 24.400 52.720  4.555008  2.312539  10915  7863  46.885  4.050875  
 
13 3665.98 31.041689 30.386983 23.900 0.867 24.400 49.167  4.248029  2.298102  5148  5056  50.499  4.363114  
 
14 3666.03 31.156682 30.501976 23.880 0.267 24.400 48.547  4.194461  2.301498  6076  0  40.927  3.536084  
 
15 3665.74 30.492229 29.837523 23.880 0.000 24.400 48.280  4.171392  2.280732  5839  3877  49.359  4.264640  
 
16 3665.78 30.583516 29.928810 23.940 0.000 24.400 48.340  4.176576  2.283627  4202  0  44.170  3.816325  
 
17 3665.62 30.219063 29.564357 23.920 0.000 24.400 48.320  4.174848  2.272046  7634  4544  38.423  3.319786  
 
18 3665.24 29.360911 28.706205 23.920 0.000 24.400 48.320  4.174848  2.244542  5028  0  34.984  3.022623  
 
19 3664.72 28.203658 27.548952 23.920 0.000 11.550 35.470  3.064608  2.206020  4412  26847  60.380  5.216798  
 
20 3665.69 30.378283 29.723577 23.920 65.933 21.875 111.728  9.653299  2.277113  2915  23910  151.623  13.100207  
 
21 3667.18 33.846186 33.191480 23.860 96.775 25.000 145.635  12.582864  2.311240  9800  8320  137.710  11.898143  
 
22 3666.89 33.159986 32.505280 23.780 78.092 25.000 126.872  10.961741  2.357349  8675  2357  120.690  10.427585  
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23 3666.66 32.619513 31.964807 23.800 44.767 25.000 93.567  8.084189  2.342412  5622  0  88.494  7.645925  
 
24 3666.47 32.175627 31.520921 23.790 33.942 25.000 82.732  7.148045  2.330073  11557  0  79.635  6.880461  
 
25 3666.35 31.896486 31.241780 23.810 20.242 25.000 69.052  5.966093  2.322280  9103  0  65.937  5.696990  
 
26 3666.23 31.618280 30.963574 22.000 5.283 25.000 52.283  4.517251  2.314487  8888  0  31.471  2.719126  
 
27 3665.44 29.811267 29.156561 21.590 0.000 25.000 46.590  4.025376  2.259018  7952  0  20.961  1.810995  
 
28 3664.44 27.588934 26.934228 21.630 0.000 25.000 46.630  4.028832  2.184869  6642  0  12.377  1.069382  
 
Suma               139.569091    181597  251837    146.720269  
 
Prom. 3664.42  27.838084 27.183378 20.277  19.481  17.934  57.692  4.984610  2.175711  6486  8994  60.648  5.240010  
 
Máx. 3667.18  33.846186 33.191480 23.940  96.775  25.000  145.635  12.582864  2.366691  11557  66656  151.623  13.100207  
 
Mín. 3659.12  17.043594 16.388888 10.990  0.000  0.000  10.990  0.949536  1.782444  2915  0  6.916  0.597511  
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                                     CUADRO     N° 01 
 
DIA 
R   E   P   R   E   S   A         E   L         F   R   A   Y   L   E 
 
Cota de Volumen Total Volumen Util Descarga Volumen Area Volumen Volumen Caudal Volumen 
 
Embalse de Embalse de Embalse Compuerta Descargado   Evaporado Precipitado Afluente de Afluente 
 
m.s.n.m Hm
3 Hm3 m3/seg Hm3 km2 m
3 m3 m3/seg Hm3 
 
1 4000.328  85.975811 82.827710  2.800  0.241920  9.111188  27334  0  9.671  0.835534  
 
2 4000.390  86.542091 83.393990  2.800  0.241920  9.156088  30902  0  7.510  0.648827  
 
3 4000.431  86.918096 83.769995  2.800  0.241920  9.185362  28245  187381  16.998  1.468612  
 
4 4000.581  88.303924 85.155823  2.800  0.241920  9.292655  12545  17656  14.082  1.216696  
 
5 4000.686  89.283811 86.135710  2.800  0.241920  9.372540  21088  117157  36.679  3.169090  
 
6 4001.004  92.307050 89.158949  2.800  0.241920  9.643322  30376  337516  52.174  4.507872  
 
7 4001.469  96.880142 93.732041  2.800  0.241920  10.014858  26289  212315  114.424  9.886210  
 
8 4002.419  106.710458 103.562357  2.800  0.241920  10.681453  21630  129246  88.749  7.667939  
 
9 4003.109  114.244093 111.095992  20.000  1.728000  11.146284  40127  0  23.175  2.002346  
 
10 4003.130  114.478312 111.330211  20.000  1.728000  11.160480  27622  0  47.355  4.091453  
 
11 4003.338  116.814143 113.666042  20.000  1.728000  11.298338  43216  0  39.936  3.450469  
 
12 4003.486  118.493396 115.345295  20.000  1.728000  11.393912  35036  54691  36.715  3.172196  
 
13 4003.614  119.957246 116.809145  20.000  1.728000  11.479038  17219  21810  31.134  2.689997  
 
14 4003.698  120.923835 117.775734  20.000  1.728000  11.535066  25089  3461  27.739  2.396630  
 
15 4003.754  121.570837 118.422736  20.000  1.728000  11.572040  26037  20830  40.508  3.499866  
 
16 4003.906  123.337496 120.189395  20.000  1.728000  11.673926  32395  0  24.161  2.087528  
 
17 4003.934  123.664629 120.516528  20.000  1.728000  11.692714  32447  52617  21.527  1.859891  
 
18 4003.947  123.816690 120.668589  20.000  1.728000  11.701437  28961  40955  26.914  2.325383  
 
19 4003.999  124.426067 121.277966  20.000  1.728000  11.736329  30808  105627  57.055  4.929589  
 
20 4004.276  127.702475 124.554374  20.000  1.728000  11.919760  25031  11920  40.933  3.536627  
 
21 4004.426  129.497990 126.349889  20.000  1.728000  12.020698  36062  61306  25.279  2.184123  
 
22 4004.466  129.979356 126.831255  20.000  1.728000  12.047618  52407  61443  16.690  1.442047  
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23 4004.443  129.702439 126.554338  27.500  2.376000  12.032139  36096  7219  16.996  1.468420  
 
24 4004.365  128.765982 125.617881  30.000  2.592000  11.979540  47619  0  14.795  1.278319  
 
25 4004.251  127.404682 124.256581  30.000  2.592000  11.903260  49101  0  12.176  1.052001  
 
26 4004.117  125.815582 122.667481  10.625  0.918000  11.814654  48735  0  5.862  0.506465  
 
27 4004.078  125.355312 122.207211  10.000  0.864000  11.788792  50397  0  5.812  0.502198  
 
28 4004.043  124.943113 121.795012  10.000  0.864000  11.765552  29120  0  5.711  0.493472  
 
Sum         36.333360    911935  1443149    74.369800  
 
Prom 4003.060  114.421966  111.273865  15.019  1.297620  11.075680  32569  51541  30.741  2.656064  
 
Máx 4004.466  129.979356  126.831255  30.000  2.592000  12.047618  52407  337516  114.424  9.886210  
 
Mín 4000.328  85.975811  82.827710  2.800  0.241920  9.111188  12545  0  5.711  0.493472  
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CUADRO     N° 01 
DIA 
R   E   P   R   E   S   A         E   L         P   A   Ñ   E 
 
Cota de Volumen Util Descarga Descarga Descarga Volumen Area Volumen Volumen Caudal Volumen Estación Bamputañe 
 
Embalse de Embalse Compuerta Aliviadero Total Descargado   Evaporado Precipitado Afluente de Afluente Altura mira Caudal Rebose 
 
m.s.n.m Hm3 m3/seg m3/seg m3/seg Hm3 km2 m3 m3 m3/seg Hm3 mts. m3/seg m3/seg 
 
1 4536.408  71.906514  2.000  0.000  2.000  0.172800  12.620970  22213  11359  12.954  1.119210  1.27 3.200 0.000 
 
2 4536.466  72.842070  2.000  0.000  2.000  0.172800  12.660545  21270  32917  10.376  0.896503  1.20 2.842 0.000 
 
3 4536.524  73.577421  2.000  0.000  2.000  0.172800  12.689854  25380  3807  7.542  0.651594  1.22 2.955 0.000 
 
4 4536.560  74.034642  2.000  0.000  2.000  0.172800  12.706941  22364  289718  10.396  0.898239  1.29 3.276 0.000 
 
5 4536.638  75.027435  2.000  0.000  2.000  0.172800  12.744490  31606  349199  12.690  1.096436  1.39 3.731 0.020 
 
6 4536.735  76.268664  2.000  0.000  2.000  0.172800  12.796145  26616  478576  13.839  1.195681  1.42 3.911 0.040 
 
7 4536.850  77.743505  2.000  0.000  2.000  0.172800  12.848605  25697  150329  37.605  3.249084  1.25 3.139 0.190 
 
8 4537.098  80.944420  2.000  0.000  2.000  0.172800  12.959963  24883  82944  31.618  2.731834  1.30 3.308 0.150 
 
9 4537.300  83.561515  2.000  0.000  2.000  0.172800  13.046025  19830  129156  26.173  2.261355  1.30 3.300 0.080 
 
10 4537.468  85.759396  2.000  0.000  2.000  0.172800  13.115058  27279  5246  18.526  1.600643  1.19 2.822 0.110 
 
11 4537.575  87.165206  2.000  0.000  2.000  0.172800  13.157593  21052  142102  14.326  1.237777  1.29 3.260 0.000 
 
12 4537.665  88.351233  2.000  0.000  2.000  0.172800  13.194011  26388  314017  21.785  1.882259  1.29 3.283 0.100 
 
13 4537.816  90.348321  2.000  0.000  2.000  0.172800  13.253280  29687  15904  28.308  2.445795  1.19 2.840 0.120 
 
14 4537.986  92.607533  2.000  0.000  2.000  0.172800  13.321114  21314  54617  17.465  1.508985  1.24 3.049 0.030 
 
15 4538.088  93.977021  2.000  0.000  2.000  0.172800  13.584519  23909  43470  15.313  1.323014  1.20 2.870 0.030 
 
16 4538.174  95.146797  2.000  0.000  2.000  0.172800  13.615933  21785  70803  15.003  1.296259  1.03 2.150 0.030 
 
17 4538.260  96.319273  2.000  0.000  2.000  0.172800  13.647408  34937  193793  26.255  2.268444  1.08 2.394 0.030 
 
18 4538.365  98.573773  2.000  0.300  2.300  0.198720  13.874469  18869  92959  19.138  1.653550  1.25 3.085 0.080 
 
19 4538.475  100.102693  2.000  1.470  3.470  0.299808  13.919516  13363  83517  18.954  1.637658  1.27 3.169 0.020 
 
20 4538.576  101.510697  2.000  3.636  5.636  0.486950  13.958846  15634  22334  18.338  1.584423  1.25 3.085 0.020 
 
21 4538.655  102.614870  2.000  5.495  7.495  0.647568  13.990816  30220  33578  13.452  1.162219  1.09 2.422 0.000 
 
22 4538.692  103.132879  2.000  6.366  8.366  0.722822  14.005779  23530  42017  11.071  0.956538  1.00 2.068 0.000 
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23 4538.710  103.385082  2.000  6.608  8.608  0.743731  14.013058  61657  0  7.700  0.665258  0.95 1.871 0.000 
 
24 4538.700  103.244951  2.000  6.306  8.306  0.717638  14.009014  15690  65842  6.915  0.597441  1.12 2.566 0.000 
 
25 4538.695  103.174906  2.000  5.989  7.989  0.690250  14.006992  31376  23812  5.645  0.487719  1.23 2.990 0.000 
 
26 4538.680  102.964812  2.000  5.533  7.533  0.650851  14.000926  43683  0  5.770  0.498537  1.12 2.525 0.000 
 
27 4538.666  102.768815  2.000  5.077  7.077  0.611453  13.995264  32469  25191  5.379  0.464785  1.09 2.395 0.000 
 
28 4538.655  102.614870  2.000  4.697  6.697  0.578621  13.990816  34697  54564  5.010  0.432834  1.11 2.469 0.000 
 
Sum           9.286013    747400  2811772    37.804076        
 
Prom 4537.803  90.702476  2.000  1.838  3.838  0.331643  13.418855  26693  100420  15.627  1.350146  1.20  2.892  0.038  
 
Máx 4538.710  103.385082  2.000  6.608  8.608  0.743731  14.013058  61657  478576  37.605  3.249084  1.42  3.911  0.190  
 
Mín 4536.408  71.906514  2.000  0.000  2.000  0.172800  12.620970  13363  0  5.010  0.432834  0.95  1.871  0.000  
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GLOSARIO 
 
RNN : Redes Neuronales Recurrentes. 
LSTM : memoria a corto plazo a largo plazo del inglés Long Short Term Memory. 
RNA : Redes Neuronales Artificiales. 
ANFIS : Adaptative Network based in Fuzzy Inference Systems (Sistemas   
adaptativos de inferencia neuro-difusa). 
SVM : Support Vector Machines (Máquinas de vectores de soporte). 
AUTODEMA : Autoridad Autónoma de Majes. 
SAT : Sistema de Alerta Temprana. 
ANA : Autoridad Nacional del Agua. 
INADE : Instituto Nacional de Desarrollo. 
AFLUENTE : Ingreso de Agua a la Represa. 
EFLUENTE : Descarga de Agua de las Represas. 
EGASA : Empresa de Generación Eléctrica de Arequipa S.A. 
PEMS : Proyecto Especial Majes Siguas. 
SENAMHI : Servicio Nacional de Meteorología e Hidrología del Perú. 
BIG DATA : Describe el gran volumen de datos existentes y por haber ya que está en 
constante crecimiento así sean estructurados como no estructurados. 
EMBEDDING : Conjunto de valores que son asociados a vectores de números reales. 
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