ZFC vs. NFU by Eder, Günther
DIPLOMARBEIT
Titel der Diplomarbeit





Magister der Philosophie (Mag. phil.)
Wien, im November 2008
Studienkennzahl lt. Studienblatt: A296
Studienrichtung lt. Studienblatt: Philosophie




2 Das System NFU 8
2.1 Einfache Folgerungen . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Relationen und Funktionen . . . . . . . . . . . . . . . . . . . . . 10
2.3 Ordnungsrelationen . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 A¨quivalenzrelationen . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Das System ZFC 14
3.1 Einfache Folgerungen . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Funktionen und Relationen . . . . . . . . . . . . . . . . . . . . . 15
4 Ein erster Vergleich 17
4.1 Extensionalita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Geordnete Paare . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.3 Aussonderung vs. S-Komprehension . . . . . . . . . . . . . . . . 19
4.4 Stratifizierung und heterogene Relationen . . . . . . . . . . . . . 22
4.5 Fundierungsaxiom contra V ∈ V . . . . . . . . . . . . . . . . . . 24
4.6 Mengen und Klassen . . . . . . . . . . . . . . . . . . . . . . . . . 28
5 Kardinal- und Ordinalzahlen in NFU 30
5.1 Kardinalzahlen: Grundlegende Begriffe . . . . . . . . . . . . . . . 30
5.2 Ordinalzahlen: Grundlegende Begriffe . . . . . . . . . . . . . . . 35
5.3 Mehr ordinale Arithmetik . . . . . . . . . . . . . . . . . . . . . . 38
5.4 Mehr kardinale Arithmetik . . . . . . . . . . . . . . . . . . . . . 41
6 Kardinal- und Ordinalzahlen in ZFC 46
6.1 Ordinalzahlen: Grundlegende Begriffe . . . . . . . . . . . . . . . 46
6.2 Exkurs: Die natu¨rlichen Zahlen . . . . . . . . . . . . . . . . . . . 50
6.3 Kardinalzahlen: Grundlegende Begriffe . . . . . . . . . . . . . . . 52
7 Mengenlehre und Arithmetik: Ein Vergleich 54
7.1 Was sind und was sollen die Zahlen? . . . . . . . . . . . . . . . . 54
7.2 Unendlichkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.3 Das Paradox von Burali-Forti . . . . . . . . . . . . . . . . . . . . 59
7.4 Induktive Definitionen, Indizierungen und lange Wohlordnungen 61
7.5 ‘Die Struktur des Unendlichen’ . . . . . . . . . . . . . . . . . . . 63
8 Schluss 67
8.1 Von Frege u¨ber Russell zu TT . . . . . . . . . . . . . . . . . . . . 67
8.2 Quine’s NF und der modifizierte logische Begriff der Menge . . . 72
8.3 ZFC und der iterative Begriff der Menge . . . . . . . . . . . . . . 74
8.4 Intuitive Begriffe, Formalisierungen und Vergleichbarkeit von Men-






Es gibt eine Geschichte der Mengenlehre - manche meinen es sei die Geschichte
der Mengenlehre - die sich ungefa¨hr so erza¨hlt: Am Anfang steht die sogenannte
‘naive Mengenlehre’. Je nachdem wer die Geschichte erza¨hlt, werden mit der
naiven Mengenlehre Namen wie Cantor, Dedekind, Frege oder auch Bolzano
verbunden. Themen der naiven Mengenlehre sind in den meisten Fa¨llen Fra-
gen betreffend die Grundlagen der Arithmetik, i.e. Fragen, die um den Be-
griff der ‘Zahl’ kreisen. Dedekind entdeckte 1872, dass man mit Mengen die
reellen Zahlen aus den rationalen Zahlen ‘konstruieren’ kann . Cantor zeigte,
dass es verschiedene Gro¨ßen von unendlichen Mengen, dass es ‘mehr’ reelle als
natu¨rliche Zahlen gibt und dass man die Begriffe der Ordinal- und Kardinalzahl
in natu¨rlicher Weise auf unendliche Zahlen erweitern kann. Frege versucht (wie
auch Dedekind ) das ‘Heiligtum’ der Mathematik - die natu¨rlichen Zahlen - auf
‘logische’ Grundlagen zu stellen, und zu diesen logischen Grundlagen geho¨ren
nach Frege auch - Mengen. Das wesentliche feature der naiven Mengenlehre ist,
dass jede Eigenschaft eine Menge bestimmt, na¨mlich die Menge aller Dinge,
die diese Eigenschaft haben. Man kann dieses Prinzip aus Cantors beru¨hmter
‘Definition’ einer ‘Menge’ aus dem Jahr 1883 herauslesen:
“Unter einer Mannigfaltigkeit oder Menge verstehe ich na¨mlich all-
gemein jedes Viele, welches sich als Eines denken la¨ßt, d.h. jeden
Inbegriff bestimmter Elemente, welcher durch ein Gesetz zu einem
ganzen verbunden werden kann...” 1
Relativ bald tauchen die ersten ‘Ungereimtheiten’ auf. Cantor selbst stellt in
einem Brief an Dedekind fest, dass die Menge aller Ordinalzahlen keine ‘konsis-
tente Vielheit’ sein kann. Ein weiteres Problem ergibt sich durch den Satz von
Cantor, der besagt, dass die Potenzmenge P(A) einer Menge A immer gro¨ßer
ist als A selbst. Auf die Menge aller Dinge angewandt, wu¨rde das ergeben, dass
es eine Menge gibt, die gro¨ßer ist als die Menge aller Dinge.
Doch der knockout fu¨r die naive Mengenlehre - vor allem aber fu¨r Frege -
kommt mit Russell. Unbestreitbar ist es eine ‘Eigenschaft’ einer Menge, nicht
Element von sich selbst zu sein. Nach dem naiven Komprehensionsprinzip von
oben kann also die Menge gebildet werden, die aus allen Mengen besteht, die
sich nicht selbst enthalten. Fragt man nun, ob sich diese Menge selbst entha¨lt
oder nicht, gelangt man zu dem bekannten Widerspruch.
Die Widerspru¨che, die sich aus dem naiven Umgang mit Mengen ergaben,
hatten zur Folge, dass man sich klarer zu werden versuchte u¨ber die Grundlagen
1Auch die noch beru¨hmtere ‘Definition’ des Mengenbegriffs von 1895 - 1897 ist in dieser
Hinsicht problematisch. Dort steht: “Unter einer ‘Menge’ verstehen wir jede Zusammenfas-
sung M von bestimmten wohlunterschiedenen Objekten m unserer Anschauung oder unseres
Denkens (welche die ‘Elemente’ von M genannt werden) zu einem Ganzen.” Man ko¨nnte aus
dieser ‘Definition’ ebenfalls ein naives Komprehensionsprinzip herauslesen, das beliebige Zu-
sammenfassungen erlaubt.
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dieser neuen Disziplin und es wurden verschiedene Vorschla¨ge gemacht, die Pa-
radoxien zu vermeiden. Die beiden wichtigsten sind die Typentheorie von Rus-
sell und die Axiomatisierung von Zermelo. In beiden Fa¨llen gibt es ein Bu¨ndel
von Axiomen, aus denen dann alle weiteren Tatsachen u¨ber Mengen abgeleitet
werden ko¨nnen.
Der Vorschlag von Russell bedeutet - in der mengentheoretischen Sichtweise
- einfach eine Beschra¨nkung der Regeln, wie man Sa¨tze in der Sprache der
Mengenlehre bilden kann. Eine Menge, die sich selbst entha¨lt (oder auch nicht
entha¨lt), kann es deshalb nicht geben, weil hinter dem ∈ in einem Satz wie
x ∈ y, y den na¨chstho¨heren von x Typ haben muss, um u¨berhaupt sinnvoll zu
sein. ‘Mengentheoretische Sichtweise’ deshalb, weil bei Russell Mengen eigentlich
nicht vorkommen (als Objekte seiner Theorie). ‘Dinge’ der Typentheorie Russells
sind Funktionen, Funktionen von Funktionen und dgl.
Eine andere Mo¨glichkeit, den Antinomien zu entkommen, ist jene von Zer-
melo. Der Ausweg besteht im Wesentlichen darin, keine ‘zu großen’ Mengen
zuzulassen, d. h. man beschra¨nkt das Komprehensionsaxiom derart, dass es
‘Zusammenfassungen’ nur mehr dann erlaubt, wenn man die Dinge, auf die
eine Eigenschaft zutrifft, aus einer schon gegebenen Menge aussondern kann.
Zusa¨tzlich werden, neben einem Axiom, das sicherstellen soll, dass Mengen al-
lein durch ihre Elemente bestimmt sind, diesem Aussonderungsprinzip Axiome
beigestellt, die die Existenz schon gegebener Mengen gewa¨hrleisten.
Der weitere Hergang der Geschichte verla¨uft dann relativ geradlinig. Es wer-
den noch zwei Axiome in den Kanon aufgenommen (Ersetzung und Fundierung
von Fraenkel und Von Neumann), alle Axiome werden in eine pra¨dikatenlogische
Fassung gebracht (Skolem) und die daraus resultierende First-Order-Theorie
heißt dann ZFC (Zermelo-Fraenkel-Choice, Choice fu¨r das Auswahlaxiom).
Man ho¨rt heute wenig von Alternativen zu ZFC, und wenn, dann sind es
meistens Varianten von ZFC , die im Prinzip zu gleichen oder a¨hnlichen Be-
griffen von ‘Menge’ und ‘Enthalten-Sein’ fu¨hren (bzw. von im Prinzip gleichen
Intuitionen ausgehen). ZFC ist das bei weitem ga¨ngigste Axiomensystem der
Mengenlehre, auch NBG (Neumann-Bernays-Go¨del), eine konservative Erwei-
terung von ZFC, ist noch relativ gebra¨uchlich. NBG la¨sst auch Quantifikation
u¨ber (echte) Klassen (den Dingen die in ZFC ‘zu groß’ sind, um noch Mengen
sein zu ko¨nnen) zu, liefert aber fu¨r Mengen dieselben Resultate.
Eine ‘wirkliche’ Alternative soll im Folgenden vorgestellt und im Vergleich zu
ZFC besprochen werden. Das System geht zuru¨ck auf Quine’s NF (New Founda-
tions), das er in seinem beru¨hmten Aufsatz ‘New Foundations for mathematical
logic’ von 1937 vorgestellt hat. Das System, das ich hier besprechen mo¨chte, ist
im Wesentlichen die Version von Jensen, bzw. von Holmes, und wird mit NFU
bezeichnet.
Ein ‘wirkliche’ Alternative ist NFU aus mehreren Gru¨nden: In NFU gibt es
Mengen, die in ZFC nicht existieren. Die Menge aller Mengen, die es in ZFC
nicht gibt, existiert, ebenso die Menge aller Ordinalzahlen. Die Kardinal- und
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Ordinalzahlen in NFU sind vo¨llig verschieden von denen in ZFC. Bestimmte
Sa¨tze aus der Theorie der Kardinalzahlen, etwa der Satz von Cantor, gelten
nicht (oder zumindest nur eingeschra¨nkt).
Der wesentlichste Unterschied zwischen den Systemen liegt aber nicht so
sehr in der ‘Mathematik’ (Dingen wie: Was ist eine Kardinalzahl und was gilt
fu¨r Ordinalzahlen? Wie repra¨sentiert man u¨bliche mathematische Objekte wie
Gruppen, topologische Ra¨ume? usw.), sondern in den Intuitionen die dahinter
stecken. Man ko¨nnte sagen, der Unterschied ist ein genuin Philosophischer. Diese
Zusammenha¨nge etwas na¨her zu beleuchten wird den Schlussteil dieser Arbeit
ausmachen.
Bevor es losgeht noch einige Bemerkungen: Der Aufbau von NFU im Allge-
meinen und der Arithmetik in NFU im Besonderen folgt im Großen und Ganzen
dem von Holmes’ Buch ‘Set Theory with a Universal Set ’. Bestimmte, mir nicht
wichtig erscheinende Dinge wurden weggelassen, andere, die mir unzureichend
(oder schlicht falsch) dargestellt schienen, wurden genauer beleuchtet. Vor al-
lem aber wurde das System, das bei Holmes noch eine eher informelle Gestalt
hatte in eine pra¨zisere pra¨dikatenlogische Form gebracht. Die Abschnitte, die
sich mit dem Aufbau von ZFC bescha¨ftigen, benutzen vor allem die wunderbare
‘Einfu¨hrung in die Mengenlehre’ von Ebbinghaus und das Skriptum ‘Axiomatic
Set Theory 1 ’ von Agatha Walczak-Typke.
Beide vorgestellten Systeme sind First-Order-Theorien, d.h. beide benutzen
als Hintergrundlogik irgendeinen pra¨dikatenlogischen Kalku¨l erster Stufe mit
Identita¨t (derer es wie Sand am Meer gibt). Die (wohlgeformten) Formeln baut
man wie u¨blich rekursiv u¨ber die atomaren Formeln auf. Was eine atomare
Formel ist, ha¨ngt davon ab, welche nichtlogischen Konstanten2 zur Verfu¨gung
stehen. Die mit Abstand wichtigste (und fu¨r ZFC einzige) nichtlogische Kon-
stante, mit der wir es im Folgenden zu tun haben werden, ist die zweistellige
∈-Relation, d.h. die wichtigste atomare Formel ist der Form x ∈ y.
Hier noch einige Konventionen: Oft wird statt ∀x(x ∈ A→ ϕ(x)) der ku¨rze
halber ∀x ∈ A(ϕ(x)) geschrieben (analog ∃x ∈ A(ϕ(x)) statt ∃x(x ∈ A∧ϕ(x)))
und falls mehrere Variablen auf eine Menge beschra¨nkt sind, schreiben wir
∀x1, ..., xn ∈ A(ϕ(x1, ..., xn)) statt der ausfu¨hrlichen Schreibweise ∀x1...∀xn((x1 ∈
A∧ ...∧xn ∈ A)→ ϕ(x1, ..., xn)). Die Menge aller Variablen, die in einer Formel
ϕ vorkommen, bezeichnen wir mit var(ϕ) und fu¨r ¬(x ∈ y) schreiben wir x /∈ y.
Falls wir von einem x Existenz und Eindeutigkeit beweisen ko¨nnen, so schrei-
ben wir fu¨r ‘das eindeutig bestimmte x mit ϕ(x)’ manchmal auch ‘ιxϕ(x)’3. Der
iota-Operator bildet gewissermaßen den umgangssprachlichen bestimmten Arti-
kel nach. Definitionen von Objekten u¨ber solche ‘Kennzeichnungen’ (definite de-
scriptions) sind in der Mathematik keine Seltenheit. Selten sind eher die Anla¨sse,
wo so etwas explizit zur Sprache gebracht wird. Wir wollen aber den Gebrauch
2Die Menge der nichtlogischen Konstanten, in der eine bestimmte Theorie formuliert ist,
nennen wir auch Sprache.
3Die iota-Notation stammt von Bertrand Russell.
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dieses iota-Operators so unproblematisch wie mo¨glich halten und ein einfaches
Beispiel zur Erla¨uterung bringen: Falls wir von einer Folge (an)n∈N von reellen
Zahlen zeigen ko¨nnen, dass ϕ(a) :↔ ∀ > 0∃n0 ∈ N∀n ≥ n0 : |an − a| < ,
dann sagen wir, dass diese Folge konvergiert. Wir ko¨nnen nun zeigen, dass ein
a, das obige Formel erfu¨llt, eindeutig bestimmt sein muss, falls es u¨berhaupt
eines gibt. Fu¨r dieses eindeutig bestimmte a schreibt man u¨blicherweise auch
lim
n→∞ an, d.h. mit dem iota-Operator ko¨nnen wir definieren: limn→∞ an := ιaϕ(a).
Wir werden im Weiteren immer wieder ungezwungen vom iota-Operator
Gebrauch machen.4
4Falls man mehr u¨ber ‘Kennzeichnungen’ und dgl. erfahren mo¨chte, wende man sich z.B.
an Ramharter/Rieck [2006] S. 35 ff.
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2 Das System NFU
NFU ist eine Theorie erster Stufe in der Sprache {∈, Set, (..)}, wobei ∈ eine zwei-
stellige Relation, Set ein einstelliges Pra¨dikat und (..) eine zweistellige Funktion
ist. Intuitiv stellt man sich ∈ als die Element-Relation vor und Set als Eigen-
schaft eine Menge zu sein (im Gegensatz zu Urelementen oder Atomen). (..)
ist die Funktion, die je zwei Objekten x und y (dem geordneten Paar (x,y) im
‘metasprachlichen Sinn’) das geordnete Paar (x, y) zuordnet.5
Die Axiome von NFU6 sind:
1. ∃y [Set(y) ∧ ∀x (x ∈ y ↔ ϕ(x))] (S-Komprehensionsschema)
ist ein Axiom falls ϕ(x) stratifiziert ist und y nicht frei in ϕ(x) vorkommt.7
2. ∀x∀y [(Set(x) ∧ Set(y) ∧ ∀z (z ∈ x↔ z ∈ y))→ x = y] (Extensionalita¨t)
3. ∀x [¬Set(x)→ ¬∃y (y ∈ x)] (Atome)
4. ∀x∀y∀u∀v ((x, y) = (u, v)→ x = u ∧ y = v) (Geordnete Paare)
5. ∀X [∀x∀y (x ∈ X ∧ y ∈ X → x 6= ∅ ∧ (x = y ∨ x ∩ y = ∅))]→
∃Y ∀x (x ∈ X → ∃z (Y ∩ x = {z})) (Auswahlaxiom)8
Definition 2.1. Eine Formel ϕ(x) mit x frei heißt stratifiziert, wenn es
eine Funktion σ : var(ϕ) −→ N gibt, derart, dass fu¨r jede atomare Formel in
ϕ(x)
1. σ(x) = σ(y) falls x = y
5Die Begriffe ‘Funktion’ und ‘Relation’ (sowie ‘Pra¨dikat’ fu¨r ‘einstellige Relation’) sind
dreideutig: Z.B. verwendet man den Begriff ‘Relation’ einmal syntaktisch fu¨r eine Relations-
konstante im Sinne der logischen Konstanten einer First-Order-Sprache (hier etwa die ∈-
Relation); das andere mal verwendetet man den Begriff auch fu¨r Relationen im semantischen,
mengentheoretischen Sinne, (wie er in 2.2. definiert wird) als Menge von geordneten Paaren.
Weiters versteht man unter einer Relation auch ein zweistelliges, definierbares Pra¨dikat in der
Sprache der jeweiligen Mengenlehre. Grob gesprochen besteht der Zusammenhang zwischen
den drei Verwendungsweisen darin, dass man 1. aus Relationen im ersten Sinne Formeln bilden
kann, die dann Relationen im 3. Sinne sein ko¨nnen, die wiederum (mo¨glicherweise) Relationen
im 2. Sinne (Mengen von geordneten Paaren) bestimmen.
6Wir werden im Folgenden unter NFU immer die Axiome 1 - 5 verstehen, insbesondere
also das Auswahlaxiom dazurechnen. In der Literatur meint man mit NFU meistens nur die
Axiome 1 - 4. Weil das Auswahlaxiom aber auch bei ZFC ‘immer schon dabei’ ist, und es auch
fu¨r Mengenlehren der Art von NFU von tragender Bedeutung ist, wird es in dieser Arbeit als
Bestandteil der Axiome von NFU angesehen.
7Genauer: Falls die freien Variablen von ϕ x, x1, x2, ...xn sind, und y nicht frei in ϕ vor-
kommt, dann ist der universelle Abschluss von ∃y∀x(x ∈ y ↔ ϕ(x, x1, x2, ...xn)) ein Axiom
8Diese Formulierung des Auswahlaxioms benutzt Zeichen, die an dieser Stelle eigentlich
noch nicht bekannt sind. Strenggenommen ‘verstehen wir’ na¨mlich noch nicht, was die Zeichen
{x} und ∅ bedeuten. Wir setzen hier auf das Vorversta¨ndnis des Lesers; Rechtfertigen la¨sst
sich diese Vorgangsweise, weil im Aufbau der Theorie das Auswahlaxiom erst beno¨tigt wird,
wenn die erwa¨hnten Zeichen schon definiert worden sind. A¨hnliches gilt fu¨r die Axiome von
ZFC, die im na¨chsten Abschnitt pra¨sentiert werden.
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2. σ(x) + 1 = σ(y) falls x ∈ y
3. σ(x) = σ(y) = σ(v) falls v = (x, y)
Bemerkungen
• Die ersten beiden Bedingungen dieser Definition besagen, grob gesprochen,
dass eine Formel stratifiziert ist, wenn sie wohlgeformt wa¨re gema¨ß der
Typentheorie. Die dritte Bedingung besagt erstens, dass u und v in einem
Paar (u, v) vom selben Typ sein mu¨ssen und zweitens, dass u¨berdies auch
das Paar (u, v) selbst vom selben Typ wie u und v ist. Man sagt auch,
dass Paar ist ein type-level-orderd pair. 9
• Axiom (1) garantiert fu¨r jede stratifizierte Elementbedingung die Exis-
tenz der Menge aller Dinge, die dieser Bedingung genu¨gen. Die dadurch
bestimmten Mengen schreiben wir auch {x : ϕ(x)}. Es ist zu beachten,
dass Stratifiziertheit von ϕ(x) eine hinreichende, aber keine notwendige
Bedingung fu¨r die Existenz von {x : ϕ(x)} ist.10 D.h. manchmal kann es
durchaus mo¨glich sein, u¨ber Umwege die Existenz einer Menge zu bewei-
sen, auch wenn die definierende Bedingung nicht stratifiziert ist.
• Axiom (2) besagt, dass zwei Mengen als gleich gelten, falls sie dieselben
Elemente enthalten. Die Einschra¨nkung auf Mengen ist eine notwendige
Bedingung fu¨r die Existenz von Dingen, die keine Elemente haben, soge-
nannten Urelementen oder Atomen.
• (3) fordert von allen Nicht-Mengen, also Atomen, dass sie elementlos sind;
dass es u¨berhaupt Atome gibt, steht von vornherein noch nicht fest. Falls
es aber Atome gibt, so besteht das Universum, u¨ber das wir quantifizieren,
genau aus den Mengen und Atomen und nichts anderem, d.h. jedes ‘Ding’,
jeder mo¨gliche Wert einer Variable, ist entweder Menge oder Atom.
(4) fordert einfach nur die Eigenschaft, die jedes geordnete Paar erfu¨llen
muss.
• Das Auswahlaxiom wird im folgenden noch keine Rolle spielen und wur-
de nur der Vollsta¨ndigkeit halber in die Liste mit aufgenommen. Zum
’Einsatz’ kommt es erst, wenn es darum geht, grundlegende arithmetische
Begriffe zu entwickeln. Intuitiv besagt es, dass man zu jeder Menge von
disjunkten Mengen eine sogenannte Auswahlmenge bilden kann, die genau
ein Element jeder dieser Mengen entha¨lt.
9In Holmes [1998] wird das sichergestellt, indem gefordert wird, dass die linke und rechte
Projektion eines geordneten Paars jeweils vom selben Typ wie das geordnete Paar selbst sein
muss.
10Und anders als Rosser in [1953] suggeriert, war sich Quine dieser Tatsache durchaus
bewusst. Vgl. Rosser [1953] S. 205 ff.
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2.1 Einfache Folgerungen
Eine erste (und eine der wichtigsten) Folgerungen aus den Axiomen ist
Satz 2.1. ∃y [Set(y) ∧ ∀x (x ∈ y ↔ x = x)]
Wir erhalten diesen Satz durch Einsetzen der stratifizierten Formel x = x
fu¨r ϕ(x) in das S-Komprehensionsschema. Die durch diesen Satz eindeutig be-
stimmte Menge, die alles umfasst, nennen wir das Universum oder die Allmenge
und bezeichnen sie mit V . Durch Einsetzung von Set(x) fu¨r ϕ(x) bekommen
wir
Satz 2.2. ∃y∀x(x ∈ y ↔ Set(x))
Die durch 1.2. eindeutig bestimmte Menge aller Mengen bezeichnen wir mit
VSet.
Satz 2.3. ∃y∀x(x ∈ y ↔ x /∈ A)
1.3. sichert die Existenz der Komplemente AC jeder Menge A. Mit 1.1. liefert
das die leere Menge ∅ := V C .
Mit der Definition A ⊆ B :↔ ∀x(x ∈ A→ x ∈ B) erhalten wir
Satz 2.4. ∃y∀x(x ∈ y ↔ x ⊆ A)
Die durch 1.4. definierte Menge heißt Potenzmenge von A und wir schreiben
dafu¨r P(A).
Korollar 2.1. VSet = P(V )
Weitere Instanzen von (1) ergeben die Existenz der Mengen {x} , x∪y (boo-
lesche Vereinigung) und x ∩ y (boolescher Durchschnitt).
Die fu¨r NFU sehr wichtige und oft benutzte Operation, die jedes x auf seine
Singleton {x} ‘abbildet’ nennen wir sinnigerweise auch ‘Singleton-Operation’.
Fu¨r das iterierte Singleton {{x}} verwenden wir auch die Bezeichnung ‘SSingle-
ton’.
Das Universum V bildet mit ∪,∩ und der Komplement-Operation eine boo-
lesche Algebra.
Fu¨r eine Menge F von nichtleeren Mengen existieren die Mengen ⋃F :=
{x : ∃A(x ∈ A ∧A ∈ F)} und ⋂F := {x : ∀A(A ∈ F → x ∈ A)}.11
2.2 Relationen und Funktionen
Relationen (im mengentheoretischen Sinne) sind Mengen von geordneten Paa-
ren.
Eine Instanz von (1) erlaubt uns die Bildung des kartesischen Produkts A×B
von zwei Mengen: A×B := {x : x = (a, b) ∧ a ∈ A ∧ b ∈ B}.
Fu¨r Relationen R, fu¨r die gilt: R ⊆ A×B ko¨nnen wir definieren:
11Fu¨r Mengen von Atomen sind Durchschnitt und Vereinigung nicht definiert.
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Definition 2.2. 1. dom(R) := {a : a ∈ A ∧ ∃b ∈ B((a, b) ∈ R)}
2. rng(R) := {b : b ∈ B ∧ ∃a ∈ A((a, b) ∈ R)}
3. R|C := {(x, y) : (x, y) ∈ R ∧ x ∈ C} fu¨r C ⊆ A
4. R′′C := rng(R|C)
Die Mengen, die durch 1 - 4 definiert sind nennen wir auch, die Domain, den
Wertebereich, die Einschra¨nkung einer Relation auf eine Menge C und das Bild
einer Menge C.
Wir sagen von einer Relation R, dass sie auf einer Menge A ist, wenn dom(R)
= rng(R) = A, i.e. R ⊆ A×A und schreiben in Zukunft auch xRy falls (x, y) ∈ R.
Falls R eine Relation ist, dann bezeichnet R−1 die inverse Relation, und es
ist R−1 := {(x, y) : yRx}.
Fu¨r eine (zweistellige) Relation R auf einer Menge A bezeichne SI(R) die -
nach S-Komprehension existierende - eindeutig bestimmte Menge {({x} , {y}) : xRy}.
Allgemein soll SIn(R) diejenige Relation sein, die man durch n-malige Anwen-
dung der Singleton-Operation auf Elemente von A erha¨lt.
2.3 Ordnungsrelationen
Fu¨r die folgenden Definitionen denken wir uns die Quantoren auf die jeweilige
Menge, auf der die Ordnungsrelation definiert ist, beschra¨nkt.
Definition 2.3. Eine Relation R auf einer Menge A heißt dann eine strikte
Totalordnung (oder Totalordnung im Sinne von <) falls
1. ∀x¬(xRx)
2. ∀x∀y∀z(xRy ∧ yRz → xRz)
3. ∀x∀y(xRy ∨ yRx ∨ y = x)12
Eine Relation R auf einer Menge A heißt schwache Totalordnung (oder To-
talordnung im Sinne von ≤) wenn statt (1)
• ∀x(xRx)
gilt und zusa¨tzlich
• ∀x∀y(xRy ∧ yRx→ x = y)
12Formal ist eine ‘Ordnungsrelation auf einer Menge A’ (wie jede Struktur, die wir men-
gentheoretisch auffassen wollen) ein geordnetes Paar z := (R,A) (bzw. geordnetes n-Tupel),
derart, dass fu¨r alle Elemente x ∈ pr2(z) gilt: ¬(xpr1(z)x). usw. Wir unterdru¨cken im Folgen-
den diese ‘Paarnotation’ - der besseren Lesbarkeit und Suggestivita¨t halber - und verwenden
die Ausdrucksweise, die bisher entwickelt wurde.
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Eine lineare Ordnung R auf einer Menge A heiße Wohlordnung, falls gilt:
• ∀B [(B 6= ∅ ∧B ⊆ A)→ ∃y ∈ B∀x ∈ ByRx] 13
FallsR eine Wohlordnung auf einer MengeA ist, schreiben wir dafu¨r abku¨rzend
auch WO(RA) und falls a ∈ A, dann definieren wir das durch a eindeutig be-
stimmte Anfangsstu¨ck bzgl. R als
Definition 2.4. Pred(a,R,A) := {x ∈ A : xRa}
Die Einschra¨nkung einer Wohlordnung auf Pred(a,R,A) schreiben wirRPred(a,R,A)
und definieren RPred(a,R,A) := R ∩ (Pred(a,R,A)× Pred(a,R,A))
Die Einschra¨nkung einer Wohlordnung auf Pred(a,R,A) ist selbst eine Wohl-
ordnung.
Wenn nicht ausdru¨cklich anders erwa¨hnt, soll sich im Weiteren Pred(a,R,A)
immer auf eine strikte Ordnung R beziehen, d. h. Pred(a,R,A) bezeichnet im-
mer ein echtes Anfangsstu¨ck der Wohlordnung R.
2.4 A¨quivalenzrelationen
Definition 2.5. Eine Relation ∼ auf einer Menge A heißt A¨quivalenzrelation,
wenn gilt:
1. ∀x, y, z(x ∼ y ∧ y ∼ z → x ∼ z)
2. ∀x¬(x ∼ x)
3. ∀x, y(x ∼ y → y ∼ x)
Definition 2.6. Eine Partition einer Menge A ist eine Familie F von Teilmen-
gen von A derart, dass
• ∀x, y ∈ A(x ∩ y = ∅)
• ⋃F = A
Falls ∼ eine A¨quivalenzrelation auf einer Menge A ist, definiert ∼ eine Parti-
tion vonA. Die paarweise disjunkten Elemente von F nennen wir A¨quivalenzklassen
und schreiben dafu¨r x¯, y¯.... Eine Element x ∈ x¯ heißt Repra¨sentant der A¨quivalenzklasse
x¯ und eine Menge die aus jeder A¨quivalenzklasse (genau) einen Repra¨sentanten
entha¨lt, heißt Repra¨sentantensystem.14
13Ein Beispiel fu¨r eine strikte Totalordnung ist die u¨bliche Ordnung < auf den natu¨rlichen
Zahlen. Definiert man x ≤ y :↔ x < y ∨ x = y erha¨lt man eine schwache Totalordnung auf
den natu¨rlichen Zahlen.




Eine Funktion von A nach B ist eine Relation, die jedem a ∈ A genau ein b ∈ B
zuordnet. Wir schreiben manchmal auch Funk(f)A,B fu¨r ’f ist eine Funktion von
A nach B’, wobei A der Definitionsbereich und B der Zielbereich der Funktion
ist.
Definition 2.7. Funk(f)A,B :↔ f ⊆ A×B ∧ ∀a ∈ A∃!b ∈ B((a, b) ∈ f)
Das eindeutig bestimmte y, derart dass (a, b) ∈ f , bezeichnen wir mit f(a).
Wir werden im Weiteren auch die u¨blichere Schreibweise f : A −→ B fu¨r
Funk(f)A,B verwenden.
Eine Funktion f : A −→ B heißt surjektiv, falls ∀b ∈ B∃a ∈ A(f(a) = b) und
injektiv, falls ∀a, a′ ∈ A(a 6= a′ → f(a) 6= f(a′)). Eine Funktion heißt bijektiv,
falls sie injektiv und surjektiv ist.
Fu¨r eine Menge A bezeichne idA die identische Funktion auf A, fu¨r die
gilt: idA(a) = a fu¨r alle a ∈ A. Falls f und g Funktionen sind, derart, dass
f : A −→ B und g : B −→ C, dann bezeichnet g ◦ f die Komposition (Hinter-
einanderausfu¨hrung) der Funktionen f und g, sprich: (g ◦ f)(a) = g(f(a)).
Eine Operation15, die fu¨r die Arithmetik in NFU eine zentrale Rolle spielen
wird, ist diejenige, die jeder Menge A die Menge ihrer Singletons zuordnet. Wir
bezeichnen die Menge aller Singletons einer Menge A mit P1(A), die Menge aller
Singletons von Singletons einer Menge A als P2(A) usw.16
15Man verwendet den Begriff Operation in der Mengenlehre meistens um sich von Funk-
tionen abzugrenzen. Funktionen sind dabei Objekte (Mengen von geordneten Paaren) der
jeweiligen Mengenlehre. Operationen dagegen mu¨ssen das nicht sein. Wir werden spa¨ter se-
hen, dass die Singleton-Operation x 7→ {x} in NFU keine Funktion ist (noch weniger natu¨rlich
in ZFC).
16Ist z.B. A = {a, b, c}, dann ist P1(A) = {{a} , {b} , {c}}
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3 Das System ZFC
ZFC ist eine Theorie erster Stufe in der Sprache {∈}. Die Axiome von ZFC sind:
1. ∀x∀y(∀z(z ∈ x↔ z ∈ y)→ x = y) (Extensionalita¨t)
2. Wenn ϕ(x) eine Formel in der Sprache {∈} und y nicht frei in ϕ(x) vor-
kommt, dann ist ∀z∃y∀x(x ∈ y ↔ x ∈ z ∧ϕx) ein Axiom (Aussonderung)
Wir schreiben fu¨r solche Mengen auch {x ∈ z : ϕx}.
3. ∀x∀y∃z(x ∈ z ∧ y ∈ z) (Paarmenge)
4. ∀v∃z∀x∀y(x ∈ y ∧ y ∈ v → x ∈ z) (Vereinigung)
5. Wenn ϕ(x, z) ein Formel ist mit x und z frei, und y nicht frei in ϕ(x, z)
vorkommt, dann ist ∀x ∈ A∃!zϕ(x, z) → ∃y∀x ∈ A∃z ∈ yϕ(x, z) ein
Axiom. (Ersetzung)
6. ∃x(∅ ∈ x ∧ ∀y ∈ x(y ∪ {y} ∈ x)) (Unendlichkeit)
7. ∀x∃y∀z(z ⊆ x→ z ∈ x) (Potenzmenge)
8. ∀x(x 6= ∅ → ∃y ∈ x∀z(z /∈ y ∨ z /∈ x)) (Fundierung)
9. ∀X [∀x∀y (x ∈ X ∧ y ∈ X → x 6= ∅ ∧ (x = y ∨ x ∩ y = ∅))]→
∃Y ∀x (x ∈ X → ∃z (Y ∩ x = {z})) (Auswahlaxiom)17
Bemerkungen
• Wie auch in NFU stellt (1) sicher, dass zwei Mengen gleich sind, wenn sie
dieselben Elemente haben. Da die einzigen Objekte in ZFC Mengen sind,
brauchen wir uns keine Gedanken u¨ber Atome oder andere Nicht-Mengen
machen.
• (2) ist die ‘ZFC-Entsprechung’ des S-Komprehensionsschemas in NFU.
Das Aussonderungsschemas erlaubt die Bildung von Mengen, indem man
aus einer bestimmten vorgegebenen Menge diejenigen Elemente ausson-
dert, die der Eigenschaft ϕ(x) genu¨gen.
• Axiom (3) stellt fu¨r beliebige x, y die Existenz von {x, y} (und damit von
{x} = {x, x}) sicher, (4) die Existenz der Vereinigungsmenge ⋃ v fu¨r eine
Menge v von Mengen und (7) die Existenz der Potenzmenge.
• Wie das Aussonderungsaxiom ist auch das Ersetzungsaxiom ein Axiomen-
schema. Inhaltlich besagt es, dass, wenn die Formel ϕ(x, y) ‘funktional’ ist,
i.e. wenn ϕ(x, y) eine Operation auf V definiert, dann existiert das Bild
jeder Menge unter dieser Operation.
17Manchmal werden wir auch Teilsysteme von ZFC betrachten. Dabei soll ZF fu¨r das System
aller aufgelisteten Axiome bis auf das Auswahlaxiom stehen. ZFC− soll das System bezeichnen,
dass alle Axiome bis auf das Fundierungsaxiom beinhaltet.
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• Das Fundierungsaxiom stellt unter anderem sicher, dass es keine unendli-
chen absteigenden ‘∈ -Folgen’ gibt, d.h. dass jede Menge ein ‘∈-minimales’
Element hat. Man umschreibt den Umstand, der in (8) ausgedru¨ckt auch
so: Die ∈ -Relation ist fundiert.
3.1 Einfache Folgerungen
Mit dem Aussonderungsaxiom ko¨nnen wir zeigen, dass ∃y∀x(x /∈ y). Diese nach
(1) eindeutig bestimmte Menge nennen wir die leere Menge und bezeichnen sie
wie auch in NFU mit ∅.
Satz 3.1. ¬∃y∀x(x ∈ y)
Satz 2.1. besagt, dass es keine Menge gibt, die alle Mengen umfasst, d.h. die
Allmenge (das Universum) V existiert nicht.
Eine direkte Folge aus dem Fundierungsaxiom ist
Satz 3.2. ¬∃x1, ...xn(x1 ∈ x2 ∧ x2 ∈ x3... ∧ xn ∈ x1)
Insbesondere schließt das Fundierungsaxiom Mengen x aus, fu¨r die x /∈ x.
3.2 Funktionen und Relationen
Mit dem Paarmengenaxiom von oben kann man das sogenannte Kuratowski-
geordnete Paar definieren:
Definition 3.1. (x, y) := {{x} , {x, y}}18
Man kann leicht nachpru¨fen, dass die fu¨r das geordnete Paar einzig wichtige
Bedingung (x, y) = (x′, y′)→ x = x′ ∧ y = y′ erfu¨llt ist.
Das kartesische Produkt A × B definieren wir durch Benutzung des Erset-
zungsaxioms.19
Die Definitionen bzgl. Relationen und Funktionen ko¨nnen aus dem vorigen
Abschnitt u¨bernommen werden. Der einzige Unterschied ist, dass wir statt der
primitiven ‘Paarfunktion’ nun eine mengentheoretische ‘Implementation’ des ge-
ordneten Paars haben.
Ein Wort noch zum Auswahlaxiom: Wir hatten das Auswahlaxiom in der
Form vorgestellt, dass es fu¨r jede Menge von Mengen eine weitere Menge gibt,
18Wir verwenden auch hier die Notation (x, y) fu¨r das geordnete Paar. Man sollte sich jedoch
im Klaren sein, dass in NFU damit ein primitives Zeichen gemeint ist, wa¨hrend wir hier in
ZFC ein durch mengentheoretische Operationen definiertes Paar verstehen.
19Fu¨r ein beliebiges b ∈ B gilt: ∀a ∈ A∃!c(c = (a, b)) Mit dem Ersetzungsaxiom
kann man die Menge prod(A, b) := {c : ∃a ∈ A(c = (a, b)} bilden. Da ∀b ∈ B∃!c(c =
prod(A, b)) kann man durch nochmalige Anwendung des Ersetzungsaxioms die Menge





die als Durchschnitt mit jeder einzelnen dieser Mengen ein Singleton hat. In
der Mathematik werden aber ha¨ufig andere (a¨quivalente) Formulierungen ge-
braucht. Vor allem in der Theorie der Ordinal- und Kardinalzahlen wird das
Auswahlaxiom in der Form des sogenannten ‘Wohlordnungssatzes’ benutzt, der
besagt, dass jede Menge wohlgeordnet werden kann, i.e. ∀A∃R(WO(RA)). Wir
ko¨nnen, sowohl auf der Basis von ZFC ohne Auswahlaxiom als auch auf der Ba-
sis von NFU ohne Auswahlaxiom zeigen, dass beide Formulierungen tatsa¨chlich
a¨quivalent sind und werden von diesem Resultat in beiden Systemen ohne Scheu
Gebrauch machen.
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4 Ein erster Vergleich
Schon beim Aufbau der beiden Mengenlehren wird klar, dass sich NFU und ZFC
in wesentlichen Punkten voneinander unterscheiden. Abgesehen davon, dass der
Aufbau von ZFC sozusagen ‘stufenweise’ erfolgt, wa¨hrend man in NFU qua S-
Komprehensionsschema ‘alles auf einmal’ bekommt, beginnen die Unterschiede
schon bei der Existenz und Eindeutigkeit der leeren Menge ∅.
Wa¨hrend ZFC nur eine Art von Dingen kennt, unterscheidet man in NFU
zwischen Mengen und Urelementen. In ZFC gibt es nur ein ‘Ding’, das keine
Elemente hat, na¨mlich die leere Menge; aber nicht jedes ‘Ding’ in NFU, das
keine Elemente hat, ist notwendigerweise die leere Menge. Man kann also nicht
- wie in ZFC - schliessen: Es gibt ein Ding, das keine Elemente hat, und qua
Extensionalita¨t ist dieses Ding eindeutig bestimmt; ‘Ding’ und ‘Menge’ stim-
men in ZFC u¨berein, in NFU sind aber nur bestimmte Dinge Mengen. In NFU
muss, um Existenz und Eindeutigkeit der leeren Menge sicherzustellen, anders
argumentiert werden. Bevor wir uns diese Sache etwas genauer ansehen, noch
zwei Bemerkungen:
Die Tatsache, dass der Aufbau von ZFC ‘Schritt fu¨r Schritt’ erfolgt im Ge-
gensatz zu NFU, wo man alles ab initio bekommt, muss man nicht unbedingt
fu¨r einen ‘wesentlichen’ Unterschied zwischen den beiden Systemen halten. Hol-
mes liefert z.B. eine endliche Axiomatisierung von NFU, die im Prinzip dem
stufenweisen Aufbau von ZFC sehr a¨hnlich ist. D.h. auch in NFU ko¨nnen wir
‘schrittweise’ - analog zu ZFC - die Existenz bestimmter Mengen postulieren
(z.b. die Existenz der Allmenge, der Komplemente, der Singletons usw.) und aus
der Existenz dieser bestimmten Mengen dann das S-Komprehensionsschema als
Theorem ableiten.
Dass NFU Urelemente zula¨sst und ZFC nicht, ist ‘unwesentlich’ nur in einem
bestimmten Sinne. Auch in ZFC kann man das Extensionalita¨tsaxiom derart ab-
schwa¨chen, dass Urelemente zugelassen sind. Im Gegensatz zu NFU gilt aber fu¨r
diese neue Theorie, dass sie nichts wesentlich Neues beweist. Fu¨r NFU im Ver-
gleich zu NF (das ist das System, das nur aus dem starken Extensionalita¨tsaxiom
und S-Komprehension besteht) gilt dieser Zusammenhang nicht. Wa¨hrend et-
wa das Auswahlaxiom integraler Bestandteil von NFU ist, ist es in NF schlicht
falsch. NFU ist ein gutes Beispiel dafu¨r, dass das Verha¨ltnis zwischen Theorien,
die Urelemente zulassen, und ihren atomlosen Gegenstu¨cken nicht unbedingt
gleichma¨ßig ist.
4.1 Extensionalita¨t
Das Extensionalita¨tsaxiom besagt umgangssprachlich: Mengen mit gleichen Ele-
menten sind gleich. Oder: Mengen sind allein durch ihre Elemente bestimmt. In
ZFC bereitet das Extensionalita¨tsaxiom (kurz Ex ) keine Probleme (wenn man
das Folgende als ’Problem’ betrachtet). Der Umstand, dass es bei Mengen aus-
schließlich auf die Elemente ankommt, wird korrekt durch
∀x∀y [∀z (z ∈ x↔ z ∈ y)→ x = y]
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ausgedru¨ckt. Nicht so in NFU. Dort wollen wir na¨mlich auch Urelemente zulas-
sen, und wir wollen unter Urelementen solche Dinge verstehen, die keine Ele-
mente haben. Aber auch die leere Menge soll keine Elemente haben und dennoch
eindeutig sein.
Wollen wir Ex also wie oben beibehalten, stehen wir vor folgender Situation:
Entweder es gibt nur ein Urelement und keine leere Menge oder es gibt eine
eindeutig bestimmte leere Menge, aber keine Urelemente.
Um dies zu verhindern, beschra¨nkt man Ex in NFU auf Mengen, i.e.
∀x∀y [Set(x) ∧ Set(y) ∧ ∀z (z ∈ x↔ z ∈ y)→ x = y]
Außerdem fordern wir fu¨r Urelemente, dass sie elementlos sein sollen, i.e.
∀x [¬Set(x)→ ¬∃y (z ∈ x)]
Mit dem S-Komprehensionsschema ergibt das insgesamt, dass es eine Menge
gibt, die keine Elemente hat und u¨berdies mit Exneu, dass alle anderen Mengen
ohne Elemente jener gleich sind, was die Definition der leeren Menge rechtfertigt.
Außerdem aber stellt Exneu sicher, dass, falls x und y keine Mengen sind, mit
Exneu keine Aussage bzgl. Gleichheit oder Ungleichheit getroffen werden kann.
Eine Unscho¨nheit, die diese A¨nderung von Ex mit sich gebracht hat ist, dass
wir die urspru¨ngliche Sprache, die nur aus der ∈ - Relation und der primitiven
Paarfunktion bestanden hat, um das primitive Pra¨dikat ‘Set(x)’ erweitern muss-
ten, und es stellt sich die natu¨rliche Frage, ob das notwendig ist, oder ob sich
dieses Pra¨dikat irgendwie definieren la¨sst. Zumindest fu¨r ∈ allein la¨sst sich die
Frage verneinen, denn wu¨rde man Set(x) durch ∃y (y ∈ x) definieren, wa¨re auch
die leere Menge ein Urelement, was nicht sehr wu¨nschenswert ist. Z.B. ha¨tten
wir gerne, dass die leere Menge Teilmenge jeder Menge ist; fu¨r andere Urelemen-
te soll das aber nicht gelten. Wir mu¨ssten also ein bestimmtes ‘Urelement’ (die
leere Menge) ‘auszeichnen’ und es gibt keinen Grund anzunehmen, wir ko¨nnten
dies mit Recht tun.
Auf andere Weise kann man sich das Pra¨dikat Set(x) dennoch sparen, indem
man die leere Menge ∅ als Konstante in die Sprache aufnimmt. Wir definieren
dann Set(x) durch ∃y (y ∈ x) ∨ x = ∅ und behalten Exneu bei. Was wir uns
in dieser Variante sparen ist ein Axiom, das uns fu¨r ¬Set(x) die notwendige
Bedingung ¬∃y (y ∈ x) liefert. Fu¨r den Fall mit primitivem Set(x) konnten wir
ein solches Axiom nicht dispensieren, denn dass Elementlosigkeit notwendige
Bedingung dafu¨r ist, keine Menge zu sein, folgt weder aus Exneu noch aus dem
S-Komprehensionsschema. Wir ko¨nnten etwa bei der Einfu¨hrung von Set(x) an
die Unterscheidung Menge/Klasse gedacht haben oder uns durch Set(x) von ir-
gendwelchen anderen ‘Unmengen’ (A¨pfeln, Fettbohnen oder Giraffen) abgrenzen
wollen.
Dennoch bleibt der ‘Makel’ bestehen; ob wir nun ∅ oder Set(x) als primitive
Symbole dazunehmen; in jedem Fall bedeutet das eine echte Spracherweiterung,
und insofern ist es zumindest nicht verwunderlich, wieso man neue und ’u¨ber-
raschende’ Sa¨tze beweisen kann. (‘Neu und u¨berraschend’ im Vergleich zu NF).
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4.2 Geordnete Paare
Geordnete Paare sind wichtig. Genau genommen sind sie sogar entscheidend
dafu¨r, dass eine bestimmte Mengenlehre ihren Aspruch auf ‘Grundlegung der
Mathematik’ einlo¨sen kann. Will man Gruppen, topologische Ra¨ume, Graphen
etc. - vor allem aber Relationen und Funktionen - als Mengen auffassen, so
braucht man dafu¨r eine mengentheoretische Definition des geordneten Paars.
Ein auffa¨lliger Unterschied zwischen NFU und ZFC liegt im Umstand, dass
ZFC tatsa¨chlich ein definiertes geordnetes Paar verwendet, um die Theorie der
Relationen und Funktionen zu entwickeln, wa¨hrend NFU dafu¨r ein primitives
geordnetes Paar benutzt. Aber warum ist das so und vor allem: Muss das so
sein?
Die Antwort auf die zweite Frage lautet schlicht: Nein. Man muss nicht.
Der Grund dafu¨r, dass man es dennoch macht und nicht wie in ZFC die De-
finition von Kuratowski verwendet, ist im wesentlichen ein pragmatischer. Das
Kuratowski-Paar {{x} , {x, y}} bereitet im Aufbau der Theorie einfach zu viel
‘Ungemach’; Das liegt daran, dass die relativen Typen der von x und y im
Kuratowski-Paar um zwei niedriger sind als der relative Typ des Paars selbst.
Das hat zur Folge, dass z.B. der relative Typ einer Funktion um drei ho¨her ist
als der Typ der Argumente und Funktionswerte. Man braucht deshalb immer
wieder die Singleton-Operation und die Vereinigungsmengenoperation um be-
stimmte Definition zu stratifizieren, bzw. um diesen Prozess wieder ru¨ckga¨ngig
zu machen.
Um all diese Probleme von vornherein zu vermeiden, fordert man vom pri-
mitiven geordneten Paar in NFU, dass es type-level ist, dass also der relative
Typ eines Paars z = (x, y) der gleiche ist wie der von x und y.20 In der hier
pra¨sentierten Form von NFU wurde dem Rechnung getragen, indem wir in un-
serer Definition der stratifizierten Formeln eine eigene Bedingung aufgenommen
haben, die regelt, wann eine Formel stratifiziert ist, wenn sie ein Paar entha¨lt.
Einer der auffa¨lligsten Unterschiede zwischen NFU (und auch NF) und ZFC
besteht darin, dass es in NFU eine Menge gibt, die alle Dinge umfasst, wa¨hrend
die Existenz einer solchen Menge in ZFC zu Widerspru¨chen fu¨hren wu¨rde. Aber
wie kommt es dazu?
4.3 Aussonderung vs. S-Komprehension
Eines der charakteristischen features von ‘Zermelo-style’ Mengenlehren (manche
halten es fu¨r das charakteristische Feature) ist das Aussonderungsschema, das
in seiner Standardversion besagt, dass
∀z∃y∀x (x ∈ y ↔ x ∈ z ∧ ϕ(x))
20Wie wir sehen werden, bringt das zusa¨tzliche ‘Sta¨rke’ in unser System, weil es uns ein
Unendlichkeitsaxiom ‘erspart’.
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wobei ϕ(x) eine Formel mit x frei ist, in der y nicht frei vorkommt. In Worten:
von einer beliebigen Menge z kann man die Teilmenge von z, die aus allen
Dingen x aus z besteht, die ϕ(x) erfu¨llen, bilden.
Entstanden ist das Aussonderungsaxiom aus der Bemu¨hung, das naive Kom-
prehensionsprinzip in irgendeiner Form zu beschra¨nken, da man mit diesem das
Paradox von Russell ableiten kann.
Das naive Komprehensionsprinzip besagt, dass jede Elementbedingung, d.h.
jede ‘Eigenschaft’ eine Menge bestimmt. Nehmen wir nun als Elementbedin-
gung eine beliebige Formel ϕ(x) in der Sprache der Mengenlehre, in der x frei
vorkommt, so lautet es demnach:
∃y∀x (x ∈ y ↔ ϕ(x))
Noch deutlicher sieht man an der Second-Order-Variante worum es beim
unbeschra¨nkten Komprehensionsaxiom geht:
∀F∃y∀x (x ∈ y ↔ Fx)
In Worten: Fu¨r jede Eigenschaft existiert die Menge aller Dinge, die diese Ei-
genschaft haben. 21
Das Paradox von Russell (mengentheoretisch)
Das Paradox entsteht, wenn man via unbeschra¨nktem Komprehensionsprinzip
die Menge bildet, die aus allen Mengen besteht, die sich nicht selbst enthalten,
i.e. die Menge {x : x /∈ x}. Bezeichnet man diese Menge mit R, dann muss ent-
weder R ∈ R oder R /∈ R gelten. Falls ersteres der Fall ist, also R ∈ R, folgt
nach Definition der Menge R /∈ R, falls zweiteres der Fall ist, muss ¬ (R /∈ R),
also R ∈ R gelten - in beiden Fa¨llen ein Widerspruch.
Sehen wir uns an, wie die beiden Systeme das Paradox vermeiden:
NFU vermeidet es, weil es die Existenz einer Menge fu¨r eine Elementbedin-
gung ϕ(x) an x nur dann ‘garantiert’, wenn diese Bedingung stratifiziert ist,
und die Formel x /∈ x offenbar nicht stratifiziert ist.
In ZFC gibt es zwar fu¨r alle z die Menge {x ∈ z : ϕ(x)}; Definiert man aber
fu¨r beliebiges z Rz =df {x ∈ z : x /∈ x}, dann gilt: Falls Rz /∈ Rz, dann ist Rz /∈ z
oder Rz ∈ Rz. Das aber heißt einfach Rz /∈ z. Hat man andererseits Rz ∈ Rz,
dann ist nach Definition der Menge Rz Rz ∈ z und Rz /∈ Rz, was nicht mo¨glich
ist. Wa¨hrend in obigem Fall des unbeschra¨nkten Komprehensionsprinzips beide
Varianten zum Widerspruch gefu¨hrt haben, bleibt uns fu¨r das Aussonderungs-
schema die Mo¨glichkeit Rz /∈ Rz, und wie bemerkt fu¨hrt das einfach zu Rz /∈ z
- und zwar fu¨r beliebiges z. Kein Widerspruch also.
21Oder in Frege’scher Terminologie: Jeder Begriff hat einen Begriffsumfang.
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Die Allmenge
Die Allmenge V existiert in NFU, weil die Formel x = x stratifiziert ist, und
daher die Menge V := {x : x = x} existiert.
Anders in ZFC: Das Aussonderungsaxiom verhindert gewissermaßen die Bil-
dung von ‘zu großen’ Mengen22, insbesondere der Allmenge. Man kann das an
folgendem Argument sehen:
Wie wir oben gezeigt haben, muss fu¨r beliebiges z Rz /∈ z sein (ansonsten
droht, wie man oben sieht, das Russellparadox). Wu¨rde V existieren, so wa¨re
RV /∈ V ; das heißt, es gibt mindestens eine Menge, die nicht in V enthalten ist,
was der Annahme widerspricht, V wu¨rde alles enthalten.
Anders formuliert: Angenommen es ga¨be eine Menge V := {x : x = x}, dann
gilt offenbar ∀x (x ∈ V ). Mit dem Aussonderungsschema kann man zeigen, dass
die Menge RV := {x ∈ V : x /∈ x} existiert. Weil x ∈ V fu¨r alle x erfu¨llt ist, ist
das aber einfach die Menge R = {x : x /∈ x}, die defekte Russellklasse, die sofort
zum Widerspruch fu¨hrt.
In ZFC gibt es also keine Menge V , die alle Dinge umfasst, wa¨hrend die Exis-
tenz der Menge V in NFU qua S-Komprehension sozusagen die offensichtlichste
Menge ist, die existiert.
Besonders beim Vergleich von verschiedenen Mengenlehren ist aber Vorsicht
angebracht, wenn man von der Allmenge spricht.
In ZFC, wo es nur Mengen gibt, ist die ‘Allmenge’ V (die nicht existiert)
die Menge (bzw. Klasse) aller Mengen. In NFU dagegen ist die Allmenge V die
Menge aller Mengen plus Urelemente und VSet (d.h. P(V )) ist die Menge aller
Mengen.
Dass in NFU die Allmenge V existiert, hat weitreichende Konsequenzen,
die an dieser Stelle noch nicht abzuscha¨tzen sind. Ein unbestreitbarer Vorteil
ist die Tatsache, dass V mit Durchschnitt, Vereinigung und Komplement eine
boolesche Algebra bildet, wa¨hrend in ZFC nur relative Komplemente (relativ
zu einer existierenden Menge) tatsa¨chlich ‘mengengroß’ sind (und damit ‘kom-
plementfa¨hig’).
U¨ber Gro¨ße von Mengen, echte Klassen und dergleichen wird noch zu spre-
chen sein, man sollte aber auch hier schon im Auge behalten, dass, falls eine
Menge in einem System, in dem V existiert, nicht existiert ; das dann nicht daran
liegen kann, dass diese Menge in irgendeinem Sinn ‘zu groß’ wa¨re. Mit anderen
Worten: Wie kann eine Menge zu groß sein, wenn sogar die Menge aller Dinge
existiert?
Trotzdem ist Vorsicht angebracht: Nur weil es in NFU viele ‘große’ Mengen
gibt, die es in ZFC nicht gibt, heißt das nicht, dass alle Mengen existieren. Wie
22Die Sprechweise ‘zu groß’, wenn man von Gesamtheiten spricht, die keine Mengen sind,
la¨sst sich vollsta¨ndig erst im Rahmen einer Klassen-Mengen-lehre wie NBG (Von Neumann-
Bernays-Go¨del) rechtfertigen. NBG ist eine konservative Erweiterung von ZFC, beweist also
alle Sa¨tze u¨ber Mengen, die auch in ZFC gelten. Zusa¨tzlich erlaubt NBG aber auch Quantifi-
kation u¨ber echte Klassen wie V und wir ko¨nnen dort neue Sa¨tze u¨ber Klassen beweisen. Wir
ko¨nnen dort etwa beweisen, dass jede echte Klasse (d.h. jede durch eine beliebige Eigenschaft
bestimmte Gesamtheit) gleich groß wie das Universum V ist.
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wir sehen werden, gibt es relativ einfache, ‘kleine’ Gesamtheiten, deren Existenz
in NFU nicht bewiesen werden kann.
Ein kurze Bemerkung noch zur ‘Sta¨rke’ des Aussonderungsschemas im Ver-
gleich zum S-Komprehensionsschema. In einer bestimmten Hinsicht kann man
das S-Komprehensionsschema mit gutem Recht ‘sta¨rker’ nennen als das Aus-
sonderungsschema. Es erlaubt uns na¨mlich die Ableitung jeder stratifizierten
Instanz des naiven Komprehensionsprinzips. ZFC muss, weil es das naive Kom-
prehensionsprinzip ganz aufgibt, einige Instanzen davon explizit als Axiome da-
zunehmen, um fu¨r Mengen zu sorgen, aus denen wir dann ‘aussondern’ ko¨nnen.
Das S-Komprehensionsschema ist also ‘sta¨rker’, weil wir uns etwa das Paarmen-
genaxiom oder das Potenzmengenaxiom von ZFC sparen, weil beides stratifi-
zierte Fa¨lle des unbeschra¨nkten Komprehensionsprinzips sind.
Wie wir spa¨ter aber noch sehen werden, bedeutet das nicht, dass das S-
Komprehensionsschema in jeder Hinsicht ‘sta¨rker’ ist als die Axiome der Aus-
sonderung (d.h. nicht jeder Satz, der mit dem Aussonderungsschema bewiesen
werden kann, kann auch mit dem S-Komprehensionsschema bewiesen werden).
Auf eine - noch na¨her zu bestimmende Weise - sind sie sogar ‘unvergleichbar’,
d.h. die beiden Schemata ‘wollen einfach verschiedene Dinge’.
4.4 Stratifizierung und heterogene Relationen
Ein wichtiger Unterschied zwischen ZFC und NFU betrifft die Zula¨ssigkeit von
bestimmten Relationen, na¨mlich den heterogenen.
Unter einer heterogenen Relation verstehen wir im Folgenden eine Relation
zwischen Dingen von verschiedenem relativem Typ. Ein Beispiel fu¨r eine hetero-
gene Relation wa¨re folgende Funktion f : Sei A die Menge {a, b}, dann ist die Po-
tenzmenge P(A) die Menge {∅, {a} , {b} , {a, b}}. Wir definieren f : A −→ P(A)
durch f := {(a, {a}) , (b, {b})}, und erhalten fu¨r f die Funktion, die jedem Ele-
ment aus A sein Singleton zuordnet.
Fu¨r ZFC ist die Bildung solcher Funktionen unproblematisch, weil es kei-
nerlei Typenbeschra¨nkungen gibt, d.h. f(x) = {x} ist auf jeder Menge wohlde-
finiert. In NFU ist die Situation anders:
Nach unseren Stratifizierungsbedingungen von oben ist eine Formel, die eine
Paarbedingung 23 entha¨lt nur dann stratifiziert, wenn die beiden Dinge x und y
des geordneten Paares (x, y) vom gleichen relativen Typ sind. Das soll nicht hei-
ßen, dass eine Formel, die eine nicht-stratifizierte Paarbedingung entha¨lt, nicht
existieren kann. Es heißt nur: Es ko¨nnte sein, dass eine Menge, die durch so eine
Formel bestimmt ist, nicht existiert. Fu¨r jede endliche Funktion (jede Funktion,
die auf einer endlichen Menge definiert ist) kann obige Funktion ohne Probleme
definiert werden, indem einfach alle Paare ‘einzeln abgearbeitet’ werden. Weil
die ‘Paarfunktion’ ein totale Funktion (im metasprachlichen Sinne von ‘Funk-
tionszeichen in der Sprache von NFU’) ist, ist fu¨r alle ’metasprachlichen Paare’
23Unter einer Paarbedingung ist im Folgenden eine definierende Bedingung fu¨r eine Funktion
oder Relation zu verstehen, d.h. etwas der Art z ∈ f ↔ z = (x, f(x))
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(x, y) das geordnete Paar (x, y) (im mengentheoretischen Sinne) definiert, fu¨r
beliebiges x existiert also das geordnete Paar (x, {x}).
Problematisch wird das aber fu¨r unendliche Mengen (z.B. den natu¨rlichen
Zahlen), die man nicht ‘einzeln abarbeiten’ kann. Fu¨r solche Mengen bra¨uchte
man eine Eigenschaft, die dann ‘induktiv’ (im Falle der natu¨rlichen Zahlen) auf
alle Elemente dieser Menge ‘u¨bertragen’ werden kann. Etwas der Art x ∈ f ↔
x = (y, {y}) oder allgemein x ∈ f ↔ x = (y, f(y)). Auf der rechten Seite dieser
A¨quivalenz muss eine Bedingung an x stehen, die die Funktion f allgemein
definiert. So eine Bedingung bestimmt eine Funktion aber nur dann, wenn sie
stratifiziert ist.
Auch Quine (der ‘Erfinder’ dieser Art Mengenlehre) war sich dieses Problems
relativ bald bewusst (und zumindest teilweise der Konsequenzen) und spricht
in Hinblick darauf auch von einem ‘Bann u¨ber heterogene Relationen’ als einem
Relikt der Typentheorie Russells.24
Ein konkretes Problem, das sich aus diesem Umstand ergibt ist die Unmo¨glich-
keit einer ‘Standard-Definition’ des (unendlichen) Produktes von Mengen. In
ZFC sieht das so aus:
Sei F eine Familie (i.e. eine Menge) von (mo¨glicherweise unendlich vielen)
nichtleeren Mengen. Das Produkt aller Mengen, die Element der Familie F sind,∏
F , definiert man als die Menge aller Funktionen f , die als domain F haben
und deren Wert fu¨r jedes A ∈ F ein Element a ∈ A ist. Formal liest sich das so:∏
F :=
{
f : Funk(f) ∧ f : F −→
⋃
F ∧ ∀A ∈ F (f(A) ∈ A)
}
Das Problem ist: Will man in NFU ein Objekt definieren, dann muss die definie-
rende Bedingung stratifiziert sein, aber wegen f(A) ∈ A kann obige Definition
nicht stratifiziert sein!
Um dennoch eine analoge Definition zu erhalten, muss man versuchen, obige
Formel zu stratifizieren. Das macht man, indem man die Funktionen von F nach
P1(
⋃
F ) gehen la¨sst und statt f(A) ∈ A fordert, dass f(A) ⊆ A. Die f ’s ordnen
nun nicht mehr Mengen Elemente dieser Mengen zu, sondern Mengen Singletons




f : Funk(f) ∧ f : F −→ P1(
⋃
F ) ∧ ∀A ∈ F (f(A) ⊆ A)
}
Die Bedingung f(A) ⊆ A sagt, weil f(A) ein Singleton ist, dass fu¨r ein Element
a ∈ ⋃F gelten soll: {a} ⊆ A, also genau a ∈ A. U¨ber die P1 -Operation kommen
wir also u¨ber Umwege zum selben Ergebnis.25
Indirekte Definitionen und Beweise dieser Art sind charakteristisch fu¨r NFU
und verwandte Systeme der Mengenlehre. Immer wieder kommt es vor, dass
man P1 - oder a¨hnliche Operationen braucht, um Aussagen zu stratifizieren.
24Quine [1973] S. 212
25Mehr zu diesem Thema erfa¨hrt man bei Holmes [1998] S. 74 ff.
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4.5 Fundierungsaxiom contra V ∈ V
Historisch wirkt es bisweilen beinahe ironisch: Gerade in NFU, das aus der
Typentheorie Russells entstanden ist, die Mengen, die sich selbst enthalten, als
‘ungrammatisch’ abtut, gibt es Mengen, fu¨r die genau das gilt. Andererseits gilt
gerade das Fundierungsaxiom, das in der ersten Axiomatisierung von Zermelo
noch gar nicht dabei war, und erst spa¨ter von Von Neumann hinzugefu¨gt wurde,
als fundamentales Prinzip dieser Art Mengenlehre.
Der iterative Begriff der Menge
Wie man in Abschnitt 3 sehen konnte, schließt das Fundierungsaxiom (kurz:
Fund) verschiedene Mengen aus. Dazu geho¨ren zirkelhafte Mengensysteme, also
Mengen fu¨r die gilt: x1 ∈ x2 ∈ ... ∈ xn ∈ x1 und damit insbesondere Men-
gen, die sich selbst enthalten. Ganz allgemein verbietet Fund unendlich lange
absteigende ’∈ -Folgen’.26
Allgemein muss ja eine Relation auf einer Menge kein kleinstes Element
haben. Fu¨r die ganzen Zahlen mit der u¨blichen Kleiner-Relation gilt das etwa
nicht.
Das Fundierungsaxiom besagt nun, dass der Fall, dass eine Menge kein ‘∈
-minimales’ Element hat, nicht eintreten kann. Jede Menge x besitzt ein Ele-
ment y, fu¨r das gilt: x∩y = ∅, d.h. es gibt eine Menge y in x derart, dass es kein
z ∈ x gibt, das auch in y wa¨re. In dem skizzierten Sinne kann man das Fundie-
rungsaxiom ein restriktives Axiom nennen, denn es beschra¨nkt das Universum
V auf die Klasse der fundierten Mengen WF .
Wir wollen aber sehen, was fu¨r Effekte Fund außerdem noch hat und stellen
uns die Frage: Wie kommen wir eigentlich zu Mengen?
Die einzige Menge, die uns in ZFC von Anfang an gegeben ist, ist die leere
Menge ∅.27 Die Axiome von ZFC erlauben uns nun die schrittweise Bildung
von weiteren Mengen. Wir ko¨nnen etwa die Menge {∅} bilden oder {{∅}} oder
{∅, {∅}} als Vereinigung der beiden vorigen.
Betrachten wir als Beispiel die Menge {∅, {{∅}} , {∅, {∅}}} und stellen wir
uns den Aufbau dieser Menge wie einen Baum vor:
26Ein Beispiel fu¨r eine ’∈ -Folge’ wa¨re etwa die Folge der natu¨rlichen Von-Neumann Zahlen
0 ∈ 1 ∈ 2 ∈ 3 ∈ ..., die wir im Kapitel u¨ber Arithmetik in ZFC kennen lernen werden.
27Alle anderen Axiome geben uns nur weitere Mengen unter der Annahme von schon Be-
stehenden oder sie ‘regeln’ einfach nur, wie sich die ∈-Relation verha¨lt (Extensionalita¨t und
Fundierung).
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Die Pfeile in diesem Diagramm deuten dabei die ‘Richtung’ der ∈-Relation
an. Man sieht, dass die ‘Wurzel’ des Baums die leere Menge ist. Weil es in ZFC
keine Atome gibt ist sie aber auch schon die einzige Wurzel.
Am Diagramm sieht man auch, dass jede Menge auf einer bestimmten Stufe
gebildet wurde. Indizieren wir diese Stufen mit natu¨rlichen Zahlen (bzw. allge-
mein Ordinalzahlen), so sehen wir, dass z. B. die Menge {{∅}} genauso wie die
Menge {∅, {∅}} auf der zweiten Stufe gebildet wurde.
Man kann dieses Bild verallgemeinern: Wir nehmen als 0. Stufe die leere
Menge. Als 1. Stufe bezeichnen wir die Potenzmenge der leeren Menge, also
{∅}, die 2. Stufe soll die Potenzmenge der 1. sein, also die Menge {∅, {∅}} usw.
Formal definieren wir dabei u¨ber transfinite Rekursion die sogenannten Von
Neumannschen Stufen wie folgt:
• R0 := ∅
• Rα+1 := P(Rα) (fu¨r Nachfolgerordinalzahlen)
• Rβ :=
⋃ {Rγ : γ < β} (fu¨r Limesordinalzahlen)
Das Fundierungsaxiom besagt nun, dass unser Universum V durch die Von
Neumannschen Stufen sozusagen ‘ausgescho¨pft’ wird, d.h. dass jede Menge, die
u¨berhaupt in ZFC gebildet werden kann, in irgendeinem Rα vorkommt. Fu¨r eine
beliebige Menge x nennt man das minimale α fu¨r das gilt x ∈ Rα+1 den Rang
von x, kurz Rg(x).
Das Fundierungsaxiom besagt demnach, dass jede Menge einen eindeutig be-
stimmten Rang hat. Wu¨rde es unendlich absteigende ∈-Ketten geben, Mengen,
die kein ∈-minimales Element haben, so ko¨nnten diese Mengen nicht auf einer
bestimmten Stufe gebildet worden sein, also auch keinen eindeutig bestimmten
Rang haben. Auch fu¨r zwei Mengen x, y mit x ∈ y und y ∈ x kann es keinen
Rang geben, denn mit x ∈ y legt man sich darauf fest, dass x in der linearen Von
Neumannschen Hierarchie vor y gebildet wurde, mit y ∈ x auf das Gegenteil.
Das Bild, das sich daraus ergibt, die sogenannte Von Neumann’sche Hierar-








Man sieht auch, dass die Mengen-Hierarchie in ZFC kumulativ ist (im Ge-
gensatz etwa zur Hierarchie der einfachen Typentheorie Russells). Jede Stufe
entha¨lt als Elemente und als Teilmengen alle vorherigen Stufen, denn es gilt fu¨r
alle Ordinalzahlen α, β: β < α→ Rβ ∈ Rα und β ≤ α→ Rβ ⊆ Rα. Den durch
dieses Bild repra¨sentierten Begriff der Menge nennt man auch den iterativen
Begriff der Menge.
Anti-Fundiert?!
Wie sieht es demgegenu¨ber in NFU aus? Eine lineare Hierarchie wie die Von-
Neumannsche kann es nicht geben, denn mit V ∈ V hat man sich darauf fest-
gelegt, dass es zumindest einen Fall gibt, wo die ∈-Relation nicht irreflexiv ist.
Macht man sich ein Pfeildiagramm wie oben, gibt es demnach Pfeile, die nicht
bloß in eine Richtung zeigen.
Nimmt man fu¨r x1, x2, ...xn jeweils V, so sieht man auch, dass es Mengen
gibt, fu¨r die x1 ∈ x2 ∈ ... ∈ xn ∈ x1.28
Es ist nicht ganz leicht, sich vorzustellen, wie solche Mengen ‘konkret’ aus-
sehen ko¨nnten, ohne den Begriff ‘Menge’ und die ∈-Relation in einer Weise
zu gebrauchen, die zumindest gewo¨hnungsbedu¨rftig ist. Anschaulich besagt die
Tatsache, dass das Fundierungsaxiom fu¨r NFU falsch ist na¨mlich, dass das Uni-
versum gerade kein ‘Baum’ ist, dass es sogar mo¨glich ist - falls es außer V noch
28Ein ‘anspruchsvolleres’ Beispiel wu¨rde sich ergeben, wenn wir statt des primitiven ge-
ordneten Paars das Paar von Kuratowski benutzt ha¨tten. Wie wir spa¨ter sehen werden, ist
der Ordnungstyp der Menge aller Ordinalzahlen mit der u¨blichen Ordnung eine Ordinalzahl.
Bezeichnen wir diese Ordinalzahl mit Ω, so gilt fu¨r eine weitere ‘gro¨ßere’ Ordinalzahl α:
Ω ∈ {Ω} ∈ {{Ω} , {Ω, α}} ∈<ORD∈ Ω. Da wir in der hier pra¨sentierten Form von NFU ein
primitives Paar benutzen ist das kein ‘wirkliches’ Beispiel; dennoch bleibt ein ‘Beigeschmack’
von Zirkularita¨t.
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weitere zirkula¨re Mengen gibt (und es gibt keinen prima facie Grund, dies nicht
anzunehmen) - dass bestimmte A¨ste wieder zusammenwachsen. Das graphische
Pendant zum Baum wa¨re also eher ein Netz oder ein Graph, der Zyklen entha¨lt.
Es ist bezeichnend und ein Hinweis auf die verschiedenen Intuitionen, die
hinter NFU und ZFC stecken, welches Versta¨ndnis Leute, die sich mit dem Fun-
dierungsaxiom in ‘ablehnender’ Weise bescha¨ftigen von Logik und Mengenlehre
haben. Dazu ein Zitat von Jon Barwise im Vorwort zu einem Buch von Peter
Aczel:
“[. . . ] by reaching out and studying new phenomena, applied ma-
thematics in general, and mathematical logic in particular, enriches
mathematics, not only with new theorems, but also with new mathe-
matical structures, structures for the mathematician to study and
for others to apply in new domains.
The theory of circular and otherwise extra-ordinary sets is an excel-
lent example for this synergetic process.”29
Die Sichtweise, dass man das Fundierungsaxiom nicht fu¨r ‘wesentlich’ fu¨r
den Begriff der Menge ha¨lt, passt gut in dieses ‘syntaktizistische’ (mit Shapiro
ko¨nnte man auch sagen: das ‘modelltheoretische’) Bild aus obigem Zitat. Mit
‘syntaktizistischem’ Bild ist dabei folgendes gemeint: Was wir tun, wenn wir
Axiome aufstellen, ist nicht den Begriff der Menge und der Elementrelation in
eine axiomatische Form bringen; wir ‘explizieren’ den Begriff nicht; vielmehr
lassen wir uns gewissermaßen von den Zeichen leiten; das heißt wir sehen uns
dabei an, wie sich das Zeichen ∈ unter der Annahme von gewissen Axiomen eben
verha¨lt; und wenn dabei herauskommt, dass sich diese Relation (als Zeichen)
eben nicht so verha¨lt, wie wir die Relation ‘in einer Menge Enthalten-Sein’
‘umgangssprachlich’, oder besser ‘vor-theoretisch’ verstehen (d.h. wir finden z.B.
Modelle von ZFC−, in dem das Fundierungsaxiom nicht gilt), so zeigt das nur,
dass Fundiertheit eben nur ’wesentlich’ fu¨r einen bestimmten Begriff der Menge,
na¨mlich den iterativen, ist, und nicht den Begriff der Menge schlechthin.
Die Sichtweise, dass es einen koha¨renten Begriff der Menge tatsa¨chlich gibt,
und dass es der ‘iterative Begriff’ ist, ko¨nnte man im Gegenzug die ZFC-
platonistische nennen. Problematisch ist diese Sichtweise insofern, als nicht klar
ist, was genau diesen Begriff nun ausmacht. Ist er eine sublimere Variante des
‘umgangssprachlichen’ Mengenbegriffs, oder ist damit der Begriff Cantors oder
der Dedekinds gemeint?
In demselben Buch schreibt Aczel u¨ber nicht-fundierte Mengen (Mirimanoff
nennt sie ‘extra-ordinary’):
“What is extra-ordinary about such a set is that it would seem that
it could never get formed; for in order to form the set we would
first have its elements, and to form those elements we would have
29Acziel [1988] xi
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to have previously formed their elements and so on leading to an
infinite regress.”30
Aczel wendet sich im Weiteren direkt gegen die ‘starke’ Sichtweise, dass es
nur einen Begriff der Menge ga¨be, na¨mlich den iterativen;31 die Vorstellung,
dass man unter Mengen nur solche Dinge verstehen soll, die man aus vorher
gegebenen Objekten irgendwie zu einer Einheit zusammenfasst, nennt er sogar
‘anthropomorph’.
In dieser Sichtweise ist der iterative Begriff der Menge einfach ein Spezial-
fall eines allgemeineren Mengenbegriffs, der eben auch nichtfundierte Mengen
umfasst.
Es wird an dieser Stelle noch nicht na¨her auf diesen Punkt eingegangen
und auf das letzte Kapitel verwiesen, das den Zusammenhang zwischen den
verschiedenen Intuitionen - oder ‘Mengenbegriffen’ - die NFU und ZFC trennen,
genauer kla¨ren soll. Aber eines ist klar: Nur weil sich Aczel gegen den ‘iterativen
Begriff’ wendet, heißt das nicht, dass er einen Begriff der Menge vertritt, wie er
durch NFU oder verwandte Systeme verko¨rpert wird. Martialisch ausgedru¨ckt
gilt also nicht : Der Feind meines Feindes ist mein Freund.
Das Zitat soll nur belegen, dass es auch ZFC-affine Leute gibt, die den ‘ite-
rativen Begriff’ nicht fu¨r den Begriff der Menge halten, oder auch nur glauben,
dass es den Begriff der Menge u¨berhaupt gibt. Was diese Leute mit Verfech-
tern anderer axiomatischer Mengenlehren wie NFU verbindet, ist vor allem ihre
‘liberale’ Sichtweise (ihr Relativismus) bzgl. verschiedener Mengenbegriffe.
4.6 Mengen und Klassen
Manchmal ist es in ZFC gu¨nstig, so zu tun, als habe man es z. B. bei V oder
ON (der Klasse aller Ordinalzahlen) mit ‘realen’ Objekten zu tun. Reale Ob-
jekte sind in dieser Sprechweise einfach die Dinge - wir nennen sie Mengen -
u¨ber die quantifiziert wird. Wir tun das in ZFC aber nur deshalb, weil wir uns
davon einen ‘notationalen Vorteil’ erhoffen. So kann man fu¨r zwei Klassen C, N
Sachen schreiben wie: C ⊆ N als Abku¨rzung fu¨r die ausfu¨hrliche und eigentlich
korrekte Schreibweise: ∀x(C(x) → N(x)). Das, was man im Rahmen von ZFC
unter Klassen versteht, sind also in Wahrheit einfach Pra¨dikate, Formeln in der
Sprache {∈} mit freien Variablen.
Manche dieser Pra¨dikate bestimmen Mengen, manche nicht. Und solche, die
keine Mengen bestimmen, nennt man echte Klassen (oder einfach Klassen). In
ZFC ko¨nnen wir z. B. zeigen, dass es eine Menge gibt, die alle natu¨rlichen Zahlen
entha¨lt. Wir bezeichnen das Pra¨dikat, eine natu¨rliche Zahl zu sein mit ‘Nat(x)’
und ko¨nnen zeigen, dass die Menge {x : Nat(x)} in unserem Mengenuniversum
existiert. Andererseits ko¨nnen wir fu¨r das Pra¨dikat, eine Ordinalzahl zu sein,
kurz On(x), zeigen dass die Menge {x : On(x)} in ZFC nicht existiert, und d.h.:
30Acziel [1988] xvii
31Die ‘schwache’ Sichtweise ist bei Acziel jene, in der man nichtfundierte Mengen deshalb
ausschließt, weil sie zur ‘Grundlegung der Mathematik’ nicht gebraucht werden.
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nicht Wert einer quantifizierbaren Variable ist, also nichts anderes als: ON ist
eine echte Klasse. In ZFC fallen Existenz und die Eigenschaft ‘Menge zu sein’,
zusammen, weil es nur eine Art von Objekten, na¨mlich Mengen gibt, u¨ber die
quantifiziert wird. Es ist also nicht so, dass es Klassen gibt und Mengen, und
bestimmte Klassen sind Mengen, und andere Klassen, die keine Mengen sind,
sind echte Klassen. Der Begriff Klasse kommt im offiziellen Sprachgebrauch
dieser Mengenlehre einfach nicht vor. Immer wenn man von Klassen spricht,
spricht man eigentlich u¨ber Pra¨dikate. Die Rede von Klassen in ZFC ist eine
bloße facon de parler, die einem das Leben leichter machen soll.
Der Zusammenhang zwischen Pra¨dikaten und Mengen ist in NFU - wie in
ZFC - der, dass manchmal Pra¨dikate Mengen bestimmen und manchmal nicht.
Der Unterschied ist, dass man - axiomatisch qua S-Komprehension - von einer
bestimmten Art von Pra¨dikaten, na¨mlich den stratifizierten, fordert, das sie
immer Mengen definieren!
Dennoch bleibt der Rest der nichtstratifizierten Pra¨dikate, von denen prima
facie noch nicht klar ist, ob sie Mengen bestimmen oder nicht und es bleibt
einem anheim gestellt, nicht-stratifizierte Pra¨dikate keine Mengen bestimmen
zu lassen, falls die Existenz dieser Mengen zu Widerspru¨chen fu¨hren wu¨rde.
Mengen, deren Existenz in NFU zu Widerspru¨chen fu¨hren wu¨rden kann man
nun, analog zu ZFC, auch Klassen oder echte Klassen nennen.32 Der Unterschied
ist, dass - anders als in ZFC - die Tatsache, dass es sich bei solchen Vielheiten
um Klassen (im Gegensatz zu ’real existierenden’ Mengen) handelt, nichts damit
zu tun hat, dass sie ’zu groß’ wa¨ren. In NFU existiert ja sogar die gro¨ßte aller
Mengen, V ; wa¨hrend eine relativ kleine Vielheit wie
{
Ω, T (Ω), T 2(Ω), ...
}
- wie
wir noch sehen werden - nicht existiert33, obwohl sie - allem Anschein nach -
sogar abza¨hlbar ist (oder zumindest wa¨re, wenn sie existieren wu¨rde).
Einen wesentlichen Unterschied zwischen dem Aussonderungs- und dem S-
Komprehensionsschema kann man in der Sprache der Klassen (als Pra¨dikaten)
kompakt ausdru¨cken: Das Aussonderungsschema besagt, dass jede Teilklasse ei-
ner Menge eine Menge ist. Dass das in NFU nicht gilt, sieht man an der Teilklasse{
Ω, T (Ω), T 2(Ω), ...
}
der Menge aller Ordinalzahlen, die aber keine Menge ist.
In dieser Hinsicht kann man das Aussonderungsschema ‘sta¨rker’ nennen als das
S-Komprehensionsschema.
Man merkt hier - und das verweist auch schon auf des Pudels Kern - worauf
die beiden Systeme ihre Schwerpunkte legen: ZFC la¨sst alle mo¨glichen Pra¨dikate
Mengen bestimmen, sofern nur aus Objekten ‘gewonnen’, die nicht zu groß sind,
d.h. die aus gegebenen Mengen ausgesondert werden ko¨nnen.
NFU dagegen verlagert die Betonung auf die Seite der Pra¨dikate; es wer-
den keine ‘Bedingungen’ an Mengen gestellt: Damit ein Pra¨dikat eine Menge
bestimmt, ist das einzige, das verlangt wird, dass das Pra¨dikat stratifiziert ist.
32Vopenka und Hajek nennen solche Vielheiten auch ‘semisets’. vgl. Forster [1992] S. 30 mit
Fussnote
33Ω, T (Ω), T 2(Ω), ... sind alles Ordinalzahlen.
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5 Kardinal- und Ordinalzahlen in NFU
Ein grundlegender Aspekt von Mengen ist deren Gro¨ße. Die Theorie der Kar-
dinalzahlen basiert in NFU auf der Intuition, dass alle Mengen mit einer be-
stimmten Anzahl von Elementen etwas ‘gemeinsam’ haben; na¨mlich die gleiche
Anzahl von Elementen zu haben. Fu¨r die natu¨rlichen Zahlen z.b. fasst man alle
Mengen mit n Elementen zusammen und nennt die daraus resultierende Menge
die Kardinalzahl n.34
Ein anderer grundlegender Aspekt ist der des Za¨hlens. Wichtig dabei ist
nicht bloß die Gro¨ße (im Sinne der ‘Kardinalita¨t’ einer Menge), sondern auch
die Reihenfolge. Aus der Formalisierung dieses Aspekts entsteht der Begriff der
Ordinalzahl. Grundlage fu¨r jede Theorie der Ordinalzahlen ist die Idee der Wohl-
ordnung.
5.1 Kardinalzahlen: Grundlegende Begriffe
Bevor wir uns der Definition der Kardinalita¨t und der Kardinalzahlen zuwenden
ko¨nnen, noch ein paar Definitionen:
Definition 5.1. Eine Menge A heißt ho¨chstens so ma¨chtig wie eine Menge
B, in Zeichen A  B, wenn es eine injektive Funktion von A nach B gibt.35
Eine Menge A heißt zu einer Menge B gleichma¨chtig, A ≈ B, wenn es
eine bijektive Funktion von A nach B gibt.
Eine Menge A heißt schma¨chtiger als eine Menge B, A ≺ B, wenn A
ho¨chstens so ma¨chtig wie B, aber nicht gleichma¨chtig, ist.
Satz 5.1. 1. A  A
2. A  B ∧B  C → A  C
3. A  B ∧B  A→ A ≈ B
4. A  B ∨B  A
Um 1 und 2 einzusehen betrachte man die identische Funktion idA auf A
bzw. die Komposition von injektiven Funktionen g : A −→ B und f : B −→ C.
Punkt 3 im Satz ist auch unter dem Titel ‘Satz von Cantor-Schro¨der-Bernstein’
bekannt und kann relativ basic gefu¨hrt werden. 4 dagegen macht wesentlich Ge-
brauch vom Auswahlaxiom in der Variante des Wohlordnungssatzes.
Satz 4.1. besagt insgesamt, dass  eine (schwache) Totalordnung auf der
Menge aller Mengen ist (mit ’≈’ statt ’=’).
34Das klingt auf den ersten Blick zirkula¨r. Dieser Anschein sollte sich aber bald verflu¨chtigen,
wenn man sieht, was bei der Definition tatsa¨chlich passiert.
35Man beachte, dass es - unter der Annahme des Auswahlaxioms - eine injektive Funktion
von A nach B genau dann gibt, wenn es eine surjektive Funktion von B nach A gibt.
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Die Gleichma¨chtigkeitsrelation ist eine A¨quivalenzrelation auf der Menge
aller Mengen, denn es gilt:
Satz 5.2. 1. A ≈ A
2. A ≈ B ∧B ≈ C → A ≈ C
3. A ≈ B → B ≈ A
Fu¨r 1 und 2 kann man wieder die identische Funktion und die Komposition
nehmen. Auch 3 ist klar, denn, falls f : A −→ B bijektiv ist, dann auch f−1 :
B −→ A.
Wir kommen nun zu einer der wichtigsten Definitionen in diesem Kapitel,
der Kardinalita¨t oder Ma¨chtigkeit einer Menge. Bisher haben wir nur relational
(u¨ber Funktionen) definiert, wann zwei Mengen gleichma¨chtig oder schma¨chtiger
sind. Nun sind wir in der Lage, eine Definition der Kardinalita¨t (oder Kardinal-
zahl) einer Menge zu geben:
Definition 5.2. Die Kardinalita¨t |A| einer Menge A ist die Menge aller Mengen
B, die zu A gleichma¨chtig sind, i. e.
|A| := {B : B ≈ A}
Die Eigenschaft eine Kardinalzahl zu sein, wird also definiert durch Kard(x)
:↔ ∃A(x = |A|)
Da ≈ eine A¨quvalenzrelation ist, definiert ≈ eine Partition auf der Menge al-
ler Mengen. Definition 4.2. besagt also gerade, dass Kardinalzahlen A¨quivalenzklassen
unter der Beziehung der Gleichma¨chtigkeit sind. Wir verwenden in Zukunft
kleine griechische Buchstagen κ, λ, µ... (wenn no¨tig mit Indizes) fu¨r Mengen, die
Kardinalzahlen sind und wir bezeichnen die nach S-Komprehension existierende
Menge aller Kardinalzahlen als KARD.
Weiters definieren wir fu¨r Kardinalzahlen λ und κ, und fu¨r A ∈ λ, B ∈ κ
Definition 5.3. λ ≤ κ :↔ A  B
Mit Satz 4.1. folgt, dass ≤ eine Totalordnung auf der Menge aller Kardinal-
zahlen definiert. Mehr noch. Es gilt:
Satz 5.3. WO(≤CARD), i.e.: Die Kleiner-gleich-Relation auf der Menge aller
Kardinalzahlen ist eine Wohlordnung.
Exkurs: Die natu¨rlichen Kardinalzahlen
Um die Menge aller natu¨rlichen Zahlen definieren zu ko¨nnen, mu¨ssen wir noch
einige Vorkehrungen treffen. Unser Ziel ist es, gema¨ß obiger Definition der Kardi-
nalzahl einer Menge, die natu¨rlichen Zahlen als A¨quivalenzklassen von Mengen
von endlicher Ma¨chtigkeit aufzufassen, i.e. n ist die Menge aller Mengen mit
Kardinalita¨t n.
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Jede beliebige (aber bestimmte) natu¨rliche Zahl la¨sst sich ‘rein logisch’ durch
n := {A : A = {a1, a2, ...an} ∧ ai 6= aj fu¨r i 6= j}
definieren.36 Will man aber die Menge aller natu¨rlichen Zahlen definieren, braucht
man dafu¨r eine Nachfolgerfunktion, die wir mit S bezeichnen. Davor noch eine
allgemeinere
Definition 5.4. A⊕ 1 := {a ∪ {x} : a ∈ A ∧ x /∈ a} falls es so ein x gibt (sonst
∅)
Die natu¨rliche Zahl 0 definieren wir als {∅} und den Nachfolger S(n) einer
natu¨rlichen Zahl als
Definition 5.5. S(n) := n⊕ 1
Insbesondere ist S(0) = 1 = P1(V ).
Die Menge N der natu¨rlichen Zahlen ko¨nnen wir nun definieren durch
Definition 5.6. N := ⋂ Ind
wobei Ind fu¨r die Menge aller induktiven Mengen steht, d.h. derjenigen Men-
gen, die
1. 0 enthalten und
2. bezu¨glich der Funktion A 7→ A⊕ 1 abgeschlossen sind
N ist also die kleinste Menge, die 0 entha¨lt und mit jedem n auch S(n). Aus
diesem Umstand erhalten wir
Satz 5.4. (Satz von der vollsta¨ndigen Induktion - Eigenschaftsform)
Wenn ϕ(x) ein stratifizierte Formel mit x frei ist, dann gilt: Wenn ϕ(0) und
fu¨r alle natu¨rlichen Zahlen n folgt aus ϕ(n) stets ϕ(S(n)), dann gilt ∀nϕ(n).
In der hier pra¨sentierten Form besagt das Induktionsprinzip: Falls eine be-
liebige Eigenschaft auf 0 zutrifft und fu¨r jede beliebige natu¨rliche Zahl n kann
man zeigen, dass, falls die Eigenschaft auf n zutrifft so trifft sie auch auf S(n)
zu, so kann man schließen, dass diese Eigenschaft auf alle natu¨rlichen Zahlen
zutrifft; die Eigenschaft vererbt sich induktiv von 0 auf alle Nachfolger, i.e. auf
ganz N .
Wesentlich fu¨r diese Form des Induktionsprinzips ist die einschra¨nkende Be-
dingung ‘falls ϕ(x) stratifiziert ’. Im Vergleich mit der Mengenform des obigen
Satzes kann man auch sehen, wieso das so ist.
36Z.B. ist die natu¨rliche Kardinalzahl 2 die Menge aller Paarmengen, i.e. 2 :=
{A : ∃a∃b(a 6= b ∧ ∀x(x ∈ A↔ x = a ∨ x = b))}
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Satz 5.5. (Satz von der vollsta¨ndigen Induktion - Mengenform)
Wenn S ein Menge von natu¨rlichen Zahlen ist, dann gilt: Wenn 0 ∈ S und
fu¨r alle n folgt aus n ∈ S, dass auch S(n) ∈ S ist, so ist S = N 37
Der Grund fu¨r die Adaption des S-Komprehensionsschemas war ja, dass wir
Dinge mit einer bestimmten Eigenschaft zu einer Menge zusammenfassen woll-
ten. Das S-Komprehensionsschema erlaubt dies aber nur fu¨r stratifizierte ‘Eigen-
schaften’ (i.e. Formeln). Lesen wir nun in der Analogie von Elementbeziehung
und Pra¨dikation n ∈ S als ϕ(n), so bedeutet das, da das S in der Mengenform
ja eine abquantifizierte Variable ist (d.h. u¨ber ‘existierende Mengen’ la¨uft), das
wir fu¨r ϕ(n) nur stratifizierte Formeln verwenden du¨rfen, weil nur stratifizierte
Formeln mit Sicherheit ‘existierende Mengen’ bestimmen.
Gerade dasjenige Axiom (S-Komprehension), das fu¨r ‘mo¨glichst große Frei-
heit’ bei der Mengenbildung sorgen soll (S-Komprehension erlaubt die Bildung
von V, ORD, KARD), schra¨nkt uns also schon bei so ’einfachen’ Mengen wie N
(vorerst) gewaltig ein, denn wie wir sehen werden, gibt es recht einfache (nicht-
stratifizierte) Sa¨tze, die nicht beweisbar sind, von denen wir aber gern ha¨tten,
dass sie beweisbar wa¨ren.
Mit A⊕¯B := A× {0} ∪B × {1} kann man nun Addition und Multiplikation
auf den natu¨rlichen Zahlen wie folgt definieren:
Definition 5.7. Seien n,m ∈ N und A ∈ n und B ∈ m, dann ist
1. n+m := ιk(A⊕¯B ∈ k)38
2. n ·m := ιk(A×B ∈ k)
Man kann nun u¨berpru¨fen, dass die derart definierten natu¨rlichen Zahlen mit
den darauf definierten Operationen die Peano-Axiome39 erfu¨llen, d.h. es gelten:
1. 0 ∈ N
2. n ∈ N → n+ 1 ∈ N
3. n ∈ N → n+ 1 6= 0
4. n ∈ N ∧ n 6= 0→ ∃m(n = m+ 1)
5. n+ 1 = m+ 1→ n = m
6. n+ 0 = n
37Man beachte, dass, anders als in ZFC das Prinzip der vollsta¨ndigen Induktion ein unmit-
telbares Korollar aus der Definition von N ist. Gelten na¨mlich fu¨r S ⊆ N , dass 0 ∈ S und
∀n(n ∈ S → S(n) ∈ S), so ist S offenbar induktiv. Da aber N die kleinste induktive Menge
ist, muss auch N ⊆ S, d.h. S = N gelten.
38Die Definition von n⊕ 1 stimmt mit der von n+ 1 u¨berein, d.h. n+ 1 = n⊕ 1 = S(n).
39Oft meint man mit den Peano-Axiomen nur die Axiome 1 bis 5 zusammen mit dem
Induktionsprinzip. 2 und 4 werden oft durch ‘Jede natu¨rliche Zahl hat einen Nachfolger, der
ebenfalls eine natu¨rliche Zahl ist’ zusammengefasst.
33
7. m+ (n+ 1) = (m+ n) + 1
8. m · 0 = 0
9. m · (n+ 1) = m · n+m
Das Modell (N ,+, ·), das wir von den natu¨rlichen Zahlen gegeben haben,
leistet also tatsa¨chlich, was wir von ihm erwarten.
Ein Problem, das auftauchen kann, ist, dass es mo¨glicherweise ‘nicht genu¨gend’
Dinge im Universum gibt. Wenn das so ist, dann kann es passieren, dass es kein
x mehr gibt, sodass x /∈ A fu¨r A ∈ n, weil schon alle Dinge in A ‘drinnen’ sind,
d.h. A = V . Dann aber wa¨re S(n) = S(S(n)) = ... = ∅. Dass dieser Fall nicht
eintreten kann, ergibt sich aus folgendem
Satz 5.6. (Unendlichkeitstheorem)
∅ ist keine natu¨rliche Zahl.
Dass das Universum unendlich viele Dinge entha¨lt ist also eine Konsequenz
aus den Axiomen und braucht nicht extra als Axiom hinzugefu¨gt werden. Das
liegt im wesentlichen daran, dass wir den Axiomen ein primitives type-level
geordnetes Paar zugrunde gelegt haben, das uns die Existenz von unendlich
vielen Dingen fu¨r jeden ‘Typ’ garantiert. Ohne dieses spezielle feature kann
man zwar immer noch die Existenz potentiell unendlich vieler Dinge garantieren,
kann diese aus Stratifikationsgru¨nden aber nicht in ‘eine Menge packen’.
Axiom of Counting
Ein Problem, das oben angedeutet wurde, ergibt sich, wenn man sich folgen-
des u¨berlegt: Angenommen wir haben eine Menge A ∈ n. Intuitiv wu¨rden wir
erwarten, dass, da A eine n-elementige Menge ist, auch die Menge aller Single-
tons von Elementen von A, P1(A) eine n-elementige Menge ist, und daher auch
P1(A) ∈ n. Man ha¨tte also gerne: ∀A(A ∈ n → P1(A)) ∈ n. Das Problem ist:
Versucht man das (durch vollsta¨ndige Induktion) zu beweisen, dann sieht man,
dass das nicht mo¨glich ist, weil die Bedingung ∀A(A ∈ n → P1(A)) ∈ n nicht
stratifziert ist, und Induktion nur u¨ber stratifizierte Bedingungen mo¨glich ist.
A¨hnlich ergeht es uns mit der Menge {1, ...n}, die offensichtlich n Elemente
hat, von der wir aber nicht zeigen ko¨nnen, dass sie Element von n ist.
Um solche Unscho¨nheiten zu vermeiden, definiert man zuerst
Definition 5.8. Fu¨r jede natu¨rliche Zahl n und A ∈ n sei
1. T (n) := ιm(P1(A) ∈ m) = |P1(A)|
2. T−1(n) = ιm(T (m) = n)
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Die Abbildung n 7→ T (n) definiert eine Operation auf den natu¨rlichen Zah-
len, und bildet natu¨rliche Zahlen auf natu¨rliche Zahlen ab. T ist aber keine
Funktion (im Sinne einer Menge von geordneten Paaren), denn weil T (n) alle
P1(A) fu¨r A ∈ n entha¨lt, ist T (n) von einem ho¨heren relativen Typ als n, und die
definierende Paarbedingung x ∈ T ↔ x = (n, T (n)) deshalb nicht stratifiziert.
Um die Probleme von oben zu beseitigen fordert man nun per Axiom, dass
fu¨r alle n gilt:
• T (n) = n (Axiom of Counting)
Man sieht sofort, dass das erste der oben erwa¨hnten Probleme durch dieses
Axiom gelo¨st wird, weil nun mit A ∈ n = T (n) auch P1(A) ∈ T (n) = n ist.
und daher A ∈ n genau dann der Fall ist, wenn P1(A) ∈ n. Auch das zweite
Problem lo¨st sich in Luft auf. Außerdem erha¨lt man folgendes
Theorem. (Restricted Subversion Theorem) Falls n ∈ N und ϕ(n) eine Formel
in der Sprache von NFU mit n frei ist (nicht notwendigerweise stratifiziert),
dann existiert die Menge {n : ϕ(n)}.
Das heißt, wenn eine Variable auf die natu¨rlichen Zahlen beschra¨nkt ist,
braucht man sich u¨ber etwaige ‘Typenbeschra¨nkungen’ keine Sorgen machen,
weil uns die T-Operation ein freies shiften hinauf oder hinab erlaubt. Die Ein-
schra¨nkungen, von denen im Zusammenhang mit der vollsta¨ndigen Induktion die
Rede war, werden durch das Axiom of Counting gewissermaßen ‘zuru¨ckgenommen’.
Induktion ist nun auch u¨ber nicht-stratifizierte Bedingungen erlaubt.
Soviel zum Thema natu¨rliche (Kardinal-)Zahlen. Bevor wir uns dem The-
ma Kardinalzahlen weiter widmen ko¨nnen, wollen wir uns die grundlegenden
Begriffe zur Theorie der Ordinalzahlen ansehen.
5.2 Ordinalzahlen: Grundlegende Begriffe
Intuitiv stellt man sich Ordinalzahlen als Maßzahlen fu¨r die La¨nge von Wohl-
ordnungen vor: sieht man sich z.B. die Menge aller positiven ganzen Zahlen in
ihrer u¨blichen Reihenfolge 1 < 2 < 3 < ... an, dann ist das eine Wohlordnung.
Sieht man sich die gleiche Menge mit der neuen Ordnung 1 < 3 < 5 < ... < 2 <
4 < 6 < ... an, dann ist das noch immer eine Wohlordnung. Der Unterschied
ist, dass die zweite zwei Elemente ohne Vorga¨nger hat (1 und 2), wa¨hrend die
erste bloß ein solches Element hat. Bei der zweiten Wohlordnung bekommen
wir die positiven ganzen Zahlen sozusagen zweimal in ihrer u¨blichen Reihen-
folgen hinein. Wir stellen uns vor, wir wu¨rden die ungeraden Zahlen der Reihe
nach mit positiven ganzen Zahlen indizieren und dann die geraden noch einmal,
also 11 < 32 < 53 < ... < 21 < 42 < 63 < ... Die Indizes spiegeln dann den
‘Typ’ dieser Wohlordnung. Es ist gewissermaßen so, als ha¨tten wir die Reihe
der positiven ganzen Zahlen in ihrer u¨blichen Reihenfolge dupliziert und dazu
addiert.
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Die Theorie der (unendlichen) Ordinalzahlen und deren Arithmetik ist eine
Pra¨zision dieser Ideen.
Wie auch die Kardinalzahlen entwickeln wir die Ordinalzahlen in der Art
von Frege und Russell, i. e. wir betrachten Wohlordnungen und stecken Wohl-
ordnungen, die sich a¨hnlich (i.e. ordnungsisomorph) sind, in eine Menge und
nennen diese Menge dann die Ordinalzahl dieser Wohlordnungen.
Definition 5.9. Fu¨r je zwei Wohlordnungen R auf A und S auf B gilt: R
ist ordnungsisomorph zu S, in Zeichen RA ∼= SB, genau dann wenn es eine
bijektive Funktion f von A nach B ist, fu¨r die gilt: ∀a, b ∈ A : aRb↔ f(a)Sf(b).
Falls es so einen Ordnungsisomorphismus f gibt, dann ist dieser eindeutig
bestimmt.Ordnungsisomorphie ist eine A¨quivalenzrelation auf der Menge aller
Wohlordnungen und partitioniert diese in A¨quivalenzklassen. Wir nennen die-
se A¨quivalenzklassen auch Ordnungstypen und schreiben fu¨r den Ordnungstyp
einer Wohlordnung R auf A o.t.(RA).
Das Pra¨dikat eine Ordinalzahl zu sein, On(x) definieren wir - obigem folgend
- mit
Definition 5.10. On(x) :↔ ∃R∃A(WO(RA) ∧ x = o.t.(RA))
Ordinalzahlen sind also Ordnungstypen von Wohlordnungen. Wir verwenden
in Zukunft kleine griechische Buchstaben α, β, γ, ... (womo¨glich mit Indizes) fu¨r
Ordinalzahlen und bezeichnen die nach S-Komprehension existierende Menge
aller Ordinalzahlen mit ORD.
Um Wohlordnungen ‘ihrer La¨nge nach’ vergleichen zu ko¨nnen, definieren wir
noch die Fortsetzung einer Wohlordnung.
Definition 5.11. Fu¨r zwei Wohlordnungen R auf A und S auf B gilt: S ist eine
Fortsetzung von R, wenn gilt: ∃b ∈ B(RA ∼= SPred(b,S,B))
Damit ko¨nnen wir eine Ordnung < auf ORD definieren, indem wir fu¨r je
zwei Ordinalzahlen α, β ∈ ORD, RA ∈ α und SB ∈ β festlegen: α < β genau
dann wenn SB eine Fortsetzung von RA ist.
Satz 5.7. Die Ordnungsrelation < auf ORD ist eine strikte Wohlordnung.
Mit α ≤ β :↔ α < β ∨ RA ∼= SB fu¨r RA ∈ α und SB ∈ β haben wir mit ≤
eine schwache Wohlordnung auf ORD.
Definition 1.4. folgend ist das durch die Ordinalzahl α eindeutig bestimmte
(echte) Anfangsstu¨ck der Reihe der Ordinalzahlen Pred(α,≤, ORD) := {β : β < α},
Man beachte, dass, falls die Ordinalzahlen α und β den relativen Typ n ha-
ben, Pred(α,≤, ORD) den relativen Typ n+1 hat. Da auch ≤Pred(α,≤,ORD) eine
Wohlordnung ist, hat ≤Pred(α,≤,ORD) einen Ordnungstyp, i.e. eine Ordinalzahl.
36
Die Ordinalzahl, von der ≤Pred(α,≤,ORD) ein Element ist, hat den relativen Typ
n+2.
Auf den Ordinalzahlen ko¨nnen wir nun eine Addition und Multiplikation
definieren durch
Definition 5.12. Seien α und β Ordinalzahlen und RA, SB Wohlordnungen
mit RA ∈ α und SB ∈ β. Dann ist
α+o β := o.t.(PA⊕¯B)
Die Ordnungsrelation P ist dabei die Menge {((a, 0), (a′, 0)) : a, a′ ∈ A ∧ aRa′}∪
{((b, 1), (b′, 1)) : b, b′ ∈ B ∧ bSb′}∪ {((a, 0), (b, 1)) : a ∈ A ∧ b ∈ B}40
Auf a¨hnlich Weise kann man auch die ordinale Multiplikation ·o definieren
und folgende Fakten u¨ber Ordinalzahlen zeigen:
Satz 5.8. 1. α+o 0 = α
2. α+o (β +o γ) = (α+o β) +o γ
3. α ·o 0 = 0
4. α ·o (β ·o γ) = (α ·o β) ·o γ
5. α ·o (β +o γ) = α ·o β +o α ·o γ
Man beachte, dass weder die ordinale Multiplikation noch Addition im All-
gemeinen kommutativ sind.41
Exkurs: Die natu¨rlichen Ordinalzahlen
Die natu¨rlichen Ordinalzahlen No sind genau die Ordnungstypen von Wohl-
ordnungen endlicher La¨nge, d.h. von Wohlordnungen die auf Mengen definiert
sind, deren Kardinalita¨ten natu¨rliche Kardinalzahlen sind. Die natu¨rliche Or-
dinalzahl 3 z.B. ist die Menge aller Wohlordnungen auf 3-elementigen Mengen.
Man kann nun in der offensichtlichen Weise die natu¨rlichen Kardinalzahlen mit
ihren ordinalen Gegenstu¨cken korrellieren42; identifizieren kann man sie nicht !
Ordinalzahlen sind Mengen von Mengen von geordneten Paaren; Kardinalzahlen
sind Mengen von Mengen von irgendwelchen Dingen.
Auch die Menge aller natu¨rlichen Zahlen (egal ob Kardinal- oder Ordinalzah-
len) mit der natu¨rlichen Ordnung bilden eine Wohlordnung. Den Ordnungstyp
dieser Wohlordnung bezeichnen wir mit ω. Wie oben schon gesagt wurde, ist
die ordinale Addition nicht kommutativ. Ein Beispiel dafu¨r liefert ω, denn es ist
1 + ω = ω aber ω 6= ω + 1.
40Die Unordnung oben besagt, dass wir die Menge A⊕¯B so ordnen, dass die ersten α
Elemente so geordnet sind wie RA, die na¨chsten β Elemente so wie SB und u¨berdies alle
Elemente von B × {1} gro¨ßer sind als die von A × {0}. Suggestiver sieht das z.b. so aus:
(a, 0) <P (b, 0) <P (c, 0) <P (a, 1) <P (b, 1) fu¨r die Wohlordnungen a <R b <R c und
a <S b.
41Im folgenden verwenden wir wieder + statt+o. Aus dem Kontext sollte immer klar sein,
wann ordinale und wann kardinale Addition bzw. Multiplikation gemeint sind.
42Das heißt, 〈N ,+, ·, <〉 und 〈No,+o, ·o, <o〉 sind isomorphe Strukturen.
37
5.3 Mehr ordinale Arithmetik
Ein besonders wichtiges Werkzeug, um Sa¨tze u¨ber Ordinalzahlen beweisen zu
ko¨nnen, ist das Prinzip der transfiniten Induktion. In der Form fu¨r Ordinalzah-
len43 besagt es: Falls α, β ∈ ORD, dann gilt:
[(∀β < α(ϕ(β)))→ ϕ(α)]→ ∀α(ϕ(α))
.
Wenn man also fu¨r eine beliebige Ordinalzahl α zeigen kann, dass auf sie eine
Eigenschaft zutrifft, falls sie auf alle ihre Vorga¨nger zutrifft, dann trifft diese
Eigenschaft auf alle Ordinalzahlen zu. Wie im Falle der vollsta¨ndigen Induktion
fu¨r die natu¨rlichen Zahlen ist aber auch hier zu beachten, dass Induktionsbeweise
nur u¨ber stratifizierte Bedingungen mo¨glich sind.
Ein einfaches, aber wichtiges Ergebnis ist folgender
Satz 5.9. Sei R eine Wohlordnung auf einer Menge A und a ∈ A; dann gilt:
o.t.(RPred(a,R,A)) < o.t.(RA).
Jedes echte Anfangsstu¨ck einer Wohlordnung ist echt ku¨rzer als die Wohlord-
nung selbst. (Das gilt natu¨rlich insbesondere fu¨r die Menge aller Ordinalzahlen
mit der Ordnung ≤.)
Halten wir kurz inne und sehen uns an, wie die Folge der Ordinalzahlen
aussieht:
0 < 1 < 2 < ... < ω < ω + 1 < ω + 2 < ... < ω + ω < ...
Wenn man sich das so ansieht, ko¨nnte man auf folgende Vermutung kommen
• o.t.(≤Pred(α,≤,ORD) = α
Zu Deutsch: Die La¨nge der Wohlordnung ≤ auf der Menge aller Ordinal-
zahlen kleiner α, ist gleich α. Mit anderen Worten: Jede Ordinalzahl za¨hlt die
Menge aller ihrer Vorga¨nger.
Dass das zuna¨chst nicht unplausibel klingt, sieht man ja: Der Ordnungstyp
der Menge {0, 1, 2, 3} mit der u¨blichen Ordnung auf den Ordinalzahlen ist of-
fensichtlich 4. Der Ordnungstyp der Menge aller Ordinalzahlen kleiner ω (das
heißt der Menge aller natu¨rliche Zahlen) mit der u¨blichen Ordnung ist ω. Gilt
obige Vermutung also fu¨r alle Ordinalzahlen?
Wie im Anschluss an Satz 5.7. festgestellt wurde, ist auch ≤ auf ORD eine
Wohlordnung und hat daher einen Ordnungstyp, i. e. eine Ordinalzahl. Bezeich-
ne also Ω diesen Ordnungstyp. Es ist Ω eine Ordinalzahl, also Ω ∈ ORD. Nach
43Es gibt allgmeinere Varianten, wo die Induktion u¨ber beliebige Wohlordnungen gefu¨hrt
wird, bzw. - noch allgemeiner - u¨ber fundierte Strukturen.
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Satz 5.9. gilt nun: o.t.(≤Pred(Ω,≤,ORD)) < o.t.(≤ORD) = Ω . Nach unserer ’Ver-
mutung’ von oben gilt aber auch, dass o.t.(≤Pred(Ω,≤,ORD) = Ω, insgesamt also
Ω < Ω!
Die Ableitung dieser Antinomie, auch bekannt als Paradox von Burali-Forti,
ist nun aber in NFU (glu¨cklicherweise) nicht mo¨glich, und zwar deshalb, weil
die ‘Vermutung’ von oben nicht bewiesen werden kann (tatsa¨chlich sogar falsch
ist). Die einzige Mo¨glichkeit diese Vermutung zu beweisen wu¨rde u¨ber transfi-
nite Induktion erfolgen mu¨ssen. Sieht man sich aber die Induktionsbedingung
o.t.(≤Pred(α,≤,ORD) = α genauer an, merkt man, dass sie nicht stratifiziert ist.
Transfinite Induktion ist aber nur u¨ber stratifizierte Bedingungen mo¨glich.
Bevor wir uns mit dem Thema weiter bescha¨ftigen, definieren wir eine weitere
T-Operation
Definition 5.13. Fu¨r eine Ordinalzahl α und eine Wohlordnung RA ∈ α sei
T (α) := o.t.(SI(RA)) bzw. allgemein Tn(α) := o.t.(SIn(RA))
Wie auch die T-Operation, die fu¨r natu¨rliche Zahlen im Zusammenhang mit
dem Axiom of Counting eingefu¨hrt wurde, ist auch diese eine typen-erho¨hende
Operation, d.h.: Hat die Wohlordnung RA den relativen Typ n, so hat SI(RA)
den Typ n+ 1; falls RA ∈ α, so hat T (α) den Typ n+ 2.
Sehen wir uns nun noch einmal die ‘Vermutung’ von oben an, so sehen wir,
dass wir, wenn wir auf der rechten Seite der Gleichung α durch T 2(α) ersetzen,
eine stratifizierte Bedingung haben, u¨ber die wir einen Induktionsbeweis fu¨hren
ko¨nnen. Wir ko¨nnen nun zeigen, dass
Satz 5.10. o.t.(≤Pred(α,≤,ORD)) = T 2(α)
Mit den U¨berlegungen zum Paradox von Burali-Forti zeigt das folgenden:
Satz 5.11. T 2(Ω) < Ω
Ω ist also eine jener Ordinalzahlen, fu¨r es gerade nicht der Fall ist, dass sie
die Menge ihrer Vorga¨nger ‘za¨hlt’. Dazu kommt es, weil die beiden Ordinalzah-
len, die man mit einem echten Anfangsabschnitt der Folge der Ordinalzahlen
verbinden kann, na¨mlich 1.) den Ordnungstyp dieses Abschnitts und 2.) die
kleinste Ordinalzahl, die nicht in diesem Abschnitt ist, nicht identifiziert wer-
den. Wa¨hrend na¨mlich α gro¨ßer als β ist fu¨r alle β ∈ Pred(α,≤, ORD), gilt das
nicht offensichtlich fu¨r o.t.(≤Pred(α,≤,ORD)).
Satz 5.11. zeigt im Gegenteil, dass fu¨r bestimmte Ordinalzahlen - in der Regel
sind das sehr große - 1.) und 2.) nicht u¨bereinstimmen. Es gibt Ordinalzahlen
α, die ein Anfangsstu¨ck der Reihe
0 < 1 < 2 < 3 < ... < ω < ω + 1 < ...
bestimmen, das ‘ku¨rzer’ ist als alle Wohlordnungen vom Ordnungstyp α.
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Das klingt beinahe absurd und schrammt nur haarscharf am Paradoxen vor-
bei. Wir ko¨nnen das Bild, das Satz 5.11. von großen Ordinalzahlen gibt, na¨mlich
erweitern und erhalten eine absteigende Folge von Ordinalzahlen Ω > T 2(Ω) >
T 4(Ω) > .... Die T-Operation bildet fu¨r große Argumente (wie Ω) Ordinalzahlen
auf kleinere Ordinalzahlen ab. Unsere Ordinalzahl-Reihe sieht also so aus:
0 < 1 < 2 < ... < ω < ... < ... < T 4(Ω) < ... < T 2(Ω) < ... < Ω < Ω + 1 < ...
Das Versto¨rende an dieser Situation ist, dass etwa T 2(Ω) in der Reihe der Or-
dinalzahlen offenbar vor Ω kommt und man erwartet, dass T 2(Ω) in Pred(Ω,≤
, ORD) liegt, weil Pred(Ω,≤, ORD) alle Ordinalzahlen kleiner Ω beinhaltet.
Andererseits ist T 2(Ω) ja gerade der Ordnungstyp der u¨blichen Wohlordnung
auf Pred(Ω,≤, ORD). Das heißt die Ordinalzahl T 2(Ω) misst gewissermaßen
eine Wohlordnung auf einer Menge, von der sie selbst Element ist.
Das einzige, was uns daran hindert, die paradoxen Konsequenzen zu ziehen,
ist die Unmo¨glichkeit in der Aussage T 2(Ω) ∈ Pred(Ω,≤, ORD) Typenindizes
derart anzubringen, dass die Aussage wohlgeformt nach den Regeln der Typen-
theorie wa¨re.
Eine weitere seltsame Eigenschaft der Folge Ω > T 2(Ω) > T 4(Ω) > ... ist,
dass sie offenbar kein kleinstes Element hat. Das ist insofern beachtlich, als ja die
Menge aller Ordinalzahlen mit der u¨blichen Ordnung eine Wohlordnung ist, i.e.
jede Teilmenge von ORD hat ein kleinstes Element. (Limiten du¨rfen nur ‘nach
rechts’ auftreten.) Die Menge OK :=
{




Wieder rettet uns nur die Tatsache, dass OK keine stratifizierte Definition
hat, vor Widerspru¨chen. OK ist ein Beispiel fu¨r eine echte Klasse im Sinne
von NFU. Dennoch bleibt der Umstand, dass in einem Model von NFU die
Ordinalzahlen nicht wohlgeordnet sind, d.h. in einem bestimmten Sinne kann das
System NFU nicht ‘erkennen’, das die Ordinalzahlen nicht wohlgeordnet sind.
Das System kann sozusagen ‘definitive Entscheidungen’ nur fu¨r stratifizierte
Sa¨tze als ‘Input’ treffen.
Sehen wir uns Satz 5.11. noch einmal an: Was er - abgesehen von obigen Im-
plikationen die Arithmetik betreffend - aussagt, ist doch, dass die Wohlordnung
auf der Menge aller SSingletons von Ordinalzahlen {{0}} < {{1}} < {{2}} < ...
echt ku¨rzer ist als die u¨bliche Wohlordnung auf der Menge aller Ordinalzahlen
0 < 1 < 2 < ... Weil man mit a¨hnlichen Argumenten wie oben auch zeigen
kann, dass T (Ω) < Ω ist auch die Wohlordnung auf der Menge aller Singletons
von Ordinalzahlen echt ku¨rzer als die u¨bliche Wohlordnung auf ORD. Das aber
heißt nichts anderes als
Satz 5.12. Es gibt keine Funktion f : ORD −→ P1(ORD) mit f(α) = {α}
(und damit erst recht keine Funktion g : V −→ V mit g(x) = {x}).
Die Singleton-Operation verdient ihren Namen zu Recht! Sie ist keine Funk-
tion im Sinne einer Menge von geordneten Paaren, sondern eine ‘echte’ Operati-
on. Das sollte uns aus verschiedenen Gru¨nden nicht u¨berraschen. Ein ‘falscher’
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Grund wa¨re aber, nicht u¨berrascht zu sein, weil die Singleton-Operation auch
in ZFC eine ‘echte’ Operation ist. In ZFC ist ja der Grund, dass die Singleton-
Operation keine Funktion ist der, weil damit die Domain dieser ‘Funktion’ (das
Universum V ) eine Menge wa¨re. Die Ursache fu¨r die ‘Nicht-Funktionalita¨t’ der
Singleton-Operation in ZFC hat also etwas mit ‘Gro¨ße’ zu tun. Da Gro¨ße (zu-
mindest prima facie) keine Rolle spielt in NFU ko¨nnte man also mit einigem
Recht erwarten, dass auch Funktionen zwischen großen Mengen in Ordnung
sind.
Ein ‘guter’ Grund fu¨r Zweifel an der Existenz der Singleton-Operation als
Funktion wa¨re der, dass so eine Funktion keine stratifizierte Bedingung haben
kann. Es war also, weil ja nur stratifizierte Bedingungen mit Sicherheit Mengen
definieren, von vornherein zweifelhaft, ob es so eine Funktion geben kann.
Bevor wir uns wieder mit dem Thema Kardinalzahlen bescha¨ftigen, noch
eine Bemerkung:
Satz 5.11. machte unsere Hoffnungen zunichte, fu¨r beliebige Ordinalzahlen
T (α) = α zu bekommen. Dennoch sind wir an dieser Eigenschaft von Ordinal-
zahlen interressiert, und erwarten, dass Fa¨lle wie T (α) < α eher die Ausnahme
als die Regel sind. Ordinalzahlen, fu¨r die T (α) = α gilt, nennen wir Cantor’sch
(eine Bezeichnung, die sich auf den na¨chsten Seiten kla¨ren wird).
Dass bestimmte große Ordinalzahlen (wie Ω) nicht Cantor’sch sind, wissen
wir. Aber welche sind es? Mit dem Axiom of Counting ko¨nnen wir zeigen,dass je-
de natu¨rliche Ordinalzahl Cantor’sch ist, außerdem die Ordinalzahlen ω, ω+1...
Wie genau das ‘Cantor’sche Teiluniversum’ in NFU aussieht, ha¨ngt im wesent-
lichen davon, durch welche zusa¨tzlichen Axiome man NFU versta¨rkt.44 Ohne
das Axiom of Counting, konnten wir ja nicht einmal beweisen, dass fu¨r al-
le natu¨rlichen Kardinalzahlen T (n) = n ist (hier ist die T-Operation auf den
natu¨rlichen Kardinalzahlen gemeint). Wenn wir also A ∈ n nicht bijektiv auf
P1(A) ∈ T (n) abbilden ko¨nnen, dann ko¨nnen wir erst recht keinen Ordnungs-
isomorphismus finden. Wir ko¨nnten also nicht einmal fu¨r alle natu¨rlichen Or-
dinalzahlen zeigen, dass T (n) = n ist (hier ist wieder die T-Operation auf den
Ordinalzahlen gemeint).
Doch zuru¨ck zum Thema Kardinalzahlen
5.4 Mehr kardinale Arithmetik
Gema¨ß unserem Plan, Kardinalzahlen als Mengen von Mengen gleicher Ma¨chtigkeit
aufzufassen, definieren wir nun die erste unendliche Kardinalzahl
Definition 5.14. ℵ0 := {A : A ≈ N}
ℵ0 ist also die Kardinalzahl, die jeder Menge zukommt, die gleich groß wie
die Menge aller natu¨rlichen Zahlen ist. Wir nennen Mengen der Ma¨chtigkeit
ℵ0 auch abza¨hlbar oder abza¨hlbar unendlich. Hier einige einfache Sa¨tze u¨ber
44Vgl. etwa Holmes [1998] (insbesondere S. 112 ff., S. 197 ff. und Holmes [1994] zum Thema
Axiom of small ordinals, Axiom of large ordinals und anderen Versta¨rkungen.
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ℵ0, die in NFU beweisbar sind. (Die Definitionen der kardinalen Addition und
Multiplikation bleiben auch fu¨r unendliche Kardinalzahlen bestehen.)
Satz 5.13. 1. ℵ0 + n = ℵ0 fu¨r jede natu¨rliche Zahl n.
2. ℵ0 + ℵ0 = ℵ0
3. ℵ0 · ℵ0 = ℵ0
Allgemein ko¨nnen wir fu¨r unendliche Kardinalzahlen zeigen, dass gilt:
Satz 5.14. 1. λ+ κ = κ+ λ = κ falls λ ≤ κ
2. λ · κ = κ · λ = κ falls λ ≤ κ
3. λ+ κ = λ · κ = max {λ, κ}
Doch wie sieht es nun mit Mengen gro¨ßerer Ma¨chtigkeit als ℵ0 aus? Eine gute
Idee wa¨re, zu versuchen, zu Mengen gro¨ßerer Ma¨chtigkeit zu gelangen, indem
wir den Potenzmengenoperator auf N anwenden.
Der Satz von Cantor in NFU
Der Satz von Cantor besagt, dass fu¨r alle Mengen A gilt: A ≺ P(A). Das
heißt, die Potenzmenge jeder Menge ist echt gro¨ßer als die Menge selbst. Das
klingt ziemlich plausibel. Die Menge aller Teilmengen einer Menge A entha¨lt
ja mindestens alle Singletons der urspru¨nglichen Menge, außerdem aber noch
viele mehr. Fu¨r die natu¨rlichen Zahlen etwa haben wir neben den Singletons von
natu¨rlichen Zahlen zusa¨tzlich noch die Menge aller geraden, aller ungeraden, die
Menge aller Primzahlen usw.
Um zu sehen, wieso dieser Satz trotz seiner Plausibilita¨t in NFU dennoch
nicht gilt, sehen wir uns den ‘Beweis’ dazu an:
Wir nehmen an, es gibt eine surjektive Funktion f : A −→ P(A). Nun bilden
wir die sogenannte Diagonalmenge D ⊆ A, die alle Elemente a ∈ A entha¨lt, fu¨r
die gilt: a /∈ f(a). Da D eine Teilmenge von A, also Element von P(A) ist, muss
D Wert der surjektiven Funktion f sein, d.h. es muss ein a0 ∈ A geben sodass
f(a0) = D = {a ∈ A : a /∈ f(a)}. Fu¨r dieses a0 gilt aber a0 ∈ f(a0) ↔ a0 /∈
f(a0) nach Definition der Menge D. Widerspruch.
Im Gegensatz zur Annahme mu¨ssen wir also schließen, dass es keine surjek-
tive Funktion von A nach P(A) gibt. Das heißt, jede Menge ist kleiner als ihre
Potenzmenge.
Dass dieser Satz in NFU nicht gelten kann, liegt eigentlich auf der Hand:
Weil in NFU V eine Menge ist, und zwar eine, die alles entha¨lt, kann es keine
Menge geben, die noch gro¨ßer wa¨re. Aber wie entgeht man dieser Konsequenz
ohne das ‘Vernu¨nfige’ an diesem Satz u¨ber Bord zu werfen?
Der Punkt, wo dieser ‘Beweis’ in NFU zusammenbricht, ist der, wo wir die
Diagonalmenge D bilden, denn die definierende Bedingung fu¨r die Menge D war
a /∈ f(a), und diese ist nicht stratifiziert.
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Ein weiterer Fall von ‘tru¨gerischer Intuition’ liegt vor, wenn man versucht
u¨ber die ‘offensichtliche’ A¨quivalenz A ≈ P1(A) zum gleichen Ergebnis zu gelan-
gen; denn wa¨hrend man nun die Diagonalmenge bzgl. P1(A) bilden kann, gibt
es keinen ‘offensichtlichen’ Weg A bijektiv auf P1(A) abzubilden, denn wie im
Zusammenhang mit dem Paradox von Burali-Forti bemerkt wurde, gibt es im
Allgemeinen keine Funktion, die ein Element von A auf sein Singleton abbildet.
Die ‘offensichtliche’ A¨quivalenz ist also gar keine A¨quivalenz (zumindest nicht
fu¨r alle Mengen A).
Aus diesen Bemerkungen ergibt sich erstens
Satz 5.15. (Satz von Cantor)45
Fu¨r alle Mengen A gilt: P1(A) ≺ P(A)
Außerdem aber geben sie Anlass zu einer
Definition 5.15. Eine Menge A heißt Cantorsch, wenn gilt: A ≈ P1(A)
Cantor’sche Mengen sind also gerade die Mengen, fu¨r die der Satz von Cantor
in seiner urspru¨nglichen Form gilt. Erweitern wir unsere T-Operation fu¨r die
natu¨rlichen Kardinalzahlen auf Kardinalzahlen im Allgemeinen, heißt das, dass
eine Menge Cantorsch ist, wenn fu¨r ihre Kardinalzahl κ gilt: T (κ) = κ.46
Dass nicht alle Mengen diese Eigenschaft haben, sieht man am Beispiel V .
Denn wa¨hrend nach Satz 5.15. P1(V ) kleiner als P(V ) ist, gilt nicht, dass P1(V )
gleich groß wie V ist (und damit V ≺ P(V )). Das Universum V ist ein Beispiel
fu¨r eine Nicht-Cantorsche Menge.
Es stellt sich die Frage, welche Gro¨ße die Potenzmenge des Universums nun
hat? Noch spricht nichts dagegen, dass beide gleich groß sind. Folgender Satz
gibt die Antwort (und es fallen dabei Zusatzinformationen ab):
Satz 5.16. (Satz von Specker)
P(V ) ≺ V
Die Potenzmenge des Universums ist kleiner als das Universum selbst. Die
Zusatzinformation ist nun: Es gibt Urelemente! Weil die Potenzmenge des Uni-
versums die Menge aller Mengen ist, folgt aus P(V ) ≺ V , dass es Urelemente
geben muss!
Das ist insofern nicht u¨berraschend, als wir ja Urelemente in unserem System
explizit einkalkuliert haben. Trotzdem: Dass wir ihre Existenz beweisen ko¨nnen,
stand im vorhinein nicht zu erwarten.
Eine der wichtigsten arithmetischen Operationen - zumal im Bereich der
transfinitien Zahlen - ist die Exponentiation. Zahlreiche Fragen der Mengen-
lehre stehen in engem Kontakt zu ihr. Als bekannteste sei nur das sogenannte
45Der Beweis dazu verla¨uft ganz analog zum urspru¨nglichen Beweis.
46Hier erkla¨rt sich die Bezeichnung Cantor’sche Ordinalzahl : Cantor’sche Ordinalzahlen
sind na¨mlich genau die Ordnungstypen von Wohlordnungen, die auf Cantor’schen Mengen
definiert sind.
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Kontinuumsproblem erwa¨hnt, das die fru¨he Phase der Mengenlehre so dominiert
hat. Grob gesagt, ist das (allgemeine) Kontinuumsproblem die Frage, ob die
Reihe der unendlichen Kardinalzahlen durch die Exponentiation 2κ vollsta¨ndig
festgelegt ist, d.h. ob 2κ der kardinale Nachfolger von κ ist (i.e. die kleinste
Kardinalzahl gro¨ßer κ), oder ob es Kardinalzahlen ‘dazwischen’ gibt.
Ohne auf dieses Problem im folgenden einzugehen, wollen wir sehen, wie wir
unsere Exponentiation fu¨r Kardinalzahlen u¨berhaupt definieren.
Exponentiation
Bevor wir auf die kardinale Exponentiation im Allgemeinen zu sprechen kom-
men, wollen wir uns den Spezialfall fu¨r natu¨rliche Zahlen ansehen fu¨r die Basis
2.
Eine angemessene Definition bereitet uns in diesem Fall keine Schwierigkei-
ten: Wir ko¨nnen 2n rekursiv definieren mit der Anfangsbedingung 20 := 1 und
dem Rekursionsschritt 2n+1 := 2 · 2n. Das Gute an dieser Definition ist, dass
der Ausdruck 2n vom gleichen relativen Typ wie n selbst ist, wir ko¨nnen also
ohne Probleme zeigen, dass z.b. fu¨r alle natu¨rlichen Zahlen n gilt: n < 2n. Vor
allem aber ’funktioniert’ diese Definition, weil klar ist, was der kardinale Nach-
folger von n ist; na¨mlich S(n) = n+1. Fu¨r unendliche Kardinalzahlen κ ist aber
zuna¨chst nicht klar, was u¨berhaupt der kardinale Nachfolger von κ sein soll: Auf
jeden Fall wissen wir, dass es nicht κ+ 1 ist, denn κ+ 1 = κ nach Satz 5.13.
Rekursion (analog zu den natu¨rlichen Zahlen) fa¨llt als Definitionsmethode
von 2κ also weg. Wir mu¨ssen einen anderen Weg finden und machen uns dabei
folgende Beobachtung zunutze: Fu¨r jede Menge A gilt:
P(A) ≈ {f : Funk(f) ∧ f : A −→ {a, b}}
fu¨r irgendwelche Mengen {a, b}, fu¨r die a 6= b. Dabei entspricht die Menge auf
der rechten Seite der Menge aller charakteristischen Funktionen auf A47. Weil
das nun fu¨r beliebige Zielmengen {a, b} gilt, besagt obiges im wesentlichen, dass
fu¨r beliebiges N ∈ 2 gilt:48
P(A) ≈ NA
Nach dem bisher gesagten scheint es also vernu¨nftig unsere Exponentiation
zu definieren durch 2|A| := |P(A)|. Das Problem, das wir haben, ist dass, falls
|A| vom relativen Typ n+ 1 ist, |P(A)| vom relativen Typ n+ 2 ist. Wir ha¨tten
aber gerne, dass κ 7→ 2κ eine Funktion definiert. So wie sie da steht, ist die
Definition von 2κ aber nicht stratifiziert, bestimmt also nicht unbedingt eine
Funktion.
Kurz: Wir mu¨ssen darauf achten, dass unsere Definition die Zahl 2κ vom
gleichen Typ macht wie κ selbst.
47Man korrelliert also 1-1 mit jeder Teilmenge B von A eine charakteristische Funktion fB ,
die alle Elemente von B auf a abbildet und jedes Element von BCA auf b.
48Wir wollen im Folgenden fu¨r zwei Mengen A und B unter AB die Menge aller Funktionen
von B nach A verstehen. Aus dem Kontext sollte immer klar sein, wann im Gegensatz dazu
die eigentliche Exponentiation gemeint ist.
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Um das zu erreichen bedienen wir uns der auf unendliche Kardinalzahlen
erweiterten T-Operation aus dem vorigen Abschnitt und definieren
Definition 5.16. 2|A| := T−1(|P(A)|)
Diese Definition ist stratifiziert, denn mit A vom relativen Typ n, hat |P(A)|
den relativen Typ n + 2, und weil T−1 eine typen-senkende Operation ist, hat
T−1(|P(A)|) = 2|A| den relativen Typ n + 1 - genau wie |A|!. Zu beachten
ist, dass mit dieser Definition der Exponentiation 2κ nicht fu¨r alle κ definiert
ist. Zumindest fu¨r sehr große Kardinalzahlen (wie κ = |V |) ist na¨mlich T−1(κ)
nicht definiert.49 Mit diesen Einschra¨nkungen im Hinterkopf ko¨nnen wir nun die
Exponentiation fu¨r allgemeine Kardinalzahlen definieren.
Definition 5.17. Seien κ, λ Kardinalzahlen und A ∈ κ,B ∈ λ.Dann ist
κλ := T−1(|AB |)
falls T−1(|AB |) fu¨r |AB | definiert ist.
Fu¨r Kardinalzahlen, fu¨r die 2κ definiert ist, ko¨nnen wir nun zeigen, dass κ <
2κ. Insbesondere liefert uns die Exponentiation die Existenz von Kardinalzahlen,
die gro¨ßer als ℵ0 sind, denn es ist ℵ0 = |N | < |P(N )| = 2ℵ0 .50 Die kleinste
Kardinalzahl gro¨ßer ℵ0 (den kardinalen Nachfolger von ℵ0) bezeichnen wir mit
ℵ1. Die Kontinuumshypothese besagt also gerade, dass ℵ1 = 2ℵ0 .
49Denn T−1(V ) ist diejenige Kardinalzahl κ, fu¨r die gilt T (κ) = |V |. Fu¨r eine bestimmte
Menge B mit |B| = κ muss also gelten |P1(B)| = T (|B|) = |V |. Es gibt aber keine Menge B,
die diese Gleichung erfu¨llt. Die einzige dafu¨r in Frage kommende Menge, V selbst, fa¨llt aus,
denn wie gezeigt wurde, ist V nicht Cantor’sch.
50Man beachte, dass - auch ohne das Axiom of Counting - N Cantor’sch ist (Unendlich-
keitsaxiom vorausgesetzt).
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6 Kardinal- und Ordinalzahlen in ZFC
Bevor wir mit dem Aufbau der Theorie der Ordinal- und Kardinalzahlen in ZFC
beginnen, sollten wir uns ins Geda¨chtnis rufen, dass in ZFC das Universum V
keine Menge, kein Wert einer quantifizierten Variable ist. Aus diesem Grund
ist es auch nicht mo¨glich, Ordinal- und Kardinalzahlen so aufzufassen wie in
NFU, im Falle der natu¨rlichen Zahl n etwa als die Menge aller Mengen mit n
Elementen. Schon die Menge aller Mengen mit einem Element, also die 1 in
NFU, ist na¨mlich in ZFC ‘gleich groß’ wie das Universum.
Da also die Entwicklung der Ordinal- und Kardinalzahlen a la Frege-Russell
in ZFC nicht mo¨glich ist, muss ein anderer Weg gefunden werden, Kardinal-
und Oridalzahlen irgendwie zu ‘implementieren’. Wie sich gezeigt hat, eignet
sich dabei die Variante von Von Neumann besonders gut. Die Grundidee besagt
ungefa¨hr folgendes: Wenn wir za¨hlen, dann gehen wir schrittweise immer von
einer Zahl zur na¨chsten. Sollen wir also Ordinalzahlen irgendwie mengenma¨ßig
auffassen, so erscheint es plausibel, eine bestimmte Ordinalzahl gerade als die
Menge aller ihrer Vorga¨nger zu bestimmen. Kardinalzahlen kann man dann in
weiterer Folge mit bestimmten Ordinalzahlen identifizieren.
Diese Gedanken na¨her auszufu¨hren ist das Ziel dieses Kapitels.
6.1 Ordinalzahlen: Grundlegende Begriffe
Die Definition eines Ordnungsisomorphismus zwischen Wohlordnungen RA und
SB ist dieselbe wie diejenige, die wir fu¨r NFU verwendet haben. Weiters ist
dieser Isomorphismus eindeutig bestimmt und es gilt:
Satz 6.1. Fu¨r Wohlordnungen R auf A und S auf B gilt genau einer der fol-
genden Fa¨lle:
1. RA ∼= SB
2. RA ∼= SPred(b,S,B) fu¨r ein b ∈ B
3. RPred(a,R,A) ∼= SB fu¨r ein a ∈ A
Wie auch in NFU sagen wir im zweiten Fall, dass S eine Fortsetzung von
R ist. Außerdem ist keine Wohlordnung ordnungsisomorph zu einem echten
Anfangsstu¨ck.
Die Theorie der Wohlordnungen in ZFC unterscheidet sich im Prinzip nicht
wesentlich von der in NFU. Die Unterschiede beginnen erst dort, wo wir Ordi-
nalzahlen als Maße fu¨r die La¨nge dieser Wohlordnungen einfu¨hren. Unser Ziel
ist also auch hier, eine Definition der Ordinalzahl zu finden, die es uns gestat-
tet, z.B. der Wohlordnung a1 < a2 < a3 < ... < b1 < b2 < b3 < ... einen
Ordnungstyp (eine Ordinalzahl) zuzuordnen (und dieser Typ sollte ω+ω sein).
Doch vorher noch einige Definitionen.
Definition 6.1. eine Menge A heißt transitiv,(kurz Trans(A)) falls gilt:
∀x(x ∈ A→ x ⊆ A)
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Einfache Beispiele fu¨r transitive Mengen sind die Mengen {∅, {∅}} oder
{∅, {∅} , {{∅}}}. (Ein anspruchsvolleres Beispiel haben wir um Zusammenhang
mit dem Fundierungsaxiom in Abschnitt 3 bereits kennen gelernt. Wir hatten
dort mittels transfiniter Rekursion u¨ber die Ordinalzahlen (informell) die Von
Neumann-schen Stufen Rα definiert. Jede dieser Stufen ist ebenfalls ein Beispiel
fu¨r eine transitive Menge.)
Weiters definieren wir:
Definition 6.2. Eine Menge A heiße durch ∈ wohlgeordnet, falls die Relation
∈A:= {(x, y) ∈ A×A : x ∈ y} eine Wohlordnung auf A ist.51
Ordinalzahlen sind in unserem System nun genau alle transitiven ∈-Wohlordnungen,
i.e. wir definieren das Pra¨dikat, eine Ordinalzahl zu sein durch
Definition 6.3. On(x) :↔ Trans(x) ∧WO(∈x)
Dass diese Definition ‘gut’ ist, wird sich im weiteren zeigen. Folgender Satz
sollte erste Bedenken zerstreuen. (Wir verwenden im Folgenden wie in NFU
Variablen α, β, γ, ... fu¨r Ordinalzahlen.)
Satz 6.2. Fu¨r Ordinalzahlen α, β und γ gilt:
1. Wenn ∈α∼=∈β, dann ist α = β
2. Es gilt genau einer der folgenden Fa¨lle: α ∈ β, β ∈ α oder α = β
3. Wenn α ∈ β und β ∈ γ, dann ist α ∈ γ
4. Wenn C eine nichtleere Menge von Ordinalzahlen ist, dann gibt es ein
∈-minimales Element, i.e. ∃α ∈ C(∀β ∈ C(α ∈ β ∨ α = β))
Der erste Punkt dieses Satzes rechtfertigt gewissermaßen das ‘Weglassen’ der
Wohlordnung ∈α beim Sprechen u¨ber Ordinalzahlen α, denn aus Isomorphie
der Wohlordnungen ∈ auf α und ∈ auf β folgt immer schon Gleichheit der
Ordinalzahlen (i.e. der ‘blanken Mengen’) α und β. Wir werden deshalb oft
einfach RA ∼= α schreiben, statt RA ∼=∈α.
Die Punkte 2 bis 4 besagen intuitiv, dass die Ordinalzahlen mit der Ordnung
∈ eine Wohlordnung bilden.52 2 stellt dabei sicher, dass die ∈-Relation auf
den Ordinalzahlen linear ist, 3 die Transitivita¨t und 4 die Fundiertheit (i.e. die
Wohlordnungseigenschaft).53
Eine spezielle Eigenschaft der derart definierten Ordinalzahlen ist, dass sich
eine gro¨ßer-kleiner-Beziehung besonders leicht darauf erkla¨ren la¨sst. Der vorige
51Wir werden in Zukunft wieder ∈A schreiben, falls ∈A eine Wohlordnung auf A ist (und
nicht etwa ∈AA )
52bzw. bilden wu¨rden, wenn die Menge aller Ordinalzahlen existieren wu¨rde (als Menge).
53Dass u¨berdies Reflexivita¨t gilt, i.e. fu¨r alle Ordinalzahlen α /∈ α ist, ist eine Konsequenz
aus dem Fundierungsaxiom, wu¨rde fu¨r Ordinalzahlen aber auch ohne dieses gelten.
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Satz besagt ja, dass sich die ∈-Relation auf den Ordinalzahlen genau so verha¨lt
wie wir das von einer (strikten) Ordnung erwarten.
Wir setzen fu¨r Ordinalzahlen α, β also einfach
Definition 6.4. α < β :↔ α ∈ β
Weil jede Ordinalzahl transitiv ist, also aus α ∈ β immer α ⊆ β folgt ko¨nnen
wir durch α ⊆ β eine schwache Ordnung auf den Ordinalzahlen festlegen.
Um zu sehen, wie die Ordinalzahlen konkret aussehen, hier einige Beispie-
le: ∅, {∅}, {∅, {∅}}, {∅, {∅} , {∅, {∅}}} usw. Um einzusehen, wieso diese Mengen
Ordinalzahlen sind, braucht man nur die definierenden Eigenschaften von Ordi-
nalzahlen zu pru¨fen. Letztere Menge etwa ist eine Ordinalzahl, weil sie offenbar
transitiv ist (alle Elemente sind auch Teilmengen) und außerdem ∅ ∈ {∅} ∈
{∅, {∅}}, d.h. ∈ ist eine Wohlordnung auf {∅, {∅} , {∅, {∅}}}.
Wir definieren nun
Definition 6.5. 0 := ∅ und S(α) := α ∪ {α}
und erhalten so ein Anfangstu¨ck der Reihe der Ordinalzahlen
∅ ∈ {∅} ∈ {∅, {∅}} ∈ {∅, {∅} , {∅, {∅}}} ∈ ...
oder mit den Definitionen 0 := ∅, 1 := S(0), 2 := S(1), 3 := S(2), usw. die
hu¨bschere Variante
0 < 1 < 2 < 3 < ...
Eines der wichtigsten Resultate u¨ber Ordinalzahlen in ZFC ist folgender
Satz 6.3. Fu¨r jede Wohlordnung RA gibt es eine Ordinalzahl α, sodass RA ∼= α
Den besten Eindruck u¨ber das ‘Wesen’ dieses Satzes erha¨lt man, wenn man
sich den Beweis dazu ansieht, der Gebrauch von Hartogs’ Theorem54 macht.
Satz 6.4. (Hartogs’ Theorem)
∀A∃α¬∃f(f : α inj.−→ A)
Satz 6.4. besagt, dass, falls uns irgendwie ein Verfahren gegeben ist, eine be-
liebige Menge A mit Hilfe von Ordinalzahlen ‘aufzulisten’; es dann nicht mo¨glich
ist, dass uns die Ordinalzahlen irgendwann ‘ausgehen’. D.h. wenn wir eine Folge
a0, a1, a2, ...aω, ... bilden ko¨nnen, dann kann es nicht passieren, dass ‘zu wenige’
Indizes da sind.
Hartogs’ Theorem garantiert uns, dass es genug Ordinalzahlen gibt, um Lis-
ten von allen mo¨glichen Mengen zu erstellen (sofern uns ein Verfahren dazu
gegeben ist).
54Es gibt auch direkte Beweise, ohne diesen Umweg.
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Dass daraus leicht Satz 6.3. folgt, sieht man, wenn man sich daran erinnert,
dass alle Wohlordnungen vergleichbar sind bzgl. Isomorphie, d.h. fu¨r alle Wohl-
ordnungen gilt: Die eine ist Fortsetzung der anderen oder umgekehrt. Beach-
tet man nun, dass jede Ordinalzahl α ja schon eine Wohlordnung ist (na¨mlich
bzgl. ∈), so sieht man, dass fu¨r eine beliebige Wohlordnung RA gelten muss
α ∼= RPred(a,R,A) fu¨r ein a ∈ A, α ∼= RA oder β ∼= RA fu¨r ein β ∈ α. Nach Har-
togs’ Theorem ko¨nnen wir nun aber α so groß wa¨hlen, dass die beiden ersten
Fa¨lle ausscheiden.
Egal wie lang eine Wohlordnung also ist, wir ko¨nnen sie immer mit einer
Ordinalzahl messen.
Satz 6.3. garantiert uns, dass wir Ordinalzahlen als Repra¨sentanten von
Wohlordnungen eines bestimmten Ordnungstyps verwenden ko¨nnen. M.a.W.:
Mit den Ordinalzahlen ist es mo¨glich alle Wohlordnungen, die es u¨berhaupt
gibt, eindeutig bis auf (Ordnungs-)Isomorphie zu charakterisieren.
Satz 6.3. rechtfertigt somit folgende Definition des Ordnungstyps einer Wohl-
ordnung
Definition 6.6. o.t.(RA) := ια(α ∼= RA)
Satz 6.3. la¨sst sich dadurch pra¨gnant formulieren: Jede Wohlordnung hat
einen Ordnungstyp.55
Satz 6.3. machte implizit auch von einem weiteren Resultat Gebrauch, das
bisher unterschlagen wurde und in NFU falsch ist. Wir hatten oben gemeint,
dass β ∼= RA fu¨r ein β ∈ α gelten muss. Korrekterweise ha¨tte es heißen mu¨ssen:
∈Pred(β,α,∈α)∼= RA. Die Schreibweise β ∼= RA ließe sich nur dann rechtfertigen,
wenn β = Pred(β, α,∈α), oder mit anderen Worten o.t.(∈Pred(β,α,∈α)) = β.
Nach dem bisher gesagten ist das aber beinahe trivial. Unser Plan war ja,
Ordinalzahlen aufzufassen als Menge all ihrer Vorga¨nger im Sinne der Ele-
mentbeziehung (also genau der <-Beziehung). Es ist fu¨r jede Ordinalzahl α =
{β : β ∈ α} = Pred(α, α,∈α), fu¨r β ∈ α also β = Pred(β, α,∈α).
Weil jedes Element einer Ordinalzahl wieder eine Ordinalzahl ist, rechtfertigt
das aber die obige Argumentation.
Genau jene ‘Vermutung’, die uns in NFU solches Kopfzerbrechen bereitete,
und die sich schließlich als falsch herausgestellt hat, wird hier im Rahmen von
ZFC gewissermaßen zur Motivation fu¨r die Definition der Ordinalzahl.
Aus dieser Beobachtung (zusammen mit Satz 6.2) la¨sst sich aber noch eine
weitere Information herausholen.
55Der Beweis von Satz 6.3. (ob nun in der direkten Variante oder u¨ber Hartogs’ Theorem)
macht wesentlich vom Ersetzungsaxiom Gebrauch und kann in ZFC ohne dieses nicht be-
wiesen werden. Man beachte, dass dieser ‘Satz’ in NFU mit den Frege-Russell-Ordinalzahlen
trivial ist. Anders als in ZFC heißt das in NFU aber nicht, dass es fu¨r alle Mengen ‘genug’
Ordinalzahlen gibt, um alle Elemente ‘aufzuza¨hlen’.
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Satz 6.5. (Paradox von Burali-Forti)
¬∃y∀x(x ∈ y ↔ On(x))
Es gibt keine Menge, die alle Ordinalzahlen entha¨lt. Sehen wir uns an, wieso
das so ist:
Angenommen, es ga¨be eine solche Menge ON . Wie bemerkt, ist jede Ordi-
nalzahl eine Menge von Ordinalzahlen (na¨mlich die Menge aller kleineren Or-
dinalzahlen). Das aber heißt nichts anderes als ∀α(α ∈ ON → α ⊆ ON), d.h.
ON ist transitiv. Außerdem besagt Satz 6.2., dass ∈ eine Wohlordnung auf der
Menge ON aller Ordinalzahlen ist. ON ist also eine transitive ∈-Wohlordnung,
i.e. eine Ordinalzahl, und damit gilt ON ∈ ON . Widerspruch.
Es gibt also keine Menge, die alle Ordinalzahlen entha¨lt. Das hindert uns
aber nicht daran von ON (informell) als Klasse zu sprechen (solange wir uns
dabei bewusst sind, dass damit eigentlich ein Pra¨dikat - na¨mlich On(x) - gemeint
ist).
Bevor wir uns weiter mit Ordinalzahlen bescha¨ftigen, wollen wir uns ansehen,
wie es um die natu¨rlichen Zahlen steht.
6.2 Exkurs: Die natu¨rlichen Zahlen
Anders als in NFU sprechen wir hier auf einmal von den natu¨rlichen Zahlen (und
nicht etwa von den natu¨rlichen Ordinalzahlen). Wieso ist das so? Wir werden
spa¨ter sehen, dass Kardinalzahlen ganz bestimmte Ordinalzahlen sind. Fu¨r alle
endlichen Ordinalzahlen n wird sich zeigen, dass |n| = n, i.e. die Kardinalzahl
einer natu¨rlichen Ordinalzahl ist diese selbst. Das rechtfertigt die Rede von den
natu¨rlichen Zahlen.
Die Idee, die hinter der Definition der natu¨rlichen Zahlen steht ist ziem-
lich simpel: Wir erhalten die natu¨rliche Zahl n durch n-malige Anwendung der
Nachfolgeroperation S (die oben allgemein fu¨r Ordinalzahlen definiert wurde)
und erhalten so die Reihe
0 1 := S(0) 2 := S(S(0)) 3 := S(S(S(0))) ...
die oben schon vorweggenommen wurde. Die Eigenschaft, eine natu¨rliche
Zahl zu sein definieren wir durch
Definition 6.7. Nat(x) :↔ On(x) ∧ ∀β < x(β = 0 ∨ ∃γ(β = S(γ)))
Mit anderen Worten: x ist eine natu¨rliche Zahl genau dann wenn x eine
Ordinalzahl ist und alle Ordinalzahlen kleiner x entweder 0 oder Nachfolger von
irgendwelchen Ordinalzahlen sind (es gibt keine ‘Limiten’, die u¨bersprungen
werden).
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Entscheidend fu¨r die Definition der Menge ω aller natu¨rlichen Zahlen, ist nun
die Existenz einer induktiven Menge, aus der die natu¨rlichen Zahlen dann geeig-
net ‘ausgesondert’ werden ko¨nnen. Genau das leistet das Unendlichkeitsaxiom
∃y(∅ ∈ y ∧ ∀x(x ∈ y → x ∪ {x} ∈ y)). Das Unendlichkeitsaxiom wurde augen-
scheinlich gerade so gewa¨hlt, dass es bei der Definition der natu¨rlichen Zahlen
mit dem durch S(α) := α∪{α} definierten Nachfolger am wenigsten ‘Probleme’
bereitet. Wir ko¨nnen nun fu¨r gegebenes induktives S per Aussonderungsaxiom
definieren:
Definition 6.8. ω := {x ∈ S : Nat(x)}
Man beachte, dass, da fu¨r alle n ∈ ω gilt: n = {0, 1, 2, ...n− 1} ⊆ ω, und
∈ω eine Wohlordnung ist, d.h. ω selbst ist eine Ordinalzahl (und nicht ‘bloß’
eine Menge). Das erkla¨rt auch, wieso wir hier das Zeichen ‘ω’ nicht bloß fu¨r den
Ordnungstyp der natu¨rlichen Ordnung auf den natu¨rlichen Zahlen verwenden,
sondern fu¨r die Menge selbst. 56 Da ω offenbar nicht Nachfolger einer Ordinalzahl
ist, fu¨hrt uns das zu folgender
Definition 6.9. Fu¨r Ordinalzahlen α, β gilt:
1. α ist eine Nachfolgerordinalzahl gdw. ∃β(α = S(β))
2. α ist eine Limesordinalzahl gdw. α keine Nachfolgerordinalzahl ist.
Wie in NFU fu¨r N ko¨nnen wir auch hier zeigen, dass ω die Peano-Axiome
1 bis 5 aus dem vorigen Abschnitt erfu¨llt.
Mit einer geeigneten Definition der ordinalen Addition und Multiplikation
kann u¨berdies gezeigt werden, dass die Struktur (ω,+o, ·o) alle Axiome aus dem
vorigen Abschnitt erfu¨llt. Diese Definitionen funktionieren im Wesentlichen wie
jene in NFU mit dem Unterschied, dass wir in ZFC ‘direkt’ vorgehen ko¨nnen. In
NFU mussten wir ja, weil Ordinalzahlen A¨quivalenzklassen waren, zur Definition
von α+o β Repra¨sentanten verwenden.57 Nun, da wir de facto Repra¨sentanten
als Ordinalzahlen verwenden (vgl. Satz 6.3.) fallen mo¨gliche ‘Umwege’ weg und
wir ko¨nnen die Operationen, die wir in NFU fu¨r Repra¨sentanten erkla¨rt haben
fu¨r die Ordinalzahlen selbst verwenden.
Ganz allgemein ko¨nnen wir mit dieser Definition der ordinalen Addition und
Multiplikation nun allgemeine Sa¨tze u¨ber Ordinalzahlen (etwa Satz 5.8. aus dem
vorigen Abschnitt) beweisen.
Wie auch in NFU ko¨nnen wir in ZFC das Prinzip der transfiniten Induktion
beweisen, das entscheidend dazu beno¨tigt wird, um rekursive Definitionen u¨ber
die Ordinalzahlen zu ermo¨glichen. Rekursionen u¨ber die Ordinalzahlen spielen
56In NFU hatten wir dafu¨r - aus gutem Grund - zwei verschieden Bezeichnungen: N fu¨r die
(’bloße’) Menge aller natu¨rlichen Zahlen und ω fu¨r den Ordnungstyp der natu¨rlichen Ordnung
<N auf den natu¨rlichen Zahlen - zwei verschiedene Objekte.
57Das heißt, wir haben fu¨r beliebige Wohlordnungen RA ∈ α und SB ∈ β irgendeine
Operation erkla¨rt.
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eine nicht zu u¨berscha¨tzende Rolle bei der Strukturierung unseres Universums
- wie wir im Zusammenhang mit dem iterativen Begriff der Menge schon ge-
sehen haben, wo wir die Folge der Von-Neumannschen Stufen u¨ber transfinite
Rekursion definiert haben.
Wir werden spa¨ter noch sehen, dass das fu¨r NFU nicht unbedingt gilt.
6.3 Kardinalzahlen: Grundlegende Begriffe
Wie in NFU sollen auch hier Kardinalzahlen als Maßzahlen fu¨r die Gro¨ße von
Mengen fungieren. Wir lassen uns wie in NFU von der Vorstellung leiten, dass
zwei Mengen gleich groß sind, wenn sie eineindeutig aufeinander abbildbar sind.
Wir u¨bernehmen also die Definitionen der Begriffe ‘ho¨chstens so ma¨chtig’
(), ‘gleichma¨chtig’ (≈) und ‘schma¨chtiger’ (≺) aus dem vorigen Abschnitt.
Da keiner der darauf folgenden Sa¨tze darauf Bezug nimmt wie Kardinal-
zahlen definiert sind, heißt das, dass wir auch die Sa¨tze 5.1. und 5.2. bzgl.
der Ordnungs- bzw. A¨quivalenzeigenschaften von  (≺) bzw. ≈ u¨bernehmen
ko¨nnen.
Bevor wir uns an die Definition der Kardinalita¨t einer Menge machen, noch
einige Beobachtungen: Fu¨r alle endlichen Ordinalzahlen n gilt offenbar: n ≈
m → n = m, d.h. gleichma¨chtige natu¨rliche Zahlen sind gleich. Das muss aber
nicht fu¨r unendliche Ordinalzahlen gelten. So ist z.B. ω ≈ ω + ω aber es ist
offenbar nicht ω = ω + ω. Mit diesem Beispiel im Hinterkopf legen wir fest:
Definition 6.10. Fu¨r eine Menge A ist |A| (sprich: die Kardinalita¨t von A)
die kleinste Ordinalzahl α, fu¨r die A ≈ α.
Diese Definition ist insofern fu¨r alle Mengen gerechtfertigt, als sich (dank
des Auswahlaxioms) jede Menge wohlordnen la¨sst, und daher jede Menge zu
irgendeiner Ordinalzahl isomorph (und also gleichma¨chtig) ist.
Die Intuition hinter dieser Definition besagt ungefa¨hr folgendes: Wenn wir
die Gro¨ße einer Menge bestimmen wollen, dann za¨hlen wir einfach ihre Elemente
(ordinaler Aspekt); die kleinste Ordinalzahl, die fu¨r diesen Za¨hlprozess ausreicht,
nennen wir dann die Kardinalita¨t dieser Menge.
Unabha¨ngig vom Auswahlaxiom ist fu¨r Ordinalzahlen |α| immer definiert
und wir bestimmen das Pra¨dikat, eine Kardinalzahl zu sein durch
Definition 6.11. Fu¨r eine Ordinalzahl α gilt Kard(α) :↔ |α| = α
Aus dieser Definition sehen wir etwa, wieso ω + ω keine Kardinalzahl ist,
wa¨hrend ω und alle natu¨rlichen Zahlen n ∈ ω schon welche sind. Offenbar gilt
na¨mlich fu¨r jede natu¨rliche Zahl |n| = n, denn alle kleineren natu¨rlichen Zahlen
sind nicht mehr gleichma¨chtig zu n. Wie angeku¨ndigt rechtfertigt das den be-
stimmten Artikel bei der Rede von den natu¨rlichen Zahlen. Fu¨r Kardinalzahlen
verwenden wir in Zukunft wieder kleine griechische Buchstaben κ, λ, µ...
Die kleiner-gro¨ßer-Relation < ko¨nnen wir nun festlegen durch
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Definition 6.12. κ < λ :↔ κ ≺ λ und
κ ≤ λ :↔ κ  λ
Auch kardinale Addition und Multiplikation ko¨nnen wir in naheliegender
Weise definieren durch
Definition 6.13. κ+ λ := |κ× {0} ∪ λ× {1} | und κ · λ := |κ× λ|
Definieren wir zusa¨tzlich ℵ0 := ω, dann ko¨nnen wir ohne Probleme die Sa¨tze
5.13. und 5.14. aus dem vorigen Abschnitt beweisen. Wie in NFU nennen wir
Mengen der Ma¨chtigkeit ℵ0 abza¨hlbar unendlich oder einfach abza¨hlbar. Und
wie auch in NFU wissen wir bis jetzt noch nicht, ob es gro¨ßere Kardinalzah-
len gibt als ℵ0, d.h. wir wissen nicht, ob es Mengen gibt, die gro¨ßer sind als
jede abza¨hlbare Menge. Anders aber als in NFU bereitet uns der Beweis dieser
Tatsache in ZFC keine Probleme. Es gilt
Satz 6.6. (Satz von Cantor) ∀A(A ≺ P(A))
Der Beweis - nun ohne Anfu¨hrungszeichen - fu¨r diesen Satz wurde im vorigen
Abschnitt schon gegeben und geht so wie er da steht durch. Das Potenzmen-
genaxiom, das uns fu¨r beliebige Mengen deren Potenzmenge garantiert, garan-
tiert uns mit dem Satz von Cantor demnach ebenfalls, dass es zu jeder Menge
eine noch gro¨ßere gibt. Die Reihe der Kardinalzahlen kennt keine Grenzen und
die Gesamtheit der Kardinalzahlen ist - wie auch die der Ordinalzahlen - wenig
u¨berraschend eine echte Klasse.
Da wir nun auf Stratifizierung und derartiges keine Ru¨cksicht mehr nehmen
mu¨ssen ko¨nnen wir - den Beobachtungen aus dem vorigen Abschnitt folgend -
die kardinale Exponentiation definieren durch
Definition 6.14. κλ := |κλ|
Außerdem gilt folgender Satz (der nicht in NFU gilt):
Satz 6.7. Fu¨r alle Kardinalzahlen κ ist 2κ = |P(κ)|
Wir wollen hier den kurzen Einblick in die Arithmetik der Kardinal- und
Ordinalzahlen abbrechen und uns die beiden Systeme noch eimal im Vergleich
ansehen.
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7 Mengenlehre und Arithmetik: Ein Vergleich
Wir konnten an einigen Stellen schon beobachten, dass NFU und ZFC ziemlich
verschiedene Vorstellungen von den Zahlen und den Sa¨tzen, die fu¨r sie gelten,
haben. Die Zahlen in ZFC sehen vo¨llig anders aus als die in ZFC; das Paradox
von Burali-Forti wird auf verschiedene Weisen vermieden; der Satz von Cantor
gilt in ZFC, nicht aber in NFU. Wir werden versuchen im Folgenden einiges
davon na¨her zu beleuchten.
7.1 Was sind und was sollen die Zahlen?
Wie man in den vergangenen Abschnitten sehen konnte, werden Ordinal- und
Kardinalzahlen in NFU und ZFC auf verschiedene Weisen definiert. Dabei stellt
sich die natu¨rliche Frage, ob das so sein muss. Gibt es Alternativen? Oder wird
durch die Art des Systems auf irgendeine Weise ‘festgelegt’, wie die Zahlen
auszusehen haben?
Nehmen wir z. B. die natu¨rlichen Kardinalzahlen; Eine Art die Dinge zu
sehen ist folgende: Im Rahmen der Mengenlehre, in der wir uns gerade be-
finden, ist es mo¨glich, verschiedene Mengen zu bilden (Singletons, Vereinigun-
gen, Potenzmenge usw.). Wenn es uns auf irgendeine Weise gelingt, die Zahl
0 zu definieren und weiters eine Operation S derart, dass 0 und S zusammen
mit einer irgendwie definierten Addition und Multiplikation die Peano-Axiome
erfu¨llen, so nennen wir die dadurch festgelegte Struktur im jeweiligen System
‘die’ natu¨rlichen Zahlen. Oder wie Quine es formuliert:
“Es steht in unserem Belieben, als 0 irgend etwas, was wir gern
mo¨chten, zu nehmen und S als irgendeine Funktion nach unserem
Geschmack zu definieren, sofern diese Funktion die Eigenschaft hat,
dass sie, iteriert auf 0 angewandt, bei jeder Anwendung etwas Neues
ergibt.”58
Quine betont in obigem Zitat einen Umstand, der charakteristisch fu¨r die
Mengenlehre im Allgemeinen ist: Was wir tun, wenn wir bestimmte Mengen mit
bestimmten mathematischen Objekten - z. b. natu¨rlichen Zahlen - ‘identifizie-
ren’, kann man vergleichen mit dem Implementieren eines ‘Programms’ durch
irgendeine Hardware.
Der Hardware entsprechen in dieser Analogie die im jeweiligen System gege-
benen Mengen (fu¨r die 0 in ZFC z. B. die leere Menge) und das Programm oder
die ‘Funktion’ ist das, was diese Mengen leisten mu¨ssen, na¨mlich die Peano-
Axiome fu¨r die natu¨rlichen Zahlen zu erfu¨llen.
In gewisser Weise kommt diese Strategie einem ‘Ausweichen’ auf die Frage:
“Was sind die Zahlen?” gleich. Man zieht sich auf den ‘strukturellen’ Stand-
punkt zuru¨ck, und sagt: Alle Strukturen desselben Typs wie die naive Struk-
tur (N, 0, S,+, ·), die die Peano-Axiome erfu¨llen, taugen gleich gut als ‘die’
58Quine [1973] S. 60
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natu¨rlichen Zahlen. Eine bestimmte Implementation der natu¨rlichen Zahlen in
einer bestimmten Mengenlehre muss einfach bringen, was man von ihr erwartet.
Sollte man eine ‘Antwort’ dieser Art nicht als Antwort auf die Frage “Was
sind die Zahlen?” akzeptieren, muss man sich u¨berlegen, was man u¨berhaupt als
Antwort gelten lassen wu¨rde. Geht man diesen Weg weiter, kommt man na¨mlich
schnell in die Situation, dass man als Antwort nur mehr mit “Die Zahlen sind
irreduzibel” oder “Die Zahlen sind Ideen im platonischen Himmel” zufrieden
ist.
Im Prinzip handeln die Frage “Was sind die natu¨rlichen Zahlen?” und die
Antwort: “Die natu¨rlichen Zahlen sind die Struktur (ω, 0, S,+, ·), derart, dass
gilt...” (im Falle von ZFC) na¨mlich gar nicht vom gleichen Thema. Im Rahmen
einer Mengenlehre kann na¨mlich die Antwort auf jede Frage “Was ist ...?” immer
nur lauten: “Die Menge...” oder “Das geordnete Paar...”, weil es außer Mengen
keine anderen Objekte gibt.
Fragen nach dem ‘Wesen’ oder der ‘Wirklichkeit’ der natu¨rlichen Zahlen
haben hier einfach keinen Platz.
Trotzdem suggeriert das Quine-Zitat von oben mehr Freiheit bei der Imple-
mentation als man in der Praxis in einem bestimmten System tatsa¨chlich hat.
Wie wir sehen konnten, war die natu¨rliche Zahl 1 in NFU definiert als die Menge
aller Singletons P1(V ). Dass diese Gesamtheit in ZFC keine Menge definiert, ist
offensichtlich, denn dann wu¨rde folgen, dass auch V eine Menge wa¨re, was in
ZFC nicht mo¨glich ist.
Umgekehrt ist es in NFU nicht ohne weiteres mo¨glich, die Menge aller
natu¨rlichen Von Neumann Zahlen ω zu bilden:59 Zur Definition dieser Men-
ge braucht man na¨mlich die induktive und nicht-stratifizierte Bedingung n ∈
ω → n ∪ {n} ∈ ω.
Solche Einschra¨nkungen kommen nicht von ungefa¨hr und es stellt sich die
Frage nach den Gru¨nden. Positiv formuliert: Warum stehen verschiedenen Sys-
temen verschiedene Umsetzungen der (natu¨rlichen) Zahlen na¨her als andere?
Das heißt, gibt es eine Mo¨glichkeit fu¨r die Bevorzugung einer bestimmten Vari-
ante zu argumentieren, oder sind wir in dieser Hinsicht, wie Quine es nahe legt,
der Beliebigkeit ausgeliefert?
In dieser Hinsicht scheint NFU mit seinen Frege-Russell-Zahlen klar im Vor-
teil zu sein: Wie schon angesprochen wurde - und spa¨ter noch ausfu¨hrlicher
behandelt wird - gibt es in NFU eine starke Verbindung zwischen Pra¨dikation
und Elementrelation. Die Intuition hinter den natu¨rlichen Zahlen nach Frege-
Russell ist ja, dass alle Mengen mit einer bestimmten Anzahl von Dingen etwas
‘gemeinsam’ haben. Alle n-elementigen Mengen teilen das Pra¨dikat ‘hat die
Anzahl n’. Der engen Anbindung von Pra¨dikation und Elementrelation folgend,
interpretiert man das Pra¨dikat ‘hat die Anzahl n’ selbst als Menge und die Aus-
59Noch weniger die Menge aller Von Neumann Ordinalzahlen.
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sage ‘Die Menge A hat n Elemente’ wird gelesen als ‘Die Menge A ist Element
der Menge aller n-elementigen Mengen’.60
In ZFC ist scheint es dagegen eher so zu sein, dass man als ‘Zahlen’ das
nimmt, was eben am besten funktioniert. Auf den ersten Blick wirkt es beinahe
so, als habe man sich - dem Quine’schen Rat folgend - irgendetwas als natu¨rliche
Zahlen herausgepickt; und es hat sich eben herausgestellt, dass man mit diesen
Zahlen ‘gut arbeiten’ kann. Es scheint, also wa¨re die einzige Rechtfertigung
eine pragmatische. Dennoch: Gerade die pragmatischen Gru¨nde, die fu¨r Von
Neumann Zahlen sprechen sind vielfa¨ltig.
Ein Beispiel wa¨re, dass die Gro¨ßer-Kleiner- Beziehung auf den Von Neumann-
Zahlen einfach die Elementbeziehung selbst ist. Fu¨r Ordinalzahlen gilt allge-
mein, dass eine Ordinalzahl α kleiner als eine Ordinalzahl β ist, wenn α Ele-
ment von β ist. Es sind keine zusa¨tzlichen Definitionen u¨ber Fortsetzungen und
dergleichen notwendig.
Ein weiterer Grund, der fu¨r Von Neumann-Zahlen spricht, ist, dass es ziem-
lich einfach ist Kardinalzahlen im Allgemeinen mit Ordinalzahlen zu identifizie-
ren (und nicht bloß zu korrelieren)61.
Ein Vorteil gegenu¨ber den Frege-Russell Zahlen liegt auch in folgendem Um-
stand: Bei den natu¨rlichen Zahlen in NFU haben wir ja gesehen, dass, wenn
wir irgendetwas mit ihnen anstellen wollten (Definitionen oder Beweise), Re-
pra¨sentanten benutzen mussten. So konnten wir die Addition und Multiplika-
tion n + m und n · m nur definieren u¨ber Repra¨sentantenmengen A ∈ n und
B ∈ m. A¨hnlich erging es uns mit Ordinalzahlen, wo wir immer mit bestimm-
ten (wenn auch beliebigen) Wohlordnungen arbeiten mussten; genauso bei der
Definition der kardinalen Exponentiation.
In ZFC haben wir diese Probleme nicht: Hier arbeiten wir de facto mit
Repra¨sentanten. Jede Ordinalzahl ist eine Menge mit einer bestimmten darauf
erkla¨rten Wohlordnung.
Dennoch: Es gibt eine auch inhaltliche Rechtfertigung, die fu¨r die Von Neu-
mann’schen Ordinal-zahlen spricht.
Was bei der Definition der Ordinalzahlen nach Von Neumann passiert, ist
ja folgendes: Man la¨sst sich von der ‘intuitiv einsichtigen’ Beobachtung leiten,
dass, gegeben eine Ordinalzahl α (im ‘naiven’ Sinn), immer gilt: Der Ordnungs-
typ der Menge aller Ordinalzahlen, die kleiner als α sind, zusammen mit der
60Diese Motivation ist intuitiv sogar so u¨berzeugend, dass manche Autoren meinen, sich
damit so bescha¨ftigen zu mu¨ssen, als wa¨re damit intendiert, das Wesen der Zahl zu erfassen.
Vgl. dazu Benacerraf [1965]
61Wie man in NFU unendliche Kardinalzahlen mit bestimmten Ordinalzahlen korreliert,
werden wir im Kapitel ‘Die Struktur des Undendlichen’ noch sehen. Fu¨r natu¨rliche Kardinal-
und Ordinalzahlen ist die Korrelation offensichtlich.
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u¨blichen Ordnung auf den Ordinalzahlen ist eine Wohlordnung vom Ordnungs-
typ α, wobei der Ordnungstyp relational u¨ber die Beziehung der Ordnungsiso-
morphie definiert ist. Aus dieser Beobachtung ergibt sich nun die Definition der
Von-Neumann Ordinalzahlen einfach dadurch, dass man sagt: Die Menge aller
Ordinalzahlen kleiner als α ist die Ordinalzahl α selbst ! Fasst man Ordinalzahlen
in dieser Weise auf, folgen daraus unmittelbar die Eigenschaften, die wir oben
zur formalen Definition der Ordinalzahlen in ZFC benutzt haben (Ordinalzahlen
sind genau die transitiven Wohlordnungen bzgl. der ∈-Relation).62
Das Problem ist: Diese ‘Rechtfertigung’ nimmt nicht unbedingt direkten
Bezug auf das System ZFC und dessen Motivation (die, wie wir schon gesehen
haben und noch sehen werden, vor allem im ‘iterativen Begriff der Menge’ liegt),
d.h. es gibt keine ‘intrinsische’ Motivation die fu¨r die Verwendung von Von
Neumann Zahlen spricht.
7.2 Unendlichkeit
In jeder Mengenlehre, die beansprucht, eine ‘Grundlage’ fu¨r die Mathematik zu
sein, muss es mo¨glich sein, mathematische Objekte wie die Menge der natu¨rlichen
Zahlen, die Menge der reellen Zahlen usw. zu repra¨sentieren. Dafu¨r braucht man
Mengen mit unendlich vielen Elementen. Um die Existenz von unendlichen Men-
gen zu garantieren braucht man sowohl in ZFC als auch in NFU entweder ein
explizites Axiom oder es muss durch die anderen Axiome irgendwie sichergestellt
werden, dass es unendliche Mengen gibt.
In ZFC stellt ein eigenes Axiom sicher, dass es zumindest eine induktive
Menge gibt, also eine Menge, die die leere Menge entha¨lt und die bezu¨glich der
von Neumann Nachfolger-Operation abgeschlossen ist. Dass ein eigenes Axiom
notwendig ist, folgt aus dem Umstand, dass uns zwar potentiell unendlich viele
Mengen gegeben sind, wir diese potentiell unendlich vielen Mengen aber nicht
zu einer Menge ‘zusammenfassen’ ko¨nnen, sodass es nicht mo¨glich ist, die Exis-
tenz irgendeiner induktiven Menge zu garantieren, wenn man nicht schon eine
unendliche Menge gegeben hat. ‘Zusammenfassen’ ko¨nnten wir diese potenti-
ell unendlich vielen Mengen (z.b. die Mengen ∅, {∅} , {{∅}} , ...) nur mit einem
unbeschra¨nkten Komprehensionsprinzip. Genau dieses Prinzip wurde aber als
inkonsistent enttarnt, und war einer der wesentlichen Gru¨nde fu¨r die Entwick-
lung des Systems von Zermelo mit seinem Aussonderungsaxiom.
In NFU hat man dieses Problem nicht, aber eine andere Schwierigkeit, die
mit dem NFU-Pendent zum Aussonderungsschema, dem S-Komprehensionsschema,
zu tun hat.
Wie in ZFC gibt es auch in NFU potentiell unendlich viele Mengen wie
die leere Menge, das Singleton mit einzigem Element ∅ usw. Der Grund dafu¨r,
dass wir diese potentiell unendlich vielen Mengen nicht in eine Menge stecken
ko¨nnen, liegt darin, dass die Definition einer derartigen Menge nicht stratifiziert
sein kann.
62Vgl. dazu Deiser [2002] S. 251 und S. 257 ff.
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Dass eine induktive Menge existiert, ist auch in NFU nicht sichergestellt,
nur weil wir (wie in ZFC) keine gro¨ßere Menge brauchen, aus der wir ausson-
dern mu¨ssten. ‘Induktiv’ heißt ja in NFU, abgeschlossen bzgl. des Frege-Russell
Nachfolgers, und wie wir in Zusammenhang mit der Definition der natu¨rlichen
Zahlen in NFU sehen konnten, kann es vorkommen, dass einem schlicht die
Elemente desselben ‘Typs’ ausgehen.
In der hier pra¨sentierten Variante von NFU stellt die Tatsache, dass wir fu¨r
das geordnete Paar angenommen haben, dass es ‘type-level’ ist, sicher, dass es
unendlich viele Dinge desselben ‘Typs’ gibt. ‘Type-level’ heißt ja einfach nur,
dass die rechte und linke Projektion eines geordneten Paars denselben relativen
Typ hat wie das geordnete Paar selbst. Sei etwa z = (x, y) und pr1 bezeichne
die linke und pr2 die rechte Projektion, dann ist der relative Typ von pr1(z) = x
gleich dem Typ von pr2(z) = y gleich dem Typ von z selbst. Wir ko¨nnen nun
u¨ber vollsta¨ndige Induktion zeigen, dass fu¨r alle n ∈ N gilt: A ∈ n → A ×
{0} ∈ n. Mit dieser Beobachtung im Hinterkopf ko¨nnen wir zeigen, dass jeder
Nachfolger einer nichtleeren natu¨rlichen Zahl n selbst wiederum nichtleer ist,
indem wir zeigen, dass fu¨r alle n ∈ N aus A ∈ n immer folgt, dass A × {0} ∪
{(0, 1)} ∈ n+ 1.63
Wie wir sehen konnten, sind beide betrachteten Systeme - aus verschiedenen
Gru¨nden - nicht in der Lage aus den potentiell unendlich vielen Mengen eine
‘Gesamtheit’ zu erzeugen, die selbst unendlich ist. Zweierlei Betrachtungen sind
zum Versta¨ndnis dieses Problems hilfreich: Erstens die bekannte philosophische
Unterscheidung zwischen aktual und potentiell Unendlichem, und zweitens das
Modell der sogenannten erblich-endlichen Mengen.
Die Unterscheidung zwischen dem aktual und dem potentiell Unendlichen
bezeichnet grob gesagt folgende Positionen zum Unendlichen: Erstere besagt,
dass es unendliche ‘Objekte’ oder ‘Gesamtheiten ’gibt, die uns fertig gegeben
sind. Die zweite Sichtweise widerspricht genau dieser Auffassung vom Unend-
lichen. Fu¨r diese Sichtweise ist das wesentliche am Unendlichen nicht, dass sie
eine Gesamtheit bildet, sondern, dass es mit den ‘neuen’ Dingen einfach kein
Ende nimmt. Ein beru¨hmter Exponent dieser Auffassung ist Gauss:
“So protestiere ich zuvo¨rderst gegen den Gebrauch einer unendlichen
Gro¨ße als einer vollendeten, welches in der Mathematik niemals er-
laubt ist. Das Unendliche ist nur eine facon de parler, indem man
eigentlich von Grenzen spricht, denen gewisse Verha¨ltnisse so na-
he kommen als man will, wa¨hrend andere ohne Einschra¨nkung zu
wachsen gestattet ist.64”
Es liegt auf der Hand, dass Mengenlehre ganz allgemein mit so einer Po-
sition nichts anfangen kann; Mengenlehre ist de facto die Lehre vom (aktual)
63Vgl. dazu Holmes [1998] S. 82
64Zitiert nach Deiser [2002] S. 24
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Unendlichen. Alle ‘wichtigen’ Objekte, die im Zusammenhang mit der Arithme-
tik behandelt wurden, wie die Menge der natu¨rlichen Zahlen in ZFC oder die
Menge der Ordinalzahlen in NFU, sind ‘vollendete Gro¨ßen’.
In dieser Terminologie kann man das Problem, das ein Unendlichkeitsaxiom
lo¨sen soll, so reformulieren: Gibt es eine aktual unendliche Menge im Mengenu-
niversum? (Im Gegensatz zur Frage: Entha¨lt das Universum potentiell unendlich
viele Mengen?)
Man kann sich das auch anhand eines einfachen Modells von ZFC ohne
Unendlichkeitsaxiom begreiflich machen: Wir sehen uns dazu die ω-te Von Neu-
mann Stufe Rω, also die Menge, die genau aus den Mengen ∅,P(∅),P(P(∅)), ...
besteht, an. Man kann sich leicht davon u¨berzeugen, dass jedes Axiom von ZFC,
bis auf das Unendlichkeitsaxiom, in diesem Modell erfu¨llt ist. Wa¨hrend diese
Menge selbst eine aktual unendliche ist, so sind doch ihre Elemente - also das,
woru¨ber quantifiziert wird - allesamt endlich. Fu¨r dieses Modell muss man obige
Fragen demnach so beantworten: Ja. Das Universum entha¨lt potentiell unend-
lich viele Mengen. Aber Nein. Das Universum entha¨lt keine aktual unendliche
Menge.65
7.3 Das Paradox von Burali-Forti
Das Paradox von Burali-Forti ist eine der ersten Antinomien der ‘naiven’ Men-
genlehre und als es das erste mal (in einer falschen Form von Cesare Burali-Forti)
explizit zur Sprache gebracht wurde, schlug es große Wellen. Es lohnt sich ge-
nauer anzusehen, was eigentlich das Paradoxe an diesem Paradox ist, oder in
Form einer Frage: Was genau, welcher Begriff der Menge und der Ordinalzahl,
welche Sa¨tze, die man allgemein akzeptabel findet, fu¨hren zur Antinomie? Die
Antworten auf diese Fragen werfen auch ein Licht auf die Verschiedenheit zwi-
schen NFU und ZFC.
Wir werden uns dieser Frage von der intuitiven Seite na¨hern, und dann
versuchen herauszuarbeiten, wie das in den betrachteten Systemen NFU und
ZFC aussieht.
Das Paradox ergibt sich unter naiv-mengentheoretischen Konditionen aus
der Zusammenfassung aller Ordinalzahlen zu einer Menge. Ordinalzahlen fasst
man auf als Ordnungstypen von Wohlordnungen. Cantor formuliert das so:
“ ... hat jede einfach geordnete Menge M einen bestimmten Ordungs-
typus M¯ ; es ist dies der Allgemeinbegriff, welcher sich aus M ergibt,
wenn unter Festhaltung der Rangordnung ihrer Elemente von der
Beschaffenheit der letzteren abstrahiert wird, so dass aus ihnen lau-
ter Einsen werden, die in einem bestimmten Rangverha¨ltnis zu ein-
ander stehen. Allen einander a¨hnlichen Mengen, und nur solchen,
65So wie die Menge aller natu¨rlichen Zahlen unendlich ist, aber jede auch noch so große
natu¨rliche Zahl selbst endlich ist.
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kommt ein und derselbe Ordnungstypus zu. Den Ordnungstypus ei-
ner wohlgeordneten Menge F nenn wir die ihr zukommende ‘Ord-
nungszahl’.”66
Cantor spricht hier von einem ‘Allgemeinbegriff’, der sich durch einen Pro-
zess der ‘Abstraktion’ ergibt. Es ist nicht ganz klar, was das bedeuten soll,
aber der na¨chste Satz im Zitat legt nahe, dass es sich dabei um eine a¨hnliche
Auffassung der Ordinalzahlen wie die fu¨r NFU pra¨sentierte handelt.67
Die natu¨rliche Ordnung auf dieser Menge, 0 < 1 < 2 < ... < ω0 < ω1 < ...γ <
..., ist eine Wohlordnung, muss also einen Ordnungstyp haben. Der Ordnungstyp
der Menge aller Ordinalzahlen mit der u¨blichen Ordnung ist also selbst eine
Ordinalzahl (wir nannten sie Ω) und daher in der Menge ORD selbst wieder
vertreten, gleichzeitig aber gro¨ßer als alle Ordinalzahlen.
Eine erste (korrekte) Formulierung liefert Cantor in seinem beru¨hmten Brief
an Dedekind von 1899:
“Es kann Ω′ (und daher auch Ω) keine konsistente Vielheit sein:
wa¨re Ω′ konsistent, wo wu¨rde ihr als einer wohlgeordneten Menge
eine Zahl δ zukommen, die gro¨ßer wa¨re als alle Zahlen des Systems
Ω; im System Ω kommt aber, weil es alle Zahlen umfasst, auch die
Zahl δ vor; es wa¨re also δ gro¨ßer als δ, was ein Widerspruch ist, Also
A. Das System Ω aller Zahlen ist eine inkonsistente, eine absolut
unendliche Vielheit.”68
wobei Cantor unter einer ‘inkonsistenten’ oder ‘absolut-unendlichen Vielheit’
eine Vielheit versteht, deren Zusammenfassung zu einem Ganzen zum Wider-
spruch fu¨hrt; ein konsistente Vielheit, oder auch ‘Menge’ nennt er eine solche,
die man ohne Widerspruch zusammengefasst denken kann.
Es ist nu¨tzlich, sich anzusehen, was an diesem Argument von Cantor man -
als notwendig fu¨r Mengen und Ordinalzahlen - akzeptieren muss, und was man
dispensieren kann. An entscheidenden Stellen kommt es na¨mlich darauf an
1. was man mit diesem Argument u¨berhaupt zeigen mo¨chte
2. wie man die Begriffe ‘Menge’ und ‘Ordinalzahl’ auffasst
3. und welche Sa¨tze u¨ber Ordinalzahlen man behalten will und welche man
bereit ist, aufzugeben.
66Cantor in Cantor [1895], § 14
67Sei es wie es sei: Hier arbeiten wir naiven Ordinalzahlen. Es kann uns also egal sein, wie
Cantor Ordinalzahlen ‘definiert’ haben wu¨rde. Manches spricht dafu¨r, dass er sie gar nicht
‘definieren’ wollte, sondern als primitive Objekte oder Universalien, betrachtete. Vgl. dazu
auch Wang [1974], wiederabgedruckt in ‘Philosophy of mathematics’ S. 539.
68Es ist hier zu beachten, dass Cantor mit Ω die Gesamtheit aller Ordinalzahlen meint - wir
hingegen haben darunter den Ordnungstyp der Menge aller Ordinalzahlen mit der u¨blichen
Ordnung verstanden. Vgl. Cantor [1899]
60
Aus dem ZFC-Blickwinkel ist die Interpretation dieser Stelle bei Cantor
straightforward : Wir ersetzen ‘inkonsistente Vielheit’ durch ‘echte Klasse’ und
das Argument verwandelt sich in einen Beweis, dass die Menge aller Ordinal-
zahlen nicht existiert, dass sie eine echte Klasse ist.
Um das Cantor’sche Argument in NFU zu interpretieren, muss man sich
ins Geda¨chtnis rufen, dass in NFU - anders als in ZFC und auch anders als
fu¨r Cantor - nicht immer gilt, das der Ordnungstyp eines durch α bestimmten
Anfangsstu¨cks der Ordinalzahlen mit der u¨blichen Ordnung gleich α selbst ist.
Im Gegenteil: das ‘Burali-Forti-Argument’69 zeigt gerade, dass das fu¨r den Ord-
nungstyp Ω der Wohlordnung auf der Menge aller Ordinalzahlen nicht gilt (falls
wir einen Widerspruch vermeiden wollen).
Das ‘Burali-Forti-Argument’ zeigt also nicht, dass ‘das System Ω (ORD in
unserer Notation) eine inkonsistente, eine absolut unendliche Vielheit’ ist (was in
NFU ja einen Widerspruch bedeuten wu¨rde, weil ORD eine stratifizierte Defini-
tion hat und daher existiert), sondern widerlegt gewissermaßen die ‘Motivation’
fu¨r die Von-Neumannschen Ordinalzahlen.
Insbesondere zeigt das Argument, dass man in sinnvoller Weise ordinale
Arithmetik betreiben kann ohne den fu¨r die Von Neumann’schen Zahlen cha-
rakteristischen Sachverhalt o.t.(<Pred(α,<)) = α (und den Cantor fu¨r selbst-
versta¨ndlich zu halten schien). Man kann sich die Ordinalzahlen in NFU in
dieser Hinsicht einfach als verallgemeinerte Ordinalzahlen vorstellen. D.h. vie-
le ‘kleine’ (die Cantor’schen) Ordinalzahlen verhalten sich ‘gesittet’, wa¨hrend
NFU doch auch ‘große’ Zahlen (wie Ω) zula¨sst, die das nicht tun.
Analoges gilt auch fu¨r die Kardinalzahlen in NFU, die man als verallgemei-
nerte Kardinalzahlen bzgl. des Satzes von Cantor betrachten kann. Die ‘kleinen’
Kardinalzahlen sind dabei die Kardinalzahlen jener Mengen A, fu¨r die der Satz
von Cantor A ≺ P(A) gilt, die ‘großen’ (wie |V |) sind jene, fu¨r die er nicht gilt.
7.4 Induktive Definitionen, Indizierungen und lange Wohl-
ordnungen
Ein Punkt, in dem sich ZFC und NFU stark voneinander unterscheiden, betrifft
die Rolle der Ordinalzahlen in einem weiteren Sinn.
In ZFC spielen die Ordinalzahlen nicht bloß eine Rolle in der Arithmetik
wie in NFU, sondern wirken gewissermaßen ‘strukturierend’ auf das gesamte
durch die Axiome beschriebene Mengenuniversum. Die Ordinalzahlen in ZFC
sind z.B. (und vor allem) insofern ‘tragend’, als sie die Achse bilden, um die sich
das Mengenuniversum dreht; ein Bild, das man - mit der Von Neumannschen
Hierarchie im Hinterkopf - beinahe wo¨rtlich verstehen kann, denn Existenz einer
Menge x fa¨llt in ZFC mit der Existenz einer Ordinalzahl α zusammen, sodass
x ∈ Rα. Das entscheidende Mittel, um unserem Mengenuniversum diese Form
geben zu ko¨nnen, war die Mo¨glichkeit beliebig lange Folgen u¨ber transfinite
69Holmes nennt das Argument, dass durch reductio ad absurdum zeigt, dass Ω < T 2(Ω) ist,
so.
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Rekursion u¨ber die Ordinalzahlen definieren zu ko¨nnen.70
Wir wollen uns das genauer ansehen.
Schon in der Schule wird man mit Folgen vertraut gemacht. Meistens behan-
delt man dort Folgen natu¨rlicher oder reeller Zahlen. Man schreibt etwa fu¨r eine
reelle Folge (an)n∈N und meint damit eine Funktion f : N −→ R. Fu¨r einen be-
stimmten Wert so einer Funktion schreibt man dann statt f(k) u¨blicherweise ak.
Eine rekursive Folge (d.h. eine Folge, die u¨ber Rekursion u¨ber die natu¨rlichen
Zahlen definiert ist) ist nun eine solche, wo uns die Funktionswerte nicht ‘alle
auf einmal’ gegeben sind, sondern uns nur eine ‘Anleitung’ gegeben ist, wie wir
den Funktionswert an der Stelle n + 1 berechnen ko¨nnen, gesetzt den Fall, wir
haben den Wert fu¨r n schon berechnet. ‘Induktiv’ folgt dann, dass so eine Folge
fu¨r alle natu¨rlichen Zahlen definiert ist.
‘Mathematisch’ (d.h. wenn man von der ‘formalen’ Verschiedenheit absieht)
ist die Situation fu¨r die Methode der transfiniten Rekursion u¨ber die Ordinalzah-
len vo¨llig analog:71 Mit der einzigen zusa¨tzlichen Bedingung, dass man, um den
Wert dieser ‘Funktion’ an einer bestimmten Stelle β bestimmen zu ko¨nnen, die
Werte aller Vorga¨nger beno¨tigt, weil nicht alle Ordinalzahlen Nachfolgerzahlen
sind (wie die natu¨rlichen Zahlen).
‘Formal’ jedoch mu¨ssen wir in ZFC aber (zumal im Vergleich mit NFU)
streng zwischen den beiden Rekursionsprinzipien unterscheiden; wa¨hrend das ei-
ne u¨ber eine Menge (die Menge der natu¨rlichen Zahlen) und Funktionen spricht,
behandelt das andere Klassen (na¨mlich ON) und Operationen (zweistellige
funktionale Pra¨dikate). Das Rekursionsprinzip ist ein beweisbarer Satz in ZFC,
das Prinzip der transfiniten Rekursion ein Schema, das unendlich viele Sa¨tze
umfasst.72
Am Beispiel der Von Neumannschen Hierarchie kann man das sehr gut be-
obachten: Wir definieren dabei u¨ber die Potenzmengenoperation (bzw. die Ver-
einigungsoperation im Falle der Limesordinalzahlen) die α+ 1-te Stufe, gesetzt
den Fall wir haben alle vorherigen Stufen schon definiert; und wieder schreiben
wir die Werte der durch diese Operationen entstehenden Operation auf ON als
Indizes.
Dass die Methode der transfiniten Rekursion fu¨r ZFC so brauchbar ist, liegt
vor allem daran, dass es so viele Ordinalzahlen gibt 73: Es kann keine Objekte
geben, die nicht durch Ordinalzahlen ‘erreichbar’ wa¨ren. Jedes noch so große
70Ein Umstand, den wir wiederum dem Ersetzungsschema verdanken.
71Zur Erinnerung: Das Prinzip der transfiniten Rekursion (das aus dem Prinzip der transfi-
niten Induktion folgt) gestattet uns rekursive Definitionen u¨ber die Ordinalzahlen, d.h. wenn
wir z.B. eine Folge von Objekten definieren wollen, ko¨nnen wir das tun, indem wir eine An-
fangsbedingung angeben und weiters erkla¨ren, wie wir u¨ber eine Operation (bzw. eine Funktion
in NFU) zu weiteren Objekten kommen, falls die Folge fu¨r alle Vorga¨nger schon definiert ist.
72Fu¨r Rekursion u¨ber die natu¨rlichen Zahlen stimmt ersteres fu¨r beide Systeme. Fu¨r die
Ordinalzahlen gilt das offenbar nicht: In NFU ist auch der Satz u¨ber die transfinite Rekursion
u¨ber die Ordinalzahlen ein beweisbarer Satz und kein Schema.
73Vgl. dazu Satz 6.5. (Burali Forti) und Satz 6.4. (Satz von Hartogs)
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Objekt ist rekursiv ‘abtragbar’.
In NFU hingegen haben wir zweierlei Probleme mit rekursiven Definitionen
und Indizierungen:
Erstens mu¨ssen wir bei Definitionen u¨ber ORD (wie bei jeder Definition)
darauf achten, dass unsere Bedingung stratifiziert ist. Das ist im Allgemeinen
aber nicht gewa¨hrleistet, wenn man unter einer rekursiven Definition, wie oben
erkla¨rt, eine ‘Indizierungsfunktion’ verstehen mo¨chte. Weil fu¨r eine Menge A
und eine Wohlordnung RA fu¨r irgendeine Ordinalzahl α gilt, dass RA ∈ α,
ko¨nnen wir nicht immer eine Funktion (und in NFU brauchen wir eine Funktion,
und keine echte Operation) finden, die jedem ordinalen Index dasjenige a ∈
A zuordnet, sodass der durch α bestimmte Anfangsabschnitt der Reihe der
Ordinalzahlen gleich lang ist, wie der durch a bestimmte Anfangsabschnitt von
A.
Das zweite - und gewichtigere - Problem besteht darin, dass im Allgemei-
nen nicht sicher gestellt ist, dass es wirklich genug Ordinalzahlen gibt um alle
Elemente einer beliebig langen Wohlordnung zu indizieren (vorausgesetzt, man
weiss schon, was eine Indizierung ist (wenn sie keine Funktion mit Definiti-
onsbereich ORD oder einem Anfangsabschnitt von ORD ist))74 Definieren wir
na¨mlich eine Folge von durch Ordinalzahlen indizierten Objekten, dann sind wir
dabei durch den Ordnungstyp Ω aller Ordinalzahlen mit der u¨blichen Ordnung
beschra¨nkt. Es gibt aber offenbar la¨ngere Wohlordnungen als die natu¨rliche Ord-
nung auf ORD! Weil in NFU ORD eine Menge ist, erhalten wir eine la¨ngere
Wohlordnung als <ORD z.B. indem wir zu ORD einfach irgendein x /∈ ORD
dazunehmen und es fu¨r ‘gro¨ßer’ als alle Ordinalzahlen erkla¨ren.
In ZFC dagegen gibt es nichts ‘Gro¨ßeres’ (oder unter dem geordneten Aspekt
‘La¨ngeres’) als die Gesamtheit der Ordinalzahlen - alle Klassen sind ‘gleich groß’.
Man muss sich in NFU deshalb anderer Methoden bedienen, um ‘große’ oder
besonders ‘lange’ Objekte oder Folgen von Objekten zu definieren.75
All das zeigt, dass die Ordinalzahlen in NFU nicht dieselbe Rolle spielen,
und auch nicht spielen ko¨nnen, wie in ZFC.
Eine ganz bestimmte durch Ordinalzahlen indizierte Folge - diejenige der
Alephs - werden wir im na¨chsten Abschnitt kennen lernen.
7.5 ‘Die Struktur des Unendlichen’
In den jeweiligen Abschnitten u¨ber Kardinalzahlen in ZFC und NFU hatten
wir allgemein von Kardinalzahlen κ, λ, κ+, ... gesprochen und bemerkt, dass die
Folge der unendlichen Kardinalzahlen ihrer Gro¨ße nach eine Wohlordnung dar-
stellen (weil die Folge aller Kardinalzahlen ihrer Gro¨ße nach eine Wohlordnung
ist). Dieser Folge ko¨nnen wir nun eine konkrete Gestalt in Form der Folge der
74Man definiert eine Indizierungsfunktion indem man festlegt, dass fu¨r eine Menge A
und eine Wohlordnung R auf A gilt: aα ist dasjenige Element a ∈ A, sodass die Ordnung
RPred(a,R,A) ∈ α.
75Vgl. dazu Forster [1992] S. 54 ff.
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Alephs ℵ0,ℵ1,ℵ2; ... geben. Das erste Glied dieser Reihe - ℵ0 - wurde fu¨r beide
Systeme bereits definiert durch ℵ0 := ω (fu¨r ZFC) und ℵ0 := |N | (fu¨r NFU).
Formal ko¨nnen wir in ZFC nun u¨ber transfinite Rekursion u¨ber die Ordinal-
zahlen definieren:76
ℵα+1 := (ℵα)+
Um die Probleme, die im vorigen Abschnitt erwa¨hnt wurden, zu vermeiden
definiert man nun fu¨r NFU:
ℵα := ικ(<cPred(κ,<c,KARD′)∈ α)
wobei unter KARD′ die Menge aller unendlichen Kardinalzahlen zu verste-
hen ist, und unter <c die Wohlordnung auf dieser Menge. Fu¨r den Fall α = 1
liefert diese Definition, dass ℵ1 diejenige Kardinalzahl κ ist, fu¨r die der Ord-
nungstyp der Wohlordnung auf Pred(κ,<c,KARD′) gleich 1 ist.77 Das ist aber
genau (ℵ0)+. Die Definition in NFU hat also denselben Effekt wie jene in ZFC;
fu¨r jede Ordinalzahl α ist die zu α + 1 geho¨rige Kardinalzahl λ der kardinale
Nachfolger der zu α geho¨rigen Kardinalzahl κ, i.e. λ = κ+.
Die Folge der Alephs entha¨lt also in beiden Fa¨llen alle Kardinalzahlen - es
gibt keine Lu¨cken.78 In ZFC, wo Kardinalzahlen mit bestimmten Ordinalzahlen
identifiziert werden, ergibt sich so ein hu¨bsches Bild der Reihe der Ordinalzahlen,
wo jedes Aleph einen neuen Abschnitt (eine sogenannte ‘Zahlklasse’) ero¨ffnet:79
0 <o 1 <o 2 <o ...ℵ0 = ω <o ω + 1 <o ...ℵ1 = α <o α+ 1 <o ...β = ℵ2 <o ...
In NFU ko¨nnen wir Kardinalzahlen nur mit bestimmten Ordinalzahlen kor-




init(κ) := min {α : card(α) = κ}
Mit diesen Definitionen erhalten wir ein weitgehend analoges Bild fu¨r die
Reihe der Ordinalzahlen in NFU




{ℵα : α < γ}
77Weil <c{ℵ0}∈ 1
78Und unter der Annahme der verallgemeinerten Kontinuumshypothese ko¨nnen sie sogar
sehr einfach berechnet werden.
79Mit <o ist natu¨rlich die ordinale Kleiner-Relation gemeint.
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Wir haben in den obigen Folgen sowohl fu¨r ZFC als auch fu¨r NFU Pu¨nktchen
verwendet, um anzudeuten, dass die Folge ℵ0,ℵ1,ℵ2, ... kein Ende nimmt. Nun
ist aber zu fragen: Wie la¨sst sich das rechtfertigen?
Wieder einmal ist der Fall fu¨r ZFC relativ klar: Alle Kardinalzahlen sind
Alephs; weil die Vielheit der Kardinalzahlen eine echte Klasse ist (sie ist ja
offensichtlich gleich groß wie diejenige der Ordinalzahlen, die Alephs wurden
ja gerade u¨ber die Ordinalzahlen definiert), nimmt es mit den Kardinalzahlen
tatsa¨chlich kein Ende.
In NFU ist das anders: Klarerweise ist |V | gro¨ßer als alle anderen Kardinal-
zahlen, d.h. es gibt zumindest eine Kardinalzahl ohne Nachfolger; 80 Aber wie
groß ist |V |? Fu¨r welchen Index gilt: ℵ? = |V | (wenn es u¨berhaupt der Fall ist,
dass |V | der Form ℵ? ist)?
Die Antwort auf diese Frage ha¨ngt davon ab, durch welche zusa¨tzlichen Axio-
me man NFU versta¨rkt. Ohne das Axiom of Counting ist es z.B. konsistent, dass
|V | = ℵn fu¨r eine natu¨rliche Zahl n. Andererseits folgt mit dem Axiom of Coun-
ting, dass ℵn fu¨r alle n existiert und ungleich |V | ist.
Versta¨rkungen dieser Art verschieben die Grenze, die |V | bzgl. der Kardi-
nalzahlen bildet, immer weiter nach ‘außen’; fu¨r irgendeine Ordinalzahl α muss
aber |V | = ℵα gelten und diese Ordinalzahl muss eine Nicht-Cantorsche Ordi-
nalzahl sein. Unsere Folge der unendlichen Kardinalzahlen sieht also so aus:
ℵ0 <c ℵ1 <c ℵ2 <c ... <c ℵα = |V |(ENDE!)
Auch wenn wir die ‘Grenze’ |V | durch sta¨rkere Axiome immer weiter nach
‘außen’ verschieben ko¨nnen: eine Grenze bleibt! In dieser Hinsicht gleicht NFU
jemandem, der sich jederzeit beliebig lange Urlaub nehmen kann, aber dann
wieder arbeiten muss. Sie kann sich zwar einbilden, alle Mo¨glichkeiten zu ha-
ben; alles tun zu ko¨nnen wonach ihr der Sinn steht - im Hinterkopf wird doch
immer der Gedanke stehen, dass nach dieser Zeit wieder die Arbeit wartet.
ZFC vergleicht man am besten mit einer jungen Heißsporn, die alle Verbin-
dungen kappt, die Arbeit ku¨ndigt und vo¨llig frei von irgendwelchen Bindungen
lebt. Auch sie muss Mittel suchen (große Kardinalzahlaxiome), um sich ihre
Traumreisen finanzieren zu ko¨nnen (große Kardinalzahlen), aber es gibt keine
prinzipielle Schranke fu¨r sie.
Soll heißen: In intuitiven Modellen von ZFC finden wir immer beliebig große
Kardinalzahlen, aber in jedem intuitiven Modell von NFU sind wir immer durch
|V | beschra¨nkt.
In gewisser Weise ist es so, dass ZFC dadurch, dass es große Vielheiten
wie V,ORD oder KARD verbietet, Weite schafft, wa¨hrend NFU dadurch, dass
es aus so großen Vielheiten Mengen macht, das Universum wie einen Ka¨fig
aussehen la¨sst. 81
80Dass |V |die einzige ist, folgt aus dem Auswahlaxiom.
81Einen guten Eindruck von dieser ‘Enge’ erha¨lt man, wenn man sich die großen Ordinal-
und Kardinalzahlen ansieht. Die Potenzmengenoperation, die uns tendenziell gro¨ßere Objekte
liefern soll, angewandt auf V , wirft uns wieder zuru¨ck in der Reihe der Kardinalzahlen. Man
prallt an |V | wie an einer Mauer wieder ab.
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Aber genug von den Zahlen und deren Arithmetik. Wir wollen uns nun, wie




Es wurde an mehreren Stellen darauf hingewiesen, dass den Systemen ZFC und
NFU mo¨glicherweise grundverschiedene Intuitionen daru¨ber, was eine Menge
ist, zu Grunde liegen. Wir werden in diesem Kapitel versuchen, dies na¨her zu
begru¨nden - zum Teil historisch, zum Teil inhaltlich.
Dass hinter ZFC und NFU verschiedene Mengenbegriffe stehen, liegt zuna¨chst
nicht unbedingt auf der Hand: Beides sind first-order Theorien und beide ent-
halten als primitive zweistellige Relation ‘∈’ und in beiden Systemen liest man
‘x ∈ y’ in einem bestimmten Sinne ‘zu Recht’ als ‘x ist ein Element von y’.
In beiden Systemen gilt, dass Mengen allein durch ihre Elemente bestimmt
sind (extensionaler Aspekt der Mengen) und beide gestatten die Bildung von
Mengen aus vorher gegebenen ‘Dingen’ (ob nun Urelementen oder wiederum
Mengen), z.B. des Singletons {x} fu¨r beliebiges x oder der Paarmenge {x, y},
der Potenzmenge P(x) usw. Auch die Tatsache, dass sich die Sprache, in der
NFU formuliert ist, von der, in der ZFC formuliert ist, unterscheidet, sollte kei-
nen Anlass zu grundlegenden Erwa¨gungen geben: Die primitive Paarfunktion,
die wir in NFU verwendet haben, kann man sich mit einigem Aufwand sparen
und die Definition von Kuratowski verwenden und Urelemente kann man durch
Abschwa¨chung des Extensionalita¨tsaxioms und durch Einfu¨hrung zusa¨tzlicher
nichtlogischer Konstanten auch in die Theorie von ZFC einkalkulieren ohne den
dadurch bestimmten Mengenbegriff zu vera¨ndern. Sowohl in ZFC als auch in
NFU kann man sich, wie wir gesehen haben, die ‘u¨blichen’ Cantor’schen Fragen
nach Ordinalzahlen, Wohlordungen, transfiniter Arithmetik usw. stellen.
Was also macht ZFC so verschieden von NFU?
Um zu sehen, wieso sie sich tatsa¨chlich wesentlich voneinander unterschei-
den, werfen wir einen Blick zuru¨ck auf das System NF, aus dem NFU enstanden
ist. Dass das gerechtfertigt fu¨r die Untersuchung des intuitiven Mengenbegriffs
von NFU ist, liegt daran, dass durch Hinzufu¨gen von Urelementen nichts an
der Vorstellung der Mengenbildung gea¨ndert wird. Das einzige tool zur Gene-
rierung von Mengen ist wie auch in NFU das S-Komprehensionsschema. Der
einzige Grund fu¨r die Wahl von NFU als Objekt der Gegenu¨berstellung zu ZFC
bestand ja darin, dass NF insofern ‘unzureichend’ ist, als es einerseits das Aus-
wahlaxiom widerlegt und es andererseits auch nach 80 Jahren noch immer keine
befriedigenden (relativen) Konsistenzbeweise gibt.82
8.1 Von Frege u¨ber Russell zu TT
Damit wir den Mengenbegriff von Quines NF besser verstehen ko¨nnen, werfen
wir zuna¨chst einen Blick zuru¨ck zu Frege. Um sich dem Problem der Men-
gen bei Frege na¨hern zu ko¨nnen, muss man zuerst verstehen, was ‘Logik’ bei
82Relative Konsistenzbeweise fu¨r NFU gibt es zuhauf. Vgl. dazu Forster [1992] S. 66 ff.
Der erste Konsistenzbeweis fu¨r NFU (ohne Auswahl- und Unendlichkeitsaxiom) stammt von
Jensen und ist ein Theorem der Peano-Arithmetik.
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Frege heißt. Das Programm Freges war ja, die Arithmetik (also die Theorie der
natu¨rlichen Zahlen) auf die Logik zu gru¨nden. Eine Beurteilung der ‘Gu¨te’ dieser
Ru¨ckfu¨hrung muss (la¨sst man die Inkonsistenz des Frege’schen Systems beiseite)
Kriterien angeben ko¨nnen, inwiefern diese ‘Logik’ tatsa¨chlich ‘logisch’ (oder eben
nicht ‘logisch’) ist. Ist man etwa prinzipiell der Meinung, die Ru¨ckfu¨hrung sei
gelungen, muss man erkla¨ren ko¨nnen, inwiefern die verwendeten Grundbegriffe
Freges (wie Begriff, Gegenstand, Begriffsumfang, Wertverlauf usw.) ‘logischer
Natur’ sind.
Ist man auf der anderen Seite der Meinung, die Ru¨ckfu¨hrung sei nicht gelun-
gen, muss man Kriterien angeben ko¨nnen, an welcher Stelle in der (vermeint-
lichen) Ru¨ckfu¨hrung nicht-(oder nicht ausschließlich) logische Prinzipien zum
Tragen kommen.
Es zeigt sich, dass die zweite Sichtweise zuna¨chst klare Vorteile in der In-
terpretation hat - eine Sichtweise, die besonders von Quine forciert wurde, und
in der Folge sehr wirkma¨chtig war. In diesem Bild meint man mit ‘Logik’ die
Pra¨dikatenlogik erster Stufe und eine mathematische Theorie beginnt dort, wo
nichtlogische Konstanten und nichtlogische Axiome ins Spiel kommen.
Die Tatsache, dass in Freges Kalku¨l auch u¨ber Begriffe quantifiziert wird
(tendenziell second-order), reicht in dieser Betrachtungsweise schon aus, um die
Ru¨ckfu¨hrung als ‘nicht gelungen’ zu brandmarken. Aber auch an anderer Stelle
wird man die Ru¨ckfu¨hrung auf ‘rein logische Prinzipien’ als verfehlt betrach-
ten mu¨ssen. Vereinfacht ausgedru¨ckt: Dort, wo Mengen und Axiome, die die
Interaktion von Mengen regeln, ins Spiel kommen (was bei Frege in Form sei-
ner Begriffsumfa¨nge und des notorischen Grundgesetzes V, passiert), ho¨rt reine
Logik (i.e. Pra¨dikatenlogik erster Stufe) auf und Mathematik beginnt.83
Der Grund, wieso Frege glauben konnte, dass sein Ru¨ckfu¨hrungsprojekt ge-
lungen sei, ist, dass er meinte, die Rede von Mengen oder ‘Begriffsumfa¨ngen’
sei eine abgeleitete. Die Elementrelation ist bei Frege definiert, und zwar durch
x ∈ y :⇔ ∃F (y = ˆF ∧Fx), wobei das Zeichen ˆF  gelesen wird als ‘die Menge
aller epsilons mit der Eigenschaft F ’. Es ist demnach ‘x Element von y’ genau
dann wenn es einen Begriff F (ein Pra¨dikat in moderner Terminologie)84 gibt,
derart, dass y der Umfang dieses Begriffes ist und F auf x zutrifft.
83Um es klar zu sagen: Das Frege’sche System aus den Grundgesetzen ist keine Mengen-
lehre (auch wenn manche so tun, als wa¨re es eine Quasi-Mengenlehre). Eine Mengenlehre im
eigentlichen Sinne ist ein System, in dem man u¨ber Mengen quantifiziert und das die Elemen-
trelation als primitive Relationskonstante entha¨lt. Das disqualifiziert sowohl Freges System,
als auch das von Russell als Mengenlehre - auch wenn Mengen in der ein oder anderen Form
auftreten. Freges Theorie geht eher in Richtung second-(oder higher-)order Arithmetik. (Vgl.
dazu auch neuere Arbeiten von Crispin Wright z.B. [2007].) Die Werte der ‘Begriffe’, u¨ber
die Frege - in einer ‘klassischen’ second-order Interpretation seines Systems - quantifiziert,
sind dann Mengen. (Freilich bedeutet eine ‘klassische’ Second-Order-Interpretation, dass das
Frege’sche System insgesamt ‘gegla¨ttet’ wird.) Insofern hat Quine nicht ganz unrecht, wenn
er die Second-order logic “Mengenlehre im Schafspelz” nennt. Vgl. Quine [2005] S. 93 ff.
84Eigentlich quantifiziert Frege u¨ber Begriffe - der Grund, wieso wir hier Pra¨dikat in mo-
derner Terminologie in Klammer notiert haben, ist, dass in Freges System jedes Pra¨dikat
(i.e. jede Formel mit einer freien Variable), einem Begriff korrespondiert: d.h. falls ϕ(x) eine
Formel mit x frei ist, dann gilt: ∃F∀x(F (x)↔ ϕ(x)).
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Die Elementrelation wird also de facto u¨ber die logische Pra¨dikation defi-
niert. Mengen sind keine eigensta¨ndigen Objekte, sondern nur insofern ‘existent’,
als sie Umfa¨nge von Begriffen sind; und die Elementrelation ist keine ‘irreduzi-
ble’ Grundbeziehung, sondern fu¨r jede beliebige Eigenschaft ‘separat’ definiert
einfach als das Zutreffen dieser Eigenschaft auf einen Gegenstand.
Der entscheidende Schritt beim U¨bergang von Begriffen zu deren Umfa¨ngen
passiert bei Frege nun in Form des notorischen Grundgesetzes V, das besagt,
dass sich jede Gleichheit von Begriffen in eine Gleichheit von deren Umfa¨ngen
umwandeln la¨sst und umgekehrt. Aus Grundgesetz V ergibt sich leicht, dass
jeder Begriff einen Begriffsumfang hat, in Frege’scher Terminologie ∀F∃y(y =
ˆF ) oder leicht umformuliert ∀F∃y∀x(x ∈ y ↔ Fx), das naive Komprehensi-
onsprinzip, aus dem man, wie wir schon gesehen haben, sehr einfach das Russell-
Paradox ableiten kann.
Mit einigem Recht kann man also Frege den sogenannten ‘naiven Begriff der
Menge’ unterlegen, welchen wir durch das Extensionalita¨tsaxiom und das naive
Komprehensionsschema kodifiziert betrachten.
Es wurde viel u¨ber das Scheitern Freges nachgedacht, und die Gru¨nde sind
vielfa¨ltig, ist doch das Frege’sche System ein Sammelsurium aus Higher-Order
Logik, Mengenlehre und eigenwilliger Ontologie und Semantik. Auf einen Punkt
sollte dennoch - auch im Hinblick auf die Weiterentwicklung Fregeanischer Ide-
en durch Russell - explizit hingewiesen werden: Noch in ‘Funktion und Begriff ’
bemerkt Frege, dass man den Quantifikationsbereich von Begriffen erster Stu-
fe (das sind Eigenschaften, die von Fregeschen Gegensta¨nden pra¨dizieren85)
streng von solchen zweiter Stufe (das sind Begriffe, die von Begriffen erster
Stufe pra¨dizieren) trennen muss, und den Quantifikationsbereich von Begriffen
dritter Stufe von dem zweiter und erster Stufe usw. Ein Gedanke, der schon in
Richtung Typentheorie verweist.86
De facto wird diese angepeilte Hierarchisierung aber durch GG V verhindert.
GG V erlaubt uns gewissermaßen, Begriffe beliebiger Stufen so zu behandeln,
als wa¨ren sie ‘Gegensta¨nde’.
Wir ko¨nnen etwa vom Begriff ‘x ist ein Mensch’ (oder ‘Menschsein’) u¨bergehen
zur Menge aller Menschen, einem ‘Gegenstand’. Wa¨hrend die (unformalisierte)
Funkion-und-Begriff-Sichtweise Fragen verbietet wie ‘Ist der Begriff des Mensch-
seins eine Mensch?’, wird das in der (formalisierten) Grundgesetze-der-Arithmetik-
Sicht (zumindest zum Teil) wieder zuru¨ckgenommen, weil man sich nun die
Frage stellen kann ob die Menge aller Menschen ein Mensch ist. Weil Begriffe
wie M(x) der Forderung nach ‘scharfer Begrenztheit’ (Begriffe mu¨ssen fu¨r al-
le Gegensta¨nde einen Wahrheitswert haben) unterliegen, muss M(ˆM) einen
Wahrheitswert haben. Die Frage ‘Entha¨lt sich die Menge aller Mengen, die sich
nicht selbst enthalten, selbst?’ ist also vo¨llig in Ordnung.
Der Punkt ist: Wa¨hrend die Begriffe tatsa¨chlich hierarchisch geordnet sind,
85Der Hinweis, dass es sich hier um Fregesche Gegensta¨nde handelt, ist entscheidend.
86Vgl. dazu Wang [1974], wiederabgedruckt in Benacerraf/Putnam [1983] S. 560
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werden deren Umfa¨nge samt und sonders auf ‘Typ 0’ heruntergebrochen. In
diesem Sinne ist GG V insofern schuld an der Inkonsistenz von Freges System
(zusammen mit seiner ontologischen Unterscheidung zwischen Begriff und Ge-
genstand), als es eine ‘effektive’ Typisierung verhindert. Den Widerspruch erha¨lt
man dann, wenn man den Begriff bildet ‘Der Umfang eines Begriffes zu sein, auf
den dieser Begriff nicht zutrifft’, d.h. den Begriff ‘H(x) := ∃F (x = ˆF ∧¬Fx)’.
Fu¨r diesen Begriff erha¨lt man nun sowohl fu¨r H(ˆH) als auch fu¨r ¬H(ˆH)
einen Widerspruch.
Fu¨r Russell ergibt sich der Widerspruch von oben (unter anderem) deshalb,
weil die Variable x in der obigen Formel H(x) auch die Menge aller x fu¨r die
H(x) gilt, als Wert annehmen kann. Fu¨r Russell stellt sich deshalb das Problem
zuna¨chst auch in der Form: ‘U¨ber welche Gesamtheit kann man widerspruchsfrei
quantifizieren?’87
Erst Russell gelingt es, die Begriffe (oder propositional functions wie er sie
nennt) in eine ‘effektive’ Typenhierarchie zu bringen, weil er die Variablen, die
an den Argumentstellen einer propositional function stehen, nicht mehr u¨ber das
gesamte Universum (Die Gesamtheit der Frege’schen Gegensta¨nde) laufen la¨sst.
F (x) ist also nicht mehr fu¨r alle Werte sinnvoll oder ‘signifikant’, sondern nur
fu¨r solche eines bestimmten Typs. Z.B. werden durch die Typentheorie Russells
Ausdru¨cke wie F (F ) ausgeschlossen und weil Gleichheit nur zwischen Dingen
desselben Typs bestehen kann, ist auch der Ausdruck ∃F (x = ˆF  ∧ ¬Fx)
schlicht ungrammatisch. Weil Mengen bei Russell propositional functions in ei-
nem bestimmten Gebrauch sind, legt man sich mit x = ˆF  typenma¨ßig darauf
fest, dass die Werte von x denselben Typ haben wie F , mit ¬F (x) aber darauf,
dass der Typ von x kleiner ist als der von F .88
Wir wollen kurz skizzieren, wie das bei Russell aussieht:89
Auf der untersten Stufe oder dem unterestem ‘Typ’ stehen Individuen. Indi-
viduen sind nicht na¨her bestimmt, aber man sollte sich darunter Dinge vorstellen
wie Steine, Punkte, oder wie auch immer nicht na¨her analysierbare Einheiten.
90 Ausgehend von diesem Bereich der Individuen bilden wir nun propositional
functions dieser Individuen. Wenn z.B. x eine Variable ist, die Individuen als
Werte annimmt, dann ist ‘x ist rot’ eine propositional function. U¨ber den Be-
reich der propositional functions erster Stufe (oder ersten ‘Typs’) ko¨nnen wir
nun wieder quantifizieren. Steht z.B. ‘F(x)’ fu¨r eine propositional function ers-
87Vgl. dazu auch Ramharter/Rieckh [2006] S. 26 ff.
88“If α represents a class and ϕxˆ is one of its determining functions [so that α = zˆ(ϕz)], it is
not sufficient that ϕ(α) be a false proposition, it must be nonsense.” Russell/Whitehead [1910]
S.25 Eigentlich ist Russells Vorschlag zu Vermeidung der Paradoxien eine Vermischung von
zwei Ideen: 1. Der Bezug auf die Wohlgeformtheitsbedingungen und 2. Die Beschra¨nkung des
Wertebereichs einer Variable. (Ein Umstand, der aus seinem vicious circle principle folgt.)
89Wir beschra¨nken uns hier auf den fu¨r unsere Zwecke einzig relevanten Fall einer einfachen
(nicht-verzweigten) Typentheorie. Eine erste Version einer einfachen Typentheorie findet sich
in Russell [1903]
90Russell vermeidet eine tatsa¨chliche Festlegung auf den jeweiligen Typ durch seine Kon-
vention der systematic ambiguity - d.h. wichtig sind die Typenzuschreibungen nur in einem
bestimmten Kontext (eines Beweises oder einer Definition etwa) und nicht in einem ‘absoluten’
Sinn. Was man z.B. unter einem ‘Individuum’ zu verstehen hat, ist demnach kontextabha¨ngig.
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ter Stufe (d.h. eine propostional function von Individuen), so ko¨nnen wir fragen
ob diese propositional function eine bestimmte andere propositional function
erfu¨llt. Z.B ko¨nnen wir uns fragen, ob auf den Begriff ‘Rot sein’ (auf die pro-
positional function ‘x ist rot’) der Begriff zweiter Stufe ‘Farbbegriff sein’ (‘F ist
ein Farbbegriff’) zutrifft. Usw.
Ein Nachteil dieser Art Typentheorie ist, dass wir dort u¨ber Objekte quan-
tifizieren, die nicht besonders ‘klar’ sind. Propositional functions sind eine Art
‘Zwitterwesen’ zwischen Formeln mit freien Variablen und ‘Objekten’ im Sinne
von Freges Begriffen.91
Zu einer einfachen Typentheorie92, die als Grundobjekte Mengen und In-
dividuen hat und als Grundrelation die Elementbeziehung, gelangen wir, wenn
wir die Pra¨dikation als Elementrelation deuten; d.h. wir deuten F (x) (wie Rus-
sell es durch seine Kontextdefinition der Elementrelation nahelegt) als x ∈ F
(sprich: ‘x ist Element der durch F bestimmten Menge)93. Die Hierarchie der
typentheoretisch geordneten (pra¨dikativen) propositional functions94 und die
Wohlgeformtheitsbedingungen ‘parallelisieren’ wir, indem wir von einer Varia-
ble, die rechts von einem ∈ in einer Formel x ∈ y steht, verlangen, dass sie
genau einen Typ ho¨her ist, als jene Variable links vom ∈ und wir deuten diese
Typenhierarchie durch natu¨rliche Zahlen als Indizes an.
Die Axiome dieser Theorie (wir nennen sie TT) sind:
∀xn+1∀yn+1((∀zn(zn ∈ xn+1 ↔ zn ∈ yn+1)→ xn+1 = yn+1)
∃yn+1∀xn(xn ∈ yn+1 ↔ ϕ(xn))
TT95 ist in vielerlei Hinsicht einfacher als die Typentheorie Russells. Zum
einen ist TT in einer mehrsortigen Logik formulirt und es bedarf keiner higher-
order-logic, deren Semantik um einiges komplizierter ist (Bei Russell selbst sind
Syntax und Semantik nicht klar getrennt). Wir ko¨nnen durch Hinzufu¨gen von
Pra¨dikaten T1, T2, T3, ... (‘Typ 1’, ‘Typ 2’, ‘Typ 3’,...) aus TT sogar eine nor-
male First-Order-Theorie machen, indem wir statt der Indizes eine bestimmte
91An Beispielen, wie dem vom Begriff ‘Rot-Sein’ und ‘Farbbegriff sein’ wird einem sehr
schnell die Mehrdeutigkeit des Begriffs ‘propositional function’ bewusst und warum Leute wie
Quine ihre Probleme damit haben. Die Frage ist, was genau man meint, wenn man u¨ber pro-
positional functions quantifiziert? Meint man damit eine Formel mit freien Variablen oder ist
damit eine eigene Art ‘Ding’ gemeint. Das spiegelt sich bei Russell auch typographisch. Wenn
Russell den Formel-Charakter betonen will, schreibt er etwa ϕ(x) oder ϕx; fu¨r abquantifizierte
propositional functions verwendet er andererseits Schreibweisen wie ϕxˆ, um zu betonen, dass
wir es nun mit einem ‘Objekt’ zu tun haben. Siehe Russell/Whitehead [1910] S.16 ff.]
92‘Einfach’ im doppelten Sinne von ‘nicht verzweigt’ und im Sinne von ‘einsichtiger’
93Genau in diesem Sinne wurde auch der ∈-Formalismus von Peano eingefu¨hrt. x ∈ α liest
sich bei Peano ’x ist ein α’. Vgl. Peano [1889]
94Pra¨dikativ nennt Russell eine propositional function, wenn der Typ des Arguments genau
um einen Typ niedriger ist als der Typ der propositional function selbst.
95Es ist zu beachten dass beide Axiome eigentlich Axiomenschemata sind. Durch Einsetzung
einer bestimmten natu¨rlichen Zahl fu¨r den schematischen Buchstaben n erhalten wir dann im
ersten Fall ein Axiom (Extensionalita¨t), im zweiten Fall wiederum ein Axiomenschema (Kom-
prehension), das dann erst durch Einsetzung einer bestimmten Formel fu¨r das schematische
ϕ(x) zu einem Axiom wird. Als Urheber von TT gelten (nach Quine) Go¨del und Tarski.
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Variable auf das entsprechende Typenpra¨dikat beschra¨nken.96 TT zeichnet sich
im Vergleich zu Russells Theorie durch einen klaren Aufbau aus - durch die
Einfu¨hrung von ∈ als nichtlogischer Konstante und dem Umbau in eine ‘normale’
first order Theorie ko¨nnen wir die u¨blichen semantischen Fragen nach Modellen
usw. stellen. Und statt der Zwitterwesen propositional functions, quantifizieren
wir u¨ber Individuen, Mengen von Individuen, Mengen von Mengen von Indivi-
duen, usw.
Dennoch bleiben einige Probleme, die Russell hatte, auch fu¨r TT bestehen:97
Das Komprehensionsschema fu¨r TT erlaubt uns die Bildung der ‘Allmenge’
Vn := {xn : xn = xn}; Vn ist aber nicht die Menge aller Dinge, sondern bloß die
Menge aller Dinge vom Typ n. Wir haben also fu¨r jeden Typ eine eigene Allmen-
ge. A¨hnlich ergeht es uns mit allen in diesem System definierbaren Objekten. Es
gibt eine Leermenge fu¨r jeden Typ, die natu¨rlichen Zahlen, die wir in der schon
beschriebenen Art nach Frege-Russell entwickeln (und wofu¨r wir natu¨rlich ein
geeignetes fu¨r TT adaptiertes Unendlichkeitsaxiom beno¨tigen), treten ebenfalls
fu¨r jeden Typ ≥ 2 auf, genauso die reellen Zahlen, pi, e und die Quadratwurzel
aus 2.
Das alles ist nicht sehr wu¨nschenswert. Man mo¨chte ein Universum, ein pi
und eine Quadratwurzel aus 2.
8.2 Quine’s NF und der modifizierte logische Begriff der
Menge
Die Idee Quines, die dieses Problem lo¨st wurde in ‘New foundations for mathe-
matical logic’ entwickelt und sieht so aus:
Wir nehmen als Axiome fu¨r unsere neue Theorie NF genau die Axiome von
TT, nur ohne Typenindizes (d.h. genau die Axiome der naiven Mengenlehre).
Die Variablen sind universell und nicht in Typen eingeteilt. Da wir uns vor
den Antinomien schu¨tzen wollen, machen wir uns aber die Idee, die hinter den
Indizes von TT steht derart zunutze, dass wir sagen: eine Formel ϕ(x) bestimmt
eine Menge nur dann, wenn es mo¨glich ist, Typenindizes derart anzubringen,
dass diese Formel wohlgeformt wa¨re im Sinne von TT.
Wir treffen die Schutzvorkehrungen gegen die Paradoxien (allen voran der
Russellschen) also nicht wie Russells Typentheorie oder TT auf der Ebene der
zula¨ssigen Sa¨tze (den Wohlgeformtheitsbedingungen), sondern erst beim U¨bergang
von Formeln (oder Pra¨dikaten) zu Mengen. Fu¨r TT ist xn ∈ xn einfach kein
sinnvoller Ausdruck: x ∈ x ist in NF wunderbar - kommt aber als Instanz fu¨r
die NF-Form des Komprehensionsschemas nicht in Frage, weil xn ∈ xn nicht
wohlgeformt nach TT ist.
Weil unsere Variablen universell sind, gibt es nun eine Allmenge V , eine
leere Menge und eine 2.
96Das Extensionalita¨tsschema von TT bekommt so die Form: ∀x∀y(Tn+1(x) ∧ Tn+1(y) →
(∀z(Tn(z)→ ((z ∈ x↔ z ∈ y)→ x = y)))) Vgl. dazu auch Quine [1973]
97Russell selbst versuchte diesen Problemen - wenigstens zum Teil - durch sein Reduzibi-
lita¨tsaxiom Herr zu werden. Vgl. dazu Ramharter/Rieck [2006] S. 85 ff.
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Wir wollen noch einmal zusammenfassen, aus welchen Motiven sich der Men-
genbegriff von NF (u. damit der von NFU) speist.
Da NF de facto aus den Axiomen der naiven Mengenlehre (mit der Ein-
schra¨nkung, dass nur stratifizierte Formeln Mengen bestimmen) besteht, scheint
ein Hauptmotiv darin zu bestehen, den Mengenbegriff der naiven Mengenlehre
in einem bestimmten Sinne so unverfa¨lscht wie mo¨glich zu erhalten.
Der Mengenbegriff der naiven Mengenlehre besteht aber gerade darin, die
Elementrelation im Sinne der Pra¨dikation zu deuten, oder wie Go¨del es formu-
liert: Wir erhalten diesen Begriff “by dividing the totality of all existing things
into two categories”, na¨mlich jene, auf die ein Pra¨dikat zutrifft und jene, auf die
es nicht zutrifft.98
Es ist zu beachten, dass dieser ‘naive’ Mengenbegriff zuna¨chst absolut nichts
‘Anru¨chiges‘’ an sich hat und in der Mathematik eigentlich sta¨ndig gebraucht
wird; wenn wir z.B. etwas beweisen wollen u¨ber die Menge aller reellen Zahlen
aus dem Intervall [2, 3], so beweisen wir etwas fu¨r eine Gesamtheit {x : ϕ(x)},
wobei ϕ(x) := 2 ≤ x ≤ 3. In der elementaren Zahlentheorie beweisen wir Sa¨tze
fu¨r die Menge aller Primzahlen P , die Menge aller ganzen Zahlen x, fu¨r die
x ≡mod3 0 oder die Menge aller perfekten Zahlen; wir betrachten in der Analysis
die Menge Cn(X,E) aller n-mal stetig differenzierbaren Funktionen von X nach
E usw.
All diese Mengen bilden wir mithilfe des naiven Komprehensionsgesetztes
“by dividing the totality of all existing things into two categories” - und es
ergeben sich keine Widerspru¨che. Dabei lesen wir x ∈ A immer als ‘x ist ein A’;
f ∈ Cn(X,E) bedeutet, dass f eine n-mal stetig differenzierbare Funktion von
X nach E ist, x ∈ P bedeutet, dass x eine Primzahl ist usw.
Aus der Sicht des ‘working mathematician’ (d.h. des Mathematikers, der sich
nicht um die ‘mengentheoretischen Grundlagen’ seiner Disziplin ku¨mmert; der
Funktionalanalysis, Lineare Algebra oder Geometrie betreibt), der es immer mit
klar abgesteckten Quantifikationsbereichen zu tun hat (Der Analytiker mit sei-
nen reellen Zahlen und Funktionen; der Zahlentheoretiker mit seinen natu¨rlichen
Zahlen usw.) birgt dieser ‘logische’ Begriff der Menge keine Risiken;99 ‘Riskant’
wird es erst, wenn wir Mengen von allen mo¨glichen mathematischen Objekten
bilden wollen und diese durch Eigenschaften festgelegten Gesamtheiten wieder-
um als Werte der Variablen zulassen, u¨ber die wir quantifizieren - kurz: wenn
wir beginnen, Mengenlehre zu betreiben (‘Mengenlehre’ in dem schwachen Sinn,
dass Mengen (unter anderem) Werte der Variablen sind). Dennoch zeigen die
mannigfachen Beispiele, dass es durchaus von Wert ist, den logischen Begriff der
Menge zu erhalten.
Dieser ‘logische’ Begriff der Menge liegt nun in zweifacher Hinsicht auch
NF(U) zugrunde: Erstens vermo¨ge der typentheoretischen Intuitionen, die da-
hinter stehen, die besagen, dass man Pra¨dikate nicht von sich selbst pra¨dizieren
98Vgl. Go¨del [1947] in Benacerraf/Putnam [1983] S. 475
99Rosser dazu: “Belief in it [das naive Komprehensionsprinzip, Anm.] is so strong that proofs
of its falsity are called paradoxes and are widely ignored.” in Rosser [1953] S. 199
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kann; dass Pra¨dikate ‘logisch ho¨here’ Objekte sind als die Dinge, u¨ber die sie
aussagen (und nicht, dass eine Menge ein ho¨heres Objekt ist als deren Elemente
- was daraus zwar folgt, wenn man die Elementrelation wie etwa Russell kon-
textma¨ßig definiert, aber nicht prima¨r ist). Zweitens aber (und vor allem) via
des Komprehensionsprinzips, das fu¨r NF adaptiert wurde und das de facto be-
sagt, dass die Elementrelation der Pra¨dikation ‘parallel’ ist - genau das besagt
ja die A¨quivalenz x ∈ y ↔ F (x). Wie Parsons richtig bemerkt ist “die Unter-
scheidung zwischen F und y [fu¨r eine Menge y := {x : F (x)} Anm.] einfach die
Unterscheidung zwischen () ∈ y und y”100.
Mit gutem Recht ko¨nnte man sagen, der durch NF formalisierte Mengenbe-
griff ist eine Korrektur des naiven logischen Begriffs. Es ist also zu differenzieren
zwischen dem naiven logischen (und inkonsistenten), und dem modifizierten lo-
gischen, aber dennoch logischen (und mutmaßlich konsistenten) Mengenbegriff
von NF.101
Vor allem ist der verbreiteten Kritik an NF (zumindest teilweise) zu wider-
sprechen, wonach es gar keinen intuitiven Begriff gibt, den NF formalisiert, und
derzufolge NF “essentially negative in character”102 ist. Gemeint ist damit, dass
NF keine der Theorien ist, die es gegeben ha¨tte, auch wenn es die Paradoxien
niemals gegeben ha¨tte - dass NF aus den Paradoxien und deren Analyse ‘ge-
boren’ wurde und intuitiv eigentlich unversta¨ndlich wa¨re, wenn man noch nie
etwas vom Russell-Paradox und seinen Verwandten geho¨rt ha¨tte.
Diese Kritik ist bis zu einem bestimmten Grad berechtigt, u¨bergeht aber die
Tatsache, dass der naive Mengenbegriff in der Tat hochgradig ‘einsichtig’ ist
und nichts an Anschaulichkeit vermissen la¨sst und wert, so ‘rein’ als mo¨glich
erhalten zu werden (auch wenn einem die Stratifiziertheitsbedingung nicht dazu
geeignet und ku¨nstlich erscheinen mag).
Sehen wir uns zum Vergleich noch einmal den Mengenbegriff von ZFC an:
8.3 ZFC und der iterative Begriff der Menge
Eine Einfu¨hrung in die ZFC-Mengenlehre beginnt u¨blicherweise mit der Pra¨sentation
der naiven Mengenlehre und der Antinomie von Russell, die daraus folgt. In wei-
terer Folge wird das Aussonderungsaxiom dann als Beschra¨nkung des naiven
Komprehensionsprinzips vorgestellt und die u¨brigen Axiome als notwendige In-
stanzen, die einem Mengen liefern sollen, auf die wir das Aussonderungsprinzip
anwenden ko¨nnen.
Diese Geschichte suggeriert, dass ZFC (wie NF) bloß eine Korrektur des
naiven logischen Mengenbegriffs darstellt. Andererseits wurde schon in Kapitel
100Parsons [1975], wiederabgedruckt in Benacerraf/Putnam [1983] S. 517
101Es sollte darauf hingewiesen werden, dass Russells ‘Funktionen in einem gewissen
Gebrauch’-Begriff der Menge ebenfalls eine Korrektur des naiven logischen Mengenbegriffs
darstellt, aber eine Korrektur, die Mengen als Grundobjekte u¨berhaupt verwirft und deshalb
fu¨r uns nicht von Interesse ist. Wir sind hier am logischen Begriff der Menge nur insofern
interessiert, als er Motivation fu¨r eine Mengenlehre (in einem starken Sinn) ist.
102So Michael Potter in Potter [1993]
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4 darauf hingewiesen, dass der Mengenbegriff, den ZFC formalisiert, der iterative
Begriff der Menge ist. Wenn also logischer und iterativer Begriff unvereinbar
sind - und das sind sie - stellt sich die Frage, welches die richtige Sichtweise ist.
Eine vorla¨ufige Antwort lautet: Der historische Ausgangspunkt von Zermelo
war in der Tat der naive Begriff der Menge - auch Zermelo selbst scheint sein
System als Korrektiv fu¨r den naiven Begriff verstanden zu haben.103
Inhaltlich oder begriﬄich aber ist ZFC - auch wenn Zermelo selbst das nicht
zur Ga¨nze klar war104 - eine Formalisierung eines anderen - na¨mlich des itera-
tiven - Begriffs der Menge.
Um einzusehen, wieso das so ist, wollen wir noch einmal skizzieren, was den
iterativen Begriff ausmacht und warum ZFC diesen Begriff formalisiert.
Wir gehen in unserer Skizze davon aus, dass uns zu Beginn irgendein Bu¨ndel
von Individuen gegeben ist. Wir nennen dieses Bu¨ndel die 0. Stufe. Individuen
stellen wir uns dabei als nicht weiter zerlegbare Einheiten vor. Diese Individuen
ko¨nnen wir nun beliebig zusammenfassen, oder wie Kripke es formuliert:“ Wir
binden ein Lasso um sie.”105 Das einzige, das wir verlangen ist, dass wir dieselbe
Menge erhalten, wenn das Lasso um dieselben Individuen gebunden ist. Wir
machen das nun in allen mo¨glichen Konstellationen und nennen die Gesamtheit
all dieser Zusammenfassungen die 1. Stufe. Sind uns etwa  und ℘ als Individuen
gegeben, so besteht die erste Stufe aus den Mengen {} , {℘} , {, ℘} und der
leeren Menge ∅. (Falls uns keine Individuen gegeben sind, besteht die erste
Stufe nur aus der leeren Menge.)
Auf der 2. Stufe bilden wir alle Zusammenfassungen von Individuen und Zu-
sammenfassungen der 1. Stufe. Diese Stufe entha¨lt z.B. als Elemente die Mengen
{{}} , {℘, ∅} oder {{} , ∅, ℘}.
Wir wiederholen diesen Prozess immer und immer wieder. Nachdem wir
alle Stufen 0,1,2,3... durchgegangen sind, und alle Zusammenfassungen von Zu-
sammenfassungen von... der 0., 1., 2., ... Stufe gebildet haben, bilden wir die
Gesamtheit aller Zusammenfassungen von Zusammenfassungen von... der 0.,1.,
2., ... Stufe. Wir nennen diese Gesamtheit die ω. Stufe.
Danach bilden wir alle mo¨glichen Zusammenfassungen von Zusammenfas-
sungen von ... der 0., 1., 2., ... und der ω. Stufe und nennen diese Stufe die
ω + 1. Stufe. Danach bilden wir alle mo¨glichen Zusammenfassungen von ...
Durch Beobachtung dieses iterativen Prozesses ko¨nnen wir nun einige Fak-
ten zum iterativen Begriff ableiten.106 Z.B. sehen wir, dass jede Menge, die
103Wang z.B. betont, dass Zermelo als ‘bankruptcist’ spricht (d.h. so tut als wu¨rde durch die
Paradoxien gezeigt worden sein, dass unsere logischen Intuitionen irrefu¨hrend sind), tatsa¨chlich
aber wie ein Vertreter der “misunderstanding”-Theorie handelt (d.h. seinen “guten Intui-
tionen” zum (iterativen) Mengenbegriff folgend, seine Axiome aufstellt). Vgl. Wang [1974],
wiederabgedruckt in Benacerraf/Putnam [1983] S. 543
104Und auch nicht vollsta¨ndig klar sein kann, weil der Begriff des iterativen Begriffs eine
Erfindung der zweiten Ha¨lfte des 20. Jahrhunderst ist.
105Boolos [1971] in Benacerraff/Putnam [1983] S.491
106Folgendes stammt im Wesentlich von George Boolos in Boolos [1971]. Eine u¨berarbeitete
Variante davon findet man in Boolos [1989].
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u¨berhaupt gebildet werden kann, auf irgendeiner bestimmten Stufe zuerst ge-
bildet worden sein muss107 und dass in der Folge der Stufen keine Stufe vor sich
selbst kommt. Daraus folgt z.B., dass es keine Menge geben kann, die sich selbst
als Element entha¨lt, denn dazu mu¨sste diese Menge auf einer bestimmten Stufe
zuerst gebildet worden sein und diese Stufe mu¨sste vor sich selbst kommen. Es
kann deshalb auch keine Menge geben, die alle Mengen entha¨lt, weil diese Men-
ge sich selbst enthalten mu¨sste. (Aus dieser Perspektive zeigt sich auch, dass
ZFC insofern keine limitation of size Theorie ist, als sie große Gesamtheiten per
se ausschließt - ZFC schließt große Gesamtheiten (zumindest nachweislich V )
deshalb aus, weil sie unvereinbar mit dem iterativen Begriff sind.)
Weitere Beobachtungen sind:
1. Es gibt eine erste Stufe
2. Jede Stufe hat eine unmittelbare Nachfolgerstufe
3. Jedes Element einer Menge wird vor dieser Menge (zum ersten mal) ge-
bildet
4. Jede Menge wird auf einer eindeutig bestimmten Stufe (zum ersten mal)
gebildet
usw.
Aus Beobachtungen dieser Art ko¨nnen wir uns ein Axiomensystem basteln,
dessen Grundobjekte Mengen und Stufen sind und wir ko¨nnen von diesem Axio-
mensystem, das allein auf (intuitiv einsichtigen) Beobachtungen zu diesem itera-
tiven Prozess besteht (das also auf jeden Fall den iterativen Begriff formalisiert),
alle Axiome von ZF ableiten.108
Wir wollen beispielhaft zeigen, wie das fu¨r das Aussonderungsaxiom funk-
tioniert und erhalten dadurch eine inhaltliche Rechtfertigung des Aussonde-
107Die seltsame Ausdru¨cksweise in diesem Satz verweist auf das Problem, was man unter
Bildung verstehen sollte. Kurz gesagt: Werden die Mengen auf jeder Stufe tatsa¨chlich gebildet
, oder wird nur gefordert, dass man sie bilden kann? Wang schla¨gt vor, dass man den iterativen
Begriff ‘maximal’ interpretiert, d.h. wir betrachten jede Menge auf einer bestimmten Stufe als
verfu¨gbar, wenn wir sie ha¨tten bilden ko¨nnen. Existenz einer Menge auf einer bestimmten
Stufe bedeutet demnach, dass sie auf dieser Stufe ha¨tte gebildet werden ko¨nnen. Vgl. dazu
Wang [1974], wiederabgedruckt in Benacerraf/Putnam [1983] S. 530 ff. und dazu Parsons ebd.
S. 502 ff.
108Boolos selbst meint, das Schema der Ersetzungsaxiome folge nicht aus dem iterativen
Begriff. Es gibt aber Rechtfertigungen aus dem iterativen Begriff z.B. von Wang. Von einer
neueren Axiomatisierung, dem Scott’schen Axiomensystem, das ebenfalls den iterativen Be-
griff formalisiert (oder zumindest den Anspruch hat, ihn zu formalisieren), und aus der stage
theory von Boolos hervorging, kann man ebenfalls zeigen, dass sie a¨quivalent zu ZF ist (Vgl.
dazu Ebbinghaus [2003]) Dieses Axiomensystem basiert aber auf einem Reflexionsaxiom, das
- grob gesprochen - besagt, dass jede Aussage, die im Universum gilt, auch schon in einer be-
stimmten Stufe gilt und umgekehrt. In ZF beno¨tigt dieses Reflexionstheorem aber wesentlich
die Ersetzungsaxiome, was die Argumentation zirkula¨r macht, falls man der Meinung ist, die
Ersetzungsaxiome wu¨rden nicht in der ein oder anderen Weise aus dem intuitiven iterativen
Begriff folgen.
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rungsschemas (beinahe) unmittelbar aus dem iterativen Begriff der Menge.109
Fu¨r das Folgende stelle man sich unter Variablen s, t Stufen vor (intuitiv: Von-
Neumannsche Stufen) und unter Variablen x, y Mengen, E stehe fu¨r die Relati-
on zwischen zwei Stufen ‘kommt in der Reihenfolge fru¨her’ und F bedeute die
Relation ‘wird gebildet auf der Stufe’ zwischen einer Menge und einer Stufe.
Die entscheidende Beobachtung, die wir beno¨tigen, ist folgender Sachverhalt:
Weil jede Stufe aus allen mo¨glichen Zusammenfassungen von Zusammen-
fassungen niedrigerer Stufen (und Individuen) besteht, sollte es mo¨glich sein,
beliebige Mengen von Mengen, die auf einer bestimmten Stufe ‘verfu¨gbar’ sind,
wiederum zusammenzufassen. Es sollte demnach mo¨glich sein, alle Objekte ei-
ner Stufe mit einer bestimmten Eigenschaft zusammenzufassen (einfach weil
alle Zusammenfassungen von Objekten einer bestimmten Stufe erlaubt sind).
In der ‘stage theory ’ (so nennt Boolos die gerade betrachtete Theorie) wird das
ausgedru¨ckt durch das Schema (Boolos nennt sie die Axiome der Spezifikation)
∀s∃y∀x(x ∈ y ↔ (φ(x) ∧ ∃t(tEs ∧ xFt)))
In Worten: Fu¨r jede Stufe existiert die Menge aller Objekte x, die auf einer
niedrigeren Stufe gebildet wurden und der Bedingung ϕ(x) genu¨gen.
Man sieht leicht, dass daraus das Aussonderungsschema folgt, wenn man
bedenkt, dass jedes z in ∀z∃y∀x(x ∈ y ↔ x ∈ z ∧ ϕ(x)) auf einer bestimmten
Stufe gebildet worden sein muss. Genauer: wir wa¨hlen fu¨r φ(x) die Formel x ∈
z ∧ϕ(x) und nehmen an, z sei auf der Stufe s gebildet worden. Aus der dritten
und vierten Beobachtung von oben ergibt sich nun, dass alle x ∈ z auf fru¨heren
Stufen als s gebildet worden sein mu¨ssen, d.h.: y ist die Menge aller x ∈ z die
ϕ(x) erfu¨llen.
Betrachtet man das Aussonderungsschema in dieser Weise als vom iterativen
Begriff abgeleitet, so verliert sich auch der (historisch korrekte, aber inhaltlich
falsche) Eindruck, es wa¨re wie das S-Komprehensionsschema nur eine Art der
Beschra¨nkung des naiven Komprehensionsprinzips, nur dazu da, den naiven
Begriff der Menge zu ‘retten’.
In diesem Sinne ist auch die Bemerkung aus dem 4. Abschnitt zu verste-
hen, dass das S-Komprehensionsschema und das Aussonderungsschema ‘nicht
zu vergleichen’ sind, weil sie ‘verschiedene Dinge wollen’ (und u¨berdies die Be-
merkung im Vorwort, wo von einer bestimmten Geschichte der Mengenlehre die
Rede war).
Entscheidend fu¨r den iterativen Begriff der Menge ist folgendes Bild der Men-
genbildung: Wir gehen von - in einem bestimmten Sinne - vorher gegebenen Ob-
jekten aus und bilden aus diesen durch Zusammenfassung Mengen. Es soll hier
nicht behauptet werden, dass dieser Begriff ‘philosophisch’ restlos klar ist. Man
kann sich etwa fragen, was hier u¨berhaupt ‘zusammenfassen’ oder ‘vorher gege-
ben’ heißen soll; ist mit ‘zusammenfassen’ eine Ta¨tigkeit des Geistes gemeint?
109Nur beinahe unmittelbar, weil sich natu¨rlich alle ‘Beobachtungen’ des iterativen Prozesses
selbst wiederum auf ‘intuitive Einsichtigkeit’ berufen mu¨ssen.
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‘Erschaffen’ wir wir beim Zusammenfassen buchsta¨blich ein Ding aus unserem
Geist, das wir Menge nennen? Ist das ‘vorher gegeben’ tatsa¨chlich zeitlich zu
verstehen110 oder ist damit “priority in order of construction” gemeint?111
All das hat uns nicht zu beku¨mmern - der iterative Begriff ist ein intuitiver
Begriff und Ziel dieser Untersuchung ist nicht, diesen Begriff bis ins Letzte aus-
zubuchstabieren, sondern ihn vom intuitiven logischen Begriff abzugrenzen. Der
entscheidende Punkt ist: Aus der Sicht des iterativen Begriffs bilden wir Men-
gen durch Zusammenfassung, wa¨hrend wir aus der Sicht des logischen Begriffs
Mengen u¨ber Eigenschaften generieren.112
8.4 Intuitive Begriffe, Formalisierungen und Vergleichbar-
keit von Mengenlehren
Wir haben bisher gesehen, dass es sich bei NF(U) und ZFC tatsa¨chlich um we-
sentlich verschiedene Systeme handelt, und zwar sowohl ‘mathematisch’ (wir
konnten z.B. in ZFC, nicht aber in NFU, beweisen, dass die Potenzmenge jeder
Menge echt gro¨ßer als diese selbst ist), als auch bzgl. der Intuitionen, die die
Systeme motivieren. Dennoch wu¨rde es zu weit gehen, wenn man meinte, die
beiden Intuitionen sprechen u¨ber etwas vo¨llig Anderes, wenn sie das Wort ‘Men-
ge’ benutzen. Beide scheinen auf jeweils verschiedene Weisen etwas vom Begriff
‘Menge’ zu erfassen (abgesehen vom rein quantitativen Aspekt der Extensiona-
lita¨t). Es handelt sich bei beiden Begriffen also nicht um absolut unvergleich-
bare Begriffe: Es scheint so zu sein, als ha¨tten beide jeweils Anteil an einem
‘urspru¨nglicheren’ Begriff, der sich nicht eindeutig in logischen oder iterativen
Begriff kategorisieren la¨sst.
Bevor wir uns diesen Punkt genauer ansehen, werfen wir noch eine kurzen
Blick auf die Rolle von Axiomatisierungen oder Formalisierungen von intuitiven
mathematischen Begriffen im Allgemeinen.
Das Verha¨ltnis von intuitiven Begriffen zu deren formalisierten Versionen
kann von Fall zu Fall sehr verschieden sein. Wa¨hrend es manchmal so ist, dass
ein jahrhundertelang gebrauchter Begriff sich in seiner formalisierten Version
als zu weit erweist, um den intuitiven Begriff genau zu treffen, gibt es andere
Fa¨lle, wo die Formalisierung sich als zu eng erweist, um alle intuitiven Fa¨lle
abzudecken, die man abgedeckt haben will. Ein Beispiel fu¨r den ersten Fall wa¨re
der Begriff der Stetigkeit, von dem man sich gut vorstellen kann, dass er einmal
‘ohne abzusetzen zeichenbar’ bedeutet hat (so wie man das in der Schule lernt).
Als Weierstrass dann seine -δ-Definition vorgelegt hat, hat sich dann schnell
herausgestellt, dass diese Definition offenbar nicht mit dem intuitiven Begriff
110Michael Potter treibt mit seiner blumigen Ausdrucksweise vom ‘Geburtstag’ einer Menge
(fu¨r den Rang), ‘Tagen’ (fu¨r die Stufen) usw. die zeitliche Metapher auf die Spitze.
111Vgl. dazu Parsons [1975], wiederabgedruckt in Putnam/Benacerraf [1983] S. 503 ff.
112Das relativiert auch die zum Eingang dieses Kapitels erwa¨hnten ‘Gemeinsamkeiten’ von
ZFC und NF(U): Dass wir z.B. fu¨r a, b in NF(U) die Paarmenge {a, b} bilden ko¨nnen, liegt
daran, dass es eine (stratifizierte) Eigenschaft ϕ(x) :↔ x = a ∨ x = b gibt, die diese Menge
bestimmt - in ZFC dagegen daran, dass wir beliebige vorher gegebene Objekte a, b zu einer
neuen Menge zusammenfassen ko¨nnen.
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u¨bereinstimmt. In diesem Fall hat sich die Bezeichnung des intuitiven Begriffs
fu¨r den zu allgemeinen formalisierten Begriff durchgesetzt und es wurden weitere
Differenzierungen getroffen (gleichma¨ßige Stetigkeit, Lipschitz-Stetigkeit, usw.).
In anderen Fa¨llen ist es so, dass wir verallgemeinern mu¨ssen, um zu dem Begriff
zu gelangen, den wir eigentlich einfangen wollen.
Aber welche Bezeichnung wir fu¨r eine formalisierte Version eines intuitiven
Begriffs verwenden, ist im wesentlichen konventionell. Jahrhundertelang wur-
de z.B. der Begriff ‘Geometrie’ ausschließlich fu¨r das verwendet, was wir heute
‘Euklidische Geometrie’ nennen. D.h., wie wir das Wort ‘Geometrie’ verwenden,
hat sich mit der Entdeckung nicht-euklidischer Geometrien vera¨ndert. Von die-
sem Zeitpunkt an ist ‘Euklidische Geometrie’ ein Spezialfall des allgemeineren
Begriffs ‘Geometrie’.
All das ist, wie gesagt, konventionell, und ha¨ngt von bestimmten Umsta¨nden,
Zeiten und besonderen Autorita¨ten ab.
Formalisierungen ko¨nnen aber auch in einer anderen Hinsicht differenziert
werden. Nehmen wir z.B. die Gruppenaxiome: Die Gruppenaxiome wurden auf-
gestellt, um einer bestimmten algebraischen Struktur, die in der Mathematik
immer wieder auftaucht einen Namen zu geben. Wesentlich dabei ist der Klas-
sifikationsaspekt. (Das Erlernen der Axiome fu¨r die algebraischen Strukturen
(Monoid, Gruppe, abelsche Gruppe, Ring, Ko¨rper usw.) a¨hnelt eher dem Erler-
nen des Linne`’schen Systems als dem Betreiben von Mathematik.) Man bemerkt,
dass bei bestimmten Untersuchungen bestimmte Dinge immer wieder auftreten
und benennt sie - a¨hnlich wie man bestimmten Zahlen wie der Euler’schen Zahl
e oder pi Namen gibt.
Fu¨r die Peano-Axiome fu¨r die natu¨rlichen Zahlen gilt das scheinbar nicht.
Man hat nicht das Gefu¨hl, dass man damit etwas definiert, sondern etwas ex-
pliziert, das schon ‘da’ ist. Jeder hat ein intuitives Vorversta¨ndnis von den
natu¨rlichen Zahlen, und dieses Vorversta¨ndnis wollen wir durch die Peano-
Axiome in Formeln gießen.
Haben wir einen sehr klaren intuitiven Begriff von einem zu formalisierenden
Objekt oder einer Theorie, so wird eine formalisierte Version offenbar weniger
Spielraum lssen - sie wird weder allzu weit noch allzu eng sein. Mit den (second-
order) Peano-Axiomen etwa ko¨nnen wir die Struktur der natu¨rlichen Zahlen
kategorisch (d.h. bis auf Isomorphie eindeutig) festlegen.
Wie steht es mit einer Axiomatisierung des intuitiven Mengenbegriffs? Hoff-
nung auf eine (auch nur anna¨hernd) kategorische Charakterisierung des Men-
genuniversums wird kaum bestehen.113 Abgesehen davon gibt es den intuitiven
Mengenbegriff nicht und auch fu¨r einen bestimmten intuitiven Begriff gibt es
eine Reihe (zum Teil unvereinbarer) Axiomatisierungen. Wa¨hrend man von den
natu¨rlichen Zahlen noch mit einem gewissen Recht an ihre ‘unabha¨ngig Exis-
113Das verbietet schon der Satz von Lo¨wenheim-Skolem, der besagt, dass jede first-order
Theorie mit unendlichen Modellen, unendliche Modelle jeder Ma¨chtigkeit hat.
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tenz’ in einem ‘platonischen’ Sinne glauben ko¨nnte, wa¨re ein Glaube an ein
‘platonisches Mengenuniversum’ ziemlich vermessen angesichts des bisher Vor-
gebrachten.
Die Gu¨te einer Axiomatisierung muss sich daher (zuna¨chst) daran bemessen,
inwieweit sie einen bestimmten intuitiven Begriff ‘korrekt’ formalisiert.
‘Gu¨te-Fragen’ dieser Art wa¨ren z.B.:
Welches System (Scott’sches Axiomensystem, ZF(C), stage theory,...) for-
malsiert den iterativen Begriff angemessener?
In welcher Weise modifiziert man die naive Mengenlehre am geeignetsten,
um so viel wie mo¨glich von den Intuitionen dahinter zu retten? D.h. wie be-
werkstellige ich es, dass so viele Eigenschaften wie mo¨glich Mengen bestimmen,
ohne dass es zu Widerspru¨chen kommt?
Fragen dieser Art betreffen aber wie gesagt nur das Verha¨ltnis eines be-
stimmten Mengenbegriffs zu seinen Formalisierungen. Um in weiterer Folge dann
‘globalere’ Perspektiven zu ero¨ffnen, d.h. um Axiomatisierungen verschiedener
Mengenbegriffe vergleichen zu ko¨nnen, bedarf es anderer Maßsta¨be. Es stellt sich
aber die Frage, was so ein Maßstab sein kann. Sicherlich wollen wir den (intuitiv-
) mathematischen Mengenbegriff nicht auf historisch-sprachwissenschaftliche Stu-
dien gegru¨ndet wissen (z.B. darauf wie das Wort ‘Menge’ im Mittlelhochdeut-
schen verwendet wurde). Wir werden auch Begriffe wie Dedekinds ‘System’ als
etwas auffassen wollen, das auf den Begriff ‘Menge’ verweist.
Es bieten sich verschiedene Vergleichsmo¨glichkeiten an:
Wir ko¨nnten die konkurrierenden Begriffe z.B. in Hinblick auf bestimmte
anerkannte Autorita¨ten beurteilen. Cantor bietet sich dafu¨r besonders an, weil
er von den meisten als unumstrittener Begru¨nder der Mengenlehre angesehen
wird.
Das hat den Vorteil, dass wir nun (wenn auch mo¨glicherweise schwammi-
ge) Kriterien zur Beurteilung der verschiedenen Mengenbegriffe zur Verfu¨gung
haben. Andererseits sieht das sehr nach Willku¨r aus; wieso sollte man ausge-
rechnet Cantors Mengenbegriff fu¨r den Mengenbegriff schlechthin halten? Was
ein bestimmter Mathematiker fu¨r entscheidend ha¨lt, muss nicht unbedingt das
sein, womit wir es im folgenden zu tun haben wollen, und auch nicht das, was
der betreffende Mathematiker tatsa¨chlich gemacht hat. Burali-Forti hat in sei-
nem ‘Beweis’, dass die Gesamtheit der Ordinalzahlen mit der u¨blichen Ordnung
keine Wohlordnung ist, den Begriff der perfekt geordneten Menge benutzt, den
er fu¨r a¨quivalent zur wohlgeordneten Menge Cantors gehalten hat. Er hat also
einen Begriff der ‘Wohlordnung’ verwendet, u¨ber den wir eigentlich gar nichts
wissen wollten.
Diese Situation ist in der Mathematik nicht selten - immer wieder kommt es
vor, dass Definitionen zu eng oder zu weit sind und dass Mathematiker Dinge
‘beweisen’, die eigentlich uninteressant sind, weil abha¨ngig von ‘schlechten’ De-
finitionen. Wieso also den Mengenbegriff Cantors (oder den irgendeiner anderen
‘Autorita¨t’) fu¨r bare Mu¨nze nehmen?
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Weitere Vergleichskriterien finden sich pragmatisch-technisch im Erfolg und
in der Bequemlichkeit. Beide sind aber fu¨r uns, die wir Mengenlehren mit ver-
schiedenen dahinter liegenden intuitiven Mengenbegriffen vergleichen wollen,
unbrauchbar.
Sehen wir von der Minimalforderung nach Repra¨sentierbarkeit aller mo¨glichen
mathematischen Begriffe und Theorien ab (d.h. von der Forderung, ‘klassische
Mathematik’ (Analysis, Zahlentheorie, Topologie usw.) betreiben zu ko¨nnen), so
bemisst sich der Erfolg einer Mengenlehre ja (unter anderem) daran, inwieweit
diese Mengenlehre fa¨hig ist intuitiv einsichtige oder ‘klassische’ mengentheore-
tische Resultate zu generieren. Das verweist aber geradewegs zuru¨ck auf die
Frage nach den Intuitionen u¨ber den Begriff ‘Menge’. Wir wollen ja gerade wis-
sen, welcher Mengenbegriff zweier rivalisierender Mengenlehren der ‘bessere’,
‘einsichtigere’ ist.
Auch die Bequemlichkeit taugt nur eingeschra¨nkt als Vergleichskriterium,
na¨mlich fu¨r verschiedene Formalisierungen desselben intuitiven Mengenbegriffs.
Bequem kann ja nur heißen, bequemer zum Erreichen eines bestimmten Ziels,
d.h. die Resultate, die wir erreichen wollen, mu¨ssen schon vorgegeben sein.
Wir ko¨nnten aber auch sagen, dass solche Systeme, die verschiedenen In-
tuitionen entspringen, im Prinzip unvergleichbar bzgl. ihrer Gu¨te sind. D.h. wir
ko¨nnen ihre Verschiedenheit zwar aufzeigen, und auch vergleichen, in dem Sin-
ne, dass wir klar machen ko¨nnen, worauf sie ihre Akzente legen (so wie wir
das auch bisher getan haben) - aber wir ko¨nnen, wie Quine es formuliert, keine
Mengenlehre “in offensichtlicher Weise als Standardsystem auszeichnen”, denn
dazu bra¨uchten wir ‘absolute’ Vergleichskriterien.
Diese Haltung scheint in Ermangelung eindeutiger Vergleichskriterien tatsa¨chlich
die vernu¨nftigste zu sein und man sollte mißtrauisch gegenu¨ber Quines Optimis-
mus sein, wonach “die Forschung vielleicht doch eines Tages eine Mengenlehre
entwickelt, die ganz klar die beste ist”.114
Man sollte intuitive Mengenbegriffe normativ verstehen in einem a¨hnlichen
Sinne, wie Shapiro den Begriff der ‘Berechenbarkeit’ normativ verstanden wissen
will.115 Jeder intuitive Mengenbegriff schafft sich in gewisser Weise ‘seine eigene
Realita¨t’.
Verschiedene Mengenbegriffe, wie der iterative oder der modifizierte logische,
wie wir sie besprochen haben, machen Angebote, was man unter einer Menge
verstehen sollte - und verschiedene Formalisierungen dieser verschiedenen Men-
genbegriffe machen wiederum Angebote, wie man diese Mengenbegriffe ada¨quat
und fruchtbar fixieren sollte - die Formalisierungen selbst laufen dann, so wie es
in der Mathematik sein muss - wie eine Maschine - unabha¨ngig von den davor
‘hineingesteckten’ Intuitionen. Falls sich ungewollte Konsequenzen (oder sogar
Widerspru¨che) aus den Axiomen ergeben, so kann das verschiedene Ursachen
haben. Es ko¨nnte bei der Fixierung (beim U¨bergang vom intuitiven zum for-
114Vgl. Quine [1973] Vorwort S. VII
115Shapiro [2005]
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malisierten Begriff) etwas schief gelaufen sein, oder die Intuitionen selbst waren
unzureichend, zu undeutlich oder schlicht falsch (auch diese Mo¨glichkeit muss
natu¨rlich gegeben sein). Das kann Korrekturen auf der intuitiven oder der for-
malen Seite mit sich ziehen. Das u¨bliche mathematische Prozedere kommt in
Gange: Vorschla¨ge zur Berichtigung werden gemacht - manche werden akzep-
tiert, manche werden verworfen usw. kurz: es werden neue ‘Angebote’ gemacht,
wie man Begriffe verstehen sollte.
Diese ‘relativistische’ Sichtweise hat den Vorteil, dass wir nicht auf einen
‘platonistischen’ Mengenbegriff Bezug nehmen mu¨ssen, an dem sich jede Men-
genlehre messen mu¨sste; sie entbindet uns von der Bu¨rde, ‘endgu¨ltig’ entschei-
den zu mu¨ssen, welche Sa¨tze u¨ber Mengen ‘wahr’ und welche ‘falsch’ sind - sie
hindert uns aber auch nicht daran, uns in einer ‘informellen’ Weise Gedanken
u¨ber die Wahrheit eines Satzes fu¨r einen bestimmten Begriff (in einem intuitiven
Modell) zu machen.116
Sie kann uns nicht daran hindern einen bestimmten Mengenbegriff fu¨r ‘ein-
sichtiger’ als einen anderen zu halten - sie kann uns aber vor allem nicht dazu
zwingen, einen bestimmten Begriff der Menge und eine bestimmte dazugeho¨rige
Formalisierung fu¨r den/die ‘richtige(n)’ zu halten.
116Die Suche nach intuitiv einsichtigen Axiomen, die die Kontinuumshypothese fu¨r ZFC




Von Beginn an ist dasjenige Gebiet der mathematischen Grundlagenforschung,
das man ‘Mengenlehre’ nennt, heiß umfehdet – und zwar nicht bloß in ‘mathe-
matischer’, sondern auch in philosophischer Hinsicht.
Formal ist eine (axiomatische) Mengenlehre eine mathematische Theorie wie
jede andere, gleichgestellt der Gruppentheorie, der Peano-Arithmetik erster Stu-
fe oder der Theorie der partiellen Ordnungen. De facto ist sie primus inter pares,
weil es mo¨glich ist alle anderen mathematischen Theorien innderhalb der Men-
genlehre zu ‘verhandeln’.
Unmengen an verschiedenen Systemen der axiomatischen Mengenlehre gibt
es mittlerweile, beinahe jeder große Logiker des zwanzigsten Jahrhunderts hat
ein eigenes. Einige unterscheiden sich nur graduell, andere entstammen grund-
verschiedenen Denktraditionen – und dennoch beanspruchen alle, den Begriff
der ‘Menge’ angemessen zu formalisieren.
Zwei solche Systeme (NFU als Repra¨sentant einer eher ‘logisch’ orientierten
Denktradition und ZFC als Repra¨sentant einer genuin ‘mathematischen’ Tradi-
tion) sollen in dieser Arbeit gegenu¨bergestellt werden. Dabei ist ein erstes Ziel,
herauszustellen, welche Sa¨tze in dem einen System beweisbar sind, nicht jedoch
im anderen (und umgekehrt). Vor allem in der transfiniten Arithmetik wird sich
zeigen, dass die Unterschiede vielfa¨ltig sind.
Das zweite (und vorrangige) Ziel besteht darin, aufzuzeigen, welche konkur-
rierenden Intuitionen zum Begriff ‘Menge’ die beiden Systeme motivieren, und
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