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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ modern´ımi technologiemi graficke´ho hardware a jeho
vyuzˇit´ım pro obecne´ vy´pocˇty. Soustrˇed´ı se prˇedevsˇ´ım na architekturu unifikovany´ch proce-
sor˚u a implementaci algoritmu˚ pomoc´ı programove´ho rozhran´ı CUDA. Za´kladem je zvolit
vhodny´ algoritmus demonstruj´ıc´ı vy´kon GPU. C´ılem te´to pra´ce je implementace multiplat-
formn´ı knihovny, ktera´ poskytne vektorizaci diskre´tn´ıch volumetricky´ch dat. Pro tento pro-
ces byl zvolen algoritmus Marching cubes, hledaj´ıc´ı povrch nasn´ımane´ho objektu. V kni-
hovneˇ bude obsazˇena jak cˇa´st pro zpracova´n´ı na graficke´m zarˇ´ızen´ı, tak na CPU. Na za´veˇr
obeˇ varianty porovna´me a vyja´drˇ´ıme se k vy´hoda´m cˇi nevy´hoda´m teˇchto prˇ´ıstup˚u.
Kl´ıcˇova´ slova
technologie graficke´ho hardware, obecne´ vy´pocˇty na graficke´ vy´pocˇetn´ı jednotce, GPGPU,
CUDA, volumetricka´ data, Marching cubes
Abstract
This master thesis deals with modern technologies in graphic hardware and using their for
general purpose computing. It is primary focused on architecture of unified processors and
algorithm implementation via CUDA programming interface. Thesis base is to choose suited
algorithm for GPU horsepower demonstration. Main aim of this work is implementation
of multiplatform library offering algorithms for discrete volumetric data vectorization. For
this purpose was chosen algorithm Marching cubes that is able to find surface of processed
object. In created library will be contained algorithm runnable on graphic device and also
one runnable on CPU. Finally we compare both variants and discuss their pros and cons.
Keywords
technology of graphics hardware, general purpose computing on graphics processing units,
GPGPU, CUDA, volumetric data, Marching cubes
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Komplexn´ı soustavu hardwarovy´ch komponent, nazvanou pocˇ´ıtacˇ, sestrojil cˇloveˇk za u´cˇelem
zjednodusˇit a urychlit vy´pocˇetn´ı algoritmy pouzˇ´ıvane´ ve skutecˇne´m sveˇteˇ. Jizˇ skoro za-
pomenute´ jsou doby, kdy pocˇ´ıtacˇ zabral celou mı´stnost ve vy´zkumny´ch centrech. S po-
stupuj´ıc´ım cˇasem se pocˇ´ıtacˇe vyvinuly do podoby velice efektivn´ıho a kazˇdodenn´ıho po-
mocn´ıka, bez ohledu na obor cˇi u´cˇel. Tento vy´voj ma´ za na´sledek neusta´le´ rozp´ına´n´ı pro-
storu pouzˇitelnosti. Jelikozˇ se pocˇ´ıtacˇe sta´vaj´ı sta´le vy´konneˇjˇs´ı, paradoxneˇ se take´ zvysˇuj´ı
na´roky cˇloveˇka.
Prakticky jizˇ od pocˇa´tku byly pocˇ´ıtacˇe vyuzˇ´ıva´ny hlavneˇ na r˚uzne´ komplikovane´ mate-
maticke´ cˇi veˇdecke´ proble´my, simulace a spousty dalˇs´ıch u´kol˚u, ktere´ denneˇ zameˇstna´vaj´ı
jejich vy´pocˇetn´ı cˇas. Je zrˇejme´, zˇe zkra´cen´ı vy´pocˇetn´ıho cˇasu bylo vzˇdy hlavn´ı motivac´ı
pro pokracˇuj´ıc´ı vy´voj. Po dlouhou dobu bylo jedinou mozˇnost´ı, jak zpracova´vat obecne´
vy´pocˇty, vyuzˇ´ıt sluzˇeb CPU (z angl. Central Processing Unit) nebo specializovany´ch elek-
tronicky´ch obvod˚u. Ovsˇem trh si zˇa´da´ vysoke´ vy´kony i od ostatn´ıch hardwarovy´ch kompo-
nent. V pr˚ubeˇhu neˇkolika posledn´ıch let se jednou z nejprogresivneˇjˇs´ıch komponent staly
graficke´ karty, na cˇemzˇ ma´ sv˚uj pod´ıl hlavneˇ tlak soucˇasne´ho hern´ıho pr˚umyslu. S prˇ´ıchodem
programovatelny´ch cˇi unifikovany´ch procesor˚u, tvorˇ´ıc´ıch architekturu dnesˇn´ıch graficky´ch
procesorovy´ch jednotek (zkr. GPU), byla mysˇlenka vyuzˇit´ı GPU pro obecne´ a na´rocˇne´
vy´pocˇty prˇenesena z pap´ırovy´ch na´vrh˚u do reality.
V te´to pra´ci jsme se zaby´vali aplikac´ı vybrane´ho ”problematicke´ho“ algoritmu na gra-
ficke´ zarˇ´ızen´ı, k cˇemuzˇ jsme vyuzˇili programove´ rozhran´ı CUDA. CUDA poskytuje pro-
gramove´ prostrˇedky, d´ıky nimzˇ se vy´voj aplikac´ı vyuzˇ´ıvaj´ıc´ı GPU v´ıce sjednotil s kla-
sicky´mi programovy´mi zvyky a postupy. C´ılovy´m algoritmem se stal Marching cubes, ktery´
umozˇnˇuje vektorizaci diskre´tn´ıch volumetricky´ch dat do podoby polygona´ln´ıch s´ıt´ı. Al-
goritmus tvorˇ´ı za´klad na´mi vyv´ıjene´ multiplatformn´ı knihovny, ktera´ prˇedstavuje vy´stup
prakticke´ cˇa´sti te´to pra´ce.
1.1 Rozvrzˇen´ı textu
V kapitole 2 je hloubeˇji popsa´na problematika GPGPU a s n´ı spojene´ technologie ze sveˇta
grafiky. Soucˇasneˇ si osvoj´ıme teoreticky´ za´klad programove´ho modelu rozhran´ı CUDA a cha-
rakteristicky´ch vlastnost´ı podporovany´ch graficky´ch zarˇ´ızen´ı.
Kapitola 3 poskytuje cˇtena´rˇi za´sadn´ı informace spojene´ s volumetricky´mi daty, ktere´
jsou dome´nou modern´ı medic´ıny. Jsou zde vyjmenova´ny pouzˇ´ıvane´ metody umozˇnˇuj´ıc´ı vi-
zualizaci teˇchto dat uzˇivateli.
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Dalˇs´ı kapitoly se jizˇ zaby´vaj´ı praktickou cˇa´st´ı nasˇ´ı pra´ce. Od fa´ze na´vrhu, kde prˇiblizˇ´ıme
princip Marching cubes a rozhran´ı vyv´ıjene´ knihovny, se dosta´va´me k prakticke´ realizaci,
ktera´ objasnˇuje rozd´ılne´ kroky, jezˇ bylo nutne´ prove´st ve varianta´ch pro CPU a GPU.
Za´veˇrem mu˚zˇe cˇtena´rˇ shle´dnout dosazˇene´ vy´sledky te´to pra´ce a porovnat tak, zda na´m





V te´to kapitole se budeme podrobneˇji seznamovat s technologiemi graficky´ch karet, ktere´
jsou vy´znamne´ vzhledem k te´matu obecny´ch vy´pocˇt˚u na GPU.
2.1 Historie
Vy´voj graficky´ch procesor˚u mu˚zˇeme rozdeˇlit do neˇkolika postupny´ch fa´z´ı [8]:
1. generace (1999) – graficke´ adapte´ry poskytovaly rasterizaci troju´heln´ık˚u, geometricke´
transformace ovsˇem musel sta´le prova´deˇt procesor.
• Graficke´ karty: NVidia GeForce 256, ATI Radeon 7500
• Graficke´ knihovny: DirectX 6, OpenGL 1.1
2. generace (2000) – na GPU prˇibyla specializovana´ jednotka pro geometricke´ transfor-
mace a vy´pocˇet osveˇtlen´ı (T&L unit), uzˇivatel mohl ovlivnˇovat nastaven´ı renderingu
pomoc´ı rozsa´hlejˇs´ı konfigurace.
• Graficke´ karty: NVidia GeForce 256, ATI Radeon 7500
• Graficke´ knihovny: DirectX 7, OpenGL 1.2
3. generace (2001) – GPU umozˇnˇovaly programa´torsky´ za´sah do vykreslovac´ıho rˇeteˇzce,
objevily se prvn´ı tzv. shader modely (verze 1.1), ktere´ ovsˇem byly funkcˇneˇ i velikostneˇ
znacˇneˇ omezene´
• Graficke´ karty: NVidia GeForce 3 a 4, ATI Radeon 8500
• Graficke´ knihovny: DirectX 8.0/8.1, OpenGL 1.4
4. generace (2003) – tato generace poprve´ vyuzˇ´ıvala plneˇ programovatelny´ch jedno-
tek pro zpracova´n´ı vrchol˚u a pixel˚u (vertex a pixel shadery) a teprve tehdy vznikla
mysˇlenka vyuzˇit´ı GPU i pro obecne´ vy´pocˇty.
• Graficke´ karty: NVidia GeForce FX, ATI Radeon 9700
• Graficke´ knihovny: DirectX 9.0, OpenGL 1.5/2.0
5. generace (2006) – nejnoveˇjˇs´ı generace graficky´ch karet, prˇiˇsla s u´plneˇ novou architek-
turou unifikovany´ch procesor˚u. Vy´robci za´rovenˇ dali programa´tor˚um do rukou silnou
zbranˇ v podobeˇ API pro obecne´ vyuzˇit´ı GPU.
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• Graficke´ karty: NVidia GeForce 8, ATI R600
• Graficke´ knihovny: DirectX 10, OpenGL 2.1 (3.0)
Obra´zek 2.1: Porovna´n´ı vy´konu [5]
2.2 GPGPU
GPGPU (z angl. General-purpose computing on Graphics Processing Units) je modern´ı
trend vyuzˇ´ıvaj´ıc´ı GPU pro obecne´ ”negraficke´“ vy´pocˇetn´ı operace namı´sto CPU (Central
processing unit). Na obra´zku 2.1 si nelze nevsˇimnout, jak modern´ı graficke´ karty mohutneˇ
prˇekona´vaj´ı vy´kon procesor˚u. Je ale trˇeba vz´ıt na veˇdomı´, zˇe porovna´vac´ım meˇrˇ´ıtkem jsou
operace s desetinny´mi cˇ´ısly. Procesory graficky´ch karet jsou pro pra´ci s desetinny´mi cˇ´ısly
prˇ´ımo konstruova´ny a optimalizova´ny, cozˇ je nutne´ z d˚uvodu prˇesnosti hodnot (sourˇadnic
vrchol˚u, vektor˚u) potrˇebne´ prˇi renderova´n´ı sce´n.
2.2.1 Prˇehled
V te´to cˇa´sti si prˇibl´ızˇ´ıme zp˚usob vyuzˇit´ı programovatelny´ch cˇa´st´ı vykreslovac´ıho rˇeteˇzce
v GPGPU.
Beˇhem roku 2001 (viz 3) dosˇlo k male´ revoluci na poli graficky´ch technologi´ı, po ktere´
jizˇ neˇjakou dobu volali sami vy´voja´rˇi graficky´ch aplikac´ı. Do te´to doby byl pr˚ubeˇh vykres-
lovac´ıho rˇeteˇzce GPU da´n architekturou a implementac´ı zabudovany´ch funkc´ı, analogicky
pojmenovany´ jako vykreslovac´ı rˇeteˇzec pevneˇ dany´ch funkc´ı (z angl. fixed function pipe-
line). Vy´voja´rˇ tak nemeˇl mozˇnost zasahovat cˇi meˇnit jakoukoliv cˇa´st pipeline (viz obra´zek
2.2), r˚uzne´ efekty (naprˇ. vrzˇeny´ch st´ın˚u apod.) musely by´t prˇedpocˇ´ıta´ny na CPU. Zmı´neˇnou
revoluc´ı je mysˇleno zprˇ´ıstupneˇn´ı cˇa´st´ı pipeline tak, aby vy´voja´rˇ mohl ovlivnit jej´ı funkcˇn´ı lo-
giku. Konkre´tneˇ se jedna´ o cˇa´st zpracova´vaj´ıc´ı vstupn´ı vrcholy primitiv, tzv. vertex shadery ,
a cˇa´sti pracuj´ıc´ı s jednotlivy´mi fragmenty vy´sledne´ho obrazu, tzv. pixel shadery (neˇkdy se
take´ pouzˇ´ıva´ vy´raz fragment shader). Naprˇ. vertex shader nebyl nicˇ´ım jiny´m, nezˇ do te´
doby vyuzˇ´ıvanou jednotkou pro vy´pocˇet transformace geometrie a osveˇtlen´ı (angl. Trans-
form and Lighting Unit) [8].
Shadery nahrazovaly pevneˇ danou funkcionalitu graficke´ho rˇeteˇzce programovatelnou
logikou definovanou vy´voja´rˇem. Nove´ mozˇnosti programovatelny´ch procesor˚u okamzˇiteˇ zau-
jaly vy´sadn´ı postaven´ı v hern´ım pr˚umyslu, kde vzhled sce´ny a celkovy´ dojem ze hry poskocˇil
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o neˇkolik krok˚u bl´ızˇe k realiteˇ. Je vsˇak trˇeba zd˚uraznit, zˇe prvn´ı verze shader modelu byly
velice omezene´, instrukcˇn´ı sada cˇ´ıtala jen neˇkolik ma´lo instrukc´ı a limitova´n byl i pocˇet
instrukc´ı ve zdrojove´m ko´du shader programu˚ (to platilo prˇedevsˇ´ım pro pixel shadery),
ovsˇem s kazˇdou vysˇsˇ´ı verz´ı se urcˇita´ omezen´ı postupneˇ odstranˇovala (viz [8]).
Na hardwarove´ u´rovni lze povazˇovat vertex i pixel procesory za neza´visle´ vy´pocˇetn´ı jed-
notky. Kazˇda´ ma´ svoji instrukcˇn´ı sadu (s postupny´m vy´vojem se cˇ´ım da´l v´ıce sjednocuj´ı),
maj´ı prˇ´ıstup (prˇ´ımy´, neprˇ´ımy´) do urcˇity´ch cˇa´st´ı pameˇti, ze ktere´ mohou cˇ´ıst i do n´ı zapi-
sovat. Funkce, ktera´ zastupuje postup zpracova´n´ı v shaderu, nazy´va´me tzv. kernel (z angl.
ja´dro). Jelikozˇ ma´me mozˇnost cˇ´ıst data z pameˇti, prove´st s nimi urcˇite´ operace a vy´sledky
zapisovat zpeˇt do pameˇti, zacˇalo cˇ´ım da´l v´ıce vy´voja´rˇ˚u vyuzˇ´ıvat GPU pro obecne´ vy´pocˇetn´ı
operace. Tak vznikl novy´ smeˇr vyuzˇit´ı schopnost´ı GPU, ktere´ se mohli pysˇnit propraco-
vany´m syste´mem paraleln´ıho zpracova´n´ı a rychle´ho prˇ´ıstupu do loka´ln´ı pameˇti. Techniky
pro ”negraficke´“ vy´pocˇty ovsˇem byly veˇtsˇinou dost krkolomne´, pra´veˇ kv˚uli architekturˇe
pipeline urcˇene´ k renderova´n´ı graficke´ho vy´stupu [8]. V kapitole 2.4 o nejnoveˇjˇs´ı rˇadeˇ gra-
ficky´ch karet GeForce 8 spolecˇnosti NVidia nast´ın´ıme, jaky´ ma´ prˇ´ıchod modern´ıch GPU
vliv na vnitrˇn´ı architekturu GPU a jej´ı zvy´hodneˇn´ı prˇi pouzˇit´ı pro obecne´ vy´pocˇty.
Obra´zek 2.2: Klasicka´ OpenGL vykreslovac´ı pipeline
Kra´tce zmı´n´ıme i programovac´ı jazyky urcˇene´ k implementaci shader˚u. Jak je uvedeno
vy´sˇe, prvn´ı shader modely meˇly velmi male´ mnozˇstv´ı instrukc´ı. Ko´d shaderu se psal pouze
v jazyce assembler, chybeˇla podpora specializovany´ch programovac´ıch jazyk˚u vysˇsˇ´ı u´rovneˇ.
Vy´voj programovatelny´ch jednotek GPU znamenal velky´ u´speˇch na poli pocˇ´ıtacˇove´ grafiky
a tak, jak jizˇ bylo uvedeno, noveˇjˇs´ı verze shader model˚u na sebe nenechaly dlouho cˇekat.
S novou modelovou verz´ı se vzˇdy jednalo o rozsˇ´ıˇren´ı instrukcˇn´ıch sad procesor˚u a t´ım take´
rostla nutnost vytvorˇen´ı vysˇsˇ´ıch programovac´ı jazyk˚u urcˇeny´ch pro psan´ı shader˚u, ktere´
by usnadnily jejich tvorbu. Spolecˇnost Microsoft a vy´robce graficky´ch karet NVidia proto
zacˇaly spolupracovat na vy´voji jazyka, ktery´ je ve sve´ podstateˇ velice bl´ızky´ jazyku C.
Microsoft jej vydal pod na´zvem HLSL (zkr. High Level Shader Language) jako nativn´ı pro-
gramovac´ı jazyk shader˚u pro sv˚uj DirectX, NVidia jazyk s drobny´mi u´pravami vydala pod
oznacˇen´ım Cg (zkr. C for graphics). Dı´ky prˇedchoz´ı spolupra´ci je tak HLSL z v´ıce nezˇ 90 %
shodny´ s Cg od firmy NVidia. Cg vsˇak nen´ı va´zany´ na zˇa´dnou grafickou knihovnu a lze
jej tedy pouzˇ´ıt jak v OpenGL tak v DirectX, cozˇ mu˚zˇe by´t v urcˇity´ch situac´ıch vy´hodne´.
Take´ ARB (zkr. Architecture Review Board), ktera´ spravuje specifikace graficke´ knihovny
OpenGL, vydala sv˚uj jazyk vysˇsˇ´ı u´rovneˇ pojmenovany´ jako GLSL (zkr. OpenGL Shading
Language), ktery´ prˇekvapil neˇktery´mi svy´mi inovativn´ımi prvky. Naprˇ. mozˇnost´ı pouzˇ´ıt
celocˇ´ıselny´ datovy´ typ, ktery´ prˇed prˇ´ıchodem DirectX 10 nebyl na GPU skutecˇneˇ imple-
mentova´n. Zmı´neˇny´ pojem DirectX 10 pak prˇinesl do pocˇ´ıtacˇove´ grafiky dalˇs´ı a za´rovenˇ
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nemaly´ posun kuprˇedu. I z toho d˚uvodu se j´ım budeme zaby´vat v na´sleduj´ıc´ı kapitole.
Prˇ´ıklady oblast´ı, kde se GPGPU vyuzˇ´ıva´ [10]:
• pocˇ´ıtacˇove´ clustery jako naprˇ. HPC (superpocˇ´ıtacˇe) nebo Grid (distribuovane´ vy´pocˇty)
• simulace v oblasti fyziky (dynamika kapalin, simulace pohybu sˇat˚u, atd.)
• zobrazova´n´ı objemovy´ch dat
• rychla´ Fourierova transformace
• mapova´n´ı a zobrazen´ı zvuku
• zpracova´n´ı audio signa´lu (digita´ln´ı, analogovy´)
• segmentace 2D a 3D obrazu
• zpracova´n´ı videa (hardwarova´ akcelerace ko´dova´n´ı a deko´dova´n´ı)
• raytracing
• globa´ln´ı osveˇtlen´ı (radiozita, photon mapping)
• detekce koliz´ı a pocˇ´ıta´n´ı geometrie
• veˇdecke´ vy´pocˇty (prˇedpoveˇd’ pocˇas´ı, vy´zkum klimatu a oteplova´n´ı, molekula´rn´ı mo-




• databa´ze (rˇazen´ı a vyhleda´va´n´ı)
• kryptografie
2.3 DirectX 10
Vy´voj rozhran´ı DirectX 10 (da´le DX10) zacˇal prˇiblizˇneˇ v roce 2002 (jedna´ se o uzavrˇeny´
syste´m, tak to nelze rˇ´ıci prˇesneˇji) a u jeho vzniku sta´ly vedle spolecˇnosti Microsoft take´
prˇedn´ı firmy zaby´vaj´ıc´ı se vy´vojem graficky´ch cˇip˚u (NVIDIA, ATI, Intel). Du˚lezˇitou roli
v procesu vzniku hra´li take´ vy´voja´rˇi 3D aplikac´ı (te´meˇrˇ vy´hradneˇ pocˇ´ıtacˇovy´ch her), jejichzˇ
cˇaste´ pozˇadavky na chybeˇj´ıc´ı funkcionalitu modern´ıho graficke´ho HW tvorˇ´ı podstatnou cˇa´st




C´ılem vy´voje nove´ho Direct3D API by´valo v prˇedchoz´ıch verz´ıch zprˇ´ıstupneˇn´ı nove´ funkcio-
nality nejmoderneˇjˇs´ıch GPU na trhu. V prˇ´ıpadeˇ Direct3D 10 byly prˇi na´vrhu bra´ny v potaz
take´ dalˇs´ı faktory:
• jednotne´ API z hlediska pouzˇ´ıva´n´ı – zde hra´ly vy´znamnou roli hern´ı konzole, kde
existuje unifikovany´ hardware naprˇ´ıcˇ vsˇemi uzˇivateli
• zlepsˇen´ı komunikace HW a SW – pozˇadavek vycha´zel prˇedevsˇ´ım od vy´robc˚u GPU
a autor˚u syste´movy´ch ovladacˇ˚u
• nova´ funkcionalita – pozˇadavek od vy´voja´rˇ˚u her, kterˇ´ı jizˇ le´ta volali po schopnostech
GPU, ktere´ dosud nebyly k dispozici
• vyuzˇit´ı hrube´ho vy´pocˇetn´ıho vy´konu GPU – aktua´ln´ı rychly´ vy´voj GPU byl motivac´ı
k na´vrhu nove´ho 3D API jako obecneˇjˇs´ıho na´stroje pro pra´ci s graficky´m hardwarem
2.3.2 Architektura
Rozhran´ı DX10 nedefinuje pouze prˇ´ıstup k funkcionaliteˇ GPU, ale take´ definuje prˇ´ıstup
k operacˇn´ımu syste´mu (resp. prostrˇed´ı), na ktere´m beˇzˇ´ı. Nove´ DX10 je mnohem v´ıce sva´zane´
se syste´mem a vzhledem ke specificky´m pozˇadavk˚um vyzˇaduje OS typu MS Windows Vista
(nebo pozdeˇjˇs´ı). Nutnost pouzˇit´ı tohoto syste´mu vyply´va´ prˇedevsˇ´ım z tzv. virtualizace
pameˇti na GPU pra´veˇ skrze operacˇn´ı syste´m, ktery´ umı´ spravovat pameˇt’ nejen typu RAM,
ale take´ pameˇt’ spravovanou GPU a jeho ovladacˇi. Ta by´va´ obecneˇ rozdeˇlena na pameˇt’
loka´ln´ı (umı´steˇna´ prˇ´ımo na graficke´ karteˇ) a neloka´ln´ı (jedna´ se o cˇa´st pameˇti RAM adre-
sovatelnou pomoc´ı GPU).
Z hlediska architektury dosˇlo v DX10 oproti klasicke´mu OpenGL vykreslovac´ımu rˇeteˇzci
k neˇkolika vy´znamny´m zmeˇna´m. Tou nejd˚ulezˇiteˇjˇs´ı je prˇedevsˇ´ım tzv. Geometry Shader
(GS), k neˇmu prˇipojeny´ Stream Output (SO) a da´le propojen´ı programovatelny´ch jednotek
s virtualizovanou pameˇt´ı bez nutnosti pouzˇ´ıvat pro nacˇ´ıtan´ı dat texturovac´ı jednotky. T´ım
je umozˇneˇno nacˇ´ıtat do programovatelny´ch jednotek data te´meˇrˇ libovolne´ho typu. Dalˇs´ı
vy´znamne´ zmeˇny jsou naprˇ.:
• odstraneˇn´ı fixn´ıho rˇeteˇzce – v DX10 je vsˇechna tato cˇinnost ponecha´na na pro-
grama´torovi, ktery´ ji definuje v shaderech.
• odstraneˇny bity schopnost´ı (CAPabilitieS bity) – pokud chce dane´ GPU splnˇovat
specifikaci DX10, pak mus´ı splnˇovat vsˇechny parametry.
• nemeˇnne´ stavove´ objekty – DX10 definuje snadne´ nastaven´ı cele´ graficke´ pipeline
pomoc´ı pouhy´ch peˇti stavovy´ch objekt˚u. Kazˇdy´ z nich obsahuje r˚uzna´ nastaven´ı pro
neˇkterou cˇa´st graficke´ pipeline.
• Shader Model 4.0 a HLSL 4.0 prˇ´ımo v DX10 – drˇ´ıveˇjˇs´ı verze DirectX obsahovaly jazyk
HLSL pouze v pomocne´ knihovneˇ D3DX. Ve verzi DX10 je HLSL prˇ´ımo zabudova´no.
Obsahuje plnou podporu pro Shader Model 4.0 vcˇetneˇ unifikace shader programu˚
(tj. podpory vsˇech instrukc´ı v libovolne´m typu programovatelne´ jednotky) a podpory
geometry shaderu.
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Obra´zek 2.3: Direct3D 10 pipeline
2.3.3 Vykreslovac´ı rˇeteˇzec
Pipeline tvorˇ´ı uzavrˇeny´ tok dat proud´ıc´ıch prˇes virtualizovanou pameˇt’, cozˇ je hlavn´ı rozd´ıl
oproti prˇedchoz´ım verz´ım D3D. Na obra´zku 2.3 jsou zna´zorneˇny programovatelne´ jednotky
a take´ jednotky, ktere´ lze nastavit pomoc´ı stavovy´ch objekt˚u.
Jednotlive´ cˇa´sti:
• Input Assembler – jedna´ se o vstupn´ı cˇa´st cele´ho rˇeteˇzce. Hlavn´ım u´kolem te´to cˇa´sti
je vytva´rˇet z pameˇt’ovy´ch buffer˚u vertexy a pos´ılat je do rˇeteˇzce.
• Vertex Shader – aplikuje zadany´ shader program na vsˇechny vstupn´ı vertexy. Ma´
prˇ´ımy´ nebo neprˇ´ımy´ (prˇes textury) prˇ´ıstup do virtualizovane´ pameˇti, cozˇ umozˇnˇuje
te´meˇrˇ libovolnou pra´ci s daty.
• Geometry Shader – u´kolem je zpracova´vat cele´ geometricke´ u´tvary (troju´heln´ıky,
u´secˇky, body) slozˇene´ z vertex˚u jizˇ transformovany´ch prˇedchoz´ım vertex shaderem.
Jednotka obdrzˇ´ı geometricky´ u´tvar vzˇdy jako pole vertex˚u a mu˚zˇe tedy prova´deˇt
naprˇ. takove´ operace jako je vy´pocˇet norma´ly troju´heln´ıku nebo vy´pocˇet de´lky u´secˇky.
Stejneˇ tak je mozˇne´ prˇ´ıchoz´ı vertexy rusˇit nebo dokonce nove´ prˇida´vat.
• Stream Output – jediny´m u´kolem je za´pis dat prˇ´ımo do zadane´ho pameˇt’ove´ho buf-
feru(˚u). Pouzˇit´ım te´to jednotky mu˚zˇeme snadno zapsat zpracovana´ data do bufferu
a na´sledneˇ je znovu vlozˇit na vstup procesor˚u pro dalˇs´ı zpracova´n´ı.
• Rasteriza´tor – v DX10 te´meˇrˇ identicky´ s beˇzˇny´m rasteriza´torem prˇedchoz´ıho D3D
(tedy prˇeva´d´ı primitiva na posloupnost pixel˚u). Dalˇs´ı d˚ulezˇitou novinkou rasteriza´toru
je mozˇnost jeho u´plne´ho vypnut´ı. V takove´m prˇ´ıpadeˇ je cely´ zbytek graficke´ pipe-
line deaktivova´n, cozˇ na HW s unifikovany´mi shadery (ktery´ se dnes pouzˇ´ıva´) zna-
mena´, zˇe vsˇechen vy´pocˇetn´ı vy´kon mu˚zˇe by´t soustrˇedeˇn na prˇedchoz´ı cˇa´sti pipeline
(IA,VS,GS,SO). Tohoto chova´n´ı se vyuzˇ´ıva´ prˇedevsˇ´ım prˇi pouzˇit´ı GPU jako obecne´ho
vy´pocˇetn´ıho zarˇ´ızen´ı (GPGPU).
• Pixel Shader – jednotka, ktera´ doznala nejmensˇ´ıho pocˇtu zmeˇn oproti prˇedchoz´ı verzi
D3D. Aplikuje prˇ´ıslusˇny´ shaderovy´ program na prˇ´ıchoz´ı pixely.
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• Output Merger – jednotka nastavitelna´ pomoc´ı dvou stavovy´ch objekt˚u. Za´kladn´ım
u´kolem je pra´ce s pixely, prova´deˇn´ı per-pixel test˚u a jejich za´pis do vy´stupn´ıch buf-
fer˚u (render-target buffer). Mezi nejpouzˇ´ıvaneˇjˇs´ı testy patrˇ´ı test hloubky (depth test)
a stencil test.
Vı´ce informac´ı o te´to graficke´ knihovneˇ lze nale´zt v [4].
2.4 NVidia GeForce 8
Spolecˇnost NVidia v roce 2006 prˇiˇsla na trh s novou prˇevratnou se´ri´ı graficky´ch karet
– osmou rˇadou GeForce (prˇesneˇji s cˇipem G80). Azˇ do te´to doby zpracova´valy vsˇechny
GPU osobn´ıch pocˇ´ıtacˇ˚u data v´ıceme´neˇ shodny´m zp˚usobem – ”sekvencˇneˇ“, tedy seriovy´m
spojen´ım neˇkolika cˇa´st´ı graficke´ pipeline. I prˇes skutecˇnost, zˇe programovatelne´ shadery daly
vy´voja´rˇ˚um velkou volnost a nove´ mozˇnosti (zmı´neˇno v kapitole 2.2), sta´le platila specifikace
pevny´ch krok˚u vykreslovac´ıho rˇeteˇzce. HW implementace p˚uvodn´ı pipeline (viz obra´zek
2.2) obsahuj´ıc´ı programovatelne´ jednotky (vertex a pixel shadery) prˇedchoz´ıch generac´ı
graficky´ch karet byla nahrazena flexibilneˇjˇs´ı architekturou (viz blokove´ sche´ma GeForce 8
2.3) poskla´danou vy´hradneˇ z tzv. unifikovany´ch stream procesor˚u [8].
2.4.1 Architektura
Obra´zek 2.4: Blokove´ sche´ma GeForce 8800 [8]
Z hlediska vy´voje cˇipu GPU je zcela jisteˇ jednodusˇsˇ´ı mı´t v´ıce typ˚u specializovany´ch pro-
cesor˚u nezˇ jeden komplexn´ı procesor. Nicme´neˇ z pohledu vy´konu architektury je vy´hodneˇjˇs´ı
vytvorˇit procesory v GPU jako komplexn´ı jednotky, ktere´ jsou schopny prova´deˇt libovolne´
operace, cozˇ umozˇnˇuje maximalizovat vyt´ızˇen´ı cele´ho GPU dynamicky´m prˇideˇlova´n´ım jed-
notlivy´ch vy´pocˇetn´ıch jednotek v GPU tam, kde je pra´veˇ potrˇeba. To byl pra´veˇ proble´m
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prˇedchoz´ı generace graficky´ch cˇip˚u, kdy neˇktere´ cˇa´sti GPU byly prˇet´ızˇene´ a jine´ naopak
ma´lo vyuzˇ´ıvane´. Graficke´ karty obsahovaly pevneˇ dany´ pocˇet vertex procesor˚u a pixel pro-
cesor˚u, tedy pokud se naprˇ. zpracova´valy vrcholy ve vertex procesoru, schopnost´ı pixel
procesor˚u se k urychlen´ı vy´konu v dany´ moment nevyuzˇilo, zapojily se do vy´pocˇtu azˇ na neˇ
v pipeline prˇiˇsla rˇada. Naopak unifikovane´ stream procesory poskytuj´ı sv˚uj vy´pocˇetn´ı vy´kon
kdekoliv je zrovna trˇeba, at’ uzˇ se jedna´ o vertex, pixel cˇi novy´ geometry shader nebo pro
obecne´ vy´pocˇty. Nav´ıc tyto modern´ı karty obsahuj´ı velice komplexn´ı vnitrˇn´ı rˇ´ızen´ı zdroj˚u
a prˇideˇlova´n´ı stream procesor˚u potrˇebny´m cˇa´stem pipeline. Naprˇ. pokud nastane situace,
zˇe pixel shader cˇeka´ na data z texturovac´ı jednotky a jeho beˇh je pozastaven, mohou by´t
mezit´ım prostrˇedky prˇideˇleny jine´ cˇa´sti, naprˇ. vertex shaderu [8].
Se sta´le veˇtsˇ´ı oblibou aplikace shader˚u na obecne´ vy´pocˇty, se zvysˇoval i pocˇet algoritmu˚,
ktere´ cˇasteˇji prova´deˇly operace se skala´rn´ımi hodnotami namı´sto vektorovy´ch. Dome´nou
stream procesor˚u v architekturˇe G80 je tedy pra´ce se skala´rn´ımi hodnotami, prˇicˇemzˇ vekto-
rove´ operace lze na paraleln´ı procesory jednodusˇe namapovat. Du˚vod, ktery´ vedl architekty
k tomuto kroku, bylo prˇedevsˇ´ım zmensˇen´ı komplexnosti jednotek, ovsˇem prˇi zachova´n´ı fle-
xibility a univerza´lnosti. Stream procesory pouzˇ´ıvaj´ı stejnou architekturu zpracova´n´ı jako
prˇedchoz´ı shadery – SIMD (z angl. Simple Instruction, Multiple Data), ktere´ doka´zˇ´ı v jed-
nom cyklu multiprocesoru vykonat jednu instrukci na neˇkolika procesorech obsahuj´ıc´ı r˚uzne´
data [8].
Vı´ce informac´ı o graficky´ch karta´ch rˇady GeForce 8xxx lze nale´zt v [6].
2.5 Technologie CUDA
S prˇ´ıchodem nove´ architektury hardware se na sce´neˇ objevila dalˇs´ı technologie, rˇekneˇme
z pohledu obecne´ho vyuzˇit´ı GPU doslova revolucˇn´ı a vy´voja´rˇi dlouho ocˇeka´vana´, ktera´
dostala na´zev CUDA (z angl. Computed Unified Device Architecture).
Jak jsme jizˇ uvedli v kapitole o GeForce 8 (2.4), prˇedchoz´ı graficke´ karty meˇly pevneˇ da-
nou vykreslovac´ı pipeline. Jedinou mozˇnost´ı, jak programa´torsky ovlivnit zp˚usob zpracova´n´ı
v takove´ pipeline, tedy jsou shadery, jejichzˇ pomoc´ı lze meˇnit pouze dveˇ cˇa´sti pipeline (ver-
tex a pixel shader). Programa´tor tedy musel zna´t graficke´ API, jehozˇ pomoc´ı mohl prˇena´sˇet
obecna´ data na GPU v podobeˇ dvou nebo trˇ´ıdimenziona´ln´ıch textur (nav´ıc omezeny da-
tovy´m typem). V teˇle shaderu jsme s daty vykonali pozˇadovanou operaci a vy´sledek se
”vykreslil“ do frame bufferu
1, ze ktere´ho se vy´sledna´ data mohla cˇ´ıst. Tato technika se
na´m mu˚zˇe zda´t nesmyslna´ v porovna´n´ı s technologi´ı CUDA, ktera´ svy´m vyda´n´ım zp˚usobila
jizˇ zmı´neˇnou revoluci ve vyuzˇit´ı modern´ıch graficky´ch karet. Je trˇeba uve´st, zˇe technologie
je dostupna´ pouze na modern´ıch produktech vy´robce NVidia [8]. Co se ty´cˇe hardwarove´
podpory, CUDA je dostupna´ na graficky´ch karta´ch rˇady GeForce 8, urcˇeny´ch vy´hradneˇ
pro hry, da´le v se´rii karet Quadro zameˇrˇeny´ch pro profesiona´ln´ı grafiku (CAD apod.)
a take´ ve vy´pocˇetn´ıch syste´mech Tesla, ktere´ se vyuzˇ´ıvaj´ı v oblasti na´rocˇny´ch specificky´ch
vy´pocˇetn´ıch u´loh (HPC 2).
V neˇkolika na´sleduj´ıc´ıch podkapitola´ch se s touto technologi´ı sezna´mı´me podrobneˇji
(cˇerpa´no z [5, 8]).




CUDA je zcela nova´ hardwarova´ a softwarova´ architektura pro obecne´ vy´pocˇty na GPU.
Vyuzˇ´ıva´ GPU jako obecny´ paraleln´ı vy´pocˇetn´ı prostrˇedek, ovsˇem s t´ım rozd´ılem, zˇe jizˇ nen´ı
trˇeba zna´t graficke´ API stejneˇ jako principy vykreslovac´ı pipeline. Kompletn´ı zastoupen´ı
te´to technologie v HW a SW je rozdeˇlena do neˇkolika vrstev. Podpora je jizˇ implemen-
tova´na v samotne´m hardwaru a take´ ve specializovany´ch ovladacˇ´ıch graficke´ karty, bez
ktery´ch nelze CUDA aplikaci i na podporovane´ graficke´ karteˇ spustit. Z pohledu vy´voja´rˇe
jsou vy´znamne´ runtime knihovny a na nejvysˇsˇ´ı u´rovni polozˇene´ knihovny API. Za´vislost
a umı´steˇn´ı v jednotlivy´ch vrstva´ch demostruje obra´zek 2.5.
Obra´zek 2.5: Vrstvy programove´ho vybaven´ı CUDA [5]
2.5.2 Programovac´ı model
Za´kladem programovac´ıho modelu architektury je cha´pa´n´ı GPU jako vy´pocˇetn´ıho zarˇ´ızen´ı
(device) schopne´ho paralelneˇ prova´deˇt velke´ mnozˇstv´ı vla´ken (threads). Vzhledem k hlavn´ı-
mu procesoru CPU, ktery´ je oznacˇova´n za hostitele (host) rˇ´ıd´ıc´ıho cely´ proces, pln´ı GPU
funkci koprocesoru. Posloupnost instrukc´ı, ktere´ chceme vykona´vat na graficke´m procesoru
a vyuzˇ´ıt tak v´ıcevla´knove´ho zpracova´n´ı, kompilujeme do podoby tzv. jader (kernels). Sku-
pina vla´ken, ktera´ je spousˇteˇna v ra´mci jednoho ja´dra, je rozdeˇlena do blok˚u (blocks). Bloky
nab´ız´ı mozˇnost sd´ılen´ı pameˇti (shared memory) mezi vla´kny, ktere´ dane´mu bloku patrˇ´ı, cozˇ
u shader˚u nebylo mozˇne´. Nav´ıc na´m tento zp˚usob organizace umozˇnˇuje efektivn´ı komuni-
kaci mezi vla´kny cˇi jejich synchronizaci v podobeˇ synchronizacˇn´ıch bod˚u uvedeny´ch v ko´du
ja´dra. Dokud vsˇechna vla´kna nedosa´hnou synchronizacˇn´ıho bodu, jsou ostatn´ı pozastavena.
Kazˇde´ vla´kno ma´ sv˚uj identifika´tor (thread ID), podle ktere´ho jej mu˚zˇeme jednoznacˇneˇ ad-
resovat. Jelikozˇ adresace mu˚zˇe by´t v r˚uzny´ch prˇ´ıpadech velice slozˇita´ a neprˇehledna´, lze
bloky specifikovat i jako dvou cˇi trˇ´ıdimenziona´ln´ı pole. Skutecˇny´ identifika´tor vla´kna se
pak vypocˇ´ıta´va´ z jednotlivy´ch slozˇek.
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V soucˇasnosti je blok limitova´n maxima´ln´ım pocˇtem vla´ken (512), ktere´ mu˚zˇe obsahovat.
Z toho d˚uvodu lze bloky (stejny´ch velikost´ı a dimenz´ı, a za´rovenˇ patrˇ´ıc´ı do jednoho ja´dra)
sdruzˇovat do mrˇ´ıˇzek (grid˚u). Avsˇak bloky, resp. vla´kna v bloc´ıch, mezi sebou nemohou
komunikovat, ani prova´deˇt synchronizaci. Stejneˇ jako v prˇ´ıpadeˇ vla´ken, adresova´n´ı blok˚u
prob´ıha´ take´ pomoc´ı jednoznacˇne´ho identifika´toru (block ID), ze stejne´ho d˚uvodu jako
v prˇ´ıpadeˇ blok˚u lze mrˇ´ızˇku specifikovat i jako dvoudimenziona´ln´ı. Kompletn´ı strukturu
popsanou v te´to cˇa´sti le´pe ilustruje obra´zek 2.6.
Obra´zek 2.6: Struktura programovac´ıho modelu [5]
2.5.3 HW implementace
Zarˇ´ızen´ı je implementova´no jako mnozˇina multiprocesor˚u a chova´ se jako paraleln´ı SIMD
zarˇ´ızen´ı (viz take´ v kapitole o GeForce 8 2.4). Kazˇdy´ multiprocesor obsahuje cˇtyrˇi typy
pameˇt´ı:
• na kazˇde´m procesoru je sada 32-bitovy´ch registr˚u,
• sd´ılena´ pameˇt’ pro vsˇechny procesory multiprocesoru,
• cache pro konstantn´ı pameˇt’ zarˇ´ızen´ı (pouze pro cˇten´ı),
• cache pro pameˇt’ textury (pouze pro cˇten´ı).
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Jeden nebo v´ıce blok˚u je namapova´no na jeden multiprocesor. Plat´ı i dalˇs´ı podmı´nka,
kdy jeden blok je vzˇdy zpracova´n na jednom multiprocesoru, cozˇ umozˇnˇuje sd´ılet pameˇt’ovy´
prostor implementovany´ na cˇipu a za´rovenˇ zajiˇst’uje rychlou a efektivn´ı komunikaci na
loka´ln´ı u´rovni.
2.5.4 Pameˇt’ovy´ model
V cˇa´sti programovac´ıho modelu jsme si uvedli jako nejnizˇsˇ´ı element vla´kno, proto je trˇeba
objasnit, jak mu˚zˇe vla´kno pracovat s pameˇt´ı. Vla´kno vykona´vane´ v ra´mci ja´dra ma´ prˇ´ıstup
pouze do loka´ln´ı pameˇti cˇipu nebo do videopameˇti GPU. V seznamu uvedeme vy´cˇet operac´ı,
ktere´ mu˚zˇe vla´kno prova´deˇt s pameˇt´ı:
• cˇten´ı/za´pis do registr˚u vla´kna,
• cˇten´ı/za´pis do loka´ln´ı pameˇti vla´kna,
• cˇten´ı/za´pis do sd´ılene´ pameˇti bloku,
• cˇten´ı/za´pis do globa´ln´ı pameˇti gridu,
• cˇten´ı z konstantn´ı pameˇti gridu,
• cˇten´ı z pameˇti textur gridu.
Za´rovenˇ je trˇeba zmı´nit, zˇe z (do) globa´ln´ı, konstantn´ı a texturove´ pameˇti mu˚zˇe hostitel
cˇ´ıst (zapisovat).
2.5.5 Aplikacˇn´ı programove´ rozhran´ı
Programove´ rozhran´ı CUDA poskytuje relativneˇ snadnou cestu programa´tor˚um, kterˇ´ı maj´ı
jiste´ zkusˇenosti s programovac´ım jazykem C. CUDA rozsˇiˇruje jazyk C o na´sleduj´ıc´ı kon-
strukce:
• funkcˇn´ı kvalifika´tory – rozliˇsuj´ı funkce, ktere´ jsou vykona´va´ny na hostiteli nebo zarˇ´ı-
zen´ı, nebo zda je lze volat z obou mı´st
• typove´ kvalifika´tory – specifikuj´ı umı´steˇn´ı promeˇnny´ch v konkre´tn´ı cˇa´sti pameˇti zarˇ´ı-
zen´ı
• direktivy – definuj´ı, jaky´m zp˚usobem se ja´dro na zarˇ´ızen´ı spust´ı
• cˇtyrˇi vestaveˇne´ promeˇnne´ – dimenze gridu a bloku, indexy blok˚u a vla´ken
Samotna´ runtime knihovna je rozdeˇlena do trˇ´ı cˇa´st´ı podle toho, jestli jsou funkce spousˇteˇne´
na hostiteli, na zarˇ´ızen´ı nebo zda mohou by´t spousˇteˇne´ na obou mı´stech.
Kazˇdy´ zdrojovy´ ko´d, ktery´ obsahuje vy´sˇe uvedena´ rozsˇ´ıˇren´ı jazyka C, mus´ı by´t prˇelozˇen
do bina´rn´ı podoby pomoc´ı specia´ln´ıho kompila´toru NVCC , jehozˇ hlavn´ı funkc´ı je oddeˇlit
ko´d urcˇeny´ pro zarˇ´ızen´ı. Je mozˇne´ pouzˇ´ıvat na zarˇ´ızen´ı pouze ty prostrˇedky standardn´ı
knihovny jazyka C, ktere´ jsou podporova´ny runtime knihovnou.
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Obra´zek 3.1: Uka´zka vizualizace volumetricky´ch dat v medic´ıneˇ
Volumetricka´ nebo-li objemova´ data a jejich pozˇadovana´ graficka´ reprezentace jsou ve-
lice mocny´m na´strojem pro vizualizaci prostorovy´ch objekt˚u, anizˇ bychom znali jejich po-
lygona´ln´ı strukturu. Sveˇt modern´ı medic´ıny by bez nich byl velice omezuj´ıc´ı a nenab´ızel
by takove´ mozˇnosti jako s nimi. Volumetricka´ data reprezentuj´ı povrchy nebo objemove´
struktury, umozˇnˇuj´ı tak transformovat skutecˇne´ objekty do digita´ln´ı podoby. Bohuzˇel zisk
teˇchto dat v praxi nen´ı zcela jednoduchou za´lezˇitost´ı, odpov´ıda´ tomu komplexnost a take´
vysoke´ porˇizovac´ı ceny r˚uzny´ch typ˚u sn´ımac´ıch zarˇ´ızen´ı. V dnesˇn´ı dobeˇ patrˇ´ı v medic´ıneˇ
mezi nejzna´meˇjˇs´ı a nejrozsˇ´ıˇreneˇjˇs´ı CT (z angl. Computed Tomography) a MRI (z angl.
Magnetic Resonance Imaging).
Volumetricka´ data ve veˇtsˇineˇ prˇ´ıpad˚u prˇedstavuj´ı sadu dvourozmeˇrny´ch obra´zk˚u (tzv. rˇe-
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z˚u), mezi ktery´mi je velice mala´ vzda´lenost, vy´sledkem je tedy trojrozmeˇrna´ prostorova´
mrˇ´ızˇka. Jelikozˇ prostorove´ objekty nejsou reprezentova´ny vrcholy, nelze vyuzˇ´ıt klasicky´ vy-
kreslovac´ı rˇeteˇzec graficky´ch karet a tedy je trˇeba zvolit vhodne´ a vy´pocˇetneˇ prˇijatelne´
algoritmy s ohledem na kvalitu vy´stupu. Takovy´ch zobrazovac´ıch metod je zna´mo neˇkolik,
ovsˇem vsˇechny jsou v jiste´m smyslu za´visle´ na schopnostech a vy´pocˇetn´ım vy´konu hardwaru.
Tato skutecˇnost byla po dlouhou dobu velice limituj´ıc´ı. Pokud bylo trˇeba dosahovat velice
kvalitn´ıch vy´sledk˚u, bylo zapotrˇeb´ı zapojit s´ıl˚u superpocˇ´ıtacˇ˚u, ktere´ byly a jsou takte´zˇ
velice na´kladne´. V ostatn´ıch prˇ´ıpadech se mus´ı prˇistupovat k problematice zobrazova´n´ı
s jisty´m kompromisem mezi vykreslovac´ı rychlost´ı a mı´rou kvality zobrazen´ı vy´sledku,
ovsˇem s na´stupem modern´ıho graficke´ho hardwaru a technologi´ı GPGPU se tato problema-
tika posunula vy´znamny´m krokem kuprˇedu. Za´rovenˇ mus´ıme by´t obezrˇetn´ı ke skutecˇnosti,
zˇe volumetricka´ data jsou velice na´rocˇna´ na velikost potrˇebne´ pameˇti. Graficke´ karty se
sice v tomto smeˇru sta´le vyv´ıjej´ı, ale toto potencia´ln´ı omezen´ı nelze prˇi volbeˇ zobrazovac´ı
metody zcela ignorovat. Obecneˇ lze data do pameˇti graficke´ karty ukla´dat dveˇma zp˚usoby,
bud’ jako 2D textury, ktere´ ovsˇem maj´ı vysˇsˇ´ı na´roky na velikost pameˇti, nebo v podobeˇ 3D
textury, ktere´ jsou v modern´ıch graficky´ch karta´ch beˇzˇneˇ podporova´ny.
3.1 Zobrazovac´ı metody
Zobrazovac´ıch metod je zna´mo neˇkolik, v praxi z nich vol´ıme s ohledem na hlavn´ı pozˇadavky
vy´sledne´ vizualizace. S ohledem na rychly´ vy´voj technik GPGPU a graficky´ch karet, jejichzˇ
paralelizace se u´cˇinneˇ vyuzˇ´ıva´, se ve veˇtsˇineˇ prˇ´ıpad˚u vol´ı prˇ´ıme´ zobrazovac´ı metody. Roz-
hoduj´ıc´ım faktorem je take´ vysˇsˇ´ı kvalita dosazˇeny´ch vy´sledk˚u.
3.1.1 Metody hledaj´ıc´ı povrch
Tato skupina algoritmu˚ nezajiˇst’uje prˇ´ıme´ zobrazen´ı objemovy´ch dat. Jsou urcˇity´m prˇed-
stupneˇm jejich zobrazen´ı, protozˇe techniky prˇedstavuj´ı mozˇnost, jak rekonstruovat objekty
geometricky´mi primitivy a polygona´ln´ı s´ıt´ı. Jsou tak vhodne´ i pro na´slednou archivaci dat
v 3D podobeˇ.
• Contour connecting – mezi jednotlivy´mi rˇezy se urcˇ´ı segmenty vyznacˇen´ım jejich
hranic. Tyto souvisej´ıc´ı segmenty se pote´ spoj´ı povrchy polygon˚u.
• Opaque cubes – voxely (element volumetricky´ch dat) jsou cha´pa´ny jako plne´ kosticˇky.
Po nalezen´ı hranice objektu se dany´ obrys vyplnˇuje teˇmito kosticˇkami. Z´ıskanou ”kost-
kovitou“ strukturu ovsˇem nelze vhodneˇ vyhladit, proto se tato metoda pouzˇ´ıva´ pro
rychle´ zobrazen´ı dat, ovsˇem za ceny n´ızke´ kvality.
• Marching cubes – jeden z nejrozsˇ´ıˇreneˇjˇs´ıch algoritmu˚, je podrobneˇji popsa´n v 4.3.
• Dividing cubes – rˇesˇ´ı proble´m pomale´ rasterizace obrovske´ho mnozˇstv´ı ploch. Metoda
generuje povrchove´ body s norma´lovy´m vektorem, ovsˇem velikost teˇchto bod˚u je tak
mala´, zˇe kazˇdy´ z nich odpov´ıda´ velikosti obrazove´ho bodu. Dı´ky norma´la´m lze snadno
pocˇ´ıtat st´ınova´n´ı prˇi pohybu objektem, naopak nevy´hodou je nemozˇnost prˇ´ıbl´ızˇen´ı
teˇlesa.
Vı´ce lze nale´zt v [1].
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3.1.2 Prˇ´ıme´ zobrazovac´ı metody
Narozd´ıl od prˇedchoz´ıch technik zobrazova´n´ı objemovy´ch dat odpada´ prˇi prˇ´ıme´m zobrazen´ı
nutnost prˇevodu dat do povrchove´ reprezentace, skala´rn´ı data se tedy zobrazuj´ı prˇ´ımo.
S velkou oblibou se prˇi takove´m zp˚usobu zobrazova´n´ı vyuzˇ´ıva´ shader programu˚, ktere´ jsou
d´ıky HW architekturˇe procesor˚u schopny zpracova´vat pixely paralelneˇ (v´ıce v [12]).
• Volume Ray Casting – princip spocˇ´ıva´ ve vys´ıla´n´ı sveˇtelny´ch paprsk˚u z pozice po-
zorovatele skrz body pr˚umeˇtny. Paprsek postupneˇ projde objemovou strukturou, kde
zjiˇst’uje hodnoty jednotlivy´ch vrstev objektu a pomoc´ı prˇenosove´ funkce z nich aku-
muje hodnotu vy´sledne´ho bodu pr˚umeˇtny (pixelu obrazu).
• Splatting – technika vykreslova´n´ı spocˇ´ıva´ ve vykreslen´ı velmi maly´ch plosˇek, ktere´ jsou
natocˇene´ kolmo k pozorovateli. Barva a pr˚usvitnost se diametra´lneˇ meˇn´ı v Gaussoveˇ
rozlozˇen´ı.
• Shear warp – spocˇ´ıva´ v transformaci pohledu tak, aby se jednotlive´ vrstvy zarovnaly
s osou. Kazˇda´ takto z´ıskana´ vrstva ma´ jednotny´ pomeˇr velikosti promı´tane´ho bodu
a voxelu. Jakmile ma´me takto nastavene´ vrstvy, mu˚zˇeme postupneˇ renderovat do
bufferu, ktery´ ve vy´sledku zdeformujeme do roviny pohledu.
• Texture mapping – tento zp˚usob vyuzˇ´ıva´ schopnosti velice rychle´ pra´ce graficke´ karty
s texturami. Principem metody je transformace vrstev 3D textury do novy´ch zob-
razovac´ıch vrstev, ktere´ jsou kolme´ k pozorovateli. Vrstvy procha´zej´ı p˚uvodn´ı 3D
texturou a pomoc´ı interpolace se zjiˇst’uj´ı hodnoty texel˚u novy´ch vrstev, ktere´ jsou





V te´to kapitole nejdrˇ´ıve uvedeme zvolenou praktickou cˇa´st te´to pra´ce, na´sledneˇ si rozebe-
reme kroky postupne´ implementace.
4.1 Motivace a c´ıle
Motivac´ı te´to pra´ce byla prˇ´ıma´ konfrontace soucˇasny´ch CPU a GPU a jejich srovna´n´ı ve
vy´pocˇetneˇ na´rocˇny´ch oblastech. Pro implementaci na straneˇ GPU jsme zvolili nejnoveˇjˇs´ı
technologii CUDA (viz kapitola 2.5) a jej´ı aplikacˇn´ı programove´ rozhran´ı s pouzˇit´ım nej-
moderneˇjˇs´ıho graficke´ho hardwaru GeForce 8. Pozˇadovany´m vy´sledkem bude demonstracˇn´ı
aplikace vyuzˇ´ıvaj´ıc´ı GPU a na´sledne´ srovna´n´ı vy´konu mezi CPU a GPU implementacemi
zvolene´ho algoritmu. Volba algoritmu mus´ı splnˇovat urcˇita´ krite´ria, abychom co nejv´ıce
vyuzˇili paralelizmu procesor˚u graficky´ch karet, ale take´ mus´ı respektovat omezen´ı, ktery´mi
se GPU vyznacˇuj´ı (naprˇ. velikost´ı pameˇti).
Srovna´vac´ım algoritmem je metoda Marching cubes, ktera´ prova´d´ı vektorizaci volume-
tricky´ch dat do podoby polygona´ln´ıch s´ıt´ı, tvorˇenou geometricky´mi primitivy. Zvolen´ı te´to
vy´pocˇetn´ı metody ma´ dva hlavn´ı d˚uvody. Prvn´ım z nich je vysoka´ vy´pocˇetn´ı na´rocˇnost
algoritmu i pro soucˇasne´ CPU a z toho vyply´vaj´ıc´ı pozˇadavek na urychlen´ı tohoto procesu.
Druhy´ d˚uvod vyply´va´ jizˇ z principu algoritmu, ktery´ pracuje s jednotlivy´mi skupinami
voxel˚u neza´visle na ostatn´ıch a lze jej tedy velice dobrˇe paralelizovat. Tento vy´beˇr take´
podporˇila mysˇlenka vytvorˇit demonstracˇn´ı implementaci v podobeˇ knihovny, kterou bude
mozˇno zakomponovat do dalˇs´ıch projekt˚u. Nav´ıc pa´tra´n´ı po hotove´m rˇesˇen´ı Marching cubes
vytvorˇene´m pomoc´ı API CUDA bylo neu´speˇsˇne´ (GPU akcelerace algoritmu byla dostupna´
pouze pomoc´ı shader˚u) a tedy bylo mozˇne´ rˇ´ıci, zˇe vy´sledna´ implementace bude obecneˇ
prospeˇsˇna´.
Kompletn´ı knihovna bude tvorˇena ze trˇ´ı cˇa´st´ı (viz obra´zek 4.1) – nacˇten´ı volumetricky´ch
dat, zpracova´n´ı algoritmem Marching cubes a exportova´n´ı do 3D souborove´ho forma´tu.
S mysˇlenkou budouc´ıho vyuzˇit´ı definujeme v ra´mci knihovny pevne´, nemeˇnne´ cˇa´sti,
ktery´mi jsou vesˇkere´ vy´pocˇty prova´deˇne´ na GPU a rozhran´ı mezi CPU a GPU. Vy´hoda
takove´ho prˇ´ıstupu je hlavneˇ pro budouc´ı uzˇivatele knihovny, protozˇe nebude nutna´ zˇa´dna´
znalost API CUDA. Jedinou podmı´nkou, kterou mus´ı uzˇivatel splnˇovat, je mı´t grafickou
kartu podporuj´ıc´ı technologii CUDA a potrˇebne´ ovladacˇe.
Obeˇ rozhran´ı mezi CPU a GPU cˇa´st´ı knihovny jsou navrzˇena obecneˇ, prˇedstavuj´ı je-
dine´ prˇ´ıstupove´ body ke zpracova´n´ı volumetricky´ch dat pomoc´ı Marching cubes na GPU.
Vstupn´ı rozhran´ı se omezuje pouze na prˇenos volumetricky´ch dat do pameˇti graficke´ karty,
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Obra´zek 4.1: Struktura knihovny
nastaven´ı prahove´ hodnoty a spusˇteˇn´ı transformacˇn´ıho algoritmu. Vy´stupn´ı rozhran´ı ob-
sahuje seznam troju´heln´ık˚u vcˇetneˇ jejich norma´lovy´ch vektor˚u, ktere´ tvorˇ´ı vy´sledny´ poly-
gona´ln´ı model prostorove´ho objektu. Pro demonstraci funkcˇnosti budou take´ vytvorˇeny
cˇa´sti pro nacˇten´ı volumetricky´ch dat a na´sledny´ export vy´sledne´ho polygona´ln´ıho mo-
delu do 3D souborove´ho forma´tu, ktere´ si vcˇetneˇ Marching cubes podrobneˇji prˇibl´ızˇ´ıme
v na´sleduj´ıc´ıch kapitola´ch.
4.2 Vstupn´ı data
Vstupn´ı volumetricka´ data uvazˇujeme v podobeˇ multiobra´zkove´ho souboru, kde jednotlive´
obra´zky prˇedstavuj´ı rˇez objemovy´m teˇlesem. Souborovy´ch forma´t˚u pro prˇenos volumet-
ricky´ch dat existuje neˇkolik, veˇtsˇina aplikac´ı pro vizualizaci objemovy´ch dat pouzˇ´ıva´ sv˚uj
vlastn´ı forma´t. Forma´ty se mezi sebou liˇs´ı veˇtsˇinou pouze hlavicˇkou, ktera´ obsahuje infor-
mace o dimenz´ıch prostorove´ mrˇ´ızˇky, skutecˇny´ rozmeˇr jednoho voxelu, datovy´ typ hodnoty
voxelu a dalˇs´ı doplnˇuj´ıc´ı informace.
Pro demostraci nacˇ´ıta´me v nasˇ´ı implementaci ”surova´“ data z RAW souboru. Tento sou-
bor obsahuje data v bina´rn´ı formeˇ, v jehozˇ hlavicˇce jsou uvedeny rozmeˇry prostorove´ mrˇ´ızˇky
a skutecˇne´ velikosti voxel˚u. Rozsahy hodnot voxel˚u jsou voleny s ohledem na rozliˇsovac´ı
schopnost sn´ımac´ıho zarˇ´ızen´ı (nejcˇasteˇji 16-bitova´ cela´ cˇ´ısla). V prˇ´ıpadeˇ cˇisteˇ obra´zkovy´ch
vstupn´ıch soubor˚u bychom k vy´pocˇtu pouzˇili jasovou slozˇku obrazu.
Velikost datove´ mrˇ´ızˇky v pameˇti se pohybuje v rˇa´du des´ıtek megabajt˚u, cozˇ mozˇnosti
graficke´ karty NVidia GeForce 8 s velkou rezervou splnˇuj´ı. V krajn´ıch prˇ´ıpadech mohou
pameˇt’ove´ na´roky prˇevy´sˇit kapacitu graficke´ karty, v tom prˇ´ıpadeˇ je trˇeba datovou mrˇ´ızˇku
upravit na maxima´ln´ı povolenou velikost podvzorkova´n´ım cˇi orˇ´ıznut´ım volumetricky´ch dat.
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Obra´zek 4.2: Mrˇ´ızˇka objemovy´ch dat
4.3 Marching cubes
Lorensen a Cline prˇiˇsli v roce 1987 s algoritmem, jenzˇ doka´zal z volumetricky´ch dat z´ıskany´ch
tomografem rekonstruovat p˚uvodn´ı objekt. Algoritmus pojmenovali s ohledem na zp˚usob
vy´pocˇtu – Marching cubes (prˇelozˇeno jako pochoduj´ıc´ı kostky). Principem techniky je nale´zt
izoplochy z prostorove´ mrˇ´ızˇky a pokry´t objekt s´ıt´ı troju´heln´ık˚u. Vy´slednou s´ıt’ jizˇ lze zob-
razit klasicky´m postupem vykreslovac´ıho rˇeteˇzce graficke´ho akcelera´toru. Prˇesneˇji rˇecˇeno,
na rozd´ıl od zobrazovac´ıch metod prˇ´ımy´ch, tento algoritmus je vykona´n pouze jednou na
objemovy´ch datech a prˇi vizualizaci jizˇ pracujeme pouze s jejich polygona´ln´ı reprezentac´ı
[1].
Obra´zek 4.3: Za´kladn´ı konfigurace vsˇech mozˇny´ch prˇ´ıpad˚u
4.3.1 Algoritmus
Postup algoritmu pro jednu bunˇku, jehozˇ vstupem je ortogona´ln´ı prostorova´ mrˇ´ızˇka a pra-
hova´ konstanta a vy´stupem s´ıt’ troju´heln´ık˚u vcˇetneˇ jejich norma´lovy´ch vektor˚u, je uveden
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v na´sleduj´ıc´ım sledu krok˚u [1]:
1. Sestaven´ı vrchol˚u – z datove´ mrˇ´ızˇky vybereme krychli, kterou tvorˇ´ı cˇtverˇice vzork˚u
sousedn´ıch rˇez˚u.
2. Ohodnocen´ı vrchol˚u – hodnoty ve vrcholech jsou porovna´va´ny se zadanou vstupn´ı
prahovou konstantou. Vy´sledky rozhoduj´ı, jestli jednotlive´ vrcholy krychle jsou vnitrˇn´ı
nebo vneˇjˇs´ı z pohledu objemove´ho teˇlesa. Je-li vsˇech osm vrchol˚u krychle ohodnoceno
shodneˇ, dalˇs´ımi kroky jizˇ algoritmus nepokracˇuje.
3. Sestaven´ı index˚u do tabulky prˇ´ıpad˚u – ohodnocen´ı vrchol˚u da´va´ dohromady osmibi-
tovy´ index do tabulky mozˇny´ch prˇ´ıpad˚u. Za´kladn´ı pocˇet r˚uzny´ch konfigurac´ı je 15
(viz obra´zek 4.3), dalˇs´ı do celkove´ho pocˇtu 256 vznikly rotac´ı cˇi inverz´ı. Vsˇeobecneˇ se
doporucˇuje pouzˇ´ıvat kompletn´ı tabulku konfigurac´ı, ktera´ v´ıce eliminuje vznik deˇr na
povrchu.
4. Nalezen´ı seznamu hran, ktere´ plocha prot´ına´ – z tabulky mozˇny´ch prˇ´ıpad˚u z´ıska´me
seznam hran krychle, na nichzˇ lezˇ´ı vrcholy generovany´ch troju´heln´ık˚u.
5. Interpolace sourˇadnic vrchol˚u troju´heln´ık˚u na hrana´ch – zjiˇsteˇne´ troju´heln´ıky pak
mus´ıme se sousedn´ımi troju´heln´ıky(resp. jejich vrcholy) tzv. interpolovat. Tento pro-
ces vede k z´ıska´n´ı prˇesne´ polohy vrchol˚u, ovsˇem je za´visly´ na pouzˇite´ metodeˇ inter-
polace (linea´rn´ı, kvadraticka´ atd.).
6. Vy´pocˇet norma´l ve vrcholech troju´heln´ık˚u – norma´love´ vektory ve vrcholech troju´hel-
n´ık˚u dopocˇ´ıta´me interpolac´ı, stejneˇ jako v prˇedchoz´ım kroku. Tentokra´t interpolujeme
jednotlive´ slozˇky norma´l ve vrcholech krychle.
4.3.2 Charakteristika
Vy´hody:
• Z´ıska´me polygona´ln´ı model objektu.
• Proces transformace je proveden pouze jednou.
• Rychle´ zobrazen´ı vyuzˇit´ım klasicke´ho vykreslovac´ıho rˇeteˇzce graficky´ch akcelera´tor˚u.
Nevy´hody:
• Vy´sledkem by´va´ cˇasto velke´ mnozˇstv´ı troju´heln´ık˚u.
• Mohou nastat prˇ´ıpady, ktere´ zaprˇ´ıcˇinˇuj´ı vznik ploch obsahuj´ıc´ı d´ıry.
4.3.3 St´ınova´n´ı
I kdyzˇ vektorizac´ı volumetricky´ch dat z´ıska´me obstojneˇ identifikovatelne´ jednotlive´ cˇa´sti
dat, tak st´ınova´n´ım lze prˇinejmensˇ´ım vylepsˇit celkovou vizua´ln´ı kvalitu vy´stupu a umozˇnit
tak detailneˇjˇs´ı prˇedstavu o prostorove´m rozlozˇen´ı dat. C´ılem je hlavneˇ zd˚urazneˇn´ı tvar˚u
a detail˚u struktury objektu. Toho je dosazˇeno simulac´ı sveˇtelny´ch efekt˚u vznikly´ch dopa-
dem sveˇtla na povrch objektu. St´ınova´n´ı je tedy uskutecˇneˇno pomoc´ı sveˇtel ve sce´neˇ, kdy
v kazˇde´m bodeˇ (v idea´ln´ım prˇ´ıpadeˇ) objektu zna´me norma´lovy´ vektor, na ktery´ aplikujeme
zvoleny´ osveˇtlovac´ı model (rozd´ıl mu˚zˇete porovnat na ilustracˇn´ım obra´zku 4.4). Vizualizac´ı
jsme se v nasˇ´ı aplikaci prˇ´ımo nezaby´vali, ovsˇem museli jsme potrˇebne´ informace ke st´ınova´n´ı
poskytnout ostatn´ım vizualizacˇn´ım na´stroj˚um.
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Obra´zek 4.4: a) bez pouzˇit´ı st´ınova´n´ı, b) pouzˇite´ st´ınova´n´ı [2]
Vy´pocˇet norma´love´ho vektoru
V polygona´ln´ım modelu lze jednotlive´ norma´love´ vektory vrchol˚u cˇi troju´heln´ık˚u dopocˇ´ıtat,
ovsˇem objemova´ data jsou cˇisteˇ skala´rn´ı hodnoty. Objemova´ data jsou ve veˇtsˇineˇ prˇ´ıpadech
z´ıska´na sn´ıma´n´ım spojity´ch objekt˚u a po ukoncˇen´ı sn´ıma´n´ı neexistuje zˇa´dna´ informace
o norma´lovy´ch vektorech. Jediny´m mozˇny´ch rˇesˇen´ım je tedy prozkouma´n´ı okol´ı dane´ho
voxelu. Kvalita zobrazen´ı objektu silneˇ za´vis´ı na metodeˇ prova´deˇj´ıc´ı vy´pocˇet norma´lovy´ch
vektor˚u. Norma´lu pro libovolny´ bod objemovy´ch dat z´ıska´me vy´pocˇtem gradientu v tomto
bodeˇ. Gradientem se rozumı´ parcia´ln´ı derivace prvn´ıho rˇa´du skala´rn´ı hodnoty I(x, y, z)
definovana´ jako









a velikost vektoru lze pak z´ıskat pomoc´ı vztahu
||∇I|| =
√
I2x + I2y + I2z . (4.2)
Nyn´ı si prˇedstav´ıme neˇkolik metod vy´pocˇtu gradientu, ktere´ se v praxi rˇad´ı mezi nej-
pouzˇ´ıvaneˇjˇs´ı. Graficke´ zna´zorneˇn´ı lze videˇt na obra´zku 4.5.
Obra´zek 4.5: a) Intermediate difference gradient, b) Central difference gradient, c) Neumann
gradient. Zeleneˇ oznacˇene´ voxely jsou pouzˇite´ k vy´pocˇtu [2].
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Intermediate difference gradient prˇij´ıma´ jako vstup trˇi sousedn´ı voxely. Gradient
∇ dane´ho voxelu V na pozici (x, y, z) se zjist´ı jako:
∇x = Vx+1,y,z − Vx,y,z
∇y = Vx,y+1,z − Vx,y,z (4.3)
∇z = Vx,y,z+1 − Vx,y,z
Central difference gradient prˇij´ıma´ jako vstup sˇest voxel˚u. Gradient∇ dane´ho voxelu
V na pozici (x, y, z) se zjist´ı jako:
∇x = Vx+1,y,z − Vx−1,y,z
∇y = Vx,y+1,z − Vx,y−1,z (4.4)
∇z = Vx,y,z+1 − Vx,y,z−1
Neumann gradient prˇij´ıma´ jako vstup 26 sousedn´ıch voxel˚u. Obecneˇ je tato metoda
sp´ıˇse teoreticky´m rozhran´ım zalozˇene´m na linea´rn´ı regresi. Vı´ce o te´to metodeˇ je napsa´no
naprˇ. v [2].
Nav´ıc se v [2] uva´d´ı jako hlavn´ı vy´hoda Intermediate difference mozˇnost detekovat
detaily o vysoke´ frekvenci. Ovsˇem celkovy´ vizua´ln´ı dojem je horsˇ´ı, pokud jsou vykreslova´na
silneˇ zasˇumeˇna´ data. Naopak Central difference tyto vysokofrekvencˇn´ı detaily odfiltruje, ale
tento opera´tor neˇkdy mu˚zˇe vynechat velmi u´zke´ struktury, ktere´ mohou by´t ve vy´sledku
podstatne´.
4.4 Vy´stupn´ı data
Vy´stupem Marching cubes je datova´ struktura obsahuj´ıc´ı seznam vrchol˚u, norma´lovy´ch
vektor˚u a z nich slozˇeny´ch troju´heln´ık˚u. Stejneˇ jako v prˇ´ıpadeˇ vstupn´ıho rozhran´ı bude
i vy´stupn´ı rozhran´ı umozˇnˇovat jedinou mozˇnou cestu, jak z´ıskat vy´sledna´ data z graficke´
karty. Kvalitu vy´sledny´ch dat budeme demonstrovat exportova´n´ım polygona´ln´ıho modelu
do 3D souborove´ho forma´tu Obj .
Obj je textovy´, rˇa´dkoveˇ orientovany´ forma´t (bina´rn´ı verze mod) pro archivaci staticky´ch
polygona´ln´ıch model˚u. Du˚vodem volby forma´tu je hlavneˇ jeho jednoduchost, neukla´da´ totizˇ
zˇa´dne´ (pro na´sˇ prˇ´ıpad) nadbytecˇne´ informace jako materia´ly, a za´rovenˇ je vhodny´ pro
vizua´ln´ı kontrolu vy´sledku. Soubory obj maj´ı te´zˇ podporu CAD/CAM aplikac´ı v podobeˇ
plugin˚u, cˇehozˇ prˇi pra´ci vyuzˇijeme. V na´sleduj´ıc´ım seznamu si uvedeme vy´cˇet znacˇek, ktere´
vzˇdy uvozuj´ı rˇa´dek v souboru:
• # – znaky uvedene´ za t´ımto znakem jsou prˇi cˇten´ı ignorova´ny, jedna´ se o komenta´rˇ.
• v – definice vrcholu jeho trˇemi sourˇadnicemi v prostoru.
v x y z
• vt – sourˇadnice textury v intervalu od 0 do 1.
vt u v [w]
• vn – norma´lovy´ vektor vrcholu, ktery´ neˇktere´ aplikace automaticky pocˇ´ıtaj´ı z norma´l
okoln´ıch polygon˚u.
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vn x y z
• f – definice obecne´ho polygonu specifikovane´ho seznamem index˚u vrchol˚u, prˇ´ıp. nor-
ma´lovy´ch vektor˚u a texturovac´ıch sourˇadnic.
f v1[/vt1][/vn1] v2[/vt2][/vn2] v3[/vt3][/vn3]
• g – pojmenova´n´ı skupiny primitiv, ktere´ na´sleduj´ı za t´ımto prˇ´ıkazem.
g name
Vy´hodou forma´tu je jeho otevrˇenost, lze doplnˇovat vlastn´ı znacˇky, take´ ma´me mozˇnost
jednodusˇe nacˇ´ıst pouze pozˇadovane´ informace. Naopak mezi nevy´hody patrˇ´ı veˇtsˇ´ı velikost
souboru v porovna´n´ı s ostatn´ımi 3D souborovy´mi forma´ty a take´ pomale´ nacˇ´ıta´n´ı struktury
modelu [11].
4.5 Mozˇne´ vylepsˇen´ı a modifikace
V te´to cˇa´sti uvedeme neˇktere´ modifikace, ktere´ souvis´ı s danou te´matikou. Jelikozˇ vekto-
rizace volumetricky´ch dat pomoc´ı metody Marching cubes vrac´ı velky´ pocˇet vy´sledny´ch
troju´heln´ık˚u, pouzˇ´ıvaj´ı se techniky pro vylepsˇen´ı polygona´ln´ıho modelu. A to jak z pohledu
kvality vizualizace, tak vysoke´ho pocˇtu troju´heln´ık˚u, anizˇ bychom se markantneˇ vzda´lili od
p˚uvodn´ı geometrie modelu.
4.5.1 Vyhlazen´ı
Metoda Marching cubes (obecneˇ metody vektorizace diskre´tn´ıch dat) vrac´ı vy´sledne´ po-
lygona´ln´ı modely poneˇkud hranate´ (vrstevnate´), z toho d˚uvodu se pouzˇ´ıvaj´ı r˚uzne´ me-
tody pro vyhlazen´ı modelu. Nejjednodusˇsˇ´ı vyhlazovac´ı technikou je aplikace tzv. Laplaceova
opera´toru, jedna´ se o velice snadny´ iteracˇn´ı algoritmus. Mezi jeho nejveˇtsˇ´ı nevy´hodu patrˇ´ı
vlastnost smrsˇt’ovat vyhlazovany´ objekt.
Algoritmus postupneˇ procha´z´ı polygona´ln´ı s´ıt´ı a pro kazˇdy´ vrchol spocˇ´ıta´ novou pozici
jako pr˚umeˇr jeho prˇ´ımy´ch sousedn´ıch vrchol˚u. Aditivn´ı metody tohoto algoritmu mohou
jednotlivy´m vrchol˚um nav´ıc definovat va´hu jejich vlivu na okoln´ı vrcholy nebo naopak mı´ru
ovlivneˇn´ı p˚uvodn´ı pozice novou pozic´ı vrcholu.
4.5.2 Decimace
Jak jsme jizˇ zmı´nili v u´vodu te´to podkapitoly, algoritmus Marching cubes se poty´ka´ s pro-
ble´mem generova´n´ı velke´ho pocˇtu troju´heln´ık˚u, kdy neˇktere´ modely mohou obsahovat azˇ
miliony troju´heln´ık˚u, z cˇehozˇ na´sledneˇ vyply´va´ i vysoke´ zat´ızˇen´ı graficke´ karty prˇi vykres-
lova´n´ı modelu. Techniky, ktere´ redukuj´ı pocˇet troju´heln´ık˚u, se za´rovenˇ mus´ı snazˇit zachovat
p˚uvodn´ı geometrii objektu. Chyba se ve veˇtsˇineˇ prˇ´ıpad˚u pohybuje okolo 10 %, cozˇ nema´
za´sadn´ı vliv na kvalitu modelu.
Mezi nejzna´meˇjˇs´ı metody patrˇ´ı Schroeder˚uv iteracˇn´ı algoritmus decimace vrchol˚u mo-
delu. V kazˇde´ iteraci decimacˇn´ıho procesu je vybra´n vrchol s´ıteˇ a urcˇ´ı se jeho loka´ln´ı topolo-
gie z peˇti konfigurac´ı (viz obra´zek 4.6). Pokud spln´ı decimacˇn´ı krite´ria (dle ohodnocen´ı), je
na´sledneˇ (spolu se vsˇemi prˇilehly´mi troju´heln´ıky) odstraneˇn a vznikla´ d´ıra se vypln´ı loka´ln´ı
triangulac´ı. Tato metoda je velmi efektivn´ı jak z cˇasove´ho, tak z pameˇt’ove´ho hlediska.
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Obra´zek 4.6: Konfigurace loka´ln´ı topologie vrcholu [7]




V te´to chv´ıli jizˇ cˇtena´rˇ v´ı, co to jsou volumetricka´ data a v jaky´ch situac´ıch cˇi oborech se
jich vyuzˇ´ıva´. Take´ z´ıskal jistou prˇedstavu, co bude na´pln´ı implementacˇn´ı cˇa´sti te´to pra´ce.
V te´to kapitole postupneˇ pop´ıˇseme vy´voj knihovny pro vektorizaci diskre´tn´ıch objemovy´ch
dat a probereme techniky a postupy, ktere´ podporˇily dosazˇen´ı vytycˇene´ho c´ıle. Na pocˇa´tku
bylo nutne´ stanovit si urcˇite´ vy´vojove´ prostrˇedky, ktere´ jsme po celou dobu implementace
vyuzˇ´ıvali.
5.1 Vy´vojove´ prostrˇedky
Za´sadn´ım rozhodnut´ım byla volba vhodne´ho programovac´ıho jazyka. Programova´ cˇa´st kni-
hovny, urcˇena´ pro beˇh na graficke´m zarˇ´ızen´ı, byla postavena na soucˇasneˇ nejmladsˇ´ı verzi
programove´ho rozhran´ı CUDA 1.1. Jelikozˇ CUDA je rozsˇ´ıˇren´ım programovac´ıho jazyka C
(viz 2.5.5) a nav´ıc jsme prˇi na´vrhu nec´ıtili silnou potrˇebu objektoveˇ orientovany´ch tech-
nik programova´n´ı, zvolili jsme i pro zbyle´ cˇa´sti knihovny jazyk C. Stanoven´ım vy´stupn´ıch
podmı´nek implementace knihovny, zejme´na neza´vislost na platformneˇ, jsme se omezili pouze
na standardn´ı knihovny jazyka C.
V za´vislosti na volbeˇ programovac´ıho jazyka jsme takte´zˇ vyb´ırali vy´vojove´ prostrˇed´ı.
Zcela jisteˇ nejvhodneˇjˇs´ım na´strojem je pro programova´n´ı podobny´ch aplikac´ı Visual Studio
2005 od spolecˇnosti Microsoft a to z neˇkolika d˚uvod˚u. Prostrˇed´ı prˇedevsˇ´ım disponuje velice
kvalitn´ım na´strojem pro ladeˇn´ı (angl. debugger) a za´rovenˇ dovoluje meˇnit ko´d aplikace
prˇ´ımo v rezˇimu ladeˇn´ı. Ovsˇem nejveˇtsˇ´ı vy´hoda je mozˇnost definovat si vlastn´ı profil prˇekladu
programu. Kompila´tor NVCC (viz 2.5.5) umozˇnˇuje prˇeklad CUDA aplikac´ı jak do rezˇimu
pro beˇh na graficke´m zarˇ´ızen´ı, tak i do emulovane´ho rezˇimu, ve ktere´m lze ladit ko´d pro
grafickou kartu. Prˇi vy´voji jsme tedy mohli jednodusˇe prˇep´ınat mezi jednotlivy´mi profily
a nav´ıc kombinovat ko´d standardn´ıho jazyka C a CUDA, cozˇ znacˇneˇ urychlilo pra´ci.
5.2 Vstupn´ı rozhran´ı
Prˇed samotny´m prˇevodem objemovy´ch dat na polygona´ln´ı s´ıt’ je trˇeba prˇ´ıslusˇna´ data nacˇ´ıst
a zpracovat. Ta mohou by´t ulozˇena v r˚uzny´ch forma´tech, ktere´ jsou charakteristicke´ svy´mi
vy´hodami cˇi naopak nevy´hodami, ktere´ je vzhledem ke zp˚usobu zpracova´n´ı nutne´ vyrˇesˇit.
Jak jsme jizˇ uvedli v kapitole 4, nasˇe implementace podporuje RAW forma´t vstupn´ıch
soubor˚u. Tento typ datove´ho souboru jsme zvolili s ohledem na jednoduchost forma´tu a na
dostupnost neˇkolika nasn´ımany´ch model˚u v tomto datove´m forma´tu. Data obsahuj´ı pouze
29
Popis Datovy´ typ
Velikost mrˇ´ızˇky v ose X zname´nkove´ 32-bitove´ cele´ cˇ´ıslo
Velikost mrˇ´ızˇky v ose Y zname´nkove´ 32-bitove´ cele´ cˇ´ıslo
Velikost mrˇ´ızˇky v ose Z zname´nkove´ 32-bitove´ cele´ cˇ´ıslo
Minima´ln´ı hodnota bezzname´nkove´ 16-bitove´ cele´ cˇ´ıslo
Maxima´ln´ı hodnota bezzname´nkove´ 16-bitove´ cele´ cˇ´ıslo
Mrˇ´ızˇka objemovy´ch dat bezname´nkova´ 16-bitova´ cela´ cˇ´ısla
Skutecˇna´ vzda´lenost mezi voxely v ose X 64-bitove´ desetinne´ cˇ´ıslo
Skutecˇna´ vzda´lenost mezi voxely v ose Y 64-bitove´ desetinne´ cˇ´ıslo
Skutecˇna´ vzda´lenost mezi voxely v ose Z 64-bitove´ desetinne´ cˇ´ıslo
Tabulka 5.1: Struktura RAW forma´tu
intenzitu jednotlivy´ch bod˚u, vesˇkera´ informace o sn´ımane´m bodu je tedy ulozˇena pouze
v jedne´ 16-bitove´ slozˇce. Tento 16-bitovy´ rozsah je da´n rozliˇsovac´ı schopnost´ı sn´ımac´ıho
zarˇ´ızen´ı, ktere´ ve veˇtsˇineˇ prˇ´ıpad˚u disponuje 12-bitovou hloubkou. Data tedy nelze ulozˇit
bez ztra´ty informace do 8-bitovy´ch hodnot a proto vyuzˇ´ıva´me nejblizˇsˇ´ı vysˇsˇ´ı na´sobek 8.
RAW soubor s volumetricky´mi daty obsahuje hlavicˇku, na´sledovanou mrˇ´ızˇkou nasn´ı-
many´ch dat a forma´t je ukoncˇen doplnˇuj´ıc´ımi informacemi. Strukturu forma´tu zobrazuje
tabulka 5.1.
V ra´mci definice obecne´ho rozhran´ı knihovny byla vytvorˇena struktura, zapouzdrˇuj´ıc´ı
vstupn´ı objemova´ data. Tato struktura byla odvozena z forma´tu vstupn´ıho souboru a pa-
rametr˚u algoritmu Marching cubes. Struktura je za´rovenˇ jediny´ mozˇny´ zp˚usob, jak prˇedat
objemova´ data funkc´ım pro transformaci na polygona´ln´ı model. Nav´ıc jej´ı pouzˇit´ı je naprˇ´ıcˇ
celou knihovnou implementovane´ zcela obecneˇ, lze ji rozsˇ´ıˇrit o dalˇs´ı mozˇne´ polozˇky, anizˇ
bychom narusˇili funkcˇnost ostatn´ıch cˇa´st´ı knihovny.
5.2.1 Prˇedzpracova´n´ı dat
Volnost na´vrhu a na´sledne´ realizace knihovny byla omezena neˇkolika d˚ulezˇity´mi faktory. Re-
ferencˇn´ı graficke´ zarˇ´ızen´ı, ktere´ jsme prˇi vy´voji pouzˇ´ıvali, sice disponovalo celkovou pameˇt´ı
768 MB, ovsˇem samotny´ algoritmus Marching cubes a dalˇs´ı podp˚urne´ algoritmy jsou velice
pameˇt’oveˇ na´rocˇne´. Jak jizˇ bylo uvedeno, objemova´ data jsou ulozˇena jako 16-bitova´ cela´
cˇ´ısla, ale vyuzˇ´ıvaj´ı pouze 12-bitovy´ prostor. Abychom postupneˇ co nejv´ıce sn´ızˇily na´roky
na pameˇt’, tak intenzitn´ı hodnoty jednotlivy´ch voxel˚u normalizujeme do rozsahu 〈0, 255〉,
cozˇ odpov´ıda´ bezzname´nkove´mu cele´mu cˇ´ıslu o velikosti 1 B. Touto procedurou sn´ızˇ´ıme
pameˇt’ove´ na´roky vstupn´ıch dat bezma´la na polovinu.
Nejveˇtsˇ´ı volumetricka´ data, ktera´ prˇi testova´n´ı pouzˇijeme, maj´ı rozmeˇr mrˇ´ızˇky 512 ×
512 × 147. Tento rozmeˇr byl v ra´mci pra´ce povazˇova´n za referencˇn´ı. Jeho pouzˇit´ım je
zarucˇeno, zˇe vektorizace se provede u´speˇsˇneˇ se zmı´neˇnou velikost´ı video pameˇti 768 MB.
512× 512× 147 = 38 535 168 voxel˚u
velikost datove´ mrˇ´ızˇky v souboru (1 voxel × 2 B) = 77 070 336 B
velikost datove´ mrˇ´ızˇky po normalizaci (1 voxel × 1 B) = 38 535 168 B
hlavicˇka datove´ mrˇ´ızˇky (rozmeˇr, vzda´lenost mezi voxely) = 24 B
celkova´ velikost vstupn´ıch dat = 38 535 192 B, tj. cca 40 MB
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Nab´ızela se mozˇnost prˇedzpracova´n´ı norma´lovy´ch vektor˚u jednotlivy´ch voxel˚u, tedy
vrchol˚u zpracova´vany´ch krychl´ı. Z´ıskali bychom podstatnou cˇasovou u´sporu prˇi vy´pocˇtech
a odstranilo by se zpozˇdeˇn´ı prˇi prˇ´ıstupu do pameˇti, zejme´na pak na graficke´ karteˇ. Ovsˇem
prˇedzpracova´n´ı vektor˚u s sebou nese sp´ıˇse v´ıce nevy´hod.
Prˇi prˇevodu dat na polygona´ln´ı s´ıt’ se generuj´ı troju´heln´ıky, ktere´ rekonstruuj´ı povrch
nasn´ımane´ho objektu. Ovsˇem hledany´ povrch je ve veˇtsˇineˇ prˇ´ıpad˚u reprezentova´n n´ızky´m
pocˇtem krychl´ı vzhledem k celkove´mu pocˇtu v datove´ mrˇ´ızˇce, takzˇe bychom vyuzˇili pouze
zlomek prˇedprˇipraveny´ch norma´lovy´ch vektor˚u.
Z pohledu neˇkolikra´t zmı´neˇne´ho sˇetrˇen´ı pameˇti je prˇedzpracova´n´ı takte´zˇ neprakticke´.
Norma´lovy´ vektor se skla´da´ ze trˇ´ı slozˇek, cozˇ jsou 32-bitova´ desetinna´ cˇ´ısla. Pokud tedy
velikost struktury vektoru (12 B) vyna´sob´ıme pocˇtem voxel˚u, dostaneme se na hodnotu
463 MB, cozˇ je pro nasˇe pameˇt’ove´ limity neprˇ´ıpustne´. Norma´love´ vektory tedy budeme
pocˇ´ıtat v pr˚ubeˇhu vektorizace a to jen u potrˇebny´ch voxel˚u.
5.3 Vy´stupn´ı rozhran´ı
Stejneˇ jako ma´me definovane´ vstupn´ı rozhran´ı knihovny, bylo take´ nutne´ definovat jednotne´
vy´stupn´ı rozhran´ı. Metoda, kterou pouzˇ´ıva´me ke konverzi objemovy´ch dat na polygona´ln´ı
s´ıt’, vytva´rˇ´ı povrch objektu reprezentovany´ vrcholy a troju´heln´ıkovy´mi polygony a z to-
hoto prˇedpokladu jsme vycha´zeli i prˇi na´vrhu potrˇebny´ch struktur. Vy´stupn´ı rozhran´ı (viz
obra´zek 5.1), prˇedstavuj´ıc´ı kompletn´ı polygona´ln´ı model objektu, je slozˇeno ze seznamu˚
vrchol˚u a troju´heln´ık˚u, mezi ktery´mi existuje urcˇita´ vazba.
Obra´zek 5.1: Struktura vy´stupn´ıho rozhran´ı
Vrchol je tvorˇen dveˇma 3-slozˇkovy´mi vektory, kde jsou vsˇechny slozˇky reprezentova´ny
32-bitovy´mi desetinny´mi cˇ´ısly. Prvn´ı vektor uchova´va´ pozici vrcholu v 3D prostoru a druhy´
obsahuje normalizovany´ norma´lovy´ vektor, ktery´ vyuzˇ´ıvaj´ı vizualizacˇn´ı na´stroje k vy´pocˇtu
osveˇtlen´ı povrchu objektu. Vrchol je z pohledu geometrie a polygona´ln´ıho modelu neza´visly´m
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elementem, naopak troju´heln´ıkovy´ polygon je definova´n vrcholy, tud´ızˇ je na vrcholech exis-
tencˇneˇ za´visly´. Struktura troju´heln´ıku byla navrzˇena tak, aby neobsahovala prˇ´ımo instance
vrchol˚u, ale pouze se na neˇ odkazovala do seznamu. Takovy´ prˇ´ıstup ma´ vy´hodu v tom, zˇe
vrchol, ktery´ definuje polohu v´ıce troju´heln´ık˚um za´rovenˇ (cozˇ je beˇzˇny´ prˇ´ıpad), mu˚zˇe by´t
sd´ılen, takzˇe v pameˇti bude existovat pouze jedna unika´tn´ı instance. Citelneˇ tak sn´ızˇ´ıme
pameˇt’ove´ na´roky vy´sledne´ho polygona´ln´ıho modelu a nav´ıc mu˚zˇeme oddeˇlit proces gene-
rova´n´ı vrchol˚u a troju´heln´ık˚u.
Ota´zkou z˚usta´va´, jaky´m zp˚usobem se budeme na dane´ vrcholy z troju´heln´ıku odkazovat.
V podstateˇ jsme meˇli dveˇ mozˇnosti:
• Troju´heln´ık bude obsahovat prˇ´ımo adresu struktury vrcholu v pameˇti.
• Troju´heln´ık bude obsahovat index do seznamu vrchol˚u.
Obeˇ mozˇnosti maj´ı spolecˇnou vlastnost a tou je velikost pameˇti potrˇebne´ pro ulozˇen´ı
troju´heln´ıku. Ukazatel na mı´sto v pameˇti (32-bitove´ho procesoru) potrˇebuje 4 B, stejneˇ jako
bezzname´nkova´ celocˇ´ıselna´ hodnota indexu (pozn. maxima´ln´ı de´lka seznamu je omezena na
232−1 = 4 294 967 295 polozˇek, cozˇ bylo dostacˇuj´ıc´ı). Nesmı´me vsˇak opomenout, zˇe proces
vektorizace bude prob´ıhat take´ na graficke´m zarˇ´ızen´ı, ktere´ disponuje vlastn´ı pameˇt´ı. Pokud
bychom vytvorˇili sadu troju´heln´ık˚u, ktere´ by obsahovaly ukazatele do pameˇti, pak by na´m
prˇi prˇenosu dat z graficke´ karty do operacˇn´ı pameˇti byly ukazatele k nicˇemu, protozˇe adresa
umı´steˇn´ı dat se bude zcela jisteˇ liˇsit. Indexy ovsˇem z˚usta´vaj´ı sta´le stejne´, pouze je nutne´
navrhnout takove´ rˇesˇen´ı, ktere´ bude zajiˇst’ovat korektnost dat a jejich vazeb a take´ jasneˇ
specifikovat, jak z´ıskat cˇi dopocˇ´ıtat index pozˇadovane´ho vrcholu prˇi vytva´rˇen´ı troju´heln´ıku.
Tato problematika bude objasneˇna v na´sleduj´ıc´ıch kapitola´ch.
5.4 Vektorizace objemovy´ch dat
V te´to fa´zi implementace jizˇ ma´me prˇipravene´ datove´ typy a funkce, ktere´ tvorˇ´ı za´klad kni-
hovny, a take´ vstupneˇ-vy´stupn´ı rozhran´ı. V na´sleduj´ıc´ıch sekc´ıch se budeme zaby´vat hlavn´ı
podstatou rˇesˇene´ problematiky – vektorizac´ı objemovy´ch dat. Zpocˇa´tku si stanov´ıme, jak
budeme s jednotlivy´mi voxely pracovat a definujeme si nove´ pojmy, ktere´ na´m usnadn´ı po-
pis implementacˇn´ıho postupu. Na´sledneˇ pop´ıˇseme princip vektorizace zpracova´vane´ pomoc´ı
CPU, ktera´ byla idea´ln´ım prostrˇedkem pro prakticke´ sezna´men´ı s algoritmem Marching cu-
bes. Na za´veˇr te´to kapitoly se cˇtena´rˇ dozv´ı, v cˇem se liˇs´ı zp˚usob zpracova´n´ı na graficke´m
zarˇ´ızen´ı od verze pro CPU.
5.4.1 Za´kladn´ı princip
Algoritmus Marching cubes, prˇedstaveny´ v kapitole 4.3, je zalozˇen na ohodnocen´ı a zpra-
cova´n´ı jednotlivy´ch krychl´ı, cozˇ je patrne´ i z na´zvu algoritmu. Tato krychle reprezentuje
skupinu voxel˚u, ktere´ spolu soused´ı v datove´ mrˇ´ızˇce a vytva´rˇ´ı tak za´kladn´ı element al-
goritmu. Vrchol krychle je ohodnocen intenzitou odpov´ıdaj´ıc´ıho voxelu, ktery´ z´ıska´me dle
sourˇadnic krychle ze dvou soused´ıc´ıch rˇez˚u nasn´ımany´ch dat.
Pocˇa´tecˇn´ı fa´ze algoritmu se snazˇ´ı z´ıskat informaci o tom, zda je krychle protnuta hle-
dany´m povrchem objektu. Povrch je urcˇen hranic´ı, ktera´ je jedn´ım ze vstupn´ıch parametr˚u.
Hodnota vstupn´ıho parametru hranice se pohybuje v normalizovane´m intervalu 〈0, 1〉, ktery´
je prˇi vy´pocˇtu transformova´n do intervalu urcˇene´ho nejmensˇ´ı a nejveˇtsˇ´ı intenzitou vstupn´ıch
dat. Informaci, zda krychle prot´ına´ povrch objektu, reprezentujeme indexem konfigurace.
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Prˇi implementaci bylo trˇeba specifikovat cˇ´ıselne´ oznacˇen´ı jednotlivy´ch vrchol˚u krychle (viz
obra´zek 5.2). Du˚vodem je to, zˇe jednotlive´ bity indexu konfigurace odpov´ıdaj´ı vrchol˚um
krychle a znacˇ´ı, zda se vrchol na dane´m indexu nacha´z´ı vneˇ nebo uvnitrˇ objektu. Jelikozˇ
ma´ krychle osm vrchol˚u, k reprezentaci na´m postacˇ´ı 8-bitove´ cˇ´ıslo.
Obra´zek 5.2: Oznacˇen´ı vrchol˚u a hran krychle
Index konfigurace z´ıska´me postupny´m porovna´va´n´ım vstupn´ıho parametru hranice s hod-
notami vrchol˚u krychle. Pokud je intenzita vrcholu veˇtsˇ´ı nezˇ hodnota hranice, povazˇujeme
tento vrchol za vnitrˇn´ı bod objektu a nastav´ıme prˇ´ıslusˇny´ bit indexu konfigurace na hodnotu
1, v opacˇne´m prˇ´ıpadeˇ jej nastav´ıme 0. Index konfigurace tedy prˇedstavuje 256 kombinac´ı
jak mohou by´t vrcholy krychle ohodnoceny. Lze si vsˇimnout, zˇe existuj´ı dveˇ varianty z cel-
kove´ho pocˇtu kombinac´ı, kde krychle nema´ zˇa´dny´ pr˚unik s povrchem objektu. Jedna´ se
o indexy konfigurace s hodnotou 0 nebo 255. Vsˇechny bity indexu jsou nastaveny bud’ na
hodnotu 0 (resp. 1), cozˇ znamena´, zˇe krychle je zcela vneˇ (resp. uvnitrˇ) objektu. Hlavn´ı
ja´dro tohoto prˇ´ıstupu spocˇ´ıva´ ve zjiˇsteˇn´ı dvojic vrchol˚u krychle, ktere´ jsou spojeny hranou.
Jeden vrchol se vyskytuje mimo objekt a druhy´ uvnitrˇ, cozˇ znamena´, zˇe hrana prot´ına´
povrch objektu v bodeˇ, ktery´ je jedn´ım z hledany´ch vrchol˚u polygona´ln´ı s´ıteˇ.
Index konfigurace je z pohledu algoritmu Marching cubes zcela kl´ıcˇova´ informace, kterou
vyuzˇ´ıva´me i v dalˇs´ıch kroc´ıch vektorizace. Abychom vytvorˇili vrcholy (resp. troju´heln´ıky)
polygona´ln´ıho modelu, potrˇebujeme zjistit, ktere´ hrany prot´ınaj´ı objekt a tedy mezi ktery´mi
vrcholy krychle budeme hledat vrchol. Z toho d˚uvodu jsme definovali konstantn´ı seznam
12-bitovy´ch hodnot (pomoc´ı 16-bitovy´ch hodnot s vyuzˇit´ım pouze 12 bit˚u) o de´lce 256
polozˇek, jejichzˇ index odpov´ıda´ indexu konfigurace. Tyto hodnoty (podobneˇ jako v prˇ´ıpadeˇ
indexu konfigurace) obsahuj´ı na jednotlivy´ch bitovy´ch pozic´ıch prˇ´ıznak, zda se na hraneˇ
dane´ho indexu vyskytuje vrchol povrchu objektu (cˇ´ıslova´n´ı hran je naznacˇeno v obra´zku
5.2). Pokud ano, tak provedeme linea´rn´ı interpolaci krajn´ıch bod˚u hrany rˇ´ızenou hodnotami
hranice a dany´ch vrchol˚u, cˇ´ımzˇ z´ıska´me novy´ vrchol povrchu.
Prˇi vektorizaci vyuzˇ´ıva´me jesˇteˇ dalˇs´ı konstantn´ı pole, jehozˇ polozˇky jsou take´ adresova-




V dane´m momentu jizˇ zna´me princip generova´n´ı vy´sledne´ho modelu. Pokud se cˇtena´rˇ za-
mysl´ı nad obsahem neˇkolika prˇedchoz´ıch odstavc˚u, jisteˇ si uveˇdomı´, zˇe popisovany´ zp˚usob
vytvorˇ´ı duplicitn´ı vrcholy s´ıteˇ. Krychle, ktere´ maj´ı spolecˇnou hranu prot´ınaj´ıc´ı objekt, mo-
hou vrchol hrany sd´ılet. Bylo nutne´ nale´zt zp˚usob, jak zamezit generova´n´ı kopie vrcholu,
ktery´ jizˇ figuruje v seznamu vrchol˚u, ale prˇitom zachovat neza´vislost zpracova´n´ı jednotlivy´ch
krychl´ı datove´ mrˇ´ızˇky.
Obra´zek 5.3: Sd´ılen´ı vrchol˚u
Na obra´zku 5.3 mu˚zˇeme shle´dnout vy´rˇez z datove´ mrˇ´ızˇky volumetricky´ch dat, kde zˇlute´
vrcholy oznacˇuj´ı zpracova´vanou krychli. Prˇi sd´ılen´ı vrchol˚u vycha´z´ıme z prˇedpokladu, zˇe
drˇ´ıve (z pohledu sourˇadnic) vektorizovana´ krychle ma´ vytvorˇene´ vsˇechny hledane´ vrcholy.
V ilustrovane´ situaci krychle sd´ıl´ı hrany vyznacˇene´ oranzˇovou barvou. Cˇerveneˇ zvy´razneˇne´
krychle patrˇ´ı do skupiny krychl´ı, ktere´ maj´ı shodnou Z-ovou sourˇadnici (o 1 mensˇ´ı nezˇ
aktua´lneˇ zpracova´vana´ krychle), da´le nazy´va´me tuto 2D mrˇ´ızˇku slice. Modrˇe jsou vyznacˇeny
krychle, ktere´ maj´ı spolecˇnou Y-ovou sourˇadnici, jedna´ se o rˇa´dek krychl´ı generovany´ch prˇed
aktua´ln´ım rˇa´dkem, da´le budeme nazy´vat row. A konecˇneˇ zelena´ krychle znacˇ´ı prˇedchoz´ı
krychli z pohledu sourˇadnice osy X, nazy´va´me cube. Aktua´ln´ı krychle ma´ deveˇt spolecˇny´ch
hran se trˇemi, drˇ´ıve zpracova´vany´mi krychlemi. Vy´jimku tvorˇ´ı krychle, ktere´ maj´ı alesponˇ
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jednu slozˇku sourˇadnice nulovou – sd´ıl´ı bud’ me´neˇ hran nebo zˇa´dnou. Tabulka 5.2 naznacˇuje
sd´ılen´ı hran se trˇemi mozˇny´mi krychlemi podle sourˇadnic krychle.
X Y Z Cube Row Slice
= 0 = 0 = 0 × × ×
= 0 = 0 6= 0 × × √
= 0 6= 0 = 0 × √ ×
= 0 6= 0 6= 0 × √ √
6= 0 = 0 = 0 √ × ×
6= 0 = 0 6= 0 √ × √
6= 0 6= 0 = 0 √ √ ×
6= 0 6= 0 6= 0 √ √ √
Tabulka 5.2: Pameˇt’ sd´ıleny´ch vrchol˚u
Vy´sledkem implementace teˇchto poznatk˚u do sta´vaj´ıc´ıho procesu generova´n´ı vrchol˚u
byla znatelna´ optimalizace a to jak po stra´nce vy´konu eliminac´ı vy´pocˇt˚u duplicitn´ıch vr-
chol˚u, tak po stra´nce pameˇt’ovy´ch na´rok˚u d´ıky sn´ızˇen´ı celkove´ho pocˇtu vrchol˚u polygona´ln´ı
s´ıteˇ. Prˇi vytva´rˇen´ı troju´heln´ıku se ovsˇem nevyhneme potrˇebeˇ zna´t skutecˇne´ indexy vr-
chol˚u v jejich seznamu. Tento proble´m jsme vyrˇesˇili stanoven´ım prˇesny´ch pravidel pro
zisk pozˇadovany´ch index˚u. V tabulce 5.3 uva´d´ıme vy´cˇet mozˇny´ch kombinac´ı sourˇadnic
krychle (pro na´s je rozhoduj´ıc´ı faktor, jestli sourˇadnice obsahuje nulovou slozˇku sourˇadnice)
a k tomu odpov´ıdaj´ıc´ı skupinu krychl´ı, odkud z´ıska´me index existuj´ıc´ıho vrcholu.
Vycha´z´ıme-li z cˇ´ıslova´n´ı hran dle obra´zku 5.2 a vy´sˇe uvedene´ho textu, vyvozujeme z toho
na´sleduj´ıc´ı poznatky ke sd´ılen´ı vrchol˚u prˇi vektorizaci objektu (viz 5.3).
Cˇ´ıslo hrany Generujeme novy´ vrchol prˇi Index existuj´ıc´ıho vrcholu je v
0 X = 0 a Y = 0 Cube, Row
1 Y = 0 Row
2 Y = 0 Row
3 Y = 0 a Z = 0 Row, Slice
4 X = 0 Cube
5 vzˇdy -
6 vzˇdy -
7 Z = 0 Slice
8 X = 0 a Z = 0 Cube, Slice
9 X = 0 Cube
10 vzˇdy -
11 Z = 0 Slice
Tabulka 5.3: Pravidla vytva´rˇen´ı sd´ıleny´ch vrchol˚u
CPU a GPU implementace se liˇs´ı ve zp˚usobu z´ıska´n´ı index˚u existuj´ıc´ıch vrchol˚u, ovsˇem
princip z˚usta´va´ stejny´. Rozd´ıly jsou da´ny prˇedevsˇ´ım odliˇsny´m prˇ´ıstupem zpracova´n´ı krychl´ı
a vy´hodneˇjˇs´ı variantou po stra´nce vy´konu.
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5.4.3 CPU implementace
I kdyzˇ povazˇujeme vektorizaci pomoc´ı Marching cubes za jednoduchou a prˇ´ımocˇarou, prˇesto
existuje neˇkolik r˚uzny´ch variant algoritmu, jak dosa´hnout ocˇeka´vane´ho vy´sledku. Vy´beˇr
nejvhodneˇjˇs´ıho postupu ovlivnˇuje prˇedevsˇ´ım hardwarova´ vybavenost vy´pocˇetn´ıho zarˇ´ızen´ı
a s t´ım spojene´ omezuj´ıc´ı podmı´nky.
Prˇi na´vrhu postupu zpracova´n´ı na CPU jsme zˇa´dne´ podstatne´ omezen´ı nepoc´ıtili. Re-
ferencˇn´ı pocˇ´ıtacˇ, pouzˇity´ prˇi vy´voji a na´sledne´m testova´n´ı, byl vybaven operacˇn´ı pameˇt´ı,
ktera´ splnˇovala kapacitn´ı pozˇadavky. Pokud bychom aplikaci spustili na stroji s nedostat-
kem volne´ pameˇti, docha´zelo by prˇi vy´pocˇtu k tzv. ”swapova´n´ı“ (z angl. prohozen´ı) dat
mezi operacˇn´ı pameˇt´ı RAM a diskovy´m u´lozˇiˇsteˇm, cozˇ by vedlo k vy´razne´mu zpomalen´ı
cele´ho procesu vektorizace.
Obra´zek 5.4: Proces vektorizace na CPU
Zvoleny´ prˇ´ıstup CPU verze je cˇisteˇ sekvencˇn´ı (jednovla´knovy´), postupneˇ tedy procha´z´ıme
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jednotlive´ krychle datove´ mrˇ´ızˇky (viz 5.4). Seznamy vrchol˚u a troju´heln´ık˚u se chovaj´ı d´ıky
definovany´m rozsˇiˇruj´ım funkc´ım jako dynamicke´ struktury. To je vy´hodne´ z toho d˚uvodu,
zˇe prˇedem nezna´me konecˇny´ pocˇet vygenerovany´ch vrchol˚u, ani troju´heln´ık˚u polygona´ln´ı
s´ıteˇ. V kazˇde´ krychli prˇida´va´me nove´ vrcholy a troju´heln´ıky na konec seznamu. Seznamy se
v prˇ´ıpadeˇ dosazˇen´ı maxima´ln´ı kapacity automaticky zveˇtsˇ´ı o definovany´, konstantn´ı pocˇet
polozˇek. Konstantu jsme zvolili optima´lneˇ nejen z pohledu prˇ´ıliˇs cˇasty´ch operac´ı s pameˇt´ı,
ale take´ z pohledu zabra´neˇn´ı alokac´ım zbytecˇneˇ velky´ch u´sek˚u dynamicke´ pameˇti.
Z textu prˇedchoz´ıch kapitol by meˇla by´t veˇtsˇina proces˚u v obra´zku 5.4 jasna´ a po-
chopitelna´. Ovsˇem je trˇeba objasnit, jaky´m zp˚usobem z´ıska´me indexy vygenerovany´ch vr-
chol˚u prˇi vytva´rˇen´ı troju´heln´ıkovy´ch polygon˚u v situaci, kdy chceme sd´ılet vrcholy mezi
sousedn´ımi krychlemi. Jelikozˇ nove´ vrcholy pouze prˇida´va´me na konec seznamu vrchol˚u,
nelze zpeˇtneˇ zjistit, ktery´ vrchol v seznamu patrˇ´ı sousedn´ı krychli. Jedina´ vlastnost vekto-
rizace, na kterou se mu˚zˇeme spolehnout, je procha´zen´ı krychlemi sekvencˇneˇ. To znamena´,
zˇe v dobeˇ zpracova´n´ı dane´ krychle v´ıme, zˇe jej´ı sousedn´ı krychle, ktere´ tu aktua´lneˇ zpra-
cova´vanou prˇedcha´zely, jizˇ maj´ı vsˇechny sve´ vrcholy vytvorˇene´. Toho lze vyuzˇ´ıt k imple-
mentaci tzv. ”mezipameˇti“, ktera´ zcela kop´ıruje struktury slice, row a cube z kapitoly 5.4.2.
Slice prˇedstavuje 2D mrˇ´ızˇku krychl´ı prˇedchoz´ıho rˇezu, row rˇa´dek krychl´ı pod aktua´ln´ı krychl´ı
a cube krychli prˇedchoz´ı na stejne´m rˇa´dku. Kazˇda´ krychle v mezipameˇti uchova´va´ pouze
indexy cˇtyrˇ spolecˇny´ch hran. Pokud nastane situace, zˇe aktua´ln´ı krychle by meˇla vytvorˇit
vrchol na hraneˇ, ktera´ je spolecˇna´ s drˇ´ıve zpracova´vanou krychl´ı, proces vytvorˇen´ı krychle
se prˇeskocˇ´ı a z mezipameˇti nacˇteme pouze index vrcholu v seznamu vrchol˚u, stejneˇ jako
na´m definuje tabulka 5.3. Po zpracova´n´ı kazˇde´ krychle mezipameˇt’ aktualizujeme novy´mi
indexy vrchol˚u.
5.4.4 GPU implementace
V posledn´ım bodeˇ implementacˇn´ı cˇa´sti se budeme zaby´vat t´ım, jak vektorizacˇn´ı algoritmus
vhodneˇ aplikovat na graficke´ zarˇ´ızen´ı. Tato fa´ze potrˇebuje hlubsˇ´ı zamysˇlen´ı nad vy´hodami,
ale take´ omezen´ımi, ktera´ jsou spojena s programova´n´ım pro GPU.
Ve srovna´n´ı s CPU variantou je princip zpracova´n´ı zcela odliˇsny´. Na GPU budeme praco-
vat s jednotlivy´mi krychlemi datove´ mrˇ´ızˇky zvla´sˇt’, pro kazˇdou vytvorˇ´ıme vlastn´ı vy´pocˇetn´ı
vla´kno, ktere´ pobeˇzˇ´ı paralelneˇ se vsˇemi ostatn´ımi. Prˇed spusˇteˇn´ım jake´hokoliv funkcˇn´ıho
ja´dra (funkce prova´deˇna´ na GPU) je trˇeba specifikovat, v kolika vla´knech ja´dro pobeˇzˇ´ı
a jak budou vla´kna organizova´na. V kazˇde´m vla´kneˇ potrˇebujeme danou krychli neˇjaky´m
zp˚usobem identifikovat, k tomu vyuzˇijeme mozˇnosti sdruzˇovat skupiny vla´ken do blok˚u
a bloky na´sledneˇ do grid˚u (viz 2.5.2). Ja´dru, ktere´ pracuje paralelneˇ prˇes vsˇechny krychle,
vytvorˇ´ıme bloky organizovane´ v dvoudimenziona´ln´ım gridu. Tedy jedna dimenze odpov´ıda´
pocˇtu krychl´ı v ose X a druha´ dimenze pocˇtu krychl´ı v ose Y datove´ mrˇ´ızˇky. Zby´vaj´ıc´ı pocˇet
v ose Z mapujeme na pocˇet vla´ken jednoho bloku (take´ z d˚uvodu omezen´ı max. pocˇtu vla´ken
na 512 – osa Z by´va´ nejmensˇ´ı), cˇ´ımzˇ jsme pokryli kompletn´ı vstupn´ı objemova´ data. Nao-
pak dimenze gridu je omezena na 65 535 blok˚u v kazˇde´ ose, cozˇ je nadmı´ru dostacˇuj´ıc´ı pro
vsˇechna dostupna´ data.
V na´sleduj´ıc´ım textu si prˇibl´ızˇ´ıme omezuj´ıc´ı faktory, ktere´ na´s vedli k podstatneˇ rozd´ıl-
ne´mu na´vrhu. V samotne´m ko´du ja´dra nelze alokovat dynamickou pameˇt’ ve videopameˇti
graficke´ karty. Je vzˇdy nutne´ postupovat tak, zˇe prˇed spusˇteˇn´ım alokujeme dynamickou
pameˇt’ pozˇadovane´ velikosti, spust´ıme vy´pocˇetn´ı ja´dro, ktere´ na´m naprˇ. vy´sledky ulozˇ´ı do
na´mi vytvorˇene´ pameˇti, a po ukoncˇen´ı ja´dra (tedy opeˇt v ko´du zpracova´vane´m na CPU)
vy´sledna´ data prˇeneseme z GPU do operacˇn´ı pameˇti. Protozˇe v ja´drˇe nelze pouzˇ´ıvat prin-
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cip dynamicky´ch pol´ı a buffer˚u, bylo nutne´ algoritmus rozfa´zovat tak, abychom jizˇ prˇed
samotny´m generova´n´ım vrchol˚u a troju´heln´ık˚u polygona´ln´ı s´ıteˇ znali pocˇty teˇchto element˚u
a mohli tak alokovat dostatecˇnou cˇa´st videopameˇti. Postupne´ kroky zobrazuje obra´zek 5.5,
podrobneˇji se jim veˇnujeme v na´sleduj´ıc´ıch kapitola´ch.
Obra´zek 5.5: Kroky vektorizace na GPU
Klasifikace krychl´ı
Prˇed spusˇteˇn´ım klasifikace je nutne´ prˇene´st vstupn´ı objemova´ data do pameˇti graficke´ karty.
Stejneˇ jako v CPU implementaci si budeme v procesu vektorizace poma´hat konstantn´ımi
tabulkami s bitovy´mi prˇ´ıznaky prot´ınaj´ıc´ıch hran krychle a definicemi troju´heln´ık˚u. Tyto ta-
bulky je vhodne´ umı´stit do texturovac´ı pameˇti, ktera´ disponuje rychlou vyrovna´vac´ı pameˇt´ı.
Vy´znam klasifikacˇn´ıho kroku spocˇ´ıva´ v zisku informac´ı o pocˇtech vrchol˚u a troju´heln´ık˚u,
ktere´ algoritmus z objemovy´ch dat vytvorˇ´ı. Z´ıskane´ informace jsou d˚ulezˇite´ pro alokaci
potrˇebne´ pameˇti prˇed generova´n´ım element˚u polygona´ln´ı s´ıteˇ. Da´le potrˇebujeme zajistit
vazbu mezi vrcholy a troju´heln´ıky. K tomuto u´cˇelu byla definova´na pomocna´ pole index˚u
(da´le indexacˇn´ı pole), ktere´ velikost´ı odpov´ıdaj´ı pocˇtu krychl´ı datove´ mrˇ´ızˇky. Jedna polozˇka
pole je reprezentova´na 32-bitovy´m cˇ´ıslem (rozsah cˇ´ısla je dostacˇuj´ıc´ı, pocˇet generovany´ch
element˚u by´va´ v extre´mn´ıch prˇ´ıpadech maxima´lneˇ v des´ıtka´ch milio´n˚u), ktere´ prˇedstavuje
index do seznamu vrchol˚u, resp. troju´heln´ık˚u. Tato polozˇka je jednoznacˇneˇ identifikovatelna´
pomoc´ı sourˇadnic krychle, cˇ´ımzˇ zarucˇ´ıme neza´vislost na porˇad´ı zpracova´n´ı krychl´ı.
Prˇestozˇe jsme vytvorˇili pomocna´ pole kv˚uli index˚um do seznamu˚, prˇ´ımo k vy´pocˇtu
index˚u v te´to fa´zi nedocha´z´ı. Jak bylo jizˇ neˇkolikra´t zmı´neˇno, nemu˚zˇeme se spolehnout
na porˇad´ı zpracova´vany´ch vla´ken a tedy nemu˚zˇeme v dane´ chv´ıli zjistit, kolik vrchol˚u
cˇi troju´heln´ık˚u budou prˇedchoz´ı krychle generovat. Jedine´, co v te´to fa´zi provedeme, je
vy´pocˇet skutecˇne´ho pocˇtu vrchol˚u a troju´heln´ık˚u, ktere´ zpracova´vana´ krychle bude ge-
nerovat, a za´pis te´to informace na odpov´ıdaj´ıc´ı mı´sto v indexacˇn´ıch pol´ıch. Pro jistotu
zd˚urazn´ıme, zˇe ukla´da´me pocˇet ”skutecˇneˇ“ vytva´rˇeny´ch element˚u, tzn. pokud sd´ıl´ıme vr-
choly mezi krychlemi, rˇ´ıd´ıme se podle pravidel stanoveny´ch v tabulce 5.3.
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Vzhledem k celkove´ pameˇt’ove´ na´rocˇnosti vektorizace na GPU jsou indexacˇn´ı pole nejv´ıce
zateˇzˇuj´ıc´ı struktury. Referencˇn´ı objemova´ mrˇ´ızˇka ma´ rozmeˇry 512×512×147, tzn. zˇe pocˇet
krychl´ı je 511 × 511 × 146 = 38 123 666. Prˇi velikosti jedne´ polozˇky 4 B (32-bitove´ cˇ´ıslo)
se dosta´va´me na cca 153 MB pameˇti, a jelikozˇ pouzˇ´ıva´me indexacˇn´ı pole dveˇ (pro vrcholy
a troju´heln´ıky) tak spotrˇebujeme 306 MB.
Indexace
Klasifikac´ı jsme zjistili pocˇty element˚u v jednotlivy´ch krychl´ıch. Abychom tyto indexacˇn´ı
pole mohli transformovat na cˇ´ıselne´ odkazy do seznamu˚ vrchol˚u a troju´heln´ık˚u, mus´ıme
prove´st operaci, ktera´ na pozici polozˇky vlozˇ´ı soucˇet vsˇech prˇedchoz´ıch polozˇek seznamu ob-
sahuj´ıc´ı pocˇty element˚u. Tento proces se nazy´va´ Prefix scan nebo take´ Prefix sum (prˇelozˇeno
jako suma prˇedchoz´ıch hodnot).
Obecneˇ je Prefix scan definova´n jako operace s bina´rn´ım, asociativn´ım opera´torem ⊕
nad polem s n polozˇkami.
[a0, a1, ..., an−1].
Prefix scan vra´t´ı vy´sledne´ pole
[a0, (a0 ⊕ a1), ..., (a0 ⊕ a1 ⊕ ...⊕ an−1]
Metoda Prefix scan nab´ız´ı neˇkolik modifikac´ı, ktere´ mı´rneˇ meˇn´ı za´kladn´ı mysˇlenku algo-
ritmu. Lze meˇnit smeˇr pr˚uchodu, bina´rn´ı opera´tor (mı´sto scˇ´ıta´n´ı mu˚zˇeme na´sobit, apod.),
ale take´ existuj´ı dveˇ varianty urcˇuj´ıc´ı operandy kazˇde´ho kroku algoritmu. Prvn´ı varianta je
naznacˇena v prˇedchoz´ı definici a nazy´va´ se inkluzivn´ı. Hodnota na dane´ pozici je vypocˇtena
bina´rn´ı operac´ı nad vsˇemi prˇedcha´zej´ıc´ımi polozˇkami vcˇetneˇ te´ aktua´ln´ı. Naopak exkluzivn´ı
skenova´n´ı provede bina´rn´ı operaci pouze s prˇedcha´zej´ıc´ımi polozˇkami. V prˇ´ıpadeˇ pole s n
polozˇkami
[a0, a1, ..., an−1],
pak exkluzivn´ı Prefix scan vra´t´ı
[0, a0, (a0 ⊕ a1), ..., (a0 ⊕ a1 ⊕ ...⊕ an−2].
Proces Prefix scan s konkre´tn´ımi hodnotami v poli demonstruje na´sleduj´ıc´ı prˇ´ıklad.
Meˇjme pole hodnot
[3, 1, 7, 0, 4, 1, 6, 3],
potom inkluzivn´ı varianta vra´t´ı pole
[3, 4, 11, 11, 14, 16, 22, 25]
a exkluzivn´ı vra´t´ı pole
[0, 3, 4, 11, 11, 14, 16, 22].
Z naznacˇeny´ch prˇ´ıklad˚u bylo zrˇejme´, zˇe pro na´sˇ prˇ´ıpad jsme potrˇebovali exkluzivn´ı me-
todu Prefix scan. Naivn´ım prˇ´ıstupem sˇlo dany´ algoritmus implementovat jako sekvencˇn´ı
pr˚uchod polem. Jelikozˇ indexacˇn´ı pole figurovaly pouze v pameˇti graficke´ karty (nikdy
nejsou potrˇeba v syste´move´ RAM), bylo vhodne´ Prefix scan implementovat v podobeˇ
funkcˇn´ıho ja´dra prˇ´ımo na GPU. Tato situace ovsˇem vyzˇadovala zamysˇlen´ı se nad t´ım, jak
dany´ algoritmus paralelizovat a urychlit tak celkovy´ cˇas zpracova´n´ı vyuzˇit´ım vy´konne´ho
paraleln´ıho zpracova´n´ı na GPU.
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U´cˇinny´ zp˚usob bylo podeˇlit oblast pole do neˇkolika oddeˇleny´ch blok˚u o vhodne´m pocˇtu
polozˇek. V kazˇde´m bloku spocˇ´ıtat sumu vsˇech polozˇek a tuto hodnotu ulozˇit v nezmeˇne´m
porˇad´ı blok˚u do pomocne´ho pole. Potom prove´st Prefix scan nad teˇmito sumami a vy´sledky
na odpov´ıdaj´ıch pozic´ıch pote´ prˇicˇ´ıst ke vsˇem polozˇka´m jednotlivy´ch blok˚u. Navrzˇeny´
zp˚usob je naznacˇen na obra´zku 5.6.
Obra´zek 5.6: Paraleln´ı Prefix sum
Popsana´ metoda paraleln´ıho algoritmu Prefix scan je obsazˇena ve volneˇ dostupne´ kni-
hovneˇ CUDPP (zkr. CUDA Data Parallel Primitives Library). Knihovna je velice dobrˇe
optimalizovana´ pro pra´ci s rychlou sd´ılenou pameˇt´ı jednotlivy´ch multiprocesor˚u graficke´
karty. Rozhodli jsme se pouzˇ´ıt ji i v nasˇ´ı implementaci za u´cˇelem dosazˇen´ı maxima´ln´ıho
vy´konu (viz [9]). Jedinou veˇtsˇ´ı nevy´hodou byla potrˇeba alokovat pameˇt’ pro vy´sledne´ pole,
cozˇ prˇi velikosti jednoho indexacˇn´ıho pole cca 150 MB znamenalo spotrˇebu dalˇs´ı podstatne´
cˇa´sti pameˇti.
V okamzˇiku proveden´ı Prefix scan ma´me p˚uvodn´ı a nove´ indexacˇn´ı pole, potrˇebujeme
tedy dopocˇ´ıtat celkovy´ pocˇet generovany´ch element˚u polygona´ln´ı s´ıteˇ. To lze uskutecˇnit
secˇten´ım posledn´ıch polozˇek obou indexacˇn´ıch pol´ı, protozˇe p˚uvodn´ı pole obsahuje pocˇet
element˚u v kazˇde´ krychli a pole po prefixu obsahuje na pozici krychle vzˇdy soucˇet element˚u
vsˇech prˇedchoz´ıch krychl´ı. Jelikozˇ indexacˇn´ı pole existuj´ı pouze v pameˇti GPU, bylo pro
tuto akci implementova´no jednovla´knove´ ja´dro.
Vytvorˇen´ı polygona´ln´ı s´ıteˇ
V te´to fa´zi vektorizace jizˇ zna´me vsˇechny nezbytne´ informace k vytvorˇen´ı polygona´ln´ı s´ıteˇ re-
prezentuj´ıc´ı hledany´ povrch objektu. Generova´n´ı vrchol˚u i troju´heln´ık˚u prob´ıha´ na stejne´m
principu jako v cˇa´sti pro CPU. Abychom nemuseli znovu prˇistupovat do pameˇti a nacˇ´ıtat
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hodnoty vrchol˚u krychle, bylo v pr˚ubeˇhu klasifikace vytvorˇeno pomocne´ pole obsahuj´ıc´ı
index konfigurace, cozˇ urychl´ı zjiˇsteˇn´ı prot´ınaj´ıc´ıch hran a index˚u vrchol˚u jednotlivy´ch
troju´heln´ık˚u. Indexacˇn´ı pole obsahuje pro danou krychli index pouze prvn´ıho vytva´rˇene´ho
elementu vy´sledne´ho seznamu, dalˇs´ı elementy v ra´mci krychle automaticky rˇad´ıme do
vy´sledne´ho seznamu za prvn´ı element. V prˇ´ıpadeˇ vrchol˚u odpov´ıda´ porˇad´ı ukla´dany´ch ele-
ment˚u porˇad´ı prot´ınaj´ıc´ıch hran (algoritmus procha´z´ı hrany od 0. po 11., viz 5.2). V prˇ´ıpadeˇ
troju´heln´ık˚u je porˇad´ı definovane´ konstantn´ı tabulkou troju´heln´ık˚u.
Vygenerovane´ vrcholy a troju´heln´ıky nakonec prˇesuneme z pameˇti GPU do operacˇn´ı
pameˇti RAM a vektorizace objemovy´ch dat koncˇ´ı.
5.4.5 Multi GPU
Z pohledu programove´ho rozhran´ı CUDA jsou graficke´ karty povazˇova´ny za obecna´ vy´-
pocˇetn´ı zarˇ´ızen´ı. V aplikac´ıch mus´ıme vzˇdy prˇed spusˇteˇn´ım funkcˇn´ıch jader zvolit jedno
z dostupny´ch zarˇ´ızen´ı, ktere´ se pouzˇije k beˇhu vy´pocˇetn´ıho ko´du. Pokud pocˇ´ıtacˇova´ se-
stava disponuje v´ıce graficky´mi kartami, lze vyv´ıjene´ aplikace navrhnout tak, aby vy´pocˇty
prob´ıhaly na vsˇech dostupny´ch GPU. Implementace knihovny doka´zˇe vektorizacˇn´ı proces
rozdeˇlit mezi v´ıce graficky´ch zarˇ´ızen´ı.
Jelikozˇ je nutne´ zvolit zarˇ´ızen´ı prˇed spusˇteˇn´ım funkcˇn´ıho ja´dra, museli jsme rozdeˇlit
aplikaci jizˇ na u´rovni CPU ko´du. Na zacˇa´tku vektorizacˇn´ı funkce zjist´ıme dostupna´ zarˇ´ızen´ı
a podle pocˇtu vytvorˇ´ıme vla´kna, kde kazˇde´ bude komunikovat s jednou grafickou kartou.
Prˇed na´mi byl u´kol, jak vhodneˇ rozdeˇlit objemova´ data, a take´ jak na´sledneˇ vy´stupn´ı data
spojit v jeden polygona´ln´ı model, jak nastinˇuje obra´zek 5.7.
Obra´zek 5.7: Multi GPU vektorizace
Vektorizacˇn´ı proces prob´ıha´ mezi graficky´mi kartami paralelneˇ, neza´visle na ostatn´ıch.
Vstupn´ı volumetricka´ data jsme rozdeˇlili rˇezy (v obra´zku 5.7 oznacˇene´ cˇerveneˇ) pomeˇrem
k pocˇtu GPU. Kazˇde´ graficke´ zarˇ´ızen´ı pracuje se svoj´ı cˇa´st´ı vstupn´ı datove´ mrˇ´ızˇky. Jelikozˇ
neexistuje zˇa´dna´ interakce mezi GPU, tak i vy´stupn´ı data tvorˇ´ı samostatne´, d´ılcˇ´ı celky.
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Prvn´ı proble´m nastal prˇi vytva´rˇen´ı novy´ch vrchol˚u povrchu, prˇesneˇji rˇecˇeno jejich sou-
rˇadnic. Do jednotlivy´ch vla´ken bylo trˇeba prˇidat informaci o posunu generovany´ch vrchol˚u
podle toho, na jak sˇiroke´ u´seky jsme data rozdeˇlili. Druhy´ proble´m vznikl v prˇ´ıpadeˇ vy-
tvorˇeny´ch troju´heln´ık˚u, ktere´ se odkazuj´ı do seznamu vrchol˚u. Spojen´ım seznamu˚ vrchol˚u
z jednotlivy´ch GPU do vy´sledne´ho seznamu se zmeˇnily i indexy vrchol˚u, a ty je nutne´
v troju´heln´ıc´ıch aktualizovat. Aktualizaci provedeme prˇicˇten´ım hodnoty, ktera´ odpov´ıda´
pocˇtu vrchol˚u ve vy´sledne´m seznamu prˇed prˇipojen´ım vrchol˚u z aktua´ln´ı GPU.
Popsana´ metoda bohuzˇel generuje vedlejˇs´ı efekt – artefakt na vy´sledne´m polygona´ln´ım
modelu. V mı´steˇ rˇezu objemovy´ch dat vzniknou duplicitn´ı vrcholy (model bude tvorˇen z v´ıce
vrchol˚u, pocˇet troju´heln´ık˚u z˚usta´va´ stejny´), ktere´ nav´ıc maj´ı rozd´ılne´ norma´love´ vektory.
Prˇi vizualizaci lze takova´ mı´sta rˇez˚u jednodusˇe identifikovat. S t´ımto jsme se nakonec smı´ˇrili,
protozˇe veˇtsˇ´ı hodnotu pro na´s v danou chv´ıli meˇlo srovna´n´ı vy´kon˚u implementac´ı.
Technologie, ktera´ se nazy´va´ SLI (zkr. Scalable Link Interface), spojuje v´ıce graficky´ch
karet na u´rovni ovladacˇ˚u. Jejich u´kolem je pak rozdeˇlit si cˇa´sti renderovane´ho vy´stupu,
jejichzˇ slozˇen´ım vznikne vy´sledny´ obraz. Pokud je technologie SLI aktivn´ı, tak se skupina
graficky´ch karet v aplikac´ıch CUDA tva´rˇ´ı jako jedno zarˇ´ızen´ı. Ovsˇem na u´rovni ovladacˇ˚u
se vy´pocˇty nedeˇl´ı jako prˇi renderova´n´ı sce´ny, vsˇe se prova´d´ı pouze na jedne´ graficke´ karteˇ.
Vysveˇtlen´ı je v podstateˇ jednoduche´. V aplikac´ıch pouzˇ´ıva´me ukazatele a cˇasto pracujeme
prˇ´ımo s adresami pameˇti, tzn. zˇe by pameˇt’ove´ prostory jednotlivy´ch GPU museli tvorˇit




V implementacˇn´ı cˇa´sti te´to pra´ce se na´m podarˇilo dosa´hnout uspokojive´ho vy´sledku. Apli-
kace generuje (jak v CPU, tak GPU cˇa´sti) shodne´ polygona´ln´ı modely s optimalizovany´m
pocˇtem vrchol˚u.
6.1 Meˇrˇena´ vstupn´ı data
Objemova´ data, ktera´ jsme pouzˇili pro meˇrˇen´ı cˇas˚u vektorizacˇn´ıho procesu a vy´konu tes-
tovac´ıho hardwaru, reprezentuj´ı nasn´ımanou lidskou hlavu dospeˇle´ho cˇloveˇka. Origina´ln´ı
rozmeˇr datove´ mrˇ´ızˇky vstupn´ıch dat byl 512×512×147 voxel˚u, tento rozmeˇr jsme stanovili
jako referencˇn´ı model pro fa´zi vy´voje a na´sledny´ch test˚u.
Abychom mohli porovna´vat take´ objemova´ data s mensˇ´ım pocˇtem voxel˚u, byla origina´ln´ı
mrˇ´ızˇka zmensˇena podvzorkova´n´ım, cˇ´ımzˇ byly vyb´ıra´ny jen vzorky odpov´ıdaj´ıc´ı nove´ vzor-
kovac´ı frekvenci. Tu lze z´ıskat pomoc´ı vztahu
fn(d) = T (d)/N(d) (6.1)
kde fn(d) odpov´ıda´ nove´ vzorkovac´ı frekvenci ve smeˇru d, N(d) rozmeˇru origina´ln´ıch vstup-
n´ıch dat ve smeˇru d a T (d) pozˇadovany´m rozmeˇrem ve smeˇru d. Tento zp˚usob je velice
snadny´ na implementaci, ale v datech se objevuj´ı artefakty, zejme´na prˇi mnohona´sobneˇ
mensˇ´ıch rozmeˇrech. V nasˇem prˇ´ıpadeˇ nen´ı d˚ulezˇity´ obsah, ale pocˇet voxel˚u vstupn´ıch dat
a generovany´ch vrchol˚u cˇi troju´heln´ık˚u, tedy vlastnosti, ktere´ proveˇrˇ´ı rychlost zpracova´n´ı.
6.2 Testovany´ hardware
Po dobu vy´voje a meˇrˇen´ı jsme meˇli k dispozici dveˇ pocˇ´ıtacˇove´ sestavy podporuj´ıc´ı progra-
move´ rozhran´ı CUDA. Na´sleduj´ıc´ı seznamy obsahuj´ı hardwarove´ komponenty, ktere´ prˇ´ımo
ovlivnˇuj´ı cˇas pr˚ubeˇhu vektorizace.
Procesor: Intel Core 2 Duo E6550 2,33 GHz
Operacˇn´ı pameˇt’: 2 GB
Graficka´ karta: NVidia GeForce 8800 GTX 768 MB
Tabulka 6.1: Sestava cˇ. 1
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Procesor: Intel Core 2 Duo E6850 3,00 GHz
Operacˇn´ı pameˇt’: 3 GB
Graficka´ karta: 2× NVidia GeForce 8800 GT 512 MB
Tabulka 6.2: Sestava cˇ. 2
Sestavu cˇ. 2 jsme pouzˇili pro testova´n´ı beˇhu aplikace na v´ıce graficky´ch zarˇ´ızen´ıch
a za´rovenˇ cˇa´sti pro CPU. Pameˇt’ o velikosti 512 MB nen´ı dostacˇuj´ıc´ı pro vektorizaci ob-
jemovy´ch dat maxima´ln´ıho rozmeˇru, pro variantu beˇhu aplikace na jedne´ graficke´ karteˇ
jsme pouzˇili pouze sestavu cˇ. 1.
6.3 Pocˇet vrchol˚u a troju´heln´ık˚u
Prˇedt´ım nezˇ jsme zacˇali s cˇasovy´m meˇrˇen´ım algoritmu˚ knihovny, z´ıskali jsme informace
o pocˇtech vrchol˚u a troju´heln´ık˚u vybrany´ch testovac´ıch sad. Pocˇty generovany´ch element˚u
jsou samozrˇejmeˇ za´visle´ na hranicˇn´ı hodnoteˇ vektorizace a na komplexnosti povrchu c´ılove´ho
objektu. Pro samotne´ testova´n´ı jsme vybrali trˇi sady vstupn´ıch dat, ktere´ zastupuj´ı data
ve trˇech odliˇsny´ch rozmeˇrovy´ch skupina´ch.
25× 25× 7
Hranice Vrcholy (single) Vrcholy (multi) Vrcholy (all) Troju´heln´ıky
0,0 972 1 074 3 254 1 602
0,1 1 009 1 117 3 444 1 716
0,2 1 102 1 214 3 834 1 898
0,3 1 447 1 551 5 114 2 392
0,4 1 154 1 238 4 034 1 764
0,5 815 874 2 810 1 168
0,6 247 277 884 316
0,7 0 0 0 0
0,8 0 0 0 0
0,9 0 0 0 0
1,0 0 0 0 0
Tabulka 6.3: Pocˇet generovany´ch element˚u (25× 25× 7)
V tabulka´ch 6.3, 6.4 a 6.5 jsou uvedeny vybrane´ varianty vstupn´ıch dat, ktere´ jsme
v pr˚ubeˇhu meˇrˇen´ı strˇ´ıdali. Pocˇet vrchol˚u ve sloupci ”single“ odpov´ıda´ vy´sledku vektorizace
provedene´ na jedne´ GPU (sestava cˇ. 1), ”multi“ znacˇ´ı aplikaci na v´ıce graficky´ch zarˇ´ızen´ı
(sestava cˇ. 2). ”All“ je pocˇet vrchol˚u vytvorˇeny´ch na jedne´ graficke´ karteˇ (sestava cˇ. 1), ale
vrcholy nejsou mezi krychlemi sd´ıleny, kazˇda´ krychle vytvorˇ´ı unika´tn´ı vrcholy. Vzhledem
k vysoke´mu pocˇtu troju´heln´ık˚u by bylo nadmı´ru vhodne´ implementovat decimacˇn´ı algo-
ritmus (viz 4.5.2), ktery´ by pocˇet sn´ızˇil, ale zachoval prˇitom tvar polygona´ln´ıho modelu.




Hranice Vrcholy (single) Vrcholy (multi) Vrcholy (all) Troju´heln´ıky
0,0 49 389 50 308 190 348 92 718
0,1 37 538 38 119 146 218 73 260
0,2 41 949 42 564 163 684 81 916
0,3 65 052 66 238 255 346 127 868
0,4 56 525 57 497 221 996 110 708
0,5 47 782 48 530 187 568 92 910
0,6 25 395 25 839 99 960 47 892
0,7 92 92 368 136
0,8 0 0 0 0
0,9 0 0 0 0
1,0 0 0 0 0
Tabulka 6.4: Pocˇet generovany´ch element˚u (128× 128× 36)
512× 512× 147
Hranice Vrcholy (single) Vrcholy (multi) Vrcholy (all) Troju´heln´ıky
0,0 1 508 820 1 514 679 5 968 402 3 000 234
0,1 650 578 652 811 2 586 054 1 292 966
0,2 714 497 716 825 2 841 716 1 421 060
0,3 1 171 216 1 175 916 4 663 692 2 332 054
0,4 1 010 927 1 014 975 4 026 396 2 013 744
0,5 882 361 885 755 3 513 820 1 756 692
0,6 600 356 602 682 2 392 136 1 193 656
0,7 3 446 3 446 13 784 6 784
0,8 0 0 0 0
0,9 0 0 0 0
1,0 0 0 0 0
Tabulka 6.5: Pocˇet generovany´ch element˚u (512× 512× 147)
6.4 Rezˇie vola´n´ı funkc´ı na CPU a jader na GPU
V prˇedchoz´ı cˇa´sti jsme z´ıskali prˇehled, z kolika element˚u se vy´sledna´ polygona´ln´ı s´ıt’ skla´da´.
Nezˇ uka´zˇeme prˇ´ıme´ srovna´n´ı CPU a GPU vektorizac´ı s testovac´ımi daty, je trˇeba pouka´zat
na cˇasove´ u´seky, ktere´ stra´v´ı zarˇ´ızen´ı beˇhem vola´n´ı funkc´ı cˇi jader implementac´ı. Tyto
rezˇie jsme se prˇi vy´voji samozrˇejmeˇ snazˇili co nejv´ıce omezit, ovsˇem ve veˇtsˇineˇ prˇ´ıpad˚u se
jim bohuzˇel vyhnout nelze. Meˇrˇen´ı prob´ıhalo t´ım zp˚usobem, zˇe jsme hlavn´ı funkce (CPU)
a ja´dra (GPU) jednotlivy´ch cˇa´st´ı knihovny tzv. ”zaslepily“. Tzn., zˇe prˇi meˇrˇen´ı prob´ıhala
vektorizace ve stejny´ch kroc´ıch jako prˇi ”ostre´m“ beˇhu, ovsˇem hlavn´ı funkce nic nezpra-
cova´valy.
Nelze si nevsˇimnout rˇa´doveˇ mnohona´sobneˇ vysˇsˇ´ıch nameˇrˇeny´ch cˇas˚u, ktere´ graficka´
zarˇ´ızen´ı stra´vila rezˇijn´ımi u´kony. Algoritmus vektorizace prˇi zpracova´n´ı na GPU s sebou
nav´ıc nese prˇesuny dat z operacˇn´ı pameˇti na GPU a zpeˇt, cozˇ je hlavn´ı u´zke´ mı´sto prˇi
pra´ci s GPU. Mensˇ´ı, v porovna´n´ı s kop´ırova´n´ım dat ovsˇem zanedbatelna´, cˇa´st rezˇie patrˇ´ı
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Rozmeˇr mrˇ´ızˇky CPU [s] GPU single [s] GPU multi [s]
12× 12× 3 0,000001 0,02887 0,107332
25× 25× 7 0,000004 0,029714 0,107751
51× 51× 14 0,000006 0,029799 0,109217
73× 73× 21 0,000007 0,029878 0,10968
85× 85× 24 0,000008 0,029868 0,109178
102× 102× 29 0,000009 0,030175 0,109342
128× 128× 36 0,000013 0,030697 0,109437
170× 170× 49 0,000016 0,032647 0,111603
256× 256× 73 0,000015 0,039668 0,127498
512× 512× 147 0,000017 0,106343 0,156144
Tabulka 6.6: Rezˇie volany´ch funkc´ı vektorizace
organizaci spousˇteˇn´ı a rˇ´ızen´ı vy´pocˇetn´ıch vla´ken jednotlivy´ch jader.
Obra´zek 6.1: Rezˇie volany´ch funkc´ı
V prˇ´ıpadeˇ v´ıce graficky´ch zarˇ´ızen´ı jesˇteˇ mus´ıme zapocˇ´ıtat deˇlen´ı vstupn´ıch dat a spojen´ı
dat vy´stupn´ıch (i kdyzˇ vy´stupem v tomto prˇ´ıpadeˇ je pra´zdna´ polygona´ln´ı s´ıt’, tak kontroly
vygenerovany´ch seznamu˚ element˚u probeˇhnout mus´ı). Zˇa´dne´ z vyjmenovany´ch u´kon˚u se
v cˇa´sti pro CPU nekonaj´ı, pouze se sekvencˇneˇ projde datova´ mrˇ´ızˇka.
6.5 Globa´ln´ı a sd´ılena´ pameˇt’
Tato kapitola srovna´va´ vy´kon algoritmu prˇi pouzˇit´ı standardn´ı globa´ln´ı pameˇti s optimalizo-
vany´m prˇ´ıstupem do pameˇti v podobeˇ sd´ılene´ pameˇti multiprocesoru. Instrukce pouzˇ´ıvane´
za u´cˇelem cˇten´ı (za´pisu) dat z globa´ln´ı pameˇti stra´v´ı zhruba 400 cykl˚u procesoru. Naopak
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zpozˇdeˇn´ı prˇi pra´ci se sd´ılenou pameˇt´ı multiprocesoru se rovna´ 4 cykl˚um. Toto zjiˇsteˇn´ı na´m
dalo dalˇs´ı prostor ke zrychlen´ı pra´ce s pameˇt´ı.
Prˇed zapocˇet´ım vektorizace mus´ıme data vzˇdy prˇene´st do globa´ln´ı pameˇti graficke´ho
zarˇ´ızen´ı. Kazˇdy´ pozˇadavek z´ıskat hodnotu voxelu objemovy´ch dat cˇten´ım prˇ´ımo z globa´ln´ı
pameˇti s sebou nese jizˇ zmı´neˇne´ zpozˇdeˇn´ı. Prˇi velke´m pocˇtu vla´ken toto zpozˇdeˇn´ı kompen-
zuje pla´novacˇ spousˇteˇn´ı vla´ken – pokud neˇjake´ vla´kno cˇeka´ na data, pla´novacˇ zat´ım spust´ı
jine´ vla´kno, takzˇe vy´kon vy´razneˇ neklesne. I prˇesto se doporucˇuje vyuzˇ´ıvat sd´ılenou pameˇt’
a to t´ım zp˚usobem, zˇe na pocˇa´tku nahrajeme data z globa´ln´ı pameˇti do sd´ılene´, po celou
dobu zpracova´n´ı pracujeme se sd´ılenou pameˇt´ı a na konci se vy´sledky ulozˇ´ı zpeˇt do globa´ln´ı
pameˇti.
Sd´ılena´ pameˇt’ ma´ ovsˇem urcˇita´ omezen´ı, ktera´ jsme museli vz´ıt na veˇdomı´ jizˇ prˇi na´vrhu.
Uveˇdomı´me-li si, zˇe vla´kna jednoho bloku jsou vzˇdy vykona´na na jednom multiprocesoru
a mohou tedy sd´ılet data mezi sebou, lze tak zmensˇit pocˇet prˇ´ıstup˚u do globa´ln´ı pameˇti.
Vyuzˇijeme toho, zˇe sousedn´ı krychle maj´ı spolecˇne´ cˇtyrˇi vrcholy a vla´kna jsou vzˇdy v da-
tove´ mrˇ´ızˇce organizova´ny po rˇa´dc´ıch v ose Z. T´ım sn´ızˇ´ıme pocˇet cˇten´ı z globa´ln´ı pameˇti
te´meˇrˇ na polovinu. Je vsˇak trˇeba vzˇdy zkontrolovat, zˇe potrˇebna´ velikost sd´ılene´ pameˇti
nen´ı veˇtsˇ´ı nezˇ jej´ı celkova´ kapacita 4 096 B. Pra´veˇ z tohoto d˚uvodu nemu˚zˇeme v nasˇ´ı im-
plementaci vektorizovat vstupn´ı objemovou mrˇ´ızˇku prˇesahuj´ıc´ı pocˇet 256 voxel˚u v ose Z.
Sd´ılena´ pameˇt’ se na´m cˇasoveˇ vyplat´ı pouze ve fa´zi klasifikace voxel˚u, kdy vzˇdy pracujeme
se vsˇemi krychlemi rˇa´dku objemovy´ch dat.
Rozmeˇr mrˇ´ızˇky CPU [s] GPU global GPUs global GPU shared GPUs shared
12× 12× 3 0,000092 0,106819 0,424038 0,107559 0,387961
25× 25× 7 0,000704 0,108916 0,382013 0,109441 0,382559
51× 51× 14 0,005193 0,110585 0,38535 0,11142 0,421057
73× 73× 21 0,014731 0,113187 0,434412 0,114555 0,389397
85× 85× 24 0,022804 0,114987 0,391687 0,116626 0,399702
102× 102× 29 0,039881 0,118583 0,419951 0,120479 0,431178
128× 128× 36 0,080711 0,12845 0,408142 0,130446 0,408572
170× 170× 49 0,214489 0,145665 0,46466 0,15022 0,432257
256× 256× 73 0,893563 0,265192 0,615434 0,271462 0,579279
512× 512× 147 11,699359 3,860263 7,18812 2,608847 6,212149
Tabulka 6.7: Nameˇrˇene´ cˇasy vektorizace v r˚uzny´ch konfigurac´ıch. Vektorizace byla prove-
dena se stejnou hodnotou hranice 0,3 generuj´ıc´ı nejvysˇsˇ´ı pocˇet vrchol˚u.
Z pohledu srovna´n´ı globa´ln´ı a loka´ln´ı pameˇti jsme dosa´hli ocˇeka´vane´ho vy´sledku. Verze
se sd´ılenou pameˇt´ı je prˇi vektorizaci dat o nejveˇtsˇ´ım pocˇtu voxel˚u dokonce o v´ıce nezˇ jednu
sekundu rychlejˇs´ı, cozˇ na´m vylepsˇilo i pomeˇr vy´konu v porovna´n´ı s CPU implementac´ı.
6.6 Duplicitn´ı vrcholy
Generova´n´ı polygona´ln´ıch s´ıt´ı s duplicitn´ımi vrcholy je pro dalˇs´ı vyuzˇit´ı modelu abso-
lutneˇ neprakticke´. Ale z pohledu testova´n´ı implementac´ı to byl vhodny´ zp˚usob, jak v´ıce
zat´ızˇit graficke´ karty a procesor. T´ımto krokem zvy´sˇ´ıme pomeˇr vy´pocˇetn´ıch u´kon˚u vzhle-
dem k pocˇtu prˇ´ıstup˚u do pameˇti, cozˇ v´ıce proveˇrˇ´ı skutecˇnou vy´pocˇetn´ı s´ılu obou HW
komponent.
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Obra´zek 6.2: Vektorizace objemovy´ch dat r˚uzny´ch velikost´ı
Obra´zek 6.3: Pod´ıl jednotlivy´ch fa´z´ı vektorizace, cˇasove´ srovna´n´ı globa´ln´ı a sd´ılene´ pameˇti
(cˇas v milisekunda´ch).
V tabulce 6.8 je vy´cˇet nameˇrˇeny´ch hodnot. Pokud se ve vy´sledc´ıch zameˇrˇ´ıme na veˇtsˇ´ı
rozmeˇry objemovy´ch dat, lze si vsˇimnout drtive´ho propadu procesoru v porovna´n´ı s gra-
ficky´mi kartami. Vektorizace maxima´ln´ı datove´ mrˇ´ızˇky byla na graficke´ karteˇ GeForce 8800
GTX provedena te´meˇrˇ 19× rychleji nezˇ na CPU, cozˇ v plne´ mı´ˇre uka´zalo hlavn´ı dome´nu
vyuzˇit´ı paraleln´ıch graficky´ch procesor˚u.
6.7 Zhodnocen´ı
Pozˇadavkem te´to pra´ce bylo zvolit si vhodny´ algoritmus, ktery´ je vy´pocˇetneˇ na´rocˇny´,
a podrobit CPU a GPU varianty implementac´ı vza´jemne´mu srovna´n´ı. Obeˇ verze vekto-
rizacˇn´ıho algoritmu Marching cubes jsme zasadili do rozhran´ı knihovny, kterou lze pouzˇ´ıt
v dalˇs´ıch projektech, cˇ´ımzˇ jsme splnili pozˇadavky stanovene´ v na´vrhu.
V pr˚ubeˇhu vy´voje jsme postupneˇ prˇicha´zeli na r˚uzna´ vylepsˇen´ı a optimalizace. Take´ jsme
museli prˇizp˚usobit jednotlive´ kroky vektorizace prova´deˇne´ na graficke´m zarˇ´ızen´ı r˚uzny´m
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Rozmeˇr mrˇ´ızˇky CPU [s] GPU (single) [s] GPU (multi) [s]
12× 12× 3 0,000159 0,106129 0,412740
25× 25× 7 0,001337 0,108615 0,380772
51× 51× 14 0,009901 0,112307 0,421727
73× 73× 21 0,029831 0,118066 0,426471
85× 85× 24 0,051622 0,124768 0,395229
102× 102× 29 0,100032 0,128281 0,462402
128× 128× 36 0,236309 0,145093 0,444508
170× 170× 49 0,703601 0,172342 0,488649
256× 256× 73 3,619947 0,347354 0,582794
512× 512× 147 58,786299 3,149072 6,449651
Tabulka 6.8: Nameˇrˇene´ cˇasy vektorizace generuj´ıc´ı duplicitn´ı vrcholy s´ıteˇ. Vektorizace byla
provedena se stejnou hodnotou hranice 0,3.
Obra´zek 6.4: Srovna´n´ı vektorizace polygona´ln´ı s´ıteˇ s duplicitn´ımi vrcholy
omezen´ım dany´m architekturou GPU. Vy´sledna´ knihovna take´ umozˇnˇuje vyuzˇ´ıt vy´konu
pocˇ´ıtacˇovy´ch sestav, ktere´ obsahuj´ı i v´ıce nezˇ jednu grafickou kartu podporuj´ıc´ı CUDA.
V pr˚ubeˇhu experimenta´ln´ıho meˇrˇen´ı jsme zjistili, zˇe nasˇe implementace vektorizacˇn´ıho
algoritmu pro GPU je vy´konneˇjˇs´ı v prˇ´ıpadeˇ veˇtsˇ´ıch rozmeˇr˚u datove´ mrˇ´ızˇky (viz 6.7). Prˇeci
jen prˇesun dat mezi pameˇt´ı graficke´ karty a operacˇn´ı pameˇt´ı vyzˇaduje urcˇitou cˇasovou pro-
dlevu, cˇemuzˇ se v CPU implementaci zcela vyhneme. Nav´ıc pokud vyuzˇ´ıva´me pro vektori-
zaci v´ıce graficky´ch karet za´rovenˇ, je proces zpomalova´n deˇlen´ım vstupn´ıch dat a na´sledny´m
spojen´ım dat vy´stupn´ıch. Pokud jsme srovnali vy´sledky meˇrˇen´ı vektorizace provedene´ na
jedne´ nebo v´ıce graficky´ch karta´ch, vzˇdy byla vy´hodneˇjˇs´ı verze s jednou grafickou kartou.
Pokud srovna´me GPU verzi, ktera´ je nejvy´razneˇji optimalizovana´ (tedy pouzˇ´ıva´ sd´ılenou
pameˇt’ a sd´ılen´ı generovany´ch vrchol˚u), dosa´hli jsme oproti CPU verzi azˇ 4,5-na´sobne´mu
zrychlen´ı, cozˇ lze povazˇovat za velice slusˇny´ vy´sledek. Prˇipomenˇme, zˇe se tak stalo prˇi
vektorizaci nejveˇtsˇ´ı datove´ mrˇ´ızˇky o rozmeˇrech 512× 512× 147.
Prˇi profilova´n´ı verze pro GPU bylo zjiˇsteˇno, zˇe graficke´ multiprocesory jsou beˇhem
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vektorizace vyuzˇ´ıva´ny maxima´lneˇ z 33 %. Urcˇity´ potencia´l pro dalˇs´ı optimalizace knihovny
by tu tedy byl. Domn´ıva´me se ovsˇem, zˇe tato n´ızka´ vyt´ızˇenost procesor˚u je zp˚usobena
cˇasty´m prˇ´ıstupem do globa´ln´ı pameˇti. Take´ urcˇity´ vliv meˇlo strukturova´n´ı jednotlivy´ch
grid˚u prova´deˇj´ıc´ı funkcˇn´ı ja´dra. Jelikozˇ jsme v nasˇ´ı knihovneˇ chteˇli zachovat rezervu pro
rozmeˇry vstupn´ıch objemovy´ch dat, mapovali jsme nejmensˇ´ı dimenzi datove´ mrˇ´ızˇky (osa
Z) na vytva´rˇena´ vla´kna. Tzn., zˇe se vytvorˇily bloky s maxima´ln´ım pocˇtem 146 vla´ken, cozˇ




Tato pra´ce se zaby´vala novy´mi technologiemi modern´ıho graficke´ho hardwaru, ktere´ lze
s jistotou aplikovat i na obecne´ vy´pocˇetn´ı algoritmy.
V prvn´ı kapitole byl poda´n uceleneˇjˇs´ı u´vod do problematiky GPGPU a souhrn mozˇnost´ı
vyuzˇit´ı GPU, ktere´ byly dostupne´ beˇhem neˇkolika posledn´ıch let, azˇ po nejmoderneˇjˇs´ı ar-
chitektury a technologie soucˇasnosti, jejichzˇ prezentace byla prvotn´ım c´ılem.
V dalˇs´ı kapitole byla strucˇneˇ uvedena problematika objemovy´ch dat a metody jejich
graficke´ vizualizace. V nasˇem prˇ´ıpadeˇ bylo pozˇadavkem demonstrovat vy´pocˇetn´ı schopnosti
graficke´ karty, proto jsme z principu zvolili vy´pocˇetn´ı metodu hledaj´ıc´ı povrch objektu mı´sto
prˇ´ımy´ch zobrazovac´ıch technik.
C´ılem pra´ce bylo prostudovat mozˇnosti dnesˇn´ıch GPU a na´sledneˇ z´ıskane´ znalosti zu´rocˇit
prˇi implementaci knihovny pro vektorizaci diskre´tn´ıch hodnot volumetricky´ch dat. Jinak
rˇecˇeno, vy´sledkem se stala knihovna urcˇena´ pro rekonstrukci objektu z prostorove´ mrˇ´ızˇky
obsahuj´ıc´ı nasn´ımana´ objemova´ data do podoby polygona´ln´ıho modelu, ktery´ lze klasickou
technikou renderova´n´ı sce´ny vykreslit na graficky´ vy´stup. Vy´sledna´ knihovna se skla´da´ ze
trˇ´ı cˇa´st´ı – nacˇten´ı objemovy´ch dat, vektorizace metodou Marching cubes a na´sledny´ export
modelu do 3D souborove´ho forma´tu Obj. Pra´veˇ algoritmus Marching cubes je pro svou
vy´pocˇetn´ı na´rocˇnost zcela prˇesunut na GPU. Knihovna si umı´ take´ poradit s hardwarovy´m
prostrˇed´ım, ktere´ ma´ k dispozici v´ıce graficky´ch karet podporuj´ıc´ı rozsˇ´ıˇren´ı CUDA. Jedn´ım
ze steˇzˇejn´ıch vy´stup˚u pra´ce bylo prˇ´ıme´ srovna´n´ı implementace metody na CPU a GPU,
kde jsme ocˇeka´vali zasa´dn´ı vy´konostn´ı rozd´ıly. Nasˇe ocˇeka´va´n´ı se v pr˚ubeˇhu testova´n´ı take´
naplnilo, ovsˇem pouze prˇi veˇtsˇ´ıch rozmeˇrech datove´ mrˇ´ızˇky vstupn´ıch dat.
Hlavn´ım pozˇadavkem implementace bylo pokusit se maxima´lneˇ vyuzˇ´ıt vy´konu graficke´
karty a za´rovenˇ dosa´hnout co nejlepsˇ´ıch vy´sledk˚u, bez ohledu na kvalitu vy´stupu. Algo-
ritmus Marching cubes generoval vy´stupn´ı polygona´ln´ı modely s velky´m pocˇtem vrchol˚u
a troju´heln´ık˚u, jakozˇto dalˇs´ı pokracˇova´n´ı projektu bych navrhoval decimaci polygona´ln´ı s´ıteˇ
pomoc´ı zna´my´ch decimacˇn´ıch technik.
Tato pra´ce mi umozˇnila hloubeˇji vstoupit do problematiky dnesˇn´ıch graficky´ch karet
a rozsˇ´ıˇrit tak sve´ znalosti v oboru grafiky o dalˇs´ı podstatny´ kus. Jizˇ v pr˚ubeˇhu pra´ce jsem
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• Dodatek A – Demonstracˇn´ı aplikace
• Dodatek B – Uka´zky z vizualizace polygona´ln´ıch model˚u




Protozˇe c´ılem pra´ce bylo vytvorˇen´ı sp´ıˇse vektorizacˇn´ı knihovny nezˇ kompletn´ı aplikace,
je program doda´n pouze pro experimenta´ln´ı testova´n´ı a take´ jako mensˇ´ı uka´zka pouzˇit´ı
knihovn´ıch funkc´ı. Aplikace obsahuje tedy jen to nejnutneˇjˇs´ı k u´speˇsˇne´mu prˇevodu volume-
tricky´ch dat na polygona´ln´ı s´ıt’.
A.1 Instalace
Instalace aplikace je velice snadna´ a spocˇ´ıva´ v pouhe´m zkop´ırova´n´ı spustitelne´ho sou-
boru z me´dia na zvolene´ mı´sto na disku. Ovsˇem aplikace vyzˇaduje instalaci ovladacˇ˚u
graficke´ karty, ktere´ podporuj´ı programove´ rozhran´ı CUDA 1.1. Abychom zarucˇili plnou
funkcˇnost, mus´ı konfigurace c´ılove´ pocˇ´ıtacˇove´ sestavy splnˇovat alesponˇ minima´ln´ı velikost
dostupne´ pameˇti graficky´ch zarˇ´ızen´ı. Prˇi testova´n´ı referencˇn´ıch objemovy´ch dat vektorizace
spotrˇebovala kolem 600 MB volne´ videopameˇti.
A.2 Spusˇteˇn´ı aplikace
Aplikace je pouze konzolova´, spustitelna´ vcˇetneˇ povinny´ch parametr˚u z prˇ´ıkazove´ rˇa´dky.
Seznam parametr˚u uva´d´ıme v na´sleduj´ıc´ım prˇehledu:
MarchingCubes.exe -i soubor -o soubor -s hodnota [-l soubor] [-h] [-g] [-n]
Prˇep´ınacˇe:
-i soubor Vstupn´ı soubor – volumetricka´ data v RAW forma´tu
-o soubor Vy´stupn´ı soubor – polygona´ln´ı model v OBJ forma´tu
-s hodnota Hranicˇn´ı hodnota vektorizace (desetinne´ cˇ´ıslo 〈0, 1〉, dese-
tinna´ cˇa´st mus´ı by´t oddeˇlena´ tecˇkou)
-l soubor Soubor pro zpra´vy aplikace (pokud je zada´n ”std“, tak se
zpra´vy vyp´ıˇs´ı na standardn´ı vy´stup)
-h Vy´pis na´poveˇdy
-g Vektorizace se provede na graficke´m zarˇ´ızen´ı, jinak na CPU
-n Invertova´n´ı norma´lovy´ch vektor˚u polygona´ln´ı s´ıteˇ
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Dodatek B




Obra´zek B.1: Detailn´ı pohled na strukturu polygona´ln´ı s´ıteˇ
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(a) Hranice 0,0 (b) Hranice 0,1
(c) Hranice 0,2 (d) Hranice 0,3
(e) Hranice 0,4 (f) Hranice 0,5
(g) Hranice 0,6 (h) Hranice 0,7
Obra´zek B.2: Generovane´ modely v za´vislosti na hodnoteˇ hranice
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(a) Norma´lovy´ vektor podle metody Central dif-
ference gradient
(b) Invertovany´ norma´lovy´ vektor
Obra´zek B.3: Orientace norma´lovy´ch vektor˚u
(a) Model generovany´ na jedne´ graficke´ karteˇ (b) Model generovany´ na dvou graficky´ch karta´ch





– Zdrojove´ soubory vcˇetneˇ knihovny (projekt Visual Studia 2005)
– Spustitelna´ verze pro MS Windows XP
– Projektova´ dokumentace (generovana´ aplikac´ı Doxygen)
• Zpra´va diplomove´ pra´ce
– Zdrojove´ soubory (latex)
– Bina´rn´ı verze (pdf)
• Plaka´t prezentuj´ıc´ı diplomovou pra´ci
• Volumetricka´ data nasn´ımany´ch objekt˚u
• Obra´zky z vizualizace polygona´ln´ıch model˚u
• Generovane´ polygona´ln´ı modely v OBJ souborech
• Toolkit a SDK programove´ho rozhran´ı CUDA verze 1.1
• Vizualizacˇn´ı na´stroj pro soubory OBJ (GLC Player)
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