We nd tight upper and lower bounds on the growth rate for the covering numbers of functions of bounded variation in the L 1 metric in terms of all the relevant constants. We also nd upper and lower bounds on covering numbers for general function classes over the family of L 1 (dP) metrics, in terms of a scale-sensitive combinatorial dimension of the function class.
Introduction
Covering numbers have been studied extensively in a variety of literature dating back to the work of Kolmogorov 10, 12] . They play a central role in a number of areas in information theory and statistics, including density estimation, empirical processes, and machine learning (see, for example, 4, 16, 8] ). Let F be a subset of a metric space (X; ). For a given > 0, the metric covering number N( ; F; ) is de ned as the smallest number of sets of radius whose union contains F. ( We omit if the context is clear.)
We rst nd bounds on the covering numbers of functions of bounded variation under the L 1 metric. Speci cally, let F 1 be the set of all functions on 0; T] taking values in ?V=2; V=2] with total variation at most V > 0. (It is natural to use the same parameter V for the range and variation, since a bound on the variation of a function implies a bound on its range.)
We nd tight bounds on the N( ; F 1 ; L 1 ) in terms of the relevant constants using a rather This work was supported in part by NSF grant NYI simple proof. To our knowledge this result has not appeared in the literature, although some related work has been done in the context of density estimation where attention has been given to the problem of nding covering numbers for the classes of densities that are unimodal or nondecreasing (see 4, 7] for references). These classes are contained in the classes we consider in this paper. However, we do not impose a density constraint on the class which accounts for the di erence in behavior as a function of the parameters compared to the work of Birg e 4]. In fact, it is the density constraint that accounts for the log(V T) constant (in 4]) rather than the V T constant that we obtain in Theorem 1. Using a very simple proof we obtain tight upper and lower bounds.
We also investigate the metric covering numbers for general classes of real-valued functions under the family of L 1 (dP) metrics, where P is a probability distribution. Upper bounds in terms of the Vapnik-Chervonenkis and/or pseudo-dimension of the function class were rst provided by Dudley 6] and improved by Pollard 16] using the proof below.
The upper bound (with T set to 1) in the theorem can be extended to give the upper bound max P log 2 N( ; F 1 ; L 1 (dP)) 12V ; i.e., a uniform bound on the covering numbers for all weighted L 1 norms where P is an arbitrary probability measure on 0; T]. The proof is modi ed by taking an equiprobable partition of 0; T] rather than a partition of equal size. In the next section, we consider upper and lower bounds on this quantity for general function classes. Let (n 1 ; n 2 ) be the set of all functions that are constant on these subintervals, nondecreasing, and taking values only in the set f(j ? 1=2)h 2 j j = 1; : : :; n 2 g where h 2 = V=n 2 . It is easy to see that the cardinality of (n 1 ; n 2 ), denoted j (n 1 ; n 2 )j, satis es j (n 1 ; n 2 )j = n 1 + n 2 n 1 ! < 2 n 1 +n 2 :
Next, note that for any f 2 I there exists a 2 (n 1 ; n 2 ) such that kf ? k
(To see this, consider the error of the best constant approximation to f on a subinterval, and the additional error introduced by quantizing the range.) Choosing h 1 = 2V and h 2 = T gives kf ? k L 1 . Hence, with this choice we see that N( ; I; L 1 ) j (n 1 ; n 2 )j 2 n 1 +n 2 = 2 3V T for < V T. We then have from (1) 
General Function Classes
In this section, we give upper and lower bounds on the quantity max P N( ; F; L 1 (dP)); for rather general classes F of 0; 1]-valued functions de ned on a set X, where the max is taken over all probability distributions P on X. These bounds are given in terms of the following scale-sensitive dimension of F (see, for example, 1]). De ne fat F ( ) = maxfn : some x 2 X n is -shattered by Fg ; where a sequence x 2 X n is -shattered by F if there is a sequence r 2 0; 1] n such that, for all b 2 f0; 1g n , there is an f 2 F with f(x i ) 
Comments
There is a gap between the upper and lower bounds. The class F 1 of bounded variation functions shows that the lower bound is tight within a constant factor. The following example shows that in general some gap between the upper and lower bounds is essential. For any positive integers d; n, let F d;n be the class of all functions from f1; 2; : : : ; dg to f0; 1=n; : : : ; 1g and let P be the uniform distribution on f1; 2; : : : ; dg. Then fat F d;n ( ) = d for any 1=2, and yet for = 1=(2nd) we have log 2 N( ; F d;n ; L 1 (dP)) > d log 2 (1=(2d )).
Clearly, Theorem 2 can trivially be extended to classes of functions that map to an arbitrary interval a; b], by scaling by a factor (b ? a).
Recently, Cesa-Bianchi and Haussler 5] have proved a related result in a considerably more general setting. Their result gives bounds on covering numbers of a class of functions that take values in an arbitrary totally bounded metric space, in terms of a scale-sensitive dimension of the class. In the special case of real-valued functions, their scale-sensitive dimension is di erent from that considered here, although Lemmas 8 and 9 in 2] show that the two quantities are within log factors of each other.
y This is a benign measurability condition{see for example 16].
To prove the upper bound we need three lemmas. The rst shows that a bound on fat F implies that, for any nite sequence x = (x 1 ; : : :; x m ) from X, there is a small subset of F that is a cover of the restriction of F to x, denoted F jx = f(f(x 1 ); : : : ; f(x m )) : f 2 Fg < m : (In de ning the cover and covering numbers N( ; F jx ), we use the scaled`1 metric on < m de ned by (a; b) = 1 m P m i=1 ja i ?b i j. We can also consider F jx as a class of functions mapping from f1; : : : ; mg to <; this is how we de ne fat F jx .) The second lemma shows that this implies there is a small cover for the set of absolute di erences between functions in F. The third lemma shows that this implies a uniform convergence result for this set. We can use this result to show that, for some set of sequences of positive probability under P, the cover for the restriction of F to the sequence induces a cover for F.
The rst lemma is implicit in the proof of Theorem 9 in 3] . (This gives a slightly better bound|by a factor of log d|than that given in 1].) Lemma (1= ) will su ce.) In this case, it follows that there is an x 2 X m such that any T F for which T jx is an ( =2)-cover for F jx is an -cover for F. To see this, notice that for all f 2 F there is a t 2 T with 1=m 
