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Abstract
This paper deals with the study of various implemen-
tations of the AdaBoost algorithm in order to address the
issue of real-time pedestrian detection in images. We use
gradient-based local descriptors and we combine them to
form strong classiﬁers organized in a cascaded detector. We
compare the original AdaBoost algorithm with two other
boosting algorithms we developed. One optimizes the use of
each selected descriptor to minimize the operations done in
the image (method 1), leading to an acceleration of the de-
tection process without any loss in detection performances.
The second algorithm (method 2) improves the selection of
the descriptors by associating to each of them a more pow-
erful weak-learner – a decision tree built from the compo-
nents of the whole descriptor – and by evaluating them lo-
cally. We compare the results of these three learning algo-
rithms on a reference database of color images and we then
introduce our preliminary results on the adaptation of this
detector on infrared vision. Our methods give better detec-
tion rates and faster processing than the original boosting
algorithm and also provide interesting results for further
studies.
1. Introduction
The Human class has been proven to be one of the more
difﬁcult in object detection, due to the variability of appear-
ances and poses that humans can have. We proposed in a
previous work [1] a descriptor – based on Histograms of
Oriented Gradients strengthen by the Magnitude of the gra-
dient (denoted as HOG+M) – to describe and to detect hu-
man silhouettes. This detector captures the good character-
istics ﬁnely enough to assure an efﬁcient detection. As we
want our system to be real-time, it has been structured as a
cascade of classiﬁers learnt by AdaBoost.
Although we obtained satisfying results, there is still
work to be done. Especially on the learning algorithm
which has not been optimized as much as possible. By opti-
mizing, we mean that we can modify the learning procedure
so that the use of each descriptor will be more efﬁcient in
term of speed and in term of use of the information they
contain.
We propose two algorithms to improve the results of our
previous detector. The ﬁrst algorithm tries to optimize the
use of all the information contained in the selected local de-
scriptors. This reduces a lot the number of operations made
on the image and leads to an overall acceleration of the sys-
tem without any loss in detection performance. We will see
that this method also improves the detection results. The
second algorithm is based on the selection of the best classi-
ﬁers instead of the selection of the best detectors. The selec-
tion is done sequentially by associating to each descriptor a
more powerful weak learner than the simple decision stump
and then those resultant classiﬁers are locally evaluated to
ﬁnd the most relevant. As those two learning algorithms
seems to be complementary, we combined them in an hy-
brid detector and, as expected, this detector obtained better
results than each method taken alone.
This paper is organized as follow: we ﬁrst give a brief
overview of previous work on human detection in §2. Then
we present brieﬂy our system in §3, experimental results
for the ﬁnal cascaded detectors are exposed in §4. In §4.3,
we study the impacts of several parameters on the perfor-
mance of our system through some isolated 1-stage cas-
cades. Then we present in §5 the results obtained with our
hybriddetectorwhichcombinedtheperformanceofourtwo
methods and we introduce the ﬁrst results of our transposi-
tion of this method to infrared images in §6. We ﬁnally
conclude and discuss about future work in §7.
2. Previous Works
Lot of work has already been done in Computer Vision
based detection systems and an extensive literature accom-
panies this work. Papageorgiou et al [9] presented a detec-
tor which infers a pedestrian model by the mean of a poly-
nomial SVM and uses Haar Wavelets as a pattern descriptor.
Deporrtere et al [3] improved this method, principally with
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and SVRM1 model generation. Viola et al [12] introduced
a Haar-like wavelets coarse-to-ﬁne cascaded face detector
combined with an efﬁcient features extraction method – the
integral image – and extended this system to take into ac-
count motion cues in video scenes [13]. The system de-
veloped by Gravila et al [6] computes the chamfer distance
to perform a shape-based pedestrian detection and validates
the detection with textures classiﬁcation from a neural net-
work and stereo veriﬁcations. Mikolajczyk et al [8] assem-
bled seven part detectors (frontal and proﬁle head, face and
upper body, legs) with Bayesian decision rules. Dalal and
Triggs [2] proposed a detector built with a SVM and His-
tograms of Oriented Gradients (HOGs) and Zhu et al [15]
speeded up this method by using a cascade-of-rejectors ap-
proach and Adaboost feature selection. A more challeng-
ing goal is aimed by Leibe et al [7] and Wu and Nevatia
[14] who tried to detect partially occluded pedestrians in
crowded scenes. The formers considered the aggregation of
local and global cues while the latter used edgelet features
learnt by a boosting method.
3. Overview of the System
3.1. Detection ﬂ ow
We developed a system that can achieve real-time pedes-
trian detection in urban scenes with very low false-positive
rates. Real-time detection is an important constraint for this
system which could be embedded in vehicles for driving as-
sistance.
Our method is based on a true/false classiﬁcation ob-
tained by an evaluation of local descriptors computed
densely on input images through a boosted cascade of clas-
siﬁers.
We worked on the optimization of each step so that the
whole process can be achieved in real-time. We tried to
obtain such optimizations without loose of performances in
detection rates. As said previously, this paper will focus on
the learning phase.
3.2. Local Descriptors
Distinction and recognition of objects in static scenes
can be obtained from shape contours. HOG+M works well
to capture such information from an image: these descrip-
tors are made of 9 magnitude-normalized orientation bins –
each one 20◦ wide – plus 1 bin for the gradient magnitude
andarecomputeddenselyatseveralscales. Theorientations
are unsigned so that we do not make difference between a
dark-bright transition and a bright-dark one (this assump-
tion makes sense with the high color and texture variability
of human appearances: hair, skin, clothes, etc.).
1Support Vector Regression Machines
Input images are represented in gray scale color space
and they are ﬁrst normalized along the luminance in ar-
eas where there are enough gradient information. This pre-
processing provides to the system some robustness to illu-
mination conditions. Gradients are computed with an opti-
mized implementation of the Deriche operator and compo-
nents votes are efﬁciently accumulated thanks to the inte-
gral image techniques [11]. More details are given in our
previous work [1].
3.3. Learning Procedure
Pedestrian characteristics are extracted and learnt by a
cascaded boosting algorithm like the one used in [12]. In
our case the learning algorithm has to face with a very high
dimension search space made of almost ten thousand of
components for each positive and negative example. The
Adaboost algorithm selects the relevant components and
trains classiﬁers from them: it builds, for each stage, a
strong classiﬁer from a weighted selection of features – the
weakclassiﬁers–andstopselectingfeatureswhenthetrain-
ing error drops below a threshold. We studied several ways
to modify the original Adaboost algorithm in order to ro-
bustify the resultant strong classiﬁers and also to accelerate
the detection process. Indeed, even if the classical Adaboost
algorithm leads to an optimal combination of weak classi-
ﬁers to form a strong classiﬁer, it is not optimized in term
of speed and moreover, the detectors built with this method
do not use the selected descriptors in a very efﬁcient way.
The following paragraphs explain why.
Classical AdaBoost. We use the real version of the al-
gorithm formulated by Freund and Shapire in [4][5]. Ad-
aBoost calls a weak classiﬁer repeatedly in a series of
rounds and for each call, a distribution of weights that indi-
cates the importance of examples in the data set is updated.
For each round, the weights of each correctly/incorrectly
classiﬁed example are decreased/increased, so that the new
classiﬁer focuses more on those examples.
As said in 3.2, the descriptors we use are histograms of
ten components. AdaBoost associates a weak classiﬁer to
each component of each histogram. In our case, we have
nearly 1000 histograms computed densely on each pattern
that is to say a set of 10000 components which are each as-
sociated to a decision stump classiﬁer (a one node decision
tree). Then, the learning algorithm selects among all those
components, p components that minimize an error parame-
ter to build a strong classiﬁer.
Although this method is very powerful, it does not make
an efﬁcient use of the descriptors. Indeed, each component
selected by the learning algorithm comes from a 10 com-
ponents histogram and we need to compute the whole his-
togram to obtain the desired component. Since selection
of histograms with several relevant components are veryGradient
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Figure 1. Detection chain of our system.
rare, the detector will waste a lot of time in computing his-
tograms although it only needs one component – in com-
parison with the dimension of the starting search space – to
achieve a good detection.
To overcome this issue, we developed a different method
of learning, based on the real AdaBoost, which optimizes
the use of each retained descriptor.
Two steps selection of local descriptors (method 1). We
saw in the previous paragraph that AdaBoost selects rele-
vant components of histograms without taking proﬁt of the
information given by the other components of those his-
tograms. Since we have to compute the whole histogram
to access to its components, why not use this extra informa-
tion for which we spent time to calculate. Moreover, this
information could be helpful to strengthen the information
previously selected by the learning algorithm.
So, instead of p rounds of boosting to select p compo-
nents chosen in, in the worst case, p histograms, we divided
the learning in two phases. The ﬁrst phase selects n1 com-
ponents with n1 rounds of boosting. We then extract the n1
histograms corresponding to the selected components and
we consider these as a subspace of the original search space.
After that, our algorithm begins m1 additional rounds of
boosting on this subspace so that the components which
have not been selected in the ﬁrst n1 iterations can now ex-
press their potential information. n1 and m1 are chosen so
that n1 × m1 = p.
This two steps process optimizes the use of each se-
lected descriptor: it focuses on the most relevant compo-
nents, since they are selected the ﬁrst, and strengthens those
components with the contribution of the other components
of the same histograms. Moreover, it limits the number of
descriptor to n1 and also the operations in the image, lead-
ing to a signiﬁcant improvement of the detection speed.
Selection of local boosted classiﬁers (method 2). The
previous method improves the use of each histograms and
optimizes – given a number of rounds of boosting – the op-
erations in the image. However, there are still drawbacks
inherited from Adaboost.
One of them is that the descriptors selection process does
not assure that the associated classiﬁers will be the best. In
fact, in the previous method, we select the best component
in the search space, extract the histogram to which it be-
longs and build a stump classiﬁer from this descriptor. To
improve this, we introduce a new way to select the descrip-
tors. We propose to select the descriptors sequentially by
associating to each of them a more powerful weak learner
than the simple decision stump. This classiﬁer can be of
any type compatible with the boosting algorithm like clas-
siﬁcation tree, linear classiﬁer or any partitioning classiﬁer.
In our case, we used a multi-stump weak learner.
This new method of selection tries to evaluate locally the
histograms and it bases the selection process on the com-
parison of the resultant classiﬁers. To select n2 descriptors
through n2 iterations, m2 rounds of boosting are done sepa-
rately on each histogram of the search space. This results in
aweakclassiﬁermadeofm2 decisionstumpsobtainedfrom
the ten components of the histogram. Then, our algorithm
selects the most relevant histogram based on the associated
weak classiﬁers. As for the previous method, m2 and n2 are
chosen so that m2 × n2 = p.
This method looks exhaustively for the best relevant de-
scriptors at each iteration and even if it does not assure that
the best components are selected, it assures that the his-
tograms selected are the best among all the research space.
Figure 2 outlines these two methods of learning.
4. Results and Discussion
4.1. Database and Methodology
Database. Our system is dedicated to human detection in
urban scenes. To train and test it, we acquired several hours
of video with two video-cameras (color and infrared) ﬁxed
on a car driven in cities (see ﬁg. 3 for examples of image).
Figure 3. Samples of color and infrared images in our urban
database.
We obtained satisfying results on this database. Al-
though we could use these data in this paper, we would
prefer using the database available in [2], even if the back-n2 classiﬁers selection
m2 rounds of boosting
form the weak classiﬁers
from each descriptor
Finally, combination of
the n2 weak classiﬁers
to form the strong classiﬁer
n1 components selection
Extraction of corresponding
descriptors
m1 rounds of boosting
form the weak classiﬁers
Finally, we build the
strong classiﬁer
Figure 2. Our new learning methods: Efﬁcient descriptors selection and use (method 1, left); selection of local boosted classiﬁers(method
2, right).
ground is not especially urban, to make evaluations on a
well known data set. This database contains upright hu-
mans with various poses, clothes, backgrounds and light
conditions. Some samples have partial occlusions. There
are 2478 positives examples for training (1239 + left-right
reﬂections) and 1126 positives examples (563 + reﬂections)
for testing. People in these images are 64×128 sized. There
is also a free-person set of 1218 images for generating the
negative examples.
Figure 4. Some samples from the database we used to compare the
systems.
Methodology. We trained and tested our detector on this
database in two different ways to study and understand the
impact of each parameter. Our goal is to build a system
which can achieve a real-time human detection in urban
scenes. That is why the ﬁnal system will have a cascaded
structure, but since several parameters have an impact at a
morelocalscalesuchasthecascadestages, wealsoevaluate
1-stage cascades to study those parameters.
each detector is trained with the 2478 positives exam-
ples and we generate with an imperfect detector 10000 hard
samples from the negative image data set. We give ROC
curves with Miss Rate (=1 −Recall) versus False Positives
Per Window (FPPW) to compare the results.
4.2. Performance of cascaded detectors
We ﬁrst present the results of the cascaded detectors. For
each method, we trained a 10-stages cascade with exactly
the same total number of rounds of boosting at each stage
(i.e. p = n1 × m1 = n2 × m2). We compared the evo-
lution of the learning error during the building of the cas-
cade of classiﬁers (see ﬁg. 5) to see how our algorithm be-
haved compared to the original AdaBoost. We found that
AdaBoost is the best for minimizing this parameter, but our
algorithms join it after a few stages learnt. Our ﬁrst algo-
rithm (2-steps selection of local descriptors) learns quite as
well as the original AdaBoost whereas the second (selection
of local boosted classiﬁers) has more difﬁculties, even if it
ﬁnally reaches a learning error comparable to the others.
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rithms.
We now study the results of the detectors trained with
these methods. As we can see on ﬁgure 6, our two algo-
rithms produce better detectors than the original AdaBoost.
They constantly have better results and for example, at
2.10−4 FPPW our systems have a detection rate of 90%
whereas AdaBoost obtains a detection rate of 85%. Consid-
ering the time needs to achieve such detections on 320×240
images, thedetectorsbuiltwithourdifferentmethods areal-
most similar. The method 2 is 3% slower than the method
1 but the detector trained with AdaBoost needs 28% more
time to proceed to the same detection.Timeiscriticalforanembeddedsystemsincetherecould
be, for example, pre- and/or post-processing. Our systems
seem to have reached their goal: increase the speed of the
detection while improving the results.
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Figure 6. Performances of detectors trained with the three different
algorithms. Detection rates and detection speed.
4.3. Study of isolated stages of cascaded detectors
We now study the three methods at a lower scale. In-
deed, since several parameters have a direct impact on the
stages of the cascade, we trained several 1-stage cascades
to evaluate these effects. For example, we compared the
evolution of the results while the number of total rounds of
boosting is increased. We ﬁxed m1 = m2 =1 0so that,
for our ten components descriptors, each component has a
chance to be selected at least one time. Figure 7 shows the
results we obtain for stages built with 50 up to 1000 rounds
of boosting.
At a low number of rounds of boosting (from 50 to 150,
i.e. in the ﬁrst stages of our cascaded detector), the best
results are obtained by our method 2. But as we increase
the number of descriptors, this same method seems to suf-
fer from overﬁtting very quickly (at around 220 rounds of
boosting for this database). Beyond this point, our method
1 takes the advantage and continues to improve its re-
sults whereas the other one signiﬁcantly decreases. As for
the original AdaBoost, although its results increase, this
method does not manage to catch up our second method
in lower stage or our ﬁrst algorithm in high cascade stages.
Moreover, considering the evolution of the time of execu-
tion as we increase the number of rounds of boosting, our
two methods have a linear increase of time needs (i.e. o(n))
whereas AdaBoost seems to be in o(n3) (ﬁg. 8).
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Figure 7. Evolution of performances of 1-stages detectors with the
number of descriptors.
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tors.
5. Combining our two methods together
These two methods bring improvements which are dif-
ferent from one to the other and it would be very interesting
to see what will be the results if we combine together the
two learning algorithms. Indeed, we can build cascades of
heterogeneous classiﬁers to take beneﬁt of each ones. The
ﬁrst stages of the cascaded detector (the simpler ones) aretrained using method 2, whereas the last ones (the more
complex stages) are built with the method 1.
The criteria which could indicate when to switch from
one method to the other could be the overﬁtting of our
method 2, based on classiﬁers selections. Indeed, this
methods suffers from a relatively quick reached overﬁtting
point which is due to the use of more powerful weak learn-
ers. This overﬁtting point could be found, online, during
the learning. In fact, we used a second data sets of exam-
ple (from the LabelMe2 website) to evaluate each trained
stages: after a stage has been trained, we compare the re-
sults of this n stages cascaded detector with the n−1 stages
previous detector. If the performances are worse, we con-
sider the overﬁtting point has been reached and we switch
to the other learning method based on local descriptors se-
lections.
The following ﬁgure (ﬁg. 9) represents the evolution of
the number of descriptors used for each stage of the cas-
caded detector. The overﬁtting point – the stage at which
the learning algorithm is changed – is also indicated.
Figure 9. Evolution of the number of descriptors during the learn-
ing. At stage 5, the algorithm used (Selection of local boosted
classiﬁers, green) has almost reach its overﬁtting point (22-23 de-
scriptors) and so, the learning procedure go on with the other al-
gorithm (Two steps selection of local descriptors, blue).
We can see that the validation procedure detects well the
overﬁtting since we have found it empirically around 220
or 230 rounds of boosting (i.e. 22-23 descriptors) in 4.2.
Considering the results now, ﬁgure 10 shows that the sys-
tem behaves as expected: the two learning algorithms are
complementary and take part to the improvement of the de-
tection. As we seen in §4.3, our second algorithm performs
best in lower stages of the cascade (with fewer descriptors)
whereas our ﬁrst algorithm is better in higher stage. Here,
the best performance of each method are gathered all along
the cascaded detector to provide better results than the two
algorithms taken separatively.
2http://labelme.csail.mit.edu/
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Figure 10. Comparison of the results of detectors trained with
Classical Adaboost, method 1 (two steps selection of local de-
scriptors), method 2 (selection of local boosted classiﬁers) and a
combination of our two methods.
6. Application to Infrared Imaging
Although this study of those different methods has been
made on color images, we also worked on infrared video.
Indeed, even if our detector obtains very satisfying results,
it can not be used in severe light conditions such as night or
foggy weather.
We already had some good results on infrared images in
[10]whereweuseduncooledfarIRsensors(8-12µm)based
onmicrobolometertechnology. Theaimwastodetectunex-
pected events on crowded scenes (fall, panic, etc.) whatever
the conditions (light variations, smoke, etc.). For that we
based our approach on the detection of head-shoulder pat-
terns, thetrackingofthedetectedpeopleandasegmentation
using MCMC algorithms to count people standing or lying
and people who are leaving the scene. The detector we used
was based on our HOG+M descriptor and a ﬁrst version of
our method 1.
The results were conclusive enough so that we worked
to improve this detector. Especially the learning procedure
which is the subject of this paper. The camera in [10] was
ﬁxed whereas in our automobile application, it is embedded
on a vehicle in motion. The idea was to ﬁnd a way to add
more robustness to our detector.
The ultimate goal is, in ﬁne, to succeed in designing a
system which would be able to work in any conditions a
driver could meet. Our descriptor, HOG+M is, as we said,
not very sensitive to the spectrum change thanks to the nor-
malization procedure and to the 10th component. In fact,
the gradient variations in infrared vision are even higher
than in visible spectrum, so that the contribution of this
component is even more signiﬁcant.
Obviously, the learning phase do not vary except that
it is now performed on infrared data. We noticed that thecascaded detectors we trained on infrared data need fewer
stages to reach similar detection rates in comparison with
the color detectors. We also noticed that our different meth-
ods behaved in the same way so that the trend of the results
remains the same: our methods perform best than the clas-
sical AdaBoost and the classiﬁcation of each of our algo-
rithms (method 1, method 2, method 1+2) is retained.
7. Conclusion and Future Works
We developed two learning algorithms for pedestrian de-
tection, based on AdaBoost which optimize the use of the
selected descriptors. The ﬁrst one improves the use of the
information of each component of our descriptors. This is
possiblebyforcingthelearningalgorithmtocontinuework-
ing with the descriptors from which the components are se-
lected. We noticed that this leads to gains in detection re-
sults and also in processing speed.
Our second algorithm associates to each descriptor a
more powerful weak learner build from the whole HOG+M
to assure that the classiﬁers produced are the best possi-
ble. This new method of selection evaluates locally the his-
tograms and bases the selection process on the comparison
of the resultant classiﬁers. We have shown that this algo-
rithm provides better results in the lower stages of the cas-
cade where there are not many descriptors.
As those two methods seems to be complementary for
different size of strong classiﬁers, we built an hybrid cas-
caded detector made of 10 stages: the beginning of the
cascade is trained with our classiﬁers-selection based al-
gorithm (method 2) and the remainder of the detector is
trained with the descriptors-selection based learning algo-
rithm (method 1). The results obtained were, as expected,
improved without any loss of speed in the detection process.
For now, when we study further our results, we noticed
that we could put an effort on the rejection of the false pos-
itive since the detection rates are satisfying. Indeed, some
exampleofimageswithhumanocclusionsorwithveryclut-
ter urban scenes, our detector is penalized, in visible as well
as in non-visible spectrum, by the false positive and the per-
formance collapse.
A mean to overcome this drawback could be to introduce
some kind of meta-descriptors made of several HOG+M as-
sociated with spatial information. Those meta-descriptors
will be learnt by the same way than the HOG+M are cur-
rently. In fact, the idea is to let the algorithm choose de-
scriptors with a small neighborhood so that more informa-
tion is captured in the detector. Moreover, this technique
could be used to perform multi-parts detection in IR vision
since the human limbs stand out more than the rest of the
body on IR images.
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