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Abstract
The spectrum of the Markov semigroup of a diffusion process, referred to as the mixing spec-
trum, provides a detailed characterization of the dynamics of statistics such as the correlation
function and the power spectrum. Stochastic analysis techniques for the study of the mixing
spectrum and a rigorous reduction method have been presented in the first part [1] of this contri-
bution.
This framework is now applied to the study of a stochastic Hopf bifurcation, to characterize
the statistical properties of nonlinear oscillators perturbed by noise, depending on their stability.
In light of the Ho¨rmander theorem, it is first shown that the geometry of the unperturbed limit
cycle, in particular its isochrons, i.e., the leaves of the stable manifold of the limit cycle general-
izing the notion of phase, is essential to understand the effect of the noise and the phenomenon
of phase diffusion. In addition, it is shown that the mixing spectrum has a spectral gap, even at
the bifurcation point, and that correlations decay exponentially fast.
Small-noise expansions of the eigenvalues and eigenfunctions are then obtained, away from
the bifurcation point, based on the knowledge of the linearized deterministic dynamics and the
characteristics of the noise. These formulas allow to understand how the interaction of the noise
with the deterministic dynamics affect the decay of correlations. Numerical results complement
the study of the mixing spectrum at the bifurcation point, revealing interesting scaling laws.
The analysis of the Markov semigroup for stochastic bifurcations is thus promising in provid-
ing a complementary approach to the more geometric random dynamical systems. This approach
is not limited to low-dimensional systems and the reduction method presented in [1] will be ap-
plied to stochastic models relevant to climate dynamics in Part III.
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1. Introduction
Complex and unpredictable behavior of trajectories is observed in many physical systems.
This can be due to interactions between a large number of degrees of freedom, which may be
modeled by the addition of a stochastic forcing, or to nonlinear coupling resulting in chaotic
trajectories. As a result, prediction beyond a certain horizon is hopeless and one focuses instead
on the statistical evolution of the system. The theory presented in Part I [1] is concerned with
the characterization of the statistical properties—in both reduced and original phase spaces—
for nonlinear systems in presence of stochastic forcing, extending thus the approach of [2] to
the stochastic framework. In this part II, the focus is on stochastic perturbations of dynamical
systems undergoing a Hopf bifurcation in which a stable steady state loses its stability to give
rise to a limit cycle.
Following [1], the evolution of trajectories will be modeled by an Itoˆ Stochastic Differential
Equation (SDE),
dx = F(x) dt + G(x) dWt, (1)
on the Euclidean space H = RN with Wt = (W1t , ...,W Mt ) an RM-valued Wiener process with
measure P and realizations ω in Ω. In what follows we assume that the vector field F and the
matrix-valued function G : H → RN×M , satisfy regularity conditions that guarantee the existence
and the uniqueness of mild solutions, as well as the continuity of the trajectories; e.g. [3, 4] for
such conditions in the case of locally Lipschitz coefficients. The process X(t, ω) generated by the
SDE (1) is thus a continuous Markov process.
As discussed in [1] while the sample paths generated by the SDE (1) maybe very complicated,
the evolution of observables, averaged over the noise realizations, may be more regular and more
amenable to analysis [5]. The evolution of an observable u in Cb(H), the space of bounded
continuous functions, is governed by the Markov semigroup Pt, t ≥ 0, according to
Ptu(x) = E [u(S (t, ·)x)] =
∫
Ω
u(S (t, ω)x) dP(ω),
where S (t, ω) : H → H is the stochastic flow giving the solution at any time t ≥ 0 to the SDE
(1) for an initial condition inH and any noise realization ω in Ω. This Markov semigroup can be
extended to a strongly continuous semigroup on L2µ(H), the space of square-integrable functions
with respect to an invariant measure µ of the system; e.g. [1, Theorem 2.1]. In some cases,
the generator K of this Markov semigroup can be identified with the second-order differential
operator K of the Backward Kolmogorov Equation (BKE) [1, Sect. 2.3],
∂tu =
N∑
i=1
Fi(x)∂iu +
1
2
N∑
i, j=1
Di j(x)∂i ju, (2)
= Ku, (3)
where Di j(x) =
∑N
k=1 Gik(x)G jk(x) is the diffusion matrix (see Section 2.3 in Part I). In turn, the
BKE is dual to the Fokker-Planck equation governing the evolution of probability densities; see
e.g. [1, Sect. 2] and [6].
One possible manifestation of unpredictability in chaotic or stochastic systems is the loss of
memory of ensembles on their initial state as they converge to the statistical equilibrium of the
system. In other words, mixing [7, Chap. 4] occurs when densities propagated by the transfer
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semigroup dual to the Markov semigroup [1, Sect. 2.1] converge to a unique statistical equi-
librium, or invariant measure, in e.g. the total variation norm. Conditions ensuring a Markov
process to be mixing in the total variation norm have been recalled in [1, Theorem 2.1] and
rely on the strong Feller and irreducibility properties of the Markov semigroup. Moreover, as
discussed in e.g. [1, Remark 2.2], a Markov process that is mixing with respect to an invariant
measure µ has its correlation function
C f ,g(t) =
∫
f · Ptg dµ −
∫
f dµ
∫
g dµ, t ≥ 0, (4)
that decays asymptotically to zero in time, for any observables f and g lying respectively in L1µ
and L∞µ ; see [1, Theorem 2.4]. Together with their Fourier transform, the power spectra, sample
estimates of correlation functions are often used in physics, to study the variability of the system.
It is thus important to relate such evolution of the statistics to the dynamics of the system.
The essential point here is that, as discussed in [1], the spectrum of the generator of the
Markov semigroup Pt in (2), referred to as the mixing spectrum, gives a complete characteri-
zation of the evolution of observables. In particular, it allows one to decompose the correlation
functions into several components with different decay rates; see [1, Corollary 2.1]. For example,
if all the eigenvalues λ j, j ≥ 0 of the generator are simple, then the correlation function can be
decomposed into the weighted sum of complex exponentials [1, Eq. (2.85)]
C f ,g(t) =
∞∑
j=1
eλ jtw j( f , g), f , g ∈ L2µ, (5)
with weights given by
w j( f , g) =
〈
f , ψ j
〉
µ
〈
ψ∗j , g
〉
µ
, (6)
where ψ j denotes the L2µ-eigenfunction associated with the eigenvalue λ j of the L
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µ-generator K
of Pt and ψ∗j is the eigenfunction of the adjoint operator K
∗ of K. A similar decomposition in
terms of Lorentzian functions also holds for the power spectrum S f ,g:
S f ,g(z) = −1
pi
∞∑
j=1
w j( f , g)
<(λ j)
(z − =(λ j))2 +<(λ j)2 . (7)
In addition, [1, Theorems 2.2 and 2.3] allow one to analyze the nature of the mixing spectrum
and the rate of mixing from properties of Lyapunov functions and ultimate bounds.
The mixing spectrum thus provides a particularly useful description of stochastic and non-
linear dynamics. In light of these results, the overarching goal of the present article is to illus-
trate the usefulness of stochastic analysis techniques discussed in [1], for the study of stochastic
bifurcations. Indeed, while the bifurcation theory of deterministic systems is fairly complete
[8, 9, 10, 11], nonautonomous [12, 13, 14, 15] and stochastic [16, Chap. 9] bifurcation theory is
much less mature. In particular, the derivation of normal forms, i.e. finding an equivalent repre-
sentation of a system “as simple as possible,” can be very tedious in the stochastic case within
the framework of random dynamical systems [16, Chap. 8] (see [17, 18, 19], for the normal form
of the stochastic Hopf bifurcation in particular) and may require the introduction of anticipative
terms. Such anticipative terms may be avoided in certain cases, by the appropriate use of ap-
proximation techniques of local stochastic invariant manifolds [20], or the use of parameterizing
manifolds [21], in more general situations.
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It is however important to mention that the theory of random dynamical systems has al-
lowed to give novel insights regarding another manifestation of the unpredictability stochas-
tic systems, namely the divergence of stochastic trajectories characterized by Lyapunov expo-
nents [22, 23, 16, 24]. In particular, the Lyapunov exponents have been used to provide a dy-
namical characterization of stochastic pitchfork [25], transcritical [26] and Hopf bifurcations
[27, 28, 29, 30, 31, 32, 33, 34, 35]. Recently, another approach based on the dichotomy spectrum
[36, 37, 38, 39, 40, 41] has been proposed to characterize stochastic bifurcations [42].
In this study, the focus is on the description of the change of statistical properties arising at a
bifurcation in the presence of noise and as associated with the Markov semigroup, in the spirit of
[43, 44], rather than those occurring by adopting a pullback approach [16, 12, 45]. It is thus ”phe-
nomenological” rather than ”dynamical” [30]. To be more specific, our study will be concerned
with the changes occurring in the mixing spectrum as the control parameter varies, in the case
of a Hopf bifurcation subject to noise. Particular attention will be paid to the identification of
the key properties of the underlying deterministic dynamical system that determine the response
to stochastic perturbations. Our main conclusion will be that the geometry of the underlying
deterministic dynamics is essential to understand the mixing properties of the stochastic Hopf
bifurcation system.
The system considered here consists thus of the normal form of the Hopf bifurcation to which
white noise is added to the cartesian coordinates. It is presented in Section 2, where the role
played by the geometric structures associated with a generalized notion of phase, the isochrons,
in the response of the system to perturbation about the limit cycle, is also stressed. Next, the
interaction of the stochastic forcing with the deterministic vector field as measured by the Lie
bracket condition of Ho¨rmander’s theorem is discussed in Section 3. It is shown that when the
forcing is not tangent to the isochrons, noise is injected in the azimuthal direction, thus enhancing
the phenomenon of phase diffusion responsible for mixing on the limit cycle. In addition, we
prove that the mixing spectrum has a spectral gap and that correlations decay exponentially
fast, even at the bifurcation point where the deterministic Hopf bifurcation would occur and
where correlations would decay at an algebraic rate only. Then, analytical formulas are found
in Section 4 for the eigenvalues and eigenfunctions of the Kolmogorov operator associated with
the Markov semigroup when the noise is sufficiently weak and the system is placed sufficiently
away from the bifurcation point. These formulas give a quantitative description of the changes
in the mixing spectrum due to the interaction of the stochastic forcing with the deterministic
vector field. Finally, in Section 5, complementary numerical results from a finite-difference
approximation of the Kolmogorov operator allows us to better understand the transition from the
case of stochastic perturbations of the stable state to that of perturbations of the stable limit cycle.
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2. A stochastically perturbed nonlinear oscillator
Nonlinear oscillators are found in many different applications of physics and engineering.
Particularly important is to understand the statistical properties of such systems in response to
noise. For example, Hopf bifurcations resulting in the emergence of a stable limit cycle are
found in several climate models, such as in quasi-geostrophic models of the midlatitude ocean
circulation [46, 47], while fast atmospheric processes forcing the ocean are sometimes modeled
by a stochastic process [48, 49, 50, 51, 52, 53].
Thus, as a first step towards understanding more complex stochastically perturbed nonlinear
oscillators, the mixing spectrum of a simple form of stochastic Hopf bifurcation is analyzed.
In this section, we recall some known results regarding the Hopf bifurcation and its stochastic
counterpart. In particular, we stress the role played in the phenomenon of phase diffusion by
relying on the concept of isochrons associated with the underlying deterministic limit cycle. As
we will see, this approach allows us to provide new geometric insights concerning the response of
nonlinear oscillators to noise on one hand, (see Section 3) and concerning the associated mixing
spectrum, on the other; see Sections 4 and 5.
2.1. Mixing spectrum of the deterministic Hopf normal form
Nonlinear systems with a fixed point losing stability to a limit cycle as a parameter is changed
are prominent in physics and engineering; see e.g. [10]. For instance, this kind of bifurcation,
namely the Hopf bifurcation, is found in the climate models of El Nin˜o-Southern Oscillation an-
alyzed in Part III. The genericity of the reduced dynamics close to a Hopf bifurcation is captured
by the following normal form [8, 54], in polar coordinates (r, θ):
dr =
(
δr − r3
)
dt
dθ =
(
γ − βr2
)
dt.
(8)
The parameter δ associated with the Hopf bifurcation controls the stability of the fixed point
x∗ (for δ < 0) or of the limit cycle Γ (for δ > 0). The parameter γ controls the period of
the oscillations, while β regulates their dependence on the radius. Such a dependance may for
example arise in systems conserving angular momentum [54]. As a result, the limit cycle Γ has
a period T = 2pi/ω f where ω f is the angular frequency ω f = γ − βδ. That is, denoting by
(S t)t∈R the deterministic flow generated by (8), one has that S T p = p for any point p on the
limit cycle Γ. For reasons that will become apparent below, the parameter β in Eq. (8) will be
referred to as the twist factor. We will see in section 4 that while the nature and stability of the
solutions is controlled by δ, the geometry of both the locations of the mixing eigenvalues and
their corresponding eigenfunctions, is strongly dependent on β.
The mixing eigenvalues of system (8) obtained as the eigenvalues of the corresponding (back-
ward) Liouville eigenvalue problem
(δr − r3)∂rΨ(r, θ) + (γ − βr2)∂θΨ(r, θ) = λΨ(r, θ), (9)
have been calculated analytically using trace formulas in [55]. The authors of [55] found that
below the bifurcation point, i.e., for δ smaller than its critical value δc = 0, the mixing eigenvalues
λk, k ≥ 0 are given by integer linear combinations of the complex pair of eigenvalues λ± = δ± iγ
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of the tangent map of the vector field at the fixed point. As a result, the mixing eigenvalues are
organized in a triangular array of eigenvalues [55, Eq. (43)]
λln = (l + n)δ + i(n − l)γ, l, n ∈ N. (10)
Above the bifurcation point, i.e., for δ > δc, the mixing eigenvalues are composed of two families
of eigenvalues associated with the limit cycle and the unstable fixed point respectively. The
family associated with the limit cycle is organized in an array of equally spaced eigenvalues [55,
Eq. (44)]
λln = −2lδ + in(γ − βδ), l ∈ N, n ∈ Z. (11)
These eigenvalues have their real parts spaced by a gap corresponding to the characteristic expo-
nent of a linearized Poincare´ map for the limit cycle Γ and their imaginary parts spaced by a gap
given by the angular frequency
ω f = γ − βδ. (12)
Each multiple of the angular frequency corresponds to a harmonic which may be excited for
certain nonlinear observables. We refer to Sect. 5 below for such nonlinear observables.
The spectrum given by (11) contain pure imaginary eigenvalues λ0n, n in Z, showing in par-
ticular that the deterministic system (8) is not mixing. This can be intuitively understood by the
neutral dynamics along Γ, i.e the dynamics is neither contracting nor expanding. Indeed due to
this dynamics, a density with support contained in Γ is simply rotated without mixing along Γ.
On the other hand, there is also a family of eigenvalues [55, Eq. (44)] forming a triangular array
λln = −(l + n + 2)δ − i(l − n)γ, l, n ∈ N, (13)
associated with the unstable fixed point. All these eigenvalues are located to the left of the
imaginary axis, in agreement with the fact that the unstable fixed point is a repeller. To this
repeller can then be associated an escape rate of densities given by the real part |<(λ00)| = 2δ
of the leading eigenvalue. Finally, exactly at the critical value δc, the spectrum is continuous,
resulting in an algebraic decay of correlations, at a rate t−1/2 ([55], Eq. (82)), known as critical
slowing down.
As we will show hereafter, when subject to the appropriate noise perturbations, the critical
slowing down disappears and the system becomes mixing at the criticality and after; see Sect. 3.2.
2.2. Stochastic Hopf equation
As a minimal model of nonlinear oscillator perturbed by noise, we are thus led naturally
to analyze the Hopf normal form (8) subject to white noise disturbances added to its Cartesian
coordinates, as in [33]. This stochastic process is thus governed by the SDE
dx =
[
(δ − (x2 + y2))x − (γ − β(x2 + y2))y
]︸                                          ︷︷                                          ︸
Fx(x,y)
dt +  dWx,
dy =
[
(γ − β(x2 + y2))x + (δ − (x2 + y2))y
]︸                                          ︷︷                                          ︸
Fy(x,y)
dt +  dWy,
(14)
where Wx and Wy are two independent Wiener processes with differentials interpreted in the
Itoˆ sense [56, 5] and  is a parameter controlling the level of noise. In the following, Eq. (14)
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will be referred to as the Stochastic Hopf Equation (SHE) in Cartesian coordinates. The BKE
corresponding to (14) is then given by
∂tu =Fx∂xu + Fy∂yu +
2
2
∂2xxu +
2
2
∂2yyu. (15)
As recalled in Introduction (see also [1, Sect. 2]), the solutions to the BKE have a natural proba-
bilistic interpretation in terms of expectation, i.e. u(t, (x, y)) = E
[
u(S (t, ω)(x, y))
]
, where, loosely
speaking, the stochastic flow S (t, ω) applied to (x, y) yields to the solution of Eq. (14), at time
t and for a noise realization ω, that emanates from the initial state (x, y) (at t = 0), and where
E[·] = ∫
Ω
· dP denotes the expected value with respect to such noise realizations.
The BKE (15) in Cartesian coordinates will be useful to perform expansions about the stable
fixed point for δ < 0 in Section 4.1. For δ > 0, however, deterministic solutions converge
(i.e. when  = 0) to the limit cycle Γ with radius r∗ =
√
δ so that it will be more convenient to
work in polar coordinates (r, θ) with x = r cos θ and y = r sin θ. Applying Itoˆ’s formula [56, 5]
allows one to transform the SHE to polar coordinates, as follows:
dr = (δr − r3 + 
2
2r
) dt +  dWr
dθ = (γ − βr2) dt + 
r
dWθ,
(16)
where Wr and Wθ are two Wiener processes satisfying the SDE system
dWr = cos θ dWx + sin θ dWy,
dWθ = − sin θ dWx + cos θ dWy.
The BKE in polar coordinates corresponding to the SDE (16) has a diffusion matrix
D = 2
(
1 0
0 1/r2
)
,
and is thus given by
∂tu =
(
δr − r3 + 
2
2r
)
∂ru + (γ − βr2)∂θu + 
2
2
∂2rru +
2
2r2
∂2θθu
= Ku.
(17)
The second-order differential operator K of the left hand-side of (17) will be referred to as the
Kolmogorov operator of the SHE; see also [1, Eq. (2.13)]. One can see that the nonlinear drift
term γ − βr2 in the θ-direction hinders the separation of the BKE (17) in r and θ. However, we
will show in the following subsection 2.3 that this difficulty can be overcome, in the small-noise
case, by the introduction of coordinates adapted to the geometry of the deterministic flow about
the limit cycle.
Remark 1. The additional drift term 2/(2r) in (16) can be understood by visualizing a circle
of radius r centered at the origin in the Oxy plane and figuring the impact of the noise on a
state lying on this circle. On average, tangential perturbations will push the state away from
the centre, with an intensity increasing with the noise level  and with the curvature 1/r2 of the
circle.
Remark 2. One can see in the BKE (17) in polar coordinates that the diffusion in the azimuthal
direction is inversely proportional to the square of the radius r. Indeed, for larger r, the effect on
the angle θ of a noisy perturbation on the Cartesian coordinates will be weaker.
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2.3. Isochrons and phase diffusion
Let us now study the coupling between the evolution of the radial and azimuthal coordi-
nates when the twist factor β in the SHE (16) is nonzero and introduce the underlying geometric
structures which will be useful to understand the interaction of the noise with the deterministic
dynamics.
2.3.1. Twist factor β and response to perturbation
Due to the rotational symmetry of the SHE (16), the stationary density ρ∞2 for the Fokker-
Planck equation dual to the BKE (17) is independent of θ. On the other hand, the radial compo-
nent of the drift is gradient with potential
U(r) = −δr2/2 + r4/4 − 2 log r/2, r > 0.
From the classical results relating the stationary density ρ∞ of a gradient SDE to its potential [see
e.g. 5, Chap. 2.4] one has, for  > 0, that
ρ∞(r) =
N
2pi
e−
2U(r)
2 =
N
2pi
re
δ
2
r2− r4
22 , (18)
with N = (
∫ ∞
0 e
− 2U(r)
2 dr)−1 a normalization constant. Thus, as expected from the rotational sym-
metry, equal weights are given to any set of points on a circle when calculating long-term aver-
ages.
On the other hand, one can see from (8) and (16) that the evolution of the angular position
θ is dependent on the radial position r, when the twist factor β is nonzero. One expects this
dependence to have an impact on the response of the autonomous system (8) to perturbations.
This can be understood from the eigenvectors of the Floquet representation of the fundamental
matrix for the linearization about the limit cycle of the deterministic vector field
F(p) =
(
δr − r3
γ − βr2
)
, (19)
The application of Floquet theory to the Hopf normal form (8) is reviewed in Appendix A. In
this case, the Floquet vectors coincide with those of the Jacobian matrix JΓ in polar coordinates
JΓ(t) =
( −2δ 0
−2β√δ 0
)
, p ∈ Γ (20)
and are rotated along the limit cycle. For δ > 0, JΓ is diagonalizable with right eigenvectors
~e1 =
(
1
β/
√
δ
)
and ~e2 =
(
0
1
)
, (21)
and left eigenvectors
~f1 =
(
1
0
)
and ~f2 =
(−β/√δ
1
)
, (22)
2Recall that a density ρ is a stationary solution ifK∗ρ = 0, whereK∗ denotes the (formal) adjoint of the Kolmogorov
operator K ; see e.g. [1, Sect. 2].
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associated respectively with the eigenvalues
α1 = −2δ and α2 = 0. (23)
The eigenvector ~e2 is tangent to Γ, in the direction of the flow, while ~e1 is transverse to it and is
associated with the stability of Γ to small perturbations; see Appendix A. It follows that〈
~e1, ~e2
〉
‖~e1‖‖~e2‖ =
β√
δ + β2
, 0 if β , 0,
where 〈v,w〉 is the inner product in the Euclidean spaceR2 and ‖v‖ the induced norm. As a result,
when the twist factor is nonzero, the eigenvectors of JΓ are not orthogonal under the inner product
〈·, ·〉 and the Jacobian matrix is nonnormal by definition; see e.g. [57, Chap. I.2]. It is known that
the nonnormality of a linear evolution operator may be associated with a nontrivial response
of the system to forcing. In the particular situation considered here, the stochastic forcing is
responsible for perturbing trajectories away from Γ, making these trajectories vulnerable to the
effect of the twist factor β, which can be interpreted as a shear in the deterministic flow, as in
fluid dynamics. It is then crucial to take into account the dependence of the angular frequency
on the radius, as controlled by β.
2.3.2. Asymptotic phase and isochrons
Let us now identify the geometric structures that will allow for a better understanding of
the system’s response to perturbations. While the relationship between these structures and the
phenomenon of phase diffusion has been discussed in previous works [58, 59, 60, 61], the main
contribution of our approach will be to relate these structures to the regularity of the Markov
semigroup in Section 3 and to the mixing spectrum in Section 4, thus giving a more detailed
geometric understanding of the stochastic Hopf bifurcation.
Locally, the nonorthogonality of the eigenspaces associaetd with the tangent map to the Hopf
normal form flow, such as discussed in the previous subsection, is related to the deformation of
more global geometric objects, namely, the isochrons of the limit cycle Γ. As we will see, these
isochrons are manifolds that bear the signature of the interplay between the dissipative effects
and rotational shear effects; the latter being induced here by the β-terms in Eq. (14).
The isochrons have been used in [58] to study chemical mixing in perturbed periodic bio-
chemical systems and a new coordinate system generalizing the notion of phase was introduced
for that purpose namely the asymptotic phase, whose evolution by the autonomous flow is inde-
pendent of the distance to the limit cycle. This approach has been used also in [see 59, Chap. 3-4]
to study the interaction of nonlinear oscillators and has recently been introduced to the engineer-
ing literature by [60] to study the response of nonlinear oscillators to forcing and the phenomenon
of phase diffusion. Moreover, the important role of the twist of the isochrons regarding the sta-
bility of trajectories measured by the Lyapunov exponents in periodically kicked limit cycles has
been shown in [62, 63] and corresponding results have been obtained by [35] for stochastically
driven limit cycles (see also [64], for numerical results on coupled stochastic oscillators). Per-
haps the most relevant results to our study are, however, those of [65, 66] where it was shown
that, in the deterministic autonomous case, the isochrons coincide with isolines of phase of the
mixing eigenvectors associated with purely imaginary eigenvalues.
Here, this geometric approach will allow us to study in Section 3 how the interaction of a
stochastic forcing with the autonomous dynamics of the Hopf normal form (8) may result into
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mixing, and to give a detailed description of the latter by deriving small-noise expansions of the
mixing spectrum in Section 4. We start by recalling the definition and main properties of the
isochrons and to derive a phase diffusion equation for the SHE (16).
The notion of isochron was made mathematically rigorous by [67] for a hyperbolic limit
cycle Γ ⊂ RN (for δ > 0, in our case) of a smooth flow S t on the N-dimensional Euclidean space
RN . Given a point p on Γ, the idea is to identify the set of points I(p) of RN that share the same
phase asymptotically on the limit cycle, namely to determine
I(p) = {q ∈ RN : lim
t→∞ ‖S tq − S t p‖ = 0}. (24)
The collection of sets I(p) as p varies on Γ, are called the isochrons of Γ. In our case, the
flow S t gives the solution at time t to the deterministic normal form (8) for any initial condition
in the plane R2 and Γ is the circle of radius r∗ =
√
δ.
More specifically, by definition, each isochron I(p), with p in Γ is a leaf Wss(p) of the stable
manifold Ws(Γ) of Γ; see (24). As a matter of fact, the following result follows from the Invariant
Manifold Theorem; see e.g. [68, Chap. 4].
Proposition 1 ([67]). Let Γ be a hyperbolic limit cycle of period T for the smooth flow S t on the
Euclidean space RN . Then:
(i) For each p ∈ Γ, there exists an isochron I(p) = Wss(p) of dimension N − 1 and transverse
to Γ at p (and a fortiori (24) holds).
(ii) The isochrons commute with the flow, i.e. S tI(p) = I(S t p), p ∈ Γ, t ≥ 0.
(iii) The tangent map DS T at p ∈ Γ leaves invariant the subspace tangent to the isochron I(p).
These properties will be key to understand the role played by the isochrons to analyze the
response of the dynamics to stochastic perturbations and will be illustrated in Fig. 1, once the
isochrons will have been explicitly calculated. The first property allows one to associate to all
points on the same isochron a new coordinate φ playing the role of phase. The second guaranties
that the points of a same isochron are all mapped by the flow to another single isochron. In
particular, after one period T of the limit cycle, all these points return to the same isochron, i.e.
S T I(p) ⊂ I(p). As a result, the evolution of their common phase φ by the flow is independent
of the transversal coordinates. The last property relates the isochrons to the tangent map of the
Poincare´ map and will allow one to give a more global perspective on the response to perturbation
discussed in the previous subsection.
In the case of the Hopf normal form (8), one can take advantage of the rotational symmetry
F(r, θ1) = F(r, θ2), for any θ1, θ2 ∈ [0, 2pi], r > 0,
of the vector field (19) to give an explicit formula for each isochron. First we know that, for
δ > δc = 0, the only invariant sets for F are the hyperbolic limit cycle Γ, and the unstable fixed
point x∗ at the origin. Thus, from Proposition 1-(i), Γ has a stable manifold Ws(Γ) = R2 \ {0} and
the isochrons are one-dimensional submanifolds foliating Ws(Γ). It follows from the definition
of a foliation [69, Chap. 6] that there exists a coordinate system (ν, φ) on R2 \ {0} such that
φ(q) = constant = φ(p) for any point q ∈ I(p), p ∈ Γ.
In other words, the coordinate φ is the same for all points of a same isochron. On the other
hand, thanks to the transversality of the isochrons to Γ (Proposition 1-(i)), one can choose φ such
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that for all q ∈ I(p), φ(q) = θ(p), where θ is the angle coordinate of the unique point p at the
intersection of I(p) with Γ. In addition, the second coordinate ν in the direction transverse to Γ
can simply be chosen as the radius r. Last, from the invariance of the stable foliation by the flow
(proposition (1).2), one has that
dφ
dt
(p) = ω f , p ∈ R2 \ {0},
where ω f = γ−βδ is the angular frequency of Γ. In other words, as opposed to θ in (8), the evolu-
tion of the coordinate φ by the autonomous flow does not depend on the radius. These properties
thus make φ a perfect candidate for playing the role of phase for points q not necessarily on Γ.
To define the change of coordinates from (r, θ) → (r, φ) for any point q ∈ R2 \ {0} explicitly,
one can use the rotational symmetry of F to look for a constraint [70, Chap. 1.5] of the type
φ(q) = θ + f (r).
Differentiating with respect to time, one finds that
dφ
dt
= ω f =
dθ
dt
+
d f
dr
dr
dt
,
Considering autonomous trajectories governed by the normal form (8) with vector field F given
in (19), one finds that
d f
dr
= −β
r
, (25)
which does not depend on δ. Finally, integrating with the condition that the phase coincides with
the angle on the limit cycle, i.e. that φ(p) = θ(p) for p ∈ Γ, gives
φ = θ − β log r√
δ
(26)
= θ − β log r + β log √δ, for δ > δc.
We have hence defined a new coordinate system (r, φ), such that all points on the same isochron
have the same asymptotic phase φ. One can see from the constraint (26), implicitly defining
the isochrons, that, while the latter are rectilinear for vanishing β, they undergo a nonlinear
twist when β , 0. Moreover, in agreement with Proposition 1-(iii), one can verify that the
eigenvector ~e1 = (1, β/
√
δ) of the polar Jacobian JΓ is tangent to the isochron I(S t p). Thus, the
nonorthogonality of the eigenvectors of the polar Jacobian JΓ is directly associated with the twist
of the isochrons.
These results are illustrated in figure 1, for the particular case of the Hopf normal form (8)
considered here, with δ > δc and β > 0. The limit cycle Γ is the circle of radius
√
δ represented
by a thin black line. Three different isochrons Iβ are represented in red. The first one is transverse
to Γ at p, while the other two are transverse to Γ at the images of p by the flow at times t1 = T/3
and t2 = 2T/3. Each of these points is marked by a black dot and, from the invariance of Γ,
are also on Γ. In addition, two trajectories starting from distinct points on the isochron Iβ(p) are
represented by a dashed line. Their states at t1 and t2 are also marked by black dots and, since
the isochrons commute with the flow Proposition 1-(ii), they also belong to the isochrons I(S t1 p)
and I(S t2 p), respectively, and share the same asymptotic phase φ given by (26). Moreover, from
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p
Figure 1: Limit cycle Γ (thin black line) and its isochrons (thin red lines) for δ > δc and β > 0 at p and at the image of p
by the flow at times t1 = T/3 and t2 = 2T/3. Trajectories starting from three points on Iβ(p), are represented by a dashed
line. One of them belongs to Γ and overlaps the thick black line representing it. The states of the trajectories at times 0,
t1 and t2 are represented by black dots. The isochron at p for vanishing β is also represented in blue. Finally, the vectors
~e1 associated with the characteristic exponent −2δ and tangent to the isochrons at p are also plotted for β , 0 and β = 0.
the stability of the foliation, the distance between the trajectories vanishes as time approaches
infinity. To see the effect of the twist factor β on the isochrons, the isochron I0(p), for β = 0,
is represented in blue. In agreement with (26), I0(p) is rectilinear, while Iβ(p) is twisted due to
the shear in the angular velocities when β , 0. It follows that the eigenvector ~eβ1 of the polar
Jacobian at p, tangent to the isochron Iβ(p), is not orthogonal to the eigenvector ~e2 tangent to Γ,
when β , 0.
2.3.3. Phase diffusion equation
After introducing the change of variable (r, θ) → (r, φ) according to (26) and such that
dφ/dt = ω f for a deterministic trajectory of the normal form (8), one can now apply Itoˆ’s for-
mula [e.g. 5, Chap. 3.4] to derive the SDE corresponding to (16) in coordinates (r, φ). Hence,
one finds the following phase diffusion equation
dr = (δr − r3 + 
2
2r
) dt +  dWr
dφ = ω f dt +

r
dWθ − βr dWr.
(27)
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As expected, the φ-component of the drift is now independent of the radius, as in the deterministic
case. This is, however, to the expense of the statistical dependence of the noise terms acting on
r and φ. The phase φ thus experiences advection at constant angular velocity ω f together with
nonuniform diffusion. As a consequence, the BKE (17) with u′(r, φ, t) = u(r, θ, t) becomes
∂tu′ =
(
δr − r3 + 
2
2r
)
∂ru′ + ω f∂φu′ +
2
2
∂2rru
′ − 
2β
r
∂2rφu
′ +
2(1 + β2)
2r2
∂2φφu
′. (28)
Compared to Eq. (17), the coefficients in front of the first-order differential operators associated
with the drift in Eq. (28) are now separated in their arguments, here in their r- and φ-dependences.
This feature is key to the derivation of small-noise expansion of the mixing spectrum in Section
4. As a by-product, however, the dependence of the angular frequency on the radius for β , 0 is
responsible for an effective increase of the phase diffusion by a factor 1 + β2; cf. the coefficient
in front of ∂2θθ in Eq. (17). This effect could have been anticipated from the nonnormality of the
polar Jacobian JΓ and is explained in greater detail in light of the Ho¨rmander theorem in Section
3 below.
Remark 3. Equations of the type (27) and (28) for more general systems with an adiabatic phase
reduction have recently received much attention for the study of the impact of noise on nonlinear
oscillators in physics and engineering; see e.g. [71, 60, 72, 61].
2.3.4. Isochrons for the stable fixed point when δ ≤ δc
Before closing this section, let us note that nothing prevents us from defining the isochrons of
the stable fixed point x∗ at the origin for δ < δc. Indeed, the fixed point is hyperbolic and its stable
foliation Ws(x∗) exists, even though all its leaves transect at the same point x∗ for which a unique
phase cannot be defined. The same procedure as for Γ when δ > δc can then be performed.
Namely, we look for a change of coordinates from (r, θ)→ (r, φ), such that
φ(q) = θ + f (r),
for any point q ∈ R2. The phase will be chosen so that its angular frequency ω f = dφ/dt is that
of the angular frequency at the fixed point, namely ω f = γ. One then finds
d f
dr
=
βr
δ − r2 , (29)
Integrating with the condition that the phase φ coincides with the angle θ at the fixed point, i.e.
that φ(x∗) = θ(x∗), gives the asymptotic phase
φ = θ − β log
√
δ − r2
δ
for δ < δc (30)
= θ − β log
√
r2 − δ + β log
√
|δ|.
Interestingly, if one defines the derivative d f /dr by (29) for δ < δc and by (25) for δ > δc,
then the latter can be continued to −β/r at δ = δc. Moreover, at this critical value of δ, both
phases defined by (30) and (26) coincide up to a constant with
φ = θ − β log r, for δ = δc. (31)
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Thus, even though the fixed point at the origin is not hyperbolic at the bifurcation point δc, one
can still define an asymptotic phase φ by (31), with the phase at r = 0 arbitrarily set to 0, for
which (24) holds. Finally, although one cannot talk about “phase diffusion” on the fixed point x∗,
a phase diffusion equation can still be derived in a neighborhood of x∗ by applying Itoˆ’s formula
to the change of coordinates (30) and (31).
Having found analytical formulas for the isochrons we next show how their role in the phe-
nomenon of phase diffusion directly translates into important ergodic properties for the Markov
semigroup.
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3. Analysis of the stochastic Hopf bifurcation
In this section, we apply the stochastic analysis approach presented in [1, Sect. 2], to study
the general properties of the Markov semigroup of the SHE and its spectrum. We will see that
this theory not only provides powerful techniques to study the ergodic properties of stochastic
systems but leads also to a more detailed understanding of the role played by the underlying
geometric structures in the interactions between the deterministic vector field and the stochastic
forcing.
We start by showing in subsection 3.1 how the existence of a unique and smooth invariant
measure for the SHE is directly related to the configuration of the stochastic forcing with respect
to the isochrons. The existence of a spectral gap at the bifurcation and the exponential decay of
correlations will then be proved in subsection 3.2.
3.1. Smoothing by the noise: a geometric perspective
We have seen in Section 2 that the tilt of the isochrons, as measured by the twist factor β, is
associated with an increase of the diffusion coefficient in the phase in the BKE (28) by a factor
1 + β2. This simple result shows the importance of the underlying geometry of the drift and
diffusion operators in the study of the ergodic properties of continuous Markov processes. The
novel approach which will be followed in this section is to place the isochrons in the context of
stochastic analysis and to show that, for fairly general nonlinear oscillators with diffusion, it is in
fact the interaction of the stochastic forcing fields with the isochrons which determines whether
hypoellipticity may hold and thus if the Markov semigroup is strongly Feller.
First, recall that, according to Doob’s theorem [73], the existence of at most one ergodic in-
variant measure with a smooth Lebesgue density for a continuous Markov process can be proved
from the regularity of the Markov semigroup Pt [see e.g. 74, Chap. 4]. A result, due to [75],
shows that the regularity of the Markov semigroup can in turn be insured from the irreducibility
and the strong Feller property of the Markov semigroup, which can be proved from the control-
lability of the corresponding control system [76] and the Ho¨rmander theorem for hypoelliptic
operators [77], respectively. For further reference, we recall the Ho¨rmander’s bracket condition
for an SDE onRN written in its Stratonovich interpretation for m independent 1D Wiener process
Wi,
dx = V0(x)dt +
m∑
i=1
Vi(x) ◦ dWi. (32)
One defines the following collection of vector fieldsVk by
V0 = {Vi : 1 ≤ i ≤ m}, Vk+1 = Vk ∪ {[U,V j] : U ∈ Vk & 0 ≤ j ≤ m}. (33)
The main assumption for the Ho¨rmander theorem to hold is then for the following Ho¨rmander
bracket condition to hold
∪k≥1span {V(q) : V ∈ Vk} = RN for every q ∈ RN , (34)
This strong Feller-irreducibility approach is presented in [1, Sect. 2.2] and is summarized
here by the diagram shown in Fig. 2 while conditions of existence of an ergodic (thus unique)
invariant measure are given in [1, Theorems 2.2 and 2.3].
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Existence and smoothness of
at most one ergodic measure µ
Regularity of Pt: Doob theorem
Irreducibility of Pt
Controllability: Stroock-
Varadhan support theorem
Control of polynomial systems ...
Pt is Strong Feller
Hypoellipticity of
the generator of Pt
Ho¨rmander bracket condition
Figure 2: Schematic of the strong Feller-irreducibility approach to prove the existence and uniqueness of a smooth
invariant measure for a continuous Markov process.
3.1.1. Ho¨rmander bracket condition for the SHE
For the SHE (16) considered here, the smooth stationary density ρ∞ has already been found
explicitly in Section 2 and is given by (18). In fact, for  > 0, we have that the diffusion operator
D = 2(∂2xx + ∂
2
yy),
in Cartesian coordinates in the right-hand side of (15), is uniformly elliptic. In other words, there
exists α > 0 such that
〈ξ,Dξ〉 ≥ α‖ξ‖2, ∀ξ ∈ R2,
so that the noise is nondegenerate and the strong Feller property holds by Weyl’s lemma [5,
Chap. 4]. Moreover, D is constant and the deterministic vector field F given by (14) in Cartesian
coordinates is polynomial of degree 3, so that the result by [78] ensures that the associated control
systemx˙(t) = Fx(x, y) + u1(t)y˙(t) = Fy(x, y) + u2(t), (35)
is controllable and the irreducibility of the Markov semigroup follows from the result by [76].
However, it remains instructive to understand under which conditions, for more general
stochastic forcing than in Eq. (14) the corresponding Markov semigroup is strongly Feller and
irreducible.
For instance, let us consider the following modification of the SHE (written in Stratonovich
form)
dX = V0(X) dt + V1(X) ◦ dW1. (36)
16
In Eq. (36), V0 denotes the deterministic vector field in Eq. (14). However, whereas the original
SHE (16) is driven by two one-dimensional Wiener processes Wr and Wθ, Eq. (36) is driven by a
single one-dimensional Wiener process W1 with an arbitrary smooth vector field V1 of R2.
Using the coordinate-free formalism (see Remark 4 below), the Kolmogorov operator K
associated with Eq. (36) can be written as
K = V0 + (V1)2.
Here, as opposed to the original SHE (14) we have chosen V1 to be nonconstant and to be mul-
tiplied by a one-dimensional Wiener process, only. Thus, at each point q in R2, the vector V1(q)
alone cannot span R2 and the Kolmogorov operator K is not elliptic anymore. It may turn out,
however, that the operator is hypoelliptic, ensuring, roughly speaking, to have the noise to propa-
gate out in the whole space; see next subsection. Our aim is then to check under which condition
on V1 the Kolmogorov operator K is hypoelliptic.
Remark 4. In the coordinate-free framework of differential geometry, a vector field V defined
on the plane R2 and decomposed in Cartesian coordinates as V(x, y) = V1(x, y)~e1 + V2(x, y)~e2,
is identified (by isomorphism) with the first-order differential operator
V = V1(x, y) ∂x + V2(x, y) ∂y.
See e.g. [70] for an introduction to differential geometry.
The strong Feller property is ensured by the Ho¨rmander theorem when the Ho¨rmander bracket
condition (34) holds. We also saw that the irreducibility of the Markov semigroup follows as well
when the stochastic vector fields are constant and when the deterministic field V0 is a polynomial
vector field of odd degree [78]. One would then like to understand for the SHE (36) with a single
vector field V1 in the stochastic perturbation (see Eq. (36)), under which conditions on V1 (34)
holds.
For this purpose, let us calculate the Lie bracket of V1 with V0. Using the coordinate-free
formalism (see Remark 4), the vector fields V0 and V1 are given in polar coordinates by
V0(r, θ) = F(r, θ) = (δr − r3) ∂r + (γ − βr2) ∂θ
V1(r, θ) = Vr1(r, θ) ∂r + V
θ
1(r, θ) ∂θ,
where Vr1 and V
θ
1 are the (smooth) components of V1. Let us first consider the simple yet instruc-
tive case when
Vr1 = σ, and V
θ
1 = 0,
for some constant σ > 0. Then the Lie bracket [V0,V1] yields
[V0,V1] = −σ(δ − 3r2) ∂r − 2σβr ∂θ. (37)
One can see that spanV1 = span {V1, [V0,V1]} = R2 if and only if the twist factor β is nonvan-
ishing. This is also true when further iterating the Lie brackets.
Thus, even in the case of a purely radial stochastic forcing, the twist of the isochron controlled
by β allows for the noise to be injected in the azimuthal direction and for the Markov semigroup
to be strongly Feller. This also explains the increase by a factor β2 of the diffusion coefficient
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in the BKE (28) written in the phase-coordinate, compared to that of Eq. (17) written in polar
coordinates. It will have also important consequences on the mixing eigenfunctions in Section
4. On the other hand, if β = 0 and V1 is radial, the noise is not felt in the azimuthal direction and
no phase diffusion may occur.
This result is illustrated in Fig. 3 for the SHE with δ = 1 and β = 0 (upper panels) and
β = 0.8 (lower panels). On the left panels, the Lie bracket [V0,V1], for V1 = σ ∂r (blue vector),
is applied to a point p. There, S t and S
V1
t are the flows generated by V0 and V1, respectively,
and δt is a small time. The Lie bracket (red vector in Fig. 3) is given by the tangent vector to
the curve obtained by successively applying S δt and S
V1
δt forward and then backward in the limit
when δt → 0. On the right panels, samples of simulated time series of the asymptotic phase φ
given by (26) are represented. One can see that when β = 0 (upper panels of Fig. 3), the integral
curves of the forcing field V1 (dashed blue lines in Fig. 3) coincide with the isochrons (red lines
in Fig. 3) and the resulting Lie bracket is collinear to V1, in agreement with (37). As a result, no
phase diffusion is observed on the corresponding upper right panel of Fig. 3.
On the other hand, when β is nonvanishing (lower panels), the forcing field V1 is not tangent
to the isochrons anymore and the resulting Lie bracket is not collinear to V1. This allows for the
noise to be injected in the azimuthal direction, as can be seen from the phase diffusion occurring
in the lower right panel of Fig. 3. This figure reveals that the dependence of the Lie bracket (37)
on the twist factor β is directly related to the orientation of the forcing field V1 with respect to the
isochrons. This observation will now be made rigorous for the more general case of a dynamical
system with a hyperbolic limit cycle.
3.1.2. Ho¨rmander bracket condition for a hyperbolic limit cycle
For more generality, let us consider a dynamical system with flow S t, t ≥ 0, generated by the
smooth vector field V0 on the N-dimensional Euclidean space RN . Assume that the flow has a
hyperbolic limit cycle Γ with basin of attraction UΓ ⊆ RN , so that the isochrons Ws(p) at any
point p on Γ can be defined as the stable foliation of Γ; see Section 2. Consider then the SDE (32)
in which the deterministic field V0 is perturbed by m smooth vector fields {Vi, 1 ≤ i ≤ m} each
multiplied by independent one-dimensional Wiener processes. We would like to know when
the interaction of this stochastic forcing with the isochrons allows for the parabolic Ho¨rmander
condition (34) in UΓ to be fulfilled. The following proposition is proved in Appendix B.1, as a
direct consequence of the definition of the Lie derivative in terms of pullback of a vector field by
a diffeomorphism.
Proposition 2. If the vector fields {Vi, 1 ≤ i ≤ m} of the stochastic forcing in (36) are tangent at
all q in UΓ to the isochron Ws(p) passing through q, then, for each q, the vector space
∪k≥1span {V(q) : V ∈ Vk},
generated by the vector fields V0 and {Vi, 1 ≤ i ≤ m} according to (33) is also tangent at q to
the isochron Ws(p). Moreover, the parabolic Ho¨rmander condition (34) is not fulfilled, since the
direction transverse to the isochrons is not spanned by ∪k≥1span {V(q) : V ∈ Vk}.
This result allows one to better understand the dependence of the Lie bracket [V0,V1] on the
twist factor β in Fig. 3 in terms of orientation of the forcing vector field V1 with respect to the
isochrons. There, V1 acts on the radial direction only. For β = 0 (upper panels), the isochrons
are rectilinear and coincide with the integral curves of V1. In agreement with Proposition 2, the
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Figure 3: Left: Illustration of the action of the Lie bracket [V0,V1] (red arrow) at a point p between the vector field V0
generating the autonomous flow S t , t ≥ 0 with the forcing field V1 (blue arrow at p) generating the flow S V1t , t ≥ 0 in the
radial direction for β = 0 (upper panels) and β , 0 (lower panels). The thick black curve represents the composition of
the two flows for a short time δt and then back. The isochrons passing through the different images of the initial point p
by the flow are represented by a thin red line, while the integral curves of the forcing field V1 are represented by dashed
blue lines. Right: Sample time series of the phase φ corresponding to the left panels when the forcing field V1 acts on a
Wiener process as in the SDE (36).
Lie bracket [V0,V1] is also tangent to the isochrons. Thus,
∪k≥1span {V(q) : V ∈ Vk} = TWs(p) , R2,
and the Kolmogorov operatorK is not hypoelliptic, which explains the absence of phase diffusion
on the upper right panel. For β , 0 (lower panels), however, the stochastic field V1 is not tangent
to the isochrons anymore. As a consequence and in agreement with (37), the Lie bracket [V0,V1]
is able to span the azimuthal direction, so that the Ho¨rmander condition (34) is fulfilled. It follows
that the Kolmogorov operator K is hypoelliptic, by Ho¨rmander’s theorem, which is manifested
by the occurrence of phase diffusion in the lower right panel of Fig. 3.
3.2. Spectral gap property
We now turn to the spectral properties of the Markov semigroup of the SHE (16) and to the
nature of the decay of correlations depending on the control parameter δ and for  > 0.
Such exponential decay of correlation is expected away from the bifurcation point δ = δc = 0,
since even for the zero noise case, the mixing spectrum has a spectral gap. However, this is not
the case at the bifurcation point, where the mixing spectrum is continuous and responsible for an
algebraic decay of correlations in the deterministic case [55]. The question is then whether the
smoothing effect of the noise is able to destroy such singular behavior. In what follows, we show
that this is indeed the case for all values of the control parameter δ.
For this purpose, the theory of Lyapunov functions and ultimate bounds reviewed in [1,
Sect. 2.3] is now applied. Having already proved that the Markov semigroup (Pt)t≥0 of the SHE
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(16) is irreducible and strong Feller, one could look for an appropriate Lyapunov function U 3
such that there exists a > 0 and 0 ≤ b < ∞ such that
KU ≤ −aU + b. (38)
If such a function can be found, then it follows from [1, Remark 2.1] that the assumptions of
[1, Theorem 2.2] are satisfied, and there exists thus a positive time t0 such that for all t > t0 the
Markov operator Pt is quasi-compact 4.
While there is in general no systematic way to find such a Lyapunov function, the situation
of the SHE (16) written in polar coordinates, is particularly simple, since the radial component
Fr of the deterministic vector field is gradient [79, Chap. 9.3], i.e.
Fr(r) = −∂rU(r), with U(r) = C − δr
2
2
+
r4
4
, r ≥ 0, (39)
where C is an integration constant. Moreover, it can be shown, that the constant C can be chosen
for the potential (39) to satisfy the condition (38) for [1, Theorem 2.2] to hold.
However, it is in the present case less tedious to verify the ultimate bound condition in [1,
Theorem 2.3], rather than the Lyapunov condition (38), and it allows for more to be said re-
garding the decay of correlations in the SHE. More specifically, denoting by Xxt the stochastic
process solving the SHE (16) and emanating from x = (r, θ), it is proved in Appendix B.2 that
there exists k, c, d > 0 such that
E|Xxt |2 = E[r2t ] < kr2e−ct + d, t ≥ 0, r ≥ 0, (40)
for any value of the control parameter δ in R and  > 0. It follows from [1, Theorem 2.3] that the
mixing spectrum has a spectral gap and that correlations decay exponentially in L2µ(R2), with µ
denoting the ergodic (thus unique) invariant measure of the SHE. This result was obtained thanks
to the stochastic analytic techniques reviewed in [1], without explicit calculations of the mixing
spectrum. In the next Section 4 we provide however more precise description of the latter by
using small-noise expansions techniques.
Remark 5. Note that for δ < δc, the rate 2δ of the exponential bound in (B.3) is given by the
real part of the second eigenvalue of the Kolmogorov operator of the linearized system at the
origin, i.e. the leading eigenvalue associated with an eigenfunction on which the projection of
ϕ(r, θ) = r2 is nonzero; see Section 4.1.
Remark 6. Interestingly, for δ = 0 and  = 0, the ultimate bound is, however, not verified.
This is not surprising, since we know from [55] that the decay of correlation is in this case only
algebraic. On the other hand, for δ , 0 but  = 0, the ultimate bound still holds but one cannot
benefit from [1, Theorem 2.3] anymore, since the system is no longer stochastic. However, the
existence of a spectral gap and the exponential decay of correlations in this deterministic case
may be inferred from [55].
3 Recall that a C2 function U is called a Lyapunov function if U(x) ≥ 1 and lim|x|→∞ U(x) = ∞, ensuring thus that
the level sets {U ≤ a} are compact.
4 Recall that a semigroup T (t), t ≥ 0 is quasi-compact if it converges to a linear and compact operator as t goes to
infinity, so that its essential spectral radius is smaller than 1; see [1, Sect. 2.3.2].
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4. Small-noise approximation of the mixing spectrum
Away from bifurcation, i.e. for |δ| >> δc = 0, analytical formulas can be found for the mixing
eigenvalues and eigenfunctions in first order in the noise level  as singular perturbations of the
deterministic case. General formulas for the mixing eigenvalues have been derived by [80] using
a WKB approximation and his results have been discussed for the SHE considered here by [81].
However, to learn more about the geometrical properties of the stochastic system and to be able to
calculate power spectra between any pair of observables according to the spectral decomposition
(7), we would like to derive analytic approximations of the eigenfunctions of the Kolmogorov
operator K as well as of those of its adjoint, K∗.
To address this issue, small-noise expansions [56, Chap. 7] are performed by introducing
rescaled variables x′ = (x − x0(t))/, representing deviations from a deterministic solution x0(t).
The eigenvalues can then be expanded in the noise level ,
λk = λ
(0)
k + λ
(1)
k + ...
Since, the deterministic solutions are qualitatively different for δ < δc and δ > δc and that such
expansions are not valid at the bifurcation, each case is treated separately in the next subsections
4.1 and 4.2, respectively.
4.1. Below the bifurcation, for δ < δc
All deterministic solutions converge to the steady state x∗ at the origin. An example of
stochastic trajectory is represented in blue in Fig. 4-(a) for δ = −1 and  = 0.4 on top of the
corresponding stationary density given by (18). As expected, the process wanders around x∗
although the maximum in density is slightly away from x∗, due to the additional drift term /(2r)
in (16).
In this case, we define the rescaled variables as
x′ =
x

, y′ =
y

, s = t.
Together with the zeroth order coefficient λ(0)k of the small-noise expansion of the eigenvalue λk,
the eigenfunction ψ′k(x
′, y′) = ψk(x, y) satisfies the equation
(δx′ − γy′)∂x′ψ′k + (γx′ + δy′)∂y′ψ′k +
1
2
∂x′x′ψ
′
k +
1
2
∂y′y′ψ
′
k = λ
(0)
k ψ
′
k. (41)
This equation yields to the eigenvalue problem of a two-dimensional nonsymmetric Ornstein-
Uhlenbeck (OU) process. The Kolmogorov operator of this OU process is given by the left-hand
side of (41), namely
Kx∗ := (δx′ − γy′)∂x′ + (γx′ + δy′)∂y′ +
1
2
∂x′x′ +
1
2
∂y′y′ , (42)
whose linear drift and diffusion part have the following matrix representation in Cartesian coor-
dinates:
Jx∗ =
(
δ −γ
γ δ
)
, and D =
1
2
I.
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Here Jx∗ corresponds also to the tangent map at the origin of the vector field F associated with
the Hopf normal form (14) for  = 0, while I denotes the 2 × 2 identity matrix. The stationary
density of this OU process is given in polar coordinates by
ρx∗ (r) = −
1
2pi
2δ
2
reδr
2/2 . (43)
For the weighted inner-product 〈·, ·〉ρx∗ with respect to this density, the Kolmogorov operator
associated with this OU process is asymmetric. This asymmetry comes from the anti-symmetry
of the rotation operator
Ω = −γy′∂x′ + γx′∂y′ ,
i.e. 〈Ω f , g〉ρx∗ = −〈 f ,Ωg〉ρx∗ , while the operator
δx′∂x′ + δy′∂y′ +
1
2
∂x′x′ +
1
2
∂y′y′ ,
encapsulating the diffusion and contraction effects, is symmetric.
The mixing spectrum of one-dimensional OU processes is well studied [see e.g. 6, Chap. 5].
In several dimensions, the more recent work [82] shows that the mixing eigenvalues of an OU
process—corresponding here to the λ(0)k solving (41) with the ψ
′
k in L
2
ρx∗ (R
2)—are given by integer
linear combinations of the eigenvalues of the drift matrix Jx∗ , i.e. the complex conjugate pair
λ± = δ ± iγ, in our case. Thus, the mixing eigenvalues of the SHE (14) coincide to zeroth order
with the eigenvalues of the deterministic normal form (8); c.f. [80].
In addition, it has recently been shown by [83] that the solutions to (41) are given by products
of Laguerre polynomials with harmonic functions. From the orthogonality of the Laguerre poly-
nomials [84, p. 84] and of the harmonic functions, it follows that the appropriately normalised
eigenfunctions form a complete orthonormal family of L2ρx∗ (R
2). The product of these eigenfunc-
tions with the density ρx∗ thus yield the eigenfunctions of the Fokker-Planck equation dual to the
BKE (41).
As a summary, for δ < δc and  and r sufficiently small, the approximation of the mixing
spectrum associated with the SHE is given as follows:
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• Mixing eigenvalues associated with the stable steady state:
λln = (l + n)δ + i(n − l)γ + O(2), l, n ∈ N. (44)
• Mixing eigenfunctions associated with the stable steady state:
ψln(r, θ) ≈

ei(n−l)θ
√
l!
n!
(√
− δ
2
r
)n−l
Ln−ll (− δr
2
2
), n ≥ l
ei(l−n)θ
√
n!
l!
(√
− δ
2
r
)l−n
Ll−nn (− δr22 ), n < l,
(45)
where Lαl (r) =
r−α
l! e
r dl
drl (e
−rrl+α) denotes the Laguerre polynomial of degree l [84, p. 76]
in the radius r.
• Adjoint mixing eigenfunctions associated with the stable steady state:
ψ∗ln ≈ ψln ρx∗ . (46)
• Decorrelation time:
τ = −1
δ
+ O(2). (47)
The mixing eigenvalues (44) are represented in Fig. 4-(c) for δ = −1 and  = 1. A typical
triangular structure is observed, as a result of the aforementioned integer linear combination of
complex conjugate eigenvalues λ± = δ±iγ of the tangent map Jx∗ . In the direction of the real axis,
these eigenvalues are separated by a gap of δ given by the real part of the tangent map eigenvalues.
Thus, as the control parameter δ is increased to its critical value, the decorrelation time τ ≈ −1/δ
in (47) increases, indicative of the weaker stability of the steady state of the deterministic system.
Moreover, the eigenvalue λln, n > l is associated with an eigenfunction that is approximated by
the product of a polynomial of degree n+ l and the (n− l)th harmonic function exp i(n − l)θ. Thus,
eigenfunctions associated with eigenvalues further away from the real axis (resp. imaginary axis)
exhibit a higher degree of nonlinearity in the radial (resp. azimuthal) direction, as measured
by their number of sign changes. As an example, the eigenfunction ψ01 associated with the
eigenvalue λ01 ≈ δ + iγ closest to the imaginary axis is represented in Fig. 4-(e). Its phase
argψ01 = θ is represented by filled contours, while its amplitude ψ01e−i argψ01 = r is represented
by dashed contour lines. The amplitude and phase of the leading secondary eigenfunction is thus
the components of the stochastic process in polar coordinates. This is not surprising, since the
mixing eigenfunctions are approximated by those of the (linear) OU process with drift given by
the tangent map Jx∗ , as explained above.
4.2. Above the bifurcation, for δ > δc
After the deterministic Hopf bifurcation, two limit sets coexist, the unstable steady state x∗
at the origin and the stable limit cycle Γ of radius r∗ =
√
δ. An example of stochastic trajectory
is represented in blue in Fig. 4-(b) for δ = 1 and  = 0.4 on top of the corresponding stationary
density given by (18), while the orbit Γ is represented by the dashed line. Here small-noise
expansions are also illuminating to obtain approximation formulas when applied separately about
the unstable steady state and the limit cycle.
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4.2.1. Small-noise expansions about the unstable steady state x∗
Repeating similar arguments than in the case δ < δc, the mixing eigenvalues associated with
the unstable steady state are here given for δ > δc, by
λln = −(l + n + 2)δ − i(l − n)γ + O(), l, n ∈ N. (48)
These eigenvalues are represented for δ = 1 and  = 0.4 as blue triangles in Fig. 4-(d). A
triangular array of eigenvalues is found, as for δ < δc in panel (c) of the same figure. However,
the real part of these eigenvalues satisfies<(λln) ≤ −2δ. The latter bound characterizes actually
the rate of expansion of volumes near the unstable steady state x∗ (and away from the limit cycle
Γ) The latter decreases with increasing δ, i.e. as the instability of x∗ increases.
4.2.2. Small-noise expansions about the limit cycle Γ
On the other hand, another family of eigenvalues associated with the limit cycle can be identi-
fied. In order to study small noise perturbations of the system away from the limit cycle, we work
with the BKE (28) associated with the radial r and asymptotic phase φ, variables. Compared to
the original BKE (17) written in polar coordinates, the BKE (28) formulated in Sect. 2.3.3 with
the help of isochrons, allows us to separate the drift term into two contributions, one in the
r-variable alone, and the other in the φ-variable. In the unperturbed case, this separation of
variables shows that the isochrons can be identified with isolines of phase of the mixing eigen-
vectors associated with purely imaginary eigenvalues. As a result, Fourier averages related to
these eigenvectors have been proposed to estimate the isochrons [65, 66]. It is shown here for
the SHE, that when the noise is asymptotically small, the isochrons still coincide with the isoline
of phase of the mixing eigenvectors.
In the radial direction, the eigenfunctions are expected to scale with . However, due to
the neutral deterministic dynamics along the limit cycle Γ when  = 0, we do not expect the
eigenfunctions to scale with  in the azimuthal direction. We thus introduce the variables
r′ =
r − √δ

, φ′ = φ + ω f t, s = t,
rescaled around the limit cycle.
Expanding the nonlinear coefficients of (28) in , one gets to zeroth order the equation for
ψ′nl(r
′, φ′) = ψnl(r, φ)
O(1) : −2δr′∂r′ψk + 12∂
2
r′r′ψk = λ
(0)
l ψ
′
nl. (49)
This Hermite equation in the r′-variable corresponds to the eigenvalue problem of a one-dimensional
stable OU process [see e.g. 5] with damping coefficient given by the characteristic exponent −2δ
associated with the eigenvector ~e1 = (1, β/
√
δ) transverse to Γ; see Section 2 and Appendix A.
The stationary density for this 1D OU process is given by
ρΓ(r) =
1
2pi
√
2δ
pi2
e−2δ(r−
√
δ)2/2 . (50)
The solutions to the eigenproblem (49) for any λ(0)l = −2δl, l in N, are given by the rescaled
Hermite polynomials [6, Chap. 5.5]
O(1) : ψ′ln(r′, φ′) = ηn(φ′)Hl(
√
2δr′), (51)
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where Hl is the lth Hermite polynomial [84, p. 60] and ηn is a function of φ′ only.
The determination of small-noise expansions of mixing eigenvalues to higher orders requires
solving the following more complex eigenvalue problems:
O() :
(
−3√δr′2 + 1
2
√
δ
)
∂r′ψ
′
ln −
β√
δ
∂2r′φ′ψ
′
ln = λ
(1)
ln ψ
′
ln
O(2) : −r′3∂r′ψ′ln −
r′
2δ
∂r′ψ
′
ln +
βr′
δ
∂2r′φ′ψ
′
ln +
1 + β2
2δ
∂2φ′φ′ψ
′
ln = λ
(2)
ln ψ
′
ln
· · ·
However, the special case l = 0 implies for ψ′0n given by (51), that ∂r′ψ
′
0n = 0 so that, to first and
second order,
O() : λ(1)0nψ′0n = 0
O(2) : 1 + β
2
2δ
∂φ′φ′ηn = λ
(2)
0n ηn. (52)
The equation in (52) implies that λ(1)0n = 0, while the second equation corresponds to the eigen-
problem for pure diffusion on the circle with diffusion coefficient (1 + β2)/(2δ). Its solutions
for λ(2)0n = −n2(1 + β2)/(2δ), n ∈ Z are given by the harmonics η±n = exp (±inφ′), such that
ψ′l±n = Hl(
√
2δr′) exp (±inφ′).
Unfolding the change of variable yields the small-noise expansion of the eigenvalues and
eigenfunctions of the SHE (16) for δ > δc and  small. To find the adjoint eigenfunctions ψ∗ln,
orthonormal to the eigenfunctions ψln, l ∈ N, n ∈ Z, one can use the orthogonality of the Hermite
polynomials [84, p. 65]. To summarize:
• Mixing eigenvalues associated with the stable limit cycle:
λln =
− n
22(1+β2)
2δ + in(γ − βδ) + o(4), l = 0, n ∈ Z
−2lδ + in(γ − βδ) + O(2), l , 0. (53)
• Mixing eigenfunctions associated with the stable limit cycle:
ψln ≈
(
2kk!
)− 12 ein(θ−β log r√δ ) Hl  √2δ

(
r − √δ
) , l = 0. (54)
• Adjoint mixing eigenfunctions of the stable limit cycle:
ψ∗ln ≈
(
2kk!
)− 12 ein(θ+β log r√δ ) Hl  √2δ

(
r − √δ
) ρx∗ (r), l = 0. (55)
• Decorrelation time:
τ =
2δ
2(1 + β2)
+ O(0). (56)
To help interpret these formulas, the mixing eigenvalues for δ = 1.5,  = 0.4 and β = 0.5 are
represented in Fig. 4-(d) together with the eigenfunction ψ01 = exp i(θ − β log r/
√
δ) associated
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Figure 4: Schematic of the mixing spectrum of the (SHE), for δ = −1 < δc (left) and for δ = 1.5 > δc (right),  = 1
and β = 0.5. The top panels (a-b) represent the stationary density (18) as red filled contours, together with an example of
trajectory in blue and the steady state x∗ at the origin. The mixing eigenvalues in the complex plane are represented in
the central panels (c-d), with their real parts as abscissa and their imaginary parts as ordinates. The bottom panels (e-f)
represent the second mixing eigenfunction ψ01, with its phase as filled contours and its amplitude as thin line contours
(for δ < δc). For δ > δc, the deterministic limit cycle Γ is also represented as a thick dashed line, together with the
isochron Ix0 of some point x0 on Γ as a thick blue line and the eigenvectors ~e0 and ~e1 of the tangent map at this point.
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with the second eigenvalue λ01 = −2(1+β2)/(2δ)+ in(γ−βδ) in Fig. 4-(f). One can first observe
in panel (d) of Fig. 4 a typical array of parabolas of eigenvalues. The latter are separated by
a spectral gap of −2δ (see Remark 5) given by the characteristic exponent associated with the
Floquet eigenvector transverse to the flow and accounting for the stability of the limit cycle Γ;
see also Appendix A. One the other hand, the imaginary part in(γ − βδ), for each harmonic, is
associated with the neutral dynamics of advection along the limit cycle. These two contributions
jointly coincide with the eigenvalues for the deterministic case [c.f. 55].
However, the diffusion along the limit cycle, is responsible for another real contribution
−n22(1 + β2)/(2δ), which is not found in the deterministic case and which is responsible for
the parabolic shape of the array of eigenvalues. As a result, λ00 = 0 (represented as a green
star in Fig. 4-(d)) is the only eigenvalue on the imaginary axis. The presence of noise therefore
enforces the system to be mixing. This “loss of memory” is captured by the finiteness of the
decorrelation time τ ≈ 2δ/(2(1 + β2)), which decreases as the noise level  and the curvature
1/
√
δ of Γ strengthen.
In addition, the phase diffusion becomes stronger with increasing magnitude of the twist fac-
tor β as well. As discussed in Section 3, a nonvanishing twist factor allows for a fraction of
the noise in the radial direction to be transmitted to the azimuthal direction by the determinis-
tic vector field F. As a result and as depicted in panel (f) of Fig. 4, the eigenvector ~e2 of the
tangent map to F is tangent to Γ, while ~e1 is tangent to the isochron, so that, when β , 0, the
latter projects both on the radial and on the azimuthal parts of the stochastic forcing. Moreover,
since argψ01 = φ = θ − β log(r/
√
δ), the phase of the second mixing eigenfunction follows the
isochrons, so that the radial dependence of the phase diffusion results in the characteristic twist-
ing of the eigenfunctions when β , 0. As a result, the eigenfunctions are not orthogonal when β
is nonvanishing and the Kolmogorov operator K inherits from the nonnormality of the Jacobian
JΓ. Finally, (51) and (54) show that the mixing eigenfunctions associated with eigenvalues fur-
ther from the real axis (imaginary axis) have a higher degree of nonlinearity in the radius (resp.
the phase).
To conclude, let us emphasize the difference in structure between the mixing spectrum as-
sociated with the stable steady state for δ < δc and the one associated with the limit cycle for
δ > δc. While the eigenvalues have nonvanishing imaginary parts in both cases (44) and (53),
which must result in peaks in the power spectrum, the triangular structure for the steady state
and the parabolic structure for the limit cycle, as shown in Fig. 4-(c) and Fig. 4-(d), allow one
to discriminate between stochastically forced linear oscillations and nonlinear oscillations with
phase diffusion. This is also true regarding the eigenfunctions, given by the formulas (45) and
(54), which in the case of the steady state (and to zeroth order) are the product of different poly-
nomials by harmonics with a different sensitivity to the twist factor β. These effects will be
illustrated in the applications of Part III, with a discussion of their use to characterize the nature
of the dynamics of complex oscillatory systems. It remains unknown, however, how the mixing
spectrum should behave at the bifurcation.
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5. Mixing at the bifurcation point: numerical results
Close to the bifurcation point, the small noise-expansions of the previous Section 4 are not
valid anymore. Indeed, for δ = δc = 0, it is clear that the deterministic drift −r3 at the non-
hyperbolic fixed point at the origin yields no linear contribution, so that the previous procedure
cannot be applied. A complementary numerical analysis of the BKE is thus performed to study
the mixing spectrum at the critical point and to test the range of validity of the analytical results
of the previous Section 4.
5.1. Scaling with respect to the noise level 
Before proceeding, let us note that, even though the limit cycle does not exist yet and a fortiori
its stable manifold, the phase φ for any point different from the origin can still be defined such
that the derivative (25) exists and the BKE (28) in coordinates (r, φ) holds. Moreover, in critical
situations like this one, it is interesting to consider the scaling [56, Chap. 6]
r′ = r/
√
, φ′ = φ + ω f t, s = t.
Indeed, the BKE (28) with u′(r′, φ′) = u(r, φ) then becomes
∂su′ = (−r′3 + 12r′ )∂r′u
′ +
1
2
∂2r′r′u
′ − β
r
∂2r′φ′u
′ +
1 + β2
2r2
∂2φ′φ′u
′.
Interestingly, even though the nonlinear coefficients hinder the full resolution of the associated
eigenproblem, this equation shows no dependance on the noise level . As a consequence, each
eigenvalue must have a real part proportional to , i.e.
<(λk) ∼ , (57)
and the decorrelation time is proportional to the inverse of ,
τ ∼ 1

.
This simple result is rich in conclusions, as it shows that the more intense the noise level , the
larger the spectral gap between the eigenvalues. Thus, the noise has a stabilizing effect on the
statistics, compared to the deterministic case, which can be understood from its smoothing effect
analyzed in Section 3.
5.2. Parameter dependence close to bifurcation: Numerical results
To learn more about the mixing spectrum of the SHE (14) for δ ≈ δc, we proceed to a numer-
ical approximation of the Kolmogorov operatorK associated with the BKE (15). This numerical
problem is tractable without any preliminary reduction presented in [1], since the state space is
here only two-dimensional. For this relatively simple numerical problem, the standard finite-
difference scheme proposed by [85] is chosen for the adjoint K∗ in the Fokker-Planck equation,
since it satisfies the conservation of probabilities and of positivity and is straightforward to im-
plement. The numerical approximation of K is then simply given by the transpose of that of
K∗. Here, we impose no-flux boundary conditions for convenience (instead of vanishing at in-
finity), but with a sufficiently large domain to avoid boundary effects. The square [−5σˆ, 5σˆ]2 is
discretized into 200-by-200 boxes, where σˆ is an approximation of the standard deviation of the
28
x and y coordinates. The spectrum of the finite-difference approximation of the Kolmogorov op-
erator K is then calculated numerically using the implicitly restarted Arnoldi iterative algorithm
implemented in ARPACK [86]. The domain and resolution of the grid have been chosen for the
approximation of at least the second eigenvalue to converge. Different experiments for varying
δ, β and  will be analyzed, while γ is kept fixed to 1.
5.2.1. Crossing the bifurcation point, with a vanishing twist factor
We start by analyzing the numerical results for a fixed value of the noise level  = 1 and a
vanishing twist factor β = 0, but different values of the control parameter δ. In Figure 5, the
leading eigenvalues of the finite-difference approximation of the Kolmogorov operator K are
represented as black dots on the left panels for (a) δ = −5, (c) δ = 0, (e) δ = 3 and (g) δ = 7.
In addition, the small noise prediction (44), for the mixing eigenvalues of the stable fixed point,
is also represented as black crosses in panel Fig. 5-(a). In Fig. 5-(g), the small noise predictions
(48), (53), for the eigenvalues of the unstable fixed point and of the limit cycle are also repre-
sented as blue crosses and black pluses, respectively. On the same panels, to the right, the power
spectra between the three monomials x, x2 and x3 of the x = r cos θ coordinate are also repre-
sented as blue, green and red lines, respectively. According to the order of the harmonics in the
small-noise expansions (45, 54) for the eigenfunctions and adjoint eigenfunctions, the observable
x is expected to project mainly on the eigenfunctions of the first complex pair of eigenvalues, x2
on the eigenfunctions of the second pair and x3 on the eigenfunctions of both the first and the
third pair. These power spectra were calculated from the numerical approximations of the eigen-
values, eigenfunctions and adjoint eigenfunctions (i.e. the eigenvectors of the transpose of the
finite-difference approximation of K) according to the spectral decomposition (7). Finally, on
the right panels, the corresponding eigenvector associated with the second eigenvalue with posi-
tive imaginary part represented 5. The phase of the eigenvectors is represented by filled contours
and their amplitude by contour lines (0.001, 0.002, ...).
For a small value of δ, panel (a) of Fig. 5, a triangular structure of eigenvalues is found
and, because of the large gap between the eigenvalues and the imaginary axis, the power spectra
are broad, with no distinct resonance. The leading eigenvalues are in quantitative agreement
with the small-noise expansion (44) around the stable fixed point represented in Fig. 4-(c). The
corresponding second eigenfunction in panel (b) of Fig. 5 also agrees with the expansion ψ01
of (45) represented in Fig. 4-(e). On the other hand, the secondary columns of eigenvalues are
farther from the imaginary axis than the small-noise expansions. Since the numerical results
have converged, this must be due to higher-order terms in the expansions which are not taken
into account and which can depend on the noise level  and be responsible for more mixing.
One should thus take into account this effect when the noise level is strong with respect to the
contraction measured by δ. This is particularly important when considering eigenvalues farther
from the imaginary axis. Indeed, the latter typically exhibit more complex nodal properties,
as is the case in the small-noise expansion (45) and in general for multi-dimensional OUs for
which the eigenfunctions are polynomials of increasing degree [82], and are thus more difficult
to approximate [87, see e.g.].
As the control parameter δ is increased (from panel (a) to (c) in Fig. 5) the eigenvalues get
closer to the imaginary axis, as expected from the weaker stability of the limit cycle and as
5Recall that the eigenfunction associated with the first eigenvalue is constant [1, Remark 2.4-(i)], while the eigen-
function of the adjoint corresponds to the invariant measure.
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Figure 5: Left: Numerical approximation of the leading eigenvalues (black dots) of the Kolmogorov operator K for (a)
δ = −5, (c) δ = 0, (e) δ = 3 and (g) δ = 7. In addition, the small noise prediction (44), for the mixing eigenvalues of
the stable fixed point, is also represented as black crosses in panel (a). In (g), the small noise predictions (48, 53), for
the eigenvalues of the unstable fixed point and of the limit cycle are also represented as blue crosses and black pluses,
respectively. On the same panels, to the right, the power spectra between the three monomials x, x2 and x3 of the x coor-
dinate are also represented as blue, green and red lines, respectively (end of caption on next page). Right: Eigenvector
associated with the second eigenvalue with positive imaginary part. The phase of the eigenvector is represented by filled
contours and its amplitude by contour lines (0.001, 0.002, ...).30
predicted by the expansion (44) for the stable fixed point. One can also see from the larger gaps
between the contour lines in Fig. 5-(d) compared to those of Fig. 5-(b) that the amplitude of the
second eigenvector flattens, in agreement with (45). Because of the approach of the first complex
pair of eigenvalues to the imaginary axis, in agreement with the spectral decomposition (7) and
the eigenvector expansions (45, 54), broad peaks begin to appear in the power spectra of the
observables x and x3 at angular frequencies given by the imaginary part of the eigenvalues. On
the other hand, the second pair is still too far for the observable x2 to resonate.
As δ is further increased (panels (c-d) to (g-h) of Fig. 5) and the bifurcation point is crossed,
a rather smooth transition from the small-noise expansions for δ > δc and then δ < δc occurs,
in which the first line of eigenvalues gets closer and closer to the imaginary axis. As a result,
strong resonant behavior occurs for all three observables, as can be seen from the sharpening of
the spectral peaks at the position of the first three harmonics. The peaks remain finite, however,
since, in agreement with the small-noise expansion (53), a spectral gap persists between the
eigenvalues and the imaginary axis, due to the noise. Finally, for δ = 7 inn panel Fig. 5-(g), one
finds the superposition of a family of parabolas and of a triangular family of eigenvalues, in very
good agreement with the small-noise expansions (53) and (48) for the limit cycle and for the
unstable fixed point, respectively, while the corresponding eigenvector on panel Fig. 5-(h) has an
almost uniform amplitude, in agreement with (54), except at the origin (c.f. Fig. 4-(d, f)).
In agreement with the results of Section 3, the spectrum remains discrete during the transition,
as opposed to the deterministic case (c.f. [55]). On the other hand, precisely how the transition
occurs could not be predicted analytically from the geometric properties of the deterministic flow.
In particular, eigenvalues farther away from the real axis tend to approach the imaginary axis at
a faster rate than the others, resulting in a curving of the triangle array of eigenvalues, while the
second eigenvector continues to flatten away from the origin. Eventually (from panel Fig. 5-(e)
to Fig. 5-(g)), parabolas of eigenvalues detach one after the other, while other eigenvalues persist
as a triangular family.
So far, these numerical experiments have mostly allowed to test the validity of the small-
noise expansions of Section 4 when the twist factor β is vanishing and to reveal unpredicted
phenomena close to the bifurcation point. Next, the role of β is investigated and a more detailed
numerical analysis of the change of the mixing spectrum close to the bifurcation point is given.
5.2.2. Crossing the bifurcation point, with a nonzero twist factor
To learn more about the change in the spectrum when the twist factor β is nonzero, the
same set of numerical experiments as in the previous subsection 5.2.1 is performed, but with
β = 0.5 > 0. The results are reported in Fig. 6 in the same way as in Fig. 5. Below the
bifurcation point, the small-noise expansions (44) and (45) do not depend on β, so that panels
(a) and (b) of Fig. 5 and 6 should be identical. One can see that this is not exactly the case, so
that the noise level is strong enough to excite higher-order terms in  which depend on β. As
a result, the imaginary parts of the eigenvalues are smaller, due the decrease of the frequency
of the fundamental and its harmonics induced by the twist factor. In addition, the isolines of
phase of the second eigenvector (panel (b) of Fig. 6) are slightly tilted. One can see on panels
(c) and (d) of Fig. 6 that both effects become more prominent closer to the bifurcation point,
i.e. the eigenvalues are even closer to the real axis and the isolines of phase even more tilted. In
particular the fact that the eigenvalues get closer to the real axis, and even cross it, results in a
dramatic change in the power spectra where the resonances are much more centred, so that no
spectral peak is visible away from 0 in Fig. 6-(c).
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Figure 6: Same as Fig. 5 but with β = 0.5.
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On the other hand, one can see on panels (g) and (h) of Fig. 6 that the small-noise expansions
(48), (53) and (54) are in very good agreement with the numerical results far above the bifurcation
point. In particular, the increase of the spectral gap associated with the increase of the phase
diffusion due to the nonzero twist factor β as well as the tilt of the isolines of phase of the second
eigenvector with the isochrons are captured. To summarize, the twist factor β is responsible for
increasing the mixing, changing the position of the harmonics and twisting the eigenvectors.
5.2.3. Parameter dependence close to bifurcation
In order to better understand the parameter dependence of the mixing spectrum close to bifur-
cation, we focus now on the real part of the second eigenvalue λ1. Its numerical approximation
is represented in Fig. 7 for varying δ and  with fixed β = 0.5. On the left panel, each line
corresponds to the numerical approximation of <(λ1) for different values of the noise level 
(color code in the legend). In addition, the dashed black line <(λ1) = δ corresponds to the
small-noise expansion (44) for δ < δc and the colored dashed lines <(λ1) = −2(1 + β2)/(2δ)
correspond to the small-noise expansion (53) for δ > δc and different values of . As expected,
for smaller values of  and larger absolute values of δ, the numerical approximations converge
to the small-noise expansions. On the other hand, strong deviations occur when the noise level
is increased or when the system is placed closer to the bifurcation point. There, the eigenvalue
transits smoothly from the small-noise expansions for δ < δc to δ > δc. Interestingly, this change
occurs more slowly when  is large, so that the noise has a stabilizing effect on the dependence
of the eigenvalue of δ.
On the right panel of Fig. 7, a zoom to δ ∈ [−1, 1] allows for a more detailed analysis of the
changes in the second eigenvalue. There, the numerical approximations of<(λ1) are represented
by crosses in the same colors as the left panel for the same values of . On top of them is plotted
their least-square fit of the line y = a + bδ. Interestingly, one can see that the linear regressions
perform very well for a range of values of δ around δc, the latter increasing with . Even more
surprising, the slope of the linear regressions does not seem to depend on the noise level . In
other words, the dependence of the minimum decay rate of correlations <(λ1) on the control
parameter δ around δc is close to linear, on a range which increases with the noise level  but
with a coefficient which does not depend on .
To learn more about the role of the noise for δ = δc, the approximation of the real part of
the leading eigenvalues versus  are represented on the bottom panel of Fig. 7 by crosses. Least
square fits y = a + b are also represented by lines. In agreement with the scaling relationship
(57), all real parts depend linearly on . Yet, it is interesting to see that the slope of the lines is
steeper for higher-rank eigenvalues, farther from the imaginary axis. In other words, eigenvalues
farther from the imaginary axis are more sensitive to the noise, so that, as the noise level is
increased, they move away from the imaginary axis at a faster rate.
Finally, we investigate the dependence of the mixing spectrum on β at the bifurcation point.
In Fig. 8 is represented by crosses the evolution of the real parts (left panel) and imaginary parts
(right panel) of the approximated leading eigenvalues, for δ = δc and  = 1. On top of the real
parts on the left are also represented the least square fits y = a + bβ2. Their perfect match reveals
the quadratic dependence of the real parts of the leading eigenvalues on β, as is also the case for
the small-noise expansions (53) for δ > δc. This dependence is, however not uniform, as the real
part of some eigenvalues are more sensitive to β than others. Second, the perfect match of the
least square fits y = a + b on the imaginary parts (right panel) reveals their linear dependence
on β. Moreover, this dependence is much stronger for eigenvalues initially farther from the real
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Figure 7: Top left: Real part of the approximated second eigenvalue λ1 versus δ for β = 0.5 (thick lines). Different colors
correspond to different values of the noise level  (see the legend). For δ < δc, the curve <(λ1) = δ corresponding to
the small-noise expansion (44) is plotted as a dashed black line. For δ > δc, the curves <(λ1) = −2(1 + β2)/(2δ) cor-
responding to the small-noise expansion (53) are plotted as dashed lines in the color corresponding that of the numerical
approximation for a given .
Top right: Zoom to δ in the interval [−1, 1]. The numerical approximations are now represented as crosses in the same
color as on the right together with a least-square fit of the line y = a + bδ.
Bottom: Real part of the approximated leading eigenvalues versus he noise level  for δ = δc (crosses). The lines
represent least square fits y = a + b.
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Figure 8: Left: Real part of the finite-difference approximation of the second mixing eigenvalue λ1 versus δ (thick lines),
for  = 0.25 (blue),  = 0.5 (green),  = 1 (red),  = 1.5 (cyan),  = 2 (magenta). For for δ > δc, the small-noise curves
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plotted as a black dashed line.
Right: Real part of the finite-difference approximation of the second mixing eigenvalue λ1 versus , for δ = 0 (plus) and
δ = 5 (cross). For δ = δc, the least-square linear regression with coefficient −1.18 is also represented as a dashed line.
For δ = δc, the curve<(λ1) = −2/(2δ) is also represented as dotted dashed line.
axis when β = 0. This result is in agreement with the strong folding of the high harmonics from
one side of the real axis to the other in Fig. 6-(c) and Fig. 6-(d).
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6. Summary and Discussion
We examine the stochastic Hopf bifurcation from the perspective of the Markov semigroup
and the spectrum of its generator. The latter—the mixing spectrum—provides a characterization
of the dynamics, permitting among other things a decomposition of the correlation functions and
related power spectra. Contrary to the traditional characterization of a bifurcation in terms of
crossing of the imaginary axis by the eigenvalues of the linearized problem, the mixing eigen-
values have real parts that remain negative as one crosses the criticality. Bifurcations are instead
characterized by a change in the structure of the mixing spectrum, and thus of decay of corre-
lations. The mixing spectrum allows the unifying framework of stochastic analysis and Fokker-
Planck equations to be brought to bear on the study of stochastic bifurcations. For instance, the
stochastic analysis techniques reviewed in [1] are applied here to the Hopf bifurcation case and
small-noise expansions are derived for the corresponding eigenvalues and eigenfunctions.
As in the deterministic case, weak values of the parameter δ controlling the distance to the
deterministic bifurcation point are associated with the slowing down of the decay of correlations,
as given by the gap between the mixing eigenvalues and the imaginary axis; see Section 4.
However, the application, in Section 3, of the theory of Lyapunov functions and ultimate bounds
(see [1, Theorem 2.3]) allowed us to show that the presence of noise guaranties that the spectral
gap remains positive, even at and above the bifurcation point, so that correlations always decay
exponentially. In particular, while above the bifurcation point the neutral deterministic dynamics
on the limit cycle is associated with purely imaginary eigenvalues and is thus nonmixing, phase
diffusion due to the noise ensures mixing along this limit cycle as well as the existence of a
stationary density. This phase diffusion results in the characteristic parabolic structure of the
mixing eigenvalues above the bifurcation point (53), as opposed to the triangular one below this
point (see (44)), in the small-noise case considered in Section 4.
To understand this phase diffusion, we use the concept of isochrons provided by the set of
points that share the same asymptotic phase, on the limit cycle. This allows us to derive an
SDE for the phase evolution in which two contributions appear: one coming directly from the
azimuthal direction, and one resulting from the interaction of the deterministic vector field with
the radial noise; see Eq. (27). This interaction is quantified thanks to the Ho¨rmander condition
which in terms of isochrons can be summarized as (see Proposition 2 and Fig. 3):
For phase diffusion to occur, it is necessary that at least one component of the noise
acts transversally to the isochrons.
In particular, even if the stochastic vector field is tangent to the radial direction, phase diffusion
can occur as long as the isochrons are transverse to this direction. In the case of the stochastic
Hopf bifurcation considered here, it was shown in Section 2 that the tilt of the isochrons is
controlled by the twist factor β measuring the dependence of the frequency of the oscillations
on their amplitude. This effect was directly visible from the isolines of phase of the mixing
eigenfunctions obtained in Section 4, in the small-noise case, as well as in the phase diffusion
coefficient 2(1 + β2)/δ entering the real parts of the small-noise expansion about the limit cycle
of the mixing eigenvalues. These formulas for the mixing eigenvalues are particularly useful, as
they allow one to quantitatively relate the phenomenon of phase diffusion to the broadening of
the peaks in the power spectrum.
While, in the general case of a hyperbolic limit cycle in the presence of noise, the tilt of the
isochrons with respect to the stochastic forcing can in principle be measured, no single parameter
playing the role of twist factor can in general be singled out. In addition, the calculation, even
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numerical, of the global isochrons of a high-dimensional system is a difficult task. However, in
the small-noise case, only local information on the isochrons about the limit cycle is necessary.
Indeed, it was shown by [80] that the effect of the interaction of the noise with the deterministic
vector field integrated over one period of the limit cycle is measured by the coefficient
Φ = − 
2ω2
T
〈
C(T ) ~f R2 , ~f
R
2
〉〈
~eR2 , ~f
R
2
〉 , (58)
where  is the noise level and ~eR2 and ~f
R
2 are respectively the right and left eigenvectors of the
matrix R of the Floquet representation (A.8) of the fundamental matrix M(t) associated with the
eigenvalue 0 (care should be taken to normalize ~eR2 to the same magnitude of the vector field) ;
see Section 2.3. Eq. (58) is valid The matrix C(t) is given by
C(t) =
∫ t
0
M(t)M(−s)DΓ(s)(M(t)M(−s))∗ds (59)
and corresponds to the correlation matrix [88, 89] of a periodic Ornstein-Uhlenbeck process
with a drift given by the Jacobian matrix A(t) (see (A.1)) and with a diffusion matrix DΓ(t), both
evaluated along the limit cycle. A simple calculation, given in Appendix A.1, shows that, in
the case of the stochastic Hopf bifurcation considered here, the coefficient Φ in (58) correctly
coincides with the diffusion coefficient entering the real parts of the small-noise expansion about
the limit cycle of the mixing eigenvalues. Thus, in the small-noise case, the phase diffusion
coefficient (58) is readily accessible from the local properties of the deterministic system about
the limit cycle.
From the difference in structure of the mixing spectrum below and above the bifurcation point
identified in Section 4, one could hope to distinguish the subcritical case of a stable fixed point
perturbed by noise, from the supercritical case of a perturbed limit cycle. However, close to the
bifurcation point and for a high level of noise, the small-noise expansions of the eigenvalues are
no longer in agreement with the numerical approximations of Section 5. The stochastic dynamics
can no longer be understood in terms of small perturbations of the deterministic dynamics. The
numerical approximations, however, give evidence that new constraints emerge at the bifurcation
point. These results can be summarized as follows:
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• The numerical approximations are in good agreement with the small-
noise expansions of Section 4 far from the bifurcation point and for a
small noise-level, even though eigenvalues farther from the imaginary
axis tend to be more sensitive to the truncation.
• As the bifurcation point is crossed, a transition occurs from a triangular
structure of eigenvalues to a parabolic one and the eigenvalues remain
discrete.
• For δ ≈ 0, there is an δ-interval over which the real parts of the eigen-
values are to a large extent linearly dependent on the bifurcation pa-
rameter δ. This interval widens with the noise level, but the slope does
not depend on it.
• For δ = 0, the real parts of the eigenvalues depend linearly on the noise,
but eigenvalues farther from the imaginary axis are more sensitive to
the noise.
• The effect of the twist factor β on the mixing eigenfunctions and eigen-
values is already visible below the bifurcation point.
• For δ = 0, the real parts and the imaginary parts of the leading eigenval-
ues depend quadratically and linearly on the twist factor β, respectively.
• Eigenvalues that would correspond to higher harmonics for β = 0 can
evolve rapidly with changes in β and δ and need not correspond to inte-
ger multiples of a constant fundamental frequency. This is particularly
noticeable near the bifurcation and can have subtle consequences for
the power spectrum.
The geometric characterization of the phenomenon of phase diffusion and the formulas for
the mixing eigenvalues and eigenfunctions allow one to gain novel insights on the dependence
of the regularity of nonlinear oscillators forced by noise not only on the noise level, but also on
the stability of the underlying limit cycle and on the twist of its isochrons.
The analysis conducted here on the stochastic Hopf equation points out a rich set of properties
that builds intuition for examination of more complex nonlinear oscillations in presence of noise.
In part III, these results are applied to models of a leading mode of climate variability, El Nin˜o-
Southern Oscillation, for which understanding the dynamics behind its aperiodicity remains a
challenge.
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Appendix A. Floquet theory applied to the Hopf normal form
Floquet theory allows one to characterize the local stability properties of deterministic flows
about a periodic orbit. These properties are essential to the response of the system to stochastic
forcing studied in Section 3 and to the small-noise expansions of the mixing spectrum obtained
in Section 4. We thus review here standard results from the application of Floquet theory to the
normal form (8) of the Hopf bifurcation.
Small deviations x′(t) from the orbit xΓ(t) associated with the limit cycle Γ, satisfy the varia-
tional equation ([11], Chap. 1.5)
x˙′(t) = A(t)x′(t), x′(t) ∈ R2, t ∈ R. (A.1)
Here, A(t) := (DF)xΓ(t) denotes the Jacobian matrix about the orbit xΓ(t), of the vector field F
associated with the Hopf normal form written in Cartesian coordinates, i.e. the RHS of Eq. (14)
for  = 0. In other words, A(t) provides the tangent map of F along xΓ(t). Thus, A is periodic,
i.e., A(t + T ) = A(t), for any t in R. Let M(t) be a fundamental solution ([90], Chap. IV.1) of
(A.1), i.e.,
M˙(t) = A(t)M(t) and det M(t) , 0, t ∈ R. (A.2)
Then the Floquet theorem (e.g. [90], Theorem IV.6.1) ensures that M(t) has the following repre-
sentation
M(t) = Z(t)etR, where Z(t + T ) = Z(t), t ∈ R, (A.3)
and R is a constant matrix. Imposing, without loss of generality, that M(0) = I yields Z(T ) =
Z(0) = I and M(T ) = eTR.
While determining the Floquet representation of a fundamental matrix is in general a difficult
task, in the case of the Hopf normal form (8), it can easily be found from the linearization of the
vector field in polar coordinates. In that respect, we assume furthermore that δ in Eq. (8) is
positive. The orbit xΓ(t) writes then (
√
δ, θ0 + ωt), for some initial phase θ0. The linearization
about Γ of the vector field (19) in polar coordinates is given by the matrix
JΓ(t) =
( −2δ 0
−2β√β 0
)
(A.4)
and depends implicitely on time only through the evolution of the tangent space on which it acts
with the reference solution xΓ(t), so that the time argument will be dropped in the sequel.
To proceed, let us introduce the Jacobian matrix of the transformation (x, y) → (r, θ) and its
inverse, respectively given by
Jpolar(r, θ) =
(
cos θ sin θ
−r−1 sin θ r−1 cos θ
)
= S −1(r)L(−θ), r > 0
J−1polar(r, θ) =
(
cos θ −r sin θ
sin θ r cos θ
)
= L(θ)S (r),
where we have used the rotation and diagonal matrices
L(θ) =
(
cos θ − sin θ
sin θ cos θ
)
and S (r) =
(
1 0
0 r
)
.
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The matrix JΓ is then related to the matrix A(t) of the tangent map (DF)xΓ(t) in Cartesian coordi-
nates by
A(t) = J−1polar(
√
δ, θ0 + ωt)JΓJpolar(
√
δ, θ0) + ωL(
pi
2
), t ∈ R. (A.5)
That the conversion of JΓ to Cartesian coordinates coincides with the matrix A(t) of the tangent
map but for the term ωL(pi/2) is due to the rotation of the polar frame along the limit cycle Γ,
which was not taken into account when calculating JΓ.
One can then verify that the matrix
M(t) = J−1polar(
√
δ, θ0 + ωt)etJΓ Jpolar(
√
δ, θ0), t ∈ R, (A.6)
is a solution to (A.2), for the reference solution xΓ(t) on Γ. Since
J−1polar(
√
δ, θ0 + ωt) = L(ωt)J−1polar(
√
δ, θ0),
it follows that the fundamental matrix M(t) has a Floquet representation
M(t) = Z(t)etR, t ∈ R, (A.7)
with Z(t) = L(ωt) and R = J−1polar(
√
δ, θ0)JΓJpolar(
√
δ, θ0).
Applying M(t) to a vector x′ at time 0 thus corresponds to converting this vector to polar co-
ordinates, integrating to a time t according to the generator JΓ and converting back from polar
coordinates at time t. In other words, the polar frame at xΓ(t) = (
√
δ, θ0 + ωt) constitutes a
co-moving frame adapted to the Floquet representation of M(t).
Note next that JΓ can be diagonalized as
JΓ = EΛF∗ (A.8)
with E =
 1 0β√
δ
1
 , Λ = (−2δ 00 0
)
and F∗ = E−1 =
 1 0− β√
δ
1
 ,
where F∗ denotes the complex conjugate of the matrix F. Then, from the definition (A.8) of R,
R = ERΛF∗R (A.9)
with ER = J−1polar(
√
δ, θ0)E and F∗R = E
−1
R = F
∗Jpolar(
√
δ, θ0).
Thus, the eigenvalues of R coincide with those of JΓ and its eigenvectors are given by converting
those of JΓ from polar coordinates.
The eigenvalues α1 and α2 of R are called the characteristic exponents of Γ and the eigenval-
ues of eTR its characteristic multipliers ([8], Chap. 1.5). The eigenvector associated with α2 is
in the direction of the flow, so that eTα2 is always unity. On the other hand, the other eigenvalue
α1 = −2δ determines the stability of the periodic orbit. It is in fact the eigenvalue of the tangent
map DS T of the Poincare´ map.
Appendix A.1. Calculation of the phase diffusion coefficient from the correlation matrix
In the case of the stochastic Hopf bifurcation considered here, DΓ is given in polar coordinates
by
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DΓ =
(
1 0
0 1
δ
)
, t ∈ R (A.10)
and is hence constant in time. Since ~f R2 is a left eigenvector of the matrix M(T ) = e
TR with R
given by (A.8), it follows that
Φ = −2ω2
〈
DΓ ~f2, ~f2
〉
= −2 1 + β
2
δ
, (A.11)
where ~f2 = ω−1(−β/
√
δ, 1) is the conversion to polar coordinates of the left eigenvector ~f R2 of
R and, according to (A.9), coincides with the left eigenvector of the polar Jacobian matrix JΓ in
(20) at initial time. Note that the factor ω−1 in ~f2 = (−β/(ω
√
δ), 1) is due to the normalization of
~eR2 to the magnitude of the vector field F on Γ, which is essential for (58) to hold.
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Appendix B. Proofs of the stochastic analysis results of section 3
Appendix B.1. Proof of proposition 2
For two arbitrary smooth vector fields V and W, recall that the Lie bracket [V,W] coincides
with the Lie derivativeLVW of W along V . The Lie derivative can be defined in terms of pullback
of a vector field by a diffeomorphism. The pullback, or Lie transport, (S V∗t W)(q) at a point q of
a vector field W by the flow S Vt generated by V can be defined as the vector at q tangent to the
image by S V−t of any curve to which W(S Vt q) is tangent. The Lie derivative at a point q is then
defined in terms of pullback of a vector field, by
LVW = ddt
∣∣∣∣∣
0
S V∗t W. (B.1)
This expression says that LVW measures the rate of change of W due to the Lie transport [70,
Chap. 3-4]. Note that the Lie derivative is well defined because both the vector field at some
point and its pullback at the same point live in the tangent space to the manifold at this point.
The following is derived from the fact that the isochrons are permuted by the flow S t generated
by V0 (Proposition 1-(ii)): if a vector field Vi is tangent to an isochron Ws(S t p) at some point S tq,
i.e. if Vi(S tq) ∈ TWs(S t p), where TWs(p) denotes the tangent space to Ws(p), then its pullback
to a point q in UΓ by S t is necessarily tangent to the isochron Ws(p), i.e Vi(q) ∈ TWs(p). Thus,
as a linear combination of vectors in the tangent space TWs(p), the Lie derivative (LV0 Vi)(q) =
[V0,Vi](q) is also in TWs(p). The same argument holds for the Lie derivative LVi V j between two
vector fields tangent to the isochrons everywhere in UΓ, with the difference that the vector fields
are Lie transported along the same isochron, in this case. Lastly, any iteration of Lie brackets
between the family {Vi, 0 ≤ i ≤ m}, where V0 is the vector field of the deterministic system with
a hyperbolic limit cycle and the {Vi, 0 < i ≤ m} are vector fields tangent to the isochrons of the
limit cycle, yields the same outcome. It follows that
∪k≥1span {V(q) : V ∈ Vk} = TWs(p), for any q ∈ UΓ,
where Ws(p) is the isochron passing through q.
Appendix B.2. Proof of the spectral gap property for the SHE
In this appendix, the ultimate bound condition (40), ensuring that the mixing spectrum has a
spectral gap and that correlations decay exponentially in L2µ(R2) according to [1, Theorem 2.3],
is verified.
As evolution of the observable ϕ(r, θ) = r2 by the Markov semigroup Pt, note that the function
t → E[r2t ] solves the BKE (17), which leads here to the differential equation
d
dt
E[r2t ] = 22 + 2
(
δE[r2t ] − E[r4t ]
)
. (B.2)
To derive a bound (40), our approach will then be to bound the right-hand side of the ODE (B.2)
in E[r2t ] and to apply comparison results of Gronwall-Bellman-Bihari type; see e.g. [91].
Let us start with the subcritical case δ < δc = 0, for which the estimate
d
dt
E[r2t ] ≤ 22 + 2δE[r2t ],
43
holds, since E[r4t ] > 0. It follows from the standard Gronwall inequality for linear differential
inequalities (e.g. [91, Chap. 1, Lemma 1.1]) that
E[r2t ] ≤ r2e2δt +
2
δ
(1 − e2δt) ≤ r2e2δt + 
2
δ
, t ≥ 0. (B.3)
Thus, one can choose k = 1, c = −2δ and d > −2/δ, for the ultimate bound (40) to be satisfied.
Next, let us turn to the supercritical case δ ≥ δc. Equation (B.2) is equivalent to
d
dt
E[r2t ] = 22 − 2E
[
r2t (r
2
t − δ)
]
,
and it follows, by applying Jensen’s inequality (e.g. [92], Lemma 2.5), that
d
dt
E[r2t ] ≤ 22 − 2E[r2t ](E[r2t ] − δ), t ≥ 0. (B.4)
A classical comparison theorem on differential inequalities [91, Chap. 2, Theorem 6.3] en-
sures that the inequality (B.4) implies boundedness from above of the 2nd moment E[r2t ] by a
maximal solution y of the scalar ODE
y′(t) = 22 − 2y(t)(y(t) − δ), y(0) = r2, t ≥ 0.
By solving this equation, one finds the maximal solution
y(t) = r2∗ −
κ
√
42 + δ2
κ − exp
(
2
√
42 + δ2t
) , t ≥ 0,
where κ is a constant of integration. For the initial condition y(0) = r2, one finds
κ = (r2 − r2∗)(r2 − r2∗ +
√
42 + δ2)−1,
where r2∗ = (δ +
√
42 + δ2)/2 is the equilibrium to which y(t) converges as t goes to infinity.
Let us look for exponential bounds on y(t). First,
r ≤ r∗ ⇒ κ ≤ 0 ⇒ y(t) ≤ r2∗ , for t ≥ 0,
while
r ≥ r∗ ⇒ 0 ≤ κ ≤ 1 ⇒ y(t) ≤ r2∗ + (r2 − r2∗) exp
(
−2
√
42 + δ2t
)
, for t ≥ 0.
We have thus shown that the second moment E[r2t ] satisfies the inequality
E[r2t ] ≤ y(t) ≤ r2∗ + r2 exp
(
−2
√
42 + δ2t
)
, r ≥ 0, t ≥ 0.
Thus, for δ ≥ 0 and  > 0, the second moment satisfies the ultimate bound (40) with k = 1,
c = 2
√
42 + δ2 and d = r2∗ = (δ +
√
42 + δ2)/2. This estimate is valid even at the critical value
δc = 0 of δ, as long as the noise level  is nonzero. In this case, the exponential decay rate a = 4
is proportional to the noise level.
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