A new, dynamic, double-input, double-output (DIDO), wideband, dynamic, complex envelope, behavioral model for power amplifiers (PAs), accounting for load mismatch effects, is proposed and validated in this paper. The model is constructed based on two-dimensional, dynamic, canonical section-wise piecewise-linear functions (2-D DCSWPL). Compared with existing DIDO behavioral modeling methods, which are almost all exclusively based on polynomial functions, the proposed model permits a vastly extended modeling space for PAs under load mismatch conditions. Experimental examples are given to validate the proposed modeling technique with a 15 W GaN PA under a wide range of output mismatch conditions, driven by a 5 MHz LTE signal. The proposed model shows an average accuracy improvement of 2 dB when compared with the more traditional DIDO memory polynomial (MP) models. In addition, the load reflection-dependent dynamic 2-D CSWPL modeling technique for PAs under mismatch condition is also provided. Compared with load-dependent MP, load-dependent crossover MP (COMP) and load-dependent DIDO MP models, the proposed model shows superior accuracy. Thus, the proposed modeling technique is an excellent choice for the modelling of PA systems that are subject to load mismatch effects.
I. INTRODUCTION
The development of the fifth generation (5G) cellular communications network places stringent challenges on the radio frequency (RF) hardware infrastructure. Of particular importance in such systems are the PAs, which are required to operate at high efficiency, while simultaneously maintaining acceptable levels of linearity. This increasingly challenging task is exacerbated in modern communications systems by i) the use of highly complex waveforms with high spectral efficiency, leading to high peak-to-average-power ratios The associate editor coordinating the review of this manuscript and approving it for publication was Vittorio Camarchia .
ii) the high frequencies and bandwidths involved, leading to inaccuracies in traditional PA modelling approaches and, iii) the MIMO and beamforming architectures used to overcome increased path loss, which leads to high levels of complex coupling between multiple PAs.
In an effort to mitigate some of these issues, many novel, high-efficiency, PA architectures have been proposed [1] , which has led to modern RF power transmitters that are a complex mix of active components surrounded by additional passive circuitry. The sensitivity of the PA to even minor errors in the models of these active or passive components creates a physical system that is extremely difficult to model accurately using traditional-physics based/semi empirical approaches. This, along with the long development time VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ inherent in traditional equivalent circuit approaches, has led to a dearth of available accurate PA models. Compounding the problem, designers more than ever require PA models that can accurately mimic the PA behavior over vastly different operating regimes and impedance terminations, in order to optimize the system level design [2] . Such global models are again particularly challenging for traditional modelling methods. Behavioral models are designed to mitigate many of the issues mentioned above. A wide range of behavioral models have been proposed to describe the complex envelope domain characteristics of PAs [3] , [4] , most of them based on some form of Volterra series or memory polynomial functions [3] - [7] . However, unsurprisingly the accuracy of these singleinput signal-output (SISO) models reduces rapidly [2] when the source and/or load terminations deviate from those presented to the device under test (DUT) during the original behavioral model extraction.
Therefore, it is of significant interest to the RF design community to develop a new modelling approach capable of predicting accurately the dynamic response of a PA when subjected to complex, digitally-modulated, wideband inputs, along with potentially large perturbations at the PA output due to dynamic effective load modulation. Indeed, the development of such models is an active research topic [8] - [19] .
Dynamic load modulation occurs in state-of-the-art transceiver designs, and is increasingly prevalent in 5G mobile systems, where a large number of integrated PAs drive the elements of a MIMO/beamforming antenna array [16] - [21] . PAs need to be co-designed with the antenna [22] - [24] to facilitate high-level integration in a 5G system at minimal cost. However, due to the coupling between the various antenna array elements, each amplifier output signal will modulate the load of its PA neighbors through the antenna array mutual impedances.
The popular, frequency-domain, X-parameter behavioral modelling approach provides a model based on the quasistatic polyharmonic distortion (QS PHD) formalism that may be used only when the load perturbations are relatively small in magnitude. This restriction is due to the assumption of validity of a linearized spectral mapping describing function around a single large-signal operating point [25] - [27] . Load-pull X-parameters [26] extended the region of accurate prediction from an area around the center of the load-side Smith chart to an area around an arbitrary -but fixedimpedance elsewhere on the Smith chart i.e. loads which vary dynamically cannot be handled. In [13] , the dual-input dynamic PHD (D-PHD) model is presented as a follow up to the QS PHD-based model. However, the excitation signal at the output side is expanded in a first order (2D) Taylor series, and therefore its region of validity is limited to a small area of the Smith chart close to the point of extraction [2] (although the inclusion of memory terms in the model means that dynamic variations are now accommodated).
In [2] , a more general double-input, double-output (DIDO) memory polynomial (MP) model is presented. This model extends the domain of accurate prediction to a larger region of the Smith chart. As a tradeoff between model complexity and prediction accuracy, a second-order approximation of the reflected signal at the output port is proposed [15] . In [16] , both dc and RF behavior, with mutual coupling, is captured in the model in order to allow PA efficiency determination. In [17] , a reflection-aware modeling technique is proposed for PAs under both mismatch and mutual coupling conditions, with improved prediction accuracy.
It is apparent that all dual-input, dynamic, behavioral models for mismatched PAs, mentioned above, are based on either memory polynomials or Volterra series structures. During the past decade, a number of publications have reported promising results from behavioral models for dynamic PA operation based on the CSWPL functions [28] - [32] . However, all such models demonstrated to date are one-dimensional, i.e., they consider only a single input signal.
In this paper, a 2D DCSWPL technique is used to create a dynamic, nonlinear, behavioral model for RF PAs that provides accurate prediction under high mismatch conditions at the output of the active device. A key distinction of the proposed method is that a single set of model parameters are used to yield the demonstrated global prediction capabilities. In addition, a load-dependent 2D CSWPL model is described here, facilitating, in principle, model prediction centered around any nominal impedance point on the Smith chart while simultaneously accounting for any large, dynamic, impedance mismatch around each that impedance point.
The remainder of this paper is organized as follows. Existing nonlinear PA behavioral models that account for load mismatch effects are introduced in Section II. The basic formulation of the proposed model is presented in Section III. The verification measurement setup and extraction procedure for the proposed model are provided in Section IV. Experimental results for both load-independent and load-dependent models are provided in Section V. Conclusions are provided in Section VI.
II. EXISTING NONLINEAR BEHAVIORAL MODELS OF PAs INCLUDING LOAD MISMATCH
During the past decade, different DIDO behavioral modeling methods for dynamic PAs including mismatch effects have been provided [12] - [17] . Many such models are based on Volterra or polynomial structures. The more common models are discussed briefly below.
A. DIDO MP MODEL
The first DIDO behavioral model introduced here is the DIDO MP model presented in [2] as described in (1) .
9470 VOLUME 8, 2020 where * denotes complex conjugate, P is the maximum polynomial order and M is the memory depth. The quantities x i andỹ i represent the input and output, baseband, complex envelope signals at port i, which, in general, are complexvalued.
As seen from the defining equation, the DIDO MP model considers the second excitation signal due to mismatch, x 2 (n) , at port 2, equally important to the first excitation signal,x 1 (n), at port 1. This allows a more general modeling format when compared with the D-PHD model [13] and D-QPHD model [15] (where the D-prefix denotes these as dynamic models). Thus, more information from the second excitation is included in the model, providing the DIDOMP model with a larger area of accurate prediction in the load Smith chart compared with the remaining two models, at the expense of higher model complexity.
B. LOAD-DEPENDENT MP AND COMP MODELS
In [17] , a load-dependent dynamic modeling technique is proposed, and applied to MP [see (2) ] and COMP [see (3)] models. The expression of these two models are described below,
As can be seen from (2) and (3), the model coefficients, k m,p ( L ), k m 1 ,p 1 ( L ), and k m 2 ,p 2 ( L ) are dependent on the load reflection coefficient, L , which means users cannot use one set of model to cover the behavior of a given PA across the full Smith chart. Rather, it is necessary to extract the models across multiple load terminations to capture the global behavior. Dhar etal, in [17] , show that these load-dependent models provide a significant improvement in prediction accuracy. In particular, the interaction (cross) terms taken into consideration in the COMP model admits a large performance increase above that available from the MP model.
III. FORMULATION OF THE PROPOSED 2-D DCSWPL MODEL A. BASIC THEORY OF CSWPL TECHNIQUE
In this paper, a modeling technique based on the CSWPL functions is employed to build a new nonlinear behavioral model for RF PAs. The CSWPL function, originally proposed by Chua in the 1970s [33] , is a simple linear structure used to represent a wide range of nonlinear functions with high accuracy [34] . During the past few years, techniques based on CSWPL functions for nonlinear behavioral modeling are gaining popularity, but thus far have been limited to one dimensional problems [28] - [32] . In these cases, the technique is generally referred to as the canonical piecewiselinear (CPL) method. The nonlinear function can be approximated by a summation of a series of linear functions with the CPL technique. For a one dimensional nonlinear function, f (x), if we use CPL function to represent the nonlinear system, the expression can be given as
where x and y are the input and the output of the system respectively, which are scalar quantities. The symbol | · | denotes the ''absolute'' operation. The quantity K is the number of the partition, and β k is the threshold that defines the boundary of the partition. Quantities a 0 , b 0 and c k are the coefficients which are input independent [33] .
Extending the modeling problem statement to a twodimension situation, implies we require a two-dimensional nonlinear function of the form,
Firstly, we use the CPL technique to represent x 1 , thus, the new function can be described as
Notice that the coefficients of (6) will change for different values of x 2 , thus, we need to use CPL technique once more for these parameters, yielding
Using (7) -(9) to replace the corresponding parameters in (6), we can obtain
where K and J are the partition number, and β k and β j are the thresholds. This is what we term the 2D CSWPL representation of y = f (x 1 , x 2 ). The CSWPL method may be extended for an even higher dimensional modeling problem, i.e. to a problem of the form y = f (x 1 , x 2 , . . . x r ), details can be found in [33] .
To date, the CPL technique has been used in dynamic behavioral modeling of SISO problems, however the CSWPL technique has received very little attention in the dynamic DIDO behavioral modeling of RF PAs including load mismatch effects. In this paper, a nonlinear behavioral model for RF PAs, based on the 2D CSWPL technique, is described.
B. CPL AND 2D CSWPL BASED MODELS FOR RF PAs
The CPL technique for SISO models, and the 2D CSWPL technique for DIDO models are introduced in separate sections below.
1) CPL TECHNIQUE FOR CONVENTIONAL SISO MODEL
When a PA is viewed as a signal-input signal-output system, a nonlinear static model can be described bỹ
whereỹ andx refer the output and input complex envelope signals, f is the algebraic function. As PA systems, in general, display strong nonlinear memory effects, (11) should be modified to include some samples of the past history of the input complex envelop
Note that we cannot apply the CPL technique directly to (12) as the signals in (4) are real-valued quantities, while those in (11) are complex-valued signals. In order to use the CPL technique, a decomposed vector rotation process is used in [28] . In this paper, in order to ensure consistency between the model derivation procedure for both one-and two-dimensional cases, a different model derivation procedure is proposed.
The PA system described in this work is considered to be time-invariant (similar assumptions are made for the majority of established behavioral models e.g. X-parameter and PHDbased models). Under this assumption, an arbitrary sample delay m to all the input signals, i.e. the input complex envelope signal,x (n − m), will only result in exactly the same time delay for the output signals, i.e.ỹ(n − m).
Based on this fact, we can normalize the phase ofx (n), we start from the single input single output case in (11) , so that (11) becomes
where Q = e j x(n) . Thus, (13) can be simplified tõ
The reasons for simplifyingx(n) can be found in [25] . After phase normalization, the CPL technique [33] can be introduced to simplify expression f (|x(n)|), as the variable |x(n)| is a real-valued quantity, f (|x (n)|) can be described as
The term a 0 in (15) represents a dc offset, which can be eliminated in this model. If we substitute (15) into (14), we obtainỹ
The model described by (16) represents a static system, without memory. To account for devices with memory we adjust the model according tõ (17) where M refers the memory depth of the model. This expression is exactly the same as the DVR model function (10) in [28] . However, with this derivation procedure, the decomposed vector rotation process can be avoided. Same as the SISO DVR model, model in (17) could be augmented with higher order terms.
2) 2-D CSWPL MODEL
Now, we shall extend the model to the double-input doubleoutput case. For a given device under test (DUT), the DIDO model output for a specific load condition can be described mathematically, as in (18) 
where f i is an algebraic function that produces the outputsỹ i when supplied with the full range of input signals, where i ranges from one to the number of signal ports.
Since PA systems excited with broadband modulation signals present strong memory effects, (18) is usually extended tõ y i (n) = f i (x 1 (n),x 1 (n − 1), . . .x 2 (n),x 2 (n − 1) . . .) , (19) similar to the description in the SISO case. Again, we assume the PA is a time-invariant system. Thus, (19) becomes
where Q 1 = e j x 1 (n) , Q 2 = e j x 2 (n) . The model in (20) can be simplified as
As can be seen, the output signal,ỹ i (n), is dependent on the amplitude of input signals, |x 1 (n)| and |x 2 (n)|, and also the phase difference between both signals, Q 2 /Q 1 . If we use a new function to represent (21), we can obtaiñ
F i is a function that takes three inputs, one of which, Q 2 /Q 1 , is complex-valued. Thus, CSWPL cannot be applied directly.
The equivalent Fourier series mathematical concept with respect to the phase vector Q 2 /Q 1 can now be used to eliminate the phase vector indexing and replace it with a mathematical description [35] , [36] 
where the R i,l are the coefficients of the Fourier transform of the device phase response [36] , and L indicates the maximum Fourier terms included in the model. Similar model approximations can be found in [35] - [38] . Now, it is clear that the function R i,l is only dependent on two scalar variables, to which we can apply the 2D CSWPL technique.
If we replace the f (x 1 , x 2 ) with R i,l (|x 1 (n)| , |x 2 (n)|) in (10), a new 2D CSWPL function can be obtained as
As in (15), the termã i,l,0 in (24) represents a dc offset, which can be eliminated in this model. Now, accounting for device memory in (24) , and then replacing this modified version of (24) into (23), we obtain the 2D CSWPL based DIDO PA models as 
where Q 1,m = e j x 1 (n−m) , Q 2,m = e j x 2 (n−m) Unlike the existing DIDO models in (1)-(3), the new model parameters are not based on polynomial functions, rather the Fourier series and 2D CSWPL techniques are used.
C. LOAD REFLECTION DEPENDENT 2-D CSWPL MODEL
In [17] , the actual reflection at the PA load interface is identified as an effective parameter to compensate the adverse effect of the output mismatch on PA modeling. The model coefficients are extracted for different training load terminations. For a test condition, the reflection is measured and the model coefficients are interpolated from the training data. This technique is applied to the memory polynomial (MP) model and crossover MP (COMP) model.
In this paper, a load-reflection-dependent 2D CSWPL model for mismatched PAs, is also presented. The expression of the model is given as
where L is the load reflection coefficient, now the model coefficients are reflection dependent model coefficients.
IV. CLASS J PA THEORY MEASUREMENT SETUP AND EXTRACTION METHOD A. MEASUREMENT SETUP
In order to extract the coefficients of the proposed model, modulated measurements should be taken simultaneously at the input and output of the device under test (DUT) using a RF phase calibrated and synchronized (i.e., using a common local oscillator for all channels) four-channel receiver. In this paper, the measurement is based on a wideband digital sampling oscilloscope (DSO), which captures the complex envelope with the aid of digital signal processors. The detailed measurement procedure can be found in [2] and [39] .
Appropriate measurements for the model extraction could consider several different setups as discussed in [40] , although the passive load-pull (P-LP) method presented in Fig. 1 were used in this work. The signals at ports m1 to m4 are measured with a DSO, from which the calibrated complex envelope signals x 1 , x 2 , y 1 ,and y 2 can be obtained, through a measurement error model [2] . 
B. MODEL EXTRACTION METHOD
To extract the model coefficients, firstly, the mismatched load points of the DUT used to extract the model should be chosen. The chosen load points should be evenly distributed around the Smith chart area where it is expected that the model will operate. The higher the number of load points used for training, the more accurate the prediction will be. However, more training sample points will also increase the complexity of the extraction procedure. Therefore, a trade off should be made when choosing the load points. Once the load points used for model extraction are fixed, measurements should be taken at these different load conditions. The input and output signals, x 1 , x 2 and y 1 and y 2 , at these training load points (e.g., as shown in Fig. 2(a) ) are obtained from those measurements using a phase-calibrated 4-port measurement instrument (in the present case, a highspeed oscilloscope was used). The procedure to extract the model can be seen as a linear least squares problem, which may be cast in matrix form. In order to explain this methodology, a simple case is chosen as an example.
We take the case in (19) as an example, and chose L equal to 1, K and J equal to 2, M equal to 2. The expression for the new model is given as below
Then, load-pull data as described in Fig. 2(a) are used as sample data to extract the model. After the sample data are obtained, the matrix formulation can be represented symbolically as (28) [Y ] = [X ] [C] (28) where Y is matrix of all the sample output wave,ỹ 2 , X is the matrix of all the sample input terms on the right hand side of (26) . The solution of (28), [C], is shown as (29)
where the superscript ''H'' refers to the Hermitian conjugate operation. The extracted model can be used to cover the big range of Smith chart.
V. MODEL VALIDATION
In this section, both the load reflection-independent and load reflection-dependent 2D CSWPL dynamic behavioral models are validated, in subsections A and B, respectively. The model prediction results are compared with the real measurement results. A comparison of the accuracy of the existing DIDO behavioral models and the proposed models, is also provided.
A. LOAD-REFLECTION-INDEPENDENT PA MODELING
The load-reflection-independent PA model is extracted using methods similar to those in previous work [2] , [13] . Firstly, the model is extracted using sampling data that covers a large range of the Smith chart, as shown in Fig. 2(a) . This model is used to predict the behavior of the PA at all points on the Smith chart, even with load conditions that are not included in the model extraction, as described in Fig. 2(b) .
The DUT in this test example is a 15 W Gallium Nitride (GaN) class-B PA, operating at 900 MHz. The incident and reflected waves are captured when the PA is excited with a 5 MHz single carrier LTE signal. The sampling rate of the DSO is 6.25 Gsamples/s, and the complex envelopes were evaluated in MATLAB at the rate of 50 Msamples/s. The PA is loaded with a perfectly matched load (50 ) plus several other loads with reflection coefficient magnitude smaller than 0.85. Fig. 2 shows the loads used for both model extraction and validation.
The dynamic AM-AM gain characteristic of the tested PA is shown in Fig. 3 . As can be seen, the AM-AM curves changed widely with the variation of the load terminations. This kind of dynamic characteristic cannot be predicted by static models [12] , [14] , and [25] . The proposed dynamic 2D CSWPL model is also validated here. This first example is carried out primarily to test the relationship between the model's prediction performance and the model's partition numbers. The extracted model is used to predict the time domain behavior of the PA. The model performance is given in Fig. 4 . The Fourier order of the model, L, is fixed at one, and, in this test, the memory length, M , is set equal to one. The model partitions are not kept the same for each test. The load reflection coefficient, L = 0.4455/−36.846 • . As can be seen from Fig. 4 , the model prediction accuracy improves as the number of partitions varies from two to four. The model accuracy corresponding to different model partitions, are given in Table 1 . The normalized mean square error (NMSE) is used to evaluate the performance of all models. It is defined as As can be seen from Table 1 , the model accuracy improves with the increase in number of model partitions, as well as with an increase in the number of model coefficients. The model extraction time is also given in the table. A tradeoff has to be made between model complexity and model accuracy, for this specific case, K = 4 is a good choice for the model. The second experimental test is carried out in order to test the prediction capability of the proposed model throughout the Smith chart load conditions in Fig. 2(b) . For comparison, a DIDO MP model [2] is extracted along with the proposed model. The nonlinearity order P and the memory depth M are set to nine and three for the DIDO MP model, respectively. For the proposed 2D CSWPL model, the Fourier order L is set equal to 2, the number of partitions K is fixed at three, and memory depth M is set to two. Once the models are extracted through the measured data at the load points in Fig. 2(a) , they are used to conduct the accuracy test using the data measured from the load points in Fig. 2(b) . The models are implemented in MATLAB and simulated with the same complex envelop input signals. The metric used for comparison between the simulated (modeled) and measured signal is the standard NMSE, as before.
The model performance at the chosen validation load condition is provided in Fig. 5 . The average NMSE, model extraction time, and coefficient numbers for each of the tested models are given in Table 2 . The average NMSE is defined as
As can be seen from these results, the proposed model gives around 2 dB improvement in average accuracy compared with the DIDO MP model, and the improvement is even larger for the area corresponding to high VSWR, ranging from four to 12. Furthermore, the proposed model requires fewer model VOLUME 8, 2020 coefficients and less model extraction time, compared with the DIDO MP model. The performance from both models, in terms of NMSE versus reflection coefficient magnitude and angle, are given in contour format in Fig. 6 and Fig. 7 . As can be seen from the results, the proposed model has much less red color compared with the DIDO MP model, which means it provides a more even distribution of optimal prediction than the DIDO MP model in this specific case. In addition, Fig. 8 shows the power spectral density (PSD) of the output signalỹ 2 and also the PSD of the signal predicted from the proposed 2D CSWPL models, at 6 different load terminations. As can be seen from these figures, the new model provides good quality prediction at all the tested loads.
B. LOAD REFLECTION-DEPENDENT PA MODELING
The proposed modelling technique is also extended to a load-reflection-dependent version. The load-reflectiondependent or load reflection-aware dynamic modeling method, was originally proposed in [17] . However, in [17] , the technique is used in the MP and COMP models only. While, in this paper, it is applied to the proposed 2D CSWPL model. The model is extracted and evaluated as in [17] .
Four different load-dependent behavioral models are extracted from the measured data. They are the loaddependent MP model [17] , load-dependent COMP model [17] , load-dependent DIDO MP model, and the loaddependent 2D CSWPL model. The nonlinearity order P and the memory depth M are set to nine and three, respectively, for the MP model; seven and three for the COMP model, and seven and three for the DIDO MP model. For the 2D CSWPL model, L equals two, K is equal to three, and M is set as two.
Once the models are extracted, they may be used for behavioral prediction. The performances are given in Fig. 9 . As can be seen from these results, the performance of the MP model decreases with the increase of VSWR, even when combined with the load-dependent technique. This is due to the limitation of the MP model to predict PA behavior under crosstalk [17] . The COMP model provides a superior prediction compared with the MP model, especially for the high VSWR area, as it can improve the performance under crosstalk. However, the COMP model does not give a good prediction in the area of low VSWR. These two models give similar prediction performance as described in [17] . The loaddependent DIDO MP model gives better prediction than the former two models. It not only gives good prediction at low VSWR area, but also provide accurate prediction at high VSWR areas. While, the proposed model gives even better performance than the DIDO MP model. Its prediction NMSE is lower than the DIDO MP model at almost every point. The average NMSE for each of the different tested load-dependent models are given in Table 3 . From the results, we can see that the proposed load-dependent model provides about 6 dB, 5 dB, and 2 dB improvement, respectively, when compared with the MP model, COMP model, and DIDO MP model.
The load-dependent 2D CSWPL model detail prediction contour is also given in Fig. 10 . Compared with the loadindependent version in Fig.7 , the load-dependent one gives about 7 dB improvement. 
VI. CONCLUSION
In this paper, a new, dynamic, behavioral modeling technique based on canonical section wise piecewise-linear functions for PAs, including load mismatch effects, is presented and validated. Both load-independent and load-dependent versions of the model are all tested. For the load-independent case, the proposed modeling technique provides better prediction compared with existing DIDO MP model, about 2 dB improvement is obtained, along with less model extraction time and model coefficients numbers. When combined with the load-dependent modeling technique, the proposed model also provides the best prediction compared with MP, COMP and DIDO MP models, about 6 dB, 5 dB, and 2 dB improvement are gained, respectively. Based on these results, we could see that the proposed modeling technique shows excellent performance, and introduces a new behavioral modeling choice for unmatched PAs. After two years as a Postdoctoral Research Fellow, he joined as an Academic Staff with School of Electrical and Electronic Engineering, UCD, in 2014. He is currently a member of the MTT-S Young Professionals Committee and an Assistant Professor with Trinity College Dublin, Ireland. His current research interest includes nonlinear electrothermal device characterization, with emphasis on high-power GaN transistor modeling for modern PA design. He is also interested in device physics, nonlinear circuit simulation algorithms, and modeling for antenna arrays. He has served on the TPC for national and international conferences. VOLUME 8, 2020 
