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Abstract. In this paper we study a certain regularity property of C2 Axiom A flows φt over basic
sets Λ related to diameters of balls in Bowen’s metric, which we call regular distortion along
unstable manifolds. The motivation to investigate the latter comes from the study of spectral
properties of Ruelle transfer operators in [St1]. We prove that if the bottom of the spectrum of
dφt over E
u
|Λ is point-wisely pinched and integrable, then the flow has regular distortion along
unstable manifolds over Λ. In the process, under the same conditions, we show that locally the
flow is Lipschitz conjugate to its linearization over the ‘pinched part’ of the unstable tangent
bundle.
1 Introduction
Let φt : M −→ M be a C
2 Axiom A flow on a C2 complete (not necessarily compact) Riemann
manifold M and let Λ be a basic set for φt. Let ‖ · ‖ be the norm on TxM determined by the
Riemann metric on M and let Eu(x) and Es(x) (x ∈ Λ) be the tangent spaces to the strong
unstable and stable manifolds W uǫ (x) and W
s
ǫ (x), respectively (see section 2). For any x ∈ Λ,
T > 0 and δ ∈ (0, ǫ] set
BuT (x, δ) = {y ∈W
u
ǫ (x) : d(φt(x), φt(y)) ≤ δ , 0 ≤ t ≤ T} .
We will say that φt has a regular distortion along unstable manifolds over the basic set Λ if
there exists a constant ǫ0 > 0 with the following properties:
(a) For any 0 < δ ≤ ǫ ≤ ǫ0 there exists a constant R = R(δ, ǫ) > 0 such that
diam(Λ ∩BuT (z, ǫ)) ≤ R diam(Λ ∩B
u
T (z, δ))(1.1)
for any z ∈ Λ and any T > 0.
(b) For any ǫ ∈ (0, ǫ0] and any ρ ∈ (0, 1) there exists δ ∈ (0, ǫ] such that for any z ∈ Λ and
any T > 0 we have diam(Λ ∩BuT (z, δ)) ≤ ρ diam(Λ ∩B
u
T (z, ǫ)) .
Part (a) of the above condition resembles the Second Volume Lemma of Bowen and Ruelle
[BR] about balls in Bowen’s metric; this time however we deal with diameters instead of volumes.
Given a coding of the flow φt over Λ by means of a Markov family (see [B], [KH] or [PP]), the
above properties translate into some ‘natural’ properties of cylinders (see Sect. 3 in [St1]).
The aim of this paper is to describe a rather general class of flows on basic sets satisfying this
condition.
The motivation for this work came from [St1], where under this condition, Lipschitzness of
the local stable holonomy maps and a certain non-integrability condition we prove strong spectral
estimates for arbitrary potentials over basic sets for Axiom A flows, similar to those established
by Dolgopyat [D] for geodesic flows on compact surfaces (for general potentials) and transitive
Anosov flows on compact manifolds with C1 jointly non-integrable horocycle foliations (for the
1
Sinai-Bowen-Ruelle potential). It should be remarked that strong spectral estimates for Ruelle
transfer operators lead to deep results in a variety of areas which are difficult (if not impossible)
to obtain by other means (see e.g. [PoS1], [PoS2], [PoS3], [An], [PeS1] [PeS2], [PeS3]).
In what follows we consider the following lower unstable pinching condition for φt and Λ:
(LUPC): There exist constants C > 0 and 0 < α ≤ β < α2 ≤ β2, and for every x ∈ Λ constants
α1(x) ≤ β1(x) with α ≤ α1(x) ≤ β1(x) ≤ β and 2α1(x)− β1(x) ≥ α and a dφt-invariant splitting
Eu(x) = Eu1 (x)⊕ E
u
2 (x), continuous with respect to x ∈ Λ, such that
1
C
eα1(x) t ‖u‖ ≤ ‖dφt(x) · u‖ ≤ C e
β1(x) t ‖u‖ , u ∈ Eu1 (x) , t > 0 ,
and
1
C
eα2 t ‖u‖ ≤ ‖dφt(x) · u‖ ≤ C e
β2 t ‖u‖ , u ∈ Eu2 (x) , t > 0 .
In (LUPC) the lower part of the spectrum of dφt over E
u is (point-wisely) pinched, however
there is no restriction on the rest of the spectrum, except that it should be uniformly separated
from the lower part.
Under the above condition the distribution Eu2 (x) (x ∈ Λ) is integrable (see e.g. [Pes]), so
(assuming ǫ0 > 0 is small enough) there exists a φt-invariant family W
u,2
ǫ0 (x) (x ∈ Λ) of C
2
submanifolds of W uǫ0(x) such that Tx(W
u,2
ǫ0 (x)) = E
u
2 (x) for all x ∈ Λ. Moreover (see Theorem 6.1
in [HPS] or the proof of Theorem B in [PSW]), for any x ∈ Λ, the map Λ∩W uǫ0(x) ∋ y 7→ E
u
2 (y) is
C1. However in general the distribution Eu1 (x) (x ∈ Λ) does not have to be integrable (see [Pes]).
We now make the additional assumption that Eu1 (x) (x ∈ Λ) is integrable:
(I): There exist ǫ0 > 0 and a continuous φt-invariant family W
u,1
ǫ0 (x) (x ∈ Λ) of C
2 submanifolds
of W uǫ0(x) such that Tx(W
u,1
ǫ0 (x)) = E
u
1 (x) for all x ∈ Λ, and moreover for any ǫ > 0 and any
x ∈ Λ, Λ ∩W uǫ (x) is not contained in W
u,2
ǫ (x).
Our main result in this paper is the following.
Theorem 1.1. Let φt and Λ satisfy the conditions (LUPC) and (I). Then φt has regular distortion
along unstable manifolds over Λ.
A simplified case of the above is presented by the following pinching condition:
(P): There exist constants C > 0 and β ≥ α > 0 such that for every x ∈ Λ we have
1
C
eαx t ‖u‖ ≤ ‖dφt(x) · u‖ ≤ C e
βx t ‖u‖ , u ∈ Eu(x) , t > 0 ,
for some constants αx, βx > 0 depending on x but independent of u and t with α ≤ αx ≤ βx ≤ β
and 2αx − βx ≥ α for all x ∈ Λ.
Clearly the condition (P) is (LUPC) in the special case when Eu2 (x) = 0 for all x ∈ Λ. Notice
that when the local unstable manifolds are one-dimensional the condition (P) is always satisfied.
In higher dimensions a well-known example when (P) holds is the geodesic flow on a manifold
with strictly negative sectional curvature satisfying the so called 14 -pinching condition (see [HP]).
For open billiard flows (in any dimension) it was shown in [St2] that if the distance between the
scatterers is large compared with the maximal sectional curvature of the boundaries, then the
condition (P) is satisfied over the non-wandering set.
As a special case of Theorem 1.1, we get the following.
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Proposition 1.2. Let φt and Λ satisfy the conditions (P). Then φt has regular distortion along
unstable manifolds over Λ.
Our strategy in this paper is to prove Proposition 1.2 first. This is done in sections 3 and 4
below. Then in section 5 we generalize the arguments from sections 3 and 4 to prove Theorem
1.1. While the latter is technically more difficult, the main ideas in its proof are almost the same
as those in the proof of Proposition 1.2.
In section 3 we prove that under the condition (P) the flow φt on unstable manifolds is
locally conjugate to its linearization dφt via C
1 (local) maps with uniformly bounded derivatives.
Linearization via a family of homeomorphisms exists in the general case (see section 4 in [PS]),
however it is not clear whether one can make it Lipschitz without any additional conditions. The
arguments used to prove some recent results on smoothness of the linearizing homeomorphism
in Hartman-Grobman type theorems do not seem to be easily applicable to vector bundles (see
[GHR] and the references there). The linearization from section 3 is used in section 4 to derive
Proposition 1.2.
In section 5 we use slight modifications of the arguments from sections 3 and 4 to prove
Theorem 1.1. It should be stressed that the central part of the arguments in sections 4 and 5 is to
establish a local version of regular distortion along unstable manifolds, where e.g. (1.1) is satisfied
at a single point z ∈ Λ (with a constant R = R(z, δ, ǫ) depending on z as well) – see Lemma 4.2
below. It is not difficult to see (using a variation of the arguments in sections 3-5) that a similar
local result can be proved at Lyapunov regular points z ∈ Λ for any C2 flow on any basic set1.
However, it is not clear how one can get a uniform global result over Λ from such local results.
2 Preliminaries
Throughout this paper M denotes a C2 complete (not necessarily compact) Riemann manifold,
and φt : M −→ M (t ∈ R) a C
2 flow on M . A φt-invariant closed subset Λ of M is called
hyperbolic if Λ contains no fixed points and there exist constants C > 0 and 0 < λ < 1 such
that there exists a dφt-invariant decomposition TxM = E
0(x) ⊕ Eu(x) ⊕ Es(x) of TxM (x ∈ Λ)
into a direct sum of non-zero linear subspaces, where E0(x) is the one-dimensional subspace
determined by the direction of the flow at x, ‖dφt(u)‖ ≤ C λ
t ‖u‖ for all u ∈ Es(x) and t ≥ 0,
and ‖dφt(u)‖ ≤ C λ
−t ‖u‖ for all u ∈ Eu(x) and t ≤ 0.
The flow φt is called an Axiom A flow on M if the non-wandering set of φt is a disjoint union
of a finite set consisting of fixed hyperbolic points and a compact hyperbolic subset containing
no fixed points in which the periodic points are dense (see e.g. [KH]). A non-empty compact
φt-invariant hyperbolic subset Λ of M which is not a single closed orbit is called a basic set for φt
if φt is transitive on Λ and Λ is locally maximal, i.e. there exists an open neighbourhood V of Λ
in M such that Λ = ∩t∈Rφt(V ). When M is compact and M itself is a basic set, φt is called an
Anosov flow.
For x ∈ Λ and a sufficiently small ǫ > 0 let
W sǫ (x) = {y ∈M : d(φt(x), φt(y)) ≤ ǫ for all t ≥ 0 , d(φt(x), φt(y))→t→∞ 0 } ,
W uǫ (x) = {y ∈M : d(φt(x), φt(y)) ≤ ǫ for all t ≤ 0 , d(φt(x), φt(y))→t→−∞ 0 }
be the (strong) stable and unstable manifolds of size ǫ. Then Eu(x) = TxW
u
ǫ (x) and E
s(x) =
TxW
s
ǫ (x). Given δ > 0, set E
u(x; δ) = {u ∈ Eu(x) : ‖u‖ ≤ δ}; Es(x; δ) is defined similarly. For
any A ⊂M and I ⊂ R denote φI(A) = { φt(y) : y ∈ A, t ∈ I }.
1Now the role of the ’bottom of the unstable spectrum’ is played by the exponential of the least positive Lyapunov
exponent.
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It follows from the hyperbolicity of Λ that if ǫ0 > 0 is sufficiently small, there exists ǫ1 > 0
such that if x, y ∈ Λ and d(x, y) < ǫ1, then W
s
ǫ0(x) and φ[−ǫ0,ǫ0](W
u
ǫ0(y)) intersect at exactly one
point [x, y] ∈ Λ (cf. [KH]). That is, there exists a unique t ∈ [−ǫ0, ǫ0] such that φt([x, y]) ∈
W uǫ0(y). Setting ∆(x, y) = t, defines the so called temporal distance function. For x, y ∈ Λ
with d(x, y) < ǫ1, define πy(x) = [x, y] = W
s
ǫ (x) ∩ φ[−ǫ0,ǫ0](W
u
ǫ0(y)) . Thus, for a fixed y ∈ Λ,
πy : W −→ φ[−ǫ0,ǫ0](W
u
ǫ0(y)) is the projection along local stable manifolds defined on a small
open neighbourhood W of y in Λ. Choosing ǫ1 ∈ (0, ǫ0) sufficiently small, the restriction πy :
φ[−ǫ1,ǫ1](W
u
ǫ1(x)) −→ φ[−ǫ0,ǫ0](W
u
ǫ0(y)) is called a local stable holonomy map
2. Combining it with
a shift along the flow we get another local stable holonomy map Hsx,y : W
u
ǫ1(x)∩Λ −→ W
u
ǫ0(y)∩Λ.
In a similar way one defines local holonomy maps along unstable laminations.
3 Linearization of pinched Axiom A flows
Let M be a C2 complete Riemann manifold, φt be a C
2 flow on M , and let Λ a basic set for φt.
In this section we assume that φt and Λ satisfy the pinching condition (P) from the Introduction.
We prove that under this condition the flow φt on unstable manifolds is locally conjugate to its
linearization dφt via C
1 (local) maps with uniformly bounded derivatives. This is used in section
4 to show that the condition (P) implies regular distortion along unstable manifolds over Λ.
Fix constants C > 0 and β ≥ α > 0 and for each x ∈ Λ constants αx ≤ βx with the properties
in (P). Throughout we use the notation m(A) = 1/‖A−1‖ for an invertible linear operator A.
Take ǫ0 ∈ (0, 1/2) such that for any x ∈ Λ, exp
u
x : E
u(x; ǫ0) −→ exp
u
x(E
u(x; ǫ0)) ⊂W
u
ǫ0(x) is a
diffeomorphism. We will assume the constant C ≥ 1 is so large that
‖d expux(u)‖ ≤ C , ‖(d exp
u
x(u))
−1‖ ≤ C , x ∈W uǫ0(Λ) , u ∈ E
u(x; ǫ0) .(3.1)
Choose an arbitrary t0 > 0 such that
γ = 8C3 e−α t0/2 < 1 ,(3.2)
and fix it. Set f = φt0 and fix a constant ǫ1 ∈ (0, ǫ0] such that for any x ∈W
u
ǫ0(Λ) the map
fˆx = (exp
u
f(x))
−1 ◦ f ◦ expux : E
u(x; ǫ1) −→ E
u(f(x); ǫ0)
is well-defined (and therefore C2).
For any y ∈W uǫ0(Λ) and any integer k ≥ 1 we will use the notation
fˆky = fˆfk−1(y) ◦ . . . ◦ fˆf(y) ◦ fˆy , fˆ
−k
y = (fˆf−k(y))
−1 ◦ . . . ◦ (fˆf−2(y))
−1 ◦ (fˆf−1(y))
−1 ,
at any point where these sequences of maps are well-defined.
Given ǫ ∈ (0, ǫ1), the set
Λ̂ux(ǫ) = {u ∈ E
u(x; ǫ) : expux(u) ∈ Λ}
is the local representative of Λ in Eu(x). Notice that fˆ−1x (Λ̂
u
x) ⊂ Λ̂
u
f−1(x) for any x ∈ Λ.
Our aim in this section is to show that under the pinching condition (P) we can locally linearize
the maps fˆx by a continuous family of local diffeomorphisms and that family ‘linearizes’ the sets
Λ̂ux, as well. More precisely, we have the following:
2In a similar way one can define holonomy maps between any two sufficiently close local transversals to stable
laminations; see e.g. [PSW].
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Theorem 3.1. Assume that φt and Λ satisfy the pinching condition (P). Then there exists a
constant ǫ2 ∈ (0, ǫ1/2] such that for every x ∈W
u
ǫ2(Λ) we have the following:
(a) For every u ∈ Eu(x; ǫ2) there exists Fx(u) = lim
p→∞
dfˆp
f−p(x)
(0) · fˆ−px (u) ∈ E
u(x; 2ǫ2) .
Moreover, there exists a constant C1 > 0 such that ‖Fx(u) − dfˆ
p
f−p(x)
(0) · fˆ−px (u)‖ ≤ C1 γ
p ‖u‖2
for any u ∈ Eu(x, ǫ2) and any integer p ≥ 0.
(b) The map Fx : E
u(x; ǫ2) −→ Fx(E
u(x; ǫ2)) ⊂ E
u(x; 2ǫ2) is a C
1 diffeomorphism with
uniformly bounded derivatives.
(c) For any integer q ≥ 1 we have dfˆ−qx (0) ◦ Fx(v) = Ff−q(x) ◦ fˆ
−q
x (v) for any v ∈ Eu(x; ǫ2).
(d) For any ξ, u ∈ Eu(x; ǫ2/2) there exist the limits
Lx,ξ = lim
p→∞
dfˆp
f−p(x)
(fˆ−px (ξ)) ◦ dfˆ
−p
x (0) , Fx,ξ(u) = limp→∞
dfˆp
f−p(x)
(fˆ−px (ξ)) ◦ fˆ
−p
x (u) .
Moreover, for the linear map Lx,ξ we have ‖Lx,ξ‖ ≤ 2, while Fx,ξ(u) = Lx,ξ ◦ Fx(u).
As an immediate consequence of the above one gets the following, where we use the notation
φˆx,t = (exp
u
φt(x)
)−1 ◦ φt ◦ exp
u
x for any x ∈ K and t ∈ R.
Corollary 3.2. For any x ∈ W uǫ2(Λ) we have Fx(u) = limt→∞ dφt(φ−t(x)) · φˆx,t(u). Moreover,
dφt(x) · Fx(u) = Fφt(x)(φˆx,t(u)) for t ≥ 0 and u ∈ E
u(x) with ‖φˆx,t(u)‖ ≤ ǫ2.
The rest of this section is devoted to the proof of Theorem 3.1.
Taylor’s formula and the compactness of W uǫ0(Λ), imply that there exists a constant D > 0
such that
‖fˆx(v)− fˆx(u)− dfˆx(u) · (v − u)‖ ≤ D ‖v − u‖
2 , x ∈W uǫ0(Λ) , u, v ∈ E
u(x; ǫ1) .(3.3)
Since φt is C
2, we can take D so large that
‖dfˆx(u)− dfˆx(0)‖ ≤ D ‖u‖ , x ∈W
u
ǫ0(Λ) , u ∈ E
u(x; ǫ1) .(3.4)
Combining the latter with (3.3) gives
‖fˆx(v)− fˆx(u)− dfˆx(0) · (v − u)‖ ≤ D
[
‖v − u‖2 + ‖u‖ ‖v − u‖
]
(3.5)
for all x ∈W uǫ0(Λ) and all u, v ∈ E
u(x; ǫ1).
Next, for each x ∈ Λ set αˆx = αx−α/8 and βˆx = βx+α/4. Then 2αˆx− βˆx ≥ α/2, so by (3.2),
8C3 e(βˆx−2αˆx) t0 ≤ γ = 8C3 e−α t0/2 < 1 .
Assuming ǫ1 <
C eα t0
D min{e
α t0/16− 1, (1− e−α t0/8)/C2} , one derives from (P) and (3.4) that
1
C
e(αˆx+α/16) t0 ‖u‖ ≤ ‖dfˆx(η) · u‖ ≤ C e
(βˆx−α/8) t0 ‖u‖(3.6)
for all x ∈ Λ, η ∈ Eu(x; ǫ1) and u ∈ E
u(x).
Finally, assuming also that ǫ1 ≤
1
4DC , the above and (3.3) imply
µx e
α t0/16 ‖u− v‖ ≤ ‖fˆx(v)− fˆx(u)‖ ≤ λx e
−α t0/8 ‖u− v‖ , x ∈ Λ , u, v ∈ Eu(x; ǫ1) ,
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where 1 < µx =
1
2C e
αˆx t0 < λx = 2C e
βˆx t0 .
In fact, replacing ǫ1 > 0 and ǫ2 > 0 by smaller numbers if necessary, we can arrange that
µx ‖u− v‖ ≤ ‖fˆx(v)− fˆx(u)‖ ≤ λx ‖u− v‖ , x ∈W
u
ǫ2(Λ);u, v ∈ E
u(x; ǫ1) .(3.7)
Indeed, assume ǫ1 > 0 and ǫ2 > 0 are so small that G
y
x = (expuy)
−1 ◦expux : E
u(x; ǫ1) −→ E
u(y; ǫ0)
is well-defined for y ∈ W uǫ2(x), x ∈ Λ; it is then a C
2 map with uniformly bounded derivatives.
Since Gxx = id, dG
y
x can be made arbitrarily close to id taking ǫ2 > 0 sufficiently small. Fix δ > 0
so small that (1 + δ)2 < eα t0/8 and (1 − δ)2 > e−α t0/16, and then take ǫ′1 > 0 and ǫ2 > 0 so
small that ‖dGyx − id‖ ≤ δ and ‖G
y
x(u)‖ ≤ ǫ1 for all x ∈ Λ, y ∈ W
u
ǫ2(x) and u ∈ E
u(x; ǫ′1). Given
x0 ∈ Λ, x ∈ W
u
ǫ2(x0) and u, v ∈ E
u(x; ǫ′1), setting u
′ = Gx0x (u), v
′ = Gx0x (v), it is easy to see that
‖fˆx(u) − fˆx(v)‖ ≤ λx ‖u − v‖. Similarly, ‖fˆx(u) − fˆx(v)‖ ≥ µx ‖u − v‖. Now replacing ǫ1 by ǫ
′
1
proves (3.7).
Notice that
λx µ
−2
x = 8C
3 e(βˆx−2αˆx)t0 ≤ γ < 1 , x ∈ Λ .(3.8)
The following is the main step in the proof of Theorem 3.1.
Lemma 3.3. There exist constants C1 > 0, ǫ1 ∈ (0, ǫ0] and ǫ2 ∈ (0, ǫ1/(2C1)] with the following
properties:
(a) If z ∈ W uǫ2(Λ) and ‖fˆ
p
z (v)‖ ≤ ǫ2 for some v ∈ E
u(z; ǫ1) and some integer p ≥ 1, then
‖dfˆpz (0)·v−fˆ
p
z (v)‖ ≤ C1 ‖fˆ
p
z (v)‖2, and therefore ‖dfˆ
p
z (0)·v‖ ≤ 2‖fˆ
p
z (v)‖. Similarly, if ‖dfˆ
p
z (0)·v‖ ≤
ǫ2 for some v ∈ E
u(z; ǫ1) and some integer p ≥ 1, then ‖fˆ
p
z (v) − dfˆ
p
z (0) · v‖ ≤ C1 ‖dfˆ
p
z (0) · v‖2,
and so ‖fˆpz (v)‖ ≤ 2‖dfˆ
p
z (0) · v‖.
(b) If z ∈ W uǫ2(Λ) and ‖fˆ
p
z (v)‖ ≤ ǫ2, ‖fˆ
p
z (ξ)‖ ≤ ǫ2 for some v, ξ ∈ E
u(z; ǫ2) and some integer
p ≥ 1, then ‖dfˆpz (ξ) · v − dfˆ
p
z (0) · v‖ ≤ C1 ‖dfˆ
p
z (0) · v‖ ‖fˆ
p
z (ξ)‖.
(c) For any y ∈W uǫ2(Λ) and any integer p ≥ 1 the map F
(p)
y = dfˆ
p
f−p(y)
(0)◦(fˆpy )−1 : Euy (ǫ2) −→
Euy (2ǫ2) is such that∥∥∥[F (p)y (a)− F (p)y (b)]− [a− b]∥∥∥ ≤ C1 [‖a− b‖2 + ‖b‖ · ‖a− b‖] , a, b ∈ Eu(y; ǫ2) .
Similar estimates hold for the map fˆp
f−p(y)
◦ (dfˆpy (0))−1 : Eu(y; ǫ2) −→ E
u(y; 2ǫ2).
(d) For any y ∈W uǫ2(Λ), any η ∈ E
u(y; ǫ2) and any integer p ≥ 1 the linear map
L
(p)
y,η = dfˆ
p
f−p(y)
(fˆ−px (η)) ◦ (dfˆ
−p
y (0)) : Eu(y) −→ Eu(y) is such that
∥∥∥L(p)y,η(a)− a∥∥∥ ≤ C1 ‖a‖ ‖η‖
for all a ∈ Eu(y; ǫ2), so ‖L
(p)
y,η‖ ≤ 2 for all p.
Proof of Lemma 3.3. Set C1 =
10D
1−γ and choose ǫ2 ∈ (0, ǫ1/(2C1)] with (3.7) and
30D ǫ2
1−γ <
1
2 .
(a) Fix arbitrary z0 ∈ Λ and z ∈ W
u
ǫ0(z0), and let v ∈ E
u(z; ǫ1) and p ≥ 1 be such that
‖fˆpz (v)‖ ≤ ǫ2. Set zj = f
j(z), vj = fˆ
j
z (v) ∈ Eu(zj) and wj = dfˆ
j
z (0) · v ∈ Eu(zj).
Then (3.7) implies
‖fˆkz (v)‖ ≤
1
µzk
‖fˆzk(fˆ
k
z (v))‖ =
1
µzk
‖fˆk+1z (v)‖ ≤ . . . ≤
1
µzk µzk+1 . . . µzp−1
‖fˆpz (v)‖(3.9)
for all k = 0, 1, . . . , p− 1.
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By (3.3), ‖fˆz(v)− dfˆz(0) · v‖ ≤ D ‖v‖
2, so w1 = dfˆz(0) · v = fˆz(v) + u1 for some u1 ∈ E
u(z1)
with ‖u1‖ ≤ D ‖v‖
2. Hence
dfˆ2z (0) · v = dfˆz1(0) ◦ dfˆz(0) · v = dfˆz1(0) · (fˆz(v)) + dfˆz1(0) · u1 .(3.10)
Using (3.3) again, ‖fˆz1((fˆz(v)))− dfˆz1(0) · fˆz(v)‖ ≤ D ‖fˆz(v)‖
2 , so dfˆz1(0) · (fˆz(v)) = v2 + u2 for
some u2 ∈ E
u(z2) with ‖u2‖ ≤ D ‖v1‖
2. Now (3.10) gives w2 = v2 + u2 + dfˆz1(0) · u1 .
In this way one proves by induction that for any k = 1, . . . , p we have
wk = vk + uk + dfˆzk−1(0) · uk−1 + dfˆ
2
zk−2
(0) · uk−2 + . . . + dfˆ
k−1
z1 (0) · u1 ,(3.11)
where uj ∈ E
u(zj) and ‖uj‖ ≤ D ‖vj−1‖
2 for all j = 1, . . . , k − 1.
Next, (3.9) implies ‖uj‖ ≤ D ‖vj‖
2 ≤ D
µ2zj µ
2
zj+1
...µ2zp−1
‖fˆpz (v)‖2 . Combining the latter with (3.6)
and (3.8) gives ‖dfˆp−jzj (0) · uj‖ ≤ λzj λzj+1 . . . λzp−1 ‖uj‖ ≤ Dγ
p−j ‖fˆpz (v)‖2 for all j = 1, . . . , p. It
then follows from (3.11) with k = p that
‖dfˆpz (0) · v − fˆ
p
z (v)‖ = ‖wp − vp‖ ≤ D ‖fˆ
p
z (v)‖
2
p∑
j=1
γp−j ≤ C1 ‖fˆ
p
z (v)‖
2 .
According to the choice of ǫ2, the latter implies ‖dfˆ
p
z (0) · v‖ ≤ 2‖fˆ
p
z (v)‖.
To prove the second half of part (a), assume that ‖dfˆpz (0) · v‖ ≤ ǫ2. Then (3.6) implies
‖dfˆpz (0) · v‖ = ‖dfˆ
p−j
zj (0) · wj‖ ≥ µzj µzj+1 . . . µzp−1 ‖wj‖ , so
‖wj‖ ≤
1
µzj µzj+1 . . . µzp−1
‖dfˆpz (0) · v‖ , 0 ≤ j ≤ p− 1 .(3.12)
We will show by induction on k that vk = fˆ
k
z (v) is well-defined and vk ∈ E
u(zk; ǫ1) for all
k = 0, 1, . . . , p. It follows from (3.3) and (3.4) that
‖wk+1 − fˆzk(wk)‖ = ‖dfˆzk(0) · wk − fˆzk(wk)‖ ≤ D ‖wk‖
2 ≤
D
µ2zk µ
2
zk+1
. . . µ2zp−1
‖dfˆpz (0) · v‖
2 .
This and (3.8) yield (showing in the meantime by induction that fˆp−kzk (wk) ∈ E
u(zp; ǫ1) for all k)
‖fˆp−k−1zk+1 (wk+1)− fˆ
p−k
zk
(wk)‖ ≤ λzk+1 λzk+2 . . . λzp−1 ‖wk+1 − fˆxk(wk)‖
≤ D
λzk
µ2zk
λzk+1
µ2zk+1
. . .
λzp−1
µ2zp−1
‖dfˆpz (0) · v‖
2 ≤ Dγp−k ‖wp‖
2 .
Hence ‖wp − vp‖ ≤
∑p−1
k=0 ‖fˆ
p−k−1
zk+1 (wk+1) − fˆ
p−k
zk (wk)‖ ≤ D ‖wp‖
2
∑p−1
k=0 γ
p−k ≤ C1 ‖wp‖
2 , pro-
vided 0 < C1 ≤
D
1−γ . The above also implies ‖vp‖ ≤ 2‖wp‖.
The proofs of parts (b) and (c) are essentially repetitions of the proof of part (a), so we omit
the details.
(d) Given a ∈ Eu(y, ǫ2), set v = dfˆ
−p
y (0) · a. Using part (b) with z = f−p(y) and ξ = fˆ−p(η),
we get
‖L(p)y,η(a)− a‖ = ‖dfˆ
p
z (ξ) · v − dfˆ
p
z (0) · v‖ ≤ C1 ‖a‖ ‖η‖
which proves the claim.
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Proof of Theorem 3.1. Let ǫ2 ∈ (0, ǫ1/(2C1)] and C1 > 1 be as in Lemma 3.3. Fix arbitrary
x0 ∈ Λ and x ∈W
u
ǫ2(x0) and set xp = f
−p(x) for any integer p ≥ 0. (Notice the different meaning
of this notation here.) In what follows we use the maps F
(p)
y (y ∈ Λ, p ≥ 1) from Lemma 3.3.
(a), (d) Given u, ξ ∈ Eu(x, ǫ2/2) and p ≥ 1, set up = F
(p)
x (u) ∈ Eu(x; 2ǫ2), ζp = L
(p)
x,ξ(u)
To show that the sequences {up} and ζp are Cauchy, consider any q > p and set v = fˆ
−p
x (u) ∈
Eu(xp, ǫ2). By (3.7), ‖v‖ ≤
‖u‖
µx1 µx2 ...µxp
. From Lemma 3.3(a) we know that ‖vq−p−v‖ ≤ C1 ‖v‖
2,
i.e. ‖dfˆ
(q−p)
xq (0) · (fˆ
−(q−p)
xp (v)) − v‖ ≤ C1 ‖v‖
2 . Applying dfˆpxp(0) to the latter and using the
estimate for ‖v‖ and (3.8), we get
‖uq − up‖ = ‖dfˆ
q
xq (0) · (fˆ
−q
x (u))− dfˆ
p
xp(0) · v‖ ≤ λxp λxp−1 . . . λx1 C1 ‖v‖
2 ≤ C1 γ
p ‖u‖2 .
Thus, {up} is Cauchy, so there exists Fx(u) = limp→∞ up. Moreover, letting q →∞ in the above
gives ‖Fx(u)− up‖ ≤ C1 γ
p ‖u‖2 for all u ∈ Eu(x; ǫ2) and p ≥ 1.
In a similar way, ‖ζq − ζp‖ ≤ C1 γ
p ‖u‖ ‖ξ‖, so {ζp} is Cauchy. Thus, there exists Lx,ξ(u) =
limp→∞L
(p)
x,ξ(u). Moreover, letting q →∞ in the above gives ‖Lx,ξ(u)− L
(p)
x,ξ(u)‖ ≤ C1 γ
p ‖u‖ ‖ξ‖
for all u ∈ Eu(x; ǫ2/2) and p ≥ 1. By Lemma 3.3(d), ‖L
(p)
x,ξ‖ ≤ 2 for all p ≥ 1, so ‖Lx,ξ‖ ≤ 2, as
well.
It remains to show that Fx,ξ(u) exists and Fx,ξ(u) = Lx,ξ ◦ Fx(u). Setting ξp = fˆ
−p
x (ξ), we
have
dfˆpxp(ξp) · fˆ
−p
x (u) = L
(p)
x,ξ ◦
(
dfˆpxp(0) · fˆ
−p
x (u)
)
= L
(p)
x,ξ ◦ F
(p)
x (u) .
Next,
‖Lx,ξ(Fx(u))− L
(p)
x,ξ(F
(p)
x (u))‖ ≤ ‖Lx,ξ(Fx(u))− L
(p)
x,ξ(Fx(u))‖ + ‖L
(p)
x,ξ(Fx(u)) − F
(p)
x (u))‖
≤ C1 γ
p ‖Fx(u)‖ ‖ξ‖ + 2‖Fx(u)− F
(p)
x (u)‖ → 0
as p→∞. Thus, there exists limp→∞L
(p)
x,ξ(F
(p)
x (u)) = Lx,ξ(Fx(u)).
(b) Given u, v ∈ Eu(x; ǫ2) and p ≥ 0, it follows from Lemma 3.3(c) that
‖(up − vp)− (u− v)‖ ≤ C1 [‖u− v‖
2 + ‖v‖ · ‖u− v‖] .
Letting p → ∞, gives ‖Fx(u) − Fx(v) − (u − v)‖ ≤ C1 [‖u − v‖
2 + ‖v‖ · ‖u − v‖]. In particular,
there exists dFx(0) = I = id.
It remains to show that Fx is a C
1 diffeomorphism. Assuming ǫ1 ∈ (0, ǫ0] and ǫ2 ∈ (0, ǫ1/(2C1)]
are small enough, Gyx = (expuy)
−1 ◦ expux : E
u(x; ǫ1) −→ E
u(y; ǫ0) is well-defined and C
2 (with
uniformly bounded derivatives) for y ∈W uǫ2(x). Moreover, there exists a constantD1 > 0 such that
for any such x, y and u, v ∈ Eu(x; ǫ1) we have ‖dG
y
x(v)‖ ≤ D1, ‖G
y
x(u) − G
y
x(v)‖ ≤ D1‖u − v‖,
‖dGyx(u) − dG
y
x(v)‖ ≤ D1‖u − v‖, and ‖G
y
x(u) − G
y
x(v) − dG
y
x(v) · (u − v)‖ ≤ D1 ‖u − v‖
2 for
‖u‖, ‖v‖ < ǫ1.
Given x, y as above, set xp = f
−p(x), yp = f
−p(y), and notice that
Gyx ◦ fˆ
p
xp(w) = fˆ
p
yp ◦G
yp
xp(w)(3.13)
for any w ∈ Eu(xp, ǫ1) with ‖fˆ
p
xp(w)‖ ≤ ǫ1.
Let ξ ∈ Eu(x; ǫ2/2). Setting y = exp
u
x(ξ) and η = (exp
u
y)
−1(x), we have Gyx(ξ) = 0 and
Gyx(0) = η. We will show that
Fx(u) = dG
x
y(η) ◦ Ly,η (Fy ◦G
y
x(u)− Fy(η)) ,(3.14)
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for any u ∈ Eu(x; ǫ2/2). This would imply that there exists
dFx(ξ) = dG
x
y(η) ◦ Ly,η ◦ dFy(0) ◦ dG
y
x(ξ) = dG
x
y(η) ◦ Ly,η ◦ dG
y
x(ξ) ,
so Fx is C
1 on Eu(x; ǫ2/2).
To prove (3.14), consider any u ∈ Eu(x; ǫ2), and set v = G
y
x(u) ∈ Eu(y), up = dfˆ
p
xp(0) · fˆ
−p
x (u),
vp = dfˆ
p
yp(0) · fˆ
−p
y (v), ξp = dfˆ
p
xp(0) · fˆ
−p
x (ξ), ηp = dfˆ
p
yp(0) · fˆ
−p
y (η), u˜p = fˆ
−p
x (u), v˜p = fˆ
−p
y (v),
ξ˜p = fˆ
−p
x (ξ), η˜p = fˆ
−p
y (η). Then by (3.13), G
yp
xp(u˜p) = v˜p, G
yp
xp(ξ˜p) = 0 and G
yp
xp(0) = η˜p. Thus,
u˜p = G
xp
yp (v˜p)−G
xp
yp (η˜p) = dG
xp
yp (η˜p) · (v˜p − η˜p) + w
′
p ,
for some w′p with ‖w
′
p‖ ≤ D1 ‖v˜p − η˜p‖
2, and therefore, using (3.13),
up = dfˆ
p
xp(0) · u˜p = dfˆ
p
xp(0) ◦ dG
xp
yp (η˜p) · (v˜p − η˜p) + dfˆ
p
xp(0) · w
′
p
= dGxy(η) ◦ dfˆ
p
yp(η˜p) · (v˜p − η˜p) + dfˆ
p
xp(0) · w
′
p
Next, dfˆpyp(η˜p) · (v˜p− η˜p) = L
(p)
y,η ◦F
(p)
y (v)−L
(p)
y,η ◦F
(p)
y (η)→ Ly,η ◦Fy(v)−Ly,η ◦Fy(η) as p→∞,
and
‖dfˆpxp(0) · w
′
p‖ ≤ λx1 . . . λxp ‖w
′
p‖ ≤ D
2
1
λx1 . . . λxp
µ2x1 . . . µ
2
xp
‖u‖ ‖η‖ ≤ D21 γ
p ‖u‖ ‖η‖ ,
so limp→∞ ‖dfˆ
p
xp(0) ·w
′
p‖ = 0. Thus, Fx(u) = limp→∞ up = dG
x
y(η) ◦Ly,η · (Fy(v)−Fy(η)) , which
proves (3.14). Hence Fx is C
1 on Eu(x; ǫ2/2). Replacing ǫ2 by a smaller number we have that Fx
is C1 on Eu(x; ǫ2).
(c) This follows easily from the definition of Fx.
4 Ball size comparison in Bowen’s metric
Let M be a C2 Riemann manifold and let Λ be a basic set for a C2 flow φt : M −→M satisfying
the pinching condition (P), and let n be the dimension of the (local) unstable manifolds W uǫ (x),
x ∈ Λ.
To prove Proposition 1.2, we will first establish the following local version.
Lemma 4.1. There exists a constant ǫ3 > 0 with the following properties:
(a) For any x ∈ Λ and any 0 < δ ≤ ǫ ≤ ǫ3 there exist a constant C = C(x, δ, ǫ) > 0 and
an open neighbourhood V0 = V0(x, δ) of x in W
s
ǫ0(x) ∩ Λ such that diam (Λ ∩B
u
T (φ−T (y), ǫ)) ≤
C diam (Λ ∩BuT (φ−T (y), δ)) for any y ∈ V0 and any T ≥ 0.
(b) For any x ∈ Λ and any 0 < ǫ ≤ ǫ3 there exists an open neighbourhood V0 = V0(x, ǫ) of x
in W sǫ0(x) ∩ Λ with the following property: for any ρ ∈ (0, 1) there exists δ ∈ (0, ǫ] such that for
any y ∈ V0 and any T ≥ 0 we have diam (Λ ∩B
u
T (φ−T (y), δ)) ≤ ρdiam (Λ ∩B
u
T (φ−T (y), ǫ)) .
Fix t0 > 0 with (3.2). The compactness of Λ and the smoothness of the flow φt imply the
existence of a constant C2 ≥ 1 such that
d(φt(y), φt(z)) ≤ C2 d(y, z) , y, z ∈ Λ , |t| ≤ t0 .(4.1)
For a non-empty set X ⊂ Eu(x) and r > 0 set
ℓ(X) = sup{‖u‖ : u ∈ X} , X(r) = {u ∈ X : ‖u‖ ≤ r} .
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Before proving Lemma 4.1 we will first use it to derive Proposition 1.2.
Lemma 4.2. There exists a constant ǫˆ0 ∈ (0, ǫ3] with the following properties:
(a) For any x ∈ Λ and any 0 < δ ≤ ǫ ≤ ǫˆ0 there exist a constant Rx = R(x, δ, ǫ) > 0 and an
open neighbourhood Ox of x in Λ such that ℓ (Λ ∩B
u
T (z, ǫ)) ≤ Rx ℓ (Λ ∩B
u
T (z, δ)) for any z ∈ Λ
and T > 0 with φT (z) ∈ Ox.
(b) For any x ∈ Λ, any 0 < ǫ ≤ ǫˆ0 and any ρ ∈ (0, 1) there exist δ ∈ (0, ǫ) and an open
neighbourhood Ox of x in Λ such that ℓ (Λ ∩B
u
T (z, δ)) ≤ ρ ℓ (Λ ∩B
u
T (z, ǫ)) for any z ∈ Λ and
T > 0 with φT (z) ∈ Ox.
Proof of Lemma 4.2. Set ǫˆ0 =
ǫ3
2C2
2
.
(a) Assume that 0 < δ, ǫ ≤ ǫˆ0. Let x ∈ Λ and let V0 = V0(x, δ/(2C2)) be the neighbourhood of x
in Λ∩W sǫ0(x) defined as in Lemma 4.1(a) replacing δ by δ/(2C2). Let C = C(x, δ/(2C2), 2C
2
2 ǫ) > 0
be the constant from Lemma 4.1(a) with δ and ǫ replaced by δ/(2C2) and 2C
2
2ǫ, respectively.
Since the local product [·, ·] and the temporal distance function ∆ (see section 2) are continuous
on Λ, there exists an open neighbourhood Ox = Ox(δ, ǫ) of x in Λ such that
[x, z] ∈ V0 , |∆(x, z)| ≤ t0 , d(φ−∆(x,z)z, [x, z]) ≤
min{δ, ǫ}
2C2
, z ∈ Ox .(4.2)
We will now check that Ox and Rx = C
2
2C have the required properties. Let z ∈ Ox and
T > 0. Set y = [x, z], t = −∆(x, z) and ζ = φt(z). Then y ∈ Λ ∩W
s
ǫ0(x) and φ−t(y) ∈W
u
ǫ0(z), so
ζ ∈W uǫ0(y). Moreover, it follows from (4.2) that y ∈ V0, |t| ≤ t0 and
d(ζ, y) ≤
min{δ, ǫ}
2C2
.(4.3)
We will also need the points z′ = φ−T (z), y
′ = φ−T (y) and ζ
′ = φ−T (ζ). Clearly ζ
′ = φt(z
′) ∈
W uǫ0(y
′).
We claim that
Λ ∩BuT (z
′, ǫ) ⊂ φ−t(Λ ∩B
u
T (y
′, 2C22 ǫ) .(4.4)
Indeed, let ξ′ ∈ Λ ∩ BuT (z
′, ǫ). Then d(φT (ξ
′), φT (z
′)) ≤ ǫ, so for η′ = φt(ξ
′) ∈ Λ ∩W uǫ0(ζ
′), (4.1)
implies d(φT (η
′), φT (ζ
′)) ≤ C2ǫ, i.e. d(φT (η
′), ζ) ≤ C2ǫ. This and (4.3) yield d(φT (η
′), φT (y
′)) =
d(φT (η
′), y) ≤ 2C2ǫ. Since φt0 is expanding on local unstable manifolds of size ǫ0 by the choice
of t0, combining the latter with (4.1) gives d(φs(η
′), φs(y
′)) ≤ 2C22ǫ for all s ∈ [0, T ]. Thus,
η′ = φt(ξ
′) ∈ BuT (y
′, 2C22ǫ). This proves (4.4).
Next, we will show that
φ−t(Λ ∩B
u
T (y
′, δ/(2C2))) ⊂ Λ ∩B
u
T (z
′, δ) .(4.5)
To prove this, consider any η′ ∈ Λ ∩BuT (y
′, δ(2C2)) and let ξ
′ = φ−t(η
′). Then
d(φT (η
′), y) = d(φT (η
′), φT (y
′)) ≤
δ
2C2
,
and (4.3) implies
d(φT (η
′), φT (ζ
′)) = d(φT (η
′), ζ) ≤
δ
C2
.
Since η′ = φt(ξ
′) and ζ ′ = φt(z
′), combining the latter with (4.1) gives d(φs(ξ
′), φs(z
′)) ≤ δ for all
s ∈ [0, T ]. Thus, ξ′ ∈ BuT (z
′, δ), which proves (4.5).
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Finally, using (4.4), (4.5) and (4.1) and with C > 0 defined above, one gets
ℓ(Λ ∩BuT (z
′, ǫ)) ≤ C2 ℓ(Λ ∩B
u
T (y
′, 2C22 ǫ)) ≤ C2 C ℓ(Λ ∩B
u
T (y
′, δ/(2C2))) ≤ C
2
2 C ℓ(Λ ∩B
u
T (z
′, δ)) .
This proves part (a).
The proof of part (b) is very similar to the above and we omit it.
Proof of Proposition 1.2. Choose ǫˆ0 > 0 as in Lemma 4.2.
(a) Let 0 < δ ≤ ǫ ≤ ǫˆ0. It follows from Lemma 4.2(a) that for any x ∈ Λ there exist a
constant Rx = R(x, δ, ǫ) > 0 and an open neighbourhood Ox of x in Λ such that ℓ(Λ∩B
u
T (z, ǫ)) ≤
Rx ℓ(Λ ∩ B
u
T (z, δ)) for any z ∈ Λ and T > 0 with φT (z) ∈ Ox. Since Λ is compact, there exist
finitely many neighbourhoods Ox1 , . . . ,Oxm covering Λ. Then R = 2max1≤j≤mRxj > 0 satisfies
(4.1) for any z ∈ Λ and any T > 0.
The proof of part (b) in the definition of regular distortion along unstable manifolds is similar
and we omit it.
The rest of this section is devoted to the proof of Lemma 4.1.
For y ∈ Λ, ǫ ∈ (0, ǫ0] and an integer p ≥ 0, set
B̂up (y, ǫ) = {v ∈ E
u(y; ǫ0) : ‖fˆ
p
y (v)‖ ≤ ǫ} .
Since the maps fˆz are expanding distances on E
u(z; ǫ1), clearly v ∈ B̂
u
p (y, ǫ) is equivalent to
‖fˆ jy (v)‖ ≤ ǫ for all j = 0, 1, . . . , p.
Choose the constants 0 < ǫ2 < ǫ1 ≤ ǫ0 and C1 > 1 as in section 3, assuming that 6ǫ2 C1 < 1.
In what follows we will use the notation from section 3.
Assuming ǫ1 ∈ (0, ǫ0] is sufficiently small, for any x ∈ Λ and y ∈ Λ ∩ W
s
ǫ1(x) the local
holonomy map Hsx,y : W
u
ǫ1(x) −→ W
u
ǫ0(y) along stable laminations is well-defined and uniformly
Ho¨lder continuous (see section 2). Further, we will assume that the constant ǫ2 from Lemma 3.3
is chosen so small that for any x ∈ Λ and any y ∈ Λ ∩W sǫ1(x) the pseudo-holonomy map
Ĥsx,y = (exp
u
y)
−1 ◦ Hsx,y ◦ exp
u
x : E
u(x; ǫ2) −→ E
u(y; ǫ1)
is well-defined and uniformly Ho¨lder. Notice that Ĥsx,y(Λ̂
u
x(ǫ2)) ⊂ Λ̂
u
y(ǫ1) for any x ∈ Λ and any
y ∈ Λ ∩W sǫ1(x).
Thus, instead of dealing with sets of the form Λ ∩ BuT (φ−T (y), ǫ) in Lemma 4.1, it is enough
to prove the analogous statements for sets of the form Λ ∩ Bupt0(f
−p(y), ǫ), p ≥ 1, which in turn
combined with the local uniform Lipschitzness of the maps expuy leads to analogous statements
for sets of the form Λ̂uf−p(y)(ǫ) ∩ B̂
u
p (f
−p(y), ǫ).
Recall the maps Fx from Theorem 3.1. For the proof of Lemma 4.1 we will also need the sets
B˜up (z, ǫ) = {u ∈ E
u(z) : ‖dfˆpz (0) · u‖ ≤ ǫ} , Λ˜
u
x = Fx(Λ̂
u
x(ǫ2)) ⊂ E
u(x; 2ǫ2) ,
and the maps H˜sx,y = Fy ◦ Ĥ
s
x,y ◦ (Fx)
−1 : Eu(x; ǫ′2) −→ E
u(y; ǫ1) . Clearly we can take ǫ
′
2 ∈ (0, ǫ2]
independent of x and y so that the above is well-defined and uniformly Ho¨lder for any x ∈ Λ and
any y ∈ Λ ∩W sǫ1(x). Moreover we have H˜
s
x,y(Λ˜
u
x(ǫ
′
2)) ⊂ Λ˜
u
y (ǫ2) . Another property of the sets Λ˜
u
x
is contained in the following immediate consequence of Theorem 3.1.
Corollary 4.3. For any x ∈ Λ, any ǫ ∈ (0, ǫ2/2] and any p ≥ 1, setting xp = f
−p(x) we have
dfˆpxp(0)(Λ˜
u
xp(ǫ)∩ B˜
u
p (xp, ǫ)) ⊂ Λ˜
u
x(ǫ) . More generally, dφt(x) · Λ˜
u
x(ǫ) ⊂ Λ˜
u
φt(x)
(ǫ) for all x ∈ Λ, t ≤ 0
and ǫ ∈ (0, ǫ2].
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The following lemma is rather important for the proof of the central Lemma 4.1. It describes
some sort of a ‘tangent bundle’ EuΛ(x) (x ∈ Λ) to the set Λ which is dφt-invariant and has some
continuity properties, as well.
Given x ∈ Λ, let mx ≥ 1 be the minimal integer such that there exists ǫ(x) ≤ ǫ2 with
dim(span(Λ˜ux(δ))) = mx for all 0 < δ ≤ ǫ(x). Then the linear subspace E
u
Λ(x) = span(Λ˜
u
x(δ)) is the
same for all δ ∈ (0, ǫ(x)]. Corollary 4.3 shows that mφt(x) = mx and dφt(x)(E
u
Λ(x)) = E
u
Λ(φt(x))
for all x ∈ Λ and t ∈ R.
Lemma 4.4. There exists an integer m such that mx = m for any x ∈ Λ. Moreover, for any
x ∈ Λ we have EuΛ(x) = span(Λ˜
u
x(ǫ
′
2)), where ǫ
′
2 > 0 is as above, and there exists ǫ = ǫ(x) ∈ (0, ǫ0)
such that EuΛ(y) depends continuously on y ∈W
s
ǫ (x) ∩ Λ.
Proof of Lemma 4.4. Setm = minx∈Λmx and let y ∈ Λ be such thatmy = m. Let ǫ = ǫ(y) ∈ (0, ǫ2]
be small enough so that EuΛ(y) = span(Λ˜
u
y (δ)) for all δ ∈ (0, ǫ]. Let v1, . . . , vm ∈ Λ˜
u
y (ǫ) be a linear
basis in EuΛ(y). Assume that 0 < δ < min{ǫ2/6, ǫ/6}, where ǫ2 ∈ (0, ǫ1/(2C1)] is as in the proof
of Theorem 3.1. We will now use the map Gyx = (expuy)
−1 ◦ expux : E
u(x; ǫ1) −→ E
u(y; ǫ0) and
formula (3.10) from that proof.
Let x ∈ Λ ∩ W uδ (y). We will show that mx ≤ m, so we must have mx = m. Setting
η = (expuy)
−1(x), (3.14) holds for any u ∈ Eu(x; ǫ2). Clearly η ∈ Λ̂
u
y(δ), so Fy(η) ∈ Λ˜
u
y(2δ)
(since by Theorem 3.1 (b), ‖Fy(η)‖ ≤ 2‖η‖). Thus, Fy(η) is a linear combination of the vectors
v1, . . . , vm. Given u
′ ∈ Λ˜ux(δ), we have u
′ = Fx(u) for some u ∈ Λ̂
u
x(2δ). Then G
y
x(u) ∈ Λ̂uy(3δ),
so Fy(G
y
x(u)) ∈ Λ˜uy(6δ) ⊂ Λ˜
u
y(ǫ), and therefore Fy(G
y
x(u)) is a linear combination of the vectors
v1, . . . , vm. Thus, u
′ = Fx(u) = dG
x
y(η) ◦ Ly,η (Fy ◦G
y
x(u)− Fy(η)) is a linear combination of the
vectors wj = dG
x
y(η) ◦ Ly,η · vj (j = 1, . . . ,m), so dim(span(Λ˜
u
x(δ))) ≤ m. Hence mx ≤ m, and
therefore mx = m. Moreover, it follows from this argument that span(Λ˜
u
x(δ)) = E
u
Λ(x) for any
x ∈ Λ ∩W uδ (y) and any 0 < δ < min{ǫ2/6, ǫ/6}.
We now claim that mz = m for any z ∈ Λ. Assume that mz > m for some z ∈ Λ, and
take ǫ′ ∈ (0, ǫ2] so small that span(Λ˜
u
z (ǫ
′′)) = EuΛ(z) for all ǫ
′′ ∈ (0, ǫ′]. Let u1, . . . , umz ∈ Λ˜
u
z (ǫ
′)
be a linear basis in EuΛ(z). Take µ ∈ (0, ǫ
′
2] so small that for any z
′ ∈ W sµ(z) ∩ Λ the vectors
uj(z
′) = H˜sz,z′(uj) (j = 1, . . . ,mz) are linearly independent in E
u(z′). By Corollary 4.3 these
vectors belong to Λ˜uz′(ǫ2). Let y ∈ Λ and ǫ = ǫ(y) > 0 be as above and let 0 < δ < min{ǫ2/6, ǫ/6}.
It is well-known (see e.g. [KH]) that if T > 0 is sufficiently large, then φt(W
u
δ (y))∩W
s
µ(z) 6= ∅ for
any t ≥ T . Take T > 0 with this property so that eαT /C > ǫ2. Then for some x ∈W
u
δ (y)∩Λ and
some t ≥ T we have z′ = φt(x) ∈W
s
µ(z)∩Λ. The choice of T and t ≥ T imply dφt(x)(E
u(x; δ)) ⊃
Eu(z′; ǫ2), so by Corollary 4.3, dφt(x)(Λ˜
u
x(δ)) ⊃ Λ˜
u
z′(ǫ2). Since dim(span(Λ˜
u
x(δ))) = m, we now
get dim(span(Λ˜uz′(ǫ2))) = m, a contradiction with the linear independence of the vectors uj(z
′) =
H˜z
′
z (uj) (j = 1, . . . ,mz) and mz > m. Thus, mz = m for all z ∈ Λ.
Using the above notation (with mz = m), by the previous argument, for any z
′ ∈ W sµ(z) ∩ Λ
the vectors uj(z
′) = H˜sz,z′(uj) (j = 1, . . . ,m) provide a basis for E
u
Λ(z
′), so the latter depends
continuously on z′. Moreover, repeating the above argument we can see that dim(span(Λ˜uz (ǫ
′
2))
cannot exceed m, so we must have span(Λ˜uz (ǫ
′
2)) = E
u
Λ(z). The same argument can be applied to
any z′′ ∈W sµ(z) ∩ Λ.
Proof of Lemma 4.1. Notice that if x ∈ Λ and z = xp = f
−p(x) for some p ≥ 0, then for any
ǫ ∈ (0, ǫ2] we have
Λ˜uz (ǫ/2) ∩ B˜
u
p (z, ǫ/2) ⊂ Fz(Λ̂
u
z (ǫ) ∩ B̂
u
p (z, ǫ)) ⊂ Λ˜
u
z (2ǫ) ∩ B˜
u
p (z, 2ǫ) .(4.6)
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(a) Let x ∈ Λ. Given y ∈ Λ and an integer p ≥ 0, set yp = f
−p(y) ∈ Λ. According to (4.6), it
is enough to prove the following
Sublemma 4.5. For any 0 < δ ≤ ǫ ≤ ǫ′2/2 there exist a constant D = D(x, δ, ǫ) > 0 and an open
neighbourhood V0 of x in W
s
ǫ0(x)∩Λ such that ℓ
(
Λ˜uyp(ǫ) ∩ B˜
u
p (yp, ǫ)
)
≤ D ℓ
(
Λ˜uyp(δ) ∩ B˜
u
p (yp, δ)
)
for any y ∈ V0 and any integer p ≥ 0.
Proof of Sublemma 4.5. Choose ǫ(x) ∈ (0, ǫ′2] so that E
u
Λ(y) depends continuously on y ∈
W sǫ(x)(x)∩Λ. For any y ∈W
s
ǫ(x)(x)∩Λ choose and fix an orthonormal basis e1(y), e2(y), . . . , em(y)
in EuΛ(y) which depends continuously on y.
Let 0 < δ ≤ ǫ ≤ ǫ′2/2. By the definition of E
u
Λ(x) and Lemma 4.4, there exist u1, u2, . . . , um ∈
Λ˜ux(δ/2) which are linearly independent. Set ∆ = ∆(x, δ) = Volm[u1, u2, . . . , um] > 0 , where
[u1, u2, . . . , um] denotes the parallelepiped in E
u
Λ(x) determined by the vectors u1, . . . , um, and
uj(y) = H˜
s
x,y(uj) for any j = 1, . . . ,m. Choose an open neighbourhood V0 of x in W
s
ǫ(x)(x) ∩ Λ
such that
Volm[u1(y), u2(y), . . . , um(y)] ≥
∆
2
, y ∈ V0 ,(4.7)
and
‖uj‖
2
≤ ‖uj(y)‖ ≤ 2‖uj‖ , y ∈ V0 , 1 ≤ j ≤ m .(4.8)
Then uj(y) ∈ Λ̂
u
y(δ) for all j = 1, . . . ,m. Let Ly = L(x, y, δ) : E
u
Λ(y) −→ E
u
Λ(y) be the linear
operator such that Lyuj(y) = ej(y) for all j = 1, . . . ,m. It follows from (4.7) and (4.8) that there
exists a constant b = b(x, δ) > 0 (determined by ∆ and ‖u1‖, . . . , ‖um‖) such that ‖Ly‖ ≤ b for
all y ∈ V0.
Fix for a moment y ∈ V0. Consider an arbitrary integer p ≥ 1 and set z = f
−p(y) ∈ Λ. Given
v ∈ Λ˜uz (ǫ) ∩ B˜
u
p (z, ǫ), we have ‖dfˆ
p
z (0) · v‖ ≤ ǫ ≤ ǫ2/2, so by Corollary 4.3 and Lemma 4.4, we
have u = dfˆpz (0) · v ∈ Λ˜uy(ǫ) ⊂ E
u
Λ(y). Consequently, u =
∑m
s=1 cs us(y) for some real numbers cs,
so Lyu =
∑m
s=1 csLy(us(y)) =
∑m
s=1 cses(y) . Thus,
√∑m
s=1 c
2
s = ‖Lyu‖ ≤ ‖Ly‖ ‖u‖ ≤ ǫ b , and so
|cs| ≤ ǫ b for all s = 1, . . . ,m. Since vj = dfˆ
−p
y (0) · uj(y) ∈ Λ˜
u
z (δ) ∩ B˜
u
p (z, δ) for all j = 1, . . . ,m,
it now follows that
‖v‖ = ‖dfˆ−py (0) · u‖ =
∥∥∥∥∥
m∑
s=1
cs dfˆ
−p
y (0) · us(y)
∥∥∥∥∥ ≤ mǫ b max1≤s≤m ‖vs‖ ≤ mǫ b ℓ(Λ˜uz (δ) ∩ B˜up (z, δ)) .
Hence ℓ
(
Λ˜uz (ǫ) ∩ B˜
u
p (z, ǫ)
)
≤ Dℓ
(
Λ˜uz (δ) ∩ B˜
u
p (z, δ)
)
, where D = D(x, δ, ǫ) = mǫ b. This con-
cludes the proof of the Sublemma and thus the proof of part (a) in Lemma 4.1.
Proof of Lemma 4.1(b). We will essentially repeat the argument in the proof of Sublemma 4.5. As
before, it is enough to prove the analogous statement for sets of the form Λ˜uf−p(x)(ǫ)∩B˜
u
p (f
−p(x), ǫ).
Choose ǫ(x) as before and for each y ∈ W uǫ(x)(x) ∩ Λ an orthonormal basis {ej(y)} in E
u
Λ(y)
depending continuously on y. Let 0 < ǫ ≤ ǫ′2/2 and ρ ∈ (0, 1). As in the proof of the Sublemma,
there exists a basis u1, u2, . . . , um in E
u
Λ(x) with uj ∈ Λ˜
u
x(ǫ/2) for all j = 1, 2, . . . ,m. Let Ly =
L(x, ǫ) : EuΛ(y) −→ E
u
Λ(y) be the linear operator such that Lyuj(y) = ej(y) for all j = 1, . . . ,m,
where uj(y) are defined as in the proof of the Sublemma. Choose V0 and b = b(x, ǫ) > 0 as
before, replacing δ by ǫ. Let 0 < δ ≤ min
{
ǫ, ρmb
}
. Then given y ∈ V0 and an integer p ≥ 1,
set z = f−p(y) ∈ Λ. As in the proof of the Sublemma, for v ∈ Λ˜uz (δ) ∩ B˜
u
p (z, δ) one obtains
‖v‖ ≤ mδ b ℓ(Λ˜uz (ǫ) ∩ B˜
u
p (z, ǫ)). Thus, ℓ(Λ˜
u
z (δ) ∩ B˜
u
p (z, δ)) ≤ ρ ℓ(Λ˜
u
z (ǫ) ∩ B˜
u
p (z, ǫ)).
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5 Proof of Theorem 1.1
Let again M be a C2 complete Riemann manifold, φt be a C
2 flow on M , and let Λ a basic set
for φt. Throughout we assume that φt and Λ satisfy the conditions (LUPC) and (I) from the
Introduction.
The proof of Theorem 1.1 is a generalization of what we did under the pinching condition
(P) in sections 3 and 4. As before, given x ∈ Λ and ǫ > 0, we have to deal with diameters
of sets of the form f−p(Λ ∩ B(x, ǫ)) (p ≥ 1), where f = φt0 for some sufficiently large t0 > 0.
Obviously, going backwards along the flow, the greatest expansion occurs in the direction of
vectors in Eu1 , so the diameter of f
−p(Λ∩B(x, ǫ)) would be comparable with that of its ‘projection’
πu,1(f−p(Λ ∩B(x, ǫ))) to the corresponding leaf of W u,1 (see Lemma 5.1 below). The behaviour
of dφt on E
u
1 (and that of φt on W
u,1) is very similar to what we had in sections 3 and 4, and we
use the arguments from there to compare diameters of sets of the form πu,1(f−p(Λ ∩B(x, ǫ))).
We now proceed with the proof of Theorem 1.1.
Notice that, since the splitting Eu1 (x) ⊕ E
u
2 (x) depends continuously on x and Λ is compact,
the angle between Eu1 (x) and E
u
2 (x) is uniformly bounded below by a positive constant. So, the
local submanifolds W u,1ǫ0 (x) and W
u,2
ǫ0 (x) of W
u
ǫ0(x) are (uniformly) transversal. Moreover, taking
ǫ1 ∈ (0, ǫ0] and ǫ2 ∈ (0, ǫ1] sufficiently small, for any y, z ∈ W
u
ǫ1(x) ∩ Λ with d(y, z) ≤ ǫ2, the
submanifolds W u,1ǫ1 (y) and W
u,2
ǫ1 (z) of W
u
ǫ0(x) are transversal and of complementary dimension,
and intersect at a single point [y, z]ux = W
u,1
ǫ1 (y) ∩W
u,2
ǫ1 (z) . It follows immediately that the so
defined local product has the usual invariance, namely φt([y, z]
u
x) = [φt(y), φt(z)]
u
φt(x)
for t ≤ 0.
However, in general [y, z]ux does not have to belong to Λ. We can now define the projection
πu,1x :W uǫ2(x) ∩ Λ −→W
u,1
ǫ1 (x) along W
u,2 by πu,1x (y) = [x, y]ux.
In what follows for any u ∈ Eu(x), x ∈ Λ, we will use the notation u = u1 + u2, where
ui ∈ E
u
i (x) for i = 1, 2. Setting ‖u‖
′ = max{‖u1‖, ‖u2‖} defines a norm on E
u(x) equivalent to
the original norm ‖u‖ defined by the Riemann metric on M . For a non-empty subset X of Eu(x)
let diam′(X) be the diameter of X with respect to ‖ · ‖′.
Fix an arbitrary and sufficiently large t0 > 0 as in section 3 and set f = φt0 . Then f is
a partially hyperbolic diffeomorphism with respect to the invariant splitting E(x) = Es(x) ⊕
(E0(x) ⊕ Eu1 (x)) ⊕ E
u
2 (x) with E
c(x) = E0(x) ⊕ Eu1 (x), and it follows from Theorem A
′ in
[PSW] that the local holonomy maps along the lamination W u,2 through Λ are θ-Ho¨lder for some
sufficiently small θ > 0. In particular, the projections πu,1x are uniformly continuous, and it follows
from this that if {xm} and {ym} are sequences in Λ with ym ∈ W
u
ǫ2(xm) for all m, xm → x ∈ Λ
and ym → y ∈W
u
ǫ2(x) as m→∞, then π
u,1
xm(ym)→ π
u,1
x (y) as m→∞.
Assuming that ǫ0 > 0 is sufficiently small, for each x ∈ Λ there exists a C
2 diffeomorphism
Φx : E
u(x; ǫ0) −→ W
u
ǫ0(x) such that (Φx)|Eui (x;ǫ0) : E
u
i (x; ǫ0) −→ W
u,i
ǫ0 (x) is the corresponding
exponential map for i = 1, 2. We can choose Φx in such a way that the diffeomorphism (exp
u
x)
−1 ◦
Φx has uniformly bounded derivatives, so in particular if C > 0 is sufficiently large, then
1
C ‖u−v‖ ≤ d(Φx(u),Φx(v)) ≤ C ‖u−v‖ for all x ∈ Λ, u, v ∈ E
u(x; ǫ0). Moreover, since the leaves
of the distribution W u,2 are C1 in W u, assuming again that ǫ0 > 0, ǫ1 ∈ (0, ǫ0] and ǫ2 ∈ (0, ǫ1]
are sufficiently small and the constant C > 0 is sufficiently large, for every x ∈ Λ and every
y ∈ Λ ∩W uǫ2(x) we have
‖v1‖
C
≤ d(πu,1x (y), x) ≤ C‖v1‖ , v = (v1, v2) = (Φx)
−1(y) .(5.1)
Next, assuming that ǫ1 ∈ (0, ǫ0] is sufficiently small for any x ∈ Λ the map
fˆx = (Φf(x))
−1 ◦ f ◦Φx : E
u(x; ǫ1) −→ E
u(f(x); ǫ0)
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is well-defined and therefore C2. It is important to notice that
fˆx(E
u
i (x; ǫ1)) ⊂ E
u
i (f(x); ǫ0) , i = 1, 2.
As in section 3, for any y ∈ Λ and any integer k ≥ 1 we will use the notation
fˆky = fˆfk−1(y) ◦ . . . ◦ fˆf(y) ◦ fˆy , fˆ
−k
y = (fˆf−k(y))
−1 ◦ . . . ◦ (fˆf−2(y))
−1 ◦ (fˆf−1(y))
−1 ,
at any point where these sequences of maps are well-defined. Finally, for x ∈ Λ and ǫ ∈ (0, ǫ0] set
Λ̂ux(ǫ) = {u ∈ E
u(x; ǫ) : Φx(u) ∈ Λ} .
As before we have fˆ−1x (Λ̂
u
x(ǫ)) ⊂ Λ̂
u
f−1(x)(ǫ).
Lemma 5.1. For any ǫ ∈ (0, ǫ1] there exists ωǫ > 0 such that for every x ∈ Λ there exists u ∈ Λ̂
u
x(ǫ)
with ‖u1‖ ≥ ωǫ.
Proof. Let ǫ ∈ (0, ǫ1]. According to (5.1), it is enough to show that there exists ω
′
ǫ > 0 such that
for every x ∈ Λ there exists y ∈ Λ ∩W uǫ1(x) with d(x, π
u,1
x (y)) ≥ ω′ǫ. Assuming this is not so,
for every integer m ≥ 1 there exists xm ∈ Λ with d(xm, π
u,1
xm(y)) ≤ 1/m for all y ∈ Λ ∩W
u
ǫ (xm).
We may assume xm → x ∈ Λ as m → ∞. The condition (I) implies that there exists y ∈
Λ ∩ W uǫ/2(x) \ W
u,2
ǫ/2 (x). Then z = π
u,1
x (y) 6= x. Setting ym = H
s
x,xm(y), where H
s
x,xm is the
local stable holonomy map (see section 2), we have ym ∈ Λ ∩W
u
ǫ (xm) for all sufficiently large m
and ym → y as m → ∞. Hence π
u,1
xm(ym) → π
u,1
x (y) = z, so for all sufficiently large m we have
d(πu,1xm(ym), xm) > d(z, x)/2 > 0. This is a contradiction with d(π
u,1
xm(ym), xm) ≤ 1/m implicated
by the choice of xm.
Next, for any y ∈ Λ, ǫ ∈ (0, ǫ2] and p ≥ 1 set
Bˇu,1p (y, ǫ) = {v1 ∈ E
u
1 (y; ǫ) : ∃v = (v1, v2) ∈ Λ̂
u
y (ǫ) with ‖fˆ
p
y (v)‖
′ ≤ ǫ} ,
and B̂up (y, ǫ) = {v ∈ E
u(y; ǫ) : ‖fˆpy (v)‖′ ≤ ǫ}. Clearly,
diam′(Bˇu,1p (y, ǫ)) ≤ diam
′(B̂up (y, ǫ) ∩ Λ̂
u
y(ǫ)) .(5.2)
The following consequence of Lemma 5.1 is derived by using some well-known arguments (see
e.g. Appendix A.1 in [BR]).
Lemma 5.2. Choosing ǫ1 > 0 sufficiently small, for any ǫ ∈ (0, ǫ1] there exists an integer pǫ ≥ 1
such that
diam′(B̂up (y, ǫ) ∩ Λ̂
u
y(ǫ)) ≤ diam
′(Bˇu,1p (y, ǫ))(5.3)
for every y ∈ Λ and every integer p ≥ pǫ.
Proof. Fix constants λ1 < µ2 such that e
β t0 < λ1 < µ2 < e
α2 t0 . Using Taylor’s formula, there
exists a constant D > 0 such that
‖fˆ−1x (u)− fˆ
−1
x (v)− dfˆ
−1
x (v) · (u− v)‖ ≤ D ‖u− v‖
2 , x ∈ Λ , u, v ∈ Eu(x; ǫ0) .(5.4)
Take ǫ1 ∈ (0, ǫ0] such that Dǫ1 < min{1/µ2 − e
−α2t0 , e−βt0 − 1/λ1}. Given ǫ ∈ (0, ǫ1], let
ωǫ > 0 be as in Lemma 5.1 and let pǫ ≥ 1 be the least integer so that (µ2/λ1)
pǫ ≥ ǫ/ωǫ.
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Setting fˆ−1x (u) = ((fˆ
−1
x )
(1)(u), (fˆ−1x )
(2)(u)), for any x ∈ Λ and u ∈ Eu(x; ǫ0), (5.4) implies
fˆ−1x (u)− fˆ
−1
x (u1, 0) = dfˆ
−1
x (u1, 0) · (0, u2) + v ,
where ‖v‖ ≤ D ‖u2‖
2. Comparing the Eu2 -coordinates and using the choice of ǫ1 gives
‖(fˆ−1x )
(2)(u)‖ ≤ ‖dfˆ−1x (u1, 0) · (0, u2)‖+ ‖v2‖ ≤
‖u2‖
eα2t0
+D‖u2‖
2 ≤
‖u2‖
µ2
.
In a similar way one gets ‖(fˆ−1x )
(1)(u)‖ ≥
‖u1‖
λ1
.
Let y ∈ Λ and p ≥ pǫ be an integer. Let w = (w1, w2) ∈ B̂
u
p (y, ǫ) ∩ Λ̂
u
y(ǫ) be such that ‖w‖
′ is
the maximal possible. Since w1 ∈ Bˇ
u,1
p (y, ǫ), if ‖w1‖ ≥ ‖w2‖, then ‖w1‖ ≥ ‖w‖
′, and so (5.3) is
trivially satisfied in this case.
Assume that ‖w1‖ < ‖w2‖; then ‖w‖
′ = ‖w2‖. Set x = f
p(y) and ζ = fˆpy (w); then ζ ∈ Λ̂ux(ǫ).
By Lemma 5.1 there exists u ∈ Λ̂ux(ǫ) with ‖u1‖ ≥ ωǫ. Now ‖ζ‖ ≤ ǫ implies ‖u1‖ ≥ (ωǫ/ǫ) ‖ζ2‖,
and it follows from above that
‖(fˆ−1x )
(1)(u)‖ ≥
‖u1‖
λ1
≥
(ωǫ/ǫ)‖ζ2‖
λ1
≥ (ωǫ/ǫ)
(
µ2
λ1
)
‖(fˆ−1x )
(2)(ζ)‖ .
Using this argument by induction, for v = fˆ−px (u) ∈ B̂up (y, ǫ) ∩ Λ̂
u
y(ǫ) we get
‖v1‖ ≥ (ωǫ/ǫ) (µ2/λ1)
p ‖w2‖ ≥ ‖w2‖ .
Thus, diam′(Bˇu,1p (y, ǫ)) ≥ ‖v1‖ ≥ ‖w‖
′ = diam′(B̂up (y, ǫ) ∩ Λ̂
u
y(ǫ)).
To prove Theorem 1.1, it remains to compare diameters of sets of the form Bˇu,1p (y, ǫ). As in
section 4, the main step is the following lemma whose proof follows the arguments from sections
3 and 4 with some small modifications. For completeness we sketch its proof in the Appendix
omitting most of the details.
Lemma 5.3. There exists a constant ǫ3 ∈ (0, ǫ2] with the following properties:
(a) For any x ∈ Λ and any 0 < δ ≤ ǫ ≤ ǫ3 there exist a constant R = R(x, δ, ǫ) > 0 and an
open neighbourhood V0 = V0(x, δ) of x in W
s
ǫ0(x) ∩ Λ such that
diam
(
Bˇu,1p (f
−p(y), ǫ)
)
≤ R diam
(
Bˇu,1p (f
−p(y), δ)
)
(5.5)
for any y ∈ V0 and any integer p ≥ 1.
(b) For any x ∈ Λ and any 0 < ǫ ≤ ǫ3 there exists an open neighbourhood V0 = V0(x, ǫ) of x
in W sǫ0(x) ∩ Λ with the following property: for any ρ ∈ (0, 1) there exists δ ∈ (0, ǫ] such that for
any y ∈ V0 and any integer p ≥ 1 we have diam
(
Bˇu,1p (f−p(y), δ)
)
≤ ρdiam
(
Bˇu,1p (f−p(y), ǫ)
)
.
Proof of Theorem 1.1. As in section 4, we first derive the existence of a constant ǫˆ0 ∈ (0, ǫ3] with
the following properties:
(i) For any x ∈ Λ and any 0 < δ ≤ ǫ ≤ ǫˆ0 there exist a constant Rx = R(x, δ, ǫ) > 0 and an
open neighbourhood Ox of x in Λ such that ℓ
(
Bˇu,1T (z, ǫ)
)
≤ Rx ℓ
(
Bˇu,1T (z, δ)
)
for any z ∈ Λ and
T > 0 with φT (z) ∈ Ox. Here
Bˇu,1T (z, ǫ) = {v1 ∈ E
u
1 (z; ǫ) : ∃v = (v1, v2) ∈ Λ̂
u
z (ǫ) with ‖Φ
−1
φT (z)
◦ φT ◦ Φz(v)‖
′ ≤ ǫ} .
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(ii) For any x ∈ Λ, any 0 < ǫ ≤ ǫˆ0 and any ρ ∈ (0, 1) there exist δ ∈ (0, ǫ) and an open
neighbourhood Ox of x in Λ such that ℓ
(
Bˇu,1T (z, δ)
)
≤ ρ ℓ
(
Bˇu,1T (z, ǫ)
)
for any z ∈ Λ and T > 0
with φT (z) ∈ Ox.
Next, fix ǫˆ0 > 0 as above.
(a) Let 0 < δ ≤ ǫ ≤ ǫˆ0. It follows from (i) above that for any x ∈ Λ there exist a constant Rx =
R(x, δ, ǫ) > 0 and an open neighbourhood Ox of x in Λ such that ℓ(Bˇ
u,1
T (z, ǫ)) ≤ Rx ℓ(Bˇ
u,1
T (z, δ))
for any z ∈ Λ and T > 0 with φT (z) ∈ Ox. Since Λ is compact, there exist finitely many
neighbourhoods Ox1 , . . . ,Oxm covering Λ. Then R = 2max1≤j≤mRxj > 0 satisfies (5.5).
The proof of part (b) in the definition of regular distortion along unstable manifolds is similar
and we omit it.
6 Appendix: Proof of Lemma 5.3
We will use the notation from section 5. Clearly, what enables us to use the arguments from
sections 3 and 4 is the pinching condition on the spectrum of dφt over the bundle E
u
1 (x), and also
the invariance of Eu1 (y), [y, z]
u
y and Λ̂
u
y(ǫ) under fˆ
−1
y .
Set
Λu,1y (ǫ) = {π
u,1
y (z) : z ∈ Λ ∩W
u
ǫ (y)} ⊂W
u,1
ǫ (y) , Λ̂
u,1
y = (Φy)
−1(Λu,1y (ǫ2)) .
It is important properties to notice that f−1(Λu,1y (ǫ)) ⊂ Λ
u,1
f−1(y)
(ǫ) and
fˆ−1y (Λ̂
u,1
y (ǫ)) ⊂ Λ̂
u,1
f−1(y)
(ǫ) .(6.1)
Notice that a set of the form Bˇu,1p (y, ǫ) is not necessarily a subset of Λ̂uy(ǫ), however it is
contained in Φ−1y (Λ
u,1
y (ǫ)). For 0 < ǫ ≤ ǫ2, y ∈ Λ and p ≥ 0, the set
B̂u,1p (y, ǫ) = {Φ
−1
y (π
u,1
y (z)) : z ∈ Λ ∩W
u
ǫ (y) , ‖fˆ
p
y (Φ
−1
y (z))‖ ≤ ǫ} ⊂ Λ̂
u,1
y (ǫ)
does not coincide with Bˇu,1p (y, ǫ), however it follows from (5.1) that
1
2C
diam(Bˇu,1p (y, ǫ)) ≤ B̂
u,1
p (y, ǫ) ≤ 2C Bˇ
u,1
p (y, ǫ) .
So, it is enough to compare diameters of sets of the form B̂u,1p (y, ǫ).
Next, notice that
‖fˆpy (v)‖ ≤ C
2ǫ ∀v ∈ B̂u,1p (y, ǫ) .(6.2)
Given x0 ∈ Λ and x ∈ W
u,1
ǫ (x0), set E
u
1 (x) = Tx(W
u,1
ǫ (x0)), and notice that dfˆ
−1
x (0) · E
u
1 (x) =
Eu1 (f
−1(x)).
Using the arguments in section 3 (and the proof of Lemma 3.3 above) one derives the following:
Lemma 6.1 Choosing ǫ2 ∈ (0, ǫ1/2] sufficiently small, for any x0 ∈ Λ and any x ∈ W
u,1
ǫ2 (x0) we
have the following:
(a) For every u ∈ Eu1 (x; ǫ2) there exists Fx(u) = limp→∞
dfˆp
f−p(x)
(0) · fˆ−px (u) ∈ E
u
1 (x; 2ǫ2) .
Moreover, there exists a constant C1 > 0 such that ‖Fx(u) − dfˆ
p
f−p(x)
(0) · fˆ−px (u)‖ ≤ C1 γ
p ‖u‖2
for any u ∈ Eu1 (x, ǫ2) and any integer p ≥ 0.
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(b) The maps Fx : E
u
1 (x; ǫ2) −→ Fx(E
u
1 (x; ǫ2)) ⊂ E
u
1 (x; 2ǫ2) are C
1 diffeomorphisms with
uniformly bounded derivatives.
(c) For any integer q ≥ 1 we have dfˆ−qx (0) ◦ Fx(v) = Ff−q(x) ◦ fˆ
−q
x (v) for any v ∈ Eu1 (x; ǫ2).
(d) For any ξ, u ∈ Eu1 (x; ǫ2/2) there exist the limits Lx,ξ = limp→∞
dfˆp
f−p(x)
(fˆ−px (ξ))◦dfˆ
−p
x (0) and
Fx,ξ(u) = lim
p→∞
dfˆp
f−p(x)
(fˆ−px (ξ)) ◦ fˆ
−p
x (u) . Moreover, for the linear map Lx,ξ : E
u
1 (x) −→ E
u
1 (x)
we have ‖Lx,ξ‖ ≤ 2, and Fx,ξ(u) = Lx,ξ ◦ Fx(u).
(e) For any t ≥ 0 and any u ∈ Eu1 (x; ǫ2) we have Fx(u) = limt→∞ dφt(φ−t(x)) · φˆx,−t(u) and
dφ−t(x) · Fx(u) = Fφ−t(x)(φˆx,−t(u)) , where φˆx,t = (exp
u
φt(x)
)−1 ◦ φt ◦ exp
u
x.
We omit the proof, since it is almost an one-to-one repetition of the proofs of Lemma 3.3 and
Theorem 3.1.
Set Λ˜u,1x = Fx(Λ̂
u,1
x (ǫ2)) ⊂ E
u
1 (x; 2ǫ2) for any x ∈ Λ. Then, using (6.1) we get
dfˆ−1x (0)(Λ˜
u,1
x (ǫ)) ⊂ Λ˜
u,1
f−1(x)
(ǫ) ,(6.3)
and more generally dφt(x)(Λ˜
u,1
x (ǫ)) ⊂ Λ˜
u,1
φt(x)
(ǫ) for any t ≤ 0 and ǫ ∈ (0, ǫ2].
It follows from (LUPC) that the distribution Es(x) ⊕ E0(x) ⊕ Eu1 (x) is integrable (see e.g.
[Pes]), so assuming ǫ1 > 0 is sufficiently small, there exist a family of invariant C
2 manifolds
W scǫ1 (x), x ∈ Λ, tangent to this distribution.
Next, recall the local stable holonomy maps Hsx,y : W
u
ǫ1(x)∩Λ −→W
u
ǫ0(y)∩Λ (y ∈ Λ∩W
s
ǫ0(x))
from section 2. Unlike the case considered in sections 3 and 4, here there is no natural way to
define a continuous map3 from Λ˜u,1x (ǫ2) into Λ˜
u,1
y (ǫ1). However, we have the following simple
lemma which is enough to use the arguments from section 4 in the present situation.
Lemma 6.2. Assuming ǫ2 ∈ (0, ǫ1/2] is sufficiently small, for every δ ∈ (0, ǫ2], there exists
δ′ ∈ (0, ǫ] such that for any y ∈ W sδ′(x) ∩ Λ and any u ∈ Λ˜
u,1
x (ǫ2) there exists v ∈ Λ˜
u,1
y (ǫ1) with
dist(u, v) < δ, where dist is the distance on TM induced by the Riemann metric.
Proof of Lemma 6.2. It is enough to deal with elements of Λu,1x (ǫ2) = π
u,1
x (W uǫ (x)∩Λ) and Λ
u,1
y (ǫ0).
Given x ∈ Λ, let πx : B(x, ǫ1) ∩ Λ −→ W
sc
ǫ0 (x) be the projection along leaves of W
u,2. It is
well-known (see e.g. [Pes] or [HPS]) that πx is uniformly (Ho¨lder) continuous, so given δ > 0,
there exists δ′′ > 0 such that if z′ ∈ W scδ′′ (z) ∩ Λ for some z ∈ Λ, then d(πx(z), πx(z
′)) < δ. Now
take δ′ > 0 so small that if y ∈W sδ′(x) ∩ Λ, then d(z,H
s
x,y(z)) < δ
′′ for any z ∈W uǫ1(x) ∩ Λ.
With this choice of δ′, let y ∈ W sδ′(x) ∩ Λ. Given any x
′ ∈ Λu,1x (ǫ2), we will show that there
exists y′ ∈ Λu,1y (ǫ1) with d(x
′, y′) < δ. Indeed, there exists ξ ∈ W uǫ1(x) ∩ Λ with x
′ = πu,1x (ξ).
Setting η = Hsx,y(ξ) and y
′ = πu,1y (η), we get η ∈ W uǫ1(y) ∩ Λ, so y
′ ∈ Λu,1y (ǫ1). Moreover,
d(ξ, η) < δ′′, so d(x′, y′) = d(π(ξ), π(η)) < δ.
For x ∈ Λ and y ∈ Λ∩W uǫ2(x) (with a global sufficiently small constant ǫ2 > 0, as always), let
πyx be the projection along W u,2 leaves from W
u,1
ǫ2 (x) to W
u,1
ǫ1 (y). Initially, π
y
x is only defined on
{πu,1x (z) : z ∈ Λ∩W uǫ0(x)}. Moreover, the maps π
y
x are (uniformly) C1 (see Theorem 6.1 in [HPS]
or [Pes]), so taking ǫ2 > 0 sufficiently small and usingWhitney’s extension theorem, we can assume
that πyx has a C1 extension π
y
x : W
u,1
ǫ2 (x) −→ W
u,1
ǫ1 (y). Then, assuming that ǫ3 > 0 is sufficiently
small and y ∈ Λ ∩W uǫ3(x), define the map πˆ
y
x : Eu1 (x; ǫ2) −→ E
u
1 (y; ǫ1) by πˆ
y
x = (Φy)
−1 ◦ πyx ◦ Φx.
3Notice that the map (Φy)
−1
◦ H
s
x,y ◦ Φx does not necessarily send Λ̂
u,1
x (ǫ2) into Λ̂
u,1
y (ǫ1), since in general H
s
x,y
does not map W u,2 leaves into W u,2 leaves.
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We can assume that the constant C > 0 is taken so large that ‖πˆyx(u) − πˆ
y
x(v)‖ ≤ C ‖u − v‖ for
all u, v ∈ Eu1 (x; ǫ2) and all x, y as above.
In order to prove an analogue of Lemma 4.4 in the present situation we need the following
which is the analogue of formula (3.14).
Lemma 6.3. Let x ∈ Λ, y ∈ Λ ∩W uǫ3(x) and let η = πˆ
y
x(0). Then for any u ∈ Eu1 (x; ǫ2) we have
Fx(u) = dπˆ
y
x(η) ◦ Ly,η · [Fy(π˜
y
x(u))− Fy(η)] .
The proof is essentially a repetition of the proof of formula (3.14) with small modifications,
so we omit it.
Next, given x ∈ Λ, let mx ≥ 1 be the minimal integer such that there exists ǫ = ǫ(x) ≤ ǫ3 with
dim(span(Λ˜u,1x (δ))) = mx for all 0 < δ ≤ ǫ. Then the linear subspace E
u,1
Λ (x) = span(Λ˜
u,1
x (δ)) of
Eu1 (x) is the same for all δ ∈ (0, ǫ]. As in section 4, mx is φt-invariant, and using the argument
from the proof of Lemma 4.4 with minor modifications, we get the following.
Lemma 6.4. There exists an integer m such that mx = m for any x ∈ Λ. Moreover, we can choose
ǫ3 > 0 so that for any x ∈ Λ we have E
u,1
Λ (x) = span(Λ˜
u,1
x (ǫ3)) and there exists ǫ = ǫ(x) ∈ (0, ǫ3]
such that Eu,1Λ (y) depends continuously on y ∈W
s
ǫ (x) ∩ Λ.
For z ∈ Λ, ǫ ∈ (0, ǫ2] and an integer p ≥ 0 set B˜
u,1
p (z, ǫ) = Fz(B̂
u,1
p (z, ǫ)) ⊂ Λ˜
u,1
z (ǫ) .
As in the proof of Lemma 4.1, to prove part (a) of Lemma 5.3 we have to establish the
following.
Lemma 6.5. For any 0 < δ ≤ ǫ ≤ ǫ3/2 there exist a constant D = D(x, δ, ǫ) > 0 and an open
neighbourhood V0 of x in W
s
ǫ0(x) ∩ Λ such that ℓ
(
B˜up (yp, ǫ)
)
≤ D ℓ
(
B˜up (yp, δ)
)
for any y ∈ V0
and any integer p ≥ 0.
Proof of Lemma 6.5. Choose ǫ = ǫ(x) ∈ (0, ǫ3] so that E
u,1
Λ (y) depends continuously on y ∈
W sǫ (x)∩Λ. For any y ∈W
s
ǫ (x)∩Λ choose and fix an orthonormal basis e1(y), e2(y), . . . , em(y) in
Eu,1Λ (y) which depends continuously on y.
Let 0 < δ ≤ ǫ ≤ ǫ3/(4C
2). By the definition of Eu,1Λ (x) and Lemma 6.4, there exist
u1, u2, . . . , um ∈ Λ˜
u,1
x (δ/(2C2)) which are linearly independent. Set ∆ = Volm[u1, u2, . . . , um] > 0 ,
where [u1, u2, . . . , um] denotes the parallelepiped in E
u,1
Λ (x) determined by the vectors u1, . . . , um.
Using Lemma 6.2, choose an open neighbourhood V0 of x in W
s
ǫ (x) ∩ Λ such that for any
y ∈W sǫ (x) ∩ Λ there exist u1(y), . . . , um(y) ∈ Λ˜
u,1
y (δ/C2) with Volm[u1(y), u2(y), . . . , um(y)] ≥
∆
2
and
‖uj‖
2 ≤ ‖uj(y)‖ ≤ 2‖uj‖ for all y ∈ V0, 1 ≤ j ≤ m. Fix such uj(y) for any y ∈ V0 and let
Ly = L(x, y, δ) : E
u,1
Λ (y) −→ E
u,1
Λ (y) be the linear operator such that Lyuj(y) = ej(y) for all
j = 1, . . . ,m. It then follows that there exists a constant b = b(x, δ) > 0 (determined by ∆ and
‖u1‖, . . . , ‖um‖) such that ‖Ly‖ ≤ b for all y ∈ V0.
Fix for a moment y ∈ V0. Consider an arbitrary integer p ≥ 1 and set z = f
−p(y) ∈ Λ. Given
v ∈ B˜u,1p (z, ǫ), we have v = Fz(w) for some w ∈ B̂
u,1(z, ǫ), and it follows from Lemma 6.1(c)
and (6.2) that ‖dfˆpz (0) · v‖ = ‖dfˆ
p
z (0) · Fz(w)‖ = ‖Fy(fˆ
p
z (w))‖ ≤ 2‖fˆ
p
z (w)‖ ≤ 2C2ǫ ≤ ǫ3/2 . Now
B˜u,1p (z, ǫ) ⊂ Λ˜
u,1
z (ǫ) implies v ∈ Λ˜
u,1
z (ǫ), so u = dfˆ
p
z (0) · v ∈ Λ˜
u,1
y (2C2ǫ) ⊂ E
u,1
Λ (y). Consequently,
u =
∑m
s=1 cs us(y) for some real numbers cs, so Lyu =
∑m
s=1 csLy(us(y)) =
∑m
s=1 cses(y) . Thus,√∑m
s=1 c
2
s = ‖Lyu‖ ≤ ‖Ly‖ ‖u‖ ≤ 2C
2ǫ b , and so |cs| ≤ 2C
2ǫ b for all s = 1, . . . ,m.
By (6.3), vj = dfˆ
−p
y (0) · uj(y) ∈ Λ˜
u,1
z (δ). Moreover, we have vj ∈ B˜
u
p (z, δ) for all j = 1, . . . ,m.
Indeed, uj(y) = Fy(u
′
j) for some u
′
j ∈ Λ̂
u,1
y (δ/C2), so Φy(u
′
j) = π
u,1
y (ηj) for some ηj ∈ Λ∩W
u
δ/C(y).
Then for v′j = fˆ
−p
y (u′j) and ζj = f
−p(ηj) ∈ Λ∩W
u
δ/C(z) we have v
′
j = Φ
−1
z ◦ f
−pΦy(u
′
j) ∈ Λ̂
u,1
z (δ) ,
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and therefore vj = dfˆ
−p
y (0) · Fy(u
′
j) = Fz(fˆ
−p
y (u′j)) = Fz(v
′
j) ∈ Λ˜
u,1
z (δ) . It follows from ηj ∈
W uδ/C(y) that ‖Φ
−1
y (ηj)‖ ≤ δ, so ‖fˆ
p
z (Φ−1z (ζj))‖ = ‖Φ
−1
y (ηj)‖ ≤ δ and therefore v
′
j ∈ B̂
u,1
p (z, δ).
This gives vj = Fz(v
′
j) ∈ B˜
u,1
p (z, δ), so ‖v‖ = ‖dfˆ
−p
y (0) · u‖ =
∥∥∥∑ms=1 cs dfˆ−py (0) · us(y)∥∥∥ ≤
m 2C2ǫ b max1≤s≤m ‖vs‖ ≤ m 2C
2ǫ b ℓ(B˜up (z, δ)). Hence ℓ
(
B˜up (z, ǫ)
)
≤ D ℓ
(
B˜up (z, δ)
)
, where
D = D(x, δ, ǫ) = m 2C2ǫ b.
As in section 4, the proof of part (b) of Lemma 5.3 is essentially a repetition of the above
argument, so we omit the details.
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