Introduction
Consider a two-way contingency table x i 1 i 2 , i 1 = 1, . . . , I 1 , i 2 = 1, . . . , I 2 , where x i 1 i 2 are independent Poisson random variables with means λ i 1 i 2 . The conditional distribution of x i 1 i 2 given x ++ is the multinomial distribution Mn(x ++ , p 11 , . . . , p I 1 I 2 ) with p i 1 i 2 = λ i 1 i 2 /λ, λ = λ ++ , where + denotes summation over index. The independent model is described as
This is equivalent to
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The model (1) is generally known as the multiplicative Poisson model. In this article we first address the simultaneous estimation of λ = (λ 11 , . . . , λ I 1 I 2 ) in this model from the decision theoretic viewpoint. A series of results on the shrinkage estimation of multivariate Poisson means which has its origin in Clevenson and Zidek [2] corresponds to the estimation of λ in the saturated model in which there are no constraints on λ i 1 i 2 . Clevenson and Zidek [2] proved the inadmissibility of the maximum likelihood estimator(MLE) when I 1 · I 2 ≥ 2 and provided a class of estimators which dominate the MLE under the normalized squared loss L(λ,λ) =
Their class includes proper Bayes, i.e. admissible estimators. Since then, considerable research has been devoted to this problem. Tsui and Press [11] enlarged the class of Clevenson and Zidek and also derived improved estimators under k-normalized squared error loss, L k (λ,λ) = i 1 ,i 2 
. Hwang [7] extended their results to the estimation of the mean parameters of a subclass of discrete exponential families. He generalized the identity of Hudson [6] and derived an unbiased estimator of the difference of two risk functions. Chou [1] gave a class of improved estimators for a wider class of discrete exponential families. In the setting of simultaneous prediction of Poisson random variables, Komaki [9] derived fundamental results on admissibility under the Kullback-Leibler loss. Other important results in this field may be found, for example, in Ghosh and Parsian [4] , Ghosh, Hwang and Tsui [3] , Ghosh and Yang [4] , Johnstone [8] , Tsui [10] .
We consider to apply these arguments to the estimation of λ for the multiplicative Poisson model (1) . In section 2 we provide two classes of estimators which dominate the MLE under the loss (2) . The one corresponds exactly to the class of Chou [1] . The other is an extension of the Bayes estimator of Clevenson and Zidek. In section 3 we extend the results in section 2 to the multiplicative Poisson models for multi-way contingency tables and prove that Chou-type estimators dominate the MLE.
These results suggest that we may apply the argument in section 2 and 3 to the estimation of the means of more general Poisson log linear models. In section 4 we take up the decomposable Poisson model for three-way layouts,
We provide three classes of improved estimators also in this model. Section 5 gives some Monte Carlo studies which confirm these theoretical results of the dominance relationship. In section 6 we give some concluding remarks.
Estimation of the means in the multiplicative Poisson model for two-way contingency tables
In this section we consider the simultaneous estimation of λ = (λ 11 , . . . , λ I 1 I 2 ) in two-way multiplicative model (1) under the loss function (2) . In this model x 1 = (x 1+ , . . . , x I 1 + ) and x 2 = (x +1 , . . . , x +I 2 ) are the complete sufficient statistics. The joint probability function of x 1 and x 2 is easily obtained by
where
The following lemma corresponds to the identity of Hudson [6] and Hwang [7] .
Lemma 2.1 Let x 1 and x 2 have the probability function (3). If g is a real valued function with
where e i j are the I j × 1 vectors with 1 as the i j -th component and 0 for others.
The proof is the same as in Hudson [6] and Hwang [7] and is omitted here. From this lemma with m = −1 and g(x 1 , x 2 ) ≡ 1, δ M L is found to be the uniformly minimum variance unbiased estimator(UMVUE) of λ.
We address the estimators which dominate δ M L under the loss function (2) from the following
. By using (4) in Lemma 2.1 with m = 1, the difference between two risk functions of δ M L and δ ψ is expressed as
The last term implies that
is the UMVUE of
In what follows we derive a sufficient condition on Ψ to satisfy Rd(δ ψ ) ≥ 0 for two classes of Ψ. We begin with the following class of Chou [1] -type estimators,
where φ(·) is a nondecreasing function which is not identically zero and c > 0 and γ ≥ 0 are constants. In the next theorem a sufficient condition on φ to improve on δ M L is presented.
Theorem 2.1 If φ(·) is nondecreasing and satisfies
(Proof) We can prove this theorem by using the procedure in the proof of Theorem 2.1 in Chou [1] .
where B = x ++ + c + 1. Since φ(·) is nondecreasing and B > 1,
The second inequality follows from the fact that (B − 1) Next we consider the following class,
where ν ≥ 0 is a constant. We note that for ν > 0 this class is not included in (6). δ ν is the Bayes estimator with respect to the prior measure π(λ, α 1 , α 2 |ν),
is proper and therefore δ ν is admissible. This estimator is a natural extension of the Bayes estimator discussed in Clevenson and Zidek [2] .
The following theorem gives the condition on ν to dominate δ M L .
Theorem 2.2 Suppose that
This result is consistent to the one of Clevenson and Zidek [2] . The proof is complicated. See the Appendix for the details.
Extension to the Poisson multiplicative model for multiway contingency tables
We can extend the results of Theorem 2.1 to multi-way multiplicative models. Extension of Theorem 2.2 seems to be technically difficult. J-way multiplicative model is expressed as
where x i 1 i 2 ···i J are assumed to be independently distributed. The problem is to estimate λ = {λ i 1 i 2 ···i J } simultaneously under the loss function
Denote the j-th one-dimensional marginal frequencies and the total frequency by
Then the set of one-dimensional marginal frequencies x
. . , J, is the complete sufficient statistic. Its joint probability function is given by
The following lemma is the identity which corresponds to (4).
the probability function (11). If g is a real valued function with E|g
where e i j are given as in Lemma 2.1.
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The proof is omitted here. In the same way as the previous section δ M L is found to be the UMVUE of λ also for J-way multiplicative model.
We consider the following class of Chou-type estimators,
where φ(·), c, and γ are given as in the previous section. The following theorem generalizes Theorem 2.1 to J-way layouts. 
the loss function (10).
We use the following lemma to prove this theorem.
where ξ J (·) is a positive function.
(Proof) We prove this lemma by induction. When J = 2, ξ 2 (x + ) is
Suppose that (13) holds for J = J 0 . Then
which completes the proof.
(Proof of Theorem 3.1)
By using Lemma 3.1 with m = 1, the UMVUE of the difference between the risk functions of δ M L and δ φ,γ is expressed bŷ
where B = x + + c + 1. By using (13), we can show the following in the same way as (8),
Estimation in Poisson decomposable model for threeway contingency tables
The results in the previous sections suggest that we may be able to apply the arguments to more general Poisson log linear models. In this section we take up the following decomposable model for three-way layouts,
i j = 1, . . . , I j , I j ≥ 2, j = 1, 2, 3,
The problem is to estimate λ = (λ 111 , . . . , λ I 1 I 2 I 3 ) under the loss function
Denote the relevant two-dimensional marginal frequencies by
In this model (x 12 , x 23 ) is the complete sufficient statistic. The joint probability function of the sufficient statistic is
Pr(x 12 , x 23 ) = exp(−λ) λ
The identity for this model is as follows. 
This lemma can be also proved in the same way as Hudson [6] and Hwang [7] . Specializing (17) to g which depends only on x 1i 2 + , x +i 2 3 we obtain the following identity.
From (16) if i 2 is fixed, the model (14) is reduced to two-way multiplicative model (1). Thus we first consider the following class,
By using (18) in Lemma 4.1Rd(δ Ψ ) is expressed bŷ 
Theorem 4.1 Suppose that nondecreasing functions
φ i 2 (·), i 2 = 1, . . . , I 2 , satisfy 0 ≤ φ i 2 (·) ≤ min 2(I 1 + I 3 ) − 2γ − 4, 2c − 2γ, (x +i 2 + + c) γ+1 , c > 0, γ ≥ 0. Then δ φ i 2 ,γ = (δ φ 1 ,γ 111 , . . . , δ φ I 2 ,γ I 1 I 2 I 3 ) , δ φ i 2 ,γ i 1 i 2 i 3 = δ M L i 1 i 2 i 3 1 − φ i 2 (x +i 2 + ) (x +i 2 + + c) γ+1 = x i 1 i 2 + x +i 2 i 3 nx +i 2 + 1 − φ i 2 (x +i 2 + ) (x +i 2 + + c) γ+1 (21) dominates δ M L under
the loss function (15).

Theorem 4.2 δ
As we mentioned in Section 2, δ ν i 2 is the Bayes estimator of λ with respect to the prior measure
So far we considered shrinkage separately for each i 2 slice. Next we consider the third class of estimators
where x + + + is the total sample size. Note that in this class the amount of shrinkage depends only on the total sample size x + + + and hence this class does not belong to (19). We can find improved estimators also in this class.
Theorem 4.3 If φ(·) is nondecreasing and satisfies
0 ≤ φ(·) ≤ min 2I 2 (I 1 + I 3 − 1) − 2γ − 2, 2c, (x + + + + c) γ+1 ,(24)then δ φ,γ dominates δ M L under
the loss function (15).
(Proof) By using (17) in Lemma 4.1,Rd(δ φ,γ ) iŝ
where where B = x + + + + c + 1. Note that
Since φ(x + + + + 1)/B γ+1 ≤ 1 under the condition (24),Rd(δ φ,γ ) is bounded below bỹ
(26) corresponds to (7) in the proof of Theorem 2.1. By using (25),Rd(δ φ,γ ) ≥ 0 under (24) can be proved in the same way as Theorem 2.1.
Monte Carlo Study
We study the risk performance of the proposed estimators through Monte Carlo studies. Table  1 and Table 2 present the risks of the MLE and the proposed estimators for some two-way and three-way multiplicative models obtained from 100,000 replications. δ c in Table 1 and Table 2 
respectively. δ c is δ φ,γ in Theorem 3.1 with φ = c and γ = 0. We set α ji j all equal to 1/I j . Table 3 and 4 present the risks of the MLE and the proposed estimators for three-way decomposable models obtained from 100,000 replications. δ c 2 and δ c in Table 3 and Table 4 Table  3 all of λ i 2 are set to λ/I 2 and Table 4 is the case that not all of λ i 2 are equal.
are
The summary of these experiments is as follows.
• We can confirm the dominance of the proposed estimators against the MLE. As can be expected from the fact that the proposed estimators shrink the MLE towards zero, we see considerable amount of risk reduction when λ is small.
• The improvement is in the inverse proportion to λ.
• We can see from Table 1 and 2 that δ ν shows larger risk reduction than δ c when λ is small.
• We can see from Table 3 and 4 that δ c shows larger risk reduction when λ i 2 are close together. On the contrary δ c i 2 and δ ν i 2 seem to be better than δ c when λ i 2 varies widely and λ is large.
Some concluding remarks
In this paper we proposed improved estimators in some log linear models for Poisson random variables. We expect that improvements by Chou-type estimators can be extended to the case of general decomposable graphical models for J-way layouts. Since the notation and the proofs for general decomposable models become complicated, we will present our results for general decomposable models in our subsequent paper.
We also think that similar results as in Theorem 2.2 hold for more general models. However our present proof of Theorem 2.2 for the two-way case is very complicated and at present it seems difficult to extend it to more general cases.
In this paper we have considered shrinkage toward the origin assuming that the model is true. From practical viewpoint it might be more attractive to consider the saturated model and establish improvements by shrinkage toward some log linear model. Partial results in Table 1 . Risks of the MLE and the proposed estimators for two-way multiplicative models. 
