Abstract-The representation of a genome by oligonucleotide probes is a prerequisite for the analysis of many of its basic properties, such as transcription factor binding sites, chromosomal breakpoints, gene expression of known genes and detection of novel genes, in particular those coding for small RNAs. An ideal representation would consist of a high density set of oligonucleotides with similar melting temperatures that do not cross-hybridize with other regions of the genome and are equidistantly spaced. The implementation of such a design is typically called a tiling array or genome array.
I. INTRODUCTION
G ENOME sequences of all major model organisms and many other relevant species have been decoded and enable detailed studies using many different laboratory and computational approaches. Microarrays have become a crucial tool for the study of dynamic properties of the genome, and with recent technological advances, can represent the complete genome of an organism with high coverage for thorough investigation.
Initial designs focused on the representation using a single probe for each predicted gene. For the study of gene expression of protein coding genes, in particular in prokaryotes or lower eukaryotes such as yeast, this is a feasible approach that has become a convenient standard in many laboratories.
For studies of, for example, transcription factor binding sites or chromosomal breakpoints, this representation is very limiting and ideally, one would like to have the complete view of the genome.
Microarrays that contain the required dense representation of the genome or larger blocks thereof are typically referred to as tiling arrays. Early arrays were constructed from PCR fragments, which is laborious and was not extended to complete eukaryotic genomes with high coverage. Several synthesis technologies such as utilizing maskless photolithography or inkjet printing are becoming accessible at low costs from commercial vendors; some companies offer custom designs that allow different probe sets for every array manufactured. Strategies for the design of genome or tiling arrays. Probe quality is denoted in color with black bars representing suitable oligonucleotides and white ones those with adverse properties of their sequence. In the naive approach, every 4th oligonucleotide is selected, the windowed approach selects the best oligonucleotides within a window of 4. The weighted approach, which is described in this work, has an optimal distance d of 4. The selection balances oligonucleotide quality and spacing and can avoid stretches of oligonucleotides of low quality while preserving a more homogeneous selection than the fixed window approach.
The primary applications for tiling arrays are found in DNAprotein immunoprecipitation experiments [1] and the analysis of chromosomal breakpoints [2] . Notably, discovery of the many small RNAs in recent years would have not been feasible without the access to tiling arrays [3] . Recently, the ENCODE project [4] studied 1% of the human genomes in depth and showed that many areas of the genome are active that were considered to be irrelevant prior to the study because they lie outside the regions of, typically, protein coding genes and are not conserved. Other relevant applications include the analysis of nucleosome positioning [5] , DNAse I sensitivity [6] and, very recently, selection of genomic regions for high-throughput resequencing [7] , [8] . It seems very likely that these devices can be used for a multitude of additional applications [9] .
A. Design of tiling arrays
Depending on the biological questions and access to technologies, different designs for tiling arrays can be considered. High density arrays often neglect considerations of probe suitability and select probes by simple criteria, which do require only trivial algorithms.
In the following, we are mainly concerned with spaced tiling arrays, which select a tiling path amongst previously generated candidate probes. See Figure 1 for an overview of strategies for oligonucleotide selection. Note that probes can in principle be selected to overlap in the method we describe later; however, most prior approaches utilized a fixed window size in which to place a single oligonucleotide probe without overlaps.
Beyond considering the selection of probes by desired probe distance d given in Figure 1 , important parameter for spaced oligonucleotide tiling arrays also include its melting temperature Tm, and the potential for cross-hybridization, binding to unintended loci, indicated by the probe quality q.
The melting temperature Tm of a given probe can be estimated reasonably well using the nearest neighbor model [10] . The selection of an iso-thermal design of probes with homogeneous Tm would be desirable.
Cross-hybridization of probes is a problem for all applications that rely on pairing of DNA strands, not only microarrays, as it compromises experimental results by either false positives or, in the case of replications, increased variance. Many studies propose easily computable criteria under which a probe binds only to its reverse complement and not to other loci. For oligonucleotide probes of length 50, Kane et al. [11] measured the level of crosshybridization and summarized the results into two criteria for unique probe selection. First, a probe shall not have more than 75% sequence identity with any fifty contiguous bases outside its intended loci. Second, for all such 50mers outside its intended loci with a sequence identity between 50% to 75% there may not be a contiguous exact match of 15 bases or more.
Previous approaches for the design of tiling arrays have typically focused on one individual criterion. A flexible formulation of this multi-criterion optimization problem is the major advancement that we report in this work after a review of previously described methods for the design of optimal tiling arrays.
B. Prior work
As one of the first, Selinger et al. described a tiling array for the analysis of the transcriptome of E. coli that was designed by selecting oligonucleotides at every 6th base pair for intergenic regions and every 60th base pair in coding regions [12] . This approach sacrifices probe quality with respect to the potential for cross hybridization and uniformity of melting temperatures for high density and simplicity. Similar approaches were used for the small human chromosomes in 2002 [13] and recently for the whole human genome [14] .
The design of these naive arrays is simple. If wider spacings of individual probes are employed, more care can be taken to select unique probes with homogeneous melting temperatures and other recognized properties of quality. To obtain arrays suitable for comparative genomic hybridization using microarrays (aCGH), Lipson et al. [15] propose to choose a whenever possible (WP) -cover after the computation of candidate probes. A WP -cover is a subset of candidates so that for any chromosomal position x the following holds. Either there are probes i, j, i ≤ x ≤ j (probes are identified with their chromosomal location in contrast to our notation) in the cover with j −i ≤ or there is no candidate between i and j. They provide a greedy algorithm for computation of WP -covers and minimizing for a given array size with a loglinear complexity of their entire approach. For a problem instance with candidates at positions 1, 2, . . . , , +1, 2 +1, 2 +2, . . . , 3 + 1, 3 +2, 4 +2 the greedy algorithm will arrive at the WP -cover , + 1, 2 + 1, 3 + 1, 3 + 2, 4 + 2, . . .. This is undesirable as one third of the probes are essentially uninformative and for example + 1, 2 + 1, 3 + 2, 4 + 2 uses fewer probes to cover the same segment with the same resolution. Furthermore, their approach cannot optimize with respect to individual probe quality.
Eukaryotic genomes contain a large number of repetitive elements, which pose a significant complication to microarray design. The individual types of repeats, their origins and properties are an interesting and challenging aspect of genome organization, which we cannot elaborate here in detail. Please see [16] for a introductory review. Initial design strategies circumvented the problem by tiling only the area of the genome outside of known repetitive elements, which are usually obtained by tools such as RepeatMasker [17] . If one is interested in a small region of a genome, this strategy can yield meaningful results for tiling array designs [18] . For a whole genome tiling array, the matter cannot be circumvented this easily as repetitive elements comprise more than 50% of the human genome [19] , are actively transcribed and play a role in many processes linked to diseases. One pays a high price to the coverage of the genome by ignoring these features. Even in prokaryotes large duplicated regions exist. For instance the area around the origin of replication in Mycobacterium bovis BCG is present in a second copy [20] . Simply ignoring the fact would lead to unnecessary gaps in the coverage if only unique elements in the genome are considered as candidates.
To this end, Bertone et al. introduced an approach using dynamic programming that builds a tiling path in linear time [21] . Repeated regions are explicitly addressed by creating tiles of genomic sequences by joining segments of non-repetitive DNA if they are separated by short segments of repetitive DNA only. However, this approach ignores larger repeat-regions by design and does not address individual quality of a given probe.
To further refine the cross-hybridization potential of a given probe, Gräf et al [22] devised a scheme that identifies unique substrings and selects maximally unique probes within a given window of the length h. The uniqueness score U (s, r) for a probe p in position r is the number of minimum unique substrings s of a length < k ending in a particular position within h. The score can be efficiently computed without relying on computing individual approximate matches of candidates with the genome.
This can be used to assess the relative similarity of a probe and select an optimal probe within a window of a given size. If none of the candidate probes passes the quality criteria set, no probe will be placed in the window. This potentially leads to handling of large regions in the genome without representation.
As we abandon a fixed window size for the computation of the optimal tiling path this problem should not occur in our approach.
C. Our contribution
We formalize the design of tiling arrays for complete genomes of prokaryotes and higher eukaryotes as the Minimal Cost Tiling Path Problem (MCTPP) and suggest efficient algorithms for its solution. This work focuses on how to overcome several of the technical challenges in the generation of the candidate sequences for larger genomes and the linear time tiling path calculation using Monge theory.
Unlike other approaches with fixed windows of a given length, we let users specify a desired distance d , which allows for more flexibility in the treatment of repeats and quality parameters for the design. The spacing will deviate from d if a greater homogeneity of hybridization conditions can be realized or higher quality probes can be chosen.
The variable spacing in our approach is in contrast to most of the prior work, which predominantly used equidistant probes as this simplifies design and analysis. Spatial correlations between hybridization intensities of adjacent probes can be ignored, if those correlations are all constant, as is in the case of equidistant probes. Effectively, hybridization intensities can be modeled as (conditionally) independent random variables. The variable spatial correlations due to the variable-spaced probes in our approach need to be accounted for in the analysis. This can be achieved with extensions to Hidden Markov Models which are beyond the scope of this manuscript. Also, the non-unique oligonucleotides [23] in repeat regions need some care in the analysis.
The two major steps of our method are generation of a set of candidate oligonucleotides and selection of probes by computation of the minimal cost tiling path from the candidates. The candidate generation consists of preprocessing the genome with respect to repetitive elements, which are masked in the process. An enumeration of all possible probes that pass certain criteria and calculate properties such as Tm, and cross-hybridization potential as quality q constitutes the candidate set, which may contain probes that need to be filtered for additional adverse properties, for instance palindromic sequence.
The major focus of this work is on the creation of a minimal cost tiling path over the candidates. We present two approaches to the problem, a linear time variant that utilizes properties of Monge matrices and a more general approach build around shortest path algorithms.
Our goal is to facilitate the design of tiling arrays with probes of the length l = 40 to 70, which are typically manufactured from in situ DNA synthesis or piezoelectric printing. Our approach was first applied to the design of a 44,000 spot tiling array for the 6.9 Mbp genome of Mycobacterium smegmatis, which was produced and used in the laboratory. Initial experiments gave positive results and will be followed up; they already showed the applicability of our approach.
We start with the formulation of the tiling path and the algorithms to its calculation and discuss the necessary candidate generation subsequently.
II. THE MINIMAL COST TILING PATH PROBLEM
The three fundamental criteria in the design of tiling arrays are the distance between adjacent oligonucleotide probes, their potential for cross-hybridization and their hybridization conditions. Obviously, the criteria are conflicting. Selecting oligonucleotide probes at every kth positions on a chromosome will lead to wide variations in quality and hybridization conditions. Recall that for example GC-content correlates with melting temperature. Conversely, selecting only unique probes will necessarily leave large gaps in the tiling. First, we will introduce design parameters which reflect the user's choice for the tiling array neglecting the reality of the genome's particularities. We concentrate on three design parameters in the following, even though the formulation extends to further quantities naturally. Also, we present the formulation for a single chromosome as tiling paths for organisms with multiple chromosomes can be computed individually per chromosome. Given a probe i we denote by p(i) its chromosomal position, by q(i) its quality which is computed in the candidate generation and for which higher values indicate a lower potential for cross-hybridization-note that effective, efficiently computable measures of cross-hybridization potential are still under discussion-and, as one relevant hybridization condition, the melting temperature Tm(i) of probe i in a perfect duplex; that is to its reverse complement. Now we can specify what a tiling should look like: d specifies the desired distance of adjacent oligonucleotide probes in the tiling, q the desired probe quality with respect to its potential for cross-hybridization and by T m the desired melting temperature. Clearly, d , q and T m will be positive; we also assume that probes are sorted according to their position so that i < j implies p(i) < p(j).
It is unlikely that we can obtain a tiling of a real genome exactly matching our design parameters, but we can easily quantify how much a given tiling deviates from the specified parameters. We define penalties for deviations in such a way that we obtain unit-free quantities which are on the same scale for the three parameters: the distance penalty for i < j
the quality penalty, which only penalizes quality values below q ,
if q(j) < q , and 0 otherwise (2) and the melting temperature penalty
For example d(i, j) will contribute unit penalty if i and j are of distance 2d and a penalty of almost one, We define d(0, i) and d(i, ∞) to penalize excessive distance between the chromosomal start and end and the first, respectively last, oligonucleotide probe on the tiling path; that is,
for p(i) > d and 0 else and similarly for d(i, ∞). If we introduce the convention that T 0 = 0 and T i = ∞ for i > |T | we arrive at a cost function quantifying the deviation from the specified design parameters
If the design parameters can be exactly realized for a given chromosome, the tiling path will have cost zero. Deviations of a few nucleotides in distance will occur if higher quality oligonucleotides can be selected. As both maximal quality and melting temperature penalties are comparatively small, for example the range of melting temperature for all candidates in an organism might be 45
• C to 105 • C, they are dominated by the distance penalty if there are no candidate probes in a region.
A. Constrained solutions and inhomogeneous costs
The cost function accommodates constraints for optimal solutions. This is of high interest for applications as custom tiling arrays in contrast to ready-made high density arrays are used for focused studies. A weighted version of the cost function allows us to globally change the trade-off between the different penalties, yielding the following variant of the right hand side of (4):
Here wq and w t denote the weights for the quality and melting temperature penalties in relation to the distance penalty, for which we can assume unit weight without loss of generality.
Further fine-grained control over the solution is given by inhomogeneous weights w d (x) > 0, wq(x) > 0 and w t (x) > 0 which depend on the chromosomal location x and a locationdependent distance design parameter d (x) > 0 which yields a location-dependent penalty
and the cost function
Lastly, for comparison with previous experimental designs and standardization or to target specific positions such as exon boundaries [24] the inclusion of obligatory oligonucleotides is another constraint which is important in applications. Let S be a subsequence of 1, . . . , n specifying obligatory oligonucleotides which must be used. The cost of a tiling path T for which
Note, that Cw(T ) = Cw(T ; {}). We can now formulate the problem we consider. algorithms and, for a particular case, with Monge theory. For expository reasons we will use the shortest path formulation even though Monge theory does consider dynamic programming problems in general; furthermore, the MCTPP is equivalent to a minimal weight sub-sequence problem.
We solve the minimal cost tiling path problem (MCTPP) through a reformulation as a shortest path problem on a specific class of digraphs. Let V = {0, 1, . . . , n, ∞} be the set of vertices corresponding to the n probe candidates and the chromosome start and end, denoted 0 and ∞ respectively. The set of edges is E = {(i, j)|i < j} \ {(i, j)|∃s ∈ S : i < s < j} where S denotes the set of obligatory oligonucleotides. We assign a weight to an edge (i, j) corresponding to the terms contributed to (9) by choosing probe j following probe i on the tiling path, that is
We follow the usual convention that
We call G = (V, E) an MCTPP instance graph.
Proposition 1: A shortest 0, ∞-path in G gives an optimal solution of the minimal cost tiling path problem.
The order of G is n + 2 and its size is at most, for empty S, (n + 2)(n + 1) 2
. Note that the relevant input size is the number of candidate oligonucleotide probes, n, and that the graph is only a conceptual construct to facilitate computation and its size should not appear in the complexity analysis. That is, a linear time solution to the MCTPP should be linear in n alone.
A. Monge theory
The structure of the cost function, in particular the dominating and monotonous contribution of the distance penalty suggests that efficient algorithms should exist. In fact, improvements for dynamic algorithms for special qualitative cases such as convexity or concavity of cost functions have been widely studied [25] and we can obtain a linear-time algorithm from the theory of Monge matrices; see for example Burkard et al. [26] for a review. Monge matrices are also called totally monotone matrices [26] .
Definition 2: A matrix C is called an upper triangular Monge matrix, if for all integers i, r, j, s with 1 ≤ i < r ≤ j < s ≤ n the following condition holds:
If we insert the definition of (9) in the Monge condition (10),
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If we assume that the MCTPP is distance-homogeneous and distance-unweighted, so d (x) = d and w d (x) ≡ 1, we can show the following lemma.
Lemma 1: The matrix W = {w(i, j)} 0≤i,j≤n+1 of edge weights of a distance-unweighted and distance-homogeneous MCTPP instance graph, where w(i, j) is defined as in (9), is an upper triangular Monge matrix.
Proof: First observe that the Monge condition is satisfied if any of the w(·, ·) equals ∞. In this case there must be at least one obligatory oligonucleotide and due to the definition of the graph, there actually must be an infinite weight of both sides of the inequality. Now let i, r, j, s be integers such that 1 ≤ i < r ≤ j < s ≤ n holds. After multiplying both sides of (??) by d we obtain (13) To check that the inequality holds we have to consider cases depending on the signs of the individual terms.
Case I: If p(j)−p(r) ≥ d , it follows that also p(j)−p(i) ≥ d , p(s) − p(r) ≥ d and p(s) − p(i) ≥ d . Then the inequality (13) is equivalent to
where all terms cancel.
Case II: In the following three sub-cases we assume that
which is true as the positions are strictly monotone and i < r by assumption.
Case IIc:
) which simplifies to 2p(i) ≤ 2p(r), which is analogous to IIb.
Case III: Now p(j) − p(r) < d , p(j) − p(i) < d and p(s) − p(r) < d . If also p(s) − p(i) < d then we obtain from (13) d −(p(j) − p(i))+d −(p(s) − p(r)) ≤ d −(p(s) − p(i))+d − (p(j) − p(r)) where all terms cancel. Otherwise, for p(s)−p(i) ≥ d , we arrive at d − (p(j) − p(i)) + d − (p(s) − p(r)) ≤ −d + p(s)−p(i)+d −(p(j) − p(r)) which simplifies to 2p(i)−2p(s) ≤ −2d
, which is true as the positions are strictly monotone and i < s by assumption.
The cases i = 0 and s = n+1 follow directly from the definition of the
The question about the distance-weighted and the distanceinhomogeneous case remains. Unfortunately, as simple counter examples show, the Monge condition is not satisfied in these settings. Consider the weighted, distance-homogeneous case. Then the terms in (12) have to be multiplied by the respective weights w d (p(i)) and w d (p(r)), which leads to the following inequality for Case I in the proof of the previous lemma
As p(j) − p(s) < 0 by assumption, one would need that also w d (p(i)) − w d (p(r) < 0, or that the weights are monotonously decreasing. Similarly, for inhomogeneous d , for simplicity assuming w d (x) ≡ 1, we obtain in the case that the sums we take the absolute values off are all negative,
which simplifies to (d (p(i)) − d (p(r))) · (p(s) − p(j)) ≤ 0; this only holds for monotonously increasing d (·).
The algorithmic improvement coming from the Monge condition translates to the shortest path problem as follows. Instead of having to consider all neighbors we can ignore edges to traverse and nodes to visit because we know a priori that they cannot be part of a shortest path. This is relevant, as linear time, O(n), on-line algorithms [27] - [29] for the shortest path problem for upper triangular Monge matrices exist, which use the SMAWK-algorithm of Aggarwal et al. [30] . Moreover, also efficient algorithms to compute shortest paths with a prescribed number of edges have been proposed; e.g. [31] .
B. General shortest path algorithms
We can obtain solutions for the MCTPP in the general case by using standard shortest path algorithms. However, even linear graph algorithms, that is algorithms running in O(|V | + |E|) where V and E are the set of vertices and edges respectively, are quadratic in the number of candidate oligonucleotides, as the size of the MCTPP instance graphs is O(n 2 ).
Clearly one can specify position-specific weights in the MCTPP which make it necessary to explore all edges in order to find a shortest path. As a consequence, O(n 2 ) is the best we can do without making any assumptions. However, weights are chosen by users to reflect their higher interests in particular regions of the genome or prior information and we can safely assume their choices to be reasonable. Thus, even in the general case the distance penalties will dominate the remaining penalties. Note that typically max l pt(l) < 0.3; the quality penalties are equally bounded. Therefore, we can again limit the space of possible 0, ∞-paths apriori to speed up computations. We will argue that there exists a positive integer k, such that the shortest 0, ∞-path in an MCTPP instance graph is actually contained in a proper subgraph of G, namely G k = (V, E k ). Here E k is the restriction of E to edges connecting vertices i, j with j − i ≤ k:
We will show that k is independent of |V |, but dependent on d , exploiting the fact that p(j)−p(i) ≥ j−i, and consequently that the order of G k is n+2 but the size is only k·n.
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As a consequence, larger arrays containing more oligonucleotide probes, with lower d for the same genome length, are actually faster to compute.
We will only consider the unweighted, distance-inhomogeneous case. We expect similar, likely weaker, results to hold for the weighted case, but proofs will get increasingly tedious. Possibly a modification of the distance penalties could simplify matters.
Lemma 2: Let T be a solution to the unweighted, distanceinhomogeneous MCTPP. Any two consecutive probes i, j in T have the property that j − i < 2 · maxxd (x) + 1, provided
.
Proof: We assume that T is a minimal-cost solution but that j − i ≥ 2 · maxxd (x) + 1. We will show that we can lower the cost by replacing the edge (i, j) by an i, j-path using intermediate sequences. From the lower bound for j − i it follows that we can choose i such that
Using (9), we obtain from w(i, j) ≥ w(i, i ) + w(i , j), recall that we are in the un-
holds, we have to use a more complicated construction with several intermediate vertices im, which is straightforward but cumbersome and which we will omit here. In practice we resort to choosing k > 2 · maxxd (x), based on experimental results and manual inspection of gap size, melting temperature and probe quality distributions. A shortest path in the pruned MCTPP instance graphs G k can consequently be computed for example by Dijkstra's shortest path algorithm [32] using a Fibonacci heap based priority queue [33] or, exploiting the fact that the G k s are DAGs and we are given the vertices in topological order, by a simplified algorithm [34] . In experiments we found through profiling that the computation of edge weights takes up well over 99% CPU time; consequently the choice of algorithmic variant is not overly important. The computational complexity is governed by the k·n edge weights. Note that typical values for k are on the order of several hundreds. Nevertheless, Dijkstra's shortest path algorithm using a Fibonacci heap based priority queue computes an optimal solution of MCTPP in loglinear time, O(n × log(n)), as |V | log |V | > k|V | > |E| for |V | → ∞; similarly the linear time shortest path algorithm in DAGs, which does not require a priority queue, yields a O(n) running time on MCTPP instances.
C. Implementation issues
Problem instances range from order 2,000,000 and size 80,000,000 up to order 30,000,000 and size 1,200,000,000 for a bacterium like M. tuberculosis and a human chromosome respectively. Even state-of-the-art libraries like Boost (http: //www.boost.org) or LEDA [35] cannot effectively cope with graphs of this size. For example for n = 3.200.000 and k = 300 a Boost-based implementation needed over 50GB of memory and over 20 minutes of CPU time for allocating G k . This does not include time for computing edge weights or the shortest path. This makes use of online algorithms mandatory. We can adapt algorithms to compute the neighborhood of vertices and weights of incident edges on the fly, instead of precomputing all neighbors and storing them as a graph. This quite obvious optimization of shortest path computations was implemented for example in [36] .
Our method is implemented in Python (http: //www.python.org using the numpy (http: //numpy.scipy.org/) package for linear algebra and a priority queue implementation from http://py.vaults. ca/apyllo.py/514463245.769244789.44776582. We used David Eppstein's PADS library http://www.ics.uci. edu/˜eppstein/PADS for the online linear time algorithm.
IV. CANDIDATE GENERATION
For small genomes of viruses or Mycoplasma, it would be feasible to enumerate every nmer in the genome and calculate the parameters such as similarity to other regions in the genome, melting temperature, quality scores and compute the tiling path. For larger genomes, this computation becomes too demanding and specialized tools need to be employed as complex features, repetitive regions in particular, need to be considered prior to candidate generation.
We do not use all possible oligonucleotides for the candidate set but restrict ourselves to those that adhere to certain parameters. Depending on the settings, we used 5% to 50% of the possible probes in a given genome as the candidate set.
A. Selecting suitable oligonucleotides
An ideal candidate set of genome sequence for a tiling array would consist of nmers that are unique within the genome, have the same melting temperature and do not contain particular sequence properties, such as long runs of the same nucleotide, all of which would compromise the hybridization results. A naive approach would be to compute all nmers in a genome and eliminate all those that do not fulfill particular criteria, thus separating the bad from the good oligonucleotides.
There is however no theoretical approach that would give us a handle on a oligonucleotide's potential for cross-hybridization. Moreover, it is evident that sequence similarity is not a sufficient predictor for hybridization due to the complex dynamics of DNA hybridization. Nevertheless it is predominantly used due to simplicity and efficiency. Experimentally validated approaches usually cover only small sets and are aimed at providing rather simple rules of thumb. Kane et al. provided an estimate that a stretch of 15 contiguous bases in a 50mer has a high potential for cross-hybridization [11] . This is often referred to as Kane's 1st criterion, which has become an accepted albeit not loved description of hybridization properties for oligonucleotides with lengths in the range of 40 to 70. From these analyses it remains unclear to what extent substrings of different lengths influence this potential. Also, it would be unwise to eliminate an oligonucleotide with substring of length ≤ 15, if it would be the best probe in a region, as the signal is still useful. The minimal substring is also dependent on the size of the genome. Maintaining the same parameter for eukaryotic genomes as established for a bacterium would result in a sparse set of candidate oligonucleotides. It is obvious though that avoiding probes that are highly similar to others is beneficial for the probe set. We have incorporated deviation from a particular quality value as costs in the MCTPP. We use the minimal length of shared substrings of the probes as the quality criterion q(i).
Kane's 2nd criterion regards the global similarity of a probe to another one and is described as a threshold of 75% identity for cross-hybridization. In our hands, only few probes in whole genomes pass the global quality criterion and do not share substrings on the order of length 15. We therefore do not incorporate this criterion in our quality assessment but remove oligonucleotides that do not pass this threshold from the candidate set.
Unfortunately, real genomes typically contain many duplicated and repetitive regions of various similarity to each other. Simply masking areas that are similar to other regions results in poor coverage for the overall design.
B. Treatment of repetitive elements
For bacterial genomes, the problem is limited to few larger regions of duplications and a number of transposons that appear in the genome in larger copy numbers. For eukaryotic genomes, the issue is of importance for any analysis. Consequently several tools have been developed to address the issue, notably RepeatMasker [17] . However, they typically are built to identify areas that are repetitive in nature but not necessarily exact duplicates of other regions of the genome. Many repetitive elements have biological functions and are of great interest irrespectively of the complications they bring. Thus, regarding them as junk-DNA and removing them from the set is not a very elegant treatment that affects at least 50% of the genome.
The procedure we use for oligonucleotide selection retrieves only unique elements in a genome. To ensure that duplicated regions become part of the tiling path, we need a different approach than masking all repetitive elements. We devised our own scheme and identify all repeated element that are highly similar to other regions of the genome irrespective of the type of repetitive elements. We want to preserve features in the genome that are repetitive in their origin but unique due to acquired mutation as we could find suitable oligonucleotides in this positions. This way, duplicated regions that contain oligonucleotides of high quality will be present in the probe set, yielding a high coverage of the genome.
C. Implementation
Computation of the candidates is incorporated in the Python program selecting the minimal cost tiling path (see Section III-C). We use previously described, available programs for the generation of the candidate probe set.
Computation of duplicated regions: We used Vmatch [37] with the shortest minimal lengths and maximal edit distance to identify all duplicated regions of high similarity. Query regions were subsequently masked by replacing the sequence with a corresponding number of N .
Candidate enumeration using Flog: We used Flog [38] , which yields all oligonucleotide probes of a certain length range for a given sequence that are minimally redundant in the genome by use of a suffix array [39] . It employs filters for GC-content, patterns of low complexity, melting temperature Tm and the quality parameter q(i), which is the minimal shared substring with other probes (Kane's 1st criterion) . Quality values were obtained by post-processing the output of Flog runs.
Filtering of Oligonucleotides:
To limit cross-hybridization following Kane's second, global criterion, SSAHA [40] was employed to compare all candidate oligonucleotides to the genome. nmers that were contained in regions of more than 75% over the oligonucleotide length were removed from the set. To accelerate the process, we assembled overlapping oligonucleotides into contiguous regions, or contigs, and compared contigs instead of individual candidates to the genomes. Matches in contigs were mapped back to candidates for the filtering.
To remove palindromic sequences that could form hairpins, we used the palindrome implementation of EMBOSS [41] .
Hardware requirements: The minimal tiling paths were calculated on a dual-processor AMD Athlon 64 X2 Dual Core Processor 3800+ desktop computer with clock speed of 2.80GHz and 2GB of RAM under Linux. We found that less memory is required for the computation of the tiling path (see below). Computation of the candidate set requires more resources in the case of eukaryotic genomes, in particular the SSAHA runs. We employed 3 Linux machines with 64 Gb of RAM and 4 AMD Opteron 854 processors each.
V. RESULTS
In the following, we demonstrate the application of the methods presented in this work on two examples, the design of an array for Mycobacterium bovis BCG with 44,000 spots and a design for the human genome; we limit the display to the longest chromosome 1 for simplicity. Preprocessing and candidate generation were performed for all chromosomes.
A. Mycobacterium bovis BCG
We initially applied our approach to several Mycobacteria and designed arrays with 44,000 spots per chip. Mycobacteria have GC-rich genomes and contain several repetitive regions of varying degree of similarity, which needs to be taken into account in the design. As an example we have selected the 4.4Mbp genome sequence of Mycobacterium bovis BCG [20] .
Candidate set: The shortest duplication reported by Vmatch was set to 300 using an edit distance of 10. The majority of regions without dense coverage map to the PE/PPE genes, a large, mycobacteria-specific family of proteins that have high GCcontent and further known repeats.
As parameters for Flog, we used a desired probe length l of 40 to 45, a GC-content between 45% and 70% and we generated a set of 2,192,383 candidate oligonucleotides with these broad parameters with a maximal substring length q = 19. For the minimal cost tiling path, we chose d = 92 and preferred melting temperature T m = 85
• C. Subsequent filtering removed only 2.13% (46,914 oligonucleotides) due to Kane's 2nd criterion or palindromic sequences.
Shortest path: Computation of the standard distanceunweighted and unconstrained tiling path for BCG took 36 min, 28 secs and used a maximum of 630.90MB of memory.
Monge: The same task with identical parameters was performed using using the linear time algorithm, which only used a total of 3 min, 19 seconds. The population of the candidate set data structure alone took 43 seconds. Memory consumption was lower with maximally 537.52 MB, most of which reflects storing the candidates. Probe density for human chromosome 1 Fig. 4 . Coverage of the genome of human chromosome 1. Parameters were d = 500 and 225,469 oligonucleotides. The large gap in the center of the chromosome is the centromere, which is a highly repetitive structure that is not sequenced. Note the lower coverage compared to bacterial genome in Fig. 3 .
B. Human genome
Chromosome 1 of Homo sapiens is the largest and contains 247 M bps.
Candidate set: We selected a minimal length of 500 and an edit distance of 10 as parameters for Vmatch. Our set of candidates is built on the masked genome. We built a set for oligonucleotides with a length l of 50 to 60 bases and a GC content of 40% to 60%. The target melting temperature T m was 70.5
• C. These setting resulted in 50,659,674 candidates of which 4,179,058 were located on chromosome 1. For a real application, it would be advisable to use shorter oligonucleotide lengths and lower GCcontent settings.
Candidate generation is by far the most time consuming element of the process and running times heavily depend on parameter settings. Typically, the most time consuming part is running SSAHA. For the human genome, SSAHA took about 900 CPU hours, which can be trivially distributed. However, genome processing and candidate generation needs to be performed only once for each genome; as we have seen, tiling paths can be calculated on this fixed set in minutes.
Shortest Path: The tiling path of human chromosome 1 was generated in 97 min. A total of 225,469 probes were selected for the tiling path.
Monge: The tiling path was computed in 36 minutes and required a maximal memory of 1097.58MB. 
C. Comparison to naive tiling arrays
For the 6.9 Mbp of Mycobacterium smegmatis we selected a desired T m of 87.5
• C and a desired distance of d = 150 bp using oligonucleotides of length 50 to 60, which yielded the tiling path comprising 44,000 probes, which was used in the laboratory. A naive equidistant tiling with d = 150 selects more than 75% of probes rejected by our candidate generation and can be considered as of minor quality.
VI. DISCUSSION
Tiling arrays are versatile tools for research in molecular biology. Here, we have presented a problem formulation for their design which is efficiently solvable by standard algorithms. Our approach is more flexible than previously published approaches while at least maintaining or improving running time for the computation of the tiling path compared to prior approaches. The one-time cost of processing a genome to compute candidate oligonucleotides can be neglected if the criteria for oligos are established and kept constant, which is the case for most laboratory applications. Once this is fixed, any number of tiling paths with different parameters can be computed quickly, even for complete eukaryotic genomes. This will be implemented as a web service at http://tileomatic.org to allow users to interactively generate custom tiling paths for their preferred experimental conditions and introduce further requirements such as required oligonucleotides, or different trade-offs between criteria for the path.
Future improvements in our framework will aim at a better description of the quality parameters. It would be highly useful to develop a more realistic model of cross hybridization potential of a candidate oligonucleotide that merges both global and local constraints and which still can be efficiently computed for a given genome.
One approach would be to use the uniqueness score U (see section I-B) introduced by Gräf et al. [22] , which could give a better handle on treatments of minimal substrings for candidate generation. This could also improve on the handling of repeat sequences.
Another useful idea to quality treatments is described in the work of Lipson et al. [15] . Instead of selecting oligos by deviation from the desired quality, they rank the quality q in a window of fixed length and select by minimal deviation from best rank. Extending the idea to our approach would mean to select oligonucleotide quality in a moving window, which is easily done; it might be suitable to incorporate both Kane's 1st and 2nd criterion in one frame.
The selection of oligonucleotides could be improved further by finding narrower windows for melting temperatures as we currently rely on an oligonucleotide length range and prefer unique oligonucleotides over those that are isothermal in the current set up. This could be realized by post-processing oligonucleotides of overly high melting temperatures by shortening them while maintaining quality.
Our analysis method, which copes with the variable distances and the resulting variable spatial correlations, will be described together with the first experimental results elsewhere, as this is beyond the scope of this manuscript.
