In this review article we present results regarding the fuzzy order relations.The concept of fuzzy order was introduced by generalizing the notion of reflexivity, antisymmetric and transitivity.
INTRODUCTION
The notion of fuzzy set theory was initiated by Zadeh in 1965 in his seminal paper [90] . This notion tries to show that an object corresponds more or less to the particular category we want to assimilate it to. The notion of a fuzzy set is completely non-statistical in nature and the concept of fuzzy set provides a natural way of dealing with problems in which the source of imprecision is the absence of sharply defined criteria of class membership rather than the presence of random variables. In fact the idea of describing all shades of reality was for long the obsession of some logicians [71] [83] . During last four decades the fuzzy set theory has rapidly developed into an area which scientifically as well as from the application point of view, is recognized as a very valuable contribution to the existing knowledge (see [72] [23] . There exists a wide variety of techniques for dealing with problems involving equivalence, similarity, clustering preference etc. The study of fuzzy relations was also started by Zadeh [91] in 1971. In that celebrated paper he introduced the concept of fuzzy relation, defined the notion of equivalence, and gave the concept of fuzzy ordering. The concept of fuzzy order was introduced by generalizing the notion of reflexivity, antisymmetric and transitivity, there by facilitating the derivation of known results in various areas and stimulating the discovery of new ones. Fuzzy ordering have broad utility. They can be applied, for example, when expressing our preferences with a set of alternatives. Compared with crisp ordering, they have greater expressive power. They allow us to express not only that we prefer on alternative to another, but also the strength of this preference. In this review article we present results regarding the fuzzy order relations recently proved by the author in papers [5] [6] [7] [8] [9] [10] [11] [13] [25] [26] [27] . In section 1, we present basic facts about ordered sets. In section 2, we prove fuzzy Zorn's lemma using fuzzy axiom of choice due to Chapin [35] . Section 3, deals with existence of fixed points of single/multi-valued mappings and obtains fuzzy analogue of several fundamental fixed point theorems. The aim of section 4, is to prove the existence of a fuzzy order preserving selectors for fuzzy multifunctions under suitable conditions. A fixed point theorem for fuzzy order preserving fuzzy multifunctions is also proved. In section 5, we further weaken the fuzzy transitivity condition without invoking any topological assumptions. A necessary and sufficient condition has been established to completely characterize the existence of maximal elements for general irreflexive nontransitive fuzzy relations. Section 6 is devoted to elucidate the connection between fixed point theorem and the basic completeness technique in fuzzy metric spaces. We show that fuzzy Ekeland theorem is a consequence of Beg ([9] , Theorem 7) and it further characterizes complete fuzzy metric spaces. We also obtained a characterization in terms of existence of fixed points in fuzzy metric spaces. In section 7, we study the extension of fuzzy positive linear operators defined on a majorizing vector subspace of a fuzzy Riesz space with values in a complete fuzzy Riesz space. The fuzzy analogue of the most general form of the famous Hahn-Banach theorem is also proved.
ORDERED SETS
There are two types of relations which often arise in mathematics: order relations and equivalence relations. An order relation is a generalization of both set inclusion and the order relation on real line.
A relation R, defined for some pairs x, y of elements of a set X, is called an order relation in X if it satisfies:
(i) xRx for any x ∈ X (reflexivity); (ii) xRy and yRz imply xRz (transitivity); (iii) xRy and yRx imply x = y (antisymmetric). A set X in which an order relation has been given is called an ordered set (semi-ordered set or partially ordered set).
If Y is a subset of an ordered set X, then the relation R, considered for elements x, y in Y , is an order relation in Y and is called induced order relation. A relation R which only satisfies (i) and (ii) is called a pre-order relation and a set in which a pre-order relation has been given is called a pre-ordered set.
Let Y be a pre-ordered set with the pre-order relation P. The relation , defined by the condition x y ⇐⇒ " xP y and yP x" , is an equivalence relation in Y .
The symbol ≤ is often used for an order relation, i.e., we write x ≤ y instead of xRy and read as x is smaller or equal (or less preferred) to y. The notation x < y is used for x ≤ y and x = y.
If for a given pair of x, y in an ordered set X, the relation x ≤ y does not hold we write x y. If x y and y x, then the elements x, y are called incomparable.
An ordered set X is called totally ordered set if it has no incomparable elements. Let X be an ordered set. A subset Y of X is said to be bounded from below if there exists an element y in X such that y ≤ x for any x in Y . The element y is called a lower bound for Y . If there exists a lower bound y for the set Y , which is in Y , then y is called the smallest element of Y .
A subset Z of X is said to be bounded from above if there exists an element z in X such that x ≤ z for any x in Z. The element z is called an upper bound for Z. If there exists an upper bound z for the set Z, which is in Z, then z is called the greatest element of Z.
A subset of X, which is both bounded from below and above is called bounded. If a and b are elements of X, such that a ≤ b, then the set [a, b] = {x ∈ X; a ≤ x ≤ b} is called an interval.
A subset Y of X has a greatest lower bound if it is bounded from below and if the set of its lower bounds has a greatest element a. The element a is called the greatest lower bound of Y and it is denoted by Inf or glb Y. The glb if it exists is unique.
A subset Z of X is said to has a least upper bound if it is bounded from above and if the set of its upper bounds has a smallest element b. The element b is called the least upper bound of Z and it is denoted by sup or lub Z. The lub if it exists is unique.
We write x ∨ y for supremum and x ∧ y for the infimum, of the two point set {x,y}. For total orders, x ∨ y = max{x, y} and x ∧ y = min{x, y}. A lattice is an ordered set in which every pair of elements has a supremum and infimum. It is easy to show (by induction) that every finite set in a lattice has a supremum and an infimum.
Zermelo-Frankel (ZF) set theory has eight axioms .There is also a ninth axiom, the axiom of choice: the Cartesian product of a nonempty set of nonempty sets is itself a nonempty set. ZF set theory together with this axiom is referred as ZFC set theory. The ninth axiom, the axiom of choice is a seemingly innocuous set theoretic axiom with much hidden power.This axiom is both consistent with and independent of ZF set theory proper. Even though the axiom of choice has some unpleasant consequences but dropping the axiom of choice has also more devastating side effects. The biggest problem is that some of the most useful tools of analysis ( like Tychonoff Product Theorem, most proofs of Hahn-Banach Extension Theorem, existence of non-Lebesgue measurable sets of real numbers, etc.) would be thrown out with it and life would be nasty and brutish.
For more detailed study we refer to [56] Let X be an ordered set. An element a in X is said to be minimal if x ≤ a implies x = a. An element b in X is said to be maximal if b ≤ x implies x = b. Zorn's Lemma [95] : Let X be an ordered set, such that any totally ordered subset of X has an upper bound. Then for any element x 0 ∈ X there exists a maximal element y in X, such that x 0 ≤ y.
One of the most useful proposition equivalent to axiom of choice is Zorn's lemma. That is, Zorn's lemma is a theorem if the axiom of choice is assumed, but if Zorn's lemma is taken as an axiom, then axiom of choice becomes a theorem. Zorn's lemma is a very powerful tool and is used to prove a number of results in mathematics and economics e.g., that vector spaces possess Hamel basis, any preorder have a compatible extension to a total preorder, Knaster-Tarski fixed point theorem, key results in revealed preference etc. For detail see [81] [82] [85] [2].
FUZZY ZORN'S LEMMA
Zorn's lemma is one of the most famous and useful result in mathematics. Chapin Jr. [35] [36] studied the basic logical axioms of fuzzy set theory. In this section we prove fuzzy Zorn's lemma using fuzzy axiom of choice due to Chapin Jr [35] .
Let X be a space of objects, with generic elements of X denoted by x. A fuzzy subset A of X is characterized by a membership function a which associates with each element in X a real number in the interval [0, 1].. Definition 2.1. A fuzzy preorder µ on X is a fuzzy subset of X × X such that the following conditions are satisfied:
A nonempty set X with fuzzy preorder µ defined on it, is called fuzzy preordered set and we denote it by (X, µ) or just by X for simplicity sake when there is no confusion. A fuzzy preordered set is called fuzzy ordered set if:
(iii) µ(x, y) + µ(y, x) > 1 implies x = y Remark 2.2. Let X be a fuzzy preordered set. The fuzzy preorder µ is said to be linear (total) if for all x = y, we have µ(x, y) = µ(y, x) . A fuzzy subset on which fuzzy preorder is linear is called a fuzzy chain. For a subset A ⊂ X , an upper bound (strict upper bound) is an element x ∈ X satisfying µ(y, x) ≥ µ(x, y) (µ(y, x) > µ(x, y)) for all y in A. An element x is a maximal element of X if µ(x, y) ≥ µ(y, x) for some y ∈ X, then µ(x, y) + µ(y, x) > 1. The set of all maximal elements of X will be denoted by sup(X). Minimal elements are defined analogously. A greatest element of A is an x ∈ A satisfying µ(y, x) ≥ µ(x, y) for all y ∈ A. Least elements are defined in the obvious fashion.
For more details see Billot [29] , Beg and Islam [26] , Novak [75] , Li and Yen [70] . Let A and B be two fuzzy subsets of X, then (a − b)(x) = min{a(x), 1 − b(x)}, (A ∪ B)(x) = max{a(x), b(x)} and (A ∩ B)(x) = min{a(x), b(x)}. A fuzzy set is empty if it is the constant zero function. Using Fuzzy Axiom of Choice (Chapin [35] , Ax. 14 ), we choose a function f that assigns to every bounded fuzzy chain C a strict upper bound f (C).
For further details and basic logical axioms of fuzzy set theory we refer to Zadeh [90] [94] and Dubois and Prade [43] . Definition 2.3. If C is a fuzzy chain in X and x ∈ C, then we define the fuzzy subset P (C, x) of C by P (C, x)(y) = µ(y, x) − µ(x, y). A fuzzy subset of a fuzzy chain C that has the form P (C, x) is called an initial segment in C. Proposition 2.5. Let A and B be conforming subsets of a fuzzy chain C and A = B, then one of these two sets is an initial segment of the other. Proof. We may assume A − B = φ, i.e., min{a(x), 1 − b(x)} = 0 for some x ∈ A. Define x 0 to be the least element of A − B. Thus µ(x 0 , y) ≥ µ(y, x 0 ) if min{a(y), 1 − b(y)} = 0. Therefore, if µ(x 0 , y) < µ(y, x 0 ), then either a(y) = 0or b(y) = 1. We claim that P (A, x 0 ) = B. For this we show that:( i) P (A, x 0 ) ⊆ B and (ii)
(ii) Assume that B − P (A, x 0 ) = φ and let y 0 be the least element of B − P (A, x 0 ), i.e., min{b(y 0 ), 1 − P (A, x 0 )(y 0 )} = 0 and µ(y, y 0 ) ≤ µ(y 0 , y) for all y ∈ B − P (A, x 0 ) = B − {y ∈ A : µ(y, x 0 ) > µ(x 0 , y)}. It implies that P (B, y 0 ) ⊆ P (A, x 0 ). Given any element u ∈ P (B, y 0 ) and any element v ∈ A such that
It further implies that v ∈ P (B, y 0 ). Therefore, if z 0 is the least element of A − P (B, y 0 ), we have P (A, z 0 ) = P (B, y 0 ). Note that µ(z 0 , x 0 ) ≥ µ(x 0 , z 0 ). But since z = f (P (A, z 0 )) = f (P (B, y 0 )) = y 0 and since y 0 ∈ B, we can not have z 0 = x 0 .Therefore µ(z 0 , x 0 ) > µ(x 0 , z 0 ) and we conclude y 0 = z 0 ∈ P (A, x 0 ), contradicting the choice of y 0 . Remark 2.6. If A is a conforming subset of X and x ∈ A, then whenever µ(y, x) > µ(x, y), either y ∈ A or y does not belong to any conforming set. Therefore, it follows that the union Ω of all conforming subset of X is conforming.
Theorem 2.7. Fuzzy Zorn's lemma: Let X be a fuzzy ordered set with fuzzy order R. If every fuzzy chain in X has an upper bound then X has a maximal element. Proof. Suppose that X has no maximal element. If C is a chain in X, then by choosing an upper bound u of C and then choosing an element x, µ(u, x) > µ(x, u). We can obtain an element x in X such that µ(y, x) > µ(x, y) for every y in C. Then x will be a strict upper bound of C. If x = f (Ω) then the set Ω ∪ [x} is conforming by Remark 2.6. Therefore x ∈ Ω , contradicting the fact that x is a strict upper bound of Ω.
Remark 2.8. Proposition 2.5 and theorem 2.7 are from Beg [7] .
FIXED POINT
Fixed point theorems are fundamental tools for solving functional equations. Recently Heilpern [54] , Kaleva [61] , Bose and Sahani [31] , Park and Jeong [77] , Lee and Cho [69] , Beg [5] and many other authors have proved fixed point theorems in fuzzy setting, specially for fuzzy metric spaces. Zadeh [91] and Negoita and Ralescu [74] have introduced the notion of fuzzy order and similarity in their papers, which was subsequently further developed and refined by Venugopalan [87] , Orlovsky [76] , Billot [29] , Kundu [68] and Beg and Islam [25] [26] [27] . In this section, we present results on existence of fixed points of single/multi-valued mappings and obtain fuzzy analogue of several fundamental fixed point theorems.
Definition 3.1. A set X is well fuzzy preordered by the linear fuzzy preordered µ if every nonempty subset of X has a least element. 
Theorem 3.5. Let X be a nonempty A-inductive fuzzy ordered set and f : X → X be an expansive mapping then f has a fixed point.
Proof.Assume that f has no fixed point. Since fuzzy order µ is linear therefore for every x ∈ X. µ(x, f (x)) > µ(f (x), x). Let z be an arbitrary element of X. For every ordinal p we define:
Since X is A-inductive , it follows that for every ordinal p, f p (z) ∈ X. Moreover, for every ordinal p and q if p = q then f p (z) = f q (z). Now , to every x ∈ X, assign an ordinal F (x) as follows:
Obviously, F is an ordinal valued function, whose domain is X. Since X is a set, from the ZF Axiom of Substitution (Kelley [63] , page 261) it follows that the range of F is also a set. But range of F is collection of all ordinals, which is not a set. Hence a contradiction. Thus our assumption is wrong and f has a fixed point.
Remark 3.6. Let X be a fuzzy preordered set. Define the fuzzy semilitude subrelation ∼ in X by : x ∼ y if µ(x, y) + µ(y, x) > 1. The relation ∼ between the different semilitude classes is necessarily antisymmetric (Negoita and Ralescu [74] ) . Semilitude classes are not necessarily disjoint. It is obvious that there exists a fuzzy order between semilitude classes. Definition 3.7. A nonempty subset E of a fuzzy preordered set X is called fuzzy order extremal provided x ∼ y for all x, y ∈ E ; and x ∈ E whenever x ∈ X and µ(y, x) > µ(x, y) for some y ∈ E. Remark 3.8. A fuzzy order extremal subset E is always a chain, has a least upper bound and it consists of maximal elements of X. Remark 3.9. A singleton set E = {x} is fuzzy order extremal if and only if x is a unique least upper bound of {y : y ∈ X and µ(x, y) ≥ µ(y, x)}. Lemma 3.10. Let X be a nonempty A-inductive fuzzy preordered set and let f : X → X be an expansive mapping. Then there exists a fuzzy order extremal f-invariant set W in sup(X). 
Definition 3.11. An A-inductive fuzzy preordered set X is said to have normal fuzzy order structure if each fuzzy order extremal subset of X is a singleton.
Theorem 3.12. Let X be a fuzzy preordered set with normal fuzzy order structure and f : X → X be an expansive mapping. Then f has a maximal fixed point.
Proof. Let X be a fuzzy preordered set with normal fuzzy ordered structure. If µ(x, f (x)) ≥ µ(f (x), x) for every x ∈ X then the fuzzy ordered extremal set W ⊂ sup(X), constructed in Lemma 3.10 is a singleton, say W = {w}. Since W is f-invariant, therefore f (w) = w. Maximality of W in Y implies that w is a maximal fixed point.
Theorem 3.13. Let X be a fuzzy ordered set and X 0 be an A-inductive fuzzy subset of X. Let f : X 0 → X 0 and g : X → X be expansive mappings. If g(fix f ) ⊂ X 0 then f and g have a common fixed point.
Proof. By theorem 3.5, there exists an expansive mapping h : X 0 → f ix(f ). Then the mapping goh is expansive and goh(X 0 ) ⊆ g(f ix(f )) ⊆ X 0 . Theorem 3.5, further implies that goh has a fixed point x * . Because h is expansive therefore
Also g is expansive, thus
It further implies µ(x * , h(x * )) = µ(h(x * ), x * ). Linearity of fuzzy order µ now implies x * = h(x * ). Thus g(x * ) = g(h(x * )) = goh(x * ) = x * , so x * is a fixed point of g. Since f oh = h, x * is a fixed point of f oh. Repeating the above argument yields x * = f (x * ) . Hence x * is a common fixed point of f and g.
Theorem 3.15. Let X be a fuzzy ordered set with the property that every fuzzy chain in X has a supremum. Let f : X → X be a fuzzy monotone map and assume that there exists some a ∈ X with µ(a, f (a) ≥ µ(f (a), a). Then the set of fixed points of f is nonempty and has a maximal fixed point.
Proof.Consider the fuzzy ordered subset P = {x ∈ X : µ(x, f (x)) ≥ µ(f (x), x)}. Since a ∈ P , therefore P is nonempty. Let C be a chain in P and b be its supremum in X. Then µ(c, b) ≥ µ(b, c) for every c ∈ C.
Thus supremum of any chain P belongs to P . Fuzzy Zorn's Lemma further implies that P has a maximal element, x 0 (say). Since
). It further implies that f (x 0 ) belong to P . Since x 0 is a maximal element of P , we see that
Furthermore, if y is another fixed point of f , then y ∈ P . This shows that x 0 is a maximal fixed point of f . Definition 3.16. A map f : X → X is said to be fuzzy order continuous if for each countable fuzzy chain {c i } having a supremum, f (sup{c i }) = sup({f (c i )}).
A fuzzy order continuous map is necessarily monotone; for if µ(x, y) ≥ µ(y, x) then y = sup{x, y}, so by continuity, f (y) = sup{f (x), f (y)}. Therefore
Theorem 3.17. Let X be a fuzzy ordered set and f : X → X be fuzzy order continuous map. Assume that there is a b ∈ X such that:
, and ii) every countable fuzzy chain in {x : µ(b, x) ≥ µ(x, b)} has a supremum. Then the point c = sup f n (b) is a fixed point of f . Moreover the point c is also the infimum of the set of fixed points of f in {x :
and inductively,
Since f is continuous,
Hence c is a fixed point of f . Let e be another fixed point of f in {x :
, and by induction, that µ(f n (b), e) ≥ µ(e, f n (b)) for every n ≥ 1. Thus e is an upper bound for {f n (b) : n ≥ 1}, so µ(c, e) ≥ µ(e, c). Thus c is the infimum of the set of fixed points of f in {x : µ(b, x) ≥ µ(x, b)}.
Next we prove some fixed point theorems for fuzzy multivalued mappings. First we state some definitions and notations.
Let (X, d) be a metric linear space (i.e., a complex or real vector space ) and A be a fuzzy set in X characterized by a membership function α . The λ−level set of A , denoted by A λ , is defined by
where B denotes the closure of the (nonfuzzy) set B. Let W (X) be a collection of all approximate quantities in X. Definition 3.19. Let A, B ∈ W (X). Then A is said to be more accurate than B (or B includes A ) denoted by A ⊂ B if and only if α(x) ≤ β(x) for each x ∈ X, where β is the membership function of B. The relation ⊂ induces an order on W (X).
Let X be a nonempty fuzzy ordered set and T be a fuzzy multivalued mapping with domain in X and range in the family of all fuzzy subsets of X i.e., T : X → [0, 1] X . We assume that T is nonempty valued, meaning that T (x) = φ for all x ∈ X. T (a) ≥ a if and only if for all x ∈ T (a) , µ(a, x) ≥ µ(x, a). A point x ∈ X is called a fixed point of T if {x} ⊂ T (x).
Lemma 3.20. Let X be a fuzzy ordered set . Let T : X → [0, 1] X be a nonempty fuzzy multivalued mapping and there exists some a ∈ X such that T (a) ≥ a. Let P = {x ∈ X : T (x) ≥ x} . Assume that every nonempty T-invariant subset A of P has a maximal point. Then T has a fixed point.
Definition 3.21. Let X be a fuzzy ordered set and T :
Lemma 3.22. Let X be a fuzzy ordered set. Let T : X → [0, 1] X be a nonempty nondecreasing fuzzy multivalued mapping and there exists some a ∈ X such that T (a) ≥ a . Let P = {x ∈ X :
Proof. Let y ∈ T (P ). Then there exists x ∈ P , such that y ∈ T (x). As x ∈ P , therefore for all z ∈ T (x), µ(x, z) ≥ µ(z, x). In particular , µ(x, y) ≥ µ(y, x). If y = x, the result follows. If y = x , then as T is nondecreasing , therefore for all z 1 ∈ T (x) and z 2 ∈ T (y) , µ(z 1 , z 2 ) ≥ µ(z 2 , z 1 ) . As y ∈ T (x), we can conclude that for all z 2 ∈ T (y), µ(y, z 2 ) ≥ µ(z 2 , y) . Hence y ∈ P.
Theorem 3.23. Let X be a fuzzy ordered set in which every nonempty fuzzy chain has a supremum. Let T : X → [0, 1] X be a nonempty nondecreasing multivalued fuzzy mappings and there exits some a ∈ X such that T (a) ≥ a. Then there exits x 0 ∈ X such that {x 0 } = T (x 0 ).
Proof. Consider P = {x ∈ X : T (x) ≥ x}. Since T (a) ≥ a, P is nonempty. Take a nonempty fuzzy chain C in P . By hypothesis C has a supremum b in X , i.e.,µ(c, b) ≥ µ(b, c) for all c ∈ C. If b = c for some c ∈ C, then b ∈ P . Suppose now that b = c for all c ∈ C. Since T is nondecreasing, thus for all y ∈ T (c) and for all z ∈ T (b),µ(y, z) ≥ µ(z, y) . As c ∈ C ⊂ P , therefore µ(c, y) ≥ µ(y, c) for all y ∈ T (c). It further implies that µ(c, z) ≥ µ(z, c) for all z ∈ T (b). As c is an arbitrary element of C, therefore every z in T (b) is a majorant of C and b is the smallest element of all majorants i.e., µ(b, z) ≥ µ(z, b) for all z ∈ T (b).Thus b ∈ P . By fuzzy Zorn's Lemma, P has a maximal element x 0 . Lemma 3.22 implies that T (P ) ⊂ P . Lemma 3.20 further implies that {x 0 } = T (x 0 ). Remark 3.24. Theorem 3.23 is fuzzy multivalued version of the results of Knaster [67] and Tarski [86] . Now we prove a general principle on fuzzy ordered sets for use to prove a Caristi type fixed point theorem [33] for fuzzy multivalued mappings.
Let X be a fuzzy ordered set. For x ∈ X, we denote S(x) = {y ∈ X : µ(x, y) ≥ µ(y, x)}. Definition 3.25. A sequence {x n } in a fuzzy ordered set X is said to be increasing, provided µ(x n , x n+1 ) ≥ µ(x n+1 , x n ) for all n.
Theorem 3.26. Let ψ : X → R be a function which satisfies : i) µ(x, y) ≥ µ(y, x) and x = y implies ψ(x) ≤ ψ(y) , ii) for any increasing sequence {x n } in X such that ψ(x n ) < c < ∞ for all n , there exists some y ∈ X such that µ(x n , y) ≥ µ(y, x n ) for all n, iii) for each x ∈ X , ψ(S(x)) is bounded.
Then for each x ∈ X , there exists x / ∈ S(x) such that x / is maximal i.e., {x / } = S(x / ).
Proof. For a ∈ X, let p(a) = sup{ψ(b) : b ∈ S(a)}. Assume the conclusion of the theorem fails for some x ∈ X and define by induction a sequence {x n } such that x 1 = x and x n+1 ∈ S(x n ) satisfies p(x n ) ≤ ψ(x n+1 )+ 1 n for all n.
Since ψ(x n+1 ) ≤ p(x n ) and p(x n ) = +∞, it follows from (ii) that there exists some y ∈ X such that µ(x n , y) ≥ µ(y, x n ) for all n. Also by assumption y is not maximal in S(x), so there exists u ∈ X such that µ(y, u) ≥ µ(u, y) and ψ(y) < ψ(u) . Since µ(x n , u) ≥ µ(u, x n ) ,ψ(u) ≤ p(x n ) for all n. Also µ(x n+1 , y) ≥ µ(y, x n+1 ) thus ψ(x n+1 ) ≤ ψ(y) . Therefore
Proof. Set ψ = −ϕ and for x, y ∈ X , say µ(x, y) ≥ µ(y, x) provided d(x, y) ≤ ϕ(x) − ϕ(y) . Note that by assumption for every u ∈ X there exists v ∈ T (u) such that µ(u, v) ≥ µ(v, u) .We must verify conditions (i), (ii), and (iii) of theorem 3.26. Condition (i) obviously holds. To see that (ii) holds, observe that if {x n } is any increasing sequence then {ϕ(x n )} is decreasing and bounded below, hence {ϕ(x n )} converges, say to r ∈ R. It further implies that {x n } is a Cauchy sequence. Thus {x n } converges to a point y ∈ X and since ϕ is lower semicontinuous it follows that,
Thus µ(x n , y) ≥ µ(y, x n ) for all n. Since (iii) follows from the fact that ϕ is bounded below, we conclude [for each u ∈ X, put f (u) = v, then x / = f (x / )] that for each x ∈ X there exists x / such that µ(x, x / )≥ µ(x / , x) and {x / } ⊂ T (x / ). Remark 3.28. Results presented in this section are mainly due to Beg [5] [8] [9] .
SELECTION
One of the most interesting and important problems in ordered set theory is the extension problem. Two ordered sets X and Y are given, together with a subset A ⊂ X, we would like to know whether every order preserving function g : A → Y can be extended to an order preserving function f : X → Y . Sometimes there are additional requirements on f e.g., for every x ∈ X, f (x) must be an element of a pre-assigned subset of Y . This new problem is clearly more general than the extension problem and is called a selection problem. Even though there is a lot of work in the classical set theory on selection problems ( see; Knaster [67] , Tarski [86] , Davis [40] , Birkhoff [30] and Smithson [84] ). The aim of this section is to prove the existence of a fuzzy order preserving selectors for fuzzy multifunctions under suitable conditions. A fixed point theorem for fuzzy order preserving fuzzy multifunctions is also proved.
Let X be a fuzzy ordered set with a fuzzy order R and F : X → [0, 1] X \{φ} be a fuzzy multifunction, that is, for x ∈ X, F (x) is a nonempty fuzzy subset of X. If F maps the points of its domain to singletons, then F is said to be a single valued fuzzy function. No distinction will be made between a single valued fuzzy function and a fuzzy multifunction. The fuzzy multifunction F is said to be fuzzy order preserving if and only if x 1 , x 2 ∈ X and y 1 ∈ F (x 1 ), µ(x 1 , x 2 ) ≥ µ(x 2 , x 1 ) implies that there is a y 2 ∈ F (x 2 ) such that µ(y 1 , y 2 ) ≥ µ(y 2 , y 1 ). A selector for F is a fuzzy function f : X −→ X such that {f (x)} ⊆ F (x) for each x ∈ X. A point x ∈ X is a fixed point of F , if {x} ⊆ F (x).
Theorem 4.1. Let X be a fuzzy ordered set and let F be a fuzzy order preserving fuzzy multifunction on X. If sup F (x) ⊆ F (x) for all x ∈ X, then there is a fuzzy order preserving selector f for F .
Proof. Let f (x) = sup F (x) for each x ∈ X. Then f is a fuzzy order preserving selector for F . Indeed, let
Theorem 4.2. Let X be a fuzzy ordered set in which each nonempty fuzzy chain C has a supremum and X contains a least element u. If F : X → [0, 1] X \{φ} is a fuzzy multifunction which satisfies (I)-(III) as follows:
(I). Let there be a fuzzy order preserving fuzzy function g : C −→ X such that {g(x)} ⊆ F (x) for all x ∈ C. Then there exists y 0 ∈ F (sup C) such that µ(g(x), y 0 ) ≥ µ(y 0 , g(x)) for all x ∈ C.
(II). Let µ(x 1 , x 2 ) ≥ µ(x 2 , x 1 ) and let y 1 ∈ F (x 1 ), y 2 ∈ F (x 2 ) with µ(y 1 , y 2 ) ≥ µ(y 2 , y 1 ). If µ(x 1 , x) ≥ µ(x, x 1 ) and µ(x, x 2 ) ≥ µ(x 2 , x) then F (x) ∩ {z : µ(y 1 , z) ≥ µ(z, y 1 ) and µ(z, y 2 ) ≥ µ(y 2 , z)} = φ.
(III). Let
Then there exists a fuzzy order preserving selector f for F on X.
Proof. Let P be the collection of fuzzy subsets Y of X with properties:
. If x ∈ Y and µ(z, x) ≥ µ(x, z) then z ∈ Y , and (3). There is an order preserving fuzzy function g : Y −→ X such that g(x) ∈ F (x) for all x ∈ Y . Let (P, g) = {(Y, g) : Y ∈ P and g is a fixed fuzzy function from (3) }. Define a fuzzy order on (P, g) as follows:
Then by fuzzy Zorn's lemma there is a maximal element (X 0 , f 0 ) of (P, g). If X = X 0 , we are done. Otherwise, suppose x ∈ X\X 0 , and let C be a maximal fuzzy chain containing u and x. Then C ∩ X 0 = C 1 is a fuzzy chain in X 0 . Let x 0 = sup C 1 . Condition (I) and maximality of X 0 imply that x 0 ∈ X 0 . Now pick a y ∈ F (x) such that
If z ∈ X 0 , then f (z) = f 0 (z) and if z ∈ {z : µ(x 0 , z) ≥ µ(z, x 0 ) and µ(z, x) ≥ µ(x, z)} then f (z) = sup(F (z) ∩ {y : µ(f (x 0 ), y) ≥ µ(y, f (x 0 )) and µ(y, y ) ≥ µ(y , y)}).
Set f (x) = y . Conditions (II) and (III) show that f is well defined order preserving fuzzy function. This contradicts to the maximality of X 0 . Hence X = X 0 .
Theorem 4.3. Let X be a fuzzy ordered set in which each nonempty fuzzy chain C has a supremum. Let F : X −→ [0, 1] X \{φ} be a fuzzy order preserving fuzzy multifunction such that, given a chain C in X and a single valued order preserving fuzzy function g : C −→ X satisfying {g(x)} ⊆ F (x) for all x ∈ C, there exists a y 0 ∈ F (sup C) such that µ(g(x), y 0 ) ≥ µ(y 0 , g(x)) for all x ∈ C. If there is a point p ∈ X and y ∈ F (p) such that µ(p, y) ≥ µ(y, p), then F has a fixed point.
Proof.Let p ∈ X and let y ∈ F (p) with µ(p, y) ≥ µ(y, p). Define a collection P of fuzzy subsets Y of X by:
Fuzzy order P by inclusion. Since {p} ∈ P . Therefore by fuzzy Zorn's lemma there is a maximal element X 0 ∈ P . Let C be a maximal chain in X 0 (existence of C is implied by fuzzy Zorn's lemma and let x 0 = sup C. Element x 0 ∈ X 0 . Indeed; let there be a fuzzy subset C 0 ⊆ C such that : (iv). x 0 = sup C 0 , and (v). There is an order preserving fuzzy function g : C 0 −→ X such that {g(x)} ⊆ F (x) and µ(x, g(x)) ≥ µ(g(x), x) for each x ∈ C 0 .
Let Q be the collection of fuzzy subsets of C which satisfies (v). If C 1 , C 2 ∈ Q, then fuzzy order the pairs (C 1 , g 1 ), (C 2 , g 2 ), where g 1 and g 2 are fixed fuzzy functions from condition (v), by (C 1 , g 1 ) < (C 2 , g 2 ), if and only if C 1 ⊆ C 2 and g 1 = g 2 | C 1 . By fuzzy Zorn's lemma there is a maximal set C 0 with function g 0 in Q. Let x = sup C 0 . If x = x 0 then there is an x ∈ C such that µ(x , x) ≥ µ(x, x ). By hypothesis, we can extend g 0 to the set C 0 ∪ {x} which contradicts the maximality of C 0 . Thus sup C 0 = x 0 . By hypothesis there is a y ∈ F (x 0 ) such that µ(g(x), y) ≥ µ(y, g(x)) for all x ∈ C 0 . But µ(x, g(x)) ≥ µ(g(x), x) for x ∈ C 0 and so y is an upper bound for C 0 . Thus µ(x 0 , y) ≥ µ(y, x 0 ). Hence, x 0 ∈ X 0 . Since x 0 ∈ X 0 , there exists a y 0 ∈ F (x 0 ) such that µ(x 0 , y 0 ) ≥ µ(y 0 , x 0 ). If x 0 = y 0 , we are done. Otherwise suppose µ(x 0 , y 0 ) > µ(y 0 , x 0 ). Then put X 1 = X 0 ∪ Z, where Z = {z : µ(x 0 , z) ≥ µ(z, x 0 ) and µ(z, y 0 ) ≥ µ(y 0 , z)}.
Since F is fuzzy order preserving, therefore for each z ∈ Z, there is a w ∈ F (z) such that µ(y 0 , w) ≥ µ(w, y 0 ). But then, µ(z, w) ≥ µ(w, z). Thus (i), (ii) and (iii) are satisfied by X 1 , which contradicts the maximality of X 0 . Hence, x 0 = y 0 and thus x 0 ∈ F (x 0 ). 
FURTHER EXTENSION OF FUZZY ZORN'S LEMMA
In economics, decision analysis, optimization and game theory, it is important to know under what conditions a relation has a maximal element on a nonempty set. Many results are given in the literature to prove the existence of maximal elements for a relation. Among these results, there are basically two streams: One stream assumes a convex cone preferences and focuses on a weakening the topological conditions (see Fan [47] , Bergstrom [28] and Zhou and Tian [93] ). The other stream assumes a certain nontransitive preference on a compact set with some other topological and/or convexity condition (see Corley [37] [38]). The Zorn's lemma [95] is a very powerful mathematical tool to avoid compactness assumption (see [2] ). The main aim of this section is to further weaken the fuzzy transitivity condition in fuzzy Zorn's lemma without invoking any topological assumptions. A necessary and sufficient condition has been established to completely characterize the existence of maximal elements for general irreflexive nontransitive fuzzy relations.
Definition 5.1. Let X be a set with a fuzzy relation R. A fuzzy subset B of X is said to be pointwisely dominated in X if for each x in B there is some y ∈ X such that y = x and r(x, y) ≥ r(y, x). The fuzzy subset B is called strictly dominated in X if there is some y ∈ X\B such that r(x, y) > r(y, x) = 0 for all x ∈ B. A pointwisely dominant R-fuzzy chain C in X is said to have the dominant property on X , if it is strictly dominated in X. When every pointwisely dominated R-fuzzy chain C ⊂ X is strictly dominated in X, we say that the fuzzy relation R has fuzzy chain dominant property on X.
It is clear from the definition that, for a fuzzy relation R on X if there exists an element x in X such that r(x, x * ) > r(x * , x) = 0 for all x in X then R has fuzzy chain dominant property on X. In a R-fuzzy chain C, the least and greatest elements are unique. A R-fuzzy chain C 1 in (X, R) is said to be maximal chain if any R-fuzzy chain C 2 in X with
Theorem 5.2. Let R be a fuzzy relation on a nonempty set X and let x be an element in X. Then in X, there exists a maximal R-fuzzy chain above x.
Proof. Let Z be the set of all fuzzy chains in X above x. Since X is nonempty, Z = φ. For any two C 1 , C 2 ∈ Z, if C 2 ⊂ C 1 then we define a (partial) fuzzy order relation Q on Z by q(C 2 , C 1 ) = sup{C 1 (x) − C 2 (x) : x ∈ X}. Then any chain in Z has an upper bound. Indeed, let N be a chain in Z; let B denote the set of all finite fuzzy subsets of N ordered by Q. For each B ∈ B, define: C B = ∪{c : c ∈ B} and C = ∪{C B : B ∈ B}. Now C is an element of Z and q(C, C) > q(C, C), for all C ∈ N, i.e., C is an upper bound of the chain N in Z. Applying theorem 2.7, we get a maximal element, say C * in Z. Hence C * is the maximal R-fuzzy chain in X containing x. Theorem 5.3. Let R be a fuzzy relation on a nonempty set X having the chain dominant property then there exists a maximal element x * in X.
Proof.Since X is nonempty, theorem 5.2 implies that there exists a maximal R-fuzzy chain C * (say) in X. If for each z in C * , there exists x ∈ X such that r(z, x) ≥ r(x, z) Then C * is pointwisely dominated. By the fuzzy chain dominant property, there exists x ∈ X\C * such that r(z, x) > r(x, z) = 0 for all z in C * . In this case, C * ∪ {x} is again a R-fuzzy chain. Thus we may enlarge the R-fuzzy chain C * by adding x to C, and this will violate the maximality of the R-fuzzy chain C * . Hence there exists an element x * ∈ C * such that r(x * , x) = 0 for all x in X with x = x * .
Next we prove that theorem 5.3 is equivalent to the fuzzy Zorn's lemma.
Theorem 5.4. Theorem 5.3 is equivalent to fuzzy Zorn's lemma.
Proof. To show the equivalence, we only need to prove that theorem 5.3 implies fuzzy Zorn's lemma. Let R * be a fuzzy order relation on a nonempty set X. We define p(y, x) > p(x, y) if r * (y, x) ≥ r * (x, y) and x = y. Then fuzzy relation P is f-antisymmetric fuzzy relation. Indeed the fact that p(y, x) > p(x, y) and p(x, y) > p(y, x) imply x = y , r * (y, x) ≥ r * (x, y) and r * (y, x) ≥ r * (x, y). Therefore x = y leads to a contradiction. The fuzzy relation P is also f-transitive. For p(y, x) > p(x, y) and p(z, y) > p(y, z) imply r * (y, x) ≥ r * (x, y) , r * (z, y) ≥ r * (y, z). Thus r * (z, x) ≥ r * (x, z). Since x = z is impossible, we have p(z, x) > p(x, z).
Define the completion of P by P * , i.e., p * (y, x) ≥ p * (x, y) if p(x, y) ≯ p(y, x) . Next, we claim that, if each R * -fuzzy chain in X has an upper bound, then P has the fuzzy chain dominant property on X. Let C be a pointwise dominated P -fuzzy chain in X. Since P implies R * , it is clear that this P -fuzzy chain is also a R-fuzzy chain. By our assumption this chain has an upper bound x 0 (say) in X. Let x 1 , x 2 be two elements from the chain with p(x 1 , x 2 ) > p(x 2 , x 1 ); then x 0 = x 1 will lead to p(x 0 , x 2 ) > p(x 2 , x 0 ), a contradiction to the fact that x 0 is an upper bound of C. Therefore p(x, x 0 ) > p(x 0 , x) for all x in C, except possibly x 0 = x 2 for some element x 2 , in the chain with p(x, x 2 ) > p(x 2 , x) for all x in C\{x 2 }. If such x 2 does not exist in the chain, then x 0 is a dominator of the chain. If such x 2 does exist in the chain, then there are two possibilities: either x 0 = x 2 and p * (x, x 2 ) ≥ p * (x 2 , x) for all x in X, or there exists y 0 in X such that p * (x 0 , y 0 ) ≥ p * (y 0 , x 0 ) and x 0 = x 2 . The first case is impossible by our assumption, so we exclude it. The second case implies that y 0 is a dominator of the chain under the transitivity of P . So P has the chain dominant property. Now theorem 5.3 guarantees the existence of a maximal element x * of P on X such that p * (x, x * ) ≥ p * (x * , x) for all x in X. Let x ∈ X with p * (x * , x) ≥ p * (x * , x). Since p(x * , x) > p(x * , x) will violate p * (x, x * ) ≥ p * (x * , x) for all x in X. Thus we have x = x * . Hence x * is a maximal element of fuzzy order relation R * on X.
Remark 5.5. Theorem 5.3 is an extension of the fuzzy Zorn's lemma to general nontransitive fuzzy relations without invoking any topological assumptions or linear structure. We expect that theorem 5.3 can be used for optimization, when the fuzzy relation is nontransitive for which the original fuzzy Zorn's lemma fails to fit.
Remark 5.6. Results given in this section are due to Beg [11] .
FUZZY ORDERING AND COMPLETENESS OF FUZZY METRIC SPACES
Ekeland's variational principle [45] [46] and its equivalence theorem, and Caristi's fixed point theorem [33] [34] [66] are very useful in nonlinear analysis, control theory, global analysis and geometric theory of metric spaces and Banach spaces. Central to the proof of all these is an argument based on completeness. Several other authors have also exploited these ideas in other areas (see [50] , [92] ] and references therein). Zadeh [91] and Negoita and Ralescu [74] have introduced the notion of fuzzy order and similarity in their papers, which was subsequently further developed and refined by Venugopalan [87] , Billot [29] and Beg et al [25] [26] [27] . Recently Kaleva and Seikkala [62] introduced the concept of a fuzzy metric space which generalize the notion of metric space by setting the distance between two points to be a non-negative fuzzy number, and investigated their properties. Afterwards fuzzy analogue of fixed point theorems and Ekeland's variational principle in fuzzy metric spaces were studied by Kaleva [61] , Hadzic [51] , Fang [48] , He [53] , Jung, Cho, Kang and Chang [60] , Beg [5] and Vijayaraju and Marudai [88] . Our aim in this section is to elucidate the connection between fixed point theorem and the basic completeness technique in fuzzy metric spaces. We show that fuzzy Ekeland theorem is a consequence of Beg ([9] , Theorem 7) and it further characterizes complete fuzzy metric spaces. We also obtained a characterization in terms of existence of fixed points in fuzzy metric spaces.
Beg ([9] , Theorem 7) can be reformulated as follows:
Theorem 6.1. Suppose that X is a fuzzy ordered set such that every decreasing chain in X has a greatest lower bound in X. If f : X → X is a map such that for all x in X, µ(f (x), x) ≥ µ(x, f (x)), then there is a v in X with f (v) = v. The concept of fuzzy metric space was introduced by Kaleva and Seikkala [62] . For the sake of completeness we state some definitions and results (6.2-6.6) from [62] .
We denote R = (−∞, ∞), R + = [0, ∞), the set of all upper semicontinuous normal convex fuzzy numbers by E and the set of all non-negative fuzzy numbers in E by G.
The additive and multiplicative identities of fuzzy numbers are denoted by0 and1, respectively. The α-level set [x] α of a fuzzy number x ∈ E is a closed interval [a, b] , where the values a = −∞ and b = ∞ are admissible.
where
In the following , the set E will be endowed with the above ordering and the α-level convergence. 
) whenever s ≥ λ 1 (x, z), t ≥ λ 1 (z, y) and s + t ≥ λ 1 (x, y). The following 2-place functions are some frequently used choices for L and R :
Theorem 6.5. Let (X, d, L, R) be a fuzzy metric space with lim a→0+ R(a, a) = 0. Then the family β = {(β(ε, α) : ε > 0, 1 ≥ α > 0} of sets β(ε, α) = {(x, y) ∈ X × X : ρ α (x, y) < ε} forms a basis for a Hausdorff uniformity on X × X. Moreover, the sets N x (ε, α) = {y ∈ X : ρ α (x, y) < ε} form a basis for a Hausdorff topology on X and this topology is metrizable.
We call the topology on X, determined by above basis , a fuzzy metric topology, and denote it T d . Theorem 6.6. In fuzzy metric space (X, d, L, R) with R = max, the triangle inequality (iii) (2), in Definition 6.4, is equivalent to
The convergence in a fuzzy metric space (X, d, L, R) is defined by lim n→∞ x n = x if and only if lim n→∞ d(x n , x) =0. From the definition of convergence in G and Theorem 6.5, it follow that in the fuzzy metric space (X, d, L, R) with lim a→0+ R(a, a) = 0, the limit is determined uniquely and all subsequences of a convergent sequence converge. A sequence {x n } in X is called a Cauchy sequence if lim m,n→∞ d(x m , x n ) =0. A fuzzy metric space X is complete if every Cauchy sequence in X converges. From the inequality (1), it follows that in the fuzzy metric space (X, d, L, max), every convergent sequence is also a Cauchy sequence.
Next, we prove Ekeland's variational principle in fuzzy metric spaces.
Theorem 6.7.[Ekeland's variational principle]. Let (X, d, L, max) be a complete fuzzy metric space such that lim t→∞ d(x, y)(t) = 0, for all x, y ∈ X. Let F : X → R be a real-valued continuous function on X such that inf F > −∞. Then, for each ε > 0, there is a v in X such that for all w = v,
Proof. Since lim t→∞ d(x, y)(t) = 0, it follows that ρ α (x, y) < ∞ for all x, y ∈ X and α ∈ (0, 1]. Therefore by using the triangle inequality (1) from definition 6.4, we can define a fuzzy order η F,ε on X by
The fact that every decreasing chains have greatest lowers bounds follows from completeness and the fact that F is continuous and bounded below. If (x δ ) decreases, then F (x δ ) non-increases and converges. Since, for δ < β, we have
the net (x δ ) is Cauchy and converges to the greatest lower bound, x. Define the map f : X → X by
Now Theorem 6.1 implies there must be a fixed point, v, for f . Hence if w = v we cannot have η F,ε (w, v) ≥ η F,ε (v, w) and so F (w) + ερ α (w, v) > F (v).
Corollary 6.8. Let (X, d, L, max) be a complete fuzzy metric space such that lim t→∞ d(x, y)(t) = 0, for all x, y ∈ X. Let F : X → R be a real-valued continuous function on X such that inf F > −∞ and u ∈ X is arbitrary. Then for each ε > 0 there is a v ∈ X such that
, and
where α ∈ (0, 1].
Proof. The complete fuzzy metric subspace {x : η F,ε (x, u) ≥ η F,ε (u, x)}, satisfies all the necessary conditions of Theorem 6.7. Therefore there exists a v ∈ X satisfying (i) and (ii) for all w = v such that η F,ε (w, u) ≥ η F,ε (u, w). However if the inequality in (ii) is not satisfied by some w ∈ X, then η F,ε (w, v) ≥ η F,ε (v, w) and so η F,ε (w, u) ≥ η F,ε (u, w). Hence w = v. The fuzzy metric space X is complete if and only if for every continuous function F : X → R with inf F ≥ 0 and every ε > 0 and each u ∈ X such that F (u) ≤ inf F + ε, there is a v ∈ X such that
for all w ∈ X and α ∈ (0, 1].
Proof. Suppose that fuzzy metric space X is complete then Corollary 6.8 implies the existence of a v ∈ X with the desired properties.
Conversely, suppose that (x n ) is a Cauchy sequence in fuzzy metric space X and consider the continuous function F : X → R given by F (y) = lim n ρ α (x n , y). Since the sequence (x n ) is Cauchy, inf F = 0. Let 0 < ε < 1 and u ∈ X such that F (u) ≤ ε.
By hypothesis, there is a v ∈ X satisfying (i) and (ii). Since F (v) ≤ ε. Thus for any η > 0 there is an x n (for n sufficiently large) such that ρ α (x n , v) < ε + η and F (x n ) < η. Condition (ii) of hypothesis further implies that
Since η > 0 was arbitrary, therefore ε 2 ≥ F (v). By repeating the same argument, we obtain ε n ≥ F (v), for n ≥ 2. It further implies that F (v) = 0. i.e. lim n x n = v. Hence X is a complete fuzzy metric space.
Next we prove a characterization of completeness of a fuzzy metric space in terms of existence of fixed points and obtain an analogue of the results of Caristi and Kirk [34] and Kirk [66] in fuzzy metric spaces. The fuzzy metric space X is complete if and only if for each continuous function F : X → R with inf F > −∞ and each ε > 0 every map f : X → X satisfying η F,ε (f (x), x) ≥ η F,ε (x, f (x)), has a fixed point v and η F,ε (v, u) ≥ η F,ε (u, v) for any u with F (u) ≤ inf F + ε.
Proof. Let X be a complete fuzzy metric space. Then the v, whose existence is guaranteed by Corollary 6.8 is a fixed point of f . Otherwise if f (v) = v, then by condition (ii) of Corollary 6.8, we have
Conversely, assume that X has fixed point property and F, ε, u are given. Define f : X → X by
A fixed point v of f, η F,ε (v, u) ≥ η F,ε (u, v) satisfies conditions (i) and (ii) of Theorem 6.10. and it further implies that the fuzzy metric space (X, d, L, max) is complete.
Remark 6.12. Results presented in this section are due to Beg [12] .
EXTENSION OF FUZZY POSITIVE LINEAR OPERATOR
In his seminal paper Zadeh [90] studied the geometric form of the Hahn-Banach theorem in the case of finite dimension. Fuzzy set theory has developed rapidly in last three decades but surprisingly (to the best of our knowledge) no attempt has been made to obtain fuzzy analogue of the famous Hahn -Banach theorem and its consequences. Zadeh [91] gave the notion of fuzzy order which was further studied by Venugopalan [87] . Recently using this notion of fuzzy order, Beg et al [4] [25] [26] [27] have defined fuzzy Riesz spaces and studied their properties. The aim of this section is to study the extension of fuzzy positive linear operators defined on a majorizing vector subspace of a fuzzy Riesz space with values in a complete fuzzy Riesz space. The fuzzy analogue of the most general form of the famous Hahn-Banach theorem is also given.
We modify few definitions for use in rest of this paper. Note difference between definition 7.1 and definition 2.2.
Definition 7.1. Let A be a crisp subset of a fuzzy ordered set X, then the upper bound U(A) of A is the fuzzy set on X defined as follows:
The lower bound L(A) of A is the fuzzy set on X defined by:
An element z is called supremum of A if (i) z ∈ U (A) and (ii) if y ∈ U (A) then y ∈ U (z). The infimum is defined similarly.
Definition 7.2.
A subset D of a fuzzy ordered set X is said to be directed if for every finite subset
Definition 7.3. A real linear space X is said to be a fuzzy ordered linear space if X is a fuzzy ordered set and
In a fuzzy ordered linear space X, an element x is said to be fuzzy positive if µ(0, x) > 1 2 , it is called fuzzy negative if µ(x, 0) > 1 2 and X + denotes the set of all fuzzy positive elements of X. If x is an arbitrary element of X then the positive part of x is the element x + = x ∨ 0, the negative part x − = (−x)∨ 0 , the absolute value of x is the element |x| = x ∨ (−x).
Definition 7.4.(i).
A fuzzy ordered linear space which is a directed set is called a directed fuzzy ordered linear space. (ii). A directed fuzzy ordered linear space X is called a fuzzy Archimedean space, if for any non-negative element x, the set {αx : 0 < α ∈ R} is not bounded from above. Definition 7.5. A fuzzy ordered linear space X is called a fuzzy Riesz space if all finite subsets of X have supremum and infimum. The space X is complete if every bounded subset of X has supremum and infimum.
We now state without proof 7.6 to 7.9 , whose proofs can be derived easily (see [25] [26] [27] ).
Proposition. 7.6. Let {x i } i∈J and {y k } k∈K be two systems of elements of a fuzzy ordered linear space. If i∈J x i and k∈K y k exist, then i∈J,k∈K (x i + y k ) exists too and i∈J,k∈K
An analogous result holds for the greatest lower bounds. Proposition 7.7. A directed fuzzy ordered linear space X is fuzzy Archimedean space if and only if: for x, y ∈ X such that µ (α n x, y) > Lemma 7.9. For any positive elements x, x 1 , x 2 in a fuzzy Riesz space X,
Definition 7.10. An operator U , which maps a fuzzy ordered linear space X into a fuzzy ordered linear space Y , is said to be fuzzy positive if and only if µ(0, x) > 
(ii). Let X and Y be two fuzzy Riesz spaces and U : X −→ Y an additive fuzzy positive operator, then Theorem 7.8 implies
Therefore for x ∈ X,
Lemma 7.12. Let X be a fuzzy Riesz space and Y be a fuzzy Archimedean space. If U : X −→ Y is an additive fuzzy positive operator then U is homogeneous.
Proof. Let α be any real number, then there exists sequences {a n } n∈N and {b n } n∈N of rational numbers such that a n ↑ α and b n ↓ α. Consider any nonzero positive element x is X, then µ (a n x, αx) > 1 2 and µ (αx, b n x) > 1 2 .
It implies that, η(U (a n x), U (αx)) > .Therefore η(a n U (x), U (αx)) > . Hence U (αx) = αU (x). Lemma 7.13. Let X be a fuzzy Riesz space and Y be a vector space. If U : X + −→ Y satisfies U (x + y) = U (x) + U (y) for x, y ∈ X + , then U extends uniquely to an additive operator V from X into Y . Moreover,
for each x ∈ X.
Proof. Equality (2) defines an addition operator on the fuzzy Riesz space X. Indeed, let x, y ∈ X, then there exists an element a ≥ 0 of X such that (x + y) + +a = x + + y + and (x + y) − +a = x − + y − .
Hence U ((x + y) + ) + U (a) = U (x + ) + U (y + ).
U ((x + y) − ) + U (a) = U (x − ) + U (y − ).
It further implies, V (x + y) = V (x) + V (y).
Obviously V is a unique extension of U .
Let f and g be two linear functional on a fuzzy Riesz space X, then f ≤ g if and only if g − f is fuzzy positive .
Theorem 7.14. Let f be a fuzzy positive linear functional on a fuzzy Riesz space X, then for any x ∈ X, f (x + ) = sup {g(x) : g ∈ X and 0 ≤ g ≤ f } , where X is the algebraic dual of the linear space X.
Proof. Let a ∈ X then sup {g(a) : g ∈ X and 0 ≤ g ≤ f } ≤ f (a) ≤ f (a + ).
Define the functional U on X + by U (x) = sup {f (x ∧ αa + ) : 0 ≤ α ∈ R} , then for x 1 , x 2 ∈ X + , U (x 1 + x 2 ) = U (x 1 ) + U (x 2 ). Indeed, for any α ≥ 0, Lemma 7.9 implies that µ ((x 1 + x 2 ) ∧ αa + , (x 1 ∧ αa + ) + (x 2 ∧ αa + )) > 1 2 .
where η is a fuzzy order relation on R. It further implies that
On the other hand, Proposition 7.6 implies that for α 1 , α 2 ≥ 0, µ ((x 1 ∧ α 1 a + ) + (x 2 ∧ α 2 a + ), (x 1 + x 2 ) ∧ (α 1 + α 2 )a + ) > 1 2 .
It further implies that
η (f (x 1 ∧ α 1 a + ) + f (x 2 ∧ α 2 a + ), f ((x 1 + x 2 ) ∧ (α 1 + α 2 )a + )) > 1 2 .
Thus η (U (x 1 ) + U (x 2 ), U (x 1 + x 2 )) > 1 2 . Hence U (x 1 + x 2 ) = U (x 1 ) + U (x 2 ). Lemma 7.13. implies that U can be uniquely extended to an additive functional V defined on X which is also positive.
Since for x ∈ X + , V (x) = U (x) ≤ f (x), Therefore V ≤ f . It follows that 0 ≤ V ≤ f and V ∈ X * . Since V (a − ) = 0, it follows that V (a) = U (a + ) = f (a + ) < sup {g(a) : g ∈ X * and 0 ≤ g ≤ f } .
Hence f (a + ) = sup {g(a) : g ∈ X * and 0 ≤ g ≤ f } .
Definition 7.15. A set S of fuzzy positive linear functionals on a fuzzy Riesz space X is called sufficient if for any nonzero x ∈ X there exists an f ∈ S such that f (x) = 0. Proof. Let f and g be linear functionals on X and 0 ≤ g ≤ f then η (g(a), f (a)) > 1 2 . Theorem 7.14. implies that f (a + ) = f (a), for every fuzzy positive linear functional f . Since on X there exists a sufficient set of fuzzy positive linear functionals, therefore a = a + . Hence µ(0, a) > 1 2 . Definition 7.17. A vector subspace Z of a fuzzy Riesz space X is said to be a majorizing vector subspace, if for any x ∈ X, there exist x 1 , x 2 ∈ Z such that µ(x 1 , x) > Proof. Let v ∈ Z c and x 1 , x 2 ∈ Z be such that µ(x 1 , v) > 
