We consider the Darcy problem in an axisymmetric three-dimensional domain with data which are axisymmetric. The solution satisfies a system of equations in the meridian domain. We propose a discretization of this problem in the case of an axisymmetric solution. This discretization relies on a backward Euler's scheme for the time variable and finite elements for the space variables. We prove a priori error estimates and a posteriori error estimates both for the time steps and the meshes and we present some numerical experiments which are in good agreement with the analysis.
Introduction
LetΩ be a bounded three-dimensional domain which is invariant by rotation around an axis. The boundaryΓ of this domain is divided into two partsΓ p andΓ u . We are interested in the following model, suggested by Rajagobal [14] , 
where the unknowns are the velocityȗ and the pressurep of the fluid. The data are the quantitiesf,g, the pressure on the boundaryp b and the initial values of 1 the velocityȗ 0 . The parameter α is a positive constant representing the drag coefficient. If the problem is set in a domain which is symmetric by rotation around an axis, it is proved in [6] that, when using a Fourier expansion with respect to the angular variable, a three-dimensional problem is equivalent to a system of two-dimensional problems on the meridian domain, each problem being satisfied by Fourrier coefficient of the solution. Here we are going to present an axisymmetric model, and we propose a discretization of this problem in the case of an axisymmetric solution, i.e. only for the Fourier coefficient of order 0. We recall that the problem considered in [7] which is similar to the present problem is restricted to a boundary condition for the pressure and the case where the domain is a general two-or three-dimensional with a Lipschitz-continuous boundary. In the present study, mixed boundary conditions are considered, and we treat the problem in the simpler case of the meridian domain Ω where the data are axisymmetric, in the sense of [6, Sec. II.3] . So, by using cylindrical coordinates, we can write a variational formulation of this problem in the meridian domain. We prove the well-posedness and some regularity properties of an axisymmetric solution for such a system. Next, we propose a time semidiscrete problem that relies on the backward Euler's scheme. We prove that this problem has a unique solution and derive error estimates. Concerning the space discretization, we consider a conforming finite element method which leads to a well-posed discrete problem for which we prove a priori error estimates. We introduce two families of error indicators, one for the time semi-discretization and another one for the space discretization. We also prove a posteriori error estimates which are optimal according to the standard criteria, see [16] . Therefore the error indicators that we propose seem appropriate to perform time and space adaptivity in an efficient way. In a final step, we propose an algorithm for solving the resulting system and present some numerical experiments.
An outline of the paper is as follows: • In Sectin 2, we write a variational formulation of problem (1) in the case of an axisymmetric solution, and we prove its well-posedness.
• Sectin 3 is devoted to the description and a priori analysis of the discrete problem in the meridian domain Ω.
• In Sectin 4, two families of error indicators are proposed and the a posteriori analysis of the discrete problem is carried out.
• In Sectin 5, we present some numerical experiments.
The two-dimensional formulation
We are interested in modeling a flow through a bounded and symmetric domain Ω with respect to the z axis. We use cylindrical coordinates (r, θ, z). So the axisymmetric domainΩ is the three-dimensional set obtained by rotating the two-dimentional domain Ω, called meridian domain, around the axis r = 0. The domainΩ is defined as: Ω = {(r, θ, z); (r, z) ∈ Ω ∪ Γ 0 and θ ∈] − π, π]} , where Γ 0 is the intersection ofΩ with the axis r = 0. For simplicity, we assume that Γ 0 is the union of a finite number of segments with positive measure. The fluid is modeled by the axisymmetric Darcy equations (1) in the domainΩ, we suppose that the boundary conditions and the external forces are axisymmetric and that their angular component is zero. So, we are interested with problem in the special case of an axisymmetric geometry and for axisymmetric data. The two-dimensional axisymmetric boundaryΓ of the physical domain Ω is a Lipschitz-continuous boundary and is divided into two partsΓ p andΓ u , also with Lipschitz continous boundaries. The part of the boundaryΓ p has a positive surface measure.Γ u =Γ \Γ p is the union of a finite number of surface elements. Setting Γ = ∂Ω \ Γ 0 and rotating Γ around the axis r = 0 gives backΓ, and Γ 0 is a kind of artificial boundary. We also introduce the two parts Γ p and Γ u = Γ \ Γ p of the boundary of Γ. The unit outward normal vectorn onΓ is obtained by rotating the unit outward vector n on Γ. An axisymmetric function p onΩ depends only on the radial and axial coordinates, therefore we associate a function p on Ω such that p(r, z) =p(r, 0, z). An axisymmetric vector field u onΩ depends on (r, z). For any vector fieldȗ, we denote byȗ r ,ȗ θ ,ȗ z its radial, angular and axial components, which are functions of r and z, therefore we associate a vector field u = (u r , u θ , u z ) on Ω such that u r =ȗ r , u θ =ȗ θ , and u z =ȗ z . Relying on the isomorphisms proved in [6, Chap. II], we can write and analyze the variational formulation of the reduced two-dimensional problems. We recall that f r , f θ , f z denote the cylindrical components of f, which are independent of θ. p b and g are also independent of θ.
We introduce the following operators
This problem reduces to a system of two uncoupled problems that we treat separately: the simplest one is a scalar coercive equation for the angular velocity u θ and the other is a saddle-point type problem for (u r , u z , p). The component u θ is obtained by applying the variation of constants method,
) ,
) . So from now on we only consider the reduced problem
in Ω at time t = 0.
In order to write the variational formulation of problem (3) and according to [6, Sec. II.2], we consider the weighted Sobolev spaces
equipped with the norm
and also the space
which is provided with the seminorm and norm
The trace on Γ u is defined in a nearly standard way see [5, Sec. 2] . If H s 1 (Γ u ), s ≥ 0, stands for the scale of Sobolev spaces built from
(where r(τ ) denotes the distance of the point with tangential coordinate τ to the axis r = 0), the trace operator:
is a Hilbert space for the scalar product associated with the previously defined norm.
We denote by (., .) 1 the scalar product on L 2 1 (Ω) 2 . The variational formulation of the saddlepoint type problem is written:
for a.e. t,
where the bilinear forms a(., .) and b(., .) are defined by:
It is readily checked that the forms a(., .) and b(., .) are continuous on L
The kernel of the bilinear form b(., .) is
is characterized by
and its orthogonal in L 2 1 (Ω) 2 is defined by
Proving the well-posedness of problem (4-5-6) relies on the ellipticity of a(., .) and on an inf-sup condition of Babuška and Brezzi type on the form b(., .). We begin with this condition.
Lemma 1.
There exists a constant β > 0 such that the following inf-sup condition holds
Proof. Let q be any function in H 1 1⋄ (Ω). The idea is to choose v equal to gradq, so that
. This gives the desired inf-sup condition. To make this condition complete, the weighted Poincaré-Friedrichs condition ensures the equivalence between the norms |.
Lemma 2. The following ellipticity property holds
Proof. We have
which implies the desired inequality.
Thanks to Lemmas 1 and 2, we easily derive the next theorem, see [6] . 
Hence, the function (r u r , r u z ) is divergence-free in the standard sense, so it is the curl of a function φ. Setting: φ = r ψ, we derive the existence of a scalar potential ψ such that
Now we will find a new simpler variationel formulation which is equivalent to problem (4-5-6) . For this let L denote a lifting operator, which is continuous
(Ω), the existence of such operateur is established in [12] ,
The functionp b belongs to
The last equation in problem (4-5-6) can be viewed as a non-homogeneous constraint; let us show that we can find a function of L 2 1 (Ω) 2 that satisfies this constraint. For this, define the linear operator B :
It follows from inf-sup condition (7) and [10, Chap. I, Lem. 4.1] , that this operator is an isomorphism from V(Ω)
When setting u ⋄ = u − u b and p * = p −p b , we observe that
is the unique solution of the simpler variational problem:
where
Conversely, let us prove that, if u ⋄ is a solution of (13), then there exists a unique pair (4-5-6) . For this, we integrate the second equation in (13) between 0 and t, we define the functional for all v ∈ L 2 1 (Ω) 2 : (14) with respect to t, and setting p * (t) = d dt P (t), we obtain (6) with p = p * +p b . This gives immediately (5). Then we can conclude the following corollary. (4-5-6 ) and (13) are equivalent.
Corollary 1. The variational problems

Lemma 3. For any data
we have the following a priori estimates for the velocity u solution of problem
, with a constant c that only depends on Ω and T .
Proof. Taking
By using Cauchy-Schwarz inequality yields
2 , we obtain:
). Integrating this inequality between 0 and t, using the fact that
). By triangle inequality, estimates (10) and (12) we obtain
). This gives the desired estimate (15) .
We refer to [7, Thm. 2.4] , for the detailed proof of the next Theorem.
Theorem 2. For any data
2 , the unique solution
of problem (4-5-6) , satisfies the a priori estimate for a.e.
The discrete problem and its a priori analysis
We split the discretization into two steps: First a semi-discretization in time, and next the full discretization. At each step, we prove a priori error estimates.
The time semi-discrete problem
We introduce a partition of the interval
We denote by τ n the time
.., τ N ) and by |τ | the maximum of the τ n , 1 ≤ n ≤ N . The time discretization of problem (4-5-6) relies on the use of a backward Euler's scheme. Thus for any data (f,
we consider the following scheme:
Now we will find a new simpler variational formulation which is equivalent to problem (18-19-20) . For this we use the lifting operator L introduced in (9) , verifying
and the linear operator B introduced in (11) which is an isomorphism from
When setting u
N +1 is a solution of the simpler variational problem:
Conversely, if (u n ⋄ ) 0≤n≤N is a solution of (23), we define the linear mapping 
Theorem 3. For any data
And the sequence of pressures (p n ) 1≤n≤N satisfies:
Proof. Clearly, problem (23) has a unique solution:
, which yields the existence and uniqueness of the solution
2 ) and the Cauchy-Schwarz inequality we obtain
Therefore by using the triangle inequality, the fact that u n ⋄ = u n −u n b , the initial condition of problem (23), the estimates (21) and (22), we obtain the desired estimate (24). 2) In order to prove estimate (25), we take v = (u
By using the fact that (a
and Cauchy-Schwarz inequality we obtain
) .
Multiplying by 2 τn and summing over n,
On the other hand by using the triangle inequatity, the fact that u
for any n, 0 ≤ n ≤ N , and estimate (22), we obtain
. Dividing the square of this inequality by τ n , summing over n with 1 ≤ n ≤ N , using estimates (27), (21) and the initial condition of problem (23) we obtain (25).
3) To prove estimate (26), we choose v = gradp n in the first equation of (20) and apply Cauchy-Schwarz inequality we obtain
Multiplying the square of this inequality by τ n , summing over n, using estimates (24) and (25), we obtain (26).
Remark 2. Let Π τ denote the operator which associates with any continuous function
In order to state the a priori error estimate, we observe that the family (e n ) 0≤n≤N , with e n = u(., t n ) − u n satisfies e 0 = 0 and also, by integrating ∂ t u between t n−1 and t n and subtracting (20) from (6) 
Where the consistency error ϵ n is given by
We assume that the velocity u of problem (4-5-6) belongs to H
, then we can conclude this section, by recalling the main results concerning the a priori estimates, which are proven in [7, Prop. 3.2 and Cor.
(ii)
The time and space discrete problem
We now describe the space discretization of problem For each triangle T and nonnegative integer k, we denote by P k (T ) the space of restrictions to T of polynomials with degree ≤ k. At each time step, the discrete space of velocities is:
its interpolation operator is the orthogonal projection operator
We assume that the pressure is continuous whence the choice of discrete space as proposed in [1] :
its degrees of freedom are defined at the nodes of V nh and its interpolation operator i nh :
is the standard Lagrange interpolation operator at the nodes of V nh with values in M nh and verify, for every
finally to approximate functions with zero trace on Γ p , we set
Variational formulation of the discrete problem
For every data (f, p b ) which belongs to
2 satisfies divu 0 = 0 in Ω, the discret problem constructed by the Galerkin method from (18)-(19)-(20) reads:
The function v h = (gradq h ) | T belongs to X nh and we have the inf-sup condition
Let the discrete kernel
The choice of the lifting operator L, which is introduced in (9) 
It follows from inf-sup condition (35) and [10, Chap. I, Lem.
4.1], that this operator is an isomorphism from
and, for all n, ∀1 ≤ n ≤ N,
. Proof. Applying estimate (24) to problem (32-33-34) and using the fact that
, we obtain the desired estimate. 
A priori error estimates
To establish error estimates, we insert in the error equation an arbitrary element q n h ∈ M nh (Ω) and we obtain ∀v h ∈ X nh ; (
with the starting value
Proof. In the error equation (39), we choose q
Recall that Π nh is the orthogonal projection operator from L
therefore by using equations (20) 
(Ω) and the second equation of (34) we obtain
, and apply Cauchy-Schwarz inequality we obtain
Therefore by triangle inequality and the fact that q
Finaly, we apply the discrete Cauchy-Schwarz inequality, and use estimates (30) and (31) we obtain the desired a priori estimate.
Proposition 2. If the assumptions of Proposition 1 are satisfied, the following a priori error estimate holds for
Proof. We can rewrite the error equation (39) as follows (
We
On the other hand, by triangle inequality we have
. Finaly by using estimates (43), (40) and the approximate properties of M nh (Ω), we obtain the a priori estimate (42).
A posteriori analysis
For the time discretization and the space discretization, we describe a family of error indicators and prove upper and lower bounds for the error.
The time discretisation
For each n, 1 ≤ n ≤ N, we define the time error indicator, see [4] and [13] 
Let u τ denote the function which is continous, affine on each interval
and p τ denote the piecewise constant function such that
where Π τ is introduced in Remark 2 by
and we recall that p = p * +p b . Let the regularity parameter
,
The reliability of the indicator Proposition 3. The following a posteriori error estimate holds, for
Proof. Applying estimate (16) to problem (45-46) at time t = t n and using the fact that
To estimate the first term in the right-hand side, we observe that on the interval
, thus by integrating this equation between t n−1 and t n and using the fact that τ n = t n − t n−1 , we obtain
On the other hand, triangle inequality yields
) 1 2 and using the expression of the error indicator (44) gives
The expression of σ τ yields (
. Therefore by substituting the previous inequality and (50) in (49) we obtain
(Ω) 2 , Summing over n with 1 ≤ n ≤ N , the square of this inequality we obtain
Finaly by substituting (51) in (48) and using estimate (10) we obtain the desired a posteriori error estimate.
Proposition 4.
The following a posteriori error estimate holds, for 1 ≤ n ≤ N,
(52)
Proof. We take v equal to ∂ t (u − u τ ) in (45) and apply Cauchy-Schwarz inequality we obtain
. Integrating between 0 and t n , using estimate (10) and the fact that
).
This last estimate and (51) implies (52).
Proposition 5. The following a posteriori error estimate holds, for
1 ≤ n ≤ N ∥p − p τ ∥ L 2 (0,tn;H 1 1 (Ω)) ≤ c(∥f − Π τ f∥ L 2 (0,tn;L 2 1 (Ω) 2 ) +c 0 ∥p b − Π τ p b ∥ L 2 (0,tn;H 1 2 1 (Γp)) +( n ∑ m=1 η 2 m ) 1 2 + (1 + √ σ τ )( n ∑ m=0 τ m ∥u m − u m h ∥ 2 L 2 1 (Ω) 2 ) 1 2 ).
Proof. From equation (45) we have for all
Cauchy-Schwarz inequality and the inf-sup condition (7) yields
Integrating between 0 and t n and the fact that u n = Π τ u τ we obtain
). Finaly by substituting (51) and (52) in the last inequality, using the fact that p − p τ = (p * − Π τ p * ) + (p b − Π τpb ) and triangle inequality we obtain the desired a posteriori error estimate.
Corollary 2. The folowing a posteriori error estimate holds for
2 ).
The efficiency of the indicator
Proposition 6. Each indicator η n , 1 ≤ n ≤ N, defined in (44) satisfies the following bound η n ≤ c(∥u − u τ ∥ H 1 (tn−1,tn;L 2 1 (Ω) 2 ) +∥p − p τ ∥ L 2 (tn−1,tn;H 1 1 (Ω)) + ∥f − Π τ f∥ L 2 (tn−1,tn;L 2 1 (Ω) 2 ) + (1 + √ σ τ )( n ∑ m=n−1 τ m ∥u m − u m h ∥ 2 L 2 1 (Ω) 2 ) 1 2 ).
Moreover this estimate is local with respect to the time variable.
Proof. By the expression of the indicator η n , triangle inequality, and the fact that
In order to evaluate the first term in the right-hand side, we take v = u τ − u n in (45) and using the fact that
. Integrating this inequality between t n−1 and t n and using (49) we obtain
). Finally by substituting the previous inequality in (53) we obtain the desired estimate. 
The space discretisation
For each T ∈ T nh , we associate • E T the set of edges of T ,
• h e the diameter of e, • E Γu nh = {e ∈ E nh ; e ⊂ Γ u } , where E 0 nh and E nh are defined in section 3.2. For each n, 1 ≤ n ≤ N and each T ∈ T nh , we define the following error indicators
and η n ∂T = ∑ boundary trace and satisfies for each T ∈ T nh , and e ∈ E Γu nh see [8, Cor. IX.3.9] , [15] and also [3] for the extension to weighted spaces,
1 (e) ≤ ch 1 2 e ∥q∥ H 1 1 (∆e) , where ∆ e is an appropriate neighbourhood of e. Then from this inequality, there exists a unique
and
Hence, w n has the orthogonal decomposition: w n = w n * + gradµ n , with w n * belongs in V(Ω). Taking v = w n * in the first equation of problem (56), using the fact that (w n , w *
, w n * ) 1 , and CauchySchwarz inequality we obtain ∥w
Using the fact that ∥w n ∥
Finaly by substituting (57) into this inequality, using the fact that This gives gives the bound for the second indicator η n ∂T .
In both Propositions 9 and 10, the estimates are local in space and time, so that it can be thought that the indicators η n T and η n ∂T provide a good tool for adapting the mesh.
26
We present some numerical experiments realized with the code FreeFem++, see [11] . The domainΩ is generated by the L-shaped meridian domain Ω defined by 
