The massively parallel computing using graphical processing unit (GPU) 
Introduction
A new era of computing power is now arising due to advances in multi-core CPUs and many-core GPUs. With the advance of GPU architecture, several major graphics card manufactures have develop language tools to make sophisticated parallel programs in many-cores GPU readily expressible with a few abstractions [1] [2] . In 2007, NVIDIA released a scalable parallel programming model using the C language on NVIDA's GPU cards called compute unified device architecture (CUDA) . CUDA provides a set of extensions to the standard ANSI C programming language which enable the programmer to do heterogeneous computation using both CPU and GPU. The serial portions of applications can be run on the CPU (called host) and the parallel portions can be executed on the GPU (called device/kernel) [1] . Since that release, commodity graphics hardware have become a cost-effective parallel platform to solve many general problems [3] . In particular, the economical manufacture of GPUs in large numbers with broad availability in the personal computer market today gives the benefit of GPU accelerators for both general and specific programming purposes [4] [5].
MCL and CUDA-MCL implementation
Recently, the Markov clustering algorithm (MCL) [6] , which originally was developed for the general problem of graph clustering, has been adopted in a wide range of applications including in bioinformatics applications [7] - [9] . The algorithm has also been reviewed intensively [10] - [12] and has been shown to be robust and reliable compared to many other clustering algorithms. As applications of MCL expand and the size of datasets increase, there is a strong need for a fast and reliable implementation of MCL. Hence, the parallel implementation of the MCL algorithm is now an important challenge in order that MCL performance may be improved [13] [14] . Previously, we developed a parallel MCL implementation in a multi-core Message Passing Interface (MPI) [15] environment with preliminary results showing a good performance improvement [13] . However, MPI implementations often have limited scaling ability due to serialization and synchronization phases that increase with core count. Hence, the CUDA approach can be used to scale up with core-count without the need to restructure the application architecture every time a new core count is targeted [2] [3] [16] .
MCL uses two simple algebraic operations, expansion and inflation, on a matrix associated with a graph. The associated Markov matrix M associated with a graph G is defined by normalizing all columns of the adjacency matrix of G. The clustering process simulates random walks (or flow) within the graph using expansion operations, and then strengthens the flow where it is already strong and weakens it where it is weak using inflation operations. By continuously alternating these two processes the underlying structure of the graph gradually becomes apparent, and there is convergence to a result with regions with strong internal flow (clusters) separated by boundaries within which flow is absent [6] .
The most demanding computations in the original MCL algorithm are in the matrix-matrix multiplication processes of the MCL Expansion module; and also the vector reduction processes, both in the MCL Inflation module (to compute column-vector sum for Markov matrix normalization), and in the MCL Chaos module (to compute local and global chaos for MCL stopping criteria). So the key factor in improving the original MCL algorithm is to exploit all of these MCL Expansion, Inflation and Chaos modules in parallel [13] . Hence, our CUDA-MCL implementation consists of three main massively parallel thread CUDA kernels: (1) Expansion kernel to compute parallel MCL expansion processes; (2) Inflation kernel to compute parallel MCL inflation processes; and (3) Chaos kernel to compute parallel local and global chaos. The Sparse matrix-vector multiplication (SpMV) based on ELLPACK-R sparse data format [17] is adopted to allow the GPU to perform fast, efficient and massively fine-grain parallel sparse matrixmatrix computations in the core of MCL expansion kernel. Meanwhile, the parallel reduction processes type-5 (PRDtype5) from NVIDA CUDA SDK [1] are adopted for parallel sparse Markov matrix normalizations, and parallel local and global matrix energy computations, which are the core of the MCL inflation and chaos kernel, respectively. The PRDtype5 allows us to use on-chip shared memory on the GPU efficiently, to lower the latency time thus circumventing a major issue in other parallel computing environments, such as Message Passing Interface (MPI) [1] , [13] .
Performance comparison results
For performance testing three datasets and sizes (PPI1 (small), PPI2 (medium) and PPI3 (large)) were used (as shown in Table 1 ). These datasets were extracted from several protein-protein interaction datasets from public domain websites, including the BioGRID [18] and human protein reference database (HPRD) [19] . BioGRID is a freely available online curated biological interaction dataset, compiled comprehensively for protein-protein and genetic interactions for major organism species and available in wide variety of standardized formats. HPRD consists of a protein database directed toward understanding human protein function. For instance, HPRD has been used to develop a human protein interaction networks based on protein-protein and subcellular localization data. The HPRD datasets were manually curated from published literature using bioinformatics analysis on protein sequences by biologist experts. HPRD datasets are also available online with various standardized data format as well.
In our performance analysis, the CUDA-MCL implementation was tested on a GTX285 NVIDIA GPU with 240 core processors and 2GB VRAM compare to a quad-core AMD Phenom II 655 3.4GHz CPU with 4GB RAM. Three different number of threads per block (TPB) were used in CUDA-MCL kernel including 128, 256 and 512 TPB. We wanted to test the behaviour of CUDA-MCL performance with scalable dataset sizes and various of TPBs. In Figure  1 it can be seen that with the datasets from BioGRID we achieved a speed up by a factor of 4 on PPI1 and of 9 on PPI3. Meanwhile, a speed up of a factor of 7 was achieve on the HRPD dataset, PPI2. Moreover, the 512 TPB case gave the highest speed-up on all cases. The sparseness of the networks affected performance in that less speedup was observed in more sparse networks due to the overhead in loading data into GPU. Nevertheless the speed-ups are scalable with increasing dataset sizes and have a significant improvement in all TPB cases. As an illustration, on PPI3 dataset we are able to do the clustering with CUDA-MCL on NVIDIA GTX285 GPU within 10 minutes compared to 1 hour and 23 minutes with the original MCL algorithm on quad-core AMD Phenom II 655 3.4GHz CPU.
Conclusions and Future Work
In this poster paper, we proposed and evaluated a new approach to the Markov clustering algorithm using GPU computing with CUDA. We proposed our implementation based on SpMV using ELLPACK-R sparse matrix format [17] to compute the parallel expansion processes. We also integrated into our parallel inflation process the parallel reduction method type-5 from NVIDIA. Our implementations on a wide range of dataset sizes show that acceleration factors of up to 9× may be obtained, with the sparseness of the networks being principle factor effecting the speed-up. To conclude, the CUDA-MCL approaches are allowing large-scale parallel computation on off-the-shelf desktop machines that were previously only possible on super-computing architectures. Such approaches also have Due to the relatively large memory usage of the CUDA-MCL implementation using ELLPACK-R sparse data format, we plan to evaluate other approaches to Parallel MCL implementation on GPUs such as multiGPUs approaches as another extension of the CUDA-MCL capability. We also plan to consider hybrid CUDA and openMP implementations (hybrid CUDA/OpenMP) which enable the exploitation of multi-core CPU and many-core GPUs in multi-GPU cards using OpenMP and CUDA, respectively.
