Abstract-The local stability of a nonlinear dynamical system at an equilibrium point with a pair of purely imaginary eigenvalues can be assessed through the computation of a cubic Hopf normal form coefficient, assuming the remaining eigenvalues have negative real parts. In this paper, a modal decomposition of the Hopf coefficient is proved. The decomposition provides a new methodology for analyzing the Hopf cubic normal form coefficient in a formal way. The framework is illustrated by nonlinear stability analysis of two control designs where it is shown that the Hopf coefficient can be stabilized through modal nonlinear feedbacks.
I. INTRODUCTION
Analyzing the local stability of a nonlinear system at a nonhyperbolic equilibrium with purely imaginary eigenvalues is an important problem in the study of nonlinear dynamical system theory. Classical Hopf bifurcation theorem establishes an algebraic formula for the local stability of such an equilibrium for the planar case [1] . Specifically, an equilibrium of a planar nonlinear system with purely imaginary eigenvalues is locally stable (unstable) when the Hopf cubic normal form coefficient "a" [1] is negative (positive). When a = 0, higher order computations are necessary.
For the general nonlinear system, Hopf theory deals with an equilibrium with a pair of purely imaginary eigenvalues and all the other eigenvalues at the equilibrium are assumed to have negative real parts. The planar algebraic condition of the Hopf Theorem that relates the sign of a to local stability of the equilibrium can then be easily extended to higher dimensional systems by using the center manifold theory [1] . Therefore, the Hopf normal form coefficient a plays a fundamental role in understanding the local stability properties of a general nonlinear system at an equilibrium with a pair of purely imaginary eigenvalues.
Various formulas have been proposed in the literature for the computation of a based on normal form theory and center manifold theory [1] - [3] , group singularity theory [4] , [5] , and the method of scales [6] . All these methods give procedures to determine the local stability of a Hopf bifurcation point based on Taylor series type local computations. The Hopf coefficient a is also pivotal in the pioneering work on Hopf bifurcation control methodologies in [7] , [8] , and, more recently, in [9] . 1 We want to emphasize that this paper is aimed at analysis of a and not on the computational aspects. The motivation for our framework comes from linear system theory where the modal decomposition of the linearized system dynamics as related to individual eigenvalues, the modes, of the linearized system Jacobian is fundamental in understanding the properties of the linearized system dynamics and in control design. The objective of our work in this paper is to propose a new framework for analysis and control of the Hopf coefficient based on the modal properties of the linearized Jacobian. We prove the existence of an elegant modal decomposition of the Hopf normal form coefficient a for the large system as a = ac + 6j as :
Here, ac is purely determined by the dynamics associated with the center mode, that is, the purely imaginary, and no other, eigenvalues.
as is purely determined by the dynamics associated with the purely imaginary eigenvalues and the jth eigenvalue.
In engineering analysis, modal analysis is useful because individual modes can be typically associated with specific physical components of the system using eigenvector information. In the same context, the modal decomposition of the Hopf coefficient is useful for understanding the following: 1) what are the modes that strongly influence coefficient a? This information can be used for pinpointing specific components of a large system that affect coefficient a significantly; and 2) how do different modal dynamics contribute to the stability of the Hopf coefficient a? This analysis can be used for nonlinear control designs which can change a by modal nonlinear feedbacks. As an example, we show in Section III that, with suitable control inputs, the modal decomposition quantities a c and a s can be independently and linearly altered with respect to control gains of a quadratic feedback input. This approach allows systematic evaluation of control strategies based upon their modal content that would be useful in large systems.
II. MODAL DECOMPOSITION OF HOPF COEFFICIENT
In this note, we consider nonlinear ordinary differential equations of the form 6: _ z = f(z); z2 n ; f: n ! n ; f 2 C 4 : (2) We assume that the Jacobian of the system @f=@z evaluated at an equilibrium point z0 has a pair of purely imaginary eigenvalues 6|!, and all the remaining eigenvalues of the system Jacobian at z 0 have negative real parts. Assume that the Jacobian has n linearly independent right eigenvectors. Let the left eigenvector corresponding to the eigenvalue |! be u = u 1 + |u 2 , and the right eigenvector be v = v 1 + |v 2 . u and v should be scaled so that u T v = 1. Let the remaining left and right eigenvectors be represented as u j and v j for j = 3; . . . n. These eigenvectors may be complex if the corresponding eigenvalue is complex and should also be scaled such that u T j vj = 1 for j = 3. ..n. The elements of the vector x are referred to as the "center states," and the elements of the vector y are referred to as "stable states."
The formula for the Hopf coefficient can then be expressed as a modal decomposition as stated below. 1 (z 0 + t 1 v j + t 2 v k + t 3 v l ) j t =0; t =0; t =0 : (9) Outline of the Proof: The proof of the Theorem proceeds by keeping track of the modal quantities in computation of the Hopf coefficient for system 6. We perform the modal decomposition of (2) according to (3) and (4) T + O(3) [3] . This approximation is sufficient to determine the Hopf cubic normal form coefficient. 2) Next, apply this approximation to the state derivative equations of the center states, resulting in an autonomous two-dimensional system. 3) Finally, apply the planar formula for the Hopf coefficient given in [1] . By rearranging and grouping of individual mode related terms, and after straightforward but lengthy algebraic manipulations, the statement of the Theorem can be derived. Detailed proof can be seen in [11] .
Remarks:
1) For planar systems, note that a = a c in (5) . In this case, the formula for a = ac in (6) reduces to the familiar formula for the two-dimensional (2-D) Hopf cubic coefficient in [1] . The strength of our result (5) is for analysis of general n-dimensional nonlinear systems, where the formula (5) nicely quantifies the individual nonlinear interactions a s of each stable mode dynamics with the center mode dynamics by an explicit modal decomposition (5).
2) For complex eigenvalues, the quantities a s will be, in general, complex. However, the terms a s will occur in complex conjugate pairs like the eigenvalues. The actual contribution to the Hopf bifurcation normal form coefficient will therefore be realvalued in the summation n j=3 a s , which agrees with the fact that a and ac are real-valued. 3) From (5), the magnitude of a s relative to a can be used to assess which of the modes significantly contribute to the overall coefficient a. The sign of as is also significant. Recall from Hopf bifurcation Theorem [1] that the stability of the equilibrium under the conditions stated above depends on the sign of a.
The equilibrium is locally stable (unstable) when a < 0 (a > 0) and the corresponding Hopf bifurcation is said to be supercritical (subcritical). The modal decomposition (5) tells us whether the mode j dynamics is contributing to stabilize the system (negative a s ) or to destabilize the system (positive a s ) locally at the equilibrium. (6) and (7), we can calculate a c and the a s 's as a c = 0, as = 0(1=32), and as = 1=20. Hopf coefficient is then given by a = ac + as + as = 3=160, and we conclude that origin is locally unstable.
Among the two stable modes, the modal dynamics of the eigenvalue 01 (state z4) is contributing a destabilizing effect to a since its contribution a s = 1=20 is positive. To illustrate this, we can remove the mode 01 (state z 4 ) from the system (10) and (11) and we will see that the resulting system is locally stable. Accordingly, let us set the variable z 4 = 0 and remove the _ z 4 equation. A quick inspection of the formulas used to calculate a c and a s show that the terms a c and a s have not changed. The only change in the value of the Hopf coefficient a is the removal of the term a s . That is, Hopf coefficient a is now given by a = a c + a s = 0(1=32), and we conclude that removal of the state z4 associated with the mode 01 has stabilized the equilibrium point at the origin. This example confirms that the modal dynamics of z 4 associated with the mode 01 was indeed contributing a destabilizing effect toward coefficient a.
Theorem 1 precisely quantifies and qualifies the relative contributions of various modal dynamics to the local stability of the equilibrium.
III. MODAL ANALYSIS OF A NONLINEAR CONTROL
In this section, we apply the theory of modal decomposition to a problem of control design. In particular, we wish to use the equations above to design a control which will assign the normal form cubic Hopf coefficient to a prespecified value. Previously, control of coefficient a has been studied in [7] and [8] . In [7] , criteria for controllability of the bifurcation coefficient a through nonlinear feedback were determined for the cases where the oscillatory mode is controllable as well as uncontrollable. The later paper [8] extended the analysis to study the suitability of linear feedback for the problem of stabilization of coefficient a, and the problem is further investigated in [9] .
In this section, we focus on nonlinear feedback control, and our aim is to show how the knowledge of nonlinear modal decomposition in Theorem 1 can help clarify and sharpen the structure of the control problem. The modal decomposition of coefficient a will allow us to analyze how the different modal components of input will affect various components of a s , providing an elegant method for new control designs.
We assume a system of the form
where u(z) is a quadratic function of (z 0 z 0 ), b is constant, and f(z 0 ) = 0. At present, we do not allow u(z) to be a linear function of z in the formulation because this would change the modal properties of the system. Effects of cubic terms in u(z) will be commented on later, and terms in u(z) with order greater than 3 will have no effect on the cubic coefficient a. As usual, we assume that the Jacobian (@f =@z)j z has one pair of purely imaginary eigenvalues 6|!. 
where x1 and x2 are the center states defined in (3) . In order to develop an easy method for control of coefficient a, we would like to have a linear relationship between the control gains a 11 ; a 22 ; a 12 and the resulting Hopf coefficient a with feedback u(z). Then, we would be able to assign the Hopf coefficient to any desired value upon appropriate choice of the control gains in a straightforward way. Previous work in [7] showed that the relationship of cubic control gains to the coefficient a is always linear.
In the following Theorem, we show that coefficient a always changes linearly with respect to the quadratic gain a 12 . On the other hand, the relationship between quadratic gains a11 and a22 with coefficient a is linear only if the input vector b does not have any center modal component along v 1 and v 2 . This is established by proving that the contributions of gains a11 and a22 to the stable mode coefficients as are always linear, while their contributions to the center mode component a c are quadratic whenever they are present. Note that the Theorem below explicitly states the effects of the control input on the cubic normal form coefficient a and its modal components a c and a 0 s s. The proof of the Theorem follows from extensive algebraic manipulation in applying the results of Theorem 1 to the control formulation. Details can be found in [11] . This is because both 1 and 2 will be zero according to the Popov-Belevitch-Hautus test [10] .
2) If the input vector b is along a stable mode direction v j (that is, when only one j with j > 2 is nonzero), then the effect of the quadratic input on coefficient a is linear with respect to the gains a 11 ; a 22 , and a 12 , and only the quantity a s changes. This motivates choosing whenever possible an input such that b = vj for some j. The effectiveness of such a choice for b is quantified by the factors c 11 ; c 22 ; c 12 . In some large systems, it may be that there are several candidate vj for b, and the quantities c11 , etc. above allow us to easily rank the candidates.
3) If either 1 = 0 or 2 = 0, then the effect on the Hopf coefficient is linear with respect to the gains a11; a22, and a12. 4) If a 11 = 0 and a 22 = 0, then the control is linear with respect to the gain a12. Therefore, if the input is chosen as u(z) = a12x1x2, then the effect of the gain a12 on a is linear.
More general input functions can be analyzed using this methodology. Instead of bu(z) in (14), we can examine b(z)u(z), where b(z) is a smooth function of z and u(z) has cubic as well as quadratic terms in x 1 and x 2 . In this case, only the formulas for a c will be affected, and only when the oscillatory mode is controllable. The following corollary
gives the precise form of the changes to ac. The proof is very similar to that of Theorem 2 and can be found in [11] . 
and let b(z) be a C 2 function of z. Then, for a system of the form
the quantity a c is given by the following equations: 
In the above equations, gij are elements of the matrix G. (4) . With these terms are included in the input function, the formula for the quantity a s will have new terms indicating a quadratic dependence on the gains. This quadratic dependence will only be realized in systems where the oscillatory mode is controllable, however. The equations for this case are lengthy, and are not presented here to save space. The relative nicety of the formulas for a c and a s for the control dependent on x stated above serves to demonstrate that limiting the feedback to center states x greatly simplifies control design. More information on this case can be found in [11] .
IV. CONCLUSION
This note establishes a framework for determining the contributions of individual mode related dynamics to a purely imaginary Hopf mode by a modal decomposition of the Hopf normal form coefficient. The result is useful for identifying the dominant modes and dominant state variables which affect the stability properties of the Hopf mode. This approach is especially useful in large scale systems where the decomposition (5) can be used for identifying the critical portion of a system which principally contributes to the Hopf coefficient a. Also, a control design methodology was presented which is based on the nonlinear modal decomposition, thus establishing a link between nonlinear modal quantities and system input functions. The control design methodologies based upon the modal decomposition in this paper allow an engineer to address the bifurcation stabilization problem from a modal perspective, rather than a general system perspective. Further research is necessary for the development of algorithms for large scale nonlinear systems where only the dominant a s 's and/or control design factors (25)-(27) are computed.
