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Abstract
Calculating the quantum evolution of a de Sitter universe on superhorizon scales is notori-
ously difficult. To address this challenge, we introduce the Soft de Sitter Effective Theory
(SdSET). This framework holds for superhorizon modes whose comoving momentum is far
below the UV scale, which is set by the inverse comoving horizon. The SdSET is formu-
lated using the same approach that yields the Heavy Quark Effective Theory. The degrees
of freedom that capture the long wavelength dynamics are identified with the growing and
decaying solutions to the equations of motion. The operator expansion is organized us-
ing a power counting scheme, and loops can be regulated while respecting the low energy
symmetries. For massive quantum fields in a fixed de Sitter background, power counting
implies that all interactions beyond the horizon are irrelevant. Alternatively, if the fields
are very light, the leading interactions are at most marginal, and resumming the associ-
ated logarithms using (dynamical) renormalization group techniques yields the evolution
equation for canonical stochastic inflation. The SdSET is also applicable to models where
gravity is dynamical, including inflation. In this case, diffeomorphism invariance ensures
that all interactions are irrelevant, trivially implying the all-orders conservation of adia-
batic density fluctuations and gravitational waves. We briefly touch on the application
to slow-roll eternal inflation by identifying novel relevant operators. This work serves to
demystify many aspects of perturbation theory outside the horizon, and has a variety of
applications to problems of cosmological interest.
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2
1 Introduction
Understanding the quantum behavior of the universe on superhorizon scales is one of the
great outstanding problems in theoretical physics. Conceptual confusions abound, as there
is no rigorously defined observable quantity that a general formulation of such a theory
should compute [1–6]. One physical manifestation arises when attempting to quantify the
predictions of eternal inflation [7]. That is not to diminish the significant progress that
has been made when analyzing situations that are under better control, such as extracting
correlations that are generated during inflation [5, 8–12] and exploring the dynamics of
quantum fields on a fixed de Sitter (dS) background [13–38]. Yet, while many of these
results can be explained using simple intuitive arguments, the mathematical derivations
are often complex, which obscures the elegance of the final result. This situation demands
a framework where such conclusions are obvious from the outset.
Beyond issues of theoretical curiosity, there is a pragmatic application of dS quantum
field theory that is critical to the success of the inflation. The interpretation of cosmolog-
ical measurements in our Universe are consistent with the existence of so-called adiabatic
modes, ζ, that necessarily experienced many e-folds of superhorizon evolution [39–41]. The
standard paradigm relies on the conservation of ζ, which was first proven classically [8],
and more recently was demonstrated to all-loop-order using perturbation theory [11, 12].
Since the adiabatic modes did not evolve on superhorizon scales, the initial conditions for
cosmological observables that were set by quantum fluctuations generated during inflation
can be used to make predictions at much later times. Furthermore, the conservation of ζ
underpins the single-field consistency conditions [5], which are one of the most promising
probes of inflation for future cosmological surveys [42,43]. Given the central role that the
adiabatic modes play in the history of our Universe, a simple all-orders proof of their con-
servation (that does not depend on somewhat involved diagrammatic arguments) would
serve to strengthen our understanding of this fundamental fact.
The physical setting can be stated simply: we wish to understand the behavior of
quantum fields in a (near) dS background. It is therefore surprising that a more intuitive
and efficient approach to calculations has thus far remained obscure. In particular, the
setup provides a natural candidate ultraviolet (UV) scale, the inverse comoving dS horizon
ΛUV ∼ a(t)H, where a(t) is the scale factor and H is the Hubble constant. The subject
of this paper is to demonstrate that an Effective Field Theory (EFT) [44] description
emerges in the infrared (IR) when the comoving momentum
∣∣~k∣∣  ΛUV. We will isolate
the propagating degrees of freedom and determine the symmetry transformations that
govern the physics in this soft limit. These provide the necessary inputs with which to
build a “continuum EFT” [45].
The resulting framework, the Soft de Sitter Effective Theory,1 (SdSET) provides a
1This name was proposed in [36]. They observed that dS perturbation theory simplifies in the soft limit,
and suggested that it should be possible to discover an EFT description for the long wavelength modes.
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variety of benefits over working with the UV theory directly. It will allow us to organize
the operator structure as an expansion governed by a so-called power counting parameter,
λ ∼ ∣∣~k∣∣/[a(t)H]. As a modern incarnation of dimensional analysis, power counting is
an extremely useful tool that enables the user to infer which operators contribute to an
observable at a given order in perturbation theory, making calculations much easier to
organize. The SdSET also clarifies the behavior of quantum corrections, by naturally
accommodating “dynamical dimensional regularization” (dyn dim reg) to tame divergent
integrals while simultaneously preserving the EFT symmetries. Finally, by converting
IR divergences of the full theory into UV divergences of the EFT, the resummation of
the logarithms that appear in perturbation theory is trivialized through the use of the
(Dynamical) Renormalization Group ((D)RG) [46–48]. We will demonstrate the power of
this new EFT by performing a number of calculations in detail that will demystify known
results, and will show that going to higher order in perturbation theory is significantly
simplified. By ensuring that power counting is manifest at every step, the SdSET makes
the physics transparent while simultaneously improving calculational efficiency.
By integrating out short distance physics, modern EFT approaches are useful for re-
ducing complicated multi-scale problems to simpler descriptions. A technical benefit is
that the connection between RG flow and dimensional analysis becomes manifest.2 The
behavior of a dS universe at long wavelengths is more than qualitatively similar to renor-
malization.3 Cosmological correlators in dS are conformally invariant; the scaling with
time in the long wavelength limit plays the role of the operator scaling dimension [59].
Then the question of whether quantum corrections can cause dramatic effects in the IR is
equivalent to studying the loop corrections to these scaling dimensions. Since detailed cal-
culations tell us that the corrections to the time evolution are at most logarithmic [20,21],
one would like a formalism with which to apply DRG techniques in order to resum these
effects, thereby restoring the convergence of perturbation theory. The SdSET makes the
connection with the DRG plain.
Unlike conventional EFTs, where the power counting λ  1 is typically determined
by a ratio of physical scales, the SdSET is formulated as an expansion in terms of the
physical wavenumber in Hubble units, λ ∼ ∣∣~k∣∣/[a(t)H]. Relativistic quantum fields in dS
do not have well defined scalings in terms of λ. Instead, solving the equations of motion
in an expanding background reveals a “growing mode” and a “decaying mode” that evolve
differently as a function of time. These will be the degrees of freedom that we will use
to formulate the SdSET, and both modes are needed if we wish to specify the dynamics
in terms of a local action. We will be able to derive the EFT using a “one-to-many”
2While this essential result was long understood [49, 50], the arguments required complex derivations in
terms of Feynman diagrams, e.g. using Weinberg’s theorem [51]. Polchinski [52] simplified this under-
standing by reducing properties of renormalization to dimensional analysis from the outset.
3The connections to the RG can also be made precise in the context of dS holography (dS/CFT) [2–5,53],
where time evolution in dS (or inflation) can be interpreted as the RG flow within a quantum field
theory [54–58].
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mode expansion by splitting the original field into these two modes plus a hard mode that
models the short distance physics. By integrating out the hard mode, we will derive a
first order EFT action, which is consistent with the number of propagating IR degrees of
freedom. Then the fact that they have a common origin as a single UV field is encoded as
a reparametrization symmetry, which relates the coefficients of operators in our effective
action. This treatment shares several features with Heavy Quark Effective Theory [60–63],
while also introducing some novel aspects such as the need for classical boundary conditions
which set the EFT correlators at the horizon.
One benefit of having manifest power counting is that the behavior of late time contri-
butions to correlation functions is determined by the scaling dimension a given operator.
Operators that scale with negative, zero, or positive powers of λ can be characterized
as being relevant, marginal or irrelevant respectively, as is familiar from renormalizing a
quantum field theory. Theories with massive scalars with m2 ∼ H2 contain only irrele-
vant operators, and thus the only quantum corrections that contribute at late times are
those that renormalize the parameters (and perhaps the scaling dimensions) within our
EFT. Theories with derivatively coupled fields, in particular those that include metric
fluctuations, similarly only allow for irrelevant operators. We will show how this simple
consequence of power counting and symmetries underlies the all orders conservation of
ζ and gravitational waves. For contrast, in the case of light scalars in dS, there can be
marginal operators, which result in non-trivial DRG flow, as was also suggested previ-
ously [23,64,65], see also [31,35–38,66] for related recent work. This RG can be converted
to the formalism for stochastic inflation [15,16]. By regulating integrals using dyn dim reg
such that the symmetries of the problem are maintained at all intermediate steps, we can
show that the corrections to stochastic inflation are limited to higher orders in the marginal
coupling, i.e., they are not generated by derivative or other irrelevant corrections.
Some aspects of what we present below was previously known from investigations within
the UV description. These calculations proceed by restricting the time and loop integra-
tion range to only include the superhorizon momenta [20, 21]. However, this hard cutoff
approach (apparently) yields large contributions from the regulator. The interpretation
is particularly confusing, since the cutoff is simultaneously applied to both time and mo-
menta. In addition, IR divergences plague these loops. Computing with the SdSET resolves
these issues by construction. Since the UV dynamics have been expanded away at the level
of the action, one is free to integrate over the full range of time and momentum by relying
on a critical feature of (dyn) dim reg, the vanishing of scaleless integrals. This underlies the
connection between regulating the integrals and preserving the EFT symmetries. It then
becomes straightforward to interpret divergences: power-law divergences can be absorbed
by matching the full theory onto the EFT, while the full theory IR divergences, e.g. those
that appear in the case of light fields in dS, become identified with UV divergences in the
SdSET, so that it is straightforward to apply the DRG to resum these logs. All of this will
be accomplished without introducing any ad-hoc choices that break the low energy rules.
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This paper is organized as follows. We begin by identifying the soft modes and un-
derstanding their properties in Sec. 2. We then identify these soft modes as the building
blocks for the SdSET in Sec. 3. The in-in perturbation theory framework used to calculate
observables, along with a discussion of how to regulate divergent integrals, is the subject
of Sec. 4. In Sec. 5, we specialize to the problem of describing the quantum dynamics of a
scalar field on a fixed dS background, and perform some example tree-level, one-loop, and
two-loop calculations. In Sec. 6, we extend the description to allow for metric fluctuations,
and explore the implications for inflation. Finally, we conclude in Sec. 7 and discuss some
future outlook. A brief Appendix provides some details for how to regulate the divergences
that appear in an example correlator calculation.
2 Soft Modes
In order to setup up an EFT, we must first specify the low energy degrees of freedom and
the symmetries that emerge in the IR. To this end, we will find it useful to decompose a
single full theory field into multiple modes4
φ(~x, t) = φS(~x, t) + ΦH(~x, t) , (2.1)
where φS are “soft modes” and ΦH are “hard modes,” whose separation is determined
by kphysical . H and kphysical & H respectively. The symmetries of the soft modes will
be inherited from the underlying isometries of spacetime. That these modes factorize is
related to the intuitive story we tell about modes freezing out as they cross the horizon,
and our EFT description will make this manifest. In this section, we will use the canonical
description of a UV scalar field, φ(~x, t), in a dS spacetime and will derive the consequences
for the soft modes, φS(~x, t).
Our goal will be to derive a description of the φS modes using the so-called continuum
EFT framework [45], see [72–78] for some reviews. In particular, the fact that these soft
and hard fields only have support for a limited range of momenta might naively seem
to introduce a hard cutoff, in the Wilsonian EFT sense. However, this is not the case
because we will formulate the theory such that divergent integrals will be regulated using
dim reg and variants thereof. The non-trivial fact that scaleless integrals vanish in dim
reg allows us to treat both the ΦH and φS fields as being defined for the full range of
momenta (and times), since the regions of loop momentum that have been integrated out
will make scaleless contributions to the EFT.5 This is how continuum EFT allows one to
decouple heavy physics without using an explicit cutoff, which in turn allows integrals to
be regulated such that the low energy symmetries are preserved. While this is perhaps
4This approach was first developed for Heavy Quark Effective Theory [60–63], for reviews see [67–71].
5One insightful way to understand the interplay of full theory and EFT integrals is to appeal to the
“method of regions” [79,80].
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less intuitive than a Wilsonian approach that relies on a hard cutoff, there are tremendous
computational and conceptual benefits to the continuum EFT formulation, as we will see
in what follows.
2.1 Isolating the Soft Modes
A simple context within which we can develop the SdSET is the theory of a real massive
scalar field in dS spacetime. We write the explicit action for a free theory in dS using the
FRW slicing:
ds2 = −dt2 + a2(t)d~x2 = a2(τ)(− dτ 2 + d~x2 ) , (2.2)
where t is the proper time, and τ is the conformal time. The scale factor a is related to
the Hubble constant H via Einstein’s equations:6
a(t) = et ⇐⇒ a(τ) = − 1
Hτ
, (2.3)
where, in order to make it manifest that all dimensionful scales are set by H (we will use
H to characterize dS, in place of the cosmological constant), we have defined
t ≡ Ht ⇐⇒ ∂
∂t
a ≡ a˙ = a . (2.4)
The free-theory action including the canonical coupling to this background geometry is
then
Sφ =
∫
d3x dt
[a(t)H]3
H4
[
− 1
2
∇µφ∇µφ− 1
2
m2φ2
]
. (2.5)
We can develop our intuition for which modes survive in the long wavelength limit by
studying the free-theory equations of motion:
1
H2
(
−∇µ∇µ+m2
)
φ(~x, t) = φ¨(~x, t)+3φ˙(~x, t)− 1
[aH]2
∂i∂
iφ(~x, t)+
m2
H2
φ(~x, t) = 0 , (2.6)
where φ˙ denotes a derivative with respect to t, and i is a spatial index. Obviously, time and
space must be treated independently due to the non-trivial time dependence of a(t). The
equations of motion manifest an ~x-translation symmetry, so it is useful to Fourier transform
the spatial coordinates to express Eq. (2.6) in terms of the comoving momentum ~k:
φ¨
(
~k, t
)
+ 3φ˙
(
~k, t
)
+
k2
[aH]2
φ
(
~k, t
)
+
m2
H2
φ
(
~k, t
)
= 0 , (2.7)
6The two ways of expressing the time coordinate are related to each other using τ = − exp(−Ht)/H.
While we will typically use t, there are key points in what follows where the calculations are significantly
simplified by working with τ , see e.g. Sec. 2.2.
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where k =
∣∣~k ∣∣.
Our interest is in the solutions to this equation of motion with k/[aH]  1, which
we will refer to as superhorizon modes φS
(
~k, t
)
; these are in contrast to the subhorizon
modes ΦH
(
~k, t
)
with k/[aH]  1 that we want to integrate out, see Eq. (2.1). For the
superhorizon modes, we can solve Eq. (2.7) to zeroth order in ~k by simply neglecting the
explicit k-dependent term. Using the following change of variables
φS
(
~k, t
)
= [a(t)H]−3/2+νϕS
(
~k, t
)
, (2.8)
it is clear that ν is determined by a ~k-independent equation:
ν2 − 9
4
+
m2
H2
= 0 , (2.9)
whose solution is
ν = ±
√
9
4
− m
2
H2
, (2.10)
to zeroth order in k. We see that φS unsurprisingly has two solutions since Eq. (2.9) is
quadratic, implying the existence of two independent modes. For simplicity, will define
ν > 0 to be the positive solution and keep track of the negative solution with an explicit
minus sign. By construction, the solution to the equations of motion in the limit k → 0
corresponds to ϕS
(
~k, t
)→ ϕS(~k) a (~k-dependent) constant.
Assuming m2 > 0, both of these superhorizon modes decay exponentially in time.
However, for m2 < 9H2/4, the solution with +ν decays more slowly than the solution
with −ν, and so we will call them the “growing” and “decaying” modes respectively. The
growing mode is usually the solution of observational interest, as it will dominate the late
time correlations. Yet, we will see that both solutions are required to write down a local
SdSET.
To summarize, we denote the ~k -dependent part of φS that corresponds to the two
choices in Eq. (2.10) as ϕ±
(
~k
)
, where the “+” mode is “growing” while the “−” mode is
“decaying.” Since taking ν < 0 simply flips the role of the growing and decaying modes,
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without loss of generality, we will always take ν ≥ 0 such that7
φS
(
~k, t
)
= H
(
[a(t)H]−3/2+νϕ+(~k, t) + [a(t)H]−3/2−νϕ−
(
~k, t
))
= H
(
[a(t)H]−αϕ+(~k, t) + [a(t)H]−βϕ−
(
~k, t
))
. (2.13)
The convention to include an overall factor of H implies that the power counting dimension
and mass dimension of ϕ+ are the same; this is consistent with the UV field having unit
mass dimension. In addition, we are restricting our scope to the parameter space with
m/H ≤ 3/2, although we do not anticipate any obstructions to generalizing to under-
damped solutions with m/H > 3/2.8
Now we have everything we need to write a long wavelength EFT purely in terms of
the superhorizon (soft) modes by integrating out the subhorizon (hard) modes ΦH(~x, t).
Furthermore, well-defined power counting will make the scaling behavior with a(t)H man-
ifest. This is a feature of the EFT, as it is specifically not a property of the full theory
in Eq. (2.5); the equation of motion for φ
(
~k, t
)
gives rise to two solutions with different
scaling behaviors with respect to time and, as such, we cannot assign a single scaling with
aH to an operator built using φ
(
~k, t
)
. In Sec. 3, we derive the SdSET by integrating out
ΦH .
2.2 Deriving Stochastic Initial Conditions
One novel aspect of the SdSET is that it requires specifying initial conditions for the
correlation functions of our EFT fields.9 For a free field, this means specifying the two-point
function. This input is responsible for the non-trivial leading-order nearly-scale-invariant
power-spectrum that is a cornerstone of the inflationary paradigm. Up to the precise
numerical coefficients, we will see that these boundary conditions follow from the symmetry
and scaling behavior expected from the bottom-up description in the next section. We will
7In many calculations that follow, we will find it more convenient write expressions using
α =
3
2
− ν , and β = 3
2
+ ν , (2.11)
such that
α+ β = 3 , and α− β = −2ν . (2.12)
In Sec. 3.3, we derive the constraint α+ β = 3 within the EFT without appealing to the UV.
8When m/H > 3/2, α and ϕ+ are complex. Since φ is a real field, it follows that β = α
∗ and ϕ− = ϕ∗+.
To our knowledge, SdSET (as constructed in this paper) is still well defined provided one is careful to
impose these reality constraints.
9This is typically referred to as “matching” in the cosmology community, in the sense of matching modes
as they cross the horizon. To avoid confusion, we will reserve that term for its use in the EFT context in
this paper, namely matching a UV theory onto an SdSET.
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calculate these coefficients by taking the long wavelength limit of the two-point function,
assuming the Bunch-Davies solution for the field.
The need to specify initial conditions results from the fact that physical wavelengths
undergo cosmological redshifting. Our interest is in the long-wavelength modes at some
specific time t, such that k/[a(t)H]  1; there always exists some earlier time t′ such
that k/[a(t′)H] = 1. Prior to t′, the mode is considered to be “hard,” and therefore the
SdSET only characterizes mode evolution starting from initial conditions given at t′ or
later. Fortunately, by construction, we have factored out the time-dependence of the long-
wavelength modes such that solving the quadratic equations of motion yields constant ϕ±.
Therefore, at the quadratic level, the initial conditions can be fixed at any time.
To determine the correct choice of initial conditions, we write the field operator, φ(~x, t),
in terms of classical solutions to the equations of motion, φ¯
(
~k, τ
)
, via
φ(~x, τ) =
∫
d3k
(2pi)3
ei
~k·~x
(
φ¯
(
~k, τ
)
a†~k + φ¯
∗(~k, τ)a−~k) , (2.14)
where a†~k and a~k are the canonical creation and annihilation operators respectively that
satisfy
[
a†~k , a~k′
]
= (2pi)3δ
(
~k−~k ′). This decomposition of φ is real by construction. Working
in the Bunch-Davies vacuum, one finds
φ¯
(
~k, τ
)
= −iei(ν+ 12)pi2
√
pi
2
H(−τ)3/2H(1)ν (−kτ) , (2.15)
where H
(1)
ν is a Hankel function of the first kind. Taking the limit kτ  1, we find
φ¯S
(
~k, τ
)
= Cαe
iδν
H√
2k
3
2
−α [aH]
−α + ie−iδνDβ
H√
2k
3
2
−β [aH]
−β , (2.16)
where δν =
pi
4
(−3 + 2ν), we used τ = −1/[aH], and we defined
Cα = 2
1−α Γ
(
3
2
− α)√
pi
(2.17a)
Dβ = −21−β
√
pi
cos(piβ)Γ
(
β − 1
2
) . (2.17b)
For reference, C0 = C1 = 1, while D3 = 1/3 and D2 = −1, which correspond to m = 0
and m =
√
2H respectively.
Next, we want to determine the boundary conditions for the EFT fields ϕ±
(
~k, τ
)
. We
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first notice that the field operator takes the form
φS(~x, t) '
∫
d3k
(2pi)3
ei
~k·~x
[
[aH]−α ϕ¯+
(
eiδνa†~k + e
−iδνa−~k
)
+ i[aH]−βϕ¯−
(
e−iδνa†~k − e
iδνa−~k
)]
,
(2.18)
where we have defined
ϕ¯+ = Cα
1√
2k
3
2
−α (2.19a)
ϕ¯− = Dβ
1√
2k
3
2
−β . (2.19b)
We then perform a Bogoliubov transformation (see e.g. [81] for related discussion) on the
creation and annihilation operators of the form
a˜~k = e
iδνa†~k + e
−iδνa−~k (2.20a)
b˜~k = i
(
e−iδνa†~k − e
iδνa−~k
)
. (2.20b)
These operators are real and their commutators vanish[
a˜†~k , a˜~k
]
=
[
b˜†~k , b˜~k
]
= 0 . (2.21)
Then it is straightforward to derive the following vacuum expectation values〈
a˜~k a˜~k′
〉
= (2pi)3δ
(
~k +~k ′
)
(2.22a)〈
b˜~k b˜~k′
〉
= (2pi)3δ
(
~k +~k ′
)
, (2.22b)
where 〈..〉 ≡ 〈0|..|0〉, and |0〉 is the vacuum that is annihilated by a~k. These represent the
quantum fluctuations that become the classical initial conditions for the long wavelength
fields, i.e., a˜~k and b˜~k will be interpreted as stochastic random variables in the SdSET.
Using the mode functions for the power spectrum in Eq. (2.22), the field operators take
the form
ϕ+
(
~x, t
)
=
∫
d3k
(2pi)3
ei
~k·~x ϕ¯+
(
~k, t
)
a˜~k (2.23a)
ϕ−
(
~k, t
)
=
∫
d3k
(2pi)3
ei
~k·~x ϕ¯−
(
~k, t
)
b˜~k , (2.23b)
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with (classical) power spectra〈
ϕ+
(
~k
)
ϕ+
(
~k ′
)〉
=
C2α
2
1
k3−2α
(2pi)3δ
(
~k +~k ′
)
(2.24a)
〈
ϕ−
(
~k
)
ϕ−
(
~k ′
)〉
=
D2β
2
1
k3−2β
(2pi)3δ
(
~k +~k ′
)
. (2.24b)
Note that in the massless limit α→ 0, we get the famous scale invariant power spectrum. In
the opposite limit, α→ 3/2, the power spectrum diverges; this divergence is proportional
to k0 and is a pure contact term; the sub-leading piece in this limit gives a log k power
spectrum.
Additionally, we see [
a˜~k , b˜~k′
]
= −2i cos(piα)(2pi)3δ
(
~k +~k ′
)
, (2.25)
so that [
ϕ+(~x, t), ϕ−(~x ′, t)
]
=
∫
d3k d3k′
(2pi)6
ei
~k·xei
~k′·~x ′ CαDβ
2
[
a˜~k , b˜~k′
]
= iCαDβ cos(piα)δ(~x− ~x ′)
= − i
2ν
δ(~x− ~x ′) . (2.26)
This tells us that ϕ− is the conjugate momentum to ϕ+.
Non-Gaussian Correlations
The presence of interactions in the UV theory can give rise to non-Gaussian correlations
at tree level. This would induce higher-point statistics for ϕ± from boundary conditions.
Although the overall scaling behavior is fixed, it is not restrictive enough to determine the
functional form of these correlations. For example, an N -point correlation of ϕ+
(
~k, τ
)
is
only constrained to take the form〈
ϕ+
(
~k1
)
. . . ϕ+
(
~kN
)〉
= K−3(N−1)+NαF({~qi})(2pi)3δ(∑~ki) , (2.27)
where K is some reference momentum scale and F ({~qi}) is an undetermined function of
the dimensionless vectors ~qi = ~ki/K. For calculating these correlation functions, it is useful
to define
〈..〉′ ≡ 1
(2pi)3δ
(∑
~ki
)〈..〉 , (2.28)
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such that we drop the overall momentum conserving δ-function, or〈
ϕ+
(
~k1) . . . ϕ+
(
~kN
)〉′
= K−3(N−1)+NαF({~qi}) . (2.29)
For quantum field theory in fixed dS, F (~qi) is additionally constrained by invariance under
the group of dS isometries [53, 59, 82–87] as well as analyticity and factorization [88–91].
In general, one should also derive initial conditions for correlators involving ϕ−. However,
for the focus of this paper, determining the leading contributions to ϕ+ correlators, we will
not need to know the initial conditions for ϕ−.
3 Soft de Sitter Effective Theory
In this section, we will develop the structural aspects of our EFT for long-wavelength
modes. The EFT approach is particularly relevant when one is studying a physical setting
that involves a large separation of scales, which can be leveraged to determine a paramet-
rically small “power counting” parameter λ 1. For field theories of the long-wavelength
modes in (quasi) dS space, we will show that the comparison between the physical mo-
mentum of a long wavelength mode, kphysical = k/a, and the scale of the horizon set by
the Hubble constant H (or approximately so in the case of slow-roll inflation) are exactly
what is needed to setup our EFT: λ ∼ kphysical/H = k/[aH]  1. It is often convenient
to express this condition in terms of the comoving momentum, k, which is conserved by
translation invariance (in the FRW slicing of dS). Then aH (the inverse comoving horizon)
will serve as the dimensionful scale for the EFT, and we will expand in small k.
We will begin laying out the degrees of freedom and symmetries that characterize this
EFT in Sec. 3.1. We will then derive the quadratic action for the SdSET both from the
top down by integrating out ΦH in Sec. 3.2, and from the bottom up by simply relying on
symmetries and power counting in Sec. 3.3. We will then turn to a discussion of how to
consistently include interactions in the EFT in Sec. 3.4. Before moving to some detailed
examples, we will quickly summarize the leading power SdSET action in Sec. 3.5.
3.1 Defining the SdSET
In this section, we will derive the quadratic action for the SdSET, following the standard
approach. Starting from the full theory action, the first step is to specify a mode expansion
of our full theory field as a separation into soft and hard modes. The soft modes ϕ± are
identified as the degrees of freedom that persist to the IR. Then we will introduce a power
counting scheme and will identify a set of symmetry transformations that are inherited
from the UV theory. These tools can be used to derive the action from the bottom up,
and to determine the form that interactions can take. We will apply these tools to arrive
at the quadratic action up to O(λ2), see Eq. (3.19).
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Degrees of Freedom
The solutions to the equations of motion for φ in the long-wavelength limit provide a
natural candidate building block for the SdSET. In particular, we will identify φS defined
in Eq. (2.1) with the solutions presented in Eq. (2.8). Explicitly, we will decompose the
fundamental scalar field into three modes:10
φ(~x, t) = φS(~x, t) + ΦH(~x, t)
= H
[
[a(t)H]−3/2+νϕ+(~x, t) + [a(t)H]−3/2−νϕ−(~x, t)
]
+ ΦH(~x, t) , (3.1)
where 0 ≤ ν ≤ 3/2. From this top-down perspective, we split φ into ΦH and ϕ± by working
in momentum space using comoving wavenumbers: ΦH
(
~p, t
)
is a hard mode with support
for p/[aH] & 1 while ϕ±
(
~k, t
)
have support for k/[aH] . 1.11 Then we generate an EFT by
integrating out ΦH . Critically when deriving the EFT action, we will assume that ΦH and
ϕ± are three-momentum eigenstates, which implies that momentum conservation should
be applied at the level of the Lagrangian. This eliminates any quadratic operators that
mix the light and heavy modes, e.g. L /⊃ϕ±ΦH ; variations with derivatives also vanish.
Power Counting
The UV scale
ΛUV(t) = a(t)H , (3.2)
is time dependent, which is an unusual feature of our EFT. Fortunately, we are interested in
determining equal-time correlation functions such that ΛUV if fixed for a given observable.
Then we power count factors of momenta with respect to ΛUV, by expanding in
λ ∼ k
ΛUV
=
k
aH
. (3.3)
Power counting is a prescription for tracking the expansion order of observables as a Taylor
series in terms of quantities that are parametrically small with respect to the scale ΛUV.
10To our knowledge, splitting the soft mode into multiple fields was first introduced for NRQCD in [92].
11Since ν > 0, Eq. (3.1) implies that ϕ+ will dominate at late times. It is therefore tempting to integrate-
out ϕ− as well. However, correlations of ϕ− only fall off as a power law, so that integrating this field
out would produce a non-local action.
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For our purposes here, the appropriate scalings are
t ∼ 1 (3.4a)
~x ∼ 1/λ (3.4b)
~k ∼ λ (3.4c)
ϕ+(~x, t) ∼ λ3/2−ν = λα (3.4d)
ϕ−(~x, t) ∼ λ3/2+ν = λβ . (3.4e)
The power counting of the fields follows from dimensional analysis when taking ΛUV as the
fundamental scale, see Eq. (3.1).
Symmetries
There are two kinds of symmetries that will persist to the IR and provide non-trivial
constraints on the form EFT operators can take. The first is a remnant of the UV Lorentz
symmetry, and the second is a consequence of the one-to-many mode expansion taken
in Eq. (3.1).
Spacetime symmetry is broken by our power counting, in that time and space scale
differently with λ, see Eq. (3.4). However, we still must enforce O(3) invariance on any
three-vector quantity, since there is no preferred spatial direction. Another remnant of the
broken spacetime symmetry is a rescaling that trivially leaves the metric invariant:
t → t (3.5a)
xi → 1
η
xi (3.5b)
a(t) → ηa(t) (3.5c)
~k → η~k (3.5d)
ϕ+(~x, t) → η3/2−νϕ+(~x, t) = ηαϕ+(~x, t) (3.5e)
ϕ−(~x, t) → η3/2+νϕ−(~x, t) = ηβϕ−(~x, t) . (3.5f)
This rescaling symmetry is inherited by the EFT action, and is responsible for determining
where the factors of a(t) appear. This transformation leaves UV action in Eq. (2.5)
invariant when noting φ → φ under this rescaling, which respects the relation between φ
and ϕ± given in Eq. (3.1).
Additionally, when working in a fixed dS background, the geometry possesses isometries
that can be characterized in the UV theory by a constant three-vector bi. At linear order
15
in bi, the coordinates transform as
12
xi → xi − 2 (bjxj)xi + bi(∑
j
(
xj
)2 − [a(t)H]−2) (3.6a)
t → t + 2bjxj , (3.6b)
and bi has units of 1/xi. At short distances, the quadratic term is negligible, and these act
like Lorentz boosts. In the superhorizon limit, a → ∞ and one cannot neglect the (xj)2
term; the transformations in Eq. (3.6) behave like special conformal transformations.
The UV scalar fields transform trivially since only the coordinates change, φ(x, t) →
φ(x′, t′). As a consequence, the SdSET fields must transform as
ϕ±(~x, t) →
[
1− 2∆±xibi +
(
x2 − [aH]−2)bi∂i − 2xi~x · ~∂ + 2bixi∂t] ϕ±(~x, t) , (3.7)
where ∆+ ≡ α and ∆− ≡ β. Then taking the limit a → ∞ with ϕ˙± → 0, the transfor-
mation of ϕ± in Eq. (3.7) is equivalent to a special conformal transformation where ϕ±
has scaling dimension ∆±. This connection has been used to compute various correlation
functions of fields in fixed dS backgrounds and small deformations thereof [53, 59, 82–87].
Note also that this symmetry is generally broken during inflation; we will be careful to
point out when results depend critically on constraining the properties of the EFT using
this isometry.
The second kind of symmetry due to Eq. (3.1), the fact that ϕ± originated from a
single UV degree of freedom φ, which is a “reparametrization” symmetry. In particular,
we notice that this mode expansion φ→ ϕ± is invariant under the transformation13
ϕ+ → ϕ+ + [aH]α−βϕ− (3.8a)
ϕ− → (1− )ϕ− . (3.8b)
In particular, while it respects the rescaling rule for ϕ± in Eq. (3.5), this symmetry mixes
operators that are different orders in the λ power counting expansion, see Eq. (3.4). The
presence of such a redundancy is familiar from other examples of one-to-many mode ex-
pansions that yield EFTs, e.g. the ReParametrization Invariance (RPI) of Heavy Quark
Effective Theory [94]. From the bottom-up, we will enforce that the SdSET respects RPI.
As we will see, RPI will be critical to our argument that the quadratic action is unique,
see Sec. 3.3.
12These isometry transformations are not homogenous in power counting. As a result, their application
will enforce relationships between operators at different orders in λ, see [93] for related discussion. This
can be interpreted as the UV symmetry being non-linearly realized within the EFT.
13Technically speaking, there is also a symmetry where we switch ϕ+ ↔ ϕ− in Eq. (3.8), but this provides
no additional information.
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Stochastic Initial Conditions
The initial conditions for the fields ϕ± obey classical statistical fluctuations. In particular,
in the absence of interactions (see the discussion around Eq. (2.27) above), the power
spectra are given by classical correlations〈
ϕ+
(
~k
)
ϕ+
(
~k ′
)〉
c
=
C2α
2
1
k3−2α
(2pi)3δ
(
~k +~k ′
)
(3.9a)
〈
ϕ−
(
~k
)
ϕ−
(
~k ′
)〉
c
=
D2α
2
1
k3−2β
(2pi)3δ
(
~k +~k ′
)
. (3.9b)
While the scaling behavior of these boundary conditions are consistent with our power
counting (as required), the precise coefficients Cα and Dβ must be determined from the UV
theory, see Eq. (2.17). Again, we emphasize that UV interactions will typically generate
additional non-Gaussian contributions to the initial conditions for ϕ+, e.g. see Sec. 4.2
below for an example.
3.2 Free SdSET From the Top Down
Now we can apply these rules to derive the EFT from the top down. The starting point is
to plug the mode decomposition in Eq. (3.1) into the full theory Lagrangian in Eq. (2.5).
Recall that the φS and ΦH fields are momentum eigenstates. We invoke this property to
eliminate any terms that violate momentum conservation, e.g. there are no terms in the
quadratic action that mix φS with ΦH . Hence, the only allowed terms in the quadratic
action for ϕ± are
S2,± =
∫
d3x dt
[aH]3
H4
1
2
[
[aH]−2α
(
ϕ˙+ − αϕ+
)2 −m2[aH]−2αϕ2+
+ [aH]−2β
(
ϕ˙− − βϕ−
)2 −m2 [aH]−2βϕ2−
+ 2[aH]−α−β
((
ϕ˙+ − αϕ+
)(
ϕ˙− − βϕ−
)−m2ϕ+ϕ−)
− ∂i
(
[aH]−αϕ+ + [aH]−βϕ−
)
[aH]−2
× ∂i
(
[aH]−αϕ+ + [aH]−βϕ−
)]
. (3.10)
We can use various relations to simplify this action. In the first line, we can rewrite
ϕ+ ϕ˙+ = 2d(ϕ+)
2/dt and use integration by parts, H2
(
α2 − 3α) + m2 = 0, and H˙ = 0;
the second line can be simplified using the same steps and H2
(
β2 − 3β)+m2 = 0. In the
third line, we use H2αβ −m2 = 0 and α + β = 3, which follow directly from Eqs. (2.10)
and (2.11), to remove all the ϕ+ϕ− terms. Finally, we use Eq. (2.11) to express all the
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exponents in terms of ν. This yields the following simpler expression of the action that is
equivalent to Eq. (3.10):
S2,± =
∫
d3x dt
1
2
[
[aH]2ν ϕ˙2+ + [aH]
−2ν ϕ˙2− + 2ϕ˙+ ϕ˙− − 2ν
(
ϕ˙+ϕ− − ϕ+ ϕ˙−
)
− [aH]2ν−2∂iϕ+∂iϕ+ − [aH]−2ν−2∂iϕ−∂iϕ− − 2[aH]−2∂iϕ+∂iϕ−
]
.
(3.11)
Then we power count using Eq. (3.4); we will keep terms up toO(λ2). Due to the symmetry
relations in Eq. (3.5), power counting is equivalent to simply tracking explicit factors of
[aH]. Noting that ν ≥ 0, we drop any terms that fall faster than [aH]−2 :
S2,± =
∫
d3x dt
1
2
[
[aH]2ν ϕ˙2+ + 2ϕ˙+ ϕ˙− − 2ν
(
ϕ˙+ϕ− − ϕ+ ϕ˙−
)
− [aH]2ν−2∂iϕ+∂iϕ+ − 2[aH]−2∂iϕ+∂iϕ−
]
. (3.12)
Next, we use integration by parts to rewrite some of the terms:
S2,± =
∫
d3x dt
1
2
[
− 1
2
ϕ+ [aH]
2ν
(
2ϕ¨+ + 4ν ϕ˙+ − 2[aH]−2∂2ϕ+
)
− ϕ−
(
2ϕ¨+ + 4ν ϕ˙+ − 2[aH]−2∂2ϕ+
)]
. (3.13)
Then we perform a field redefinition on ϕ−:14
ϕ− → ϕ− + 1
2
[aH]2νϕ+ , (3.14)
which yields the following form of the action after some integration by parts:
S2,± =
∫
d3x dt
[
ϕ˙+ ϕ˙− − ν
(
ϕ˙+ϕ− − ϕ+ ϕ˙−
)− [aH]−2∂iϕ+∂iϕ−] . (3.15)
Finally, we note that the ϕ+ and ϕ− fields each represent one degree of freedom, such
that their equations of motion should only contain terms with single time derivatives,
see [95] for a nice discussion e.g. footnote 1. This implies that we should interpret ϕ˙−ϕ˙+
as a contribution to interactions, and in fact as we will show below this term is power
suppressed and appears at O(λ4). By construction, this immediately implies that the
14The benefit of this field redefinition can be seen by noticing that [aH]2ν ϕ˙2+ only contributes to the ϕ−
equations of motion. Removing these terms from the action by a field redefinition makes their impact
on correlators of ϕ+ apparent from power counting.
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leading power equations of motion are simply
ϕ˙+ = 0 and ϕ˙− = 0 . (3.16)
This is a manifestation of the expected superhorizon behavior, confirming that we have
identified the long wavelength modes of interest. Including the leading power suppressed
term in the action, the equations of motion for ϕ+ and ϕ− are then
ϕ˙+ =
1
2ν [aH]2
∂2ϕ+ and ϕ˙− = − 1
2ν [aH]2
∂2ϕ− . (3.17)
which immediately tells us that
S2,± ⊃
∫
d3x dt ϕ˙+ ϕ˙− = −
∫
d3x dt
1
4ν2 [aH]4
∂2ϕ+∂
2ϕ− ∼ O(λ4) . (3.18)
Finally, we get the following form for the quadratic action including terms up to O(λ2):
S2,± =
∫
d3x dt
[
− ν(ϕ˙+ϕ− − ϕ+ ϕ˙−)− 1
[aH]2
∂iϕ+∂
iϕ−
]
+O(λ4) . (3.19)
Note that we could choose to rescale the unobservable field ϕ− → ϕ−/(2ν) to canonicalize
the kinetic term, but we will leave this normalization as is because it leads to simpler
notation in what follows.15
Canonical Commutation Relations
Given the quadratic action in Eq. (3.19), it is straightforward to derive that ϕ− is the
conjugate momentum to ϕ+. Then one simply applies the standard techniques of second
quantization, which yields the canonical commutation relations that we found from the
top down in Eq. (2.26). For the derivation above, we appealed to the commutators for the
creation and annihilation operators. Alternatively, one can work with the fields directly,
starting with the commutator for the UV fields,
[
φ(~x, t), φ˙(~y, t)
] ∼ 1√−g δ(~x− ~y) , (3.20)
15By inspection of Eq. (3.19), something non-trivial is occurring when ν → 0. From Eq. (2.10), we see
that this corresponds to the critical mass m = (3/2)H where the ϕ± modes become degenerate. For
larger masses, ν becomes imaginary and we recognize this as the (real) non-relativistic action for a single
complex scalar, after imposing ϕ− = ϕ∗+. While we see no obstruction to deriving a version of the SdSET
that is valid in this regime, doing so is beyond the scope of this work.
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where the
√−g is forced on us by diffeomorphism invariance or, more simply, by requiring
consistency with the scaling relations in Eq. (3.5): a→ λa, ~x→ λ−1~x, and φ→ φ. Using
the mode expansion in Eq. (3.1), this commutator becomes
[
φ(~x, t), φ˙(~y, t)
] ' [aH]−α−β (β − α)H3[ϕ+ , ϕ−] = 2νH3 [aH]−α−β i
2ν
δ(~x− ~y) . (3.21)
This provides a nice confirmation that our approach is self-consistent.
3.3 Free SdSET From the Bottom Up
In Sec. 3.2, we derived the low-energy action starting from a specific UV theory (the free
real scalar field in a dS background), plugging in a mode decomposition, and integrating
out the hard fluctuations. Any self-respecting EFT should also be constructable from the
bottom-up directly without appealing to the UV, by identifying the correct low energy
degrees of freedom, and imposing a power counting prescription and a set of symmetries.
We will show how to derive the quadratic action Eq. (3.19) from the bottom up in what
follows.
α+ β = 3
We have already seen how critical the EFT constraint α+ β = 3 has been in deriving the
SdSET quadratic action. While it was easy to see how this arose as a consequence of the
UV description, it is natural to wonder if it is an all-orders statement within the EFT.
In particular, α and β can be changed through integrating out the short distance modes,
for example though a correction to the effective mass of φ or an anomalous dimension, see
e.g. [38]. To this end, our first goal towards understanding the bottom-up structure is to
show that we can derive this fact within the EFT, which implies it cannot be altered by
matching or running effects.
To see this constraint from the bottom up, we will assume that α + β 6= 3, and will
then show we can redefine α and β such that α + β = 3. We start with the dominant
kinetic term (which as we will see below can be derived from the bottom-up):
S ⊃
∫
d3x dt ρ[aH]3−α−β
[
ϕ˙+ϕ− − ϕ+ ϕ˙−
]
, (3.22)
where ρ is a constant. We notice that the equations of motion from this term alone are
2ϕ˙± + (3− α− β)Hϕ± = 0 . (3.23)
Our goal in defining α and β was to factor out the time dependence such that when k → 0,
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ϕ˙± = 0. Note that we have the freedom to redefine the fields
ϕ± = ϕ˜± [aH]−(3−α−β)/2 , (3.24)
such that
α˜ = α +
(3− α− β)
2
and β˜ = α +
(3− α− β)
2
. (3.25)
For this choice of fields, we see that α˜+ β˜ = 3. Furthermore, under this change, the action
becomes
S ⊃
∫
d3x dt ρ[aH]3−α−β
[
ϕ˙+ϕ− − ϕ+ ϕ˙−
]
=
∫
d3x dt ρ
[
˙˜ϕ+ ϕ˜− − ϕ˜+ ˙˜ϕ−
]
, (3.26)
and thus this field redefinition does not introduce any new terms in the actions for ϕ˜±.
In addition, Eq. (3.24) preserves the RPI symmetry in Eq. (3.8); specifically, α˜ − β˜ is
unchanged by the rescaling. As result, we are free to enforce α + β = 3 as we derive the
quadratic action for the SdSET from the bottom up.
Quadratic Action
The EFT degrees of freedom are ϕ±. In addition, we have the rescaling symmetry in
Eq. (3.5) that should leave the action invariant. Under this symmetry, ϕ+(~x, t) and ϕ−(~x, t)
are assigned scaling dimensions α and β with α+β = 3. Using these rules, we can writing
down the full set of consistent terms that could contribute to the effective action truncated
to two fields, and up to two temporal or spatial derivatives
S2 =
∫
d3x dt
[aH]3
H4
[
[aH]3−2α
(
m2+
2H2
ϕ2+ +
χ+
2
ϕ˙2+
)
+ [aH]1−2α
κ+
2
∂iϕ+∂
iϕ+
+ [aH]3−2β
(
m2−
2H2
ϕ2− +
χ−
2
ϕ˙2−
)
+ [aH]1−2β
κ−
2
∂iϕ−∂iϕ−
+
m2±
H2
ϕ+ϕ− + ρϕ˙+ϕ− + χ± ϕ˙+ ϕ˙− + [aH]−2κ±∂iϕ+∂iϕ−
]
, (3.27)
where we have used integration by parts to combine redundant terms; the free parameters
are m2+, χ+, κ+, m
2
−, χ−, κ−, m
2
±, ρ, χ±, and κ± (note that we use the “±” subscript here
to denote a single parameter that multiplies a term with ϕ+ and ϕ−). This action has
many more parameters than the action we derived from the top down. For example, we see
that mass parameters m2+, m
2
− and m
2
± appear to be allowed, even though they vanished
above. Constraints like this one should be realized within the EFT without appealing to
the particulars of a UV completion.
Our first step is to notice we have not fully accounted for the symmetries of our EFT. As
mentioned in Sec. 3.1 above, our fields ϕ± respect an RPI symmetry that further constrains
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the form of the quadratic action. The explicit transformations are given in Eq. (3.8), and
they relate terms that are different orders in the λ power counting expansion. To linear
order in , we find
[aH]3−2α
m2+
2H2
ϕ2+ → [aH]3−2α
m2+
2H2
(
ϕ2+ + 2[aH]
−β+αϕ+ϕ−
)
(3.28a)
[aH]3−2β
m2−
2H2
ϕ2− → [aH]3−2β
m2−
2H2
(1− 2)ϕ2− (3.28b)
m2±
H2
ϕ+ϕ− → m
2
±
H2
(
(1− )ϕ+ϕ− + [aH]−β+αϕ2−
)
. (3.28c)
Using α + β = 3, we see that invariance of the action requires m2± = m
2
+ = m
2
− ≡ m2.
Identical reasoning applied to the two-spatial-derivative terms implies κ± = κ+ = κ− ≡ κ.
Next, we perform this same exercise for the terms with time derivatives. Again trun-
cating to linear order in , we find
[aH]3−2α
χ+
2
ϕ˙2+ → [aH]3−2α
χ+
2
(
ϕ˙2+ + 2[aH]
α−β ϕ˙+ ϕ˙− + 2(α− β)[aH]α−βϕ˙+ϕ−
)
(3.29a)
[aH]3−2β
χ−
2
ϕ˙2− → [aH]3−2β
χ−
2
(1− 2)ϕ˙2− (3.29b)
χ± ϕ˙+ ϕ˙− → χ±
(
(1− )ϕ˙+ ϕ˙− + [aH]α−β ϕ˙2− + (α− β)[aH]α−β ϕ˙−ϕ−
)
(3.29c)
ρϕ˙+ϕ− → ρ
(
(1− )ϕ˙+ϕ− + [aH]α−β ϕ˙−ϕ− + (α− β)[aH]α−βϕ2−
)
. (3.29d)
Comparing the two time derivative terms, we see that we need χ± = χ+ = χ− ≡ χ. The
ϕ˙+ϕ− terms imply that ρ = (α − β)χ, and the second two terms in Eq. (3.29d) combine
into a total derivative since
[aH]α−β ϕ˙−ϕ− = [aH]α−β
1
2
∂t
(
ϕ2−
)
= −1
2
(α− β)[aH]α−βϕ2− + total derivative . (3.30)
We conclude that imposing the symmetry in Eq. (3.8) tells us that there are only three
independent coefficients, m2, χ, and κ.
Having fixed these relations between coefficients, we can now return to the non-zero
mass term m2. Noting that we have not placed any constraints on α and β beyond
α + β = 3, we will now show that we can always absorb the mass parameter m2 into a
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redefinition of α and β, using
α → α + ϑ and β → β − ϑ , (3.31)
which respects α + β = 3 and shifts the EFT fields by
ϕ± → [aH]±ϑϕ± . (3.32)
This shifts the time dependent terms in the action by
[aH]3−2α
χ
2
ϕ˙2+ → [aH]3−2α
χ
2
(
ϕ˙2+ +
(
ϑ2 + 2νϑ
)
ϕ2+
)
+ total derivative (3.33a)
[aH]3−2β
χ
2
ϕ˙2− → [aH]3−2β
χ
2
(
ϕ˙2− +
(
ϑ2 + 2νϑ
)
ϕ2−
)
+ total derivative (3.33b)
(α− β)χϕ˙+ϕ− → (α− β + 2ϑ)χ
(
ϕ˙+ϕ− + ϑϕ+ϕ−
)
(3.33c)
χϕ˙+ϕ˙− → χ
(
ϕ˙+ ϕ˙− − 2ϑϕ˙+ϕ− − ϑ2ϕ+ϕ−
)
+ total derivative . (3.33d)
We see that all of these shifts combine into
m2
H2
→ m
2
H2
+ χ
(
ϑ2 + 2νϑ
)
. (3.34)
We conclude that an appropriate choice of ϑ can be used to set m2 = 0, i.e., the mass
parameter can be absorbed into the parameters α and β. This could have been anticipated
from the top down, since from this point of view the mass determines these parameters,
see e.g. Eq. (2.10). Putting this together, the quadratic action of our EFT is
S2 =
∫
d3x dt
[
χ
(
[aH]−2α+3
1
2
ϕ˙2+ + [aH]
−2β+3 1
2
ϕ˙2− + ϕ˙+ ϕ˙− − ν
(
ϕ˙+ϕ− − ϕ+ ϕ˙−
))
+ [aH]−2κ
(
∂iϕ+∂
iϕ− + [aH]−2α
1
2
∂iϕ+∂
iϕ+ + [aH]
−2β 1
2
∂iϕ−∂iϕ−
)]
.
(3.35)
So far, this derivation applies equally well if the background geometry is fixed dS
space, or if gravity is dynamical as is the case for applications to inflation. In a fixed
de Sitter background, the action is additionally constrained by the isometries in Eq. (3.6).
In particular, the SdSET is not manifestly Lorentz invariant, and so it is natural to wonder
if these additional relations between time and space can impose the constraints between
the operators with temporal and spatial derivatives. It should come as no surprise that
enforcing this symmetry on the EFT will fix the relative coefficients χ = −κ, as we expect
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for theories with UV Lorentz invariance, see the top down results derived above.
It is straightforward to check that the variation of the two-time derivative terms are
cancelled by the variations of the gradient terms when κ = −χ, and so we will not show
it explicitly here. The non-trivial check is that the variation of the single-time derivative
term
δ
(− νχ(ϕ˙+ϕ− − ϕ+ ϕ˙−)) = −2νbiχa−2((∂iϕ+)ϕ− − ϕ+(∂iϕ−)) , (3.36)
is cancelled by the only other contribution that does not arise in a Lorentz invariant
example, the scaling of ϕ± with a non-trivial dimension ∆±. Using α = 3/2 − ν and
β = 3/2 + ν, we find the variation of the gradient term is
δ
(
κ[aH]−2∂iϕ+∂iϕ−
)
= κ[aH]−2
[(
∂i
(− 2α~b · ~x))ϕ+∂iϕ− + ∂iϕ+(∂i(− 2β~b · ~x))ϕ−]
= 2νbiκa
−2
(
ϕ+
(
∂iϕ−
)− (∂iϕ+)ϕ−) , (3.37)
where we have dropped a total derivative. We see that canceling the bi dependent terms
between Eqs. (3.36) and (3.37) requires that κ = −χ, as expected. Having imposed this
constraint, the quadratic action is identical to Eq. (3.11), and hence all the arguments used
to arrive at the final form of the quadratic action in Eq. (3.19) follow.
3.4 Interactions and Locality
Now that we have the degrees of freedom and their free equations of motion, the next step
is to understand the structure of the allowed interactions. First, we will explore the types
of terms that can appear without derivatives, followed by a discussion of the derivative
couplings. Then we will argue that integrating out the heavy mode ΦH at one loop yields
matching contributions to the Wilson coefficients for the interactions in the SdSET.
Structure of the Potential
Since we are working within an EFT framework, we expect that there should be an infinite
tower of interactions, which can be organized using power counting. We will begin by
exploring the structure in the simple case where the interactions are a polynomial of ϕ+
and ϕ− with no derivatives. Using the power counting rules and the rescaling symmetry
given in Eqs. (3.4) and (3.5) respectively, we find that the leading polynomial interaction
is
Sint ⊃ −
∫
d3x dt[aH]3−nα
cn,0
n!
ϕn+ ∼ λ−3+nα , (3.38)
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where cn,m is the Wilson coefficient, where the subscripts n and m count the number of
ϕ+ and ϕ− fields respectively. This interaction is relevant when nα < 3, which naively
implies that such relevant terms should be included when performing any calculation in
the IR. However, as we will now show, the presence of this operator is an artifact of our
choice of fields,16 since these terms can be absorbed into a field redefinition of ϕ−.
For simplicity, we will assume that the only interaction is given by Eq. (3.38). Then
neglecting the power suppressed terms in Eq. (3.19), the action is
S ⊃ −
∫
d3x dt
[
ν
(
ϕ˙+ϕ− − ϕ+ ϕ˙−
)
+ [aH]3−nα
cn,0
n!
ϕn+
]
. (3.39)
We can redefine
ϕ− → ϕ− + ncn,0
2ν (3− nα)n! [aH]
3−nαϕn−1+ , (3.40)
in the action, which yields
S → −
∫
d3x dt
[
− 2νϕ+ ϕ˙− − cn
n!
[aH]3−nαϕn+ +
cn
(3− nα)n! ϕ˙+ϕ
n−1
+ + [aH]
3−nα cn
n!
ϕn+
]
= −
∫
d3x dt
[
− 2νϕ+ ϕ˙− − n(n− 1)cn
(3− nα)n! ϕ˙+ϕ
n−1
+ − n
cn
n!
[aH]3−nαϕn+ +
cn
n!
[aH]3−nαϕn+
]
= −
∫
d3x dt
[
− 2νϕ+ ϕ˙− − d
dt
(
cn(n− 1)
(3− nα)n! [aH]
3−nαϕn+
)]
= −
∫
d3x dt
[
ν
(
ϕ˙+ϕ− − ϕ+ ϕ˙−
)]
, (3.41)
where we used integration by parts on the kinetic term before applying Eq. (3.40) to
simplify the calculation. We conclude that the leading contribution to the potential takes
the form
Sint ⊃ −
∫
d3x dt
(
[aH]3−nα−mβ
cn,m
n!m!
ϕn+ϕ
m
−
)
∼ λ(n−1)α+(m−1)β , (3.42)
where m ≥ 1, and we have used α+β = 3 when evaluating the scaling. Since 0 < α < 3/2
and 3/2 < β < 3 for a massive particle, we conclude that these operators are obviously
irrelevant as long as n > 1 or m > 1. Similarly, the limits on the range of β imply that any
term with n = 0 and m > 1 is also irrelevant. The edge case n = m = 1 was already taken
into account when deriving the quadratic action above in Sec. 3.2. We therefore conclude
that for a massive particle in dS, physics outside the horizon is irrelevant.
16Here we are assuming a fixed dS metric. These operators can be important when the coupling to gravity
is included, as we will discuss in Section 6.2.
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Next, we will briefly discuss the dimensions of EFT Wilson coefficients. Imagine that we
are performing a tree-level matching calculation where the UV theory includes polynomial
interactions of the form
SUV,int ⊃ −
∫
d3x dt
[aH]3
H4
1
N !
λφ,N φ
N , (3.43)
where λφ,N is a coupling with mass dimension 4−N . To match onto the EFT, we simply
plug in the mode expansion Eq. (3.1), which yields terms of the form
Sint ⊃ −
∫
d3x dt
[aH]3
H4
λφ,N
(N − 1)!H
N [aH](1−N)α−βϕN−1+ ϕ− + . . . , (3.44)
where we have already performed the ϕ− field redefinition Eq. (3.40) to eliminate the ϕN+
term, and we are neglecting operators involving ΦH , since these do not contribute at tree
level; the contribution to loop-level matching from integrating out ΦH will be discussed
next. Next, we define a dimensionless Wilson coefficient cN−m,m ≡ H4−Nλφ,N such that
Sint ⊃ −
∫
d3x dt
cN−1,1
(n− 1)! [aH]
(2−N)αϕN−1+ ϕ− + . . . . (3.45)
As promised, ΛUV = aH is the only dimensionful scale that appears explicitly in the action,
see Eq. (3.2).
Derivative Interactions
Moving beyond the potential, the EFT interactions can also include derivatives. We write
this schematically as
Sint ⊃ −
∫
d3x dt
c
{i}
n,m
n!m!
(
d
dt
)r (
1
aH
∂i
)2s (
[aH]αϕ+
)n(
[aH]βϕ−
)m
, (3.46)
where r, s, n, and m are integers, and c
{i}
n,m are the Wilson coefficients.17 Here we want
to consider all possible ways in which these derivatives could act on the fields, which we
have labeled abstractly as {i}. However, as long as they are not total derivatives, it will
not affect our power counting. Recall that the equations of motion including terms of
O(λ2) relate a single time derivative term to a power suppressed spatial derivative term,
see Eq. (3.17). Hence, in order to make power counting manifest, one should simply apply
the equations of motion to eliminate the time derivatives. This implies that the most
generic structure of the derivative interactions nicely organize as a power expansion in
terms of spatial derivatives. Furthermore, one can use a field redefinition of ϕ− as in
17RPI may impose relations among these Wilson coefficient; exploring these constraints lies beyond the
scope of this work.
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Eq. (3.40) above to eliminate terms whose only field dependence is ϕn+. We conclude that
the derivative expansion is fully captured by operators of the form
Sint ⊃ −
∫
d3x dt
c
{s}
n,m
n!m!
(
1
aH
∂i
)2s (
[aH]αϕ+
)n(
[aH]βϕ−
)m
, (3.47)
where s > 0, n ≥ 0, and m > 0, and we have defined a new Wilson coefficient c{s}n,m, which
is related to a combination of the c
{i}
n,m from Eq. (3.46). Following the same argument as
was made for the previous case of the potential, and including the fact that the spatial
derivatives provide extra power suppression, all such interactions are irrelevant when the
scalar field is massive.
Integrating Out the Hard Modes
Now that we have explored the operator structure of the SdSET, we will argue that inte-
grating out the short distance physics can be absorbed into the Wilson coefficients of our
local operator expansion given in Eq. (3.47). We will demonstrate this at one-loop order,
by showing that explicitly integrating out the hard modes ΦH can be accounted for as a
correction to the EFT parameters. Having then established that the EFT is local, we no
longer need to appeal to ΦH . Parameters can be determined by simply matching between
full theory and EFT observables.
For concreteness, we will assume that the UV quadratic action is given by Eq. (2.5)
with the addition of a local λφφ
4 interaction for the scalar field φ, Eq. (3.43) with N = 4.
Critical to the calculations presented here, when we use Eq. (3.1) to express φ in terms of
the modes ϕS and ΦH , we find interactions of the form ϕ
4
±, ϕ
3
±ΦH , ϕ
2
±Φ
2
H , ϕ±Φ
3
H , and Φ
4
H .
Imposing momentum conservation as we did above when we derived the quadratic action
implies L/⊃ϕ3±ΦH . In addition, we will neglect the Φ4H and ϕ±Φ3H terms, since they do not
contribute to matching at one-loop order. Therefore, the only UV interaction term that
contributes to matching is
SUV,int ⊃ −
∫
d3xdt [aH]3
[
λφ
2H2
(
[aH]−αϕ+ + [aH]−βϕ−
)2
Φ2H
]
. (3.48)
Now we can integrate out the heavy modes ΦH(~p, τ) at one-loop.
The first step is to isolate the hard mode function Φ¯H . This is simple to do up to
one-loop order using Eq. (2.1):
Φ¯H(~x, t) = φ¯(~x, t)− φ¯S(~x, t) (3.49)
where φ¯(~x, t) are the mode functions of the free theory Eq. (2.15), and ϕ¯S are the soft
mode functions Eq. (2.16). The Φ¯H and φ¯S mode functions are defined for all momentum,
but Φ¯H will have no support at low momentum by construction. Note that although φ¯S
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does not explicitly vanish at large momentum, the possible contributions to loop integrals
are zero when we use a momentum-independent scheme like dyn dim reg, that we will
describe in Sec. 4.3. This is the method of regions in action [79, 80]. While Eq. (3.49) is
somewhat abstract, it shows that ΦH is dominated by large momentum without imposing
a hard cutoff.18
Integrating out ΦH at one-loop is accomplished by evaluating
δSint =
λ2φ
4
∫
d3x dτ d3y dτ ′
(−τ)4(−τ ′)4
(
(−τ)αϕ+(~x, τ) + (−τ)βϕ−(~x, τ)
)2 Φ2H(~x, τ)Φ2H(~y, τ ′)
H4
×
(
(−τ ′)−αϕ+(~y, τ ′) + (−τ ′)βϕ−(~y, τ ′)
)2
, (3.50)
where to derive this formula, we have simply inserted the ϕ2±Φ
2
H operator twice and are
integrating over the spacetime coordinates for the hard modes. Hence, we need to evaluate
the correlation function〈
Φ2H(~x, τ)Φ
2
H(~y, τ
′)
〉
=
∫
d3p d3k
(2pi)6
ei
~k·(~x−~y )Φ¯H(~p−~k, τ)Φ¯H(−~p, τ)Φ¯H(−~p+~k, τ ′)Φ¯H(~p, τ ′) .
(3.51)
Next, we Taylor expand the integrand assuming k/p 1:〈
Φ2H(~x, τ)Φ
2
H(~y, τ
′)
〉
'
∫
d3p
(2pi)3
Φ¯H(~p, τ)Φ¯H(−~p, τ)Φ¯H(−~p, τ ′)Φ¯H(~p, τ ′)
∫
d3k
(2pi)3
ei
~k·(~x−~y )
= δ3(~x− ~y)
∫
d3p
(2pi)3
Φ¯H(~p, τ)Φ¯H(−~p, τ)Φ¯H(−~p, τ ′)Φ¯H(~p, τ ′) ,
(3.52)
where we have truncated to zeroth order in ~k in the first line. Keeping higher orders in
the ~k Taylor expansion results in an analytic function of ~k, which yield a series in terms
of derivatives of δ-functions upon integration over ~k.
In order to argue for the form of the resulting expansion, we do not need to perform the
~p-integral explicitly; all we need to know is that when τ ′  τ , the i prescription ensures
18Since the purpose of this section is only to demonstrate that we have a local effective action, we could
simply define ΦH(p, t) = φ(p, t) for p > aH and zero otherwise, as we would in a Wilsonian EFT.
Although such a procedure breaks symmetries, establishing the decoupling of heavy modes demonstrates
that the SdSET is local. By emphasizing the continuum perspective, there is no question that the
symmetries inherited from having a dS background in the UV are respected at low energies.
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that19
Φ¯H(~p, τ)Φ¯H(−~p, τ ′) ∼ e−p |τ−τ ′| . (3.53)
This is what fundamentally underlies the decoupling of heavy modes as τ → ∞.20 An
immediate consequence is that we can Taylor expand ϕ±(~y, τ ′) about τ :
ϕ±(~y, τ ′) = ϕ±(~y, τ) + (τ − τ ′) d
dτ
ϕ±(~y, τ) + . . . , (3.54)
such that
δSint ⊃
λ2φ
4
∫
d3x dτ
(−τ)4 (−τ)
iα+j βϕi+(~x, τ)ϕ
j
−(~x, τ)
∂q
∂τ q
ϕn+(~x, τ)ϕ
m
− (~x, τ)
×
∫
dτ ′
(−τ ′)4
d3p
(2pi)3
(−τ ′)nα+mβ |τ − τ ′|q ∣∣Φ¯H(~p, τ)∣∣2 ∣∣Φ¯H(−~p, τ ′)∣∣2 , (3.55)
where we have integrated over d3y using the δ-function appearing in Eq. (3.52), and we
are using n and m to indicate the various polynomial terms that appear. Next, we can
change the integration variables to ξ ≡ −pτ ′ and χ ≡ τ ′/τ , which yields
δSint ⊃ δc{q}i+n,j+m
∫
d3x dτ
(−τ)4 [aH]
−(i+n)α−(m+j)βϕi+ϕ
j
−
∂q
∂tq
ϕn+ϕ
m
− , (3.56)
where
δc
{q}
i+n,j+m =
λ2φ
4
∫ ∞
1
dχ
∫ ∞
0
ξ2dξ
2pi2
χnα+mβ (χ− 1)q pi
2
16
∣∣H(1)ν (ξ)∣∣4 , (3.57)
and we have defined Hν = Hν(ξ)−Hsoftν (ξ), the mode function with the behavior as ξ → 0
subtracted.21 By construction this integral converges as ξ → 0. As ξ → ∞, this integral
also converges exponentially quickly after implementing the i prescription. The integral
over χ is regulated using dyn dim reg and thus is also finite, see Eq. (4.13).
Therefore, we conclude that integrating out the heavy modes yields a local expansion
of the form
OSdSET ∼
(
d
dt
)r (
1
aH
~∂i
)2s
ϕ±(~x, t) . (3.58)
Finally, following the same arguments as were given previously in the discussion of the
19One way to see this is by Wick rotating the positive frequency solution for ΦH given in Eq. (3.49) via
τ → iτE with τE > 0, and taking the large |τE | limit. See e.g. [38, 96] for further discussions.
20In fact, this scaling behavior is in exact analogy with integrating out a heavy particle in a relativistic
theory, whose influence follows a Yukawa potential which drops off exponentially fast.
21We emphasize again that this approach is only valid at one loop, and is presented this way for convenience.
Operationally, this trick works because there is only a single integration variable ξ. The technically
correct approach would be to perform the calculation in the full theory and EFT, and to take their
difference to obtain the matching correction.
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derivative operators, we can express this expansion only in terms of spatial derivatives, see
Eq. (3.47). In other words, the impact of short distance physics can be fully absorbed as
a matching contribution to the SdSET Wilson coefficients.
3.5 Leading Power SdSET Action
We have now constructed the action for SdSET from both a top-down and bottom-up
approach. Dropping terms of O(λ2) (or higher) in the power counting parameter λ ∼
k/[aH], this action is given by
S± =
∫
d3x dt
[
− ν(ϕ˙+ϕ− − ϕ+ ϕ˙−)− nmax∑
n≥2
[aH]3−nα−β
cn,1
n!
ϕn+ϕ−
]
, (3.59)
with α+ β = 3 and where nmax is an integer such that 2/α ≤ nmax < 2/α+ 1. Rotational
invariance and scaling symmetries ensure that gradient corrections are suppressed by at
least λ2 and are always irrelevant. Operators including powers higher powers of ϕ− such
as ϕm− with m > 1 are suppressed by at least O
(
λ3
)
, and are thus smaller than the leading
gradient corrections. The rest of this paper is devoted to studying the physical implication
of this EFT.
4 Calculating Observables
Now that we have the EFT action, whose operators are organized in a well defined way
using power counting, all that remains is to compute observables. We will be interested in
the (RG improved) perturbative predictions of the theory, which are equal-time correlation
functions in a fixed initial state, or in-in correlators. We will first review how to calculate
them. We will then show how interactions in the UV theory can give rise to non-Gaussian
initial conditions for the EFT modes. Finally, we will explain how to regulate divergent
integrals that appear using dyn dim reg.
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4.1 In-in Perturbation Theory
Our interest is in cosmological (in-in) correlators, which can be computed in perturbation
theory using [20]
〈O(t)〉 = 〈[T exp(i ∫ t
−∞
dt′Hint(t′)
)]
Oint(t)
[
T exp
(
−i
∫ t
−∞
dt′Hint(t′)
)]〉
(4.1a)
=
∞∑
N=0
iN
∫ t
−∞
dtN
∫ tN
−∞
dtN−1 · · ·
∫ t2
−∞
dt1
×
〈[
Hint
(
t1
)
,
[
Hint
(
t2
)
, · · · [Hint(tN),Oint(t)] · · · ]]〉 , (4.1b)
where, in practice, Hint = −Lint, Hint =
∫
d3xHint, and Oint
(
t
)
is a product of operators
that depend on different comoving momenta all evaluated at a fixed time t. The crucial
feature of Eq. (4.1b) is that each factor of the interaction Hamiltonian is associated with
a commutator. One intuitive way to understand the origin of Eq. (4.1a), is to note that
the interaction picture fields are given by
ϕ±(~x, t) =
[
T exp
(
i
∫ t
−∞
dt′Hint(t′)
)]
ϕint± (~x, t)
[
T exp
(
i
∫ t
−∞
dt′Hint(t′)
)]
. (4.2)
Then the time ordering in Eq. (4.1a) manifests as the ordering of the time dependence in
the argument of the Hint(t) factors in Eq. (4.1b).
To understand the implications for the SdSET, recall that our action is first order in
time, see Eq. (3.19). Hence, the conjugate momenta for ϕ+ is
δL
δϕ˙+
= −2νϕ− . (4.3)
To canonically quantize the theory, we impose
[
ϕ+(~x, t), ϕ−(~y, t)
]
= − i
2ν
δ(~x− ~y) , (4.4)
and
[
ϕ+ , ϕ˙+
]
= 0, which agrees with the derivation using the top-down commutators given
in Eqs. (2.26) and (2.21) respectively.
Finally, we can check the self-consistency of the setup with a simple example calculation.
For concreteness, we can turn on a non-zero quartic interaction for the SdSET fields such
as
Hint = c3,1
3!
[aH]−2αϕ3+ϕ− , (4.5)
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where we are following the notation in Eq. (3.42). Then the in-in formula Eq. (4.1b) implies
〈
ϕ+(~x, t) . . .
〉
=
〈
i
∫ t
−∞
d3x′ dt′
c3,1
3!
ϕ3+
(
~x ′, t′
)[
ϕ−
(
~x ′, t′
)
, ϕ+
(
~x, t
)]
. . .
〉
. (4.6)
Then taking a time derivative yields
ϕ˙+(~x, t) = − 1
2ν
c3,1
3!
ϕ3+(~x, t) , (4.7)
as an operator statement; this matches the classical equations of motion as it must.
4.2 Non-Gaussian Stochastic Initial Conditions
As mentioned in Sec. 3.1 above, non-trivial interactions in the UV theory can yield addi-
tional non-Gaussian contributions to the classical initial conditions for the SdSET fields.
For concreteness, we will show how this works in the context of a simple example. We
assume that the UV theory contains a conformally coupled scalar field φ, i.e., its mass
is m2 = 2H2 such that ν = 1/2 ↔ α = 1. We will give this field a λφφ4 interaction,
see Eq. (3.43), which will generate a non-Gaussian UV contribution to the initial condi-
tions. We need the mode function for φ, which we get by evaluating Eq. (2.15) for ν = 1/2;
this yields
φ¯
(
~k, τ
)
=
−i(−Hτ)√
2k
eikτ , (4.8)
which holds from the UV to the IR, kτ ∈ (−∞, 0].
At linear order in λφ, applying Eq. (4.1b) in the limit kτ0 → 0, we find〈
φ
(
~k1
)
φ
(
~k2
)
φ
(
~k3
)
φ
(
~k4
)〉′
= λφ
(−Hτ0)4
16k1k2k3k4
2Im
∫ τ0
−∞
dτ ad(τ)(−Hτ)2d−4eiktot (τ−τ0)
→ λφ (−Hτ0)
4
8k1k2k3k4ktot
, (4.9)
where ktot =
∑
ki. This determines the classical initial conditions for the SdSET four-point
function. Recalling that we took α = 1 here, converting to the ϕ+ description requires
absorbing a factor of a(τ0)
−1 = −Hτ0 for each ϕ+, implying that〈
ϕ+
(
~k1
)
ϕ+
(
~k2
)
ϕ+
(
~k3
)
ϕ+
(
~k4
)〉′
c
=
λφ
8k1k2k3k4
(
k1 + k2 + k3 + k4
) , (4.10)
where we have used the 〈. . . 〉c notation to emphasize that these are additional classical
inputs to the SdSET. Note the pole in the total energy, ktot =
∑
ki, is a generic consequence
of contact interactions in the Bunch-Davies vacuum, and the residue is this pole encodes the
flat-space S-matrix [53, 84, 88, 97, 98]. When performing calculations, Eq. (4.10) provides
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a contribution that must be added to the results induced by the Gaussian correlators
in Eq. (3.9).
4.3 Dynamical Dimensional Regularization
One regularly encounters UV divergent integrals when computing in-in correlators in dS.
One of the benefits of the framework here is that it is compatible with a dim-reg-like
approach to taming UV divergences, which we will call “dynamical dimensional regular-
ization” (dyn dim reg). The insight is to analytically continue in the scaling dimensions
α, which control the dynamics. As with dim reg, scaleless integrals vanish. Since we have
already absorbed all the dependence on the UV physics into the SdSET Wilson coefficients,
such integrals will only receive support from the IR dynamics. One unusual feature of the
SdSET is that we have independent scaleless integrals over time and over momenta. Due
to the way time dependence is accounted for in the EFT, these integrals will typically
factorize. As a result, it is necessary (and advantageous) to regulate them independently.
In contrast with conventional dim reg applied to relativistic field theory, we will see that
analytically continuing in the number of dimensions will not always regulate divergences in
momentum integrals; the exponent for both the propagators and the measure of integration
can depend on dimension.
To get a sense of how this works in practice, we can consider a typical momentum
integral. Take for example, the calculation of the power spectrum (Fourier transform of
the two-point correlation function) for the composite operator O2(~x, t) ≡ ϕ2+(~x, t) in the
free theory. Using Eq. (3.9), this correlation function is given by〈
O2(~k )O2(~k ′)
〉
tree
=
C4α
2
∫
d3p
(2pi)3
1
p3−2α
1
|~k − ~p|3−2α (2pi)
3δ
(
~k +~k ′
)
. (4.11)
Combining denominators by introducing Feynman parameters, we find
〈
O2
(
~k
)O2(~k ′)〉′
tree
=
C4α
2
Γ[3− 2α]
Γ[3
2
− α]2
∫ 1
0
dx
∫
d3p′
(2pi)3
(
x(1− x))1/2−α(
p′2 + x(1− x)k2)3−2α
=
C4α
16pi3/2
Γ[α]2Γ
[
3
2
− 2α]
Γ[2α]Γ
[
3
2
− α]2 1k3−4α , (4.12)
where we have evaluated this integral using the standard dim reg tricks, and we are using
〈..〉′ as defined in Eq. (2.28). By dimensional analysis, we see the original integral has a
logarithmic UV divergence when 2α = 3/2, which is made manifest by the factor Γ
[
3
2
−2α],
as is familiar from working with dim reg. However, unlike dim reg, the propagator scales
with d such that working in general dimension does not always regulate integrals, for an
explicit demonstration of this behavior, see App. A. As a result, analytically continuing in
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α is both necessary and sufficient for regulating our EFT.
Next, we turn to the more novel problem of regulating the time integrals, which are
forced upon us when computing cosmological (in-in) correlators. In our EFT, these in-
tegrals will typically yield power-law divergences when aH → 0 (t → −∞). This limit
corresponds to the short wavelength region that we integrated out to generate the SdSET,
and therefore we must define these integrals by (scaleless) analytic continuation to remove
these divergences. A typical time integral will take the form
∫
dt [aH]γ, which we will
evaluate as ∫ Ht
−∞
dt [a(t)H]γ =
1
γ
[a(t)H]γ , (4.13)
where we are using the implicit notation a(t) = et and a(t) = eHt. This expression
converges when γ > 0, and so we must define γ < 0 by analytic continuation. This should
be understood in the same way as the vanishing of power-law divergences in dim reg, the
early time contributions are already accounted for in the initial conditions for ϕ+ and ϕ−.
One major benefit of defining time integration in this way is that our results will follow
the naive power counting of the integrand.
It is interesting to contrast how we calculate in SdSET against the approach taken for
the UV theory. In the UV, integrals naively diverge at very early times, t→ −∞, but are
regulated by analytically continuing time into the complex plane via the i prescription.
This ensures that correlators are being computed in the interacting vacuum. However,
in some cases it is advantageous to perform calculations using the commutator form of
the in-in correlators, Eq. (4.1b), which is suited to exposing the late time behavior of the
integrals as aH →∞. For example, this form is usually invoked to argue that the integrals
are at most log-divergent as aH →∞ [20,21]. Unfortunately, it is not known how to apply
the i prescription while maintaining the commutator form for these calculations. Thus,
the standard approach to UV calculations fails to make the convergence at late and early
times manifest simultaneously. This issue is trivialized by calculating in the SdSET using
dyn dim reg: the convergence at late times is manifest since the hard modes have been
integrated out leaving behind a local description, while the vanishing of scaleless integrals
ensures convergence at early times. Additionally, the fact that no time derivatives appear
in the EFT operator expansion, see Eq. (3.47), further helps to disambiguate the types of
divergences that appear.
Now we have everything we need to explore the physical consequences of the SdSET.
First, Sec. 5 will provide some implications for massive and massless scalar fields in static
dS. Then we turn to Sec. 6, where we allow gravity to be dynamical and make connections
to inflation.
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5 Rigid Spacetime
In this section, we will discuss the implications for quantum field theory in a fixed dS back-
ground. A number of illustrative loop calculations will be presented. We will encounter
situations where potentially large logarithms appear, which will we show how to resum
using the techniques of the Dynamical Renormalization Group (DRG). The main results
derived here are as follows. First, we will show that loop corrections for heavy (funda-
mental) fields vanish in the t→∞ limit when regulating integrals using dyn dim reg such
that symmetries are preserved, as discussed in Sec. 4.3 above. Next, we will show that
non-trivial loop corrections to correlation functions of composite operators built out of
heavy fields are captured by the SdSET; the resulting logarithms can be resummed using
the DRG. Finally, we find that loop corrections for light fields are even more interest-
ing, due to the fact that an infinite number of operators become marginal and degenerate
as the mass is taken to zero. The logs that appear can be addressed by a non-trivial
DRG equation, and to all orders in gradients, the resulting flow is described by stochastic
inflation.
5.1 Massive Theories
The goal here is to show that the long wavelength dynamics is trivial for scalar theories
with m2 ' H2, in that any non-trivial UV dynamics can be encoded through matching.
Then the fact that the massive modes decay outside the horizon with a power α > 0 implies
that superhorizon contributions to the correlation functions of ϕ+ all tend to zero in the
late time limit.
Power Spectrum to Two Loops
As a warm-up, consider the leading one-loop correction to the ϕ+ power spectrum, when
the UV theory has a λφφ
4 interaction, i.e., setting N = 4 in Eq. (3.43), so that the leading
SdSET interaction is
Hint = c3,1
3!
[aH]−2αϕ3+ϕ− . (5.1)
The classical power spectrum is given by Eq. (3.9), and using Eqs. (4.1b) and (4.4), we
find that the one-loop correction is〈
ϕ+
(
~k, t
)
ϕ+
(
~k ′, t
)〉′
=
c3,1
8ν
C2α
k3−2α
∫
dt [aH]−2α
∫
d3p
(2pi)3
C2α
p3−2α
= 0 . (5.2)
This scaleless integral vanishes when using dim reg. Furthermore, since α > 0, the integral
converges in the IR. This implies that this power-law UV divergence can be absorbed by
matching the UV theory onto the SdSET.
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While it is a trivial consequence of computing corrections within the EFT, this ob-
servation has significant implications for the structure of perturbative calculations. For
example, calculations performed in the full theory that regulate integrals differently can
give rise to apparent log k/[aH] corrections to this correlator, see e.g. [30]. However, as
we argued above, integrating out the hard modes ΦH yields a purely local theory, which
implies that non-analytic terms like log k/[aH] can only arise from loops involving EFT
modes. Since we can show that this integral vanishes when using a regulator that pre-
serves the symmetries, the only possibility is that the contribution can be absorbed into a
redefinition of α when matching onto the SdSET.
Given that the one-loop calculation was trivial, we will explore how the SdSET behaves
at two-loop order. It is straightforward to identify the non-zero contribution by acting with
the perturbation on the individual fields, such that〈
ϕ+
(
~k , t
)
ϕ+
(
~k ′ , t
)〉′
=
〈(
U † (t) ϕ+
(
~k , t
)
U(t)
)(
U †(t)ϕ+
(
~k ′ , t
)
U(t)
)〉′
, (5.3)
where
U(t) = T exp
(
−i
∫ Ht
−∞
dt′Hint
(
t′
))
. (5.4)
We refer to a given contribution as (i, j) when we expand U †(t)ϕ+
(
~k , t
)
U(t) on the left to
ith order in Hint and U
†(t)ϕ+
(
~k ′ , t
)
U(t) right to jth order.22
First, we consider the (0, 2) and (2, 0) diagrams. By construction, there must be a
commutator involving Hint, and hence [ϕ+, ϕ−], that acts on an internal line. The resulting
contribution is given by〈
ϕ+
(
~k , t
)
ϕ+
(
~k ′ , t
)〉′
(0,2)
=
c23,1
2
C6α
k3−2α
∫
dt1 dt2 [a(t1)H]
−2α[a(t2)H]−2α
× 1
(2ν)2
∫
d3p1 d
3p2
(2pi)6
1
p3−2α1
1
p3−2α2
= 0 . (5.5)
Similarly, the (2, 0) contribution vanishes.
The only non-trivial contribution at this order arises from the (1, 1) diagrams, where
both commutators act on the external lines, namely on ϕ+(t), where t is the time when
the correlator is measured. As a result, the two-loop correction is〈
ϕ+
(
~k , t
)
ϕ+
(
~k ′ , t
)〉′
(1,1)
=
c23,1
2
C6α
ν2
∫
dt1 dt2 [a(t1)H]
−2α[a(t2)H]−2α
×
∫
d3p1 d
3p2
(2pi)6
1
p3−2α1
1
p3−2α2
1
|~k − ~p1 − ~p2|3−2α
. (5.6)
22This is similar to a common convention taken for perturbation theory of large scale structure [99].
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This integral is straightforward to evaluate in position space. We notice that the pertur-
bative evolution of the fields gives[
ϕ+(~x, t),
∫ Ht
−∞
dt1
∫
d3x1 [a(t1)H]
−2αϕ3+ϕ−(~x1, t1)
]
= −ϕ
3
+(~x)
2ν
∫ Ht
−∞
dt1[aH]
−2α ,
(5.7)
where we used the canonical commutator and time independence of the interaction picture
fields to simplify this integral. The two-loop contribution to the two-point function is
〈
ϕ+
(
~x , t
)
ϕ+
(
~x ′ , t
)〉
(1,1)
=
c23,1
4ν2(3!)2
(∫ Ht
−∞
dt [aH]−2α
)2 〈
ϕ3+
(
~x
)
ϕ3+
(
~x ′
)〉
, (5.8)
where we are using ϕ+(~x, t) ' ϕ+(~x) to leading power. The classical two-point function
of ϕ+ in position space is given by the Fourier transform of Eq. (3.9a):〈
ϕ+
(
~x , t
)
ϕ+
(
~x ′ , t
)〉
c
= −C2α
∫
d3k
(2pi)3
ei
~k·~xd 1
2k3−2α
= − C
2
α
4pi2x2αd
cos(piα)Γ[2α− 1] , (5.9)
with ~xd ≡ ~x− ~x ′, such that〈
ϕ+
(
~x, t
)
ϕ+
(
~x ′, t
)〉
(1,1)
=
c23,1
3!
1
x6αd [aH]
4α
C6α
64pi6(4να)2
(− cos(piα)Γ[2α− 1])3 . (5.10)
Fourier transforming back yields the two-loop correction to the power spectrum〈
ϕ+
(
~k , t
)
ϕ+
(
~k ′ , t
)〉
(1,1)
=
c23,1
3!
1
4ν2α2 [aH]4α
C6αRα
16pi5k3−6α
=
c23,1
3!
C4αRα
32pi5ν2α2
(
k
aH
)4α 〈
ϕ+
(
~k , t
)
ϕ+
(
~k ′ , t
)〉
c
, (5.11)
where we have used Eq. (3.9a) to relate this one-loop correction to the classical two-point
function, and
Rα =
(− cos(piα)Γ[2α− 1])3Γ[2− 6α] sin(3αpi) . (5.12)
These corrections are suppressed by (k/[aH])4α as expected from power counting atO(c23,1).
Alternatively, we can see where this scaling comes from by noting that the two-loop diagram
is built by contracting four additional factors of ϕ+ after implementing the commutators.
This shows that the SdSET simplifies the dynamics significantly.
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Composite Operators
Although the dynamics of ϕ+ at one-loop were trivial, the application to composite oper-
ators at this order is not. For concreteness, we will focus on the example operator
O2(~x, t) = ϕ+(~x, t)2 . (5.13)
As discussed in detail in [38] for α = 1 (a conformally coupled scalar), this operator will
acquire a one-loop anomalous scaling. However, as we just showed, one-loop corrections
to the two-point function of ϕ+ vanishes. It is natural to wonder how the SdSET can
reproduce the results from [38]. One might guess that the difference arises from the time
evolution, via the interaction in Eq. (5.1). However,〈
O2
(
~k
)O2(~k ′)〉′
1−loop
=
c3,1
2ν
|Cα|6
8
∫
dt [aH]−2α
∫
d3p1
(2pi)3
1
p3−2α1
∫
d3p2
(2pi)3
1
p3−2α2 |~k − ~p2|3−2α
=
c3,1
2ν
|Cα|2
4
〈
O2(~k )O2(~k ′)
〉
tree
∫
dt [aH]−2α
∫
d3p1
(2pi)3
1
p3−2α1
= 0 , (5.14)
where the tree-level correlator is given in Eq. (4.11) above, and the scaleless ~p1 integral
evaluates to zero. Clearly this calculation does not explain the origin of the anomalous
scaling.
In evaluating Eq. (5.14), we used the Gaussian correlators of ϕ+ given in Eq. (3.9) to
evaluate the loop correction that is generated by the coupling within the SdSET. This
neglects the non-Gaussian initial conditions for the ϕ+ correlators that were discussed in
Sec. 4.2 above. Assuming the UV theory has a λφφ
4 interaction, Eq. (4.10) provides the
origin of the anomalous scaling. Focusing on a conformally coupled scalar for simplicity,
the non-Gaussian correction to the O2 power spectrum is given by〈
O2
(
~k
)O2(~k ′)〉′
NG
=
∫
d3p1d
3p2
(2pi)6
〈
ϕ+
(
~p1
)
ϕ+
(
~p1 −~k
)
ϕ+
(
~p2
)
ϕ+
(−~k − ~p2)〉′ . (5.15)
In the limit where p1  p2 ' k, the integral becomes23〈
O2
(
~k
)O2(~k ′)〉′
NG
' c3,1
8
∫
d3p1
(2pi)3
1
p31
∫
d3p2
(2pi)3
1
p2
∣∣~k + ~p2∣∣ , (5.16)
where we have included a factor of two to account for the equivalent contribution from
p2  p1. We see the appearance of a logarithmic divergence, as expected. Naively, we
23This calculation can be understood as a manifestation of the method of regions [79,80] applied to these
correlators. This can be seen by expanding the integrand of the full theory calculation [38] in the long
wavelength limit, which yields Eq. (5.16).
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would expect that working in d-dimensions would regulate this integral. Surprisingly, this
divergence is present in every dimension, see App. A.
When we calculated the tree-level Gaussian contribution to the power spectrum of
O2
(
~k
)
in Eq. (4.11), it was the analytic continuation in α that regulated the integral. In
the case at hand, this trick is insufficient to regulate the divergence. However, treating
the factors of αi that are associated with each ϕ+
(
~ki
)
independently does regulate the
integral. Then we simply take αi → 1 (for the case of the conformally coupled scalar) after
integrating. Again, focusing on the limit p1  p2 ' k, we will take the fields associated
with the soft momenta to have arbitrary α, while holding α = 1 for the ϕ+ field that
carries p1 momenta. The power spectrum is then〈
O2
(
~k
)O2(~k ′)〉′
NG
' c3,1
8
C4α
∫
d3p1
(2pi)3
1
p1+2α1
∫
d3p2
(2pi)3
1
p3−2α2
∣∣~k + ~p2∣∣3−2α . (5.17)
The p1 integral is logarithmically divergent as α → 1. Here we see a typical feature of
continuum EFTs: a full theory IR divergence becomes an EFT UV divergence, which
induces an RG flow that resums what are fundamentally IR logarithms. Moreover, we
note that the split between time and space means that IR (UV) refers to either long
(short) wavelengths or times.24 A novel feature here is that we have exchanged a large
IR contribution in time in the full theory [38] for a UV divergence in EFT momentum
integral. The full integral is regulated when p1 ' k > 0 and yields an IR finite result;
however, we expanded away the terms that dominate in the IR by taking the simplifying
limit p1  p2, k. Nevertheless, since we are interested in extracting the UV divergence, all
we need to do is regulate the IR in a convenient way. We do this by substituting
1
k2(1−α)
∫
d3p1
(2pi)3
1
p1+2α1
→ 1
k2(1−α)
∫
d3p1
(2pi)3
1(
p21 +K
2
IR
)1/2+α
=
1
2pi2
K
2(1−α)
IR
k2(1−α)
√
pi Γ[α− 1]
4Γ
[
1
2
+ α
]
=
1
2pi2
(
1
2(α− 1) − γE + log
k
KIR
+ . . .
)
, (5.18)
where KIR regulates the IR divergence, thereby making the integral scaleful, and γE is the
Euler-Mascheroni constant.
24One of the central complications when calculating loop corrections to cosmological correlators is the
non-trivial interplay between short distances and long times. One simplification of the SdSET is that
this mixing is fully captured by the time-dependence of the UV scale.
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Substituting the result back into our full expression and using Eq. (4.11), we find〈
O2
(
~k
)O2(~k ′)〉′
NG
' c3,1
8pi2
(
1
2(α− 1) − γE + log
k
aH
+ log
k
KIR
)
×
〈
O2
(
~k
)O2(~k ′)〉′
G
,
(5.19)
where the log k/[aH] came from expanding the remaining factor of k2(α−1)/[aH]2(α−1)
before taking α→ 1. It is natural to interpret the coefficient of the 1/(α− 1) pole as 2γ2
where
γ2 =
c3,1
16pi2
+O
(
c2m,n
)
, (5.20)
is the anomalous dimension of the O2 operator. To make this connection precise, we will
apply the DRG formalism, which will allow us to resum these logarithms.
Dynamical Renormalization Group
Having regulating the IR of the scaleless integrals in Eq. (5.17), we isolated the UV diver-
gent contribution to the
〈O2(~k )O2(~k ′)〉NG power spectrum, which contains a term pro-
portional to log k/[aH], see Eq. (5.19). This logarithm can become large, and so this result
suggests utilizing an RG approach to improve perturbation theory. However, the conven-
tional approach to renormalization does not address logarithms of this form log k/[aH],
since it depends explicitly on time.25 Instead, if we want to resum such large logs in
analogy with the RG, we must use the DRG [46–48], see [38, 64, 65, 100–102] for previous
cosmological applications.
We introduce a reference time and distance, a? and k?, which we will use to define a
subtraction point. We then include a counterterm Z to renormalize the operator O˜2 = ZO2
with
Z = 1− 1
2(α− 1) + γE −
c3,1
16pi2
log
k?
a?H
. (5.21)
The power spectrum of the renormalized operator is thus〈
O˜2
(
~k
)O˜2(~k ′)〉′
NG
'
(
1 +
c3,1
8pi2
(
log
k/[aH]
k?/[a?H]
+ log
k
KIR
))
×
〈
O2
(
~k
)O2(~k ′)〉′
G
,
(5.22)
Observables must be independent of the unphysical k? and a?, which implies the following
25The UV theory also produces logarithms of the form logµ/H where µ is the renormalization scale [10].
These logs come from the RG flow at scales above H and thus are captured by the EFT as a contribu-
tion to the matching coefficients. Furthermore, such terms can be consistently removed by taking the
matching scale to be µ = H [38].
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differential equation must hold for the two point function:
∂
∂ log k?
a?H
〈
O˜2
(
~k
)O˜2(~k ′)〉′
NG
= −2γ2
〈
O˜2
(
~k
)O˜2(~k ′)〉′
NG
, (5.23)
where we have defined
γ2 =
∂Z
∂ log k?
a?H
=
c3,1
16pi2
+O
(
c2m,n
)
. (5.24)
Here we make a crucial assumption that all the time-dependent logs can be absorbed into
counterterms such that they vanish when a? = a and k? = k. By construction, k?/(a?H)
only appears in the ratio [k/[aH]]/[k?/(a?H)], so that we can rewrite this equation as
∂
∂ log k
aH
〈
O˜2
(
~k
)O˜2(~k ′)〉′
NG
= 2γ2
〈
O˜2
(
~k
)O˜2(~k ′)〉′
NG
. (5.25)
Notice that since we factored out the time-dependence [aH]−4 by using ϕ+ fields we do
not need to include classical evolution. Solving this equation, we conclude that the power-
spectrum is given by
〈
O˜2
(
~k
)O˜2(~k ′)〉′
NG
= − k
8pi2
(
k
aH
)2γ2
. (5.26)
This is identical to the calculation derived in the UV description [38], once an overall factor
of H4 [aH]−4 is removed in order to map from operators built using φ to ϕ+. This makes
a compelling case that the SdSET captures the long wavelength physics for massive scalar
fields in dS.
5.2 Light Scalars and Stochastic Inflation
Having worked through a number of calculations for a massive scalar, we now turn to the
more interesting case of nearly massless scalars. The key difference is already manifest
at the level of power counting. As α → 0, we use Eq. (3.4) to deduce that our leading
interactions
Hint =
∑
n
cn,1
n!
[aH](1−n)αϕn+ϕ− , (5.27)
are all becoming marginal, i.e., they all scale as λ0 when m = 0. Since the scaling
dimensions of these operators are all approaching the same value, substantial operator
mixing can occur. More significantly, the composite operators ϕn+ all power count as λ
0 as
the mass is taken to zero, and they similarly will mix.
At tree-level, we can use the interactions in Eq. (5.27) to generate non-Gaussian cor-
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relations. For example, the coupling c3,1 generates a trispectrum for ϕ+,〈
ϕ+
(
~k1
)
ϕ+
(
~k2
)
ϕ+
(
~k3
)
ϕ+
(
~k4
)〉′
tree
=
c3,1
6
(
k1k2k3
)3−2α C6α8ν
∫
dt [aH]−2α + permutations
= −c3,1
(
ktot
aH
)2α
k−2αtot
∑
i k
3−2α
i
6
(
k1k2k3k4
)3−2α C6α16να . (5.28)
where ktot =
∑
i ki. As expected from Eq. (2.29), this correlator has an overall scaling of
K−9+4α(ktot/[aH])2α, where K is a factor that has the same units as momentum. We can
take the limit α → 0, being careful to account for the α-dependence of the dimensions of
ϕ+, to find a contribution that is proportional to log ktot/[aH].
26 As with massive theories,
such logs can become large, indicating the need to improve perturbation theory using DRG
techniques.
In addition to logs associated with time integrals, we also encounter divergent momen-
tum integrals. This is apparent even at the level of the one-loop correction to the ϕ+ power
spectrum: 〈
ϕ+
(
~k
)
ϕ+
(
~k ′
)〉′
1-loop
=
c3,1
2ν
C2α
2k3−2α
[aH]−2α
2α
∫
d3p
(2pi)3
C2α
2p3−2α
. (5.29)
As α → 0, the integral over ~p is logarithmically divergent both in the UV and the IR.
Since the time integral already generated a 1/α pole, the limit α → 0 yields a log2, i.e.,
a sub-leading log, that should be resummed by the dynamical RG using the leading order
anomalous dimension.
This leading-log behavior corresponds to operator mixing turning on as the scaling
dimensions coincide. To determine the mixing, we consider a generic correlation function
involving a local operator On = ϕn+(~x, t). Using only the Gaussian correlations in Eq. (3.9),
we see that contracting any two legs yields
〈On . . . 〉 ⊃ 〈On−2 . . . 〉× (n
2
)
C2α
2
∫
d3p
(2pi)3
H2−2α
p3−2α
. (5.30)
As a scaleless integral, it is formally zero when regulated using dim reg. However, unlike
in the massive case when α is of O(1), this integral is IR divergent since α→ 0. Therefore,
we need to isolate the UV divergence in order to calculate the anomalous dimension.
Regulating the IR as we did above in Eq. (5.18), we find
〈On(~x) . . . 〉 ⊃ 〈On−2(~x) . . . 〉× (n
2
)
C2α
4pi2
(
− 1
2α
− γE − log aH
KIR
)
. (5.31)
26For example, we could multiply Eq. (5.28) by K9−4α (some reference momentum scale) such that both
sides of this equation are dimensionless before taking the α→ 0 limit.
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We see that removing the 1/(−2α) divergence requires renormalizing the operator On−2,
and so the DRG will mix operators. This was anticipated in the α → 0 limit, using the
fact that all such operators power count as λ0.
Unlike our expression for the anomalous dimension in Eq. (5.25), the result in Eq. (5.31)
does not have an explicit logarithmic dependence on ~k or ~x. This can be traced to having
done this calculation in position space: the naive scaling dimension of On remains α-
dependent, but will give rise to the expected factors of log k/[aH] upon Fourier transform-
ing. For our purposes, the appearance of non-trivial aH dependence is sufficient. Renor-
malizing away the −1/(2α) factor, we can take α → 0 (ν → 3/2) and use dt = d log aH
to find the DRG equations including operator mixing:
∂
∂t
〈On(~x) . . . 〉 = −n
3
∑
m>1
cm,1
m!
〈On−1(~x)Om(~x) . . . 〉+ n(n− 1)
8pi2
〈On−2(~x) . . . 〉 , (5.32)
where we have used the equations of motion,
2ν ϕ˙+ = −
∑
m>1
[aH](2−m)α
cm,1
m!
ϕm+ , (5.33)
to evaluate the time derivative acting on On(~x).
The result in Eq. (5.32) is equivalent to the equations for stochastic inflation [15], that
can be used to determine the classical probability distribution for φ(~x) in a dS universe.27
While analyzing this as a diffusion-like equation is a useful way to understand the solutions
to Eq. (5.32) [16, 35], we emphasize the derivation from a RG perspective shows that
the origin of stochastic inflation is identical to the source of the anomalous scalings that
manifest for massive theories, see Section 5.1. As such, stochastic inflation should not be
thought of as a special technique needed to understand light fields in dS space — it is
instead simply what falls out of the SdSET as the result of a textbook EFT analysis.
Now that we see how the canonical result arises, it is natural to wonder what the SdSET
predicts for higher order corrections to Eq. (5.32). A primary advantage of working in the
EFT description is to make power counting manifest. Operators of different dimension
cannot mix under perturbative (D)RG flows. This implies that gradient terms do not
contribute to the DRG evolution of ϕn+. For example, take an interaction of the form
Sint ⊃
∫
d3x dt [aH]−2−α
c
(2)
2,1
2
ϕ−∂iϕ+∂iϕ+ . (5.34)
27Identifying 〈φn〉 = ∫ dφ p(φ, t)φn the DRG equation can be written as a Fokker-Planck equation for
p(φ, t). See, e.g. [36] for a derivation.
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Then the equations of motion is
− 2ν ϕ˙+ ⊃ [aH]−2−α
c
(2)
2,1
2
∂iϕ+∂
iϕ+ , (5.35)
which would naively appear to correct the DRG given in Eq. (5.32):
∂
∂t
〈On(~x) . . . 〉 ?⊃ − [aH]−2−α
3
c
(2)
2,1
2
〈On(~x)(∂iϕ+∂iϕ+)(~x) . . . 〉 . (5.36)
However, we can remove this term by redefining the composite operator
On(~x) → On(~x)− [aH]
−2−α
3(2 + α)
c
(2)
2,1
2
(On∂iϕ+∂iϕ+)(~x) . (5.37)
With this redefinition of On(~x), the gradient term no longer appears in the DRG equations,
leaving only Eq. (5.32). Furthermore, the term added to On in Eq. (5.37) is power sup-
pressed by an extra factor of λ2+2α and thus is inconsequential for the late time correlation
functions of interest here. This freedom to remove terms that power count differently is a
different way of seeing the scheme dependence that allowed us to avoid these terms in the
first place though a judicious choice of regulator. Again, we emphasize that all we have
done here is to rely on the familiar fact that non-trivial mixing can only occur between
operators whose dimensions are degenerate.
Finally, we briefly comment on the possibility that other sources of non-trivial correc-
tions to Eq. (5.32) exist. First, we note that the UV theory can generate a variety of log
contributions, some of which are physical while others are artifacts of how the integrals
are regulated. For example, when working in the UV, one could find corrections to α that
are proportional to log k/[aH], which e.g. can be extracted at tree-level from Eq. (2.16)
by sending α→ α + δα and expanding for small δα. These are logs that are absorbed by
matching the UV theory onto the EFT parameters, e.g. α, β, and/or cn,m. Such contri-
butions are quite common in the cosmology literature, and often arise because the chosen
regulators do not fully tame the possible divergences. For example, due to the form of the
bulk-to-bulk propagator,28 perturbative calculations of the wavefunction of the universe
give rise to logs [30] that are not generated within the EFT, and thus must be absorbed
by finite shifts to α and β. Other logs are predicted by the EFT, and can be summed by
solving DRG equations. We saw an example of this above when we showed that, in the
limit α→ 0, the time evolution of ϕ+ is responsible for the leading-log contributions to the
DRG, i.e., the first term on the right hand side of Eq. (5.32). A comprehensive exploration
of the possible anomalous contributions to the composite operators, like those computed
in Sec. 5.1, that could yield additional corrections to Eq. (5.32) is left for future work.
28We thank Akhil Premkumar for discussions relevant to this point.
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6 Dynamical Gravity and Inflation
Thus far we have focused on scalar fluctuations in a fixed dS background. In this section,
we will show how the SdSET can also be applied to settings where gravity is dynamical.
In particular, the fluctuations of the metric are of central interest to cosmologists, both
observationally and theoretically. The adiabatic fluctuations produced during inflation —
described in terms of ζ, see Eq. (6.1) — seed the fluctuations observed in the CMB and the
large scale structure of the Universe. Moreover, the conservation of these adiabatic modes
is one of the central pillars with which we connect inflation to observations. While this
statement has been proven to all order in perturbation theory [8, 11, 12], these proofs are
somewhat involved. Tensor fluctuations are similarly expected to be conserved to all-loop
orders. This statement has relevance not only to the predictions of inflation, but also to
grander questions such as the stability of dS space itself. It is expected (but not explicitly
demonstrated) that the proofs of the conservation of ζ can be extended to the tensors.
Given the importance of these results to our understanding of cosmological spacetimes,
our simpler demonstration serves to demystify the underlying physics, and allows us to
prove the conservation of tensor modes. Finally, there is a dramatic possibility that the
universe has undergone, or is undergoing, slow-roll eternal inflation. However, this question
remains poorly understood, due to a number of technical and conceptual challenges.
In this section, we will address all three questions in the context of the SdSET. We
will see that the perturbative scalar and tensor fluctuations are obviously conserved as
a simple consequence of power counting. In particular, unlike massless scalar fields in
static dS, these fluctuations are constrained by additional symmetries and thus do not
admit any marginal operators. Finally, we will show that the challenge of understanding
slow-roll eternal inflation corresponds to studying the SdSET in the presence of relevant
deformations.
6.1 Metric Fluctuations During Inflation
The first problem we will consider are the small scalar metric fluctuations during inflation.
In the appropriate gauge [5], the metric can be written as
ds2 = −N2dt2 + a2(t)e2ζ(~x,t) (e2γ(~x,t))
ij
(
dxi +N idt
) (
dxj +N jdt
)
, (6.1)
where γii = ∂iγ
ij = 0 is the tensor mode and ζ(~x, t) is the adiabatic scalar fluctuation.
Here the constrained fields N and N i are the lapse and shift Lagrange multipliers of the
Arnowitt-Deser-Misner formalism [103]. Now the Hubble constant depends on time, so
that ∂ta(t)/a(t) = H(t) and (∂tH)/H
2  1 characterizes the geometry during inflation.
To describe metric fluctuations in pure dS, we can take ∂tH = 0 and ζ = 0. Inflation
is characterized in part by ∂tH < 0, and importantly requires an additional field with a
time-dependent vacuum expectation value to be active. This time dependence breaks the
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isometries of dS down to spatial translations and rotations. The simplest such example is
a background scalar field that evolves linearly in time, φ(t) ' ∂tφ× t and ∂2t φ ' 0.
Our goal in this section is to show that correlation functions of ζ
(
~k
)
and γij
(
~k
)
are time-
independent in the k/[aH] → 0 limit. At the level of our quadratic action in Eq. (3.19),
we need to take α = 0, and then show that there are no corrections due to interactions,
e.g. those that contribute to the DRG. For intuition, we will show that in any local region,
ζ(~x) and γij(~x) are effectively constant. Then diffeomorphism invariance implies that
constant ζ and γij should be locally indistinguishable from ζ = γij = 0. As such, ∂tζ or
∂tγij could only be sourced by gradients, which vanish as k/[aH] → 0. In what follows,
we will show that the SdSET makes this intuition manifest.
The quadratic Lagrangian for ζ takes the form
L2,ζ = −
M2pl∂tH
H2c2s
(
∂tζ
2 − a−2c2s∂iζ ∂iζ
)
, (6.2)
where cs ≤ 1 is known as the “speed of sound” and the spatial (Latin) indices are contracted
with δij. Gravity alone will generate ζ self interactions, e.g. from the factor of
√−g that
appears in the action. For contrast, the tensor fluctuations are less directly impacted by
the inflationary dynamics, in that their quadratic action is not proportional to ∂tH:
L2,γ =
M2pl
8
[(
∂tγij
)2 − a−2(∂kγij∂kγij)] . (6.3)
In other words, to lowest order, the tensor modes during inflation behave as if they are in
static dS, up to slow-roll corrections proportional to  = −∂tH/H2  1.
The action is constrained by non-linearly realized symmetries that act on ζ and γ.
These are due to large gauge transformations that leave the gauge fixed. In particular,
when γij = 0 there is a non-linearly realized SO(4, 1) symmetries [104] that acts on the
long wavelength ζ as
DNL : δζ = −1− ~x · ~∂~xζ (6.4a)
KiNL : δζ = −2xi − 2xi
(
~x · ~∂~xζ
)
+ x2∂iζ . (6.4b)
The “dilatation,” DNL, is present even when γij 6= 0 and is easily demonstrated by checking
that it is true for the metric in Eq. (6.1). In particular, if we rescale the coordinates
~x→ e−η~x and simultaneously shift ζ → ζ (e−η~x)− η, the form of the metric is unchanged.
Similarly, the tensors exhibit an infinite number of symmetry related to infinitesimal
diffeomorphisms ~x→ ~x+ ~ξ(~x) that acts on the tensor as
δγij = ∂iξj + ∂j ξi . (6.5)
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For a polynomial of the form [105]
ξ
(M)
i = Mi`1x
`1 +
1
2
Mi`1`2x
`1x`2 +
1
3!
Mi`1`2`3x
`1x`2x`3 + . . . , (6.6)
there are non-trivial choices for the tensors Mi`1...`n that shift γ non-linearly while keeping
the gauge fixed. These non-linearly realized symmetries imply that a constant ζ or γ, or
even some gradients thereof, have no locally measurable effects. In the Newtonian limit,
these symmetries are just a reflection of the equivalence principle.
What is relevant here is that these transformations should be interpreted as global
symmetries that restrict the form that correlations functions of ζ and γ can take. These
symmetries have two important consequences for our EFT:
• The scaling dimension of ζ+ and γ+, as defined in exact analogy with ϕ+ in Eq. (3.1)
with α = 0, such that ζ+ → ζ+ − η and γ+ → γ+ + ∂iξ(M)j + ∂j ξ(M)i are good
symmetries of the SdSET action.
• All interactions contain at least two derivatives and are therefore irrelevant by our
power counting.
Unlike the case of quantum field theory in fixed dS space, inflation does not respect the
rescaling symmetry in Eq. (3.5) due to the explicit time-dependence induced by the slow-
rolling background [9]. As a result, the connection between power counting and the ap-
pearance of factors of a(t) can be modified by the explicit t dependence.
Given this setup, all orders conservation of ζ+ and γ+ follow trivially.
29 In particular,
since α = 0 for both γ+ and ζ+, there is no classical time dependence even after integrating
out the UV modes. Then we need to argue that the leading contributions to ζ+ and/or
γ+ will not cause non-trivial time evolution due to interactions within the SdSET. Here
we can rely on power counting. Such time dependence can only come from a marginal
29Here we are making minor assumptions that β > 0. Because the inflationary background can induce
explicit time-dependence, we can have β 6= 3 even though α = 0. For example, the kinetic term
normalization can be time dependent such that
S2 ⊃
∫
d3xdt ρ(t)
[
ϕ˙+ϕ− − ϕ˙−ϕ+
]
, (6.7)
where we have assumed α + β = 3. In most models of inflation, this time-dependence is weak and for
all practical purposes we have β ' 3. However, if ρ(t) ' ρ¯aγ(t), then we should re-scale the fields, just
like in Eq. (3.24), so that ϕ± = ϕ˜±[aH]−γ/2 and
S2 ⊃
∫
d3xdt ρ¯
[
˙˜ϕ+ ϕ˜− − ˙˜ϕ− ϕ˜+
]
. (6.8)
The resulting dimensions, α˜ = α + γ/2 and β˜ = β + γ/2, obey α˜ + β˜ = 3 + γ. Ultra-slow roll
inflation [106–108] is a simple example that illustrates this point, since β = −3 in these scenarios.
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operator, which are limited to take the form
Lint
?⊃ ζn−1+ ζ− and Lint
?⊃ (γ+)n−1ij γij− . (6.9)
These terms violate the non-linearly realized symmetries and are thus excluded. As shown
above, additional interactions are always suppressed by powers of k/[aH], and thus do
not contribute to the leading ζ+ correlations at late times. We conclude that ζ and γ are
conserved.
This argument for the conservation of γ and ζ is, for all practical purposes, a conse-
quence of Weinberg’s initial work on the growth of quantum contributions to cosmological
correlators [20, 21]. However, his argument was limited to the late time part of the time
integration, and did not address how to interpret the regions of integration where k|τ | & 1,
which is relevant since one of the integration limits is t→∞. The problem has been solved
here though the use of EFT; the short modes have been integrated out, thereby generating
a description for the long wavelength dynamics alone. The problematic regions of integra-
tion are put on the same footing as power-law divergences in a conventional EFT: they
simply renormalize the parameters of the EFT, and can be avoided altogether through the
use of a scale-independent regulator like dyn dim reg. The all-orders proof presented in [12]
similarly showed that such contributions are negligible through an explicit diagrammatic
argument that is reproduced by the SdSET power counting.
Finally, we note that unlike quantum field theory in fixed dS, the EFT of the physical
degrees of freedom for the metric fluctuations may contain terms with inverse factors of
the Laplacian, i.e., the theory not strictly local. These terms arise from integrating out N
and N i. However, for our purposes, this non-locality does not impact the argument. The
essential feature of relevance is simply that there are more derivatives in the numerator
than the denominator, and so these non-local terms are power-counting suppressed. This
feature can be checked by explicit calculation, and also follows from applying the non-
linearly realized symmetries that are the result of diffeomorphism invariance.
6.2 Slow-roll Eternal Inflation and Gravitational Backreaction
Thus far, we have shown that our EFT for the long wavelength modes can describe per-
turbative quantum field theory both for a fixed dS background and for small fluctuations
of a dynamical metric. In particular, by applying SdSET power counting to these cases,
we deduced that all EFT interactions are marginal or irrelevant. For the marginal inter-
actions, we showed that some situations result in a non-trivial DRG flow, which can be
calculated using perturbation theory. However, it was critical to these arguments that the
operator
Sint ⊃ −
∫
d3x dt
√−g [aH]−nα cn,0
n!
ϕn+ , (6.10)
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could be removed by a field redefinition, see Sec. 3.4. Said another way, these operators
appear to be relevant when α < 3/n, but when working on a fixed dS background they
only contribute to the evolution of ϕ−, and thus can be removed by a field redefinition, up
to a critical total derivative. However, when the metric is dynamical, this term is no longer
a total derivative and the operator in Eq. (6.10) gives a non-trivial coupling to the metric.
This situation is in close analogy to the cosmological constant, which does not contribute
to the dynamics of the fields in a fixed background but yields profound consequences when
the metric is dynamical.
The impact of Eq. (6.10) can be easily seen by starting from the UV description in
terms of φ, where the Friedman equation takes the form
3M2plH
2 = T 00 =
1
2
[(
∂tφ
)2
+ a−2∂iφ∂iφ
]
+ V (φ) ' H¯4
( ∞∑
n=0
[aH]−nα
cn,0
n!
ϕn+
)
, (6.11)
where H¯4 is a non-dynamical value fixed at some reference time that is convenient to intro-
duce when performing calculations, and we have neglected the power suppressed derivative
terms in the second line. Unlike the EFT in fixed dS, the sum runs over all n. When α > 0,
the leading operator is the most relevant one, namely n = 0 or the cosmological constant.
As α → 0, all n operators power count as 1/λ3, i.e., they are relevant interactions, im-
plying that they all contribute to the gravitational background; the same conclusion holds
if α is negative. Our claim is that this tower of relevant operators are responsible for
transitioning the dynamics into a novel phase known as “slow-roll eternal inflation.”
Slow-roll eternal inflation can be obtained as a limit of conventional inflation,30 where
one imagines the field φ has evolved to some point along the potential such that V ′(φ) 6= 0.
It is useful to distinguish the classical evolution φC(t) from the quantum fluctuations φQ.
In a Hubble time, the classical field moves a distance ∆φC = ∂tφ/H, while quantum effects
cause the field to fluctuate an amount of order Hubble, ∆φQ ' H. Then the intuition is
simply that once |∆φC|  |∆φQ|, the dynamics that cause the end of inflation is dominated
by quantum fluctuations. More precisely, it has been shown [109] that when ∂tφ
2 < 3
2pi2
H4,
the reheating volume diverges, which is characteristic of eternal inflation.
While a complete analysis of SdSET in the eternally inflating regime is beyond the
scope of this work, it is straightforward to see why it is a unique challenge that takes
us beyond perturbative metric fluctuations in dS, i.e., classic slow-roll inflation. For the
purpose of illustration, let us consider eternal hilltop inflation [112], such that the potential
has a maximum and long plateau. Defining the maximum of the potential to be φ = 0,
we have V ′(0) = 0 and V ′′(0) < 0, i.e., m2 < 0 which implies that α < 0. An immediate
consequence of α < 0 is that the interactions in Eq. (6.10) are now more relevant than the
cosmological constant, which power counts as λ−3; thus the ϕn+ interactions will dominated
30A number of earlier works have demonstrated that it is possible to maintain perturbative control of such
models [109–111].
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the late time behavior. Of course, this is simply the statement that the dS solution around
φ = 0 is unstable, and is not necessarily indicative of eternal inflation. Instead, external
inflation arises as we take α → 0 and cn,0  1 such that the time evolution is dominated
by the quantum fluctuations in the stochastic inflationary framework.
However, one of the main challenges in understanding stochastic inflation is the lack
of a well-defined observable in the absence of a fixed boundary [1–6]. We can see this
problem already when using the gauge where the fluctuations are characterized by the
metric fluctuation ζ in Eq. (6.1). In Sec. 6.1, we showed that this mode is governed
by irrelevant interactions outside the horizon and thus would appear to be controlled in
perturbation theory, in contrast to our description in terms of stochastic inflation. This
apparent contradiction is resolved as follows. First, the metric is characterized by a(t)eζ
and is not linear in ζ. Second, fluctuations of ζ are large in the eternally inflating regime,
namely 〈
ζ
(
~k
)
ζ
(
~k ′
)〉′
=
H4
2
(
∂tφ
)2 > pi23 , (6.12)
where this is a restatement of the condition for eternal inflation ∂tφ
2 < 3
2pi2
H4 [109]. As
a result, the fluctuations of the metric in terms eζ are exponentially large. Finally, if we
use a physical quantity, like the end of inflation, to define time slices on which to calculate
correlation functions, the physical volumes are not only large but diverge [109–111]. This
is related to the larger challenge of making predictions in an eternally inflating universe [7]
(also known as the measure problem).
While the SdSET does not directly address the challenge of understanding eternal
inflation, it may be useful for identifying an improved treatment by making the relevant
physics manifest. First, isolating the appropriate long-wavelength degrees of freedom may
lead to a more clear understanding of observables and gauge invariance. Second, the
manifest locality of the relevant terms in the action may provide an alternate approach to
describing or calculating the evolution. We will explore this in later work.
7 Conclusions and Outlook
Understanding and interpreting the origin of both UV and IR divergences has been a
persistent problem with the perturbation theory of cosmological correlators. A central
difficulty is that, in contrast to quantum field theory in flat space, the scaling behavior of
these loop corrections is not manifest in the microscopic description. The construction of
the Soft de Sitter Effective Theory presented in this paper resolves this challenge for the
long wavelength modes. As with flat space EFT, the behavior of loops is typically apparent
from power counting, in that large IR effects can only appear as corrections to marginal
and relevant EFT operators. A unique feature of SdSET is that the Lagrangian (given in
Eq. (3.59)) contains no relevant interactions in most circumstances, while marginal inter-
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actions can appear in theories with very light scalar fields. This feature makes manifest a
number of well known results in the literature, including the (at most) logarithmic nature
of the late time effects [20, 21] and the all-orders conservation of ζ [8, 11, 12]. Further-
more, we have trivially extended these proofs to related cases; in particular the all-orders
conservation of tensor fluctuations is proven here for the first time.
A primary goal of this work was to elucidate the SdSET operator structures and their
power counting. While we provided some simple applications above, we expect that, by
isolating the important terms and more straightforwardly regulating time and momentum
integrals, this EFT will simplify more complex problems. The framework of stochastic in-
flation is one area where we have already demonstrated improved insight. Looking forward,
the SdSET approach should make identifying universal corrections more straightforward,
although a complete demonstration will require a detailed matching calculation. A case
for future study where the potential improvements are less obvious is stochastic particle
production due to disorder, as calculated in [113, 114]. While numerically it was demon-
strated that the superhorizon modes undergo a log-normal random walk, showing this
analytically is hampered by the same power counting and integral regulation problems
described above. As the SdSET resolves both these problems, this framework should make
an analytic demonstration more straightforward.
A more ambitious goal is to use the knowledge gained from working with the SdSET
to shed light on the nature of eternal inflation. While eternal inflation is within the
domain of our EFT, it involves a relevant coupling to the metric and thus requires a non-
perturbative treatment. This presents an obstacle to fully describing eternal inflation,
which is additionally complicated by the lack of a fixed boundary on which to define the
observables. Nevertheless, one may hope that having identified the appropriate degrees of
freedom and low energy symmetries provides a critical step towards further understanding
the physics. At the very least, the SdSET should simplify both of these obstacles due to
now having exposed that there are a limited number of relevant degrees of freedom in the
asymptotic future.
Finally, the structure of our EFT offers some similarity to dS holography [2–5,53] that
could be explored in more detail. The degrees of freedom of the EFT, ϕ+ and ϕ− are
commonly used holographically to describe the source and field operators of a CFT re-
spectively. Similarly, since the ϕ± are operators with well defined scalings, they naturally
appear in methods that exploit the isometries of dS, which act as conformal transfor-
mations on the late time fields [53, 59, 82–87]. Applying these methods at loop level is
limited by the same technical obstructions described above for perturbation theory in dS.
It would be interesting the develop techniques that combine the strengths of the SdSET
with these holographic approaches. With the SdSET in hand, we expect that there are
many interesting aspects of physics beyond the horizon that will now be simpler to explore.
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Appendix
A Regulating the Trispectrum
In Sec. 5.1, we showed that log divergences appear when calculating correlation functions
of the composite operator O2 = ϕ2+, which can be resummed using the DRG. In this
Appendix, we will provide the details of how the relevant integrals can be regulated without
using a hard cutoff. We will first explain why dim reg is not a useful regulator, and then
demonstrate how dyn dim reg can tame the divergences.
In the interest of pedagogy, we will focus on a conformally coupled scalar in d-dimensions,
whose mode function is
φ¯
(
~k, τ
)
=
(−Hτ)(d−2)/2√
2k
eikτ . (A.1)
Using the standard in-in formula Eq. (4.1a), and taking the limit kτ0 → 0, we find〈
φ
(
~k1
)
φ
(
~k2
)
φ
(
~k3
)
φ
(
~k4
)〉′
= λφ
(−Hτ0)2d−4
8k1k2k3k4
Im
∫ τ0
−∞
dτ ad(τ)(−Hτ)2d−4eiktot(τ−τ0)
→ λφ (−Hτ0)
2d−4Γ[d− 3]
8k1k2k3k4k
d−3
tot
, (A.2)
where ktot = k1 + k2 + k3 + k4. Interpreting this as a classical boundary condition for ϕ+
removes the powers of −Hτ0 = a−1, yielding〈
ϕ+
(
~k1
)
ϕ+
(
~k2
)
ϕ+
(
~k3
)
ϕ+
(
~k4
)〉′
c
= λφ
Γ[d− 3]
8k1k2k3k4k
d−3
tot
. (A.3)
From here, we can see the origin of the anomalous scaling. The non-Gaussian correction
to the O2 one-loop power spectrum is given by〈
O2
(
~k
)O2(~k ′)〉′
NG
=
∫
dd−1p1 dd−1p2
(2pi)2d−2
〈
ϕ+
(
~p1
)
ϕ+
(
~p1−~k
)
ϕ+
(
~p2
)
ϕ+
(−~k−~p2)〉′ . (A.4)
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We will focus on the contribution to the integral in the limit p1  p2 ' k:〈
O2
(
~k
)O2(~k ′)〉′
NG
' λφ
8
Γ[d− 3]
∫
dd−1p1
(2pi)d−1
1
pd−11
∫
dd−1p2
(2pi)d−1
1
p2
∣∣~k + ~p2∣∣ , (A.5)
where we have included an additional factor of two that results from interchanging p1 ↔ p2.
The ~p1 integral reveals a logarithmic divergence; however, the divergence is not regulated
by dim reg. The problem is that mode functions31 change with d such that the integral is
logarithmically divergent in every dimension.
To regulate this divergence, we will first treat each φ
(
~ki
)
as though it has a mass, or
equivalently αi 6= 0, so that φ
(
~ki
) → φαi(~ki). Using Eq. (2.15) for the mode function φ¯,
the trispectrum takes the form〈
φ
(
~k1
)
φ
(
~k2
)
φ
(
~k3
)
φ
(
~k4
)〉′
= λφ2Im
∫ τ0
−∞
dτ
(−Hτ)d φ¯α1
(
~k1
)
φ¯α2
(
~k2
)
φ¯α3
(
~k3
)
φ¯α4
(
~k4
)
.
(A.6)
Calculating this integral for general αi and ~ki is difficult. However, for the purpose of
evaluating the O2 power spectrum, we only need the result in the limit where k1, k2 ' p
k3, k4 ' k. Furthermore, the integral becomes exponentially suppressed when |τ |p 1 so
we can assume τ p ' 1 and therefore kτ  1. As a result, we can use the superhorizon
limit for the mode functions of ~k3 and ~k4. This limit of the trispectrum is given by〈
φ
(
~p
)
φ
(− ~p)φ(~k3)φ(~k4)〉′ ' λφC2α3C2α4H6(− k3τ0)α3 (− k4τ0)α4
4
(
k3k4
)3
(− pτ0)α1(− pτ0)α2
2p3
× 2Cα1Cα2 Im
∫ τ0
−∞
dτ
(−Hτ)4 φ¯α1
(
~p, τ
)
φ¯α2
(− ~p, τ)(− k3τ)α3(− k4τ)α4 .
(A.7)
Our first goal is to determine the momentum scaling of this integral to show that the
UV divergence is regulated. Here we can use two tricks:
1. The integral will be peaked at |τ | ∼ p−1 so that we can replace −pτ are effectively
constants and factors of −τ → p−1.
2. The mode functions are φ¯αi
(
p, τ
) ∼ p−3/2(−pτ)3/2H(1)νi (−pτ). But using −τ p ' 1,
we have φ¯αi
(
p, τ
) ∼ p−3/2.
31We only showed this for the case of a conformally coupled scalar. With more work, one can show that
this problem persists for general α and d.
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Using these arguments to isolate the dominant contribution to the time integral, we find〈
φ
(
~p
)
φ
(− ~p)φ(~k3)φ(~k4)〉′ ∼ (−k3)2α3(−k4)2α4
(k3k4)3
pα1pα2p−α3p−α4
p3
. (A.8)
We see that if αi = α, this expression scales as p
−3 for all α. The key to regulating this
integral is therefore to have α1,2 6= α3,4 such that the integral can converge in the UV. We
can then regulate the IR divergence as usual, see Eq. (5.18).
From the above observation, we see that taking α1 = α2 = 1 and α3 = α4 = α 6= 1 will
regulate the integral. Furthermore, this choice simplifies Eq. (A.7) by using the conformal
mass mode functions for the modes carrying momentum p while only keeping general α
for the superhorizon modes. This choice is ideal so that we do not have to integrate over
any Hankel functions. Plugging into Eq. (A.7), we have〈
φ
(
~p
)
φ
(− ~p)φ(~k3)φ(~k4)〉′ ' λφC4αH4(−k3τ0)α(−k4τ0)α
4
(
k3k4
)3 (−Hτ0)22p
× 2Im
∫ τ0
−∞
dτ
(−Hτ)4
(−Hτ)2
2p
(− k3τ)α(− k4τ)αe2ipτ
' λφ C
4
αH
4
8
(
k3k4
)3−2α (−τ0)2+2αp1+2α Γ[2α− 1] . (A.9)
We can now determine the ϕ+ correlation function using τ0 = −[aH]−1 and φ(τ0 → 0) '
H [aH]−αϕ+. It is sufficient to drop the α dependent constants as they will not contribute
to the divergence or logarithmic terms in the α→ 1 limit. The final ϕ+ correlator is then〈
ϕ+
(
~p
)
ϕ+
(− ~p)ϕ+(~k3)ϕ+(~k4)〉′ = λφ
8
(
k3k4
)3−2α 1p1+2α . (A.10)
The α-dependent power of p in fixed d = 4 (spacetime) dimensions is what will regulate
our correlators in the main text.
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