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Abstract
Recent works have achieved great success in improving
the performance of multiple computer vision tasks by cap-
turing features with a high channel number utilizing deep
neural networks. However, many channels of extracted fea-
tures are not discriminative and contain a lot of redundant
information. In this paper, we address above issue by intro-
ducing the Distance Guided Channel Weighting (DGCW)
Module. The DGCW module is constructed in a pixel-wise
context extraction manner, which enhances the discrimina-
tiveness of features by weighting different channels of each
pixels feature vector when modeling its relationship with
other pixels. It can make full use of the high-discriminative
information while ignore the low-discriminative informa-
tion containing in feature maps, as well as capture the
long-range dependencies. Furthermore, by incorporating
the DGCW module with a baseline segmentation network,
we propose the Distance Guided Channel Weighting Net-
work (DGCWNet). We conduct extensive experiments to
demonstrate the effectiveness of DGCWNet. In particular,
it achieves 81.6% mIoU on Cityscapes with only fine anno-
tated data for training, and also gains satisfactory perfor-
mance on another two semantic segmentation datasets, i.e.
Pascal Context and ADE20K. Code will be available soon
at https://github.com/LanyunZhu/DGCWNet.
1. Introduction
Semantic segmentation aims to assign a semantic la-
bel for each pixel in an image. It is broadly applied in
a lot of areas such as automatic driving and robot sens-
ing. Machine learning based methods treat semantic seg-
mentation as a pattern recognition problem, and tackle it by
classifying each pixel utilizing the extracted features. Tra-
ditional methods usually extract features manually, which
lacks robustness, thus failing to achieve satisfactory perfor-
mance under complex conditions. Recently, benefited from
the rapid development of deep learning, many CNN-based
∗Corresponding author.
Figure 1. The visualization of a channel’s map from the last layer
of Deeplabv3. Two regions marked by green box and yellow box
respectively, belong to different categories, while have similar val-
ues on this channel.
methods [19, 5, 31] have achieved great success. By au-
tomatically learning rather than manually extracting useful
features, deep neural networks are able to capture the more
informative and discriminative representations.
Many CNN-based methods [21, 11] enhance the repre-
sentativeness of models by extracting features with more
channels, which can help to encode richer properties. It is
expected that every channel can represent certain discrimi-
native properties behaving differently on different classes,
thus benefiting to the distinction of different categories.
However, we find some channels in existing CNN models
lack the inter-class diversity. For example, as shown in
Fig. 1, we visualize a channel c of feature maps from the
last layer of Deeplabv3. It can be observed that, though re-
gions marked by two boxes belong to different categories,
the values of this channel on them are very similar. We
call properties represented by this kind of channels as low-
discriminative redundant properties, as the similar perfor-
mance on different categories adversely affect the inter-
class distinction. It is obvious that the low-discriminative
properties are useless and even harmful for the semantic
prediction.
To address the above issue, traditional machine learn-
ing methods always employ dimensionality reduction ap-
proaches, such as Principal Component Analysis (PCA) and
Independent Component Correlation (ICA). The essence
of dimensionality reduction lies in finding a subset of in-
put feature or reconstructing a set of new features that are
more discriminative than the original one. In the task of
semantic segmentation, the new features are able to rep-
resent the most crucial semantic concepts. While perfor-
mance of traditional machine learning methods have been
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improved by deep CNN greatly, the problem of redun-
dant high-dimensional features in CNN model leads us to
think: can we leverage the idea of dimensionality reduc-
tion with the powerful feature extraction ability of deep
learning? If we can design an approach to fully utilize
those high-discriminative properties while ignore the low-
discriminative properties, the semantic segmentation will
become easier.
Motivated by the above discussion, in this paper, we pro-
pose a novel Distance Guided Channel Weighting (DGCW)
Module, a simple unit to focus on the high-discriminative
properties as well as capture the long-range pixel-wise re-
lationship. The function principle of enhancing the repre-
sentativeness of features is motivated by dimensionality re-
duction approaches such as PCA and ICA. However, differ-
ent from PCA and ICA that reconstruct features guided by
global statistics such as variance, DGCW achieves it from
a pixel-wise perspective, i.e. modeling the relationship be-
tween every two pixels. Specifically, for each pixel in the
feature map, DGCW correlates it with all other pixels in
a self-adaptive manner, then aggregates all correlation fea-
tures for feature updating. The correlation process is simple
yet explicit. That is, when correlating pixel i and j, DGCW
selectively emphasizes and de-emphasizes different chan-
nels of i’s feature vector through channel-wise weighting,
where the weight values are obtained from the channel-wise
distance of i and j. More specifically, the higher-distance
channels, representing more discriminative properties for i
and j, obtain larger weight values to be emphasized. The
pixel-wise perspective setting is inspired by the success of
various global context extraction approaches [31, 26], es-
pecially the self-attention mechanism represented by non-
local networks [28, 13, 34]. Under this setting, the feature
from each pixel can perceive features of all other pixels.
Thus, the pixel-wise long-range dependencies are exploited.
We further embed the proposed DGCW module into a
base network, getting a new model for semantic segmen-
tation, called as DGCWNet. We evaluate our methods
on three challenging datasets, including Cityscapes, PAS-
CAL Context and ADE20K. DGCWNet achieves top per-
formance on all three datasets, gaining 81.16%, 53.9% and
45.51% mIoU, respectively. We also conduct extensive ex-
periments with various base networks, demonstrating that
DGCW module can improve the performance effectively
when combining with different existing networks for se-
mantic segmentation.
2. Related Work
Semantic Segmentation. In recent years, semantic seg-
mentation has achieved great success with the rapid de-
velopment of deep neural networks. FCN [19] first re-
places the fully connected layers in common classification
networks by convolution layers to generate segmentation
masks. However, the high-scale downsampling leads to the
loss of spatial details. Some works [20, 16, 2, 27] address
this limitation by employing an encoder-decoder structure
to fuse low-level spatial information and high-level seman-
tic information. Deeplabs [3, 4, 5, 6] utilize atrous convo-
lution to extract features from a large receptive field while
maintaining feature map’s size. Some works are focused
on capturing and aggregating multi-level contextual infor-
mation. PSPNet [31] performs pooling operation at dif-
ferent grids to extract and fuse features from different lev-
els. Deeplabv3 [5] employs a pyramid structure composed
of atrous convolutions with multiple atrous rates, called as
ASPP. DenseASPP [25] further brings dense connections
into ASPP to extract richer and more complex features.
Image-level global context. Global context has shown
its effectiveness in improving the performance of seman-
tic segmentation tasks. Some works directly utilize global
average pooling to aggregate features from all pixels, thus
generating image-level global information representation.
BiseNet [26] adds the global pooling at the end of con-
text path and DFN [27] adds it on the top of base net-
work. Moreover, inspired by the squeeze-and-excitation at-
tention mechanism [12], [26, 27] further extract channel-
wise relationship utilizing features captured by global av-
erage pooling. However, the global pooling treats all pix-
els equally rather than distinguishing pixels from different
classes when exploiting the global context. To address the
issue, a lot of methods are focused on generating the pixel-
wise long-range contextual information. Some works em-
ploy the self-attention mechanism to aggregate features of
pixels that belong to the same category. OCNet [28] updates
feature vector of each pixel by weighting and summing
features from all pixels, and the weight value is obtained
from the inter-pixel similarity. DANet [10] performs both
channel-wise self-attention and spatial-wise self-attention.
CCNet [13] reduces the huge computation cost of tradi-
tional self-attention modules by employing a criss-cross at-
tention. ACFNet [29] calculates the class center represent-
ing the average feature of all pixels belonging to each class
to exploit the categorical context. Our DGCWNet is dif-
ferent from the aforementioned methods that correlate all
pixels by aggregating features from different pixels. In con-
trast, DGCWNet models the relationship between every two
pixels by emphasizing and de-emphasizing different dimen-
sions of every pixel’s feature vector guided by the channel-
wise distance.
3. Method
3.1. Overall
The overall network structure is shown in Fig. 2. The
input image is first fed into a fully-convolutional network,
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Figure 2. The overall structure of DGCWNet. For easier description, DGCW modules input feature map shown in this picture has a
resolution of 2× 2.
yielding a high-dimensional feature map X. After that, to
reduce the computation cost and memory usage, we apply
a convolution layer on X for channel reduction, obtaining a
low-dimensional feature map F with a channel number of
128. Then, F is fed into the proposed DGCW module, out-
putting an updated feature map F¯. Finally, a classifier con-
volution is followed up to predict the label for each pixel.
The whole network is called DGCWNet.
3.2. DGCWModule
We propose a DGCW module to model the long-range
contextual dependencies over different pixels for an im-
age. Consider the input feature map F, to reduce com-
putation, we first downsample it with a ratio of 4, getting
D ∈ RC×H×W , where C, H and W denote feature channel
number (a.k.a. dimensional number), height and width, re-
spectively. Then we flat D to size RC×HW . After that, we
apply three 1× 1 convolution layers Wq , Wk and Wv on F
to generate three feature mapsQ,K andV:
Q = Wq(D);K = Wk(D);V = Wv(D), (1)
At each row i of feature matrixQ, we can get a feature vec-
torQi ∈ RC . Similarly, we can obtain a vectorKj ∈ RC at
each row j of matrix K. We further generate the channel-
wise distance maps by subtracting and squaring each Qi
and eachKj :
Mi,j = (Qi −Kj)2, (2)
where Mi,j ∈ RC denotes the channel-wise distance be-
tween Qi and Kj , i, j ∈ [0, ...,HW − 1]. After that, we
employ a normalization f onM to obtain the channel-wise
weight values mapW ∈ RC×HW×HW :
W = f(M), (3)
The normalization layer can be chosen flexibly, and we find
that simply dividing by the sum of the vector’s all chan-
nels can yield the best performance. We will show latter in
subsection 4.4.1 the performance comparison of employing
different normalization layers. In this setting, weight val-
ues of low-distance channels are smaller than high-distance
channels. Extremely, if Qi and Kj are exactly equal on a
channel c, the corresponding weight valueWc,i,j will be 0.
Then we utilize W to weight different channels of V
through element-wise multiplication, and feed the weighted
feature map into two convolution layers, getting the pixel-
wise relationship map R ∈ RC×HW×HW . Specifically,
each element Ri,j ∈ RC of R represents the relationship
vector of feature vectors from i and j, which can be calcu-
lated as:
Ri,j = g(Wi,j ·Vi), (4)
where feature vector Vi is the i′th row of V, g denotes
two convolution layers, in which the first one is followed
by a ReLU to increase nonlinearity. Finally, we aggregate
all relationship features for each pixel by performing a sum
operation forR on the third dimension, then upsample with
a ratio of 4, and add it with inputF to get the updated feature
map F¯:
F¯i = Fi + US
 ∑
j∈[0,...,C−1]
Ri,j
 . (5)
where F¯i denotes a feature vector of updated F¯ at pixel i,
US refers to upsampling operation.
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The benefits of DGCW module are two-fold. First, it en-
ables the feature of each pixel to perceive the features of
all other pixels, thus generating more powerful pixel-wise
global representation. Moreover, it forces network to pay
more attention to the high-discrminative properties when
correlating every two pixels. For example, if a channel rep-
resent properties that are highly correlated to the prediction
of class i while behave similarly on other categories, the
DGCW module will ignore these properties when modeling
the relationship between two pixels belonging to class j and
k.
3.3. Relationship with Self-attention
Self attention mechanism, represented by non-local
mechanism, is also able to capture the long-range pixel-
wise relationship. The output F¯ of a self-attention module
is computed as:
F¯ = F+ h (g (f (W1 (F) ,W2 (F)) ,W3 (F))) . (6)
where F is the input feature map, W1, W2, W3, h represent
four convolution layers, f represents matrix multiplication
followed by a softmax function, g represents another matrix
multiplication.
The operation process of our proposed DGCW module
can also be described by this formula. The difference is,
in DGCW module, f represents the pixel-wise vectors sub-
traction and squaring followed by a normalization layer, g
represents element-wise multiplication.
The self-attention module and DGCW module share the
same general formula and both of them can model the inter-
pixel relationship to extract global context. Thus, DGCW
module can be treated as a special form of self-attention.
However, the key difference lies in the way correlating fea-
tures of every two pixels. Specifically, self-attention module
extracts pixel-wise global context by aggregating features
of all pixels weighted by the intra-class similarity. Essen-
tially, every pixel of the output feature map is a linear com-
bination of feature vectors from all pixels of the input map.
Thus, every two pixels i and j are correlated by weighting
i’s feature vector fi and adding it to output’s pixel j. In con-
trast, DGDW module correlates i and j by emphasizing the
high-distance channels and ignoring low-distance channels
between feature vectors fi and fj of i and j, respectively.
4. Experiments
4.1. Network Structure
We apply three base networks to demonstrate the gen-
erality and effectiveness of proposed DGCW module. The
first one is ResNet-101, which is the default backbone of all
networks in experiments. The other are ResNet-101 with
Pyramid Pooling Module (PPM) [31] and ResNet-101 with
Atrous Sptial Pyramid Pooling (ASPP) [5]. We conduct ex-
periments on different base networks to verify that our pro-
posed method has strong generality.
ResNet-101. We use ResNet-101 pretarined on Ima-
geNet as the backbone of our network. Following some pre-
vious works [31, 5], we remove the last two down-sampling
operations and apply the dilated convolution instead, thus
holding output feature map 18 of the input image.
ResNet-101 with PPM. Pyramid Pooling Module
(PPM) is an effective way to encode multi-level global fea-
tures. Following the original paper, we perform pooling op-
eration at different grid scales, including 1×1 region, 2×2
regions, 3×3 regions and 6×6 regions. After that, we feed
four feature maps with different scales into 1 × 1 convo-
lution layer for updating, then upsample them to the same
size. Finally, we connect four updated feature maps and
the input feature map on the channel dimension to get the
output of PPM.
ResNet-101 with ASPP. The Atrous Spatial Pyra-
mid Pooling (ASPP) module is composed of five parallel
branches, including a global average pooling branch, a 1×1
convolution branch and three 3 × 3 convolution branches
with different dilation rates being 12, 24 and 36, respec-
tively. For a fair comparison, following [28, 29], we change
the output channel number from 256 to 512 for all five par-
allel branches.
4.2. Datasets
We evaluate our method on three popular datasets, in-
cluding Cityscapes, PASCAL Context and ADE20K.
Cityscapes. Cityscapes is a large urban street scene
parsing dataset. It contains 5000 fine annotated images
and 20000 coarse annotated images. We only utilize the
fine annotated images for experiments. The fine annotated
images are divided into 2975 for training, 500 for valida-
tion and 1525 for testing. The resolution of each image is
2048×1024 and all pixels are labeled to 30 classes. Follow-
ing [31], we only use 19 most common classes for training
and testing.
PASCAL Context. PASCAL Context provides the de-
tailed segmentation labels for images of PASCAL VOC
2010. It contains 4998 images for trainng and 5105 images
for validation. Following [10], we use the most frequent
59 classes along with a background class for training and
evaluating.
ADE20K. ADE20K is a large and high-quality seman-
tic segmentation benchmark with 150 object and stuff cat-
egories. The dataset is divided into 20K/2K/3K images for
training, validation, and testing, respectively.
4.3. Implementation Details
Loss Setteings. Following [31, 13], to make the deep
network easier to train, we utilize the auxiliary loss in all
4
Method Mean IoU(%)
ResNet-101 75.65
ResNet-101 + DGCW 77.81
ResNet-101 + conv 75.90
ResNet-101 + DGCW(softmax) 77.46
ResNet-101 + DGCW(tanh) 77.44
ResNet-101-PPM 77.88
ResNet-101-PPM + DGDW 79.60
ResNet-101-PPM + conv 78.19
ResNet-101-PPM + DGCW(softmax) 79.19
ResNet-101-PPM + DGCW(tanh) 79.14
ResNet-101-ASPP 78.61
ResNet-101-ASPP + DGCW 80.43
ResNet-101-ASPP + conv 78.75
ResNet-101-ASPP + DGCW(softmax) 79.95
ResNet-101-ASPP + DGCW(tanh) 79.92
Table 1. Ablation studies of DGCW module on Cityscapes valida-
tion set.
experiments. In addition to supervising the final output
of DGCWNet, we also supervise the output of backbone
ResNet Stage4. Both loss functions are cross entropy loss.
The overall loss can be denoted as:
L = Lf + λL4. (7)
where Lf refers to loss of final output and L4 is loss of
ResNet Stage4’s output. λ is set to 0.4.
Training Settings. We apply the Stochastic Gradient
Descent (SGD) as the optimizer of all experiments, in which
we set the weight decay to 0.0005 and momentum to 0.9.
We use the ‘poly’ policy to set the learning rate during the
training process, where the learning rate of each iteration
equals to the initial rate multiplied by (1− itermaxiter )0.9. We
set initial learning rate to 0.01 for Cityscapes, 0.005 for
PASCAL Context and 0.02 for ADE20K. Following [13],
we adopt some widely used data augmentation strategies to
avoid overfitting, including random cropping, random flip-
ping and random scaling in the range of 0.5 to 2.0. We set
the crop size to 769× 769 for Cityscapes and 513× 513 for
PASCAL Context and ADE20K. All Batchnorm layers in
the networks are replaced by Sync-BN and the batch size is
8 for experiments on Cityscapes and 16 for other datasets.
We employ 8 × NVIDIA 2080Ti GPUs to conduct experi-
ments.
4.4. Experiments on Cityscapes
4.4.1 Ablation Studies
To demonstrate the effectiveness of proposed DGCWNet,
we conduct some ablation experiments on Cityscapes vali-
dation set.
Method Mean Iou(%)
ResNet-101 75.65
ResNet-101 + DGCW 77.81
ResNet-101 + GAP 76.01
ResBet-101 + SE 76.22
ResNet-101 + NL-H 77.34
ResNet-101 + NL-D 76.85
ResNet-101-PPM 77.88
ResNet-101-PPM + DGCW 79.60
ResNet-101-PPM + GAP 78.25
ResNet-101-PPM + SE 78.41
ResNet-101-PPM + NL-H 78.79
ResNet-101-PPM + NL-D 78.03
ResNet-101-ASPP 78.61
ResNet-101-ASPP + DGCW 80.43
ResNet-101-ASPP + GAP 78.78
ResNet-101-ASPP + SE 78.83
ResNet-101-ASPP + NL-H 79.60
ResNet-101-ASPP + NL-D 78.97
Table 2. Ablation studies of different global context extraction
methods on Cityscapes validation dataset.
Ablation of DGCWModule. We first verify the effect of
DGCW module. Experimental results are shown in Tab. 1.
We conduct experiments on three base networks, includ-
ing ResNet-101, ResNet-101-PPM and ResNet-101-ASPP,
which achieve performance of 75.65%, 77.88% and 78.61%
mIoU respectively. By stacking a DGCW module upon
the base network, the performance is improved to 77.81%
(↑2.16), 79.60% (↑1.72) and 80.43% (↑1.82) for ResNet-
101, ResNet-101-PPM and ResNet-101-ASPP, respectively.
DGCW module first weights each channel of each pixel’s
feature vector guided by intra-pixel channel-wise distance,
then feeds the new feature map into two convolution layers
for feature reconstruction. We further remove the process
of feature vector channel weighting and directly feed the
feature map into convolution layers. This modification de-
creases the mIoU to 75.90% (↓1.91%), 78.19% (↓1.41%)
and 78.75% (↓1.68%), respectively. It demonstrates that
channel-wise weighting does play a crucial role in improv-
ing the performance.
As described in Equation.3, a normalization layer is em-
ployed to transfer the channel-wise distance to channel-wise
weight values. We simply divide each channel by the sum of
all channel values of the feature vector as the normalization
layer, denoted as DBS. Besides DBS, we also try another
two normalization functions, including softmax and tanh.
Compared to DBS, utilizing softmax decreases the mIoU
to 77.46% (↓0.35%), 79.19% (↓0.41%), 79.95% (↓0.48%)
and utilizing tanh decrease the mIoU to 77.44% (↓0.37%),
79.14% (↓0.46%), 79.92% (↓0.51%), respectively. Employ-
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Figure 3. Counting of the channel numbers on different class-wise
variance intervals.Results on ResNet101-ASPP and ResNet101-
ASPP+DGCW are reported.
Method Mean IoU(%)
Baseline 80.43
Baseline + OHEM 80.86
Baseline + OHEM + MS 81.53
Baseline + OHEM + MS + Flip 81.80
Table 3. Ablation studies of some training and evaluating strategies
on Cityscapes validation set.
ing DBS yields the best performance. Thus, we use DBS as
default in the following experiments.
Comparison with other global context extraction
methods. We further compare proposed DGCW module
with several different global context extraction methods on
Cityscapes validation set with ResNet-101, ResNet-101-
PPM and ResNet-101-ASPP as base networks. Specifi-
cally, global context extraction methods utilized for com-
parison include: 1)GAP applies an image-level global aver-
age pooling on the output of base network, feeds the global
feature into a 1×1 convolution layer, then bilinearly upsam-
ples it to the original size; 2) SE first performs a global av-
erage pooling on the input feature, then feeds the global fea-
tures into two fully connected layers followed by a sigmoid
function to get a channel-wise weight vector, finally multi-
plies the vector and input feature map. 3) NL updates each
pixel’s feature by weighting and summing feature vectors of
all pixels, where weight values are obtained from the inter-
pixel similarity. For a fair comparison, we set the output
channel numbers of all convolution layers in these methods
to 128. Note that the original NL does not downsample the
feature map before processing it, while our DGCW module
downsamples it to 14 of the input size. For a fair compari-
son, we test both NL holding the input feature map’s size
and NL downsmapling it for 4 times, denoted as NL-H and
NL-D respectively.
Experimental results are presented in Tab. 2. It can be
observed that compared with base networks, adding GAP
can slightly improve the performance, which verifies the
effectiveness of capturing global contextual information.
Adding SE achieves higher mIoU than adding GAP
because it further models the channel interdependencies.
By extracting the pixel-wise relationship, adding NL-H and
NL-D outperforms adding GAP and SE. Our DGCW mod-
ule achieves better performance than all compared global
context extraction methods on all three base networks.
Enhancement of feature discriminativeness. By em-
phasizing the high-distance channels when modeling the
pixel-wise relationship, DGCW module is able to increase
the inter-class distance, thus enhancing features discrimina-
tiveness. We conduct experiments to verify this point. We
employ class-wise variance to measure the feature discrim-
inativeness. Specifically, we first calculate the average fea-
ture vector of all pixels that belong to each class from all
images in the dataset, denoted as class average feature. The
class average featureAi of class i can be formulated as:
Ai =
∑N
j=1
∑HW
k=1 1[y
k
j = i].F
k
j∑N
j=1
∑HW
k=1 1[y
k
j = i]
. (8)
where N is the number of images in the dataset, H and W
are the height and width of feature map F. Fkj refers to fea-
ture vector of the k’th pixel from j’th image and 1[ykj = i]
denotes a binary indicator denoting whether this pixel be-
longs to class i. After that, in each channel of the class
average feature vector, we calculate the variance among all
classes, getting the class-wise variance vector V ∈ RD,
whereD is the channel number of each class average vector.
Channels with higher class-wise variance have higher inter-
class distance, thus representing more discriminative prop-
erties. We calculate the class-wise variance on Cityscapes
validation set utilizing feature maps from the last layer of
deep networks, then count the channel numbers among dif-
ferent class-wise variance intervals. We conduct this exper-
iment on ResNet101-ASPP and ResNet101-ASPP+DGCW,
and employ a histogram to compare their results, which is
shown in Fig. 3. It can be seen that after using DGCW
module, the variance distribution of all channels moves to
a larger direction. It demonstrates that DGCW module im-
proves the feature discriminativeness effectively.
Ablation of improving strategies. We conduct some
experiments to verify the effect of some widely used im-
proving strategies, including online hard example mining
(OHEM), multi-scale inputs for testing (MS) and random
left-right flippping (Flip). All experiments in this part are
based on ResNet-101-ASPP + DGCW. Experimental results
are reported in Tab. 3.
• OHEM: We employ OHEM to handle the problem
6
Methods M
ea
n
Io
u
ro
ad
si
de
w
al
k
bu
ild
in
g
w
al
l
fe
nc
e
po
le
tr
af
fic
lig
ht
tr
af
fic
si
gn
ve
ge
ta
tio
n
te
rr
ai
n
sk
y
pe
rs
on
ri
de
r
ca
r
tr
uc
k
bu
s
tr
ai
n
m
ot
or
cy
cl
e
bi
cy
cl
e
PSPNet †[31] 78.4 - - - - - - - - - - - - - - - - -
PSANet †[32] 78.6 - - - - - - - - - - - - - - - - - - -
DGCWNet † 80.8 98.7 87.0 93.7 58.5 63.3 70.3 77.8 81.2 93.9 73.4 95.7 87.8 73.8 96.1 71.6 83.2 78.2 71.3 79.0
Deeplab-v2 ‡[4] 70.4 97.9 81.3 90.3 48.8 47.4 49.6 57.9 67.3 91.9 69.4 94.2 79.8 59.8 93.7 56.5 67.5 57.5 57.7 68.8
RefineNet ‡[16] 73.6 98.2 83.3 91.3 47.8 50.4 56.1 66.9 71.3 92.3 70.3 94.8 80.9 63.3 94.5 64.6 76.1 64.3 62.2 70.0
DUC ‡[22] 77.6 98.5 85.5 92.8 58.6 55.5 65.0 73.5 77.9 93.3 72.0 95.2 84.8 68.5 95.4 70.9 78.8 68.7 65.9 73.8
ResNet-38 ‡[24] 78.4 98.5 85.7 93.1 55.5 59.1 67.1 74.8 78.7 93.7 72.6 95.5 86.6 69.2 95.7 64.5 78.8 74.1 69.0 76.7
PSANet ‡[32] 80.1 - - - - - - - - - - - - - - - - - - -
Dense-ASPP ‡[25] 80.6 98.7 87.1 93.4 60.7 62.7 65.6 74.6 78.5 93.6 72.5 95.4 86.2 71.9 96.0 78.0 90.3 80.7 69.7 76.8
SPGNet ‡[7] 81.1 98.8 87.6 93.8 56.5 61.9 71.9 80.0 82.1 94.1 73.5 96.1 88.7 74.9 96.5 67.3 84.8 81.8 71.1 79.4
CCNet ‡[13] 81.4 - - - - - - - - - - - - - - - - - - -
BFP ‡[9] 81.4 98.7 87.0 93.5 59.8 63.4 68.9 76.8 80.9 93.7 72.8 95.5 87.0 72.1 96.0 77.6 89.0 86.9 69.2 77.6
DANet ‡[10] 81.5 98.6 86.1 93.5 56.1 63.3 69.7 77.3 81.3 93.9 72.9 95.7 87.3 72.9 96.2 76.8 89.4 86.5 72.2 78.2
DGCWNet ‡ 81.6 98.7 86.9 93.8 62.8 64.2 70.3 78.2 81.3 93.9 72.7 95.8 87.9 74.4 96.2 72.6 88.0 81.6 71.4 78.8
Table 4. Performance comparison on Cityscapes test set. †denotes training with only training set; ‡denotes training with both training set
and validation set.
Method Backbone Mean IoU(%)
FCN-8S [19] 37.8
CRF-RNN [33] 39.3
ParseNet [18] 40.4
BoxSup [8] 40.5
HO CRF [1] 41.3
PieceWise [17] 43.3
VeryDeep [23] 44.5
DeepLab-v2 [4] ResNet101-COCO 45.7
RefineNet [16] ResNet152 47.3
MSCI [15] ResNet152 50.3
EncNet [30] ResNet101 51.7
DANet [10] ResNet101 52.6
ANN [34] ResNet101 52.8
DGCWNet ResNet101 53.9
Table 5. Performance comparison on Pascal Context validation set
of class imbalance. The hard examples refer to pix-
els whose probabilities of the corresponding correct
classes are smaller than θ. We keep at least K pix-
els within each batch in the training process. Follow-
ing [28], we set θ to 0.7 and K to 100000. Utilizing
OHEM improves performance to 80.86%.
• MS: Following [29], we further adopt the multi-scale
inputs strategies for testing. Specifically, we resize
each test image with different scales [0.75, 1, 1.25,
1.5], feed these multi-scale images into network for
prediction, then sum all prediction maps for final pixel-
wise classification. This strategy improves the mIoU to
81.53%.
• Flip We further improve the performance by employ-
ing the left-right flipping strategy, gaining the highest
81.80% mIoU on Cityscapes validation set.
4.4.2 Comparison with state-of-the-arts
We further compare DGCWNet with other state-of-the-art
methods on Cityscapes test set and result is illustrated in
Tab. 4. The evaluation result is obtained by submitting
prediction results to official evaluation severe. We use
ResNet-101-ASPP + DGCW for comparison, as it gains the
best performance among all tested DGCWNets. We train
DGCWNet utilizing OHEM and test it using MS and Flip
strategies. Following [29], we report the comparison re-
sults of two cases, including using only training set and us-
ing both training set and validation set for training. In both
cases, DGCWNet obtains excellent results. Even when only
using training data, DGCWNet also outperforms PSANet
and Dense ASPP that use both training data and valida-
tion data. After utilizing validation data further, DGCWNet
gets the new state-of-the-art performance with an 81.6%
mIoU. Among the compared methods, many approaches ex-
tract the global pixel-wise context feature to improve perfor-
mance. By capturing long-range pixel-wise dependencies
from a new perspective, DGCWNet achieves better perfor-
mance.
Meanwhile, we provide the qualitative comparison be-
tween DGCWNet and Deeplabv3 in Fig. 4. We use yellow
boxes to mark the challenging regions in images. Using
DGCW module significantly improves the segmentation ac-
curacy in these regions.
4.5. Experiments on PASCAL Context
In this subsection, we conduct experiments on PAS-
CAL Context dataset to further validate the effectiveness of
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(a) Image (c) Deeplabv3(b) Groundtruth (d) DGCWNet
Figure 4. Visualization comparison on Cityscapes validation set.
Method Backbone Mean IoU(%)
RefineNet [16] ResNet152 40.70
DSSPN [14] ResNet101 43.68
PSANet [32] ResNet101 43.77
EncNet [30] ResNet101 44.68
PSPNet [31] ResNet101 43.29
PSPNet [31] ResNet269 44.94
CCNet [13] ResNet101 45.22
ANN [34] ResNet101 45.24
DGCWNet ResNet101 45.51
Table 6. Performance comparison on ADE20K validation set
DGCWNet. We also use the ResNet-101-ASPP + DGCW,
and employ the same augmentation settings, training set-
tings and testing settings as experiments on Cityscapes. The
comparison results with other state-of-the-art methods are
reported in Fig. 5. DGCWNet yields an mIoU of 53.9%,
outperforming DANet and ANN that use the same backbone
as ours. Moreover, DGCWNet even surpass some methods
with deeper backbone [16, 15] or utilizing extra MS COCO
dataset for pre-training [4].
4.6. Experiments on ADE20K
We further conduct experiments on ADE20k, and eval-
uate our methods on its validation set. The comparison re-
sults with other methods are shown in Tab. 6. DGCWNet
achieves highest performance (45.51% mIoU) among all
compared methods.
5. Conclusion
In this paper, we propose a Distance Guided Channel
Weighting Network (DGCWNet) for semantic segmenta-
tion. By fully utilizing the discriminative features while ig-
noring the useless features, DGCWNet enhance features’
representiveness. Moreover, by modeling the pixel-wise
correlation, it is also able to capture the long-range de-
pendencies. Ablation studies and performance comparison
on several popular datasets demonstrate the effectiveness of
proposed methods.
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