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THEORETICAL AND EXPERIMENTAL STUDIES ON BASIC RELATIONS
BETWEEN
REAL WORLD PICTORIAL PATTERNS AND THEIR GENERATING CONSTRAINTS
Michihiko MINOU
ABSTRACT
Patterns are considered to be concrete representations of information, so that there
must exist some constraints in generating them. The constraints relevant to such processes
(which we call "pattern generating constraints") are studied theoretically and
experimentally in this thesis. This paper examines the three dimensional depth
measurement method and bi-level line drawings.
The depth measurement method developed by the author uses parallelplanes of
light,each of which flickersin the time domain according to the code word already
assigned to it. The code used at the light source was regarded as a kind of pattern
generating constraint,and itsrolein the image processing was demonstrated. Due to this
constraint,the depth measurement process became faster and stronger for noise.
Pattern generating constraints in the world of line drawings are considered to
originate from the tools used in the generating process. Concretely, these are pens or
pencils etc. How those constraints appeared in real world pictorial patterns was
investigated, and then a theory was presented. Three kinds of applications,which were
concerned not only with image processing but also with digitalcommunication, were tested
experimentally in order to verify the theory. The results showed very clearly the
advantages of the theory in both the processing efficiencyand accuracy.
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Pattern is a concrete representation of information. Pattern recognition is one of the
popular technical fields used to handle various patterns but it seems to strongly restrict
the patterns. In other words, the computer process handles only the patterns favorable to
it. We must, therefore, remove these restrictions as much as possible to make the process
more useful and practical.
This thesisis concerned with problems of thiskind,which are studied in the fieldof
image processing. The Key idea is that we are able to take advantage of the constraints
which must existin the pattern generating process.
1-1 New Aspect of Image Processing
Information is said to be an abstract concept in its form without thinking of its
meaning. The media used to convey it are physical or chemical materials in the real world.
Therefore, an actual process is necessary to put the information onto some material. That
part of the material containing some information is called a "real world pattern". As shown
in Fig.1-1, real world patterns are fed into computers under certain conditions. Usually a
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Fig.1-1 Schema of pattern processing.
To consider the general information flow from the original human concept to the
computer understanding, there existthree kinds of constraints in each step as shown in
Fig.1-1.
(1) constraintsto generate patterns
(2) constraintsto convert the patterns into computer image data
(3) constraintsor Knowledge of the real world for the computer understanding process
Various processing techniques have been developed in the fieldof image processing,
but few fully take advantage of the constraints (1). They are mainly concerned with
constraints(2) and/or (3).
In thisthesis,we consider the basicrelationsbetween real world patterns and their
generating constraints both theoreticallyand experimentally. That is,how the pattern
generating constraints appear in real world pictorialpatterns are theoretically analyzed.
Then how computer processes or the processing results are altered by taking advantage
of the type (1) constraints is experimentally investigated. Bi-levellinedrawings and the
measurement of depth in three-dimensional space are chosen as suitable fieldsto verify
thiciHoa
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1-2 Three Dimensional Depth Measurement
The first task we introduce in the pattern generating constraints is a depth
measurement method. Our method uses parallel planes of light each of which flickersin the
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Fig.1-2 Schema of the method of time-coded parallel planes of light.
time domain according to the instantaneous binary code word assigned to it. The concept
of our method is illustrated in Fig.1-2. When the code length is n. bits,we input n images
projected on a certain object in which we locate and "identify" each slitimage. Then the
depth to the points on the slitimages can be calculated by triangulation.
Real world pictorial patterns are considered to be a one-side view of the so called
three-dimensional scene. As the slit images on the object are varied with time, the real
world patterns in total also become different, although some remain with the same
sub-patterns. The pattern generating constraints, then, correspond to the rules generating
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the planes of light,thatis,the code word to be assigned to each plane of light. This is
called "light generating constraints". The code words are assigned to derive enough
information to identifythe planes of lightfrom image data.
In thiscase, however, the pattern generating process is controlledby the process
used to observe and dispose of the generated patterns. Itis worth commenting that this
case is very similarto an "on-line" system because the computer can utilizeallof the
information in the pattern generation stage which has already finished.
Our process can take advantage of these light generating constraints, especiallyin
the process of identifying each slitimage. Indeed, the other two constraints, image
obtaining constraints and real world constraints,are also available,as in conventional
depth measurement methods.
One point on which this thesis focuses is the basic relation between real world
patterns and their generating constraints. Therefore, the experiments were undertaken to
obtain the answer to the question "How is our process different from conventional ones?"
From the viewpoint of the SN ratio the experimental results of our method are evaluated.
They show that this method, utilizingthe generating constraints, is faster and stronger for
noise than the conventional method utilizingonly image data. The details are described in
CHAPTER III.
1-3 Bi-level Line Drawings
The world considered here is that of line drawings generated by the movement of a
certain penpoint. In this case, we cannot control the generating process.
The bi-level digital images consisting of line drawings are obtained from the input
devices, for example, a digital facsimile. We are going to set a mesh for observation in
these images. The patterns divided by the unit mesh are restricted by the fact that the
objective world (line drawings) consists of the lines,if the following two conditions are
(1) The sampling intervals have two times as fine a resolution as those specified by the
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band-limited space sampling theorem.
(2) The widths of the digital lines included are greater than or equal to the size of the
unit mesh.
We call these patterns "legal patterns". The schema satisfying the conditions is
illustrated in Fig.1-3, and this theory is called "Mesh Oriented Line Drawings Theory (MOLD
Theory)". This theory assures that from any kind of line drawings we can construct the
model of the original bi-level images. i.e."LSC-pictures".
Real world patterns, in this case, are the line drawings appearing on a certain
paper, so that thisworld is an analog one mapped by a continuous movement of a writing
tool instigated by human concept. It is realized as real world patterns by means of a
writingtool.
Thus, the pattern generating constraints only depend on the tools which generate
the patterns. The line drawings are considered to be a result of the movements of a
writing tool,so that the most important item of these constraints is the width of the lines.
As the real world patterns are stillin the analog world, a sampling process converting
these into digital image data is necessary for computer processing. The image obtaining
constraints in this case correspond to the condition (1) above. The condition (2) is an
assumption concerning the relationship between the unit of model description and the real
world, so that it really has no relation to the constraints.
LSC-pictures, as the results of MOLD Theory, fully include the pattern generating
constraints. To investigate the basic relations between real world patterns and their
generating constraints, we need experimental evaluation of the descriptive characteristics
of LSC-pictures. We investigated the applications of the LSC-pictures model in detail,
under the following headings:
(i) adaptive system for noise elimination
(ii)redundancy reduction coding
(iii)reconstruction of hand sketched line drawings
The experimental results show that LSC-pictures are useful and very efficient. The details
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In this section, we present a briefsurvey in order to provide a perspective to our
research. The features are mainly concerned with three Kinds of constraints. The works
relatingto the individualtasks are described in the relevant chapters.
(1) The well known works on interpreting line diagrams as images of three-dimensional
scenes, for example, by Huffman [11 Clowes [2] and Waltz [31 are related to our work.
They introduced the idea that the lines in an image had their own meanings corresponding
to the physical conditions, and the meanings are represented in the forms of labels.
Further, for various types of vertices, what combinations of the line labels are permitted
to occur in the image under the constraints of the real world are investigated. They try to
understand the image by assigning various line labels to each line, which do not cause any
contradiction at any vertex. These are very good examples of where advantage is taken of
real world constraints.
(2) Another well-known work in computer visionrefers to "shape from shading" [4]. The
local surface normal is estimated from the amount of reflected light which can be
represented by the brightness of the corresponding pixels in the image data. This
estimation is only possible under assumptions about the directionof lightand about the
surface reflectionof the object This kind of research is said to use not only real world
constraintsbut alsoimage obtainingconstraints.
(3) The method used to detect the echo signal of radar in noisy circumstances is
considered to have close relation to "pattern generating constraints". In this case, the
transmitter transmits the radar pulse according to a transmit signal, and the receiver
knows this timing. Based on this knowledge, the receiver is able to accumulate the
received echo signals measured from the transmitting pulse. Only the echo signal reserving
the short term periodicity is accumulated linearly by this process while the noise is
averaged to zero. In this way the echo signal is detected [321
(4) The same idea used in detecting the laser echo is applied to a method of
communication. It is called "spread-spectrum communication"[33,34]. At a transmitter, the
modulated signal is again modulated by a binary code with a relatively higher bit rate than
that of the signal, and this spreads the spectrum. This signal is transmitted in the radio
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channel. At the receiver, exactly the same code as used at the transmitter is applied to
multiply the entered signal. This is a decoding process using the property of the code.
This code is considered to be a pattern generating constraint. The details are described in
section III-2.
(5) Jarvis [19] developed a method to detect defects on printed wiring boards. From the
observation of a large amount of data, he decided that patterns occurred in 5X5 or 7X7
pixels' window. During investigation of the printed boards, if there occurred any patterns
unexpected in a board, it was considered to have an error within it. Only the boards of
this kind were selected to be checked in detail. Though the pattern generating constraints
are not described explicitlyin this case, an example is pointed out which takes advantage
of them.
(6) Tominaga et al[35] and Knudson [36] apply the same Kind of ideas as ours in order to
compress the amount of information needed for communication. They investigated the data
through a certain size of window and selected the patterns of high population. They
proposed to use only those patterns for transmission, but the selection was arbitrarily
done, so that the image quality and the compression ratio are in a trade-off relation. These
researches are said to be an implicit application case of pattern generating constraints.
(7) Rosenfeld eta[[23] developed a method of noise elimination on multi-level images.
They defined patterns in a window and for each pattern they decided what pixels were
available to average in order to eliminate noise. By iterating this step, they established the
noise elimination process. We consider this research to have taken advantage of the real
world constraints.
In thisthesis,we aim to use the pattern generating constraintsin several tasks. In
order to use them efficiently, the problem to be studied is, firstly,what kind of
representations are appropriate theoreticallyand secondly, what possible benefits and




REAL WORLD PICTORIAL PATTERNS AND
THEIR GENERATING CONSTRAINTS
Generally, information (message) is considered to be useful or meaningful at the time
something is changed, or to have its contents dependent on the human receiver. But, with
respect to the sender, it is some abstract concept and usually described by a language.
We must represent our concept into actual patterns (e.g. voices or sentences) in order to
express it to other people. Various material existing in the natural world can be a medium
of information expression. For example, if we use the voice for this purpose, the material
is the air and if we use characters, it is a sheet of paper and writing tools. Therefore, it
can be said that information is concretely transformed into the form of patterns by means
of some material in the real world from a human concept.
Taking thisinto consideration, any phenomena and any arrangement of thingsin the
real world may be carrying or representing information for some people. We callany part
of the real world "realworld patterns'".For example, wave forms during some period, a
photograph taken of some scene, character stringswritten on paper etc. Especially,those
which are represented in visualforms are called"realworld pictorialpatterns".
Using this terminology, pattern processing is regarded as the process extracting the
information from real world patterns. For this kind of machine process, we first put these
patterns into a computer through some input devices, expressed as image data. A
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computer process for this data is applied to obtain the desired results (information).
Hereafter, we restrict the discussion of real world patterns only to pictorial
patterns, and consider these steps in more detail. Fig.2-1 shows the whole process from
transmitter ≫ media < reciever
■^ < image processing
-_. ― ― ― ― |― ― ― ― ― ― ― I― ― ― ― ― ―
man or '' man or
machine machine
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Fig.2-1 Whole steps of pattern processing.
the original patterns to the results useful for information. There are three processes in
this figure.
(1) pattern generating process
The originof the information existsin some material in the real world and the message
from the concept and the materialrealizingthe expression together make some real world
pictorialpatterns. In this process, there may exist some constraints,and we callthem
"pattern generating constraints".
(2) input process
Real world pictorialpatterns are fed intoimage input devices. There are many constraints
(conditions) needed to obtain the image data in the computer. We call them "image
obtainingconstraints".
(3) disposal process
This process extracts the information contained in the image data, originating from the real
-10-
world pictorial patterns. The constraints to be utilized are called "real world constraints"
in this process.
These three steps are common for information processing, both in the case of men
and machines. The first process, ＼jb.pattern generating process, is done by a person (or a
machine); the second, i.e.input process, and the third,＼jb.disposal process, are generally
done by another person (or machine). This model is considered to be a kind of
communication by means of real world patterns, and the latter parts are image processing.
We believe that it is important to consider in detail,both in the case of communication and
of image processing, more general information processing.
According to the traditional
illustrated as in Fig.2-2. That is,
sense, the schema of image processing may be
as the Knowledge about the task, the information
real world















image data ^ information
Fig.2-2 Schema of image processing.
processing system in the computer has utilized mainly real world constraints, and in
addition, a littleresearch has also utilizedimage obtaining constraints.
When we consider carefully the schema of pattern disposal, we arrive at the new
schema of image processing as shown in Fig.2-3. It may seem strange including more
constraints of pattern generating steps to allimage processing systems (disposal process),













image data ^ information
/
Fig.2-3 New schema of image processing.
superpose themselves on real world patterns. Real world constraints are the rules of
naturalscience. In other words, pattern generating constraints are closely connected with
artificialtools,human languages, and documentation engineering.
From thisproperty of pattern generating constraints,itis natural to select objective
patterns of man-made things to describe new disposal processes with equal weight. The
followingsections make these three constraints(steps) in the new schema more explicit.
II-2 Real World Pictorial Patterns
Patterns are considered in theirwidest sense to be any concrete representation of
a human concept. As stated in section II―1,any phenomena, any arrangement of things in
the real world willbe able to become media for pattern representations. Therefore, all
thingsin the real world are patterns in one sense. Any part or any section of the real
world varied for one physical dimension (measure), for example, time or length etc. is
called"realworld patterns".
-12-
A scene projected on our eyes at a certaintime, any photographs, any wave forms
in the air,LANDSAT data and characters are allreal world patterns. Among them, those
which are transformed into two dimensional images are especially called "real world
pictorialpatterns"in thispaper.
Generally,the real world may be said to consistof two differentkinds of
components. One of them is thingsin nature and the other is man-made things.
Accordingly,realworld patternsare dividedintotwo categories.
(i) real world patterns of things in nature
Any photograph of natural things,i.e. trees, mountains, sea, sky etc. are in this category.
The characteristic property of this category is that patterns are subject only to the laws
of nature, i.e. the law of physics, the law of chemistry, or the law of biology found in
natural science.
(ii) real world patterns of man-made things
Any picture taken in a factory or in an office etc. or the characters, documents,
newspapers, and allthe products of industrial activitiesetc. are included in this category.
The real world patterns in this category are subject not only to the law of nature but also
to the law of human culture.
The relation of this two categories are illustratedin Fig.2-4. It is clear that the set
of the category (ii)is included in the set of the category (i).There is much more needed to
process the real world patterns in category (ii)than those in category (i). Our reserch
only handles the real world patterns of man-made things.
In this thesis, we treat two kinds of real world pictorial patterns. They are
explained as follows:
(1) In the case of three dimensional depth measurement
The object space consists of three components, i.e. objects to be measured, light
sources to issue the parallel planes of light and an image input device to input image data
into computers. We consider the scene viewed from the position of the image input device
in three dimensional space at a moment to be the real world pictorial pattern. Therefore,
the origin of the pattern exists in space. Since, the pattern is a view at a moment, it
changes with time.
-13
Fig.2-4 Relation between real world
patterns of natural things
and of man-made things.
When the light source transmits
the parallel planes of light to the object,
the real world pictorial patterns then
contain the slitimages with them. If each
plane of light is turned "on" or "off"
independently and is synchronized with
some clock pulse, real world patterns are
changing according to this pulse. That is,
if the pulse train consists of n clock
pulses, real world patterns are changed
n times.
(2) In the case of bi-level line
drawings
Now let us suppose the objective
world consists of all kinds of
combinations of lines, that is, characters, graphs, diagrams, charts and figures are the
specific names of the real world patterns in this case. These patterns are drawn by some
tools, for examples, a pen, a pencil or a fountain pen on paper. Therefore, these patterns
are intrinsically bi-level, that is, one color ' corresponds to the loci of the tool used to
draw the patterns and the other is the paper itself. These patterns are in an analog
world and, indeed, in two dimensional space.
Almost all the documents and diagrams handled in offices or in our usual lives are
part of our objective world and they are some of the real world patterns just defined.
This world excludes photographs or dither images which have intrinsically multi-level
signals. The technique needed to distinguish these areas from documents are already
developed [14,15], so that our world covers a very large extent.
These two worlds and their real world patterns are relativelyfree from strong
restrictionscompared with those in the conventional pattern recognition task. They are
selected by considering only theirgenerating constraints, which are described in the next
section.
1) Usually black ― the tool is "on" the paper.
2) Usually white ― the tool is "off" the paper bo that the background color is the paper itself
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II―3 Pattern Generating Constraints
As shown in Fig.2-4, allthe real world patterns are subject to the law of nature.
And those of man-made things are, in addition, subject to the laws of the human world,
mainly of its culture. For example, a coffee cup's shape is decided not only by the function
of retaining the liquid coffee but also by various factors, i.e. design, volume design etc.
Concerning the character patterns, their numbers and shapes are closely dependent on
human cultures. Real world patterns of man-made things are affected by these two Kinds
of constraints as shown in Fig.2-5, and they are generally called "real world constraints".
the law of nature















Since man-made things in the real world have been made by somebody, they may
have some extra constraints, not only ones from completely constructed things themselves,
but from the process of generating them. We call these kinds of constraints "pattern
generating constraints". All the real world patterns are the results of some generating
processes, though it may not always be true that pattern generating constraints appear in
some form in the corresponding real world pictorial patterns. If they do not appear in the
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real world patterns, the disposal process cannot take advantage of these constraints,
unless it can communicate the generating process. These kinds of constraints are
distinguished from the real world ones, and are availableto only a part of the real world
patterns of man-made things as shown in Fig.2-5.
To utilizethese constraintsin an actual process, there are two situations based on
Fig.2-1. One is the case that the process of generating real world patterns is able to
communicate that of processing them. The other is the case where the communication
cannot be possible between these two processes.
(i) In the case where allof the pattern generating constraints are available
The situation cited above may be typically a world of a stroboscopic lamp and a camera.
That is, when the lamp flashes, the camera takes a photograph of the scene. They are
controlled synchronously. The stroboscopic lamp is considered to be a process of
generating patterns and the camera serves as a process of disposing of them. Another
example is an on-line system, and here we consider the on-line character recognition
system. The action of writing characters on to the equipement of the system correspond
to the pattern generating process. All the actions can be observed by the system, which
makes use of the knowledge as the generated patterns. From these two examples, it is
clear that this case is said to have both the process of generating the patterns and of
processing, so that they can work synchronously or share premises.
(ii) In the case that only a part of the pattern generating constraints is available
To the contrary, this case is characterized by its off-line property. Only a part of the
pattern generating constraints which appear in the real world patterns is available in this
case. It is essentially the only knowledge of the tools used in the generating process for
the appeared patterns themselves. Character recognition is generally in this case, because
the system must handle the characters already written. So that this case is considered to
be more difficult than the previous case. To summarize, in this case, the processes of
generating the patterns and of processing them are independent of each other. Therefore,
only the part of the pattern generating constraints which appears in them is used in the
disposal.
The two Kinds of concrete research described in thisthesis correspond to the cases
(i)and (iiY.resoectivelv.
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(1) In the case of three dimensional depth measurement
Our depth measurement method is an example of case (i),i.e. the knowledge of the
pattern generating process can be utilized at the disposal process. The pattern generating
process in this case is considered to be the light generating process. Each plane of light
has an instantaneous code word. Synchronizing with the bit pulse (timing pulse), all the
planes of light should be "on" or "off" according to the bit values (1 or 0) of their code
words. Information to distinguish each plane of lightis embedded in the form of the code
words, and they controll the pattern generating process. Therefore, the concrete pattern
generating constraints are considered to be these code words and the bit pulse.
The disposal process knows these constraints and works according to them. That is,
the image input device takes n images into the computer successively at the timing of the
bit pulse, where n is the length of each code word. The pattern generating process and
disposal process are synchronized in the above mentioned sense, and the latter process
can readily take advantage of the pattern generating constraints.
(2) In the case of bi-level line drawings
Real world patterns of bi-level line drawings are the collection of the lines drawn on
certain paper. The pattern generating constraints here are considered to be those of the
tools used in the generating process. Usually, we use a pen or a pencil etc. to draw lines
on the paper. We consider the constraints of these tools as the pattern generating
constraints. To describe more concretely, they are the spot size of a writing tool and the
speed it moves. The former appears in the real world patterns as the width of lines and
the latter corresponds to the blur of lines.
Generally, in this case, the pattern generating process has already finished before
the disposal process is to be applied. Information appearing only in the period of
generating process is almost lost, and only the results contained in the real world patterns
are available. Therefore, this example is in case (ii)above, and it may be more difficultto
handle these data than those in case (i).
In this thesis, first,the pattern generating constraints appearing in the real world
patterns are represented from the theoretical view point. A new theoretical model for
bi-level line drawings is proposed based on the width of lines, and concerning some
applications, the efficiency of the theory will be tested in various experiments.
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II-4 Image Obtaining Constraints
The terminology "image" must first be made clear. It is defined as follows: Image is a
two dimensional projection of real world pictorial patterns, in generally N dimensional
space, from a certain viewpoint. N is usually 2 or 3. Thus, the image obtaining process is a
mapping from N dimensional space to two dimensional space, and only a part of the
information contained in the real world pictorial patterns is available in the processing
stage of the images. There must be some intended restriction of this mapping process in
order to keep as much information as possible in the obtained image. We callthese kinds
of constraints "image obtaining constraints".
For example, in the case of obtaining the image from three dimensional space, the
configurations of the geometrical positions of the input devices, the light sources and the
objects are these kinds of constraints. Research [4] to obtain the objects' shapes from
their shading information is an excellent example of taking advantage of these constraints
effectively. The restriction due to the input devices themselves is also considered to be
amongst these constraints.
In our cases, image obtaining constraints are stated in the following:
(1) In the case of three dimensional depth measurement
In the object space there are three dimensional objects which are to be measured.
A TV camera is used as an input device to a computer, and light sources are used not only
for spacial coded illumination but also for obtaining their generating constraints. The
positions of these three components (the objects, the camera and the light source) are
considered as the image obtaining constraint in this case.
We measure the depth from TV camera to the objects based on triangulation. If
these components are co-linear, the triangulation cannot be applied. This is a constraint on
the positions of these three components.
Another constraint is from the positions allowed by the requirement of the disposal
process. The disposal process will extract the slitimages by scanning the input digital
image. A condition that any scanning line of the input image must cross any slitimage at
most once will provide easier processing. The positions which enable this condition are
also image obtaining constraints, and this is described in more detail in CHAPTER III.
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(2) In the case of bi-level line drawings
The image obtaining constraints in this case exist in the mapping from two
dimensional analog space to a two dimensional digital one. The condition for this process is
well known by its name, "sampling theorem", or more clearly in this case band limited
sampling theorem.
The constraints in the disposal process are stronger than those specified by that
theorem. Since our process handles the digital lines only by specifying their width, the
sampling intervals are less than half those in that theorem. This is one of the important
image obtaining constraints. Considering the actual characteristics of input devices, the
resolution is taken to be unchanged. The sampling constraint is relative to the width of the
lines drawn on paper, so that the constraint is only concerned to the width of the lines.
Another important constraint is concerned with the threshold value of the
binarization. We use, in experiments, a digitalfacsimile as one input device into a computer
and as the transformation equipement. To do this,at first,the information of the small area
around one pixel in the digital image data is derived as a multi-level signal and then the
facsimile binarizes this signal by comparing with a threshold value already chosen. In this
way, the resultant bi-level image is obtained from the input device.
II-5 Real World Constraints
The disposal process used to handle the input image may utilize knowledge of the
constraints on the real world. These constraints are due to the rules of science, and in
addition, if the real world consists of man-made things, are due to the constraints of
human culture. These are the main constraints discussed and are really very powerful in
some cases. Typical research utilizingthis Kind of constraint is the interpretation of the
block world. There is much research on this problem [1,2,3].
Here, we must differentiate very clearly between the real world constraints and real
world pattern generating constraints described in section II-3. The difference is regarded
as that between the constraints of the things already constructed and those under the
process of generation. For example, let us consider character strings drawn on paper.
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Pattern generating constraints in this case are, as already stated, the constraints oi
writing tools. While real world constraints are considered to be the shapes of the
characters, and their rows, more explicitly what alphabets and sentences are written.
Therefore, pattern generating constraints are very low level or basic constraints, ＼&. in
signal level. To the contrary, real world constraints are situated at a rather higher level
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Fig.2-6 Hierarchy of various constraints.
In this thesis, the real world constraints are used in the following forms.
(1) In the case of three dimensional depth measurement
The most important real world constraint in this case is the local continuity of the
objects. In our processing of the digital image data, the slitimages consist of the pixels
with local maximum in the direction of the scanning. The connectivity in the meaning of
8-neighbours must correspond to the conectivity on the objects.
Another assumption about the objects is the uniformity of the surface reflectance,
otherwise a slitimage cannot be assured to be brighter than the others.
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These are the constraints on the objects, i.e. as to the real world itself. To use
these constraints efficiently,it may be better to construct a very simple process.
(2) In the case of bi-level line drawings
We make no restriction about the line drawings, so in this case there is no real
world constraint available. If we restrict the line drawings to the character strings, the
pitch of them or the gaps between character strings are considered to be the real world
constraints.
Let us consider the case in which we make an assumption about the relation
between the width of digital lines and the size of the unit mesh which is the unit used to
describe the real world patterns. This assumption is basic but not a strong assumption on
which to construct a theory. The reason the assumption is not strong comes from the fact
that we cannot find any relation between this assumption and the real world constraints.
II-6 Basic Relations
The main project in this paper is to investigate the basic relations between real
world pictorial patterns and their generating constraints. More generally, the pattern
generating process and the disposal process are connected via the real world patterns,
and moreover, these two processes are common to both the purpose of information
processing and of communication. So that the effect of using the pattern generating
constraints in the disposal process is investigated theoretically and experimentally for two
different kinds of studies: in the case of three dimensional depth measurement and of
bi-level line drawings.
(1) In the case of three dimensional depth measurement
The codes used to controll the light generating process are varied, and their
influence on the results is carefully investigated. Experimental results show the
considerable advantages of utilizingthis constraint, especially in the ability of the process
to improve the SN ratio. Owing to this fact, the restriction on the circumstances is very
much weakened.
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(2) In the case of bi-level line drawings
A theory called MOLD Theory (Mesh Oriented Line Drawings Theory) is constructed
by the author which includes the relations on how the pattern generating constraints
appear in the real world pictorialpatterns. The theory is experimentally tested by
examining the real world. The main advantage in using these constraints existsin the fact
that the amount of information needed to represent the real world patterns is very much
decreased.
To show how practicalthistheory is,three applicationsare studied experimentally.
From these, we can compare the simplicity,the high speed of the process and results with




A METHOD OF TIME-CODED PARALLEL PLANES OF LIGHT
FOR DEPTH MEASUREMENT
Three dimensional object recognitionis important in industrialapplicationsor in the
field of robotics. The direct measurement of depth, in addition to pictorial brightness,
contributes greatly to the recognition process.
One method for measuring the depth in three dimensional space is the "range finding
method" based on the triangulation [6]: a plane of light is projected onto the objects from
one direction, and a camera from another direction detects its image (which is called "slit
image" in this chapter). This method has the restriction that there must be only one slit
image in an input image. Thus, the process is simple, but it takes much time for deriving
depth because of the scanning of the plane of light.
To speed up the process, we use parallel planes of light.There are several methods
using parallel planes of light. Grid Coding method [7] takes advantage of information about
the projected light pattern which is regular in the light source. This information gives the
orientations of the object surfaces. Unfortunately this method is able to measure only the
relative depth, and still worse, the orientation of a surface has two possibilities in
principle. Moire method [8] also uses parallel planes of light. A latticeis put between the
light source and objects and between the input device and the objects. Moving the lattice
at least one pitch and taking a picture by a camera with the shutter open during this time,
-23-
we obtain the picture of the contour stripe pattern. After the processing of this picture,
the depth relations between the neighbouring contours are obtained. If we wish to know
the absolute depth in the object space, we must determine the dimension of every
contour. This is one of the difficulties of using optical moire systems. These two typical
methods implicitly use the assumption that the spacial order of the slit images are the
same as that of the planes of light in the light source. (We callit "sequential assumption".)
But this assumption is allowable only in very strictly controlled circumstances. That is, it
depends on the object shapes, the positions of the light source and the input device. To
avoid this condition, each plane of light must be identifiable by itself. In other words, we
must "label" the planes of light. There has been research which uses the color for coding
[9], but it requires color picture processing, and the number of separable colors is at most
5 in practice.
We have developed a method which uses parallel planes of light that are lit"on" or
"off" with time according to a binary code. The idea for this method originally comes from
the concept of the method of spread spectrum communication. At the transmitter, the
spectrum of the signal is spread by a pseudo-random sequence to a very wide bandwidth,
and a receiver, which knows the same code sequence, handles this spread spectrum by
using it to decode the original signal. In our case, the transmitter is regarded as the light
source which transmits the parallel planes of light, and the assigned code words controll
the "on" or "off" of the corresponding plane of light. The receiver in the communication
case corresponds to the TV camera in our case and the disposal process which knows the
code words can identify the slitimages. With them, depth measurement using triangulation
becomes possible.
Altschuler et al [12] constructed a hardware system for three dimensional
topographic mapping of surfaces. They used MxN discrete beams of a laser as the light
sources, each column of them flickeredin the time domain. They established point-by-point
triangulationas in our principle. Uedaeta[[13] developed the same kind of hardware
system. They made use of the shutter of PLZT and time sequential coding was applied to
it. These two methods aimed to speed up the process of obtaining depth information and
they show some evidence towards having practicaluses. But here we wish to present
explicitexpression of basic relations between real world pictorialpatterns and their
eneneratine constraints.
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The code is the Key to these processes and generally it is considered to be the
pattern generating constraintsin our terminology. The generated patterns are the spread
spectrum in the case of communication and in our depth measurement method itis the
view of the objects with various slitimages.
This method is experimentally proved to be faster than the conventional range
finding method, due to the parallel illumination and the information about the position of
the slitimages. Moreover, this method has strong characteristics against noise owing to
the pattern generating constraints represented by error correcting code to be used.
We want to get the relation between light generating constraint,(i.e. the code to be
used) and the SN ratio of the signal processing stage of the real world patterns. This
problem is, we think, one of the most important ones in the field of information processing.
In the next section, we describe the method of spread spectrum communication in
order to make the relation more clear between real world patterns and their generating
constraints. Almost the same concept is applied in our depth measurement, which is
described in section III-3. The most important part of our method is the algorithm to
"identify" each slitimage using the light generating constraints, i.e. the code to be used at
the light source. The details are described in section III-4. Section III-5 presents the
explanation of the experiment. The basic relation between real world patterns and their
generating constraints in this example is studied from the view point of SN ratio in section
III-6.
Ill―2 Spread Spectrum Communication
III-2-1 Principle
Recently the requirement of more communication capacity and the need for security
of the communication led us to the field of spread spectrum communication. It has the
properties of allowing sharing of the band width and of noise reduction. The principle of it
is not only similar to our approach to image processing, but it is also taken advantage of in
our three dimensional depth measurement. Therefore it is described briefly in this section.
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There are three general types of spread spectrum technique.
(1) pseudo-random sequence
A carrier is modulated by a digitalcode sequence having a bitrate much higher than the
information signal bandwidth.
(2) frequency hopping
The carrier frequency is shifted in discrete increments in a pattern determined by a digital
code sequence.
(3) chirp
A carrieris swept linearlyover a wide band of frequencies during a given pulse.
Among these three, we select the pseudo-random sequence to explain the concept
transmitter
receiver
Fig.3-1 Block diagram of a spread spectrum system.
of spread spectrum communication. Fig.3-1 shows a block diagram of a spread spectrum
system. At the transmitter, the information is firstembedded in a time function, g(t) , with
a bit rate much higher than the information signal bandwidth. This process spreads the
energy of the modulated signal over a bandwidth considerably wider than that of the
information signal. The resultant signal is the modulated carrier. It is this signal with wide
bandwidth which is transmitted over the radio channel. At the receiver, this signal is
multiplied by an exact replica of the spectrum-spreading function, g(t) . So that, at the
output of the multiplierit becomes g(t) S(t) . The spectrum-spreading function, therefore,
2
must be selected on the condition g(t) =1.
In the case there are n transmitters which use the spectrum-spreading function g-(t)
1=1,2, ―,n, the entered signal of the receiver I is ^5 .(t )g ft ),and noise term N, the
j
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output of the multiplieris then,
S/t )8i(t )2 +^Sj(t)aj(t te/t ) + N8i(t ) (3-1)
The family of spectrum-spreading functions must satisfythe followingtwo conditions.
(1) The auto-correlationof any member of the familyis
(2) The cross-correlation of arbitrary pair of the family is
SL(t)g.(t) = 0
The term(3-1)is,then,ideallyas follows.
S.(t )* Ng.(t ) (3-2)
The noise term N is spread by gfi) , which is one of the reasons why the spread
spectrum communication resultsin noise reduction.
The spectrum of this process is illustrated in Fig.3-2. (a) is the spectrum of the
signal to be transmitted. The spectrum is concentrated around the frequency /. , and has
narrow bandwidth, (b) is the spectrum of a spreading function which has a considerably
wider bandwidth than that of the signal, (c) is the spectrum of the result of multiplying (a)
and (b). (d) is the spectrum of the carrier and (e) is the spectrum of the signal transmitted
in the radio channel. So that (a) ― (e) are the results of the processes at the transmitter,
while (f) ― (i) are those of the processes of the receiver (see Fig.3-1). (f) is the entered
signal with independent interference signals at the frequency / . (g) is the spectrum
resulting from the removal of the carrier. The interference signal stillremains in the
spectrum. The next process, which takes the correlation with the spreading function, is the
main feature of spread spectrum communication, (h) is the resultant spectrum in which the
required signal collapses to its original narrow bandwidth at frequency /■, while the
interference signal is spread. This signal passes through the band pass filterto become
the spectrum (i). The interference signal becomes very weak due to the effects of the
spreading function and the band pass filter,and the communication may be established
even in very bad conditions.
This is the principle of the spread spectrum communication which is a technique able
to share a bandwidth and which has a high interference rejection capability. In the next


















Fig.3-2 Spectrums of spread
spectrum processing.
patterns and their generating constraints.
III-2-2 Spread Spectrum Constraints
The key of spread spectrum
communication is the spectrum-spreading
function which generates the spread
spectrum. We present some considerations
of this function from our aspect of image
processing. The signal transmitted in the
radio channel is considered to be a real
world pattern in our terminology, though it
is not pictorial.It contains the information to
be transmitted.
More generally, the spectrum in the
radio channel at a certain time is considered
to be a real world pattern. It contains
various Rinds of signals which are generated
by various processes. The conventional
signals with narrow bandwidth and spread
spectrum signalswith wider bandwidth are examples. To derive the information from real
world patterns,we must know how to generate the patterns. In communication, thisis a
kind of mutual premises between the transmitter and the receiver.
We may as well callthem pattern generating constraints, but those of conventional
communication systems are very simple, and the generated spectrum would not be
considered to have "structure" in it. To the contrary, the spectrum generated by the
spread spectrum communication technique has "structure"due to the spectrum-spreading
function. In other words, the spread spectra generated by various spectrum-spreading
functions are almost the same in their properties, shapes and bandwidths eta, but the
spreading functions can distinguish between them correctly, which we regard as the
"structure" of the spectrum. This is why the spread spectrum communication alone is










Fig.3-3 Spread spectrum constraints,
constraint(see Fig.3-3).
This constraintis represented in the form of the spectrum-spreading function which
must satisfy the conditions (1) and (2) in the previous section. The properties of these
functions are very important for the constraint. Indeed, we use other functionsas the
patten generating constraintsand thismay not cause the spectrum to spread.
In the next section,we describe the principleof time-coded parallelplanes of light,
which is a new method for three dimensional depth measurement. This method is originally
devised in analogy to the principle of spread spectrum communication, and it has many
advantages as to the speed of processing and to noise reduction due to the pattern
generating constraints.
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III-3 Time-Coded Parallel Planes of Light
III-3-1 Principle
The circumstances (world) of our depth measurement method contain the light
source, the image input device and the objects. The light source is regarded as the
transmitter and the input device as the receiver. The space between the input device and
the lightsource which contains the objects, corresponds to the radio channel in the case
of spread spectrum communication.
We try to use multiple planes of Iight(=/V) parallel in space for making depth
measurement in which the method is faster and stronger against noise compared with the





Fig.3-4 Relation between real world pictorial patterns
and their generating constraints.
ordinary range finding method. In this case each input image for the scene including an
object has many slitimages which are considered to be real world pictorial patterns (See
Fig.3-4). The main problem is then how to "identify" slitimages in the input images. In
other words we must solve the problem of finding the "one to one" mapping between the
planes of light in the light source and the slitimages in the input image. We have to devise
-･an-
a method to "label" each plane of light. Once the mapping (identification)has been found,
the depth on the points of the slitimages can be calculated by triangulation.
A simple method we attempt here for identification is to give a binary equal
length(=n) code word to each plane of light.This is like the spreading function. At each bit
position, individual planes of light are "on" or "off" corresponding to "1" or "0" of the











































an example of input images
Pi
Fig.3-5 Principle of time-coded parallel planes of light.
representing various real world pictorial patterns. This concept is shown in Fig.3-5. At
first,we give each plane of light a binary code word as in Fig.3-5, which is considered as
the pattern generating constraints, and the on-off of each plane of light is controlled by
this code word. All planes of light have the same length code word and are controlled
synchronously. To synchronize allthe planes of light we introduce a timing pulse called
"bit pulse". Suppose that it is time t-ton the bit pulse now. Then all the planes of light are
controlled by the i-th bit of the code words. (Code bit "0" means "off" and "1" does "on".)
During the same bit time t^ the input camera must take just one image of the scene with
the slitimages. (See Fig.3-5)
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In this way we have a set of n images (P^ t=l,2, ― ,/≫) for an n bit code to identify
each slitimage. In a sense, these images are to be one of the "structured" signals whicf
are caused by the light source according to the binary code. The decoding algorithms tc
identify each slitimage work for this "structured" signal i.e. the constraint given at the
light source. It is this light generating constraint that makes this method effective against
noise. In other words, the constraint is considered to be transformed to the SN ratio.
Before describing the algorithms we must mention the restriction on positioning the light
source and the input TV camera. This is referred as the image obtaining constraints in
CHAPTER II. To make the process for extracting the slitimages easier, any row of the
digital picture must cross any slitimage at most once. As in Fig.3-6, if we install the light
the plane of




Fig.3-6 Installment of the input device and the light source.
source on the line through the lens center in the input device parallel to the horizontal
scanning line of the image plane, our restriction will be satisfied.(This theorem is proved
in [10].)
It is worth commenting that there is no restriction on the multiple light sources.
Each plane of light has a unique code word so that the system Knows a priori which code
words are used at a certain light source. This is one of the solutions for the intrinsic
problem of triangulation which means that the points seen from the input device but not
seen from the light source cannot be measured.
Since we Know the positions of the light source and the input device, we can







calculate the depth from the image of identified slitimages. The relation of these devices
and objects are shown in Fig.3-7 with three dimensional coordinates. Simple consideration
gives the three equations to obtain Xn , Yn , Zn of three dimensional coordinates from *n
y of two dimensional coordinates.
/
＼
*n= K<L-DXm yft) } / { fr*atan 7ft }
yn= yn(L-Dim <v>/{^tan yJ <3-3>
Zn - {/ (L- D tan y ; } / { /-* tan y }
where L , D , I : parameters shown in Fig.3-7.
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m-3-2 Light Generating Constraints
As stated, the real world pictorialpattern is a view of the scene with many slit
images and itsgenerating constraint is the code word assigned to each plane of light. A
plane of light and the corresponding slitimage in the input image make a pair for
communication. Therefore, the space between the light source and the input device is in
common between n pairs,where n is the number of planes of light.
There arises a problem of "identifying" each slitimage in the input images, which is
how to find the slitimage corresponding to a certain plane of light. To do this, we must
make the slit images able to be identified by themselves as in spread spectrum
communication. We consider the scene i.e.the objects with slitimages as the real world, so
that the way to mark each slitimage becomes the pattern generating constraint, which has
an important role in the disposal process. Here, we use the binary equal length code, and
the light is generated according to it.
The code words assigned to the planes of lightmust satisfy the following condition
as in the case of the spreading function.
"The cross correlationbetween any two code words must be small."
Or in other words,
"The Hamming distance between them must be large."
We can use various kinds of error detecting and correcting codes for this light
generating constraint. Our purpose in thischapter is to investigate how the property of
the code words, i.e. light generating constraint affects the results, especially the
processing speed and the noise reduction capability on the image data. The noise
reduction due to the light generating constraint is stated in how much the constraint
franefrtrwetl-ioQM ratin
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IE-4 Algorithms for Identifying SlitImages
Let us describe the algorithms for identifying the slitimages with the planes of light
from a set of n (equal to the code length) images, and the constraint of the code to be
used at the light source. Each input image has information necessary to identify the slit
images. Collecting this information with the constraint of the code, the algorithms work to
identify each slitimage. There are two kinds of constraints the algorithms can make use of.
One is the constraint on the code as referred to the light generating one and the other is
the information on the spatial positions of the slitimages in the input images. We call the
former "light generating constraint" and the latter "position information". As we see later,
the light generating constraint is useful and important for noise reduction of this,while the
position information relates to the processing speed like the synchronization pulse in the
fieldof digitalcommunication.
We propose three algorithms A, B and C for identifying the slitimages. As the light
generating constraint, algorithm A is of top-down nature (i.e. the code word is known and
itis used from the beginning to control the identifying process), and algorithm B and C are
of bottom-up ones. On the other side, algorithm A and B use the position information in a
bottom-up manner, and algorithm C in a top-down one. The position information is
projected to signal level by switching on all the planes of light. So if the objects are
moving, this information can not be used at all.In this sense, this information is considered
to be a kind of real world constraint.
(1) Algorithm A
The signal representing a slitimage appears in the plane of light that is switched by
the code word assigned to it.Whether itis or not in each state of the input image depends
on that code word. First, we preprocess the input images into binary ones by a
thresholding method, in which "1" represents that the pixel is one of the slitimages.
Suppose that the plane of light j ( j = 1, 2, ―, N) has the code word C =(ej, e£ ―, oJn )
(cj £[-1, lj),itis transformed by the mapping [0, 1] -≫[-1, 1] for the determination of the
threshold level. This algorithm makes the image B. (k, I) for each plane of light j




I) =£ ≪/ Pi &> 0 <lc>t = U 2, ―, m)
where P
■
(k, I) : binary input image
s.t. P.
m i spatialresolution of the image
(7c,t) = 1 t the pixel is on a slitimage
= 0 : the pixelis not on a slitimage
Next, algorithm A identifies the slit image S. corresponding to the plane of light j
<j = l, 2, ―, N) in the image Bj (k, I).
n
IT . such that T . = (l/2)Tj.c＼ + 1)
/ideally 7". = Max B
*?fc,
/;/
Sj=[Bfk, I) | B &JL) 2: 7 - fc,i = 1, 2, ―, m]
The slitimages are processed sequentially one by one, therefore the time taken to
identify allthe slitimages is proportional to N (the number of planes of light). Each input
image P. is often processed until the last slitimage is processed, and thus large memory
capacity is necessary. However algorithm A has a strong noise reduction capability due to
the averaging of the input images.
(2) Algorithm B
The algorithm A does not take advantage of the fact that the parallel planes of light
are illuminated simultaneously, because the process is sequential on the planes of light.
The algorithm B is essentially parallel processing on the planes of light. At first,it extracts
the location of the slitimages in each input image P. . The results are accumulated from
the firstimage through the last one. Assume that C .= (ei , cl, ―, oJ ) (cJ. [0, 1]) is the
code word of the plane of light j . And P. (k, L)is the binary image including the extracted
slitimages made by one dimensional differential operation. It is accumulated to estimate
the image possibility B(k, I) such that ;
21~1P. (k, I) (k, 1= 1,2, ―, m)
>
■(k, 1) = I : the pixel in on a slitimage
= 0 : the pixel is not on a slitimage
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Now, the slitimage S. ( j = U 2, ―, N) is extracted as follows.
n
37 . such that T . =
S. = [B(kJ.)| B(k, 0 = T. M = 1,2, ―, m]
That is,the pixelson the slitimage 5 .have the value equal to the code word C..
This algorithm B is much faster than algorithm A because it processes each input
image only once. Moreover the necessary memory capacityis small. But the resultant
image suffers from much noise.
(3) Algorithm C
In a sense, algorithm B "sees" the whole input image in detail, but the positions at
which the slit images in the input images exist are predictable if we first process the
image for the case of allthe planes of light "on", that is, the image which contains all the
possible slitimages. (It is exactly the position information.) Algorithm C is designed from
this concept. It firstdecides possible locations of the slitimages from that image, (that is,
the position information is transformed to signal level,) and in the succeeding images, it
only looks at those predicated positions and decides whether there is a slitimage or not
corresponding to the "1" bit of the code words. Collecting these results through to the last
image, the algorithm C identifies the slitimages based on the code.
Suppose that the image with allthe slit images is K(k, I), which works as a window
indicating the necessity of the processing. This algorithm makes use of the equation for
B(k,I) as described in algorithm B but the different label of K(k, L).
n
B(k, L) = X 2l~1K(k, I) P. (k, I)(k, L = 1,2, ―, m)
where K(k, I) = 1 : the pixel is on a slitimage
PL
= 0 : the pixelis not on a slitimage
: the same as in algorithm B
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In the same fashion as algorithm B, it identifies the slitimages 5 .( j = 1, 2, ―, N).
3Tj such that T.





This algorithm, C, is the fastest of these three algorithms in principle because it
makes much use of the position information, and itis efficiently transformed to signal level.
It also needs littlememory capacity except for the image with all the planes of light "on".
However algorithm C is relatively weak against noise. The reason seems to be that the
locations of the slit images are extracted from one special image with all planes of light
"on11.
III-5 Experimental Results
We experiment with two Kinds of codes, one is a binary code and the other is a
single-error-correcting Hamming code. The code words used in our experiment are shown
in Appendix-A. Both codes have 25 planes of light, and the code length of the former is 5
and of the latter is 9. We use a slide projector as a light source and TV camera as an input
device. The input image size is 256x256.
An example of input images are shown in Fig.3-8 corresponding to the binary code.
This experiment was done in dark conditions, so that the slitimages in the input images
had high contrast The abilitiesof these three algorithms against noise are different in
essence, but the results show no distinction (see Appendix-A). This arises since the
experimental circumstances are good enough. From the view point of speed, algorithm C is
the fastest, and algorithm B is the next. The ratio of their speeds is 1:3:18. The precision
of the measured depth is almost the same among these three algorithms. The difference in
the processing speed is due to whether the algorithm makes use of the position
information or not. Other examples are also presented in Appendix-A.
To show the differences among these algorithms, we conducted experiments under
ordinary circumstances, such as under the room fluorescent light in our laboratory. The
input images can be seen in Appendix-A. The results of algorithms A, B and C are shown
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(a) algorithm A
Fig.3-8 An example of input images.
(b) algorithm B (c) algorithm C
Fig.3-9 Results of identification(in a bad circumstance).
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in Fig.3-9. The order of effectiveness in noise reduction is A, C and B. (the noise appeared
because of the reflectance of the table.) Algorithm A averages the input images, so that
the locations of slitimages are a little notchy, and it makes the precision of the measured
depth a littleworse. (At most one pixel in the resultant image.) The result of extracting the
locations of the slitimages using algorithm C is the worst of all. This is because it extracts
the locations of the slitimages based on only one special image with all planes of light on,
whereas the others do from all the input images. The order of the processing speed is C,
B and A, and the ratio is 1:3:27. However the speed is dependent on the data, and these
values are only an example.
Fig.3-10 An example of measured depth.
After we have an image with identified slitimages, we can calculate the depth by
equations (3-3). Appropriate cross-sections of the measured object of Fig.3-8 are shown
in Fig.3-10 as an example. Generally speaking, the precision of depth is not so good. This
is mainly due to the bad estimation of parameters L, D, L In principle,it is almost the same
ae that r＼fa rnnuontinnal pwothrtH
Our depth measurement method can be applied to the case where the sequential
assumption is not established, whereas other parallellight methods cannot be applied. This
is because each plane of light has a binary code word which can be globally distinct.
There is another way to implement this method. If we assume that the sequential
assumption is always established, our process will make use of it and improve the
processing speed or the noise reduction capabilities.
The property that each plane of lightis globally distinct also provides the desirable
capability that the above mentioned method is applicable to the case of two or more light
sources. We measure the depth in order to know the shape of the object,which is defined
locallyas the surface orientation,but depth measurement by triangulationincludes an
intrinsicproblem that all the points which are seen from the camera position cannot be
illuminated by the light source from another position. If we measure the depth using at
least two lightsources, a solutionof thisproblem can be presented.
The experimental results are shown in Fig.3-ll(a) and Fig.3-ll(b), corresponding to






Fig.3-11 Results of identification(in various circumstances).
III-6 Quantitative Evaluation of Light Generating Constraints
In our depth measurement method, the code used at the light source is very
relevant to the abilityof the system. We can use different codes, depending on the
circumstances, in the depth measurement. In noisy conditions, we can exploit the
error-correcting capabilityof the Hamming code with larger minimum distance at the cost
of longer code length and, consequently, of longer computation time. In more favorable
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conditions, a code of shorter length gives faster processing. This is one of the features oi
our method of depth measurement. In addition, if the assumption that the order of the slii
images in the input images may correspond to that of the planes of light in the light
source (which we call "sequential assumption") is available, our method will need less code
length.
To investigate the code capability for noise reduction and the relation between the
light generating constraint and the SN ratio, we applied algorithms B and C, under the
same circumstances, using a binary code and a single-error-correcting Hamming code,
respectively. The results are shown in Fig.3-12. To specify the abilitiesquantitatively, we
use the terminology of the field of information retrieval. The two ratios, such as "recall
ratio" and "relevance ratio",are defined as follows [111. (See Fig.3-13)
(u= F/(F + G) (recall ratio)
v= F/(F + E) (relevance ratio)
where F : the number of correct answer(actual)
E : the number of noise pixels
G : the number of missing pixels
F+E represents the pixel numbers of the answer on the slitimages in the input images
obtained by the actual system and F+G does the pixel numbers of the correct answer
which would be obtained by the idealsystem.
In our example, there exist rejected pixels(we cannot identifysome pixels on the
slitimages because of noise) and error pixels. These pixels are considered to be
independent of "recallratio" and "relevance ratio",as long as they are smallin number.
For the resultsof Fig.3-12, these two ratios,a and v, are calculatedfrom Table 3-1. The
error ratio V (defined by error/(F + error) ) and rejected ratio "w" (defined by
reject/(F+ E + reject) ) are alsodenoted.
These results show important properties of algorithms B and C in using the
redundant images. Algorithm B uses these redundant images mainly to increase the recall




(c) 9 bit code
algorithm B
(b) 5 bit code
algorithm C
(d) 9 bit code
algorithm C
Fig.3-12 Results of identification(with both 5 bit and 9 bit code).
recovered, but at the same time it picks up the noise pixels which prevents increase of
the relevance ratio. Algorithm C takes these redundant images to decrease the error ratio
because it sees them only through the window derived from the special input image with
allplanes of light "on". Which algorithm is to be used in a concrete application will depend




F+E : pixels retreived by the actural system







Fis.3-13 Relation of recall ratio and relevance ratio.
Table 3-1 Recall ratio and relevance ratio etc. for aleorithm B and C.
^vj-atio
lal-^-CgoritRJlK.
number of pixels ratio (%)
F G E reiect prror u V w e
algorithm
B




%M 85.59 0.86 1.61
algorithm
5bit code
2048 101 12.27 4.70
algorithm
C
9bit code 479 27 1 82.73 Q9 P7DO i CJ 9.23 0.04
algorithm
B(l)
9bit code 2494 106 W 43 95.92 qk anCD ,d＼j 1.69
(1) In this case, the code doesn't have the error correcting
capability.
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to represent the characteristics of signal against noise '. If we do not use the code with
an error-correcting capability (processed by algorithm B where the result is shown in
Table 3-1 ), the difference in ability is between that of a 5 bit code and that of a 9 bit
error-correcting code. The error-correcting capability is especially useful for decreasing
the reject ratio(uz). In spite of the above differences due to algorithms, using redundant
images, (in other words, to use the code with error-correcting,) is concluded to be very
useful for increasing the SN ratio in the resultant images.
To measure how much one image contributes to the two ratios, u and v, and how the
light generating constraint appears in the results, we calculate these ratios at every stage
of the process in algorithm B. The result is shown in Fig.3-14. In this experimental
circumstance (under the fluorescent light, and with the reflectance of the table),it may be
best to extract the slit images from about two or three images. Redundant images are
indeed useful for increasing recall ratio but have a disadvantage on the relevance ratio.
Deciding the optimal number of images to extract the slitimages mainly depends on the
circumstances. The remainding images will be used to decrease the error ratio rather than
to extract them. These results allow us to improve algorithm C. We extract the locations of
the slit images from two or three special images with all the planes of light "on". This
process is considered to improve the margin for the position information. (We name this
algorithm "Cl" and process three special images.) Another method to improve the margin
for the position information is to enlarge the window in the direction perpendicular to the
slitimages. In our installation, we can enlarge the window in the direction of the row of
the input digitalimages. This is called "algorithm C2".
For other data, algorithms B, C, Cl and C2 are applied and the four ratios, such as
u, v, w and e, are calculated in Table 3-2. The recall ratio of algorithm Cl is much greater
than that of algorithm C and almost the same as that of algorithm B, but the processing
time is about twice as much as that of algorithm C and about half as much as algorithm B.
While, for algorithm C2, the processing time and the ability are almost the same as those
of algorithm C. We know that there are two kinds of margins for the position information.
One is useful for the recall ratio as in algorithm Cl and the other is for the relevance ratio
as in algorithm C2. In our example, algorithm C is weak for the former margin, so that
algorithm Cl is more effective than algorithm C. These results show the importance of the
margins in the signal level processing.
1) We consider the slit images as signal and all the others as noise. For example, noise includes the





Fig.3-14 Transition of recall ratio and relavance ratio




Table 3-2 Recall ratio and relevance ratio etc. for algorithm B, C, Cl and C2.
gorithfiL
number of pixels ratio (%)
F G E reiect error u V w e
algorithm
B 1287 0 97.13 8.62 0.00
algorithm
c 698 0 20 49,22 4.38 9 78ti /O
algorithm
Cl 1 87.61 99.92 2.89 2.67
algorithm
C2 0 49.36100 3.42 2.76
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III-7 Concluding Remarks
In thischapter, we described the depth measurement method by time-coded parallel
planes of light.The features of thismethod are:
(1) Because the number of input images logarithmically increases as the number of
planes of light, our method takes less computational time than the conventional
range finding method.
(2) Our method is applicable in bad conditions by using codes appropriate for the
particular circumstances; noise, object properties, etc.
(3) Each plane of light has a different code word, so we can use this method with the
multiple light sources or in circumstances when the sequential assumption is
disturbed.
(4) Our method can not be applied for moving objects because the position of the slit
images must be kept unchanged through allthe input images.
Our depth measurement method can be applied in any circumstances by modifying
the code to be used, and is much faster than the conventional range finding method.
Moreover this method has the possibility that if we use a feed back loop in a light source,
we can calculate the depth depending on the previous measurement. In that case the
system can replace the light sources in desirable positions.
We have argued that we can transform the information about the locations of the
slit images to the processing speed and that we can also transform the light generating
constraint such as error-correcting to the SN ratio in the resultant images. This method
shows many advantages, and this is because we can give "structure" such as representing
a binary code (i.e. the pattern generating constraint) to the signal of the slitimages (i.e.
the real world pattern). The problem of noise reduction will become more important in





MESH ORIENTED LINE DRAWINGS THEORY
AND ITS APPLICATIONS
In this chapter, we handle the world consisting of line drawings. This is an example
of the so called off-line case. That is, the disposal process cannot utilize the information of
the pattern generating process. The written line drawings are considered to be real world
pictorial patterns and they are only links between the pattern generating process and
their disposal process. Among the pattern generating constraints, only the part which
appears in the real world patterns in a certain form can be available.
The objective world includes any kind of data written by pen-like writing tools and
it is intrinsicallya bi-level world. It excludes photographs or dither images which originally
have multi-level information. For this world, the pattern generating constraints are
considered to be information about the tools used in the generating process, and appears
in the real world patterns as the width and the blur of lines. The purpose of this chapter
is to make the basic relations between real world patterns and their generating
constraints into explicit theoretical expressions, and to test these relations by applying
them to some actual fields, not only of information processing, but also of digital
communication.
In section IV-2, we construct a theory which is called "Mesh Oriented Line Drawings
Theory". First, the form of lines in the digital world is defined by their width, and the
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constraint mapping the lines from the analog world into the digital lines is derived
theoretically.(It is exactly an image obtaining constraint). Some experiments show that this
constraint is not unlikely to be satisfied in the real world. Next, the assumption about the
relation between the width of digital lines and the size of unit mesh, which is taken as an
observational unit, is introduced. Based on this assumption, we define "legal patterns"
which are assumed to represent a part of the digital lines. The pattern generating
constraint in this case is represented theoretically as the form of "legal patterns". This is
tested in the real world and we propose new representations of the bi-level line drawings,
SYM-picture (picture represented by SYMbols) and LSC-picture (picture represented by
Legal Symbol Connections). Each unit mesh in the fixed position must be one of the legal
patterns in a SYM-picture, and the fact is derived that there must not exist any illegal
patterns in an LSC-picture. MOLD Theory assures that the image satisfying the image
obtaining constraint and the assumption can be represented in the form of a SYM-picture
and an LSC-picture. For these two representations it has been experimentally proved that
less information is necessary compared with the original bi-level image and that the
quality of them is not worse than that of the original.
Some applications of MOLD Theory are described in the following sections. In
section IV-3, the information processing on a SYM-picture or an LSC-picture is described.
The constructed system is an adaptive system for noise elimination. It accepts images of
various qualities, and can perform some information processing according to their quality.
At first,the system classifies the input images according to their quality into three classes,
"blurred" which means the following process must be to increase the black pixels,
"stained" which is the contrary of "blurred", and "good quality" which means there is
almost no need for noise elimination processing. This classification is based on the
statisticsof legal patterns in the objective image, and it works very well for our purpose.
The following noise elimination operations are specialized according to the image quality,
but all processes are done only on a SYM-picture.
In section IV-4, MOLD Theory is applied to the field of digitalcommunication, and the
redundancy reduction coding method on an LSC-picture is described. The information
contained in an LSC-picture is less than that in the original bi-level image, so that it seems
better for coding to work on an LSC-picture than on the original. A new concept as to
error detection and correction is proposed in this coding method, and the compression
ratio, the influences of the transmission errors, are experimentally investigated.
The information processing on a SYM-picture is, again, described in section IV-5,
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and is an example of the application of the theory to hand sketched line drawings.
Considering the tiresome work of the input process for humans, there is a great need for
machines to handle the hand sketched linedrawings automatically. First,we eliminate the
characters which have differentfeatures from the others. For the remaining diagrams, the
feature points(which are crossing points, ending points and bending points)are extracted
with their connectivity information. Then the low level descriptions of the diagrams
consistingmainly of topologicalinformation are constructed, and a simple process is done
on thisdescription. Finally,the image is reconstructed. These processes are applied only
to a SYM-picture, and the process would seem to be basically faster than any process
based on originalbi-levelimages.
Through these applications, we intend to show the effectiveness and usefulness of a
SYM-picture or an LSC-picture, not only in the field of information processing, but also of
digital communications. After the success of this type, the importance of the pattern
generating constraints is, we believe, proved experimentally.
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IV-2 Mesh Oriented Line Drawings Theory (MOLD Theory)
IV-2-1 Object World and Terminology
The world is assumed to be the figuresof lines. In other words, itis the set of all
the results which are the loci of pen movements. For example, our world includes
characters, graphs and tables, although it excludes photographs with half-tone
characteristics.
Our world has the feature that any pixels in the images have intrinsically two
values, black, which represents the loci of the pen, and white, which is the remaining
medium of the paper itself. Here it is worth commenting on dither images and pseudo-two
valued images. They have intrinsically multi-level values or colors on the pixels, but they
are conveniently expressed in two values.
First, we begin by considering a line. A line is taken to be the loci of the pen
movement and it has two important features. One is the width of the line which is very
closely related to the spot size of the pen used to generate it. The other is the length of
the line which is related to the amount of the movement of the pen. Generally, the width
of the line is almost constant as long as the pen used to generate the line remains the
same, while the length varies according to the pen movement.
Even in the world of mathematics, there is no universal definition of tines. In
geometry, the line is an undefined concept. Euclid said in his famous writings "Stoicheia"
that the line is a length without any width and that the endpoints of the line are points,
but this is only the concept of a line,not the definition of real world line patterns.
In the real world, a line does have width and a point does have some area although
itis very small. The width of a line has a continuous value according to its coordinates and
allthe black points which are the parts of the line are connected. The world is an analog
one.
On the other hand, in a digital world which is formed by sampling from the analog
world, a point has a digitalarea and a line is associated with a digital valued width. The
line has the smallest width, one pixel's width, which is the elementary unit in the digital
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world. Another feature of this world is the connectivity of the line. There are two
different definitions as to the connectivity of a line, 4-neighbours and 8-neighbours.
Hereafter we limit the discussion only to the world which is handled by this theory.
In the remainder of this section, we describe the terminology used, and in the next section
the relation between the digitalworld and analog world is discussed in detail.
Strictly speaking, our world is assumed to be the set of lines in the digital world.
The images are represented by MxN arrays, and each element (pixel) can take one of only
two values, 0 or 1.
[Definition4-1] 4-neighbours and 8-neighbours [16]
Let P(i,j) be a pixel of the given digitalimage at the coordinate (i, j). Then (i-1,j),(i, j-1),
4
(i,j+1), and (i+1, j) are called the 4-neighbours of P(i,j) and denoted here E . In addition,
(i-1, j-1),(i-1, j+1),(i+1, j-1), and (i+1, j+1) and 4-neighbours are called the 8-neighbours








Fig.4-1 4-neighbours and 8-neighbours.
[Definition 4-2] Simple arc [17]
For the sequence of the points (pixels) A={P^ , P?
i
―≫ Pn } such that,
(1) ls＼r,sin, Pr = Ps if and only if r = s
(2) Pr e E if and only if r = s+1 or r = s-1
□
Fig.4-2shows examples and counter examples of simple arcs.In Fig.4-2(b),the pixel
indicated by the arrow disturbed condition (2) of the above definition. A simple arc is
considered to be the line with the narrowest width in the digitalworld.









The set of pixels A={P, , P~ , ―, Pi },such that
(1) for lsVr,ssl{r,s: integer) Pf = Pg if and only if r = s
(2) for 1< V s < I, Ps , 3 Pr , Pt 1 < r, t < I
such that Pr , Pt Ep and ?r E*
(3) A* ( A's complement) must satisfy the above two conditions (1) and (2). □
Condition (1) assures that there does not exist the same pixel in the region,
condition (2) defines the connectivity of the region and condition (3) gives the restriction
that the region must be next to another region. In particular, if the region consists of
black pixels,it is called "black region", and of white pixels, "white region".
Fig.4-3 shows examples of black regions and white one. In this figure, the black
pixels'set at the bottom-left is a counter example because the pixel indicated by an arrow
disturbed the above condition (2).
We can classify most images into two kinds of regions. One is represented as the






^― not a black region
Fig.4-3 Regions.
color, black and white, of the regions, but in most cases, the color of the regions of the
same kind is the same. After this,we call the latter classof the regions "digitallines"
which means the linesin the digitalworld.
Examples of digital lines are shown in Fig.4-4. (a)-(c) are the examples of digital
lines while (d)-<f) are not digital lines, (d) and (e) disturb the condition (2) in the above
definition and (f) does (3). (a) and (c) are examples of the digitallines with the narrowest
width. Digital lines are different from the simple arc since they can represent any lines
with any width, so that the definition of the digital line is more general than that of the
simple arc.
To prepare the definitionof the width of the digitalline,we must firstdefine the
observationalunit.
[Definition4-4] Unit mesh
As in Fig.4-5,the pixelsin the digitalimage are placed in a square in size mXm. The
originaldigitalimage is then considered to be the new image with size 1/m x 1/m, and
each mxm pixels'set is calleda "unit mesh", and this image also called "mesh image",
where m is greater than or equal to 1. □
[Definition4-5] Window
A certain set of pixels with the same size and shape as the unit mesh which can be
located in any placein a digitalimage is called"window". □
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The difference between the unit mesh and the window is that the former is fixed
while the lattercan be movable, pixelby pixel,in the digitalimage domain.
[Definition4-6] The width of the digitaline
Given the digitalline,we can observe itin a window of a ceratin size. Moving the
window to any position,it may be proved that there existin the window at most one black
region and one white region. Varying these windows' sizes, the maximum size of the
window defines the width of the digitaline. D
For the digital lines shown in Fig.4-4, the width is also denoted. The definition
depends on the square window, so that the width would differ from intuition. This is
because the width of the vertical and horizontal lines are 1/72 times as narrow as those of
diagonal ones, but the original image is represented as the set of the square pixels.
Therefore, our definition about the width of the digitalline is more natural and effective




The next section answers these Questions.
IV-2-2 Image Obtaining Constraints
t mesh
IV-2-2-1 Constraints of the Sampling Process
At the end of this section,
we must summarize the world to
be handled in our theory. The
world is assumed to be
constructed from the set of digital
lines, i.e. the world of line
drawings. And also it is the digital
world with only two values, black
(1) and white (0).
Probably a question arises
in your mind as to how we can
actually generate this kind of
world, or what constraints are
necessary to transform the real
analog world into the digital world.
The purpose of this section is to establish what constraints are necessary to
generate the digitallines. Generally speaking, we obtain the digitalimage by sampling the
analog image, so our purpose is also to determine the constraint of the sampling process.
First, the location of the digital lines in allof the line drawings in the digital world
must be made clear. A well Known theorem on the transformation between the analog
world and the digital world is the sampling theorem originally developed for one
dimensional wave forms. It assures that if the sampling intervals are finer than 1/2W
(where W is the highest frequency in the waves), the digital waves transformed according
to the sampling process are theoretically identical to the original analog ones. This
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theorem can be easily extended to the two dimensional case [18]. To explain the two
dimensional sampling theorem intuitively, the sampling interval is fine enough not to miss
the line with the narrowest line width. In other words, any line in the image has at least
one sampling spot in the direction perpendicular to the line direction. The digital image
generated in the sampling process satisfying this condition is proved to be identical to the
originalanalog image.
Given arbitrary line drawings in the analog world, image sampling fine enough to
satisfy the sampling theorem is easy. We callthe line included in such a digitalimage "arc".
This set of the arcs, the set of the digitallines and the set of simple arcs are denoted U, D
and A, respectively.
Indeed, our theory treats U as the universal set. Otherwise, we cannot reconstruct
the image exactly. It is clear that U => D and U => A and, from the definition in the previous
section (IV-2-2), A n D = A and U =>( A u D ).These relations are illustratedin Fig.4-6.
Fig.4-6 Relation among the sets of arcs, digitallines, and simple arcs.
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This figure also shows a typicalexample of each set.
Our object world, the set of digitallines,is only a subset of the set U introduced by
the two dimensional sampling theorem. To restrictthe mapping from the analog world to
the set of digitallines,a more powerful constraint than that of the sampling theorem is
needed. The firsttheorem of thistheory is concerned with thisconstraint.
[Theorem 4-1]
The line in the analog world is mapped to one element in the set of digitallines if and only
if the sampling intervals are finer than, or equal to, twice of those specified by the
sampling theorem.
(proof)
As stated, the sampling intervals specified by the sampling theorem give the
constraint that the narrowest line in the image must have at least one sampling point on
its width, whilst the restriction of this theorem is at least one half of these intervals. This









Fig.4-7 Constraint for the sampling process.
First,we show the necessity. Assume that the set of the sampling points on the line
is A={Pj}. On the basis of the assumption that the sampling intervals satisfy the condition
of this theorem, at least two sampling points are temporarily assumed, without any loss of
generality, to exist on one horizontal direction as shown in Fig.4-7. One sampling point is
selected arbitrarily and denoted Pj . For Pj , 3 P. in the same horizontal direction, such
_KH_
that Pj c Ej .
Also 3 P
Pr
r , Ps such that Pr ,P$ * Pj , Pr , Ps Ep and Pr ,Pg Ep_. Now,
P and Pj are in the same vertical direction and the constraint above is satisfied in
the vertical direction, so that at least one of P or P is included in A. In the set A, V P. ,
4 8
3 P| , 3 Pm such that Pj , Pm E and P| E , hence A is a digital line. The same
discussion can be shown in the case of the set A＼ the complement of the set A. Hence the
constraint is a necessary condition.
On the contrary, if the digital line A is given, from the Definition 4-3, V P- A, 3 P. ,
4 JB
Pk E and P^ E~ . This assures that Pj has at least one pixel in A in the horizontal
i i
direction and at least one in the vertical direction, which directly leads to this
constraint. D
According to this theorem, given a line with any width, the sampling intervals can be
selected depending on its width. In other words, the width of the line in the analog world
is only measured in the dimension of length (mm) and its width in the digital world is
measured with the quantum of a pixel. The key is the sampling resolution.
Facsimiles have become widespread as an input device of computers. Generally, the
facsimiles cannot change the resolution arbitrarily, so that this relative relation becomes
the constraint on the width of the line drawn in the real world. If we feed the image
through the facsimile in the fine detail mode (about 7.7 lines/mm) recommended by CCITT
SGXIV, the lines with width more than 0.25 mm coincide with the digitallines. This example
indicates that the constraint laid by Theorem 4-1 is not so far from practical use.
Fig.4-8 are the test charts recommended by CCITT for facsimile transmission. For
these charts, allthe lines are sampled into digital lines except those in N0.7 (Japanese
document) by the facsimile's fine detail mode. In NO.7 the Chinese characters of Mincho
type have very thin horizontal lines and they are disturbed the constraint of the Theorem
4-1, but if we feed it via a device of about 13 lines/mm resolution, then the constraint is
satisfied and the resultant lines can be digitallines. These experiments show us that the
constraint is not so strong a one.
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IV-2-2-2 Assumption about Measuring Meshes and the Line Width
When we draw the lines, we use a pencil or a pen. The tip of these tools has an
area which will hereafter be referred to as the "penpoint". The width of the lines is very
much related to the size of the penpoint and is a very important feature in processing the
lines or line drawings.
We believe that there exists a constraint due to the tool which generates the
patterns on the higher level of the physical constraints. More generally, we must take
advantage of this constraint in the field of information processing and of digital
communication. Such constraints are called "pattern generating constraints" or "information
boundary conditions" as already described in section II-3.
In our line drawings' world, this constraint appears as the width of the line. To
utilizethis phenomenon, the observation unit mesh must be selected according to the
width of the line. To construct the theory, there must be an assumption between the size
of the observation unit(actuallythe unitmesh) and the width of the digitalines.
Various assumptions willbe able to use thisconstraint,but we must take the actual
processes in computers into consideration. For MOLD Theory, we select an assumption
calledthe "Fundamental Assumption".
[Fundamental Assumption]
The width of the digital line (n) must be greater than or equal to the size of the unit
mesh (m). □
Hereafter, our theory is based on this Fundamental Assumption. In the next section,
we define legal patterns, the most important elements in MOLD Theory.
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IV-2-3 Legal Patterns
We assume two things in the following discussion.
(i) The sampling process satisfies the constraint presented in the Theorem 4-1.
(ii) For the size of the unit mesh and the width of the digital line, the Fundamental
Assumption willbe satisfied, and the narrow gaps (complement of the lines) among
the lines should also be treated as digitallines.
In these conditions,we can define the legal patterns in the unit mesh.
The firstthing we present here is the relative relationof the positionsbetween the
digitalines and the unit mesh.
[Theorem 4-2]
In the case that the conditions(i) and (ii)are established, the positioning relations
between the digitallines and the window are restricted to the following three cases
(examples are shown in Fig.4-9X
(1) The digitalline fillsthe window completely (Fig.4-9(a)).
(2) The digitalline partly fillsthe window (Fig.4-9(b)).
(3) The digitalline and the window are disjointed (Fig.4-9(c)).
(proof)
From the Definition4-6 and condition (ii),the cases are prohibited where the
window includes the digital inecompletely (Fig.4-9(d))and where the window contains two
or more digitallinesas shown in Fig4-9(e). These five cases are exhaustive, hence the
theorem is Droved. □
[Definition 4-7] Legal patterns and illegalpatterns
The pattern set logically occurring in the unit mesh is denoted S. Consider the logical
function K, which is the mapping from S to {0,1}, as follows.
For V x S
(1 : in the case x matches the constraint
0 : in the case x disturbs the constraint
This function K is called the "constraint function". The pattern set which consists of only
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Fig.4-9 Relations between the window and digitallines.
the patterns with "K equal to 1" is called "legal pattern set (U)" and each element of it is
called "legal pattern", and the pattern set which has "K equal to 0" is called "illegalpattern
set (V)" and called "illegalpattern". The following relations are clear.
S=UuV,UnV=*
To estimate the power of the constraint, we also define the "constraint ratio" as follows.
11 =
□
the number of the elements in V
the number of the elements in S
Theorem 4-2 is an implicit description of K, that is, the constraint due to the digital
line. Legal patterns consist of the following three kinds.
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[Legal patterns for the digitalline]
(1) Allthe pixelsin the unit mesh are black(the case (1) in the Theorem 4-2).
(2) One black region and one white region, both are adjacent to the edges of the unit
mesh (the case (2) in the Theorem 4-2)
(3) All the pixelsin the unit mesh are white (according to the case (3) in the Theorem
4-2) □
Now, we can count the number of elements in the legal pattern set UL The next
theorem shows how to do it.
[Theorem 4-3]
The problem as to counting the number of legal patterns under the conditions (i) and (ii)is
transformed into the following problem in natural numbers.
"Given an integer k , find the integer sequences b(i)such that
0 < b(i)< m , i > j -+ b(i)< b(j)
where 1 < i,j < m , 1 < k < Lm /2J
b(i) : integer
m : the size of the unit mesh
LxJ : the largest integer which is not greater than x
(proof)
The positional relations (1) and (3) in the Theorem 4-2 have generated one legal
pattern, respectively, so that case (2) is the problem.
The unit mesh is square and the image is bi-level,so that there are two symmetries,
one is black and white, and the other is a rotation of 90°. We assume without loss of
generality that the left-upper pixel of the unit mesh is black and that the number of black
pixels is decreasing as the row position of the unit mesh goes down (in other words,
increasing the row number as shown in Fig.4-10). If we denote the number of black pixels
b(i)(i-1,2,―,m) (where i represents the row number shown in Fig.4-10), then b(i)satisfies
the condition
0 < b(i)< m and i > j , -> b(i)< b(j)
The symmetry in 'black and white' brings us the condition that 1 < k £ Lm /2J
2












Fig.4-10 Relation between b(i)
and the unit mesh.
pixels which is delivered to each
row is at most Lm /2j. D
The problem presented in
the Theorem 4-3 is easy to solve. If
we specify the maximum number,
i.e. b(l)=l, 1 < I < m , the problem
may be transformed to the same
problem with smaller k.
"Given a integer k - I( > 1 ),find the sequences b(i) such that
0 < b(i)< I , i > j -≫b(i)< b(j)
where 2 < i,j < m "
By using a recursive procedure, we can decompose the given problem into a problem
which may be easily solved.
Generally we find a number of sequences b^(i),h = 1, 2, ― . To each sequence the
legal pattern with a black pixel in its left-upper position corresponds. Usually, each legal
pattern has eight symmetrical legal ones respectively. They are the symmetry of 90°
rotation and of 'black and white'. There exist two exceptions.
(1) The sequence b(i) = k for alli and b(j) = m, j = 1, ―, k and b(i)= 0 i = k, ―, m k
< Fm/2l are identical because they have a symmetry of 90°rotation (See
Fig.4-ll(aXb)).
(2) If m is even, the sequence b(i> =≫m for 1 < i < m/2 and b(i) = 0 for the other cases
as shown in Fig.4-ll(c). This pattern does not have a symmetry pattern as to the
black and white.
If the number of the sequence b(i)is h, then the number of the legal patterns N
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Fig.4-11 The case that b(i)does not correspond
to the legal pattern.
8 x (Mm-l)/2) + 2
8 x (h-m/2) - 2
m : odd
m : even
Table 4-1 represents the results for counting the number of the legal patterns and
of b(i) sequences for various m. It also contains the number of the elements in S and the
constraint ratio.
Table 4-1 shows that as the mesh size becomes larger, the constraint ratio rapidly
increases and almost attains the saturation point i.e. 1.0 for m**4. But under the condition
Table 4-1 Number of legal patterns with various values

















1 21 1 2 0.00 1 0.00
2 24 3 14 12.50 4 3.13
3 29 9 66 87.11 9 9.68
4
216 38 286 99.56 16 6.22
5 225 125 986 99.99 25 4.00
6 236 490 3894 99.99 36 2.78
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that the Fandamental Assumption is established, the size of the unit mesh is the lowest
bound of the digitalline. Therefore the constraint on the sampling process grows stronger
or the lines drawn must be wider. Much worse, the amount of information of the digital
image is larger due to the fine sampling resolution. There is much disadvantage in making
the size of the unit mesh larger.
Now, the problem is what size of unit mesh is optimum. One measure in favor of
making the size of the unit mesh larger is the constraint ratio. As the other measure to
limitit,we select a cost proportional to the amount of information. We assume that the
unit cost is the cost of the amount of information to be sampled in the intervals specified
2
by the sampling theorem, and that if we make this interval 1/h, the cost is h times as





0 2 3 4 5
size of the unit mesh
6
Fig.4-12 Graph of cost-performance vs. size of the unit mesh.
Fig.4-12 is the resultant graph for this parameters versus the size of the unit mesh. From
this figure, we see that m=3 is optimum.
From now on, the size of the unit mesh is fixed at 3. Consequently, the width of
the digital lines must be greater than 3. If we use the facsimile in the fine detail mode
(about 7.7 lines/mm), the lines must be drawn with the penpoint of size about 0.4 mm. For
a propelling pencil, its penpoint size is usually 0.5 mm, so this constraint is natural in the
real world. Fig.4-13 shows the legal pattern set with allits 66 elements. The number with



















Fig.4-14 Examples where illegal patterns actually occur
-68-
(3
letter)shown in Fig.4-8. The first 66 are exactly identical to our legal patterns. The legal
patterns for m=2 and the sequence representing the legal patterns for m=4, 5 are shown
in Appendix-B.
In the field of digital geometry, there is a definition of "connection number"
[20,21,22]. The legal patterns without 1 and 2 in Fig.4-13 have the characteristics that the
center cellsof them have the connection number 1. This means that the color of that cell
can be changed without affecting the whole connectivity. The set of patterns with
connection number 1 includes the set of legal patterns bar two, so that the latter has
more constraints than the former does.
If the image contains only the digital lines not crossing each other, allthe patterns
occurring in the unit mesh must be legal patterns. But, generally, there are digital lines
crossing each other. In this case, there is a possibilityfor illegal patterns to occur. They
are located especially around the crossing points of the digital lines. An example is
presented in Fig.4-14(a). This is an intrinsic problem for our theory, but the number of
illegal patterns which actually occur is very small, therefore there is no problem in
processing the digitalimages.
IV-2-4 Transcription of Real World Image into Symbols (SYM-picture)
The legal patterns introduced in the previous section are theoretically derived from
the constraint of the sampling process and the Fundamental Assumption. If these conditions
are established, almost all the patterns in the unit meshes may be legal ones. We
investigate this in the real world.
The image data for experiments are CCl I I's test charts shown in Fig.4-8 and
digitized by a digitalfacsimile with resolution of about 7.7 lines/mm. The input images have
a size of 1,728 x 2,352 pixels, and the statisticsof the patterns in the window (the size is
3x3) are obtained by moving it one pixel by one as in the scanning of TV. The total
9
number of each statistics is (1728-2) x (2352-2) = 4,056,100, and there are 2 = 512
patterns in the window which may occur logically. Table 4-2 shows the number and the
ratio occupied by the legal patterns.
All the images except N0.7 (Japanese document) satisfy the previous conditions and
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CCITT NO.l 99.83 96.82 8
CCITT NO.2 99.96 99.24 8
CCITT NO.3 99.72 96.76 8
CCITT NO.4 99.09 95.04 8
CCITT NO.5 99.57 95.19 8
CCITT NO.6 99.77 96.15 8
CCITT NO.7 97.60 83.54 8
CCITT NO.8 99.89 99.76 8
CCITT NO.7 99.46 96.74 13
the results assure that the legal patterns are well fitted to the real world patterns. For
the image of N0.7, the horizontal lines included are very thin and the lines cannot become
digital lines through the input process of the digital facsimile. Thus the ratio of the legal
patterns is relatively low, but if we sample this image in about 13 lines/mm, the conditions
of the theory are satisfied and the ratio of the legal patterns is as high as those of the
others.
Nevertheless illegal patterns do occur. Fig.4-14(b) are examples where illegal
patterns are in the image. The illegal patterns are classified into the following three
categories according to their causes.
(1) The tip points where two or more digital lines cross in an acute angle with each
other.
(2) The illegal patterns which occur from the fraction of the sampling spot in the input
facsimiles.
(3) The local place where the Fundamental Assumption is disturbed.
The categories (2) and (3) are the results of some image distortions due to the
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mechanical and physical process. It is desirable for good image quality to eliminate these
kinds of illegal patterns, but the illegal patterns of the first category (1) cannot be
eliminated without causing the image some distortions. Fig.4-15 is examples of the case






Fig.4-15 Elimination of illegalpatterns in category (1).
that the illegalpatterns in the category (1) are replaced by one of the legal patterns. The
tip points or acute angles are seen to be a little rounded. We do not strictly mind these
distortions, because the width of the digital line is more than three, and the number of
illegalpatterns is very small compared with the whole number.
Considering the discussion above, we introduce a new representation for the
bi-level digitalimage of the line drawings.
[Definition4-8] Picture Represented by Symbols
The digitalimage is divided by a mesh whose position is fixed, and the patterns occurring
in the unit meshes are restricted to be legal patterns and we callthem "symbols".
We regard each unit mesh as a PIXEL, so that the resultant picture ' expressed by
PIXELs has the size of one third for each direction and the value of the PIXEL is assigned
1) Image" is used in real world and "picture" is in the model world
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to be the ordinalnumber of the legal pattern. This picture is called "picture represented
by symbols" or abbreviated "SYM-picture". Corresponding bi-level images are denoted
(SYM-picture) if there is some necessity to distinguishthem explicitly. D
When we transcribea SYM-picture from the digitalimage, there occurs the problem
of how to handle the illegalpatterns. In other words, we must select one of the legal
patterns most suitablefor each illegalpattern. Formally, we can define the transcription
function as follows.
[Definition4-9] Transcription function
For V s i V (the set of the illegalpatterns), 3 f such that
f(s) = p p U (the set of the legal patterns)
f is called a transcription function. □
We argue that almost all the illegal patterns are evidence of distortions of the
image. In this process, unless the replacements specified by the transcription function are
good enough for the resultant quality, the discussion will not be supported. In this view,
the transcription function has great influence on the image quality.
An example of the transcription function is as follows.
(An example of the transcription function)
The black and white pattern in the unit mesh is considered to be a binary code word and
the distance between the two patterns in the unit meshes is defined by the Hamming
distance between the corresponding two code words (See Fig.4-16). Then
for V s V , we select p U such that
the Hamming distance between s and p is minimum.
If there are more than two patterns for p, we select the legal pattern with highest
population in the statisticsof the image. □
This simple example of the transcription function is relatively good for a high quality
image, but if the image quality is not so good, the result of this function is a little worse
than the original.This process intrinsicallyneeds information about the image qualities,and
we discuss this problem in more detail in section IV-3.
Finally, a <SYM-picture>2 with this transcription function is shown in Fig.4-17 with
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Fig.4-16 Distance between two patterns in unit meshes.
glance. Looking more closely, the small noises are eliminated, so that this process is not an
approximation of the original image but an improvement of it.
IV-2-5 Picture Represented by Legal Symbol Connection (LSC-picture)
A SYM-picture may stillhave illegal patterns in the window just located between
the unit meshes, because the mesh division is fixed and only patterns in the unit mesh are
legal ones. In this section, we consider this dependency of the position of the mesh
devision and eliminate all the illegalpatterns in the image.
[Definition4-10] Picture represented by legal symbol connections
Among allSYM-pictures, when the patterns in the window at any pixel position for their
corresponding (SYM-picture) are alllegal ones, these SYM-pictures are called "picture
represented by legal symbol connections" or abbreviated "LSC-picture". The
corresponding bi-level image is denoted "(LSC-picture) ". □
There are two ways to make LSC-pictures, as illustratedin Fig.4-18. One way is to
make SYM-pictures first from the original bi-level images and then by introducing the
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( a ) original
Berks.
b ) (SYM-picture)2
Fig.4-17 Example of a SYM-picture.
connection rules among symbols to transform SYM-pictures to LSC-pictures. This is called
"fixedmesh method" and is described in sectionsIV-2-5-1 and IV-2-5-2.
The other method is to make the (LSC-picture) directly from the original bi-level
image. This method is called"scanning unit mesh window method" or abbriviated "scanning
mesh method", and the detailsare described in sectionIV-2-5-3.
IV-2-5-1 Connection Rules of Symbols
In the process used to make SYM-pictures, illegal patterns in the window are
occasionally eliminated because they are in the unit meshes. The other illegal patterns
remain because they are not in the unit meshes but between the unit meshes. The
constraint of "digitallines" is stillavailable for such illegal patterns, so that there will exist






























Fig.4-18 Schema of making LSC-pictures.
Before describing connection rules, some preparations are needed.
[Definition4-11] Peripheral values
For the unit mesh, the outer-most pixels in either the horizontal or vertical direction are
called "connection pixels". These connection pixels have peripheral values
(1) the kind of the pixel ― W (white) or B (black)
(2) the number of the run-length in the direction of the connection □
Fig.4-19 shows examples of peripheral values, (a) is a legal pattern and, (b) and (c)
are the peripheral values for the vertical and horizontal direction, respectively.
The unit mesh is in the form of a square, so that we must consider the connection
rules for at least four symbols displayed in Fig.4-20. For the region of these four symbols,










Fig.4-20 Four symbols for the connection rules.
legal patterns. To the contrary, allsixteen windows are legal patterns in LSC-pictures, i.e.
there cannot exist any illegalpattern.
[Connection rules for symbols]
(i) The rules for the corresponding two pixels
1) In the case that the kinds of two pixels are the same
PI : The acceptance condition is
the sum of the peripheral values > 2
2) In the case that the kinds of corresponding two pixels are different
P2 : The acceptance condition is
each peripheral value > 2
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(ii)The rules for corresponding symbol pair
These rules are based on the rules for the pixels, that is,in order to apply these rules,
the corresponding pixels must satisfy either PI or P2 condition. The objective symbol










1)In the case that allthe connections for the pixelsare Pis
51 : allthiscase are accepted (an example is shown in Fig.4-21<a≫
2) In the case that the pixelconnections include more than two P2s
52 : allare accepted except the case that two P2s existat most two
pixels'distance apart and the kinds of the pixelson the same side are
not the same (see Fig.4-21(b≫.
3)In the case the pixelconnections include atleast one P2
53 : allare accepted except the followingtwo cases
i) the peripheral value Bl is at most two pixels'distance
from the P2 with B3 on the same side(see Fig.4-21(c≫
ii) the same case as i) with white pixels □
Our purpose is to make LSC-pictures, so that the question arises whether this
connectionrules are sufficientor not.The answer is the followingtheorem.
[Theorem 4-4]
SYM-pictures become LSC-pictures if and only if the connection rules above are satisfied




We consider two symbols only in the horizontaldirectionbecause of symmetry.
1) In the case SI of the connection rules
IA)
I , 'B| I
I
( a )





Fig.4-22 Explanation of the proof
for Theorem 4-4 (necessity).
As shown in Fig.4-22(a),there are
two windows (A) and (B) in the
horizontal direction spanning two
unit meshes. The pixel connections
are all PI connections, hence in the
windows (A) and (B), the number of
regions is at most the same in the
unit mesh cc and /?, respectively.
Each pattern in the unit mesh is
legal, hence the patterns in those
window are alsolegal.







It is easy to see that





usually consisting of only one pixel in those windows spanning two unit meshes. If this
new region has the same kind of pixels in its 4-neighbours, the patterns in the window are
legal. If the intersections between those windows and the unit meshes (u' and /S1)consist
of only one Kind of pixel, the new region does not make the legal pattern into an illegal
one. S3 rule prohibits the occurrence of a pixel with peripheral values B1(W1) on the side
of the black(white) pixel of the P2 connection which is at most two pixels' distance apart.
This assures that the second condition, i.e. the intersection is monotone, is always
established (see Fig.4-22(b)).
3) In the case that more than two P2 connections exist (S2 connection)
In this case, both SI and S2 rules are applied. The PI and P2 relation is discussed above,
so that the relation must be investigated between two P2 connections. The connection rule
S3 prohibits the two P2 connections having different kind of pixels on the same side. So
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that, as shown in Fig.4-22(c), the intersections between those windows and the unit
meshes (oC and /?')must be monotone, hence the patterns are legal patterns.
These 1), 2) and 3) are exhaustive. By taking advantage of the symmetry about the
direction, if the connection rules are established for four symbols in the positions shown
in Fig.4-20, it is proved that there cannot exist a window with an illegal pattern in it.
Hence if the connection rules are satisfied at any position, there are no illegalpatterns at
all.Therefore, such a SYM-picture is an LSC-picture.
sufficiency;
We assume that an LSC-picture does not establishthe connection rules,SI, S2 and S3, and
show that thisleads to contradictions.
1) P2 condition is disturbed
If the P2 condition is disturbed, an illegalpattern as shown in Fig.4-23(a) must occur










Fig.4-23 Explanation of the proof for Theorem 4-4 (sufficiency).
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The PI conditionis always satisfied,and SI case has no condition,so that thiscase can
never occur.
3) S2 or S3 condition is diturbed
As shown in Fig.4-23(bXc), there exist the illegal patterns. Hence a contradiction.
These 1), 2) and 3) are exhaustive. Hence it is proved that a LSC-picture must satisfy the
connection rules. □
This theorem assures that we can make LSC-pictures by checking the symbol
connections. Before describing this method, the combinations of symbols must be
investigated in detail.
The number of adjacent two symbols which agree with the connection rules (we call
2
it "legal connection") is 1,582 (this occupies 36.3% of all possible combinations 66 =
4,356), and of four symbols in the positions shown in Fig.4-20 is 384,562 which occupies
2.032 of all 66 = 18,974,736. These facts show us that the constraints of digitallines are
also useful among the symbols. Then we investigate how to fitthe connection rules to the
real world. For the CCITT's test charts, the number of legal connections and their ratios
are listed in Table 4-3. The ratios are almost all more than 95% except NO.7 which does
not satisfy the Fundamental Assumption. These facts convince us that our MOLD theory fits
the real world very well.
IV-2-5-2 Fixed Mesh Method
In the previous section, we defined the connection rules for symbols and proved
that if a SYM-picture satisfies them at any position, itis an LSC-picture. In this section,
the algorithm called "fixed mesh method" based on the above mentioned rules is
presented. Given a SYM-picture, one of the symbols in it has the 'four relations' objective
for the connection rules as is shown in Fig.4-24. If these relations do not satisfy the
connection rules somewhere, the symbols due to these disturbances must be replaced by
some other symbols which satisfy the connection rules. The most important problem is,
then, that we cannot uniquely decide the symbols to be replaced. For example, in Fig.4-24
for the case that the relations (a) and (c) disturb the rules at the same time, the two
symbols which are denoted A and B are the candidates to be replaced, but we do not have
more information to decide which symbol to select.
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Table 4-3 Cumulative ratio of legal connections.









CCITT NO.l 99.62 93.79 99.75 95.88
CCITT NO. 2 99.97 99.42 99.96 99.31
CCITT NO. 3 99.71 97.49 99.65 96.85
CCITT NO. 4 98.58 94.01 99.16 96.41
CCITT NO. 5 99.40 94.80 99.53 95.91
CCITT NO. 6 99.75 96.72 99.78 97.03
CCITT NO. 7 96.50 80.97 97.87 88.61
CCITT NO. 8 99.86 99.69 99.92 99.83
Fig.4-24 Four relationsfor one symbol.
One of the widely used technique to transmit or process the image is scanning. We
take advantage of this scanning technique to give one solutionto this ambiguity. This
method called"fixed mesh method" because the objectivepictureis a SYM-picture which is
produced in the conditionof a fixed mesh.
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[Fixed mesh method]
A SYM-picture is scanned one by one on the symbol. At the same time the processes
below are applied.
Fig.4-25 Fixed mesh method.
(i) For the symbols in the states of Fig.4-25 with two relations (a) and (b),it is checked
whether they satisfy the connection rules or not. If they do, the process is finished
and it proceeds to the next symbol specified by the scanning.
(ii) If there occur some disturbances in at least one relation, then we can correct them
by replacing the symbol E The reasons are as follows : the connections A and B, A
and D, B and C, B and D have already been checked before, so that if the relations
(a) and (b) disturbes the rules,it is due to the symbol E i.e.the connections A and E,
B and E, C and E, D and E might be wrong.
(iii) To replace the symbol E, we firstselect the candidate set. This is composed of the
legal patterns which agree with the symbols A, B, C and D with specified relations.
(iv) Among the legal patterns in the set, one symbol is selected by the criteria of the
Hamming distance with the original symbol E, of the statistics,of the occurrence and,
if possible, of the information about the quality of the originalimage. D
Fig.4-26is an example of (LSC-picture) produced by the fixed mesh method. It can
be seen that there are no illegalpatterns, and the image qualityappears not to be worse








Fig.4-26 Example of a LSC-picture (fixed mesh method).
IV-2-5-3 Scanning Mesh Method
(LSC-picture) is also produced directly from the original image. This method is to
scan the window one by one on the pixel and at the same time to replace the illegal
patterns by one of the legal patterns specified by the transcription function.
[Scanning unit mesh window method]
The window with the same size as the unit mesh moves one by one on the pixel like TV
scanning, and at each position the following steps are executed.
(i) If the pattern in the window is a legal one, then the window is moved to the next
position,




the extent to be needed







the window at present
(n,m)
Fig.4-27 Scanning mesh method.
the transcription function,
(iii) Then the backtrack process is called,i.e. as shown in Fig.4-27 the window backs to
the extent of three lines and two columns, and checks whether or not an illegal
pattern has been generated at any position due to the replacement,
(iv) If it has not generated any illegal pattern, the correction made in the step (ii)
becomes permanent, and the window proceeds to the next position,
(v) If there occurs any illegal pattern due to the replacement, another legal pattern is
selected and temporarily replaces the originalillegal pattern. Then go to step {iii).
(vi) If the legal patterns are not found in the minimum Hamming distance, there is no
problem in incrementing the distance. Then go to step (iii). □
Fig.4-28 is an example of (LSC-picture>2 produced by this method. Comparing this
(LSC-picture)2 with that in Fig.4-26, there seems to be no difference as to the image









( a ) original
Berks.
( b ) (LSC-picture)2
Fig.4-28 Example of a LSC-picture (scanning mesh method).
IV-2-6 Consideration
IV-2-6-1 General Consideration on Methodology
MOLD Theory assures that LSC-pictures can be constructed for any linedrawings
satisfyingthe Fundamental Assumption. The processes of thistranscriptionare considered
from two standpoints.
The methodology taken here is the same as that of science in general. That is, first,
we establish a hypothesis, ＼jb.construct the theory on some assumptions, and then various
experiments are done to test the theory. These processes in our MOLD Theory are
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Fig.4-29 Processes of MOLD Theory.
illustrated in Fig.4-29. In this figure, the hypothesis is that if the Fundamental Assumption
is satisfied in the line drawings' image, there cannot occur any illegal patterns except at
the acute crossing points. This has been tested by observing the data. The methodology
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presented by us willbe a powerful system for processing the various information of line
drawings, although it has seldom been used in the field of information processing only
because itis not wildely Known.
Secondly, this theory seems to lead to an extention of the idea of filters. The
transcription process is a kind of filter process which passes the legal patterns only while
it cuts off the illegal patterns (see Fig.4-30). This filter handles the information of the












Fig.4-30 Concept towards an information filter.
pattern level data and the constraint of the lines i.e. of the tools to generate them. This




In MOLD Theory, the most important assumption is the Fundamental Assumption that
the width of the digital line (n) is greater than or equal to the size of the unit mesh (m).
We select this assumption because of its simplicity and the number of legal patterns.
Indeed, if we select another assumption, we can construct another world.
For example, we consider the case that the assumption is 2n > m > n (where n is the
width of the digitalline and m is the size of the unit mesh). In this case the patterns in the
window are restricted to only the following five cases.
(i) allwhite pixels
(ii) allblack pixels
(iii) one white region and one black region
(iv) two white regions and one black region
(v) one white region and two black regions
We can define the legal patterns based on these fivecases. In practice, however, m has
both upper and lower limits,so that the selectionof m is very difficult,especially when
the image containslineswith various width.
Generally, if the size of the unit mesh is fixed, the number of legal patterns
increases as the number of the digital lines which are included in the unit mesh. Consider
the case that the width of the digitallines are relatively narrower; this is the same as the
unit mesh size becoming greater and the constraint ratio becoming higher. To consider an
actual application,it is preferable that the number of legal patterns is small.
In treating the graphs, it will be efficient to select the size of the unit mesl"
between the width of the digital line and the smallest symbols in the graphs. For special
purposes, a modification of our theory may be possible.
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IV-2-6-3 Width of Lines
In the condition of the Fundamental Assumption, the lower limitof the digitalline is
specified by the size of the unit mesh. It is convenient not to have an upper limit in
practical use, but if the line width becomes much greater than the size of the unit mesh, it
is easy to imagine a drop in the efficiency. In section IV-4, it is shown that the most
efficientline width is almost eaual to the size of the unit mesh.
Another factor concerning the width of the digitalline is the sampling interval. The
development of techniques in the field of semi-conductors will make our sampling condition
become more practical.
IV-2-6-4 Effects of Shift in Mesh Division
The position of the mesh division in the fixed mesh method may cause different
corrections to illegal patterns. In the fixed mesh method, illegal patterns are eliminated
either by the process of making a SYM-picture or by the process of making an
LSC-picture from the SYM-picture. The same illegal patterns therefore may be corrected
differently,as shown in Fig.4-31.
In the scanning mesh method, this kind of problem does not occur. A difficult
problem in this method is that the process has a tendency to correct a larger region. An
example is shown in Fig.4-32. In this figure, the two upper black pixels must be turned to
white, but the process deletes the black pixels of the lower region, which causes a lot of
corrections. '
Under these circumstances, there is a general problem with scanning,i.e. the result
depends largely on the order of the processes. How to remove this problem is work for
the future.
1) This correction is very much related to the order of scanning, and this example is one of the worst
cases.
-89-
mesh division mesh division
by broken line by solid line
Fig.4-31 Correction of illegalpatterns (fixed mesh method).
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Correction of the illegal patterns
(scanning mesh method).
IV-2-6-5 Amount of Information
"What amount of information does a given image have?" We cannot generally answer
this question. We can only say that the amount of information can be calculated if we
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assume a model of the information source. The amount of information greatly depends on
the model. Therefore, the entropy of the image of one model is greater than the
compression ratioof another model (see sectionIV-4).
Table 4-5 gives the values of the entropies in various models of the originalimages
Table 4-5 Comparison of LSC-pictures and the originalimages

























CCITT NO.l 0.1708 0.1711 0.0669 0.0656 0.0355 0.0322 0.0595 0.0578
CCITT NO.2 0.2359 0.2357 0.0457 0.0453 0.0234 0.0227 0.0492 0.0486
CCITT NO.3 0.2806 0.2790 0.1142 0.1116 0.0522 0.0471 0.1073 0.1030
CCITT NO. 4 0.4680 0.4667 0.2154 0.2110 0.1296 0.1176 0.2045 0.1981
CCITT NO.5 0.2823 0.2834 0.1216 0.1188 0.0606 0.0536 0.1155 0.1108
CCITT NO.6 0.2238 0.2240 0.0791 0.0762 0.0344 0.0309 0.0778 0.0740
CCITT NO.8 0.9803 0.9801 0.0927 0.0921 0.0379 0.0362 0.0916 0.0906
and theircorresponding (LSC-picture) , and Fig.4-33 shows the distributionof run-length
between the images for CCITT IM0.1 data. From this table the entropies of the
(LSC-picture) are a littlesmaller than those of the originalimages in any other model
except the pixel memory-less model. In the real world, when we store these images in
memories, the necessary memory capacitiesare 9 to 7 in favor of LSC-pictures. We may
conclude that the constraints of digitallines,i.e. information, are transformed to the















Fig.4-33 Distribution of run-length for a LSC-picture.
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IV-3 Adaptive System for Noise Elimination
Application of MOLD Theory (1)
IV-3-1 The Problems
Nowadays the facsimile is considered to be useful equipment not only for electrical
communication but also for the inputs of bi-level images to computers. Also facsimiles are
essential devices for office automation (OA) or laboratory automation (LA). Considering this
tendency, we must study the restrictions of the processed image in this device. In other
words, bad quality images as well as good quality ones must be handled by computers.
The problem we discuss in this section is noise elimination for various image
qualities. We cannot expect to have a good result from applying the same process to allof
these various image qualities. The firsttask is to classify the input images according to
their qualities. Three categories of image qualities are defined in order to select an
adequate processing to the input images.
(1) "Blurred image", which contains broken linesdue to noise, arising from very low
contrast original documents, or high threshold setting for binarizationof the
facsimiles.
(2) "Stained image", which contains very much noise in various places on the paper. An
image in this category is the result of too low a threshold setting for binarization, of
very bad quality of the original documents, or of spots and stains contained in the
original paper.
(3) "Good quality image", which is neither blurred nor stained. The processes reported
by various reports have almost all restricted the input image data to this category.
After classification, the noise elimination processes are applied according to the
category. The flow diagram of our adaptive system for noise elimination is shown in
Fig.4-34.


















Fig.4-34 Flow of adaptive system for noise elimination.
from the image, it is necessary to have knowledge or information about that image, but
thisis often a difficult problem, because generally the noise generating process has a
random nature. We devide the approaches into two classes: statistical approaches and
heuristic approaches. The typical approach in the former class is to define models both for
the images and the noise with their means and auto-correlation. Winer filter [24] and
Kalman filter[25,26] are the most well known examples. It is true that the results of these
approaches are good but the noise remaining is often prominent because they are based
on statistics.
To the contrary, in the case that a priori Knowledge is available to distinguish the
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image signal from the noise, an heuristic approach seems to be better. The approach
developed by Rosenfeld [23] is very close to the concept of legal patterns. It is based on
the assumption that the pictures in a certain local area have approximately constant gray
To restrict our discussion to bi-level images, the statistical method may not be
applied because there are only two levels. The representative method in this fieldis called
"propagation and shrinking" [16]. This technique is very general and the process is only
applicable to the signal, so that if we restrict the world, we can do very well.
The main heuristics to distinguish the image signal from noise is considered to be
the area of the black pixels [27], which costs large computation time. It is generally
difficulto decide the threshold value to distinguish them.
The approach described in this section is basically the heuristic one above and the
threshold values are decided by estimating the line width. If the image is blurred the lines
are forced to be wider, while the black areas under the threshold are eliminated in the
case the image is stained. Our system is adaptive to the key points that the process is
selected according to the image qualities and the threshold to distinguish the signal from
the noise is decided according to the line width included. The processes are basically used
on the SYM-picture or the LSC-picture. In comparison with those on the original bi-level
images, they will be expected to be faster and simpler.
IV-3-2 Classificationof Input Images According to Their Qualities
IV-3-2-1 Three Classes of Image Qualities
In the case that the system must handle many kinds of input image with various
properties, it is important to classify the inputs according to a certain property favorable
to the process. Here, we classify the input images in order to decide how to process the
input images, i.e. whether the image is positively transformed to decrease the black pixels,
or to increase them, or the image quality is so good that the image must be handled
symmetrically as to black and white. These three classes are called "blurred quality",
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"stainedquality"and "good quality",respectively.
These three classes are not divided purely quantitively.The boundaries among them
are not explicitand vary slightly according to who observes them. Itis not important
which classthe images located around these categories' boundaries are in,as long as the
purpose of thisclassificationis only to obtain rough information of the qualities.
The criteria of each class are as follows:
(1) "blurred quality" ― the blur of the lines or the lack of the lines.
(2) "stained quality" ― isolated points of noise located in the background.
(3) "good quality" ― the above mentioned features are not prominent.
Fig.4-35 is an example of various kinds of image qualities. The firstrow illustrates
the class "blurred" and the second row does "good" and the third row does "stained". They
are generated by means of copies from the blue copies. One example of the input images
obtained from the original on cheap, thin paper is shown in Fig.4-36, and it seems to be
almost the same as those in the third row of Fig.4-35.
In practice, the input images have noise not only uniform over the whole area but
also concentrated in some parts. The problem of classifying the input images, therefore,
must be considered to be a local area affair, kept as small as possible. However, the
classification is easier as the objective images become larger. We cannot decide the
optimum size of the area for this trade-off problem because the evaluation function for
each factor is not known. Hence, the size of the area is decided emprically to be 255 x
255 pixels of the image, i.e. 85 x 85 symbols of the SYM-picture or the LSC-picture. It is
about one sixtieth as large as the whole image of A4 size as sampled in the fine detail
morlf≫of the facsimile rievire
IV-3-2-2 Properties of Legal Patterns
The legal patterns can be divided into some classes according to their properties.
They are again shown in Fig.4-37 which is the same as Fig.4-13. First, they are divided
into 14 classes of the configuration of black and white pixel patterns without considering
rotation. The symmetry patterns, as to black and white pixels, are grouped together, giving
7 classes which are named A, B, C, D, E, F and G, respectively. They are shown in Fig.4-38.
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Fig.4-35 Examples of various image qualities.
Next, to the contrary, the legal patterns except one with allwhite pixels (W pattern)
are devided into 7 classes by consideration of the relative locations between a digital line
and the window i.e.the possible direction of each legal pattern (see Fig.4-39).
For the groups 1, 2, 3 and 4 in Fig.4-39, the relations shown in Fig.4-40 (this is an
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Fig.4-36 Example of an input image with some low quality paper.
1 .2 3 4 5 6 7 8 9 10
I I I V/Y/VA W/WA Y/WYA YAYA I W 1 I I WA III I I I m I II
2g2 222 ||_ g__ _gg ggg __g T
I I I VZV/XA I I I I I I I I V/M I K3 I I I VWA YftWA I I v＼ yAW/.
II 12 13 14 15 16 17 18 19 20
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|gg ||| ||| Hi I HI
^ I I I I YA I 1 I I WW/＼ I I I I K^^ I VA/A V/YA I l%fea I M I
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WX~＼ I I I I I | Y/＼ I YWA. I I I.I VA I I WA I 1%?^ Ill I VA I
__g 1 i__ g| _g| i _ ggi
~rn i i^fea 11 i i i i i i 11 ＼z＼i 11 i yam/a i t%e%i bifej i V/wM
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61 62 63 64 65 66
W!＼ M I I I III WWA. W&A | I W-
22 S _^i --% *-- ^
Til EMd I ^^ I I VA wT＼ mffi.














Fig.4-38 Grouping of legal patterns by their configuration.
3
Fig.4-39 Grouping of legal patterns by their direction.
example in group 4) are exactly established in an LSC-picture. This fact is verified from
Table 4-6 which gives the statistics of the LSC-picture in the case of CCITT's test chart
N0.1. These relations are based on the assumption of overlapped windows i.e.in the case
(1) in Fig.4-40, each of the legal patterns on the left side of the equation occurs in the
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Fig.4-40 Relations among legal patterns.
Table 4-6 Statistics of the LSC-picture corresponding to
CCITT test chart NO.l.
num population num population num population num population num population num population
1 3,840,551 2 46,417 3 8,169 4 8,169 5 7,673 6 7,673
7 7,383 8 7,174 9 7,383 10 7,174 11 5,153 12 5,121
13 4,854 14 4,584 15 4,565 16 4,552 17 4,285 18 3,996
19 2.418 20 2,609 21 2,363 22 2,369 23 2,523 24 2,284
25 2,443 26 2,324 27 2,040 28 1,954 29 1,500 30 1,849
31 1,874 32 1,638 33 1,489 34 1,318 35 1,794 36 1,800
37 1,712 38 1,341 39 1,715 40 1,755 41 1,631 42 1,440
43 1,517 44 1,278 45 1,058 46 1,104 47 1,302 48 1,053
49 1,263 50 1,252 51 1,235 52 1,189 53 1,040 54 1,183
55 1,144 56 1,044 57 1,013 58 900 59 978 60 1,022
61 1,006 62 805 63 731 64 702 65 611 66 611
It is investigated how the occurrence statisticsof legal patterns are deflected as the
image qualities vary. The results are shown in Fig.4-42. The input images for the
experiment are CCITT's test chart N0.1 (English letter) and sampled by the facsimile in the
fine detail mode. The samples are shown in Fig.4-43. The image size is 1,728 x 2,352 and
the scanning window is moved one pixel at a time, so that the total sample number attains
4,056,100.




Fig.4-41 Explanation of the relation
(1) in Fig.4-40.
of legal patterns, i.e. Fig.4-38 and
Fig.4-39 and of the relations between
them i.e. Fig.4-40. It will be mentioned
below that the order of the
occurrence of the legal patterns is not
ad hoc but universal.
Among the legal patterns in the
group D of Fig.4-38, the occurrence
frequency for the good quality images
is flat while those of the other
qualities are not flat. This means that
the digital lines are somewhat
disturbed. In particular, the number of
FH patterns is almost the same as
that of H patterns for the good
quality images. The same equations are
established in each rotation. In the
statistics of "blurred" images the
number of |±| patterns is greater than that of Be patterns. Thisis because the digital
lines are shifted to be thin down to about one pixel's width. In the statisticsof the
"stained"image, the deflection depending on the directionis prominent, which may be due
to the property of the noise.
The histogram of the group B in Fig.4-38 has more peaks and valleys in the
statisticsof "blurred"or "stained" images than those of "good quality". Noise generally
increases the kinds of SB and 03: patterns very much. In the case of "blurred" images,
■ patterns decrease greatly because the digitallines are very thin,whilein "stained"
images, EB patterns increase greatly due to the noisein the background. The group C in
Fig.4-38shows the same inclination.
The groups shown in Fig.4-39 do not appear to be as powerful for the classification
according to image qualities,though, they have the possibilityof being a powerful
parameter if we classify the input images by the kinds of the character patterns i.e.
alphabets,Chinese characters,etc.
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Fig.4-42 Statistics of the legal patterns in three kinds
of image qualities.
almost satisfiedin the case of "good quality" images while not in other cases.
IV-3-2-3 Definition of Characteristic Parameters for Image Quality
The considerations above bring us to define the characteristic parameters for
classification. The condition to be satisfied in our system is to classify only one bi-level
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Fig.4-43 Input images for the statistics.
image. It is impossible to compare the input image with the original native good quality
image. And the percentage of black pixels varies greatly because we have no a priori
knowledge for the input images except that of the line drawings. We must, therefore, be
very careful when introducing the parameters representing that percentage. Stillmore,
thisprocess is located at a pre-process, so that a simple algorithm is necessary.
The characteristic parameters defined here are based on the statisticsof the legal
patterns in 255 x 255 pixel images and summarized in Table 4-7. Parameter NO.1 is the
ratio of the legal patterns to all possible patterns except W pattern. The more the digital
lines contained are disturbed, the lower the value of this parameter. The W pattern is
removed from the calculation of this parameter in order to make the parameter
independent of the amount of black pixels (i.e.the digitallines) on the paper.
Parameters NO.2 and NO.3 are the ratios in the group B and C, respectively. These
parameters become extremely large when the image becomes "blurred", because
H and
|J patterns under the bar in Table 4-7 decrease in the "blurred" image. In the case of
"good quality" image, the occurrence numbers of these patterns are about the same, while
the patterns both under and above the bar increase by about the same percentage in the
case of "stained" images. (This fact is easily deduced from Fig.4-42.)
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Table 4-7 Characteristicparameters.
NO. meaning NO. meaning
1 ratio of legal patterns
19
22
legal pattern rule (4)
2
ratio in group B
/
3
ratio in group C
23
26
legal pattern rule (5)




order of black pattern
5 W connectivity (line)
6 W connectivity (space)
27
B group / D group
7I
10





legal pattern rule (2)
28












Parameter N0.4 in Table 4-7 is the ordinal number of the all-black pattern in the
statistics. In the case of "good" or "stained" images, this ordinal is secondary because the
all-black pattern occurs in the digitallines while the other legal patterns except W pattern
appear at the boundary part of the digitallines.(This is somewhat dependent on the width
of the digitallines.)
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Parameters N0.5 and N0.6 represent the ratioof the white large area to the whole
one. Parameter N0.5 is the ratioof 30 continuous W patternsin the scanning directionto
the whole and parameter N0.6 is of 15 x 15 compact areas consistingof W patterns. Here,
the values 30 and 15 have been decided from several pre-experiments. These ratios are
mainly dependent on the amount of digitalinesincluded in the objectiveimages.
The five relations shown in Fig.4-40 are available for the characteristic parameters.
For each relation, there are four cases which correspond to 1, 2, 3 and 4 in Fig.4-39.
Parameters from NO.7 to N0.10 correspond to the first relation (1) in Fig.4-40, and they
are the ratios of the right expression to the left. Parameters N0.11 to N0.14, parameters
N0.15 to N0.18, parameters N0.19 to N0.22 and parameter N0.23 to NO.26 correspond to
(2),(3),(4) and (5) relations in Fig.4-40, respectively. According to the degration of the
image quality, these ratios deviate from the value 1.0, which means the image is an
LSC-picture.
Parameters NO.27 and N0.28 are the ratios of the number of the patterns in B and C
groups to that in D group, respectively. The legal patterns in B and C groups represent
the case that the digitallines are neither in vertical nor in horizontal directions.If there is
some relation between the straightness of the digitallines and the degration of the image
quality,these parameters will be useful.
Parameter NO.29 is useful for measuring the direction of the legal patterns in D
group. The degration of the image qualitymay affectthisparameter as in the case of the
statisticaldata in Fig.4-42,particularlyin the "stained"images.
IV-3-2-4 Experimental Evaluation of the Characteristic Parameters
To evaluate the usefulness or features of these characteristic parameters, we
consider the F-ratioof the variance between the image-quality classes and those in each
image-qualityclass.The F-ratio for the k-th parameter is defined as follows:
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Fk=
l/(n-l)m5S K＼(W - Xr(k))
r-lj-1 J
where X ･ (k) : value of k-th parameter for j-th sample in the image-quality class r
n





in the image-quality class r
: the average of k-th parameters in allthe classes
: the number of samples
: the number of classes
We select approximately the same quality of image in the middle one of each column
in Fig.4-35. The data are obtained from CCITTs test charts IM0.1, IM0.2, N0.4 and N0.5
(shown in Fig.4-8). Forty images with size 255 X 255 pixels from each data set are
selected. Therefore, we have about 160 images for each class of image quality.
From these images, the characteristic parameters are calculated in each class, and
the statisticaldata are obtained. To investigate which parameter is powerful enough to
Table 4-8 F-ratioof the characteristicparameters.
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decide one of the image classes uniquely, the F-ratios between two classes are calculated
for allthe combinations of image classes.They are summarized in Table 4-8.
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The resultsshow that the available parameters which distinguishthe "good quality"
image from the others seem to be parameter IM0.1, parameters NO.11 to N0.14 and
parameters IM0.15 to IM0.18. The






the parameters to distinguish
"good quality" from others.
and N0.15 for the image qualities
shown in Fig.4-35, except the center
image, are plotted in Fig.4-44 to
demonstrate the above fact. From
this figure, the configurations of
these curves have peaks near "good
quality". The parameters, except
N0.1, are based on the relations (2)
and (3) in Fig.4-40. The reason why
these relations are powerful is
considered to be as follows. The
relation (2) includes §33 patterns
and the relation (3) does ffg
patterns. From the statistics
displayed in Fig.4-42, these two
patterns have the property of increasing as the degree of degration of the image quality.
Owing to thisproperty, the parameters based on the relations(2) and (3) can distinguish
the "good quality"images from the others.
On the other hand, parameters N0.4, N0.5, NO.6, NO.7 to N0.10 and NO. 19 to NO22
are important to distinguish between "blurred" images and "stained" images as seen from
Table 4-8. These fact is verified by the graphs of the average values of the parameters
NO.4, N0.5, NO.6, N0.7 and NO. 19 They are shown in Fig.4-45 in the same fashion as in
Fig.4-44. These curves are almost monotonic in the degree of gradual transition from
"blurred" images to "stained" ones. It is easy to see why the parameters N0.4, N0.5 and
NO.6 are available for this purpose. The parameters N0.7 to N0.10 and NO. 19 to NO.22 are
based on the relations (1) and (4) in Fig.4-40. The relation(1) includes ■ patterns and
the relation (4) does ■ patterns. These two patterns are not so frequently observed in
"blurred" images as the others, which is verified in Fig.4-42. This is the reason why these













The other parameters are not
found to be useful from this
experiment, but the parameters N0.2
and N0.3 have features for the
"blurred" images, in other words,
they become relativelylarge for the
"blurred"image. This is also deduced
from the statisticaldata shown in
Fig.4-42. Therefore, these
parameters are only to be referred
to in the case that the image may be
"blurred".
Parameters IM0.23 to NO.29
seem not to be useful for this
purpose, but we cannot deny the
possibility that in the case of other
classifications,for example, according to various Kinds of character patterns, some of these
parameters willturn to be very useful.
IV-3-2-5 Classification System
The actual classificationsystem is constructed on the PAIMAFACOM U-300 computer
system with the main memory, 64 Kbyte. The cycle time of this computer is 650 ns, and
the input image is stored in a disk. The program was written in FORTRAN and it takes
about 80 seconds to classifythe input image with size 255 x 255 pixels.
The configurations of the parameters which are taken to be efficient are interesting.
From Fig.4-44, the "good quality" images may easily be separated from the others. The
configuration of the parameters in Fig.4-45 shows the difficulty of the distinction between
"blurred" and "stained" images unless the "good quality" images are removed.
Based on this fact,the strategy of the classificationis decided. For good results we
must introduce a hierarchical classification rather than to classify three classes at the
same time. In other words, the system first decides whether the input images belong to
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the "good quality" or not. Only to the images decided not to be of "good quality", is the











Fig.4-46 Strategy of image classification.
The system calculate the 22 parameters (i.e. N0.1 to IMO.22) for the input images.
First,the parameters N0.1, N0.11 to N0.18 are evaluated. If an input image is classified as
"good quality", the process is finished. Otherwise, the second test is applied in order to
decide whether "blurred" or "stained" by the parameters N0.2 to N0.10 and NO.19 to
NO.22. The parameters NO.2 and N0.3 contribute only to the "blurred" images while IM0.4
does only to the "stained" images.
The evaluation of each parameter is done independently. The calculated values of
the parameters in the input images are compared with the average values of the
parameters in one class.In other words, the difference of the two parameters is evaluated
by the average of the Euclid distance and Mahalanobis distance. The score of the likelihood
of belonging to that class is the weighted average of the efficient parameters. The weights
are selected proportional to the F-ratios, and if the score for a class is greater than the
threshold value already given emprically, the image is decided to belong to that class.
The average values of the parameters are calculatedfor the images having nearly
the same qualities as shown in Fig.4-35. The samples of each class are about 120. The
average and the variance of them are also calculated.
The errors of the classificationmust be considered The errors occurring in the first
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classification are not so critical,while those occurring in the second decision are harmful
to the following processes, because the directions of the process are contrary to each
other. Therefore, in our system, the reject ratio (i.e.the threshold to decide the classes) of
the second decision is settled rather high to avoid the classificationerrors.
IV-3-2-6 Experimental Results
Experimental data are selected from the images which are used in taking the
average of the parameters. Strictly speaking, they are not the same because the positions
are different and they are again digitized by the facsimile. Also 20 data are selected from
different images. The total number of the experimental data is 165. The results are
summarized in Table 4-9. The correct answers are decided by human inspection.
Table 4-9 Experimental results of classification.
distinction of experimental system




blurred 36 1 0 8
good 0 53 0 4
stained 4 0 43 16
The recognition ratio of the system was 98.5$ and the reject ratio was 17.0%. The
reject ratio became rather high in order to decrease the errors in the second decision as
much as possible. This is natural since the purpose of the system is only to obtain
information about the direction of the process. Therefore, the rejects occurred almost all
in the second classification. This fact,in a sense, shows a littleloss, i.e.the system Knows
that the input image was not "good quality", but cannot decide whether "blurred" or
"stained". This is because the parameters to be used at the second classification are not
really powerful.
This fact is verified from another fact. Four fatal errors occurred at the second
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Fig.4-47 Examples of classificationerror images.
classification.Two of these are shown in Fig.4-47. They were classified as "blurred" class
though they are "stained", but one can see that the figures do not include enough digital
lines.The reason why these errors occurred is in the parameters N0.5 and IMO.6 which had
large weights at classification. They are largely dependent on the amount of digitallines
included.
As a whole, the system can be said to be useful in practice. Based on this
information, the adaptive system for noise eliminationis constructed. The detailis
describedin the next section.
IV-3-3 Noise Elimination System
IV-3-3-1 Transcription Tables for SYM-pictures
As described in section IV-2, a transcription function is necessary to make
SYM-pictures. In other words, if an illegal pattern is detected, which legal pattern to
replace it must be decided. The result of the classification system according to the image
qualityis available for this decision.
9
Transcription table consists of 2 entries, and each corresponds to the possible
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pattern in the 3x3 unit mesh. In the column of each entry, the number of the legal pattern
to be replaced is stored.
We prepare five transcription tables according to the classified image quality, one
for "stained", one for "good quality", two for the rejected images and the other for
"blurred". These translation tables are derived by the following process. The complete lists
of them can be seen in Table 4-10.
(1) For "stained" images
The candidates' set of legal patterns is restricted to those members which have less blacfc
cells than the illegal pattern to be replaced. The legal patterns which are the nearest ir
Hamming distance are selected. If there are more than two legal patterns, we select the
one which has the highest occurrence probability.
(2) For the rejected images likely to be "stained"
The candidates are the legal patterns with the minimum Hamming distance to the illegal
pattern. If we have more than one candidate, the pattern with the least black cellsis to be
the replacing pattern.
(3) For "good quality" images
The legal pattern to replace the illegalone is simply selected on the basis of the Hamming
distance and the occurrence probability.
(4) For the rejected images likely to be "blurred"
The strategy is the same as in case (2) except only the phase of "the pattern with the
most black cells".
(5) For the "blurred" images
The candidates' set is restricted to the legal patterns with more black cells than the illegal
one. The other starategy is the same as that in (1).
The rejected images have the feature such that neither of the scores for "stained"
nor "blurred" is greatly superior to the other. To the transcription, even this ambiguous
information seems to work reasonably well,i.e.the higher score selects whether (2) or (4).
Though, the tables (2) to (4) are almost the same in practice. Local noise is reduced largely
in this transcription. One example is shown in Fig.4-48. They are seen to be almost the
same but 477 pixels turn to white due to the translation table (1). This is because the
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( b ) (SM-picture)
Fig.4-48 SYM-picture made by the transcriptiontable
with localnoise eliminationcapability.
IV-3-3-2 An Automaton Description Which Checks the Constraint of Lines
To estimate the width of the digital lines we must group the symbols which are
parts of the digitalline. Since the unit mesh is a square, this grouping is considered to be
of two kinds, horizontal and vertical directions as shown in Fig.4-49. We call this a Tine
element".
For detecting the line elements, we consider a finitestates automaton, which checks
the constraintof linesin the symbol sequences of SYM-pictures. Before describing this,
another grouping of the set of legal patterns must be stated.
The legal patterns except W pattern (black legal patterns) are divided into three
groups taking the structure in them into consideration. There are two directions,i.e.
horizontaland vertical,but here we describe the horizontal directionas an example. The
same is true in the verticaldirection. i









linein the right position of W pattern are classified into group B', and those in the left
position are into group E". From these sets, three sets, B (Begining legal patterns), M
(Middle legal patterns), and E (Ending legal patterns) are defined as follows :
M - ff n E*, B = ff - M, E = F - M
It is clear that this is a partition of the set of black legal patterns. The numbers of
elements to be included in B, M and E are 16, 33 and 16, respectively.
From the definition of the digital line,the groups B and E are stillmore divided. 1
group consists of the legal patterns which are the digitallines alone. 2 group consists of
those which are only the gaps with sufficient width by themselves, and, others are 3
group. In the case of M, there do not exist white gaps, so that group 1 is the same, and
group 2 is the same as group 3 in the previous case.
To summarize the discussionabove, the legal patterns are dividedinto 9 sets,W, Bl,
B2, B3, Ml, M2, El, E2 and E3. Fig.4-50 shows the groups of each legal pattern,the upper
is from the horizontaldirectionand the lower from the verticaldirection.
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Fig.4-50 Groups of legal patterns for the automaton.
ml,m2
Fig.4-51 State transition diagram for the automaton.
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lines and accepts the line elements. The notation here is that a small character represents
one of the elements, for example, bltBl etc. The state transition diagram is shown in
Fig.4-51. The equivalent regular grammer is as follows:
non terminal symbol ― Wn : LNE, A, B, C
terminal symbol ― Wj. : bl, b2, b3, ml, m2, m3, el, e2, e3, w
rewriting rules ― R : LNE-≫b2A, LNE-≫wB, A-≫mlC, A->m2C,
A->el, A-≫e2, A-≫e3, B->blC,
B-mnlC, B-*b3A, B-*m2A, B-≫b2A,
B^el, OmlC, C-≫m2C, C-≫el,
C^e2, O*e3, C^w, C-≫b2
This automaton acts on SYM-pictures and checks the symbol sequence in the
continuous positions. This check is only a syntax one, and for some sequences even though
thischeck is passed, they may not be digitallines. To the contrary, allthe digitallines can
pass this check. An example of the result of this automaton is shown in Flg.4-52. In this
figure, the accepted sequences are denoted "LNE" and rejected are "ERROR". Therefore
the symbol sequences decided to be "ERROR" are considered to be noise or some distorted
signal.







Fig.4-52 Examples of the acceptance sequence of the automaton.
IV-3-3-3 Estimation of the Line Width
The width of the line elements accepted by the automaton are calculated easily by






For CCITPs test chart IM0.2,these two values for each symbol are calculated and
plotted to make the histogram in two dimensions. This is shown in Fig.4-53.The horizontal
axis corresponds to the width in the horizontal direction and the vertical one in the
verticaldirection.The contours represent the same populations. From thisfigure,we are




Fig.4-53 Histogram of line width in two dimensional space.
sum of the black cells with the maximum length in the symbols of the accepted sequence.
For example, the accepted sequences shown in Fig.4-52 have width 2, 9 and 3 from
the
left respectively.
If we assign this width to all the symbols in the accepted sequences in two
directions, each symbol except W pattern in the SYM-picture has two values, that is, one
corresponds to the width in the horizontal direction and the other in the vertical direction.








(1) The digital lines with narrow widths in both directions are considered to be slant
lines or digitalDOints.
(2) The digitallines with relatively large width in the vertical direction and at the same
time with relatively short width in the horizontal direction, correspond to vertical
lines.
(3) With the terms "horizontal" and "vertical" in description (2) exchanged, digital lines
are considered to be horizontal lines.
(4) The digital lines with relatively large widths in both directions correspond to
crossing points of the vertical and the horizontal digitallines.
The thresholds for distinguishing them are decided from this histogram, intrinsically.
Though to decide only the thresholds, itis better with two independent histograms not to
use a representation in two dimensional space as in Fig.4-53, because of the configuration
of the histogram. In practice, it is difficultto decide threshold values in this histogram, so
that we estimate the width of the line from two independent ones, in the horizontal and
verticaldirections.
Fig.4-54 gives examples of the histograms of the line width in the horizontal
direction.The data is cut out from CCITT's testchart N0.5, each of which is selected in
three image quality classes. Fig.4-54(a) corresponds to "stained",(b) "good" and (c)
"blurred"quality.
The first dominant peak is considered to correspond to the width of the vertical
lines, but there are many slant lines in the data, so, here, the first dominant valley is
considered to be the width of the digitallines. This estimation is good in the histograms of
the "good quality", but it will be difficultin the histograms of the low-quality images.
To verify these estimations, we select the digital lines to be estimated as the
vertical lines and the horizontal lines and show them in Fig.4-55 and Fig.4-56,
















( a ) "stained"
( b ) "good"
( c ) "blurred"
Fig.4-54 Histograms for three image qualities.
IV-3-3-4 Procedure of Noise Elimination
IV-3-3-4-1 Case of "Stained" Images
Fig.4-57(a) is an image with 255 x 255 size cut out from CCm N0.5 data classified
into the "stained" class. Fig.4-58(a) is the histogram of the width of the accepted line











Fig.4-55 Horizontal lines to be estimated.
images is said to have much noise in the background. Generally, this noise is not accepted
as a line element, so that from the histogram of the error symbols in Fig.4-58(b), the value
of the firstvalley is selected as the threshold value Tg to distinguish signal from noise. As
stated in the previous section, the value of the firstdominant valley is estimated to be the
line width and denoted T .
Based on these two estimated values, T_ and !",,, the process eliminates noise as
follows.
The symbols with either of the widths less than T are eliminated.
The symbols with both of the widths less than T are eliminated, unless there does
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Fig.4-56 Vertical lines to be estimated
(3) These steps (1) and (2) can not eliminate the small noise around the digitallines. So
the next step is to transform the resultant image to an LSC-picture.
The final result is shown in Fig4-57(b). This method is basically to distinguish noise
from signal according to the size of their area, therefore, the noise with large area is not
eliminated. This is the limit of this method. To eliminate them, a littlemore information than
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( a ) original
Fig.4-57 Experimental result for "stained" image.
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error sequences(a) accepted sequences
Fig.4-58 Histograms of the image in Fig.4-57(a).
IV-3-3-4-2 Case of "Blurred" Images
Fig.4-59(a) is an image with 255 x 255 pixels from CCITT IM0.5 classified into
"blurred" class. As in the previous section, the histograms of the width of the accepted
















Fig.4-59 Experimental result for "blurred" image.
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( a ) accepted sequences
error sequences
Fig.4-60 Histograms of the image in Fig.4-59(a).
thiscase,the lines are made thick.
The symbols satisfying the following conditions are replaced to make the digital
(1) The begining symbol of one line element must belong to one of the 4-neighbours of
the ending symbol of another line element.
(2) These two line elements have the same direction, i.e. the direction of the adjacent
positions must be the same as the direction of both line elements, which are derived
from the direction with lareer width.
The histogram of the width of the line elements can not be used in this case,
because the connection of the line elements largely depends on the semantics of the
signal,i.e. some real world constraints. Finally,as in the case of the "stained" images, the
resultant image is transformed to an LSC-picture. This image is shown in Fig.4-59(b).
There are many gaps not filled. To do so, more information is necessary as in the case of
''stained"imaees.
IV-3-4 Discussion
The adaptive system for noise elimination has been described in thissection. The
featuresof thissystem are as follows.
(1) The process depends on the image-quality of the input image, in thissense this
system is adaptive. Even if the system cannot decide the image quality,the system
works relativelywell.
(2) The objective image sizeis 255 x 255 pixels,which atains to 1/60 of the whole
image with size A4, so that for the partial degradation of the image quality, this
system works fairly well, although there will be some problems around the
boundaries.
(3) The actual processes work on the SYM-picture, which is a descriptionof the original
image. Therefore, it is possible to perform the processes faster and more
intelligently.
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(4) The system takes the statisticsof the legal patterns, and gives the possibility of
using them for the purposes of distinctionof the characters, or division of the
picture region and graph region etc.
Researches about the possibilities tated above are left for future study. The
processes based on the 3x3 unit mesh have, we believe, many possibilities,and by






The standpoint of communication systems is to realize the sending data at the
receiving side with high fidelity. In the field of image transmission, this objective also
exists. It is well Known that images have much redundancy, so that there has been much
research into reducing this redundancy. Even if we restrict the range within the field of
bi-levelimages, there have been many proposals based on various ideas. Recently, study
group XIV of the CCITT has reported a Recomendation (T.4), which may be classified into
one dimensional coding based on the run-length by using a 'modified Huffman code (MH
code)', and into two dimensional coding known as a 'modified relative element address
designate (Modified READ)9 code.
Generally, the evaluation items for a coding method are:
(1) The compression ratio '
(2) The influences of transmission errors
(3) Ease of realization as hardware (i.e. the complexity of the algorithm and the amount
of the coding and decoding tables)
(4) Extensibility
These items are derived from the aspect of the digital transmission.
Our aspect is that the digital communication and information processing are
intrinsicallyin the same field and we must devise a coding method which is available not
only in the field of digital communication but of information processing as shown in
Fig.4-61. From this standpoint, the coding methods which have been proposed appear not
to be to our satisfaction. Almost allthe coding methods are based on the signal, and the

















symbols forcodingare selectedonly to reduce the redundancy.
The features of the coding from our aspect are as follows:
(1) We can observe the image only once in the decoding process, because the symbols
for communication are also the same ones for those of information processing.
(2) We can correct transmission errors by using the redundancy, not only in the
codewords themselves, but also in the relation of symbols.
(3) The coding process can have the ability of pre-processing the image i.e. noise
elimination, to get the statisticaldata, etc..
(4) There will be the possibility of adaptive coding corresponding to the information
region, that is, the character regions, graph regions, picture regions and so on.
In this section (IV-4), we describe the coding method in accordance with this
concept. The symbols for coding are the legal patterns which are one class of
representation of the pattern generating constraints, and are derived from the
requirement of information processing. This coding method is evaluated from the
standpoint of communication for the items described above.
IV-4-2 Standard Coding Techniques
There are excellent surveys [37,38,39,40] of the coding method of bi-levelimages.
Therefore, we only describe the positionof our coding method in several research areas.
The coding method can be classifiedinto the followingthree categories according to
the symbols for coding,i.e.(1) pixels(2) blocks and (3) run-length.
(1) Pixels
In this category the coding is done based on pixels. The representative methods
predictivecoding (ordering algorithms) [41,43], growth geometry coding [42], or




To obtain a high compression ratio by simple methods, the coding symbols become the set
of pixels(blocks). There are white block skipping (WBS) coding [46], adaptive block coding
[47], and DF-expression [48] etc_
(3) Run-length
Run-length is the most popular symbol for coding. The standard coding method
recommended by CCITT are classified in this category. Representatives are Modified
Huffman coding and Modified READ coding [49,50].
Our coding method is classified into the second category i.e. blocks for coding
symbols, and has the characteristic of approximate coding. There are a few coding
methods developed from this standpoint. The DF-expression developed by Kawaguchi [48]
is fairly good from the point of information processing and of compression ratio,but its
abilityin information processing is rather restricted, and coding and decoding algorithms
are complex. The combined matching system developed by Pratt [51] has low ability for
character identification, and this coding method divides the objective image into the
character parts and the residue. By doing this,a high compression ratio is obtained, but
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the algorithmis complex and if the image contains noise,the efficiencywillgo down.
Before describing our coding methods in detail,we first,briefly,comment on the
standard coding methods i.e. MH and MR [49,50] because ours take advantage of the
concepts of these methods.
(1) Modified Huffman coding (one dimensional coding)
The coding strategy is based on the coding for each scan line. The lastcode of
coding one scan lineis EOL which has a unique bitsequence which does not appear in any
combination of the code words. Each lineconsists of a sequence of alternating black and
white runs, and is assumed to begin with white ones. This coding schema takes run-length
set as the coding symbols, and for these symbols two types of code words are assigned.
One is called the terminating code <TC) and has code words corresponding to run-length
from 0 to 63. The other is calledthe make up code (MUC) which represents a run-length
value of 64xN. If a run-length value is greater than 63, an MUC is transmitted followed by

















Fig.4-62 Examples of MH coding.
Fig.4-62 shows an example of Modified Huffman coding.
(2) Modified READ coding (two dimensional coding)
The modified READ coding is a line-by-lineschema and the lineto be coded is called
"coding line"and the line which lies immediately above the coding line and just coded is
called"reference line".
Before describing coding Drocedure. DreDaration is needed about the definitionoi
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the changing pixels and the three coding modes.
(i) Definitionof changing pixels
A changing pixelis an element whose coloris differentfrom
that of the previous pixelalong the same line. There
are fivekinds of changing pixels.
aO: the reference or startingchanging pixelon the coding line
al: the next changing pixelto the rightof aO on the coding line
a2: the next changing pixelto the rightof al on the coding line
bl: the next changing pixelon the reference lineto the
rightof aO having the same color as al
b2: the next changing pixelto the rightof bl on the reference line
(ii)Definitionof coding mode
The procedure utilizesthree coding modes.
1) Pass mode
This mode is identifiedwhen the positionof b2 liesto
the leftof al
2) Verticalmode
This mode is identifiedwhen the positionof al is coded
relativeto the positionbl and the relativedistanceis
|albl|<3
3) Horizontalmode
This mode is the other case,and the run-lengths |aOal| and
|ala2| on the coding line are coded at the same time
(iii)Codingprocedure
The coding procedure is formally defined by the flow diagram
shown in Fig.4-63.
(step 1)
If b2 is detected before al, then 'pass mode' isidentified.
The reference pixelaO is set on the pixelbelow b2.(Fig.4-64(a≫
(step 2)
Determine whether verticalmode or horizontalmode
i) If |albl|<3 then verticalmode. Set aO on the position
of a1 in preparation for next coding.(F1g.4-64(b))
ii)If |albl|>3 then horizontalmode. Set a2 on the position
of aO.(See Fig.4-64(c))
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Fig.4-63 Coding procedure of MR coding.
Fig.4-64(d)is an example of Modified READ coding.
The theoretical and practical compression ratios of these standard methods for
CCITTs test charts are summarized in Table 4-11. From this table, the coding method
seems to be very good, because the efficiencyof the code is about 93%.
In our coding methods, the image for coding is an LSC-picture as defined in section
IV-2. Their pixels are the legal patterns defined by 3x3 unit meshes and the relationsin
their 8-neighbours have been satisfied.Itis thisredundancy we want to take advantage
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Fig.4-64 Examples of MR coding.
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Table 4-11 Compression ratiofor MH coding and MR coding.
entropies coding level
M H M R M H M R
CCITT NO.l 20.64 33.49 15.61 22.06
CCITT NO.2 23.48 60.61 15.56 27.57
CCITT NO.3 11.46 22.68 9.16 14.48
CCITT NO.4 6.14 8.71 5.26 6.95
CCITT NO.5 10.66 19.76 8.76 13.35
CCITT NO.6 15.44 39.22 10.49 19.41
CCITT NO.7 7.89 8.59 5.16 6.83
CCITT NO.8 12.61 33.56 8.37 16.29
IV-4-3 Coding Method for LSC-pictures
IV-4-3-1 Zero Memory Coding (ZMC)
The simplest idea for coding LSC-pictures is to code each symbol one by one
independently. The number of the symbols is 66. We investigated the occurrence
probabilitiesfor the symbols and assigned a code word to each symbol by the method of
Huffman.
This coding method is considered to block 9 pixels(our coding symbol is defined in
the unit mesh with size 3x3 pixels). Even in the most ideal case, each symbol occupies 1
bitcode word. The compression ratioin thiscase is,at most, 9. We must enlarge the size
of the unit mesh in order to make the compression ratio higher, which requires the
increase of the number of legal patterns. This degrades the compression ratio. Therefore,
we are obliged to introduce some technique named 'approximate coding',which somewhat
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grades down the image qualities.
There have been a few methods proposed on the basis of thisidea.
Tominaga [35] introduced the 4x4, 8x8 and 16x16 blocks aiming at a high
compression ratio. He calculates the statistics of the objective image and selects at most
50 symbols among the possible patterns for coding. When applied to weather charts,
English and Japanese characters, he got the average compression ratios of 6.9, 8.2, and
8.2 for 4x4, 8x8, and 16x16 blocks, respectively.
Knudson [36] introduced 8x8 block and found that a subset of 62 patterns out of
the possible 2 was sufficient to obtain adequate image quality for practical use. He got a
compression ratio of 10 for newspaper text and graphics without any coding method.
Zero memory coding method for LSC-pictures is almost the same as these methods.
The main differenceis that our method is an approximate coding in a strictsense but the
image qualityis not worse compared with that of the original.From the standpointof the
compression ratio,our method is not so good. From the code words in Appendix-C, it can
be seen that the code efficiencywillbe rather low.
A prominent feature of ZMC is the possibilityfor error detection and correction by
utilizingthe relation among symbols. In an LSC-picture, a symbol is restricted by the
symbols in its8-neighbours. ZMC does not take advantage of thisredundancy, so that this
property is available for error detection and correction. On the other hand,it may be
possibleto use thisproperty to obtain a higher compression ratio. Other coding methods
for LSC-pictures described in thissection are from thisstandpoint.
IV-4-3-2 One Dimensional Coding (ODC)
In thissection we introduce a run-length coding method likethe 'Modified Huffman'
described in section IV-4-2. The run-length coding is only suitablefor bi-level images.
Each pixel in an LSC-picture has values from 1 to 66 according to the kind of legal
patterns.From these facts,we intend to extend the run-length coding method as follows.
(1) Only W pattern which consists of allwhite pixels is considered to be the white
pixelsin the run-length coding. The run-length means the number of continuous W
patterns in the main scanning direction.
(2) The other 65 patterns (hereafter in thissection called "blacklegal patterns") are
considered to be the black pixels. The run-length of black patterns usually consists
of various kinds of black patterns, so thatitis not sufficientto transmit only the
run-length number of black patterns. The symbols have a structuralrelation among
their8-neighbours, so that thisredundancy may be utilized.
Some considerationsare necessary to compare the ODC with the coding on the pixel
level.The followingare assumed.
* Statisticalproperty
the occurrence probabilitiesof run-length
for white runs 0 < Pw(k) < 1
for black runs 0 < Pb(m) < 1
where m, k : the length of each run 0 < m,k < 1728
the occurrence probabilityof the blacklegal patterns
0<P|(n)<l where n : the identifierof the blacklegal
patterns 2 < n < 66
Based on these assumptions, we calculatethe average entropies for the one symbol
line,i.e.3 pixellines as shown in Fig.4-65.
(1) For the white runs
Fig.4-65 Example of one symbol line.
* the pixellevel
The average entropy of a whiterun-lengthis -^^w M log P (k)
We have threelinesso thatthe sum is -3^P (k)log P (k)
* thesymbol level
We code threelinestogether.For any integerI,1 s I s 576
Pw (3I)=P (3I-1)-P (31-2)£ P' (k) is assumed.
-136-
The average entropy of white symbol run-lengthis nearly equal to
-Zp'w(i) loe p'w(i)= ^Pw (k)loe pw(k)"log 3
(2) For the black runs
* the pixellevel
As in the case of the white, the average entropy of three blackruns is -3^Pij (m)
log Pb (m)
* the symbol level
The black runs of the three lines occupy Fm'/Sl symbols in the shortest case and
L(m' +1)/3J+1 symbols in the longest case. Where m' is the longest run in three black
runs and LxJ means the maximum integer below x, and Fyl the minimum integer
greater than y. Approximately we obtain the average entropy
2X (m) ( L(m+1)/3J+1 )( -X W log P|(n)> / 3
m ° n '
Therefore, we get the difference of the average entropies between the pixellevel
anrftho cv/mhnlIcub! ≫ fnllnws*
"2^PW GO log Pw (k) + log 3 + 2?b (m) f 3 |OS Pb <m) + ( km+1>/3J + 1 >
<-XP| <"> log Pi <n) ) } (4-1)
If this expression (4-1) is positive, the entropy on the pixel level is greater than
that on the symbol level which is favorable to our coding. Otherwise the contrary is
established. The first two terms are independent of m, i.e. corresponding to the width of
digitallines. The last term depends on m, and as the average of m grows larger, it goes
negative, and the expression (4-1) itself turns to be negative. The average value of m
which makes the expression (4-1) nearly zero cannot be decided exactly because it
depends mainly on the statistics of the image itself. Generally, ODC is suitable for a
relatively small width of the digitallines, i.e.it is most efficientfor approximately the same
size of unit mesh and width of line.
To compress the redundancy, we introduce the simple Markov process for the
coding of the black legal patterns. As stated in section IV-2, the kinds of the legal
connections between two adjacent symbols are 1,582 of all possible number 4,356 (=2 ).
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This constraintseems to have a contributionto the compression ratio.Indeed we can save
thisconstraintfor error detecting or correcting abilitiesas for ZMC.
One of the important features of thismethod, likeZMC, is the capabilityof doing the
decoding process and the pre-processing (getting statistics,estimating the line width,
deciding the characters region etc.)at the same time. This comes from the fact that the
symbols for coding are selected in favor of the image processing, and the black legal
patterns are coded one by one. This favorable feature willbe proved in the near future.
IV-4-3-3 Two Dimensional Coding (TDC)
In this section, we try to apply the Modified READ coding technique described in
section IV-4-2 to LSC-pictures. The blacklegal patterns are considered to be the black
pixelsand the W patterns are the white pixelsas in the previous section.
(1) Definitionof changing symbols
aO, al, a2, bl and b2 must allbe the same as in the pixel level, though each pixel
corresponds to a symbol.
(2) Definitionof coding mode
(i)
(ii)
pass mode ― Same as in the pixel level
vertical mode ― The symbol itself consists of 3x3 pixels, so that the distance
|albl| < 1 is sufficient to identify this mode. It corresponds to the range from
three to five pixels.
(iii) horizontal mode ― If the distance |albl| > 1, then the run-length of |aOal|
and |ala2| are coded. One of these must be the blacklegal patterns. They are
coded on the simple Markov model like ODC.
(3) Coding procedure
The main part is shown in Fig.4-66.
(stepl)
If b2 is detected before al, then pass mode is identified. The reference symbol aO is
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( c ) horizontal mode
Fig.4-66 Coding procedure of TDC.
a'O
<step2)
Decide vertical mode or horizontal mode
(i) If jalblj £ 1, then vertical mode. We must code |ala2| by the simple Markov
model as well as |albl|. Next aO is set on the position a2. This case is
different from that in the pixel level.
(ii) If jalbll < 1, then horizontal mode is identified. Set a2 on the position of aO.
The main diference between MR and TDC is the point that the changing symbol aO
must be on the W patterns because TDC always does coding the black legal patterns and
succeeding white patterns together. This means even in the vertical mode we must code
the black legal patterns located from al to a2 as in the horizontal mode. MR coding
includes some features of the method of specifying the changing pixels, because for
bi-level images, the information about the position of the changing pixels is criticalfor
compression ratio. However, in the case of the coding for LSC-pictures, the information
about the position is not criticalat all,but the information about the black legal patterns is
important for compression ratio. Therefore high compression ratio is not expected as in
the case of the pixel level. Stillworse, the transmission errors seem to affect heavily the
image quality due to the two dimensional coding.
IV-4-4 Experimental Results








The experiments have been done in the followingsteps.(See Fig.4-67)
(1) The models for information sources i.e.the images have been selected. Our purpose
is to show the efficiency of our codings, ZMC, ODC and TDC, in comparison with the
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Table 4-12 Compression ratiofor ZMC, ODC and TDC.
entropies coding level efficiency
ZMC ODC TDC ZMC ODC TDC ZMC ODC TDC
CCITT NO.l 15.67 28.26 32.26 6.93 27.32 28.37 0.44 0.97 0.88
CCITT NO.2 18.83 34.93 45.89 7.28 28.98 31.94 0.39 0.83 0.70
CCITT NO.3 10.36 17.04 20.17 5.93 16.38 17.18 0.57 0.96 0.85
CCITT NO.4 5.35 8.13 8.79 4.22 8.11 7.95 0.79 0.99 0.90
CCITT NO.5 9.98 15.73 18.25 5.84 15.41 15.95 0.59 0.98 0.87
CCITT NO.6 14.90 24.32 31.61 6.75 21.16 23.84 0.45 0.87 0.75
CCITT NO.8 6.81 16.85 22.68 4.26 7.40 7.66 0.63 0.44 0.34
standard coding techniques, MH and MR. The entropies of these models for the same
information sources ( here, we select the data of CCUT N0.1 to N0.8 except NO-7)^ are
investigated and summarized in Table 4-12.
(2) The coding is done for these models. The complete code words for our coding
models, i.e. ZMC, ODC and TDC are listed in Appendix-C. The compression ratios of these
models in the code sequence level including the EOL code word are investigated for the
same data, and also shown in Table 4-12.
(3) For these code sequences, noise is superposed. The kinds of noise are random noise
and burst noise.
(4) For each model the decoding processes are applied to the code sequence with the
noise. If some errors are detected, the line is aborted and the previous line is repeated.
Some examples of a part of the decoded image with errors are shown in Fig.4-68. The
superposed noise is common in allimages, and it is the random noise. The error ratio is
-4
settled at 10 for comparison.
1) N07 does not satisfythe conditionsfor making LSC-pictures
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In facsimile a photocell is caused to perform a raster scan over
the subject copy. The variations of print density on che document
cause the photocell to generate an analogous electrical video signal.
This signal is used to modulate a carrier, which is transmitted to a
romoto doctination over o radio or cable eommunieati≪n≫link.
At the remote terminal, demodulation reconstructs the video
signal, which is used to modulate the density of print produced by a
printing device. This device is scanning in a raster scan synchronised
with that at the transmitting terminal. As a result, a facsimile
copy of the subject document is produced.
MH coding
In far^inu'lp a photocell it uuiuUu perform i riiur-tcat-ovor
uou≫e tfit(jliutucell―toguittTniu an atulogous electrical""video signal:
Thio signal is used to modulate a carrier, which is transmitted to a
x"amn/'e_de.sj'JjiAtian_nver_*-iadio―ar―c~bloa≪nBiuniofltionolirl^ .
At the muxjie―lifLuiiudl- demcnhrftftiionreconstructs the videB―'
signal, which is used to modulate the density of print produced by a
printing device. This device is scanning in a raster scan synchronised
-j.t.ththat at the transmitting terminal. As a result, a facsimile
copy of the subject document is produced.
MR coding
At the remote terminal, de&adulaLluu icuuii^Lrucls Lhe video
signal, which io uocd to modulate the density of print produced by a
printing device, tfiis device is scanning in a raster scan synchronised
with that at the transmitting terminal. As a result, a facsimile
copy of the subject document is produced.
^vbably you have uses for this facility in your organisation.
ZMC
Tn farsimiIs a phnrnrs]1 is caufod to perform ≫vnotcv otan av≪f
the subject copy. The variations of print density on the document
Lduat me pnuLuccil Lr.generate an analogous electrical video signal.
This signal is used to modulate a carrier, vhich is transmitted to a
r≪*motcdestination over a radio &r cable communications link.
At the remote terminal, demodulation reconstructs the video
signal, which is used to modulate the density of print produced by a
printing device. This device is sc.inningin a raster scan synchronised
with that at the transmitting terminal. As a result, a facsimile
copy of the subject document is produced.
ODC
In fflrsimilf flnhnrnrfil h raiiieri rn ntrfn a ratrir inn nuir
Che subject copy. The variations at print density on the document
._≪uoe Lli≪|/liwi.w<.≪llU>->(cueiaLi: an iiiiaLugous elecLrlcal video uLgnal.
This signal is used to modulate a carrier, vhich is transmitted tc a
ramnre riarrinnrina aim a uriia n nili iiniimini liili
At the rematc terminal, demodulation reconstructs the video
signal, which is used to modulate the density of print produced by a
printing device. This dfevii.eis scanning in a raster scan synchronised
with that at the transmitting terminal. As a result, a facsimile
copy of the subject document is produced.
TDC
Fig.4-68 Decocted images with errors
-142-
IV-4-4-2 Evaluation of the Coding Schema
The results presented above in Table 4-12 and in Fig.4-68 are evaluated from the
points described in section IV-4-1 in comparison with the standard coding methods. The
numbers correspond to those in sectionIV-4-1.
(1) Compression ratio
From Table 4-12, the compression ratios of ODC and TDC are a little higher than
that of MR in this data. This is because, even in ODC, the correlation between the lines is
utilized owing to the symbols with the 3X3 unit meshes. As stated in section IV-4-3,
however, as the width of the digitallines grows larger, the compression ratio decreases
gradually.
The compression ratio of ZMC is very low compared with others, but ZMC has other
advantages that will be described later. It is worth while saying that the compression ratio
and error reduction capability are contradictory requirements.
(2) The influences of transmission errors
From Fig.4-68, the image of MH has the best capability against transmission errors.
The codings for LSC-pictures have a disadvantage due to the 3x3 unit meshes. In other
words, we code three scan lines alltogether, so if transmission errors occurred, at least
three lines are not decoded correctly. Stillworse, the disposal of the error suffered lines
is not fitfor our coding methods. Generally, correlations of every three lines are not so
large. Therefore, the process to substitute the present line with the previous line makes
the decoded image worse. We must select an other process for the error-suffered lines,
but a great improvement is not expected. Therefore, some schemata of error correcting
are inevitable in our coding methods and these are mentioned in the following works.
(3) The amount of hardware system
The coding and decoding algorithm of TDC is not as complex compared with that of
MR. In the case of OCX), itis a littlemore complex than that of MH. Still,ZMC is the
simplestcoding algorithm.
The size of code tablenecessary is relativelylarge in ODC and TDC, i.e.about 1,650
code words, while about 100 code words are in MH and MR. In ZMC, there needs to be
only 67 code words. The size of code tables for ODC and TDC may be practicalconsidering
recent development of LSI technology. If we want to decrease the sizes,we must give up
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using the simple Markov model for coding the black legal patterns. Instead, if coding is
done on a memory-less model, the size of the coding and decoding tableis at most only
150 entries.This may cause compression ratiosto decrease.
The buffer necessary for transmission is not the problem. Strictlyspeaking, MH
needs one scan line buffer, MR two scan lines, ZMC and ODC three scan lines, and TDC
needs six scan lines.
(4) Extensibility
When the resolution is changed, or the paper size becomes larger, the degree of
adaptabilityof these methods is very interesting. ZMC is applied as itis,but the other
coding methods must have additionsto the code tables because they are dependent on the
run-length coding. In fact,CCITT's recommendation includes the extention code up to
2,048, which corresponds to B4 size with the fine detailmode. Other changes do not effect
these methods as much.
These items are common in the field of communication. We want to add another item,
the affinity of the information processing. From this standpoint, MR is the worst of all.The
symbols for coding are either the position of the changing pixels or the run-length
between them. Therefore, we cannot process at all. The coding symbols for MH are the
run-length, and we can perform some information processing based on it.
The coding methods based on legal patterns are very well fitted for the image
processing, because traditionallythe 3x3 window has been used, and most of the
processing algorithms are at least two scans of the image, once for observation and the
second for processing. One of the features of these codings is that we can decode and
observe the image at the same time. From the simple observation, for example, we can




In this section IV-4, we described the coding schema for LSC-pictures. The
orlwantaooenf theco metthnHc are ciimmari^orlac fnllnu/c
(1) The compression ratiois almost as high as the standard ones, MH and MR.
(2) The influences of the transmissionerrors are worse than those of the standard ones
unless some error correctingmethods are introduced.
(3) The tables for coding and decoding are much bigger than those of MH and MR.
Giving up the Markov model for coding the blacklegal patterns, they are almost the
eamo cba ac thneo r≫fMM anrlUP
(4) The affinity of the information processing is much better than the others. This
becomes, we believe, the most important property in future communication.
To restrict discussion to our three coding methods, ZMC is the simplest and has
many advantages, but its compression ratio is the worst of all.This is relatively an
important item for communication, therefore ZMC is not said to be a good coding.
TDC has the highest compression ratioof all,but the coding and decoding algorithm
is rather complex, and the influences of transmission errors affect itsignificantly.The
improvement of compression ratio in comparison with ODC is not worth these
disadvantages.
ODC seems to be the best coding of all.The compression ratio is relatively high, the
algorithm is rather simple and the influences of errors affect only one line. The symbols
for coding are defined intrinsically by 3x3 unit meshes, so that the correlation on the
vertical direction is also utilizedin ODC of horizontal direction. The problems in deciding
the coding method in general must be considered among the items of the compression
ratio,the complexity of the coding/decoding algorithms and the influences of errors. From
this viewpoint, it seems to be needless to use TDC for LSC-pictures unless it uses the
correlation among the black legal patterns, not only in the horizontal, but also in the
vertical direction. This is because the two dimensional prediction model is able to greatly
compress redundancy, as shown in Fig.4-13.
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Table 4-13 Entropies of CCITTs' test charts








CCITT NO.l 15.67 27.47 56.82
CCITT NO.2 18.83 42.74 78.68
CCITT NO.3 10.36 17.76 40.00
CCITT NO.4 5.35 8.07 15.11
CCITT NO.5 9.98 16.23 35.46
CCITT NO.6 14.90 27.17 66.53
CCITT NO.8 6.81 21.46 48.78
Digitalcommunication willbecome more closelyrelated to information porcessing in
some senses. In thiscase,the coding symbols are more similarto those of the information
processing as is described in thissection. There are left many problems of other methods
for LSC-pictures, but we hope thissection may serve to show the directionto proceed in
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IV-5 Reconstruction of Hand Sketched Line Drawings
Application of MOLD Theory (3)
IV-5-1 The Problems
In our terminology, line drawings consist of character regions and diagrams (see
Fig.4-69). Diagrams are difficultto process for coding by computers, because the lines













Fig.4-69 Terminology of this section IV-5.
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The development of computers and I/O devices make it necessary to process these
diagrams. In our society, there are many kinds of diagrams and the problems to store,
retrieve, and update them, remain in future [60,61]. This fieldis basically the same as that
of CAD or computer graphics, where the manual input process has been very hard and
tiresome work.
From the viewpoint of processing diagrams, they may be divided into two categories
as below.
(1) The lines themselves included in the diagram have a significant meaning; an
important piece of information is,then, positions and curvatures. Examples in this
catesorv are draftings.
(2) The graphical symbols representing some meanings are already defined. The key
information of this kind of diagram is the topological relations among symbols i.e.the
connectivity of symbols. Logical diagrams, block diagrams, circuit diagrams and flow
charts are examples of this category.
The diagrams in the first category must be drawn accurately. Our objective
diagrams, therefore, are in the second category, and we can derive the key information
from them even if they are hand sketched diagrams.
In this section, we discuss a method for the input process of hand sketched
diagrams to free people from this tiresome work. Generally, this process is considered to
be the process of transforming dot data into vector form. The simple idea js to do this on
an on-line svstem ffi?1
There are two methods worth commenting upon. Ramachandran [52] developed a
method named "vector coding". For the purpose of information compression, he
transformed the dot data to vector form. This method was based on the run-length
process, so that only one scanning was necessary, but a large problem existed in the
process for nearly horizontal lines which occurred frequently in the diagrams in the
Yoshida et a[[59] handled hand sketched data written on section papers (meshes).
The diagrams were restrictedto those of printed patterns. According to the section of the
paper, the symbols were recognized and the lines were transformed to vector forms. They
also made a hardware svstem. Manv restrictionsexistedin writingdiagrams.
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Our purpose is only to extract the topologicalinformation and reconstruct the hand
sketched diagrams. If we want to use the extracted data to be equivalentto the fieldof
computer graphics, the recognition of the symbols is essential. We take advantage of
SYM-pictures to make the process faster and at a higher processing level, because the
symbols already represent the local features and the automaton described in section
TW O O Ir*.m >niInl-%1A
First, a method to distinguish between characters and graphs is described in the
next section. Only the regions of the graph are selected for further processing. Also, for
these graph regions, the feature points necessary to extract topological representations
are difined and extracted based on the results of the automaton (see section IV-5-3). For
these feature points the information about the connections, which feature points are
connected to others, is investigated and it is determined whether they are curves or
straight lines (IV-5-4). The topological descriptions are constructed from this information,
and the reconstructions are done. These are described in section IV-5-5.
IV-5-2 Distinction between Characters and Graphs
Diagrams generally contain characters. The propertiesof the characters are very
differentfrom those of graphs, and the probelms often arisethat the characters disturb
the process of handling the graphs. There is an important concept 'thatwe must classify
the input data in the case that there are various kinds of regions'. Therefore, first,we
consider the method for distinguishingcharacters from graphs.
The diagrams in the second category usually consistof three components: lines,
symbols and characters. In order of complexity, the characters are first,the symbols are
second and the lines are last. To make the method a general one, knowledge about the
input diagrams should not be introduced at an early stage. For our purpose, the symbols
are considered to be on the same level as the linesand these two are called graphs. If
recognition of these symbols is necessary, we may be able to do iton the basisof our
finaldescription.
The key property for distinguishing characters and graphs exists in the characters
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and in the graphs. For example of the former, the character regions are compact, or the
density of the black pixelsis high around the characters etc. Here, we comment on two of
the proposed methods.
Terajima et al[54] developed a method based on compactness of the character
regions with the connection information on the black pixels. They settled the restriction of
the size of the characters, and of the gaps within the characters and between the graphs
and the characters. These restrictions seems to be very strong.
Iwaki et a[[55] developed a method based on the density of the black pixels. They
did not use any information about the connection. By calculationof the density of allthe
white pixels,the character regions were decided. There remain the problems of noise and
of the large amount of calculationneeded.
In contrast to these methods, we would like to utilize a property of the graphic
region. The property we use here is that the graphic regions generally contain relatively
long lines which lie nearly in the vertical or horizontal direction. The diagrams have great
variety by themselves, so that there are no rules without exceptions. To restrict our
discussion to the diagrams in the second category, the restriction derived from this
property seems to be weaker than the others presented.
Explicitly,our restrictions for the input diagrams are:
(1)
(2)
The characters must not touch the graphs.
One connected graph region must include at least one relativelylong horizontalor
verticalline.
This leaves the problems concerning broken linesand separate symbols because of the
connectivity.
Now, we explain the actual process. The steps of the process are as follows:
(step 1) The extractionof the horizontalor verticallines
For a SYM-picture there exists an automaton to accept digitallines,and the widths
of the lineelements in the acceptance sequences are accumulated separately in the form
of histograms. They are used to estimate the width of the digitallines. The estimated
values are denoted V and H corresponding to the vertical and horizontal direction,
respectively.
Emprically, other thresholds for the lower limitof the digitalinelength are defined
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as,four times as much as Vw and Hw, i.e.V, = 4 x Vw and H, = 4 x Hw , respectively. The
criteriadecide the vertical lines or horizontal ones as follows:
(i) Vertical lines
The line elements with length in vertical direction more than V, whose widths are
less than Hw for a length of at least V,.
(ii) Horizontal lines
The line elements with length in horizontal direction more than H, whose widths are
less than V for a length of at least H,.
By examining the results of the automaton, the line elements which satisfy one of the
above two criteria are extracted straightforwardly.
(step 2) The extraction of the connected regions
The process applied here is an iterative one. First,the parts extracted in step 1 are
deleted. Then, for the remaining image, the automaton is applied again and the elements
with width changing in comparison with the previous results are deleted. This process is
repeated untilno elements are deleted. The residue is the region of the characters.
The results for the data of CCUT N0.2 and N0.5 are shown in Fig.4-70 and Fig.4-71,
respectively. In these two figures, (a) corresponds to the original data and (b) the
character region. As feared, the symbols which represent condensers and earth are
classifiedas characters, as shown in Fig.4-70, and the slant lines and the broken ones are
also distinguished wrongly.
Because of the iteration, the process is rather simple but it takes much time. The
programs to do this algorithm are written in PL/I and the computer used is M200. The time
necessary for the process largely depends on the data. It takes about two minutes to
process the data shown in Figs.4-70 and 4-71. We can easily save most time by removing
the limitation of the memory size.
The errors will be corrected by introducing other properties to work together with
thisone for the slant lines. However, separate symbols and broken lines are intrinsic
problems, therefore a higher level of knowledge about the diagrams should be introduced










































































































































































































































IV-5-3 Extraction of the Feature Points
Hereafter we restrict our discussion to the diagrams without characters, i.e. graphs
which are the results of the distinction process described in the previous section. So, our
graphs consist of two components, symbols and lines to connect them. Symbols are not as
complex as the characters, therefore we treat them as a collection of lines. In other words,
the symbols and the lines are not distinguished at all,and allof them are treated on the
same level.
From this standpoint, the graph is considered to be constructed by lines, and there
exist points of intersection of the lines, bending points of the lines and ending points here
and there. Here, we define the feature points, which consist of three kinds as follows.
(1) crossing point ― the point of intersection of two or more lines
(2) bending point ― the point where the direction of the line is changed
(3) ending point ― the point where the line begins or terminates
Fig.4-72 illustrates examples of these three kinds of the feature points. Using them, the
diagrams are described by the information about the feature points and the connections
The question may arise what to do if there is a graph without any these feature
points, like a circle etc.In our process, a loop without a relatively long line is eliminated as
a character. The other loops are neither symbols nor lines which connect, them, so that
thev are not included in our objective eraohs.
In this section, we describe the algorithms for extracting these feature points. Our
process works on a SYM-picture and on the results of the automaton described in section
IV-3-3. That is, each symbol of a SYM-picture has values, not only its identifier of legal
patterns, but also the two widths of the line elements it belongs to,in the horizontal and
vertical directions. These values are re-calculated as diagrams without characters in order
to make them more suitable. According to this,the threshold values Vw , V, and Hw , H| are
9 littlerhanooH
Since this width information is estimated only in the horizontal and vertical
directions, we must explain the process to extract the feature points in two cases, i.e. one
case when the feature points are defined only by nearly horizontal and nearly vertical
-154-
( A )













lines, and the other case when they include slant lines. In both cases the feature points
are extracted as MBRs (Minimum Bounding Rectangular).
(A) For those feature points which are the processing results of only nearly horizontal
and nearly vertical lines. Examples corresponding to each case are shown in
Fig.4-72(A).
(1) crossing points
The candidate symbols have the property that both widths are greater than Vi
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and H|,respectively. The MBRs to be defined by them are extracted as the cross
points.
(2) bending points
In thiscase, the bending points are not distinguishedfrom the crossing points,so
that,the same process is applied to extract them.
(3) ending points
These points are specifiedby having the W patterns in the directionof the lines.
The candidate symbols are identifiedby the condition that the symbols have at
least three W patterns in their8-neighbours in the directionof the line as shown
in Fig.4-72(3)<A),where the direction of the line is the direction with width
greater than Vi or Hi.
(B) For other feature points
In this case, the process is not straightforward, because we only have the
information observed in the horizontal and vertical directions. The process for
handling slantlinesis a littlecomplex and heuristic. The procedure is illustratedin
Fig.4-73.
(1) crossing points
The points of intersection of slantlines and nearly horizontalor nearly vertical
lines are extracted by the same process (i)in the case of the bending points.The
crossing points with both slantlines are extracted by applying the process four
times (described in the next (ii))to extract the bending points as is shown in
Fig.4-73(1).
(2) bending points
The process for the bending points of both slantlinesis a littledifferent from
that of slantlinesand nearly horizontaland nearly verticallines.
(i) In the case that one of the two lines which makes the bending pointis nearly
horizontalor vertical.
The candidate symbols of the bending points are identifiedby checking if the
line width is greater than the threshold Hw or Vw> The MBR is derived from
these candidate symbols (see the Fig.4-73(2Xii)).
(ii) In the case that both of the lines making bending points are slantones.
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( 1 ) crossing point
( 2 ) bending points
3 ) ending point
ii )
Fig.4-73 Procedure to extract the feature points (the case <B) ).
The candidate symbols have width about two times as large as the threshold
H or V and at the same time, the line elements with that width must have
symbols with directions that make an acute angle with each other. The
directions of legal patterns themselves are described in section IV-3-2-2. The




The process is almost the same as in the previous case, though the estimation of
the directionis a littledifficult.
a ) original data b ) extracted feature points
Fig.4-74 Examples of extracted feature points.
Fig.4-74 is an example of results derived after the process described in this section.
From this figure, we can see that the feature points of the case (1) are extracted
correctly, but those in (2) are not done so well. The key of this process is the setting of
the four thresholds, therefore we re-calculate these values for the diagrams without
characters. Even doing so, there are some points not extracted well. The main reason is in
the heuristics introduced here.
The feature points extracted here are only MBRs. It is difficultto get the position of
the feature points accurately, because the lines have width. For our purpose here, we
handle hand sketched line drawings, so that accurate positions themselves are not well
defined in a strict sense. Therefore, we think it may be sufficient to extract the features
points such as the MBRs.
The resultsare, as a whole, good, but failureto extract these feature points means
the failure of the whole process. Itis a problem for the future to make this kind of
process free from these heuristics.
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IV-5-4 Distinction between Curves and Straight Lines
After extracting the feature points, the next step is to get information about the
connections between them. The automaton described in section IV-3-3-2 can obtain the
connective information at the same time as the widths of the line elements. Using this
information, we are able to know which feature points are on the same connected
components. Upon those points the tracing process is applied to decide which feature
point is connected to another. In consequence of this process, we can obtain topological
information about the given diagrams.
It is not sufficient to reconstruct the original diagram only from the topological one,
because some information is missing about the Kind of lines which connect the feature
points.Therefore, we must distinguish whether connection lines are straight or not. Nagura
[56] has developed a method to approximate hand sketched line drawings into straight
lines and circular arcs. He obtained good results for the data that consist of simple arcs
defined in Definition 4-2 in section IV-2-1.
Our diagrams consist of digital lines with width, so that there must be another
method to do almost the same thing. Stillmore, our process works on a SYM-picture, not
on the original one. To take advantage of being represented by a SYM-picture, we only
investigate both end symbols of allthe line elements belonging to the line. Here, we need
finer grouping of the legal patterns as stated in Fig.4-39 of section IV-3-2-2. They are
shown in Fig.4-75, and each corresponds to one of 8-directions.
The straight lines in digital space in the form of simple arcs have at most two kinds
of chain codes [57,58]. Taking this fact into consideration, we can distinguish between
straight lines and curves from statistics about the direction in Fig.4-75 of boundary
symbols of the line elements. In other words, the directions of boundary symbols are at
most two if they are in straight lines. In the real world, there exists noise, so that we
check this property by taking a histogram of the direction of boundary symbols. Fig.4-76
explains this procedure. As shown in this figure, the boundary symbols are decided
respectively in each direction, and the boundary symbols are devided into two classes, i.e.
the symbols of the right boundary and the left one. We can, therefore, make four
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Fig.4-75 Direction of legal patterns.
approximate direction of the line, two
of them are selected in order to
decide whether the line is straight or
not. For example, if the line has
nearly vertical direction, the
histograms for horizontal boundary
symbols are selected for this decision.
In the case that the lines are
decided to be straight, the width of
the line is calculated. As shown in
Fig.4-77, the widths estimated from
both nearly horizontal and nearly
vertical direction can be used. The
direction of that line is estimated from
the position of the feature points
located at both ends of that line. To
decrease errors in the estimation, the average width of the dominant direction is
calculated, and from this value the final estimation of that line width is obtained.
On the other hand, curves are treated in a littlemore complex way. Since our
objective diagrams are hand sketched, and contain curves with width, the method to
represent curves in the form of mathematical equations is not so desirable. Here,it seems
good enough to approximate curves by several straight lines. To do so, we introduce
auxiliaryfeature points, and the procedure becomes almost the same as that for straight
lines.
IV-5-5 Reconstruction of the Images
Based on the procedures described in the previous sections, we construct

















Fig.4-76 Procedure to distinguish
between curves and straightlines.
The graph representations are
generally used to represent
topological information. Here we use
them, and the feature points are
represented by their nodes, and the
connections between them by their
arcs. It is possible to have more thar
one arc between the same nodes, sc
that the arcs have labels. Actually
multi-linked list representation is
used in our system.
A concrete format of the lists
for the feature points and auxiliary
ones are shown in Fig.4-78(a) and
(b), respectively. The direction of the
arc is not so important, so that the
representation is not a doubly linked
one. We have the lower layer link
list for the arcs corresponding to
estimated direction
from feature points
Fig.4-77 Estimation of line width.
curves. The listshown in Fig.4-78(a) may have link parts with the same number of arcs as
the corresponding feature point
As a simple example, the whole representation corresponding to a simple diagram






















( b ) node for auxiliary points
Fig.4-78Formatof multi-linkedlistfordescription.
enough information to




Fig.4-79 Example of description.
reconstruct the original image.
The extracted positions of
the feature points are not as
accurate since the original
diagrams themselves are not
well represented. And still
worse, the lines have width.
Therefore, it is not expected to
obtain a good reconstructed
image without any processing of
this representation. We apply a
simple process of alignment of
straight lines to this
representation. That is, setting a threshold value to distinguish nearly horizontal lines into
horizontal ones, the positions of the feature points are adjusted.
Original diagrams, and the reconstructed images after applying this simple process,
are shown in Fig.4-80(A) and (B). (A) is a table written by hand with a pencil. There is a
point where this process on that graph representation does not work well. It is due to the
original diagram distortion from the hand sketching. The data (B) is a part of CCITPs test
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a ) original image
( a ) orignal image
(A)
b ) reconstructed image
( b ) reconstructed image
(B)
Fig.4-80 Examples of reconstructed images.
chart IM0.2. There is a point not reconstructed well; the arrow in the transister symbol. It
is due to the process ＼js.the failure of extracting the feature point of the ending of the
arrow, which seems to be difficult from human observation of the original. This will be
solved by processing a littlemore on that representation.
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IV-5-6 Discussion
In thissection IV-5, we describe the procedure for reconstructing hand sketched
diagrams on the basis of MOLD Theory. The whole procedure is summarized in the
followingsteps.
(1) The hand sketched diagrams are transcripted into a SYM-picture according to their
qualities.
(2) The automaton is applied on the SYM-picture in order to get the width information
about digitalinesincluded and the connection information about them.
(3) The process to eliminate the characters included is applied on the basis of the
information obtained at the previous step (2).
(4) The feature points, i.e.the crossing points, the bending points, and the ending points
are extracted from the resultant diagram after the process of eliminating the
characters.
(5) Considering the information of connections among lines, a list representation of the
diagram is obtained.
(6) After applying some simple process to this representation, the reconstructed image
is composed.
The results as a whole are good as considering the ambiguity of the hand sketched
diagrams themselves. The simplicity of our process leads us to conclude that the
representation based on legal patterns is very suitable for this kind of process. Doing the
same process on the original image might cost much more time and need much more
complex algorithms.
Indeed, there remain some problems to be solved, the most intrinsicone being how
to handle the parts which are not lines but regions. For example, there is a symbol for
diode in electriccircuits.These parts may be found from the width information on the
SYM-picture.
The fallowingsare problems of the Drocess described in thissection.
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(1) The elimination procedure for the characters is based on the connectivity among the
lines. In this case, the problem of handling the dot lines arises.
(2) The breaking of lines due to noise is also a problem, but MOLD Theory has the
restriction of the sampling process, so that this case willnot occur as frequently.
The nrohlem is intrinsirallvthe same as f1V
(3) The errors of the estimationare alsoa problem though the originaldiagram is hand
sketched. The process on the representation must check a larger area in order to
alignthe lines. A big problem of thisphenomenon is thatthe linesare separated by
the feature Dointsin thisdescriotion.
(4) The accuracy of describing the curves must be considered in more detail,because at
a glance the reconstructed curves are a littlestrange.
This research is only aimed at constructing the description of diagrams without the
characters. Therefore, the work to process this description are almost left unsolved. There
is a possibility to transform this description to that used in the field of computer graphics.
In order to do so, a much more complex process with the abilityof symbol recognition is
needed. The tiresome work of inputing graphical data to computers willbe removed after
the success of these research. Curves will be taken as a very important part of symbol
recognition for the kind of diagrams treated here.
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IV-6 Concluding Remarks
In this chapter, the legal patterns which represent pattern generating constraints in
a concrete form are proved to be very useful in three applications, not only in information
processing, but in digital communication. MOLD Theory is tested by various experiments,
which show the model proposed by this theory is very suitable for the real world.
Legal patterns are especially useful for deciding the image quality because they
represent the "correct" lines, and the set of legal patterns is very small, which causes
information compression of the images. It is true that it is an approximation to represent
bi-level line drawings as only the legal patterns, but the quality of the resultant image is
not worse than the original because of the noise removal ability of the legal patterns
themselves. The small amount of information makes the coding process on a LSC-picture
much better from the point of the compression ratio.It is worth while commenting that the
relations between adjacent symbols are available for error detection and correction, which
will become a new aspect of digital communication. A SYM-picture is also useful for the
processing of hand-sketched diagrams. This problem willbecome more and more important
in practical use.
The underlying concept is that we must take advantage of the pattern generating
constraints when processing the patterns of various kinds of line drawings. The real world
patterns are generated by people in a society, and they are subject to the law of human
society as well as the law of nature. Keeping this fact in mind, there must exist a fieldin
which the pattern generating constraints are available in the actual process. Our world of
line drawings is one of the tasks of this kind.
Note the way MOLD Theory is constructed. First,it assumes a hypothesis. Next, the
theory is constructed on the basis of that assumption, and this theory is tested in the real
world. These steps are exactly the same as taken in science, e.g. in physics, mathematics
etc. The field of information processing is, we believe, also science.
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There are some problems as to MOLD Theory, though.
(1) As the line width becomes wider, the efficiency of the legal patterns becomes lower.
(2) At the points where two digitallines cross in acute angle, the sharpness is relatively
lost in our representation.
(3) In the case where lines with one pixel width exist, representation is not possible. In
practice, it seldom occurs.
These are concerned with the resolution of the images. The total system of an image
input device including these problems, must be considered in the future.
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V-l Summary of This Thesis
CHAPTER V
CONCLUSION
This thesis has been devoted to the description of the basic relations between real
world pictorialpatterns and their generating constraints. Since the patterns are a concrete
media of communication, we do not have to make any distinction between the field of
information processing and digital communication. Like the premise of communication,
constraints used in the pattern generating process must be used in the process of
disposing of patterns. This idea is applied more easily in the world of man-made things
than that of natural things.
This thesis contains two applicationsi.e. a depth measurement method and MOLD
Theory, and they are summarized briefly.
(1) A method of time-coded parallelplanes of lightfor depth measurement
We transmitted many planes of light to the objective space simultaneously. To
identify each plane of light, we assigned a unique code word with equal length to it, and
the code word controlled the "on" and "off" of the plane of light in the time domain. Since
the scene with many slitimages was considered to be a real world pattern, the pattern
generating constraint was regarded as this code. The properties of codes took an
important role for the process. Giving the code some redundancies, the process became
stronger for noise though it cost more computation time.
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This is a favorable property of our system and a very important feature. That is, if
the circumstance is good enough, there is no need for the real world patterns to have a
rather complex "structure". However, in other cases, we must put a strong structure to the
real world patterns in order to distinguish them from noise. If we proceed in this direction,
the next problem will be to decide whether the circumstance of the system is favorable or
not in the time needed to measure the depth. Accommodating this facility,our method of
depth measurement will become more practical.Research of this Kind is left for the future.
(2} In the case of bi-level line drawings
(i)MOLD theory
The world of this theory was the figures of lines. The real world patterns were
considered to be any line drawings in an analog world. The image obtaining constraint
was the restrictionof the sampling process (analog to digitalconversion), that the
sampling intervalsmust be less than halfthose specifiedby the sampling theorem.
The assumption of this theory was that the size of the unit mesh, which was the
observation unit, was less than or equal to the width of the digitallines. Based on this
assumption, the legal patterns were derived theoretically as a kind of representation of
the pattern generating constraints. Using these legal patterns only, we could describe
the bi-level line drawings satisfying the sampling condition and the assumption. Strictly
speaking, the process was a kind of approximation, though the quality was not worse
than that of the original. This fact was tested experimentally and the new
representations such as a SYM-picture and an LSC-picture were proposed.
(ii)Adaptive system for noise elimination
Since legal patterns were defined on the basis of the pattern generating constraints,
they represented the "correct" lines in a sense. We decided the image quality according
to the statistics of legal patterns in order to obtain rough information on the following
process. The properties of the statistics of legal patterns were proved to have many
possibilities,and research concerned with them was left for the future.
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(iii)Redundancy reduction coding
LSC-pictures had less information than the original. This was the reason why we
triedto do coding on LSC-pictures. The compression ratioof our coding methods were
almost as high as that of Modified READ, and as to other properties they are almost the
same. The advantage of our coding methods is that ours are very suitable for
information processing, and the relationsbetween symbols were availablenot only for
compressing the amount of information, but for the possibilityof error detection and
correction. Theoreticalstudies on how to take advantage of the relationsin the theory
of coding were leftfor the future.
<iv)Reconstruction of hand sketched line drawings
The fitness of SYM-pictures for information processing was experimentally
investigated. Characters were eliminated from the objective line drawings by means of
the parameters of connectivity and simpleness. For the residues, the description based
on the feature points and connective information between them was constructed. After
a simple disposal on this description, the reconstructed image was fed into an output
device. These processes are rather simple, and faster due to the process being on
SYM-pictures. In future, we will develop a more complex process with the power of
recognition on that description to transform it to the form of the data used in computer
graphics.
V-2 Pattern Generating Constraints
Real world patterns are concrete representations of information. From this aspect,
they are generated by people using a tool under the law of nature and of human culture.
For the process of disposing of the patterns of this kind, the constraints to generate them
may take an important role. In this thesis, we mainly discussed these constraints, i.e.
pattern generating constraints.
Fig.5-1, again, shows the communication concept by means of real world patterns. It
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Fig.5-1 Pattern generating constraints.
constraints and real world constraints. If we make the rough correspondence between
these constraints and the level of the image processing, pattern generating constraints
belong to the signal level (see Fig.5-1). The constraints in the signal level are especially
useful for such work as noise elimination and rough pre-classification for more detailed
processing. Even if the pattern generating constraints are introduced in a process, it will
not cause any loss of generality.
In future, image processing systems must accept various Kinds of input data. In this
case, the importance of pattern generating constraints will become greater. Further
studies as to this kind of constraint will bring us to the concept of "information filter",
which works like a conventional filter. With this filter,the image processing system can
select the input data to be disposed and apply the most suitable process. Through some
experimental results presented in this thesis, we believe that there must exist pattern
generating constraints which are very important and useful, not only in the field of
information processing, but also of digitalcommunication.
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V-3 Area for Future Works
Some work isleft for the future.Specificareas of research are already described in
previous sections. Only the key idea,i.e. pattern generating constraints,is commented
upon further.
In thisthesis,we presented only two worlds able to use thisKind of constraint. To
prove the existence of the pattern generating constraints,some other task worlds must be
established,and the theory'and some applicationsmust be studied. This research willlead
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* Results of identification for the imput data shown in Fig.3-8


















































* Input images for the resultsshown in Figs.3-9and 3-12













and supplementary resultsof SYM-picturesand LSC-pictures
* Legal patterns ( m = 2 )
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* Integer sequences b(i)
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* Supplementary resultsof SYM-pictures and LSC-pictures
CCITT NO.l
THE SLEREXE COMPANY LIMITED
SAPORS LANE . BOOLE -DORSET - BH 25 8 ER
telephonenou f≪4513151617 telex123456
Our Ref. 35O/PJC/EAC
n kf *-･ _ J _ 1
18th January, 1972.
original image
THE SLEREXE COMPANY LIMITED
SAPORS LANE . BOOLE - DORSET BH 25 8 ER
TELEPHONE MOLE (945 13) 51617 TELEX 123456
Our Ref. 35O/PJC/EAC
n_ t> m r i- i ■≫
18th January, 1972.
SYM-picture
THE SLEREXE COMPANY LIMITED
SAPORS LANE - BOOLE - DORSET - BH 25 8 ER















L'ordrede lance ment et <le realisation dea applications faitl'objet d≪ d 6cislone au plua taut
niveau de la Direction G6n6raZe d≪s Telecommunications, II n'est certes pas question d≪
conetruire ce systeme int6gr£ "en bloc" rnais bien au contraire de proceder par stapes, par
paliers successes. Certaines applications, dont la rentabilite ne pourra etre assure*, m
seront pas entrepriaee, Actuellement, sur trente applications qui ont pu tre globalement
definies, six en sont au stade de Sexploitation, six autres se eont vu donner lft priority pour
leur realisation.
Chaque application est confine a un "chef de pro jet", responsible succeasivement de >a
conception, de son analyse-programmatlon et de sa mise en oeuvre dana une r^gion-pilote.
La generalisation ulterieure de ^application realisee dans cette region-pilote depend dea
resultats obtenus et fait 1'objet d'une decision de la Direction Generale. Neanmoins, le
chef de projet doit des le depart consid^rer que son activity a une vocation nation ale done
refuser tout particularisms regional, n est aide d'une equipe d'analystes-programineurs
et entoure d'un "groupe de conception" charge de rediger le document de "definition dea
objectifs globaux" puis le "cahier des charges" de l'application, qui sont adreasts pour avla
a tous les services utilisateurs potentiels et aux chefs de projet des autres applicationa.
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On saisitphysiquement le phinomene de com-
pression en rfaliiantque lorsque le signal S(l) entre
dans la ligne a retard(LAR) ia frequence qui entre
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qui met un temps To pour traverser.La frequence /
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IAppendix-C Complete code words












































































































































* One dimensional coding ( ODC )







































































* Two dimensional coding ( TDC )
pass mode
vertical mode V (1)
R
vertical mode V (0)
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