Abstract. Degree-bounded spanning problems are well known and are mainly used to solve capacity constrained communication (routing) problems. The degree-constrained spanning tree problems are NP-hard and the minimum cost spanning tree is not approximable nor in the case where the entire graph must be spanned neither in partial spanning problems. Most of applications (such as communications) do not need trees as solutions. Recently, a more flexible, connected, graph related structure called hierarchy was proposed to span a set of vertices in the case of constraints. The application of this structure permit the reformulation of the degree-constrained spanning problem. In this paper we present not only the advantages of the new structure but also that the new and optimal structure is approximable with the help of fast polynomial algorithm. The obtained approximation ratio is very advantageous regarding the negative approximability results with spanning trees.
Introduction
To solve spanning problems in an efficient manner (generally minimizing the cost of the spanning structure) is important in several domains. For instance, connecting towns with a minimum cost wired structure, implementing a minimum cost telecommunication network or solving the routing in micro-circuits are classic examples for optimal spanning problems. Often, the spanning problem is given in a metrical space, and the optimal spanning structure minimize an arbitrary positive length function (a cost). Generally, the model corresponds to a valuated graph, where a given set of vertices should be spanned by the minimum cost structure. In the literature, sub-graphs are considered as solutions. The sub-graph which spans the set of vertices with minimum cost is a minimum spanning tree (MST), if there are no more constraint. Several polynomial time algorithms are known (cf. Prim's algorithm [1] or Kruskal's algorithm [2] ) to solve the minimum spanning tree problem.
In some practical cases, different additional constraints are imposed. Various constrained spanning problems have been analyzed in graphs (cf. some examples in [3, 4, 5] ). Here we are interested in the degree-bounded spanning problem. In this constrained spanning problem, each vertex v ∈ V of an undirected graph G = (V, E) is assigned a positive integer value d(v) which represents the maximum degree of the vertex in any spanning structure (for example in the spanning trees). This degree is potentially different from the degree d G (v) of v in G. Note that only values 0 < d(v) ≤ d G (v) need to be considered for realistic cases. This degree bound can express the fact that a vertex can perform a given action (a branching) only for a limited member of neighbor vertices. In our paper we suppose that the degree bound is the same constant value, valid for all vertices in the graph.
The degree-bounded spanning tree problem has been formulated very early in [6] and has been extensively studied. For a long time, it is known that there is not always possible to span the vertices using trees with respect of the degree constraints (cf. [7] ). Moreover, negative results are known on the approximability of the degree-bounded spanning tree problems [8] .
For communications, the connectivity of the routes is inevitable but these routes can correspond to non-simple graph-related structures as walks, trails, etc. To span a set of vertices in a connected manner, a non-simple, tree-based structure has been proposed in [9] . This structure, called hierarchy, is obtained by a homomorphic mapping from a tree following the definition in [10] . It permit to respect the degree constraint for each vertex occurrence in the structure but a vertex (and an edge) can be concerned several times in the structure. That is: the structure is more flexible to respect the constraints than a spanning tree. In [11] ,it was demonstrated that 1. it is possible to span the vertices of a graph with respect of the degree bounds even if spanning trees satisfying the constraints do not exist 2. a spanning hierarchy with less cost can be found in some cases where spanning trees respecting the constraints exist.
In this paper we demonstrate that the optimal spanning hierarchy for the degree bounded spanning problem can be approximated. We propose a simple and efficient algorithm ensuring a good approximation of the optimum.
A possible application domain of the problem is the broadcast in all optical WDM networks where the splitting capacity of the vertices is limited (for example in [12] ). To solve the optical routing problem, generally a set of trees (abusively called light forest) is proposed (for example in [13] ) or a special walk (a light-trail) is computed as it is suggested in [14] . The spanning hierarchies give a good alternative to find efficient spanning structures (let us notice that a set of tree and a trail correspond also to hierarchies, cf. the definitions in [10] ).
In the next of the paper, we propose a quick presentation of the well known and discussed degree-constrained spanning tree problem (cf. Section 2). After the related definitions in Section 3, Section 4 presents the algorithm which permits to compute a spanning hierarchy respecting a given degree bound with polynomial computation time and guaranteed approximation ratio. The presentation is closed by some perspectives ....
The DCMST are firstly introduced and investigated in [6] (it is also briefly mentioned in [15] ). They justified the fact that this problem is NP-hard by stating that solving the DCMST problem with B equal to two is amount to solve the Hamilonian path problem. Otherwise, By reducing the DCMST problem to an equivalent symmetric traveling salesman problem (TSP), Garey and Johnson [16] showed that this problem is NP-hard for any fixed constant 2 ≤ B ≤ |V − 1|. Ravi showed that approximate the DCMST problem within a constant factor of the cost of an optimal tree is NP-Hard [17] . In unweighted graphs, Furer and Raghavachari [18] gave an elegant algorithm that returns a spanning tree in which the degree of each vertex is at most B + 1, or returns a witness certifying that the degree bounds are infeasible. Goemans proves in [19] that this result can be generalized to weighted graphs. In polynomial time, we can find a spanning tree of maximum degree at most B + 1 whose cost is no more than the cost of a minimum cost tree with maximum degree at most B. Note that this conjecture is formulated in the case where the degree bound is homogeneous. When there are different degree bounds on different vertices, Goemans proves that we can find, in polynomial time, a spanning tree of maximum degree at most B +2 whose cost is no more than the cost of a minimum cost tree with maximum degree at most B. The best result was presented by Singh and Lau in [20] ; Their algorithm computes a spanning tree of minimum cost which violates degree upper-bounds by at most one. Since it is not possible to obtain any approximation algorithm, if we insist on satisfying all the degree upper bounds, this result is the best possible. The very first heuristic to solve the DCMST problem was proposed by Narula in [21] . The problem is formulated as a linear 0 − 1 integer programming problem. A primal and a dual heuristic procedure and a branch-and-bound algorithm are proposed. The branch and bound algorithm of Savelsbergh and Volgenant [22] improved this solution by using more efficient branching rules and by implementing an edge exchange scheme. In [23] , Gavish formulates the DCMST problem as a nonlinear combinatorial optimization problem, a Lagrangean relaxation of the problem is presented and effective solution procedures of the Lagrangean problem are developed. The Lagrangean solutions provide lower bounds on the optimal solutions to the DCMST problem. Other approaches are known: colony optimization [24] [25], evolutionary algorithms [26] [27], genetic algorithms [26] , parallel algorithms [28] , problem space search [26] and variable neighbourhood search [29] .
Problem definition
In this section, the new problem formulation is given and its complexity is analyzed. Our objective is to find a cost minimum spanning structure without the hypothesis that this structure must be a sub-graph. Several applications require the configuration and the usage of a route, of a sequence of operations that can be followed by tokens, product and messages but the route may be different from a sub-graph. Let G = (V, E) be an undirected graph with vertex set V , edge set E. We suppose that the logical scheme of the route, the succession of operations, etc. is given by a graph F = (W, D). For instance, F can be a path if the route corresponds to a path or to a walk. The association between the logical route F and the physical topology G is given by a homomorphic mapping h.
Definition 1 (Token connectivity) A token connected structure related to a graph G contains an (eventually non-simple) path between the vertices of any vertex pairs in G (cf. [10] ).
For instance, a w alk or a traversal are token connected routes which may contain vertices and edges several times. So they are not always sub-graphs.
In our problem, the graph G is valuated and a strictly positive cost c(e) is associated to every edge e ∈ E. Moreover, a positive integer B is given to bound the degree of vertices in the spanning structure. Trivially, in interesting cases
Definition 2 (Degree constrained minimum spanning problem) The problem consists in finding a token connected structure s.t. all vertices in V are covered. Supposing that the structure is given by the triplet S = (F, h, G) from a graph F = (W, D) applying a homomorphism h, the following conditions should be met:
The token connectivity is important to span the graph G. The image of a not connected graph F in G can be connected but a route, a walk defined by the homomorphic association must be suitable for a token. So, the graph F must also be connected.
Definition 3 (Hierarchy)
If F is a connected graph without redundancy (i.e. a tee), H = (F, h, G) is called a hierarchy. Figure 1 illustrates a hierarchy. Notice that the cost of a hierarchy is the some of the costs of passings by the edges: if an edge is used several times in G, its cost is summarized several times.
where e ∈ E is the edge associated with e ′ ∈ D. The token connected, minimum cost structure is always a hierarchy even if there are constraints as it is proved in [10] . This statement is also true for our problem.
Lemma 1
The minimum cost, token connected structure spanning the vertex set of G and respecting the degree constraints is a hierarchy. Proof. The spanning structure given by the homomorphism (F, h, G) should be token-connected with respect to the degree constraint. That is, F can not contain any vertex with degree greater than B. Moreover it should be with minimum cost. It is sufficient to prove that the origin F = (W, D) cannot contain any cycles: it is a tree.
Let us suppose that F contains a cycle. At most one edge of F can be omitted without less of the token-connectivity. Let d be an edge which can be deleted from D. The obtained graph F ′ = (W, D \ {d}) is connected and covers V (the set of vertices associated to W does not change). The structure (H ′ , x, G) is a token-connected spanning solution, it respects the degree constraint and its cost is less then the cost of F (the deleted edge have a positive cost). So, F (which contains a cycle) cannot be of minimum cost.
⊓ ⊔ Let us suppose that the optimal solution of the degree constrained minimum cost spanning problem is obtained by the triplet (T, h, G) and is a Degree Constrained Minimum Spanning Hierarchy, abbreviated by DCMSH in the following. This hierarchy always exists in connected graphs applying a homogeneous degree bound 2 ≤ B < max v∈V d(v). The problem of the minimum spanning hierarchy is NP-hard as it is demonstrated in the following.
NP-Hardness of DCMSH Lemma 1.
If among all the Minimum Spanning Trees (MST) of a graph G, there exists one satisfying the degree constraint, it is an optimal solution for the DCMSH problem and all the optimal solutions are trees in G.
Proof. Obvious. The minimum cost spanning structure to connect all the vertices without any constraint is the Minimum Spanning Tree (MST) which is token connected and does not contain any redundancy. So if one of the MSTs, for instance a tree T * respects the degree constraint, it is optimal for the spanning problem and also for the DCMSH problem.
Moreover, we prove that, in this case, all the optimal solutions are trees. Suppose that an optimal hierarchy H = (T, h, G) exists and it is not a tree in G. Because the MST T * is an optimal solution of our problem, the cost c(H) of the optimal hierarchy must be the same that the cost c(T * ) of the MST solution. Trivially, the cost of a hierarchy is lower bounded by the cost of its image in G: c(I) ≤ c(H), where I is the image (the sub-graph generated by H in G). Then, it contains at least a cycle in G (a duplicated edge is considered as a cycle). I covers the vertex set V . Two possibilities can arise.
1. I is a tree and its cost is lower bounded by the cost of the MST: c(T * ) ≤ c(I). In this case,there is at least one duplicated edge in H (remember that H is not a simple tree) and c(I) < c(H). Finally: c(T * ) < c(H) and consequently H can not be optimal. 2. I is not a tree. By eliminating some redundancies with non zero length, a tree T ′ spanning V is obtained. Trivially, c(T ′ ) < c(I) and c(I) < c(H).
Remark 1: The result is not true if we consider the spanning trees satisfying the degree constraint. In the graph of Figure 2 Reciprocally, adding B − 2 leaves to each vertices of a Hamiltonian path of G gives a tree satisfying the degree constraint which is an optimal DCMSH in G ′ because of the previous lemma.
Since the problem is NP-hard, guaranteed approximation algorithms are interesting to solve it in practical cases.
Degree Constrained Span of Graph
At first, we propose the analysis of the intensively studied minimum Hamiltonian path and walk problems known also as the Traveler Salesman Path (TSP) and Traveler Salesman Walk (TSW) problems [30] [31].
Minimum Hamiltonian walk: case of B = 2
When B = 2, branching vertices are not authorized in the connected spanning structure. If cycles are also excluded, the minimum spanning structure, i.e. the minimum spanning tree respecting the degree constraint is the minimum Hamiltonian path (if it exists). It is known that in some graphs, there is no Hamiltonian path and that it is NP-Complete to decide. When cycles are authorized, but the spanning hierarchy can not have branching vertex occurrences, the solution is a walk. Following the term in [31] , we talk about a "Hamiltonian walk", when the walk covers at least once all vertices in the graph. In connected graphs, a Hamiltonian walk and consequently a minimum Hamiltonian walk always exists. Nevertheless, we will show that the minimum Hamiltonian walk problem is NP-hard and it is in APX.
An equivalent problem: the minimum Hamiltonian path in the metrical closure Lemma 3. A connected graph G = (V, E) always admits a minimum Hamiltonian walk.
Proof. Any traversal of the graph is a Hamiltonian walk. Since the number of traversal is finite, there exists one with minimum length.
To find the minimum Hamiltonian walk of the graph, first we propose a decomposition of this walk. i , v j ) in HW , we obtain a walk HW ′ covering the vertex set with a lower cost. Consequently, HW can not be a minimum Hamiltonian walk.
The last vertex of HW is a first (and so unique) occurrence of the vertex (otherwise, HW is not minimum). This complete the proof.
Theorem 1. A minimum Hamiltonian walk HW of a graph G corresponds to a minimum Hamiltonian path HW
′ in the metrical closure of G.
Proof. According to Lemma 4, a minimum Hamiltonian walk HW can be decomposed into a sequence S = (P 1 , P 2 , P n−1 ) of shortest paths in G. The last vertex of P i is the first of P i+1 for all i < n − 1. The n extremities of these paths are the first occurrences of the n vertices of G in HW . Each shortest path P i corresponds to an edge e i in G ′ . Because of the previous properties, the set of edges corresponding to these paths is a Hamiltonian path HP in G ′ . The length of HP is equal to the length of HW . Suppose that HP is not a minimum Hamiltonian path in G ′ . Let HP ′ be a minimum Hamiltonian path in G ′ . This path corresponds to a walk HW ′ in G (each edge of HP ′ corresponds to a shortest path in G). Moreover, the length of HW ′ is equal to the length of HP ′ , which contradicts the optimality of HW .
The reciprocity is obvious using the same kind of arguments.
The theorem gives an interesting equivalence between the minimum Hamiltonian walk problem and the minimum Hamiltonian path problem in the metrical closure of the original graph. The image of a minimum Hamiltonian walk is always a minimum Hamiltonian path in the metrical closure and vice versa.
Remember, that the minimum (shortest) Hamiltonian path problem is NPhard in general [32] . This problem can easily be transformed into a TSP [33] .
The minimum Hamiltonian path through all vertices and independently from the endpoints can be found in a slightly modified graph: by inserting a dummy vertex which is connected with zero cost edges to all other vertices. The solution of the TSP (the minimum cost tour) in this graph gives the minimum Hamiltonian path in the original graph after deletion of the dummy vertex.
The minimum Hamiltonian path problem can always be solved in the metrical closure (the closure is a complete graph and several Hamiltonian paths exist in it). Moreover, the minimum Hamiltonian walk problem can be solved using the approximation algorithms known for the minimum Hamiltonian path in metrical graphs. Thus, the problem is APX-Complete and can be approximated [34] . Following the results of Hoogeveen, a 3/2-approximation algorithm can be applied if the end-points of the requested path are not specified [35] . 
Span a star with hierarchies
A star S = (V, E) can easily be covered by spanning hierarchies with respect of a degree constraint B. In a star, the only one vertex with degree greater than two is the central vertex c which is an articulation vertex. The minimum spanning hierarchy respecting the degree constraint B ≥ deg(c) is a hierarchy which may contain several times the central vertex s.t. each occurrence of c respects the degree constraint. Some leaves may also be duplicated with respect of the same degree constraint. Intuitively, in an optimal solution, the less cost edges of the star are duplicated to return to c. The computation of the DCMSH in the star is equivalent to the minimization of the length of the duplicated edges.
Minimum Hamiltonian Walk At first, let us rapidly summarize our result on the minimum Hamiltonian walk computation in a star (case of B = 2).
Lemma 5. The minimum Hamiltonian walk in a star graph can be computed in O(|E| · log |E|) time.
Proof. To span a star supposing 2 < deg(c) , the Hamiltonian walk must return to c several times and some edges are duplicated in the walk. The number of edges which may be not duplicated is two (the edges leaving to the extremities of the walk). Trivially, the minimum cost walk can be obtained if the two, not duplicated edges are the cheapest ones in the star. A simple sort of edges is sufficient to select the edges duplicated in the Hamiltonian walk. The best cost of the sort is O(|E| · log |E|) and the selection of the duplicated edges is in O(|E|) from where the complexity.
In the case of B > 2, the coverage of a star with respect of the degree constraint is more complicated. The analyze of the problem and its exact solutions are important challenges. Without this analysis and to design an efficient approximation algorithm to span arbitrary connected graphs, we propose a simple (but not optimal) spanning hierarchy computation to span stars. The following heuristic guarantees an interesting approximation ratio of the cost.
Heuristic to span a star Recall, each vertex occurrence in the hierarchy H S spanning a star must respect the degree constraint B. Let us suppose that the number of leaves is sufficiently high and returns to the central vertex are needed to cover all the vertices. To return to the central vertex, the less cost edges are used in an increasing order of edge costs. In this heuristic, selected edges are duplicated at most once. Formally, let us make a partition of the edges of the star as follows. There are ⌊deg(c)/(B − 1)⌋ + 1 sets in the partition. Each set, except the last, contains B −1 edges. (If deg(c) mod (B −1) = 0, the last edge set is empty.) The ⌊deg(c)/(B − 1)⌋ less cost edges are distributed in the partition: each of them is in a separated set (if the last edge set is empty, there is no less cost edge in this set, trivially). In the spanning hierarchy, the central vertex is duplicated several times. Each edge set is connected to a different occurrence of the central vertex forming a star with at most B − 1 edges (leaves). The less cost edge of each set is duplicated to return to the next central vertex occurrence. So, each central vertex occurrence respects the degree constraint B and the obtained graph is connected. This spanning hierarchy corresponds to a "chain" of stars, each star having a central node with degree at most B. Moreover, it ensure that the central vertex occurrences in the stars at the "extremities" of the chain have a degree less than B (if there is only one star, deg(c) < B − 1, cf. Remark).
The following section presents how to compute an approximated solution of the DCMSH problem in an arbitrary, connected graph.
An approximation algorithm of the DCMSH
The first idea is that upper bounds for approximation algorithm can be computed regarding the MST instead of the optimal (often not known) spanning hierarchy. In the following, we propose an approximation algorithm and we give an upper bound of the approximation ratio. The algorithm is based on a decomposition of the MST in the graph.
A star decomposition of the MST
An arbitrary tree, and in this manner the MST, can be decomposed into a set of stars in the following way. Let T = (V T , E T ) be a tree with |V T | > 2 and v 1 an arbitrary vertex in T (the case where |V T | ≤ 2 is trivial for spanning). Then v 1 can be considered as the central vertex of a star S 1 . Some neighbor vertices of v 1 in S 1 are leaves in T some others may be branching vertices. The branching vertices can be considered as central vertices of following stars. Recursively, the entire tree can be covered by stars which are edge disjoint. The decomposition is illustrated by Figure 5 .
Since the stars are edge disjoint and cover all edges of T , trivially:
where S i , i = 1, . . . , k indicate the stars in the decomposition. 
The proposed heuristic to approximate the DCMSH
To compute an approximation of the DCMSH in a given graph, we propose the following algorithm.
1. Compute an MST of the graph. 2. Decompose this MST using stars S 1 , S 2 , ..., S k (as proposed here before in the paper) 3. For each star S i , compute a spanning hierarchy H i as proposed in the previous sub-section. 4. "Re-connect" the spanning sub-hierarchies to form a connected spanning hierarchy. The step is illustrated by Figure 6 . A connection is needed, if a leaf in a star coincides with the central vertex of another one. For example, between two neighbor sub-hierarchies spanning stars S i and S j , a leaf of S i corresponds to the central vertex in S j (case of vertices v 2 and v 3 in the figure) . In H i , the leaves of S i are not duplicated and have a degree 1 or 2. Let us indicate by l i a leaf in S i which correspond to the central vertex c j of S j corresponding to a vertex v k in the original graph. c j can be repeated in H j but its first occurrence has a degree B − 1. (a) If l i has a degree 1 in H i , it can aggregated with the first occurrence of c j in H j and only one vertex can represent this vertex in the final hierarchy (the union of these occurrences of the same vertex v k respects the degree constraint B). This is the case of vertex v 3 in our figure. (b) If l i has a degree 2 in H i , the connection can be made as follows. If the corresponding central vertex c j has only one occurrence in H j , than this occurrence is of degree strictly less than B − 1. Consequently, l i and c − j can be aggregated in the final hierarchy and the aggregated vertex respects the degree constraint (cf. vertex v 2 in the figure). If there are several occurrences of c j in H j , the first and the last occurrences have a degree at most B 1 and the two adjacent edges of l i can be attached to these two occurrences (with other world: l i can be duplicated and each occurrence of l i can be aggregated by one occurrence of c j with degree less than B in H j ). 5. The connected hierarchy can contain useless return edges. An edge returning to a central vertex occurrence of a star s.t. the degree of this occurrence is equal to one is useless (this occurrence is a leaf). The useless edges must be deleted. Finally, the reader can find here an important remark discussing the fact, that the heuristic is not directly related to the optimal spanning hierarchy but to the MST of the graph.
Discussion about the heuristic Since the proposed heuristic only uses the edges of an MST, the resulting hierarchy may be of poor quality. In our discussion, we use the following terms. Since a hierarchy H in a graph G is given by a triplet (T, h, G), and T is a tree, we talk about a leaf of the hierarchy when the concerned vertex is a leaf in T . Similarly, we talk about internal vertices concerning the non leaf vertices in T . 
