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GCR AND CCR STEINBERG ALGEBRAS
LISA ORLOFF CLARK, BENJAMIN STEINBERG, AND DANIEL W VAN WYK
Abstract. Kaplansky introduced the notions of CCR and GCR C∗-
algebras because they have a tractable representation theory. Many
years later, he introduced the notions of CCR and GCR rings. In this
paper we characterize when the algebra of an ample groupoid over a
field is CCR and GCR. The results turn out to be exact analogues of
the corresponding characterization of locally compact groupoids with
CCR and GCR C∗-algebras. As a consequence, we classify the CCR
and GCR Leavitt path algebras.
1. Introduction
It is well known that every C∗-algebra can be represented as a norm-
closed self-adjoint algebra of operators on a Hilbert space. The structure of
commutative C∗-algebras is well understood due to a theorem of Gelfand,
which shows that every commutative C∗-algebra is isomorphic to the contin-
uous functions that vanish at infinity on a locally compact Hausdorff space.
The locally compact Hausdorff space is precisely the space of irreducible
representations of the C∗-algebra, all of which are one-dimensional.
Guided by the structure of commutative C∗-algebras Kaplansky intro-
duced the classes of CCR and GCR C∗-algebras [14]. Kaplansky defines a
C∗-algebra to be CCR if its image under any irreducible representation is
precisely the compact operators, that is, the norm closure of all the finite
rank operators. Hence every commutative C∗-algebra is CCR and, in the
sense of their representation theory, the class of non-commutative CCR C∗-
algebras is very similar to commutative C∗-algebras. A C∗-algebra is GCR
if the image of every irreducible representation contains the compact oper-
ators. These are the two most accessible classes of C∗-algebras in term of
their representation theories. In fact, there is evidence that strongly suggests
a parametric description of the irreducible representations of non-GCR C∗-
algebras is not possible (see for example the discussion at the end of Section
3.5 in [2]).
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Subsequent to Kaplansky’s introduction, CCR and GCR characteriza-
tions have been found for C∗-algebras associated to directed graphs [8] and to
transformation groups [10,30], which have been generalized to groupoids [4,
28, 29]. Here we characterize CCR and GCR Steinberg algebras associ-
ated to ample groupoids in an analogous manner to the characterizations
for groupoid C∗-algebras. Given an ample groupoid, we show that, for the
Steinberg algebra to be CCR (respectively, GCR), it is necessary and suffi-
cient for the groupoid to have a T1 (respectively, T0) orbit space and for the
isotropy group algebras to be CCR (respectively, GCR). Let us first say a
word about these notions in the algebraic setting.
In [15] Kaplansky defines a ring as CCR if every primitive quotient is
simple and has a minimal left ideal. He defines a ring to be GCR if every
primitive quotient has a minimal left ideal. In Section 2 we develop prop-
erties of CCR and GCR rings and algebras. In particular, in the case of an
algebra over an algebraically closed field such that the algebra’s dimension
is less than the cardinality of the field, we reformulate Kaplansky’s defini-
tions more concretely in terms of finite rank operators so that it mirrors
the C∗-algebraic versions (see Proposition 2.7). This applies in particular
to algebras of countable dimension over the complex numbers. The reason
that we must impose these kinds of restrictions is that an operator acting
on a complex vector space V may have empty spectrum if the dimension of
V is not countable. Hence Schur’s lemma (see Lemma 2.6) does not apply
in this setting to give that the commutant consists of just the scalars, as
would happen in the C∗-algebraic context.
In Section 3 we show that the properties of being CCR and GCR are
Morita-invariant for rings. This section is not used again in this paper, and
may be omitted.
Since our CCR and GCR characterizations in part require the isotropy
groups to be CCR or GCR, Section 4 considers certain groups that have CCR
group rings. We use a variation of Clifford’s theorem (Theorem 4.1) to show
that the group ring of a virtually abelian group of cardinality less than that
of an algebraically closed field is CCR over this field (Corollary 4.2). As a
special case, if the field is the complex numbers, then it follows that every
countable virtually abelian group has a CCR group ring (Corollary 4.3). We
end this section by stating a theorem of Roseblade (Theorem 4.4), which
says that the group ring of a virtually polycyclic group over an algebraic
extension of a finite field is CCR.
In Section 5 we establish the necessary background and notation on
groupoids, their associated Steinberg algebras and the representation the-
ory of Steinberg algebras. We also prove some preliminary results that are
used later on. Proposition 5.2 proves parts of the Ramsay-Mackey-Glimm
dichotomy in the special case of ample groupoids without the standard as-
sumption that the groupoid is Hausdorff. Proposition 5.3 gives a CCR and
GCR characterization for discrete transitive groupoids. We also review a
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sheaf theoretic approach to simple modules, introduced by the second au-
thor [26], and prove in Proposition 5.6 that the action of a Steinberg algebra
on a simple module factors through a quotient corresponding to reduction
to an orbit closure.
Sections 6 and 7 contain our main results. These are Theorem 6.1 and
Theorem 7.2, which gives CCR and GCR characterization, respectively, for
Steinberg algebras.
In Section 8 we apply our results to finitely aligned higher rank graph
algebras. In Propositions 8.1 and 8.3 we give necessary and sufficient con-
ditions for the orbit space of the boundary path groupoid to be T1 and T0,
respectively. These propositions are analogous of, and generalize, Ephrem’s
CCR and GCR conditions (cf. [8]). Then in Corollary 8.2 and 8.4 we give
CCR and GCR characterizations for finitely aligned higher rank graphs. In
particular, these results classify the Leavitt path algebras [1] that are CCR
and GCR. Finally in Example 8.5 we give an example of a nice directed
graph whose associated boundary path groupoid has non-discrete T1 orbit
space and hence the associated Leavitt path algebra is CCR and GCR.
2. CCR and GCR rings
Inspired by the theory of C∗-algebras, Kaplansky [15] defined the notions
of CCR and GCR rings. In what follows we shall use left modules and hence
need to speak of left primitive rings, etc. Since groupoid algebras have an
involution, these distinctions are irrelevant for us and so we mostly omit the
term left. We do not require rings to be unital and use the term ‘ideal’ to
mean two-sided ideal.
If R is a ring and M is an R-module, then M is simple if RM 6= {0} and
M has no proper submodules except M and {0}. One has that M is simple
if and only if M 6= 0 and Rm = M for all 0 6= m ∈M . The ring R is (left)
primitive if it has a faithful simple (left) module. If R is a unital ring, or more
generally a ring with local units, then R always has simple modules. If M is
a simple R-module, then by Schur’s lemma D = EndR(M) is a division ring
(or skew field) and R acts on M by D-linear maps. By Jacobson’s density
theorem, it acts densely in the sense that if m1, . . . ,mk ∈M are D-linearly
independent and m′1, . . . ,m
′
k ∈ M , then there exists r ∈ R with rmi = m
′
i
for i = 1, . . . , k.
Recall that a ring R is simple if R2 6= 0 and R has no proper non-zero
ideals. The socle soc(R) of a ring R is the left ideal generated by the set of
minimal left ideals in R (hence it is 0 if R has no minimal left ideals). Note
that soc(R) is a two-sided ideal and, if R is primitive (or more generally
semiprime), is generated as a right ideal by the set of minimal right ideals
in R. We remark that a minimal left ideal is the same thing as a simple
submodule of the regular module R.
Definition 2.1 (Kaplansky). A ring R is (left) CCR if every (left) primitive
quotient ring of R is simple and has a minimal left ideal. We say that R
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is (left) GCR if every (left) primitive quotient ring of R has a minimal left
ideal.
The following is an immediate consequence of the definitions.
Proposition 2.2. If the ring R is CCR (respectively, GCR), then so is R/I
for any ideal I of R.
A crucial point is that if a primitive ring R has a minimal left ideal L,
then L is the unique faithful simple R-module up to isomorphism.
Proposition 2.3. Let R be a primitive ring with a minimal left ideal L.
Then every faithful simple R-module is isomorphic to L.
Proof. Let M be a faithful simple R-module. Then L does not annihilate
M and so there exists m ∈ M with Lm 6= 0. Since M is simple, we must
have Lm = M . Also the mapping ψ : L → M defined by ψ(r) = rm is
a surjective R-module homomorphism and hence an isomorphism as L is
minimal. 
A consequence of Proposition 2.3 and the definitions is the following.
Proposition 2.4. Let R be a GCR ring. Then two simple modules are
isomorphic if and only if they have the same annihilator. That is, the prim-
itive ideal spectrum of R is in bijection with the set of isomorphism classes
of simple R-modules.
By [3, Corollary 5.33] a primitive ring R, with faithful simple module M ,
contains a minimal left ideal if and only if it contains r ∈ R that acts on
M as a non-zero finite rank operator (with respect to the D-vector space
structure where D = EndR(M)). Moreover, soc(R) consists of the set of all
elements of R that act on M as finite rank operators. In [7, Theorem 8.1],
it is shown that a ring R is simple with a minimal left ideal if and only if
it is isomorphic to a dense ring of finite rank operators over a division ring,
which can moreover be taken to be the endomorphism ring of one of its
minimal left ideals (viewed as its unique, up-to-isomorphism, faithful simple
left R-module).
These observations allow us reformulate the notions of CCR and GCR
rings in a concrete fashion that more closely mirrors the operator algebra
setting. In the operator setting Kaplansky defines a C∗-algebra to be CCR
if its image under any irreducible representation is precisely the compact op-
erators [14], that is, the norm closure of the span of all finite rank operators.
Kaplansky defines a C∗-algebra to be GCR if it has a composition series
of closed two-sided ideals such that quotients of successive terms are CCR.
However, in [9, Theorem 1] Glimm shows this GCR definition is equivalent
to having the image of every irreducible representation contain a compact
operator.1
1 In fact, in the case of C∗-algebras if the image of an irreducible representation contains
a non-zero compact operator then it contains all compact operators.
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Proposition 2.5. Let R be a ring.
(1) The ring R is CCR if and only if its action on any simple R-module
M is by finite rank operators over the division ring EndR(M).
(2) The ring R is GCR if and only if its action on any simple R-module
M contains a non-zero finite rank operator over the division ring
EndR(M).
Proof. If M is a simple R-module, then R = R/ann(M) is primitive and M
is a faithful R-module. Thus R has an element acting as a non-zero finite
rank operator if and only if it has a minimal left ideal by [3, Corollary 5.33].
This proves the second statement.
Suppose now that R is CCR and let us retain the above notation. Then
soc(R) is the collection of elements of R acting as finite rank operators
(see [3, Theorem 5.30]), and it is a non-zero ideal (as R has a minimal left
ideal). So if R is simple, then R = soc(R) and hence R acts on M by finite
rank operators. On the other hand, since any dense ring of finite operators
over a division ring is simple with a minimal left ideal by [7, Theorem 8.1],
we obtain the converse to the first statement. 
If k is a field, then a representation of a k-algebra A is a k-algebra homo-
morphism ρ : A→ Endk(V ) for some k-vector space V . The representation
is irreducible if V is a simple A-module with respect to the natural module
structure av = ρ(a)V .
Schur’s lemma has a well-known strengthening over algebraically closed
fields for algebras of sufficiently small dimension.
Lemma 2.6. Let A be an algebra over an algebraically closed field k and
suppose that the dimension of A is less than the cardinality of k and let V
be a simple A-module. Then EndA(V ) = k.
Proof. Let D = EndA(V ). Note that D is a division algebra over k by
Schur’s lemma. Let us show that its dimension is less than the cardinality
of k. First note that if v 6= 0 belongs to V , then Av = V and so V is
a quotient of A as a vector space and hence has dimension less than the
cardinality of k. Also note that f 7→ f(v) is an injection from D to V as
f(av) = af(v) for all a ∈ A and Av = V . Thus D has dimension less than
the cardinality of k.
So it suffices to show that if D is a division algebra over an algebraically
closed field k of dimension less than the cardinality of k, then D = k.
Suppose that d ∈ D \ k. Then k(d) ⊆ D is an extension field of k of
dimension strictly less than the cardinality of k. Consider the family of
elements X = {(d− λ)−1 | λ ∈ k} ⊆ k(d). Then X has the same cardinality
as k. Thus X is linearly dependent over k and so there are µi, λi ∈ k, not
all µi zero, such that
n∑
i=1
µi
d− λi
= 0.
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Clearing denominators, we get a non-zero polynomial p(x) ∈ k[x] with
p(d) = 0. Thus k(d) is an algebraic extension of the algebraically closed
field k and so k(d) = k, contradicting d /∈ k. 
The following is now an immediate consequence of the lemma.
Proposition 2.7. Let A be an algebra over an algebraically closed field k
of dimension less than the cardinality of k.
(1) A is CCR if and only if all its irreducible representations over k are
by finite rank operators.
(2) A is GCR if and only if all its irreducible representations over k
contain a non-zero finite rank operator in the image.
We typically apply Proposition 2.7 when k = C and A is of countable
dimension. Note that Proposition 2.7 is false without the dimension as-
sumption. For example, the field C(x) of rational functions is clearly CCR
but its only irreducible representation over C is the regular representation
and this representation is by uncountable rank operators over C. However,
it is by rank 1 operators over C(x), which is the endomorphism algebra.
A ring R is said to have local units if there is a collection E ⊆ R of
idempotents, called a set of local units for R, such that if F ⊆ R is finite,
then F ⊆ eRe for some e ∈ E. A module M over a ring R with local units
is called unitary if RM = M . If E is a set of local units for R, then M
is unitary if and only if, for all m ∈ M , there exists e ∈ E with em = m.
Every simple module is unitary.
It will turn out to be useful to prove that the property of being CCR or
GCR is stable under taking matrices. If R is a ring and I is an index set, then
MI(R) is the ring of all |I|×|I|-matrices over R (i.e., functions A : I×I → R)
with finitely many non-zero entries with respect to usual matrix addition and
multiplication. Note that ifW is anR-module andW (I) denotes a direct sum
of copies ofW indexed by R, thenW (I) is naturally a leftMI(R)-module via
matrix multiplication (where we view W (I) as consisting of column vectors).
Suppose that R is unital. If J ⊆ I is finite, let 1J be the matrix which has 1
in the diagonal entries corresponding to j ∈ J and zeroes in all other entries;
then the 1J form a set of local units for MI(R). The following proposition
is undoubtedly well known.
Proposition 2.8. Let R be a unital ring and I an index set. The functor
taking W to W (I) is an equivalence between the categories of unitary R-
modules and unitary MI(R)-modules.
Proof. Fix i0 ∈ I and let e = 1{i0}. Then e is idempotent and eMI(R)e
∼= R
and so we shall identify these rings. We shall show that V 7→ eV is quasi-
inverse to W 7→W (I).
Clearly eW (I) ∼=W via projection to the i0-factor. Conversely, let V be a
unitary MI(R)-module and put W = eV , viewed as an R-module. We show
that V ∼=W (I). For i ∈ I, let A(i) be the matrix with A
(i)
i0i
= 1 and all other
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positions 0 and note that eA(i) = A(i). Let B(i) be the transpose of A(i) (so
it has 1 in position ii0). Define Φ: V → W
(I) by Φ(v)i = A
(i)v ∈ eV =W .
To see that Φ is well defined, we use that V is unitary. Then there is
a finite subset J ⊆ I with 1Jv = v. If i /∈ J , then A
(i)1J = 0 and hence
A(i)v = A(i)1Jv = 0. Thus Φ(v) ∈W
(I).
Let us check that Φ is a module homomorphism. Let C ∈ MI(R) and
v ∈ V . Assume that J ⊆ I is finite with 1Jv = v and note that
1J =
∑
j∈J
B(j)A(j).
Then we have
Φ(Cv)i = A
(i)Cv = A(i)C1Jv = A
(i)C

∑
j∈J
B(j)A(j)v


=
∑
j∈J
CijA
(j)v =
∑
j∈J
CijΦ(v)j = (CΦ(v))i
using that all the non-zero entries of Φ(v) belong to positions in J by the
observation of the preceding paragraph.
It remains to show that Φ is bijective. Suppose that Φ(v) = 0 and that
1Jv = v with J ⊆ I finite. Then
v = 1Jv =
∑
j∈J
B(j)A(j)v =
∑
j∈J
B(j)Φ(v)j = 0
and so Φ is injective. If w = (wi)i∈I ∈ W
(I) and J ⊆ I is the finite subset
of indices i such that wi 6= 0, let v =
∑
j∈J B
(j)wj ∈ V . Then Φ(v)i = 0
unless i ∈ J , in which case it is A(i)
∑
j∈J B
(j)wj = A
(i)B(i)wi = ewi = wi.
Thus Φ(v) = w. This completes the proof. 
As a corollary, we see that CCR and GCR are stable under matrix am-
plifications.
Corollary 2.9. Let R be a unital ring and I an index set.
(1) R is CCR if and only if MI(R) is CCR.
(2) R is GCR if and only if MI(R) is GCR.
Proof. We retain the notation of the proof of Proposition 2.8, in particular
that of the idempotent e. By Proposition 2.8, the simple MI(R)-modules
are, up to isomorphism, those of the form W (I) with W a simple R-module.
Moreover, if D = EndR(W ), then D ∼= EndMI(R)(W
(I)) by Proposition 2.8.
The action of D on W (I) is diagonal: d(wi)i∈I = (dwi)i∈I .
If we assume that R is CCR, then the action of R on W is by finite
rank operators over D and hence the action of a matrix A ∈ MI(R) is by
finite rank operators on W (I) as the matrix has only finitely many non-
zero entries and each entry is a finite rank operator on W (more precisely,
AW (I) ⊆
⊕
i∈I
∑
j∈I AijW which has finitely many non-zero summands
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each of finite D-dimension). Conversely, if MI(R) is CCR, then the rank of
r ∈ R on W is the same as the rank of re on W (I) and hence is finite. This
yields the first item.
If R is GCR and r ∈ R acts as a non-zero finite rank operator onW , then
re acts as a finite rank operator on W (I) of the same rank and so MI(R)
is GCR. If MI(R) is GCR and the matrix C acts as a non-zero finite rank
operator on W (I), then we can find a coefficient Cij with non-zero action on
W . Then A(i)CB(j) = Cije is a finite rank, non-zero operator on W
(I) and
hence on eW (I) ∼=W , i.e., Cij acts as a non-zero finite rank operator on W .
This establishes the second item. 
The following lemma shall be used later to in order to relate the CCR/GCR
properties for a ring to those of its ideals.
Lemma 2.10. Let R be a ring and I an ideal of R.
(1) Let M be a simple R-module such that IM 6= 0. Then M is a simple
I-module and EndR(M) = EndI(M).
(2) Suppose that M is a simple I-module. Then M has a unique R-
module structure extending the I-module structure and, moreover,
M is simple as an R-module.
Proof. For the first item, let 0 6= m ∈M . Then Im is an R-submodule since
RIm ⊆ Im. So either Im = 0 or Im =M . If Im = 0, then since M = Rm,
we have that IM = IRm ⊆ Im = 0, a contradiction. We conclude that M
is a simple I-module. Clearly, EndR(M) ≤ EndI(M). Let Φ ∈ EndI(M),
m ∈M and r ∈ R. Since IM = M , we can write m =
∑
rimi with ri ∈ I.
Then, as each rri ∈ I, we have
Φ(rm) = Φ
(∑
rrimi
)
=
∑
rriΦ(mi) = r
∑
riΦ(mi)
= rΦ
(∑
rimi
)
= rΦ(m)
and so Φ ∈ EndR(M).
For the second item, note that since M = IM , if m ∈ M , then m =∑k
i=1 rimi with the ri ∈ I and mi ∈ M . If there is an R-module structure
extending the I-module structure on M , we must have that
rm =
k∑
i=1
(rri)mi (2.1)
for r ∈ R, where we note that rri ∈ I. So let us use (2.1) as a definition
for rm. To show that the R-action is well defined, it suffices to show that
if
∑n
i=1 rimi = 0, with ri ∈ I and mi ∈ M , then
∑k
i=1(rri)mi = 0 for all
r ∈ R. Suppose that
∑k
i=1(rri)mi 6= 0, let’s call this element n. Then, since
M is simple over I, there exists s ∈ I with sn = n. Thus we have
0 6= n = sn = s
k∑
i=1
(rri)mi =
k∑
i=1
(sr)rimi = (sr)
k∑
i=1
rimi = 0
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which is a contradiction. Therefore, (2.1) gives a valid definition of rm.
It is straightforward to check that with this definition M is an R-module.
Moreover, if r ∈ I andm ∈M withm =
∑k
i=1 rimi with ri ∈ I andmi ∈M ,
then
k∑
i=1
(rri)m =
k∑
i=1
r(rim) = r
k∑
i=1
rimi = rm
and so the R-module structure extends the I-module structure. It then
follows immediately that M is a simple R-module, as any R-submodule is
an I-submodule. 
Corollary 2.11. Let R be a ring and I an ideal of R. If R is CCR (respec-
tively, GCR), then so is I.
Proof. Suppose first that R is CCR and let V be a simple I-module. Put
D = EndI(V ). By Lemma 2.10, V admits an R-module structure extending
the I-module structure and D = EndR(V ) by the first part of Lemma 2.10.
Since R is CCR, it follows that it acts on V by finite rank operators over D
and hence the same is true for I. We conclude that I is CCR.
Next assume that R is GCR and let V be a simple I-module. Set
D = EndI(V ). Again, by Lemma 2.10, V admits an R-module structure
extending the I-module structure and D = EndR(V ). Since R is GCR, there
exists r ∈ R acting as a non-zero finite rank operator (over D) on V . Let
v ∈ V with rv 6= 0. Note that since V is a simple I-module and v 6= 0, we
must have that v = sv with s ∈ I. Then (rs)v = r(sv) = rv 6= 0 and rs ∈ I.
Since the elements acting on V by finite rank operators form an ideal in R,
we conclude that rs ∈ I acts on V as a non-zero finite rank operator over
D. Thus I is GCR. This completes the proof. 
3. Morita invariance
In this section, we improve Corollary 2.9 by proving that, for rings with
local units, being CCR or GCR is a Morita invariant property. Recall that
two rings R and S with local units are Morita equivalent if their categories
of unitary modules are equivalent. We shall use a result of [23], which
reduces the problem to checking corner invariance and invariance under
matrix amplification (with finite index sets). This section will not be used
in the rest of the paper and can be omitted.
Our first step will be to develop some of Green’s theory of an idempo-
tent [11, Chapter 6] in the context of rings with local units.
Lemma 3.1. Let R be a ring and V a simple R-module. Let e ∈ R be an
idempotent. Then eV = 0 or eV is a simple eRe-module. Moreover, if eV 6=
0, then the restriction map Φ 7→ Φ|eV yields an isomorphism EndR(V ) →
EndeRe(eV ).
Proof. Suppose that 0 6= v ∈ eV . Then Rv = V and so eRev = eRv = eV .
Thus eV is a simple eRe-module. Let Φ ∈ EndR(V ). Then Φ(ev) = eΦ(v)
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and so Φ(eV ) ⊆ eV . Thus our restriction map makes sense. It is injective
because EndR(V ) is a division ring. Let us check that it is surjective.
Fix 0 6= v ∈ eV . First observe that if Ψ ∈ EndeR(eV ), then rv = 0
implies rΨ(v) = 0 for all r ∈ R. Indeed, if rv = 0, then for all s ∈ R,
we have esrΨ(v) = esreΨ(v) = Ψ(esrev) = Ψ(esrv) = Ψ(0) = 0. Thus
eRrΨ(v) = 0. Suppose that rΨ(v) 6= 0. Then RrΨ(v) = V by simplicity
and so 0 = eRrΨ(v) = eV , a contradiction. It now follows that if we define
Φ: V → V by Φ(rv) = rΨ(v) for r ∈ R, then Φ is well defined. Indeed, if
rv = sv, then (r−s)v = 0 and so (r−s)Ψ(v) = 0 and hence rΨ(v) = sΨ(v).
Clearly, Φ is an R-module homomorphism. Also if w ∈ eV , then w = rv with
r ∈ eRe (by simplicity over eRe) and so Φ(w) = rΨ(v) = Ψ(rv) = Ψ(w).
This concludes the proof of the lemma. 
Next we aim to show that if R is a ring and e is an idempotent of R,
then every simple eRe-module is isomorphic to one of the form eV with V
a simple R-module.
Lemma 3.2. Let R be a ring and e an idempotent of R. Suppose that V is
an R-module with V = ReV and eV a simple eRe-module.
(1) N = {v ∈ V | eRv = 0} is the unique maximal submodule of V .
(2) eN = 0.
(3) V/N is a simple R-module with e(V/N) ∼= eV .
Proof. Clearly, N is an R-submodule and eN = 0. Since eV is simple, and
hence non-zero, it follows that N is a proper submodule. Suppose that W is
a submodule not contained in N . Then there exists w ∈W and r ∈ R with
erw 6= 0. As eV is a simple eRe-module, we must have that eRerw = eV
and so V = ReV = ReRerw ⊆ W . Thus every proper submodule of V is
contained in N and so N is a maximal submodule. Then V/N is simple and
e(V/N) ∼= eV/eN ∼= eV as eN = 0 and M 7→ eM is an exact functor. 
Corollary 3.3. Let R be a ring and e an idempotent of R. Then every
simple eRe-module is isomorphic to one of the form eV with V a simple
R-module.
Proof. Let W be a simple eRe-module. By Lemma 3.2 it suffices to find an
R-module V with ReV = V and eV ∼=W . Take V = Re⊗eReW . Note that
since re⊗ w = re(e⊗ w), it follows that ReV = V . From
e
(∑
rie⊗wi
)
=
∑
erie⊗ wi =
∑
e⊗ eriewi = e⊗
∑
eriewi
we see that eV consists of those elements of the form e ⊗ w with w ∈
W . The mapping ψ : W → eV given by ψ(w) = e ⊗ w is an eRe-module
homomorphism (as rw 7→ e ⊗ rw = r ⊗ w = r(e ⊗ w) for r ∈ eRe). To see
that it is an isomorphism, define a mapping Re×W →W by (r, w) 7→ erw
for r ∈ Re. This map is eRe-balanced since if s ∈ eRe, then (rs, w) 7→ ersw
and (r, sw) 7→ ersw. It is clearly bilinear and so it induces a well-defined
mapping Re⊗eReW →W sending r⊗w to erw. In particular, e⊗w maps
to ew = w and so the restriction to eV provides an inverse to ψ. 
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A property of rings is said to be corner invariant [23] if R has the property
if and only if all its corners eRe with e an idempotent have the property.
We are now prepared to prove that CCR and GCR are corner invariant for
rings with local units.
Proposition 3.4. Let R be a ring with local units. Then R is CCR (respec-
tively, GCR) if and only if each corner eRe is CCR (respectively, GCR).
Proof. Let W be a simple eRe-module. Then by Corollary 3.3 we have that
W ∼= eV with V a simple R-module. Moreover, if D = EndR(V ), then
Φ 7→ Φ|eV gives an isomorphism from D to EndeRe(eV ) by Lemma 3.1. If
r ∈ eRe, then rV = reV and so r has finite rank over D as an operator on V
if and only if it has finite rank as an operator on eV over D. It now follows
easily that if R is CCR, then so is eRe by Proposition 2.5. Suppose that R
is GCR. Note that since eV 6= 0, we must have ReV = V by simplicity of V .
Let r ∈ R act as a non-zero finite rank operator over D. Then there exists
v ∈ V and s ∈ R such that rsev 6= 0 using that ReV = V . As Rrsev = V ,
we can find t ∈ R with 0 6= trsev ∈ eV . Then etrsev 6= 0 and etrse ∈ eRe
is a finite rank operator on V and hence eV . We conclude that eRe is GCR
by Proposition 2.5.
Next suppose that each corner of R is CCR and let V be a simple R-
module. Let r ∈ R with rV 6= 0. Then there is an idempotent e with
r ∈ eRe and so 0 6= rV ⊆ eV . Thus eV is a simple eRe-module and
the restriction map Φ 7→ Φ|eV is an isomorphism of D = EndR(V ) with
EndeRe(eV ) by Lemma 3.1. It follows that r acts on eV as a non-zero finite
rank operator over D. But rV = reV and so r acts on V as a non-zero finite
rank operator over D. We conclude that R is CCR.
Finally, suppose that each corner of R is GCR and let V be a simple
R-module. Then since V is a unitary R-module, we must have eV 6= 0 for
some idempotent e ∈ R. Then eV is a simple eRe-module and the restriction
map Φ 7→ Φ|eV is an isomorphism of D = EndR(V ) with EndeRe(eV ) by
Lemma 3.1. Some element r ∈ eRe acts on eV as a non-zero finite rank
operator over D. Hence, since rV = reV , we have that r acts a non-zero
finite rank operator on V over D. Thus R is GCR. 
According to the main result of [23], to show that CCR and GCR are
Morita invariant properties for rings with local units it suffices to show that
they are corner invariant, which was done in Proposition 3.4, and that R
has the property if and only if Mn(R) has the property for every n ≥ 1.
Proposition 3.5. Let R be a ring with local units. Then R is CCR (re-
spectively, GCR) if and only if Mn(R) is CCR (respectively, GCR) for any
n ≥ 1.
Proof. Let n ≥ 1. Then Mn(R) has local units because if E is a set of local
units for R, then the set of diagonal matrices diag(e, e, . . . , e) with e ∈ E is
a set of local units for Mn(R).
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Suppose first that Mn(R) is CCR (respectively, GCR). Then each corner
in Mn(R) is CCR (respectively, GCR) by Proposition 3.4. But if e is an
idempotent of R, then eRe ∼= PMn(R)P where P is the idempotent matrix
with e in the upper left corner and 0 in all other entries. Thus each corner
of R is CCR (respectively, GCR) and hence R is CCR (respectively, GCR)
by Proposition 3.4.
Next suppose that R is CCR (respectively, GCR). Let P = P 2 be an
idempotent in Mn(R). Then there is e ∈ E such that all the entries of P
belong to eRe. Then P is an idempotent of Mn(eRe) and PMn(R)P =
PMn(eRe)P . Since eRe is CCR (respectively, GCR) by Proposition 3.4,
we deduce that Mn(eRe) is CCR (respectively, GCR) by Corollary 2.9 and
hence PMn(R)P = PMn(eRe)P is CCR (respectively, GCR) by Propo-
sition 3.4. This completes the proof by another application of Proposi-
tion 3.4. 
Applying [23, Theorem 5.4], we may draw the following conclusion.
Theorem 3.6. Let R and S be Morita equivalent rings with local units.
Then R is CCR (respectively, GCR) if and only if S is CCR (respectively,
GCR).
Remark 3.7. The argument in Proposition 3.5 can easily be abstracted to
give the following conclusion. Suppose that P is a property such that a ring
R with local units satisfies P if and only if all its corners eRe satisfy P.
Then P is a Morita-invariant property for rings with local units if and only
if whenever R is a unital ring with property P then Mn(R) also has P for
all n ≥ 1.
4. CCR group rings
Recall that a group G is virtually abelian if it contains an abelian subgroup
of finite index (which we may assume is normal without loss of generality).
It is an observation, going back essentially to Kaplansky [13], that if H⊳G is
an abelian normal subgroup of index n and k is an algebraically closed field
of cardinality greater than |G|, then each simple kG-module is of dimension
at most n over k. From this, it immediately follows that kG is CCR. We
shall need the following version of Clifford’s theorem for the proof.
Theorem 4.1 (Clifford). Let G be a group, k a field and H ⊳G a normal
subgroup of index n. If V is a simple kG-module, then as a kH-module V
embeds in a direct sum of at most n simple kH-modules and, in particular,
is semisimple.
Proof. Let T be a set of coset representatives of H in G with 1 ∈ T . First
note that V is finitely generated as a kH-module. Indeed, if v 6= 0, then
kGv = V by simplicity. But then using the decomposition into cosets, we see
that V =
∑
t∈T kHtv and so V is generated by {tv | t ∈ T}. It follows from
Zorn’s lemma that V has a simple quotient kH-module V/K with K ≤ V
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a kH-submodule. If t ∈ T , then tK is a kH-submodule since if h ∈ H and
v ∈ K, then htv = t(t−1ht)v ∈ tK by normality of H. If g ∈ G and t ∈ T ,
write gt = t′h with t′ ∈ T and h ∈ H. Then gtK = t′hK = t′K. It follows
that M =
⋂
t∈T tK ≤ K < V is a proper kG-submodule and hence 0 by
simplicity. Thus we have an embedding
V →֒
⊕
t∈T
V/tK.
Each V/tK is a simple KH-module, for if tK ≤W ≤ V is a kH-submodule,
then K ≤ t−1W ≤ V is a kH-submodule and hence by simplicity of V/K,
we have K = t−1W or V = t−1W and so W = tK or W = V . Thus
V is a submodule of a direct sum of n simple kH-modules and hence is a
semisimple. 
Corollary 4.2. Let k be an algebraically closed field and G a virtually
abelian group of cardinality less than that of k. Suppose that G has a normal
abelian subgroup H of index n. Then each simple kG-module has dimension
at most n over k and so kG is CCR.
Proof. First observe that if A is an abelian group of cardinality less than
that of k, then every simple kA-module is one-dimensional. Indeed, if V
is a simple kA-module, then EndkA(V ) = k by Lemma 2.6. But since A
is abelian, the action of A on V is contained in EndkA(V ) = k and hence
A acts by scalar multiplications. But then V must be one-dimensional by
simplicity as any subspace is A-invariant.
For the general case, we apply the previous observation to conclude that
every simple kH-module is one-dimensional and then apply Theorem 4.1 to
deduce that the dimension over k of any simple kG-module is at most n. It
follows that kG is CCR by Proposition 2.7. 
Corollary 4.3. Let G be a countable virtually abelian group. Then CG is
CCR.
We remark that it follows from Burnside’s theorem, or the density theo-
rem, that if ρ is a finite dimensional irreducible representation of an algebra
over an algebraically closed field, then every matrix is in the image of ρ.
Let G be a countable group. One would expect that all irreducible repre-
sentations of G over C are finite dimensional, i.e., CG is CCR, if and only if
G is virtually abelian. First note that the group C∗-algebra of G is CCR if
and only if G is virtually abelian [27]. Corollary 4.2 shows that if G is virtu-
ally abelian, then the dimensions of its irreducible complex representations
are bounded. Isaacs and Passman [12] show that this property characterizes
virtually abelian groups. Moreover, it is known that a countable group that
is solvable, linear or torsion has only finite dimensional complex irreducible
representations if and only if it is virtually abelian [18,24].
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In the case of positive characteristic, there are other examples of CCR
group rings. Recall that a group G is polycyclic if it has a subnormal series
{1} = G0 ≤ G1 ≤ · · · ≤ Gn = G
with Gi/Gi−1 cyclic for i ≥ 1. A polycyclic group is necessarily finitely gen-
erated and solvable. All finitely generated nilpotent groups are polycyclic.
A group is virtually polycyclic if it has a finite index polycyclic subgroup.
The following theorem was proved by Roseblade [22].
Theorem 4.4. Let k be an algebraic extension of a finite field and G a vir-
tually polycyclic group. Then every simple kG-module is finite dimensional.
Consequently, kG is CCR.
5. Groupoids and Steinberg algebras
Here we review some basic facts about ample groupoids and their algebras.
See [5, 25] for details.
5.1. Ample groupoids. An e´tale groupoid is a topological groupoid G
such that source map s : G 1 → G 0 is a local homeomorphism, whence also
the range map r and the multiplication map are local homeomorphisms. If
G 0 is a Hausdorff space with a basis of compact open sets, then G is called
ample following Paterson [19]. We shall always use the term compact in this
paper to mean a Hausdorff space where open covers have finite subcovers,
as in Bourbaki. However, we do not require locally compact spaces to be
Hausdorff. In particular, if G is an ample groupoid, then G 1 will be locally
compact and locally Hausdorff but need not be Hausdorff. We view the
space of objects G 0 as the subspace of G 1 consisting of units, that is, as the
unit space. It is an open subspace when G is e´tale.
An open subset U ⊆ G 1 is called a bisection if s and r are injective when
restricted to U . The compact open bisections of an ample groupoid G form
a basis for the topology. The set S of compact open bisections is an inverse
semigroup with multiplication and inversion defined by
UV = {γ1γ2 | γ1 ∈ U, γ2 ∈ V }, and
U−1 = {γ−1 | γ ∈ U},
respectively; see [19]. The idempotents in S are given by compact open
subsets of the unit space G 0. See [16] for more on inverse semigroups.
Note that S acts on G 0 by partial homeomorphisms: take as the domain
of U the set s(U) = U−1U and as the range the set r(U) = UU−1. For the
action consider any u ∈ s(U). Then since U is a bisection there exists a
unique γ ∈ U such that γ : u → v (that is, s(γ) = u and r(γ) = v in G ).
Define the action by
U · u = v.
If G is a groupoid, we define the orbit equivalence relation on G 0 by
u ∼ v if there exists γ : u→ v. The quotient space, called the orbit space, is
denoted G 0/G and equivalence classes are called orbits.
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The orbit Ou of u in G
0 is the same as the orbit S ·u of u for the action of
the inverse semigroup S in the case that G is ample. That S ·u ⊆ Ou is clear
from the definition. If γ : u → v, then there is a compact open bisection U
containing γ and Uu = v. Thus Ou = S · u.
A subset X ⊆ G 0 is said to be invariant if it is a union of orbits; this is
equivalent to being invariant under the action of the inverse semigroup S. If
X ⊆ G 0 is invariant, then the reduction G |X is the subgroupoid with object
set X and arrows those belonging to s−1(X); we endow it with the relative
topology.
The isotropy group Gu at a unit u ∈ G
0 is the group of all arrows γ : u→
u. It is discrete in the relative topology for an e´tale groupoid. If u ∼ v,
then Gu ∼= Gv. That is, the isotropy group depends only on the orbit (up
to isomorphism).
A groupoid is said to be transitive if it has a single orbit, i.e., its orbit
space is a point.
Lemma 5.1. Let G be a second-countable ample groupoid (meaning G 1 is
second countable).
(1) The orbits of G are countable.
(2) An orbit is discrete if and only if it contains an isolated point (in
the relative topology).
(3) Any orbit of G which is a Baire space in the relative topology is
discrete (in the relative topology). This applies, in particular, to
open orbits and closed orbits.
Proof. Since G is second-countable, it follows that we have countably many
compact open bisections. Let S denote the inverse semigroup of compact
open bisections in G acting on G 0 by partial homeomorphisms; note that S
is countable. We let ΦU : s(U)→ r(U) be the partial homeomorphism of G
0
corresponding to U ∈ S. Fix u ∈ G 0. Since Ou = S · u and S is countable,
it follows that Ou is also countable.
Next we show that Ou contains an isolated point if and only if it is discrete
(in the relative topology). To see this suppose that v ∈ Ou is an isolated
point in the relative topology, that is, W ∩ Ou = {v} for some W ⊆ G
0
open. Then, for any w ∈ Ou, there is a compact open bisection U ∈ S with
s(U) containing v such that U ·v = w, i.e., ΦU (v) = w. Then ΦU (W ∩s(U))
is open and ΦU (W ∩ s(U)) ∩Ou = {w}. We conclude that Ou is discrete in
the relative topology.
We show that if Ou is a Baire space in the relative topology, then the
orbit is discrete. Suppose that the orbit is not discrete. Since Ou is Haus-
dorff, singletons are closed, and since Ou is not discrete, singletons cannot
be isolated points by the above paragraph. That is, singletons are closed
nowhere dense sets. Then
Ou =
⋃
v∈Ou
{v}
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is a countable union of closed nowhere dense sets, which contradicts that
Ou is a Baire space. Hence Ou is discrete. If Ou is either open or closed,
then Ou is second-countable, locally compact and Hausdorff in the relative
topology and hence a Baire space. 
Note that the first item and the second part of the third item of Lemma 5.1
are false without the hypothesis of second countability. Let C2 be the two-
element cyclic group and G = CN2 be a countable direct product of copies
of C2. Let X = C
N
2 with the product topology of discrete spaces; so X
is a Cantor set. Then G acts on X by the regular action, which is by
homeomorphisms; however, we view G with the discrete topology. Then the
transformation groupoid G = G ⋉ X is ample, not second-countable and
consists of a single closed orbit which is uncountable and not discrete (in
fact, compact).
If G is second-countable, then all the isotropy groups of G are countable,
since they are discrete and second-countable in the relative topology.
We shall also need the following version of the Mackey-Glimm dichotomy;
see [21]. We provide a short proof for the special case of ample groupoids,
in part because standard references assume that the groupoid is Hausdorff.
Recall that a subspace X of a space Y is locally closed if it is open in its
closure in the relative topology.
Proposition 5.2. If G is a second-countable ample groupoid. Then the
following are equivalent.
(1) G 0/G is T0.
(2) Each orbit of G is a Baire space in the relative topology.
(3) Each orbit of G is discrete in the relative topology.
(4) Each orbit is locally closed.
Proof. Note that if q : G 0 → G 0/G is the quotient map, then q is open
because q−1(q(U)) = r(s−1(U)) is open. We show that (1) implies (2).
Assume G 0/G is T0. Let {Un | n ∈ N} be a countable basis for the topology
on G 1. Let u ∈ G 0 and note that Ou is a Baire space, being a closed
subspace of a second-countable locally compact Hausdorff space. Replacing
G by G |Ou , we may assume without loss of generality that Ou is dense in G
0.
Put Vn = r(s
−1(Un)) and note that the Vn are open invariant sets containing
Ou by density. Suppose v /∈ Ou. Then since Ov ⊆ Ou, we conclude that
q(v) ∈ q(u). Since G 0/G is T0 and q(u) 6= q(v), we must have an open subset
U of G 0/G with q(u) ∈ U and q(v) /∈ U . Then q−1(U) is an open invariant
subset of G 0 containing Ou but not intersecting Ov. If u ∈ Un ⊆ q
−1(U),
then Vn ⊆ q
−1(U) and so disjoint from Ov . It follows that
⋂
n∈N Vn = Ou.
Therefore, Ou is a Gδ-set in a second-countable locally compact Hausdorff
space and hence a Baire space in the relative topology by [31, Lemma 6.4].
(2) implies (3) by Lemma 5.1. Assume that (3) holds and let u ∈ G 0.
Since Ou is discrete in the relative topology, there is a neighborhood U with
U ∩ Ou = {u}. Suppose that v ∈ U with v 6= u. Since G
0 is Hausdorff,
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there is a neighborhood V of v with V ⊆ U and u /∈ V . But then V is a
neighborhood of v failing to intersect Ou and so v /∈ Ou. Therefore, U∩Ou =
{u} and so W = r(s−1(U)) is an open invariant set with W ∩ Ou = Ou.
Thus Ou is locally closed.
To see that (4) implies (1), note that if q(u) = q(v), then Ou = Ov . Since
Ou is open in Ou in the relative topology, there is an open subset U with
∅ 6= U ∩ Ou ⊆ Ou. Since Ou ⊆ Ov we must have ∅ 6= U ∩ Ov ⊆ U ∩ Ov =
U ∩ Ou ⊆ Ou. Thus Ou = Ov and so G
0/G is T0. 
5.2. Steinberg algebras. Let k be a field and G an ample groupoid. The
Steinberg algebra2 kG is the k-span of the characteristic functions 1U of
compact open bisections U with the convolution product
f ∗ g(γ) =
∑
s(α)=s(γ)
f(γα−1)g(α)
(which is easily checked to be a finite sum). If G is a discrete group, viewed
as a one-object ample groupoid, then kG is the usual group algebra.
Note that 1U ∗ 1V = 1UV for compact open bisections and so kG is a
quotient of the semigroup algebra kS, where S is the inverse semigroup of
compact open bisections. Therefore, the dimension of kG is bounded above
by the cardinality of S. In particular, if G is second-countable, then kG is
of countable dimension over k.
Every Steinberg algebra has an involution f 7→ f∗ given by f∗(γ) =
f(γ−1) and satisfying (f ∗g)∗ = g∗ ∗f∗. It follows that there is no difference
between left and right CCR or GCR for Steinberg algebras.
If G 1 is Hausdorff, then kG consists precisely of the locally constant map-
pings f : G 1 → k with compact support. In particular, if G is discrete it
consists of the finitely supported functions. In general, if U ⊆ G 1 is compact
open, then 1U ∈ kG regardless of whether G
1 is Hausdorff.
The following result is folklore.
Proposition 5.3. Let k be a field and G a discrete transitive groupoid with
isotropy group Gu at u ∈ G
0. Then kG ∼= MG 0(kGu). Hence kG is CCR
(respectively, GCR) if and only if kGu is CCR (respectively, GCR).
Proof. Fix, for each v ∈ G 0, an arrow γv : u → v. We may assume without
loss of generality that γu = u is a unit. Since G is discrete, it follows that kG
consists of the finitely supported functions and so we can identify kG with
the k-vector space with basis G 1 and with the unique product extending the
product in G (where undefined products are declared to be 0) and satisfying
the distributive law.
If v,w ∈ G 0, let Evw be the matrix with 1 in position vw and 0 in all other
positions. Note that the γEvw with γ ∈ Gu form a k-basis for MG 0(kGu).
Define Φ: kG →MG 0(kGu) by
Φ(γ) = γ−1v γγwEvw
2The first and third authors insist on using this name.
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for γ : w → v. Then it is easy to verify that Φ is an isomorphism with inverse
given by Φ−1(γEvw) = γvγγ
−1
w .
The final statement follows from Corollary 2.9. 
A Steinberg algebra kG is unital if and only if the unit space G 0 is com-
pact. It is always a ring with local units where a set of local units is given
by the 1U with U ⊆ G
0 compact open.
If U is an open invariant subset, then G |U is an open subgroupoid of G
and hence ample in its own right. We can identify kG |U as a subalgebra of
kG , and in fact it is easy to see that it is an ideal.
If X is a closed invariant subset, then G |X is a closed subgroupoid and is
an ample groupoid in the relative topology. Moreover, for any f ∈ kG , its
restriction to G |X belongs to kG |X and the restriction map is a homomor-
phism with kernel the ideal kG |G 0\X ⊆ kG . Indeed, if U is a compact open
bisection of G , then U ∩ G |X is open in the induced topology and is also a
closed subspace of the compact Hausdorff space U and hence compact. Thus
U ∩G |X is a compact open bisection of G |X . The restriction homomorphism
is, in fact, surjective. The argument below is adapted from [17, Lemma 5.5].
Let U be a compact open bisection of G |X . Then we can cover U by a family
of compact open bisections of G whose intersections with G |X are contained
in U . Then by going to a finite subcover, we see that U = (U1∪· · ·∪Un)∩G |X
for some compact open bisections U1, . . . , Un of G . Put V1 = U1 and sup-
pose inductively that we have found a compact open bisection Vi of G
with Vi ∩ G |X = (U1 ∪ · · · ∪ Ui) ∩ G |X with 1 ≤ i ≤ n − 1. Note that
W = s(Vi)\s(Ui+1) andW
′ = r(Vi)\r(Ui+1) are compact open subsets of G
0.
Then V ′ =W ′ViW ⊆ Vi is a compact open bisection and s(V
′) ∩ s(Ui+1) =
∅ = r(V ′) ∩ r(Ui+1) and so Vi+1 = V
′ ∪ Ui+1 is a compact open bisection of
G . We claim that Vi+1 ∩ G |X = (U1 ∪ · · · ∪ Ui+1) ∩ G |X . The containment
from left to right is obvious since V ′ ⊆ Vi. Also Ui+1∩G |X ⊆ Vi+1∩G |X by
construction. Suppose that γ ∈ (U1 ∪ · · · ∪ Ui) ∩ G |X = Vi ∩ G |X ⊆ U but
γ /∈ Ui+1. If s(γ) ∈ s(Ui+1), then since U is a bisection of G |X , we deduce
that γ ∈ Ui+1. Thus s(γ) ∈ s(Vi) \ s(Ui+1). An identical argument shows
that r(γ) ∈ r(Vi)\r(Ui+1). Therefore, γ ∈ V
′ ⊆ Vi+1. Thus Vn is a compact
open bisection of G with Vn ∩ G |X = U and so 1U is the restriction of 1Vn .
We conclude that the restriction map is onto.
If u ∈ G 0, then Gu denotes the set of arrows with source u. The isotropy
group Gu acts freely on the right of Gu by multiplication. Thus kGu is a
free right kGu-module. In fact, it is a kG -kGu-bimodule where the left
kG -module structure is defined by
fγ =
∑
s(α)=r(γ)
f(α)αγ
for f ∈ kG and γ ∈ Gu. We then have an induction functor
Indu : kGu-mod→ kG -mod
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given by
Indu(V ) = kGu ⊗kGu V.
Since kGu is a free right kGu-module, it follows that Indu is an exact functor.
Moreover, a kGu-basis for kGu is given by fixing for each v ∈ Ou an arrow
γv : u→ v. It follows that as a k-vector space, we have that
Indu(V ) =
⊕
v∈Ou
γv ⊗ V. (5.1)
A key fact, proved in [25], is that Indu preserves simplicity.
Theorem 5.4. If V is a simple kGu-module, then Indu(V ) is a simple kG -
module.
Of particular interest is when V is the trivial module k (where Gu acts
as the identity). Then (5.1) implies that as a vector space Indu(k) ∼= kOu.
The action is easily verified to be given by
fv =
∑
γ : v→w
f(γ)w
for f ∈ kG and v ∈ Ou since α(γs(α) ⊗ 1) = γr(α) ⊗ 1. In particular, if U is
a compact open bisection, then
1Uv =
{
U · v, if v ∈ s(U)
0, else.
One can easily prove the simplicity of kOu directly from these observations.
If x =
∑
v∈Ou
cvv is a non-zero finite linear combination, then since G
0 is
Hausdorff, we can find U ⊆ G 0 compact open with Ux = cvv with cv 6= 0
for some v ∈ Ou. Then using that S acts transitively on Ou, we can obtain
any basis element from cvv.
It is not difficult to verify that EndkGu(V, V )
∼= EndkG (Indu(V ), Indu(V ))
for any kGu-module V . We shall only perform this verification for the case
of the trivial module, as that is all we shall need.
Lemma 5.5. Let k be a field and Ou an orbit of G . Then EndkG (kOu) = k.
Proof. Let Φ ∈ EndkG (kOu). We first claim that Φ(u) = cu for some c ∈ k.
Indeed, if Φ(u) =
∑
v∈Ou
cvv, then since the support of the sum is finite
and G 0 is Hausdorff, we can find a compact open neighborhood U of u in
G 0 so that if v ∈ U ∩ Ou and cv 6= 0, then v = u. As 1Uu = u, it then
follows that Φ(u) = Φ(1Uu) = 1UΦ(u) = cuu. Next observe that if v ∈ Ou,
then there is a compact open bisection V with V · u = v, i.e., 1V u = v.
Then Φ(v) = Φ(1V u) = 1V Φ(u) = 1V cuu = cu1V u = cuv. Thus Φ is
multiplication by cu ∈ k, as required. 
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5.3. Modules and sheaves. In [26] the second author showed that the
category kG -mod of unitary kG -modules is equivalent to the category of
G -sheaves of k-vector spaces. We shall need aspects of this equivalence.
A G -sheaf consists of a space E, a local homeomorphism p : E → G 0 and
an action map G 1 ×G 0 E → E (where the fiber product is with respect to s
and p), written (γ, e) 7→ γe satisfying the following axioms:
• p(e)e = e for all e ∈ E;
• p(γe) = r(γ) whenever p(e) = s(γ);
• γ(αe) = (γα)e whenever p(e) = s(α) and s(γ) = r(α).
A G -sheaf of k-vector spaces is a G -sheaf (E, p) together with a k-vector
space structure on each stalk Eu = p
−1(u) such that:
• the zero section 0: G 0 → E given by u 7→ 0u (the zero of Eu) is
continuous;
• (fiberwise) addition E ×G 0 E → E is continuous;
• scalar multiplication k× E → E is continuous;
• for each γ ∈ G 1, the map Lγ : Es(γ) → Er(γ) given by Lγ(e) = γe is
linear;
where k has the discrete topology in the third item. Note that the first three
conditions are equivalent to (E, p) being a sheaf of k-vector spaces over G 0.
Also observe that each Lγ is a linear isomorphism with inverse Lγ−1 and
that Lu = 1Eu for a unit u ∈ G
0. There is an obvious category of G -sheaves
of k-vector spaces.
Note that 0(G 0) = {0u | u ∈ G
0} is an open subspace of E, being the
image of a section of the local homeomorphism p. A (continuous) section
t : G 0 → E of p is said to have compact support if
supp(t) = {u ∈ G 0 | t(u) 6= 0u}
is compact; note that it is always closed.
If (E, p) is a G -sheaf of k-vector spaces, then we let Γc(E) denote the set
of (continuous) sections of p with compact support. It is easy to see that
Γc(E) is a k-vector space with pointwise operations (where the zero section
is the additive identity). Moreover, Γc(E) has the structure of a unitary
kG -module by putting
(ft)(v) =
∑
γ : u→v
f(γ)γt(u) (5.2)
(which is a finite sum) for f ∈ kG and t ∈ Γc(E).
Since the assignment (E, p) 7→ Γc(E) is an equivalence of categories, we
have that Γc(E) is simple if and only if (E, p) has no proper non-zero sub-
sheaves. A subsheaf amounts to an open subspace E′ ⊆ E such that E′u is
a linear subspace of Eu for all u ∈ G
0 and Lγ(E
′
s(γ)) ⊆ E
′
r(γ) for all γ ∈ G
1.
We say that (E, p) is a simple sheaf when the corresponding module Γc(E)
is simple.
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If (E, p) is a G -sheaf of k-vector spaces, we put
supp(E) = {u ∈ G 0 | Eu 6= {0u}}
and note that it is in invariant subset of G 0. The following observation will
be essential for us.
Proposition 5.6. Let (E, p) be a simple G -sheaf of k-vector spaces. Let
X = supp(E); note that it is a closed invariant subspace of G 0.
(1) If u ∈ supp(E), then Ou = X.
(2) kG |G 0\X ⊆ ann(Γc(E)) and Γc(E) is a simple kG |X -module with the
kG -action factoring through the quotient kG → kG |X .
Proof. Let u ∈ supp(E) and put U = G 0 \Ou. Then U is an open invariant
subspace and so it follows immediately that
E′ = p−1(U) ∪ 0(G ) =
⋃
v∈U
Ev ∪
⋃
w∈Ou
{0w}
is an open subsheaf. Moreover, since {0u} = E
′
u ≤ Eu 6= 0 we have that
E′ is a proper subsheaf and hence is the zero subsheaf by simplicity. Thus
Ev = {0v} for all v ∈ G
0 \ Ou. If follows that supp(E) ⊆ Ou, which implies
the first item.
For the second item, notice that if v /∈ X, then Ev = {0v} and so t(v) = 0
for all t ∈ Γc(E). But if f ∈ kG |G 0\X , then by (5.2), we see that fs has
support contained in G 0 \X for all s ∈ Γc(E). We conclude that kG |G 0\X
annihilates Γc(E). Since kG |G 0\X is the kernel of the projection to kG |X ,
the final statement follows. 
Remark 5.7. The G |X-sheaf corresponding to the kG |X -module structure
on Γc(E) is given by restricting (E, p) to (p
−1(X), p).
6. CCR characterization
Let k be a field and let G be an ample groupoid. Our goal is to char-
acterize when kG is CCR in terms of the isotropy groups and the topology
of the orbit space in the case that G is second-countable. This is an ana-
logue of results characterizing CCR groupoid C∗-algebras. In the C∗-algebra
case the first and third authors show in [4, Theorem 6.1] and [28, Theorem
3.6], respectively, that the groupoid C∗-algebra of a second-countable locally
compact Hausdorff groupoid is CCR if and only if the orbit space is T1 and
the isotropy groups are CCR. Unlike the C∗-case we do not assume that G
is Hausdorff, only the unit space.
Note that if G is second-countable and k is an uncountable algebraically
closed field, then since kG has countable dimension over k, we have that it
is CCR if and only if all its irreducible representations are by finite rank
operators over k.
The following is our first main result of the paper.
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Theorem 6.1. Let k be a field and G a second-countable ample groupoid.
Then the Steinberg algebra kG is CCR if and only if the orbit space G 0/G
is T1 and kGu is CCR for each isotropy group Gu. In particular, if G has
virtually abelian isotropy groups, then CG is CCR if and only if G 0/G is T1.
Proof. Begin by assuming that kG is CCR. First we show that G 0/G is
T1. Consider an orbit Ou and the corresponding simple kG -module kOu
induced from the trivial representation of Gu. In light of Lemma 5.5, we
must have that each element of kG acts on kOu as a finite rank operator
over k. Let v ∈ G 0 \ Ou and let U be a compact open neighborhood of v.
Then a basis for 1UkOu is U ∩Ou and hence this set must be finite. But G
0
is Hausdorff and v /∈ Ou so we can find a smaller neighborhood V ⊆ U of v
with V ∩ Ou = ∅. Thus Ou is closed. This shows that G
0/G is T1.
Next we show that if kG is CCR, then the isotropy group rings kGu are
CCR. First note that since Ou is closed, it is discrete in the relative topology
by Lemma 5.1. Then there is a surjective homomorphism kG → kG |Ou
because Ou is closed. Hence kG |Ou is CCR (as CCR is closed under taking
quotient rings). But G |Ou is a discrete transitive groupoid and so kGu is
CCR by Proposition 5.3.
Lastly, we prove the converse. Assume that G 0/G is T1 and that kGu is
CCR for every u ∈ G 0. We show that kG is CCR. Let V be a simple kG -
module. Then we may assume without loss of generality that V = Γc(E)
where (E, p) is a simple G -sheaf of k-vector spaces. Let u ∈ supp(E). Be-
cause Ou is closed it follows from Proposition 5.6 that supp(E) = Ou = Ou.
Hence V is a kG |Ou-module and the kG -action factors through the quo-
tient map by Proposition 5.6. Now G |Ou is a discrete transitive groupoid by
Lemma 5.1 and hence kG |Ou is CCR by Proposition 5.3 and the hypothesis
on kGu. Thus kG /ann(V ) ∼= kG |Ou/ann(V ) is simple with a minimal left
ideal. We conclude that kG is CCR. 
7. GCR characterization
Let k be a field and G an ample groupoid. The set Prim(kG ) of primitive
ideals of kG is a T0 topological space with the hull-kernel (or Jacobson)
topology. The basic neighborhoods in this topology are of the form
D(f) = {I ∈ Prim(kG ) | f /∈ I}
where f ∈ kG .
Lemma 7.1. Let u ∈ G 0 and let Ou denote the orbit of u. The map
Φ: G 0 → Prim(kG ) given by
Φ(u) = ann(kOu)
is continuous and hence induces a continuous mapping ϕ : G 0/G → Prim(kG ).
Proof. The map Φ factors through G 0/G . Our goal is to establish continuity
of Φ, and hence of the induced map ϕ : G 0/G → Prim(kG ). To do this, we
must show that the preimage of a closed set is closed. Thus we need to
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show that if un → u is a convergent net and f ∈ ann(kOun) for all n, then
f ∈ ann(kOu).
Let us assume that f /∈ ann(kOu) and derive a contradiction. Then there
exists v ∈ Ou such that fv 6= 0. Since kOu is simple, we can find g ∈ kG
with gu = v and hence (f ∗ g)u 6= 0. Note that f ∗ g ∈ ann(kOun) for all n
and so replacing f by f ∗ g, we may assume without loss of generality that
fu 6= 0 (and we now reset the notation v). Then
fu =
∑
w∈Ou
∑
γ : u→w
f(γ)w.
Since 0 6= fu, there exists v ∈ Ou with∑
γ : u→v
f(γ) 6= 0.
Write f =
∑r
i=1 ci1Ui with ci ∈ k and the Ui compact open bisections. In
particular, for each i, there is at most one arrow with source u in Ui. Thus,
since G 0 is Hausdorff, we can find a compact open neighborhood V ⊆ G 0 of
v so that no arrow of any Ui with source u ends at an element of V other
than v. Then we have
1V ∗ f =
r∑
i=1
ci1V Ui ,
(1V ∗ f)u =
∑
γ : u→v
f(γ)v 6= 0
and 1V ∗ f ∈ ann(kOun) for all n. Thus replacing f by 1V ∗ f , we may
assume without loss of generality that fu 6= 0 and f =
∑r
i=1 ci1Ui with the
Ui compact open bisections such that any arrow γi ∈ Ui with source u ends
at same vertex v ∈ Ou, independent of i. In particular, we have
0 6= fu =
∑
γ : u→v
f(γ)v.
Since the source map is open, if u ∈ s(Ui), then un ∈ s(Ui) for n suffi-
ciently large. Also s(Ui) is compact and hence closed (since G
0 is Hausdorff).
Thus if u /∈ s(Ui), then un /∈ s(Ui) for n large enough. Since there are only
finitely many Ui, we can choose n sufficiently large so that, for i = 1, . . . , r,
we have that un ∈ s(Ui) if and only if u ∈ s(Ui). Moreover, since Ui is a
bisection if un ∈ s(Ui), then there is a unique γi,n ∈ Ui with s(γi,n) = un.
We now compute
0 = fun
=
∑
w∈Oun
∑
γ : un→w
f(γ)w
=
∑
w∈Oun
∑
{i|un∈s(Ui),r(γi,n)=w}
ciw.
(7.1)
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But then
0 6= fu =
∑
{i|u∈s(Ui)}
civ =

 ∑
w∈Oun
∑
{i|un∈s(Ui),r(γi,n)=w}
ci

 v = 0
by choice of n and (7.1) (since u ∈ s(Ui) if and only if un ∈ s(Ui), in which
case there is a unique γi ∈ Ui with s(γi) = u and a unique γi,n ∈ Ui with
s(γi,n) = un, and moreover r(γi) = v). This contradiction completes the
proof of the continuity of Φ, and hence ϕ. 
The following is our second main theorem in the paper. Similarly to the
CCR case, it characterizes GCR Steinberg algebras in terms of the topology
on the orbit space and the isotropy groups, and is also an analogue of a
GCR characterization for groupoid C∗-algebras (see [4, Theorem 7.1], [29,
Theorem 4.3]).
Theorem 7.2. Let k be a field and G a second-countable ample groupoid.
The Steinberg algebra kG is GCR if and only if the orbit space G 0/G is T0
and the isotropy group rings kGu with u ∈ G
0 are GCR. In particular, if G
has virtually abelian isotropy groups, then CG is GCR if and only if G 0/G
is T0.
Proof. Assume first that kG is GCR. We claim that the continuous mapping
ϕ : G 0/G → Prim(kG ) sendingOu to ann(kOu) from Lemma 7.1 is injective.
By Proposition 2.4 it is enough to show that if Ou 6= Ov, then kOu ≇ kOv.
Indeed, suppose Ψ: kOu → kOv is an isomorphism. Let Ψ(u) =
∑
w∈Ov
cww
with the sum finite. Then since u /∈ Ov and G
0 is Hausdorff, we can find
a compact open neighborhood U of u containing no element of the finite
support of Ψ(u). Then Ψ(u) = Ψ(1Uu) = 1UΨ(u) =
∑
w∈Ov
cw1Uw = 0, a
contradiction. Since Prim(kG ) is T0 and G
0/G embeds continuously in it,
we conclude that G 0/G is T0.
Next we verify that kGu is GCR. Note that kG |Ou is a quotient of kG
and hence is GCR. By Proposition 5.2, we have that G |Ou is open in G |Ou
(in the relative topology) and so G |Ou is discrete in the relative topology by
Lemma 5.1. Also kG |Ou is an ideal in kG |Ou with local units (as Ou is open
in Ou) and hence is GCR by Corollary 2.11. Thus, since G |Ou is discrete
and transitive, we deduce that kGu is GCR by Proposition 5.3.
Suppose now that G 0/G is T0 and each isotropy group ring is GCR and
let V be a simple kG -module. Put D = EndkG (V ). We may assume without
loss of generality that V = Γc(E) with (E, p) a simple G -sheaf of k-vector
spaces. Let u ∈ supp(E). Then V is a kG |Ou-module and the kG -action
factors through the quotient map by Proposition 5.6. By Proposition 5.2,
G |Ou is an open subgroupoid of G |Ou in the relative topology, and hence
G |Ou is a discrete transitive groupoid by Lemma 5.1 in the relative topology.
Thus kG |Ou is GCR by Proposition 5.3. Moreover, it is an ideal in kG |Ou
and is a ring with local units. Since u ∈ supp(E), there exists t ∈ Γc(E)
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with t(u) 6= 0u. Indeed, take 0u 6= e ∈ Eu and choose W a compact open
neighborhood of e with p|W a homeomorphism; then extending (p|W )
−1 to
be zero outside p(W ) gives a section t ∈ Γc(E) with t(u) = e 6= 0u. Since
Ou is open in Ou, we can find a compact open neighborhood U of u with
U ∩ Ou ⊆ Ou. Note that 1U t = t|U 6= 0 as t(u) 6= 0u. Thus 1U∩Ou ∈ kG|Ou
does not annihilate V , viewed as a kG |Ou-module. We conclude that V is a
simple kG |Ou -module with EndkG |Ou (V ) = D by Lemma 2.10. Thus some
element of kG |Ou acts on V as a non-zero element of finite rank over D and
hence some element of kG acts on V as a non-zero element finite rank over D
(as the action on V factors through the surjective homomorphism to kG |Ou ,
which contains kG |Ou). This completes the proof that kG is GCR. 
8. CCR and GCR higher-rank graph algebras
Countable finitely aligned higher-rank graphs include all (countable) di-
rected graphs as well as row-finite and locally convex (countable) higher-rank
graphs. They were introduced in [20] where the authors study higher-rank
graph C∗-algebras. In [6], the authors introduced Kumjian-Pask algebras
of finitely aligned higher-rank graphs, a purely algebraic analogue of the
higher-rank graph C∗-algebras. Given a finitely aligned higher-rank graph
Λ, they show that the Kumjian-Pask algebra KPk(Λ) is isomorphic to the
Steinberg algebra kGΛ where GΛ is the boundary path groupoid (from [32]).
We adopt the notation of [6] and refer the reader there for more details.
The unit space of GΛ is the boundary path space ∂Λ. A base for the
topology on ∂Λ is given by the cylinder sets: For µ ∈ Λ and finite F ⊆ s(µ)Λ
we define
Z(µ) := {µx ∈ ∂Λ} and Z(µ \ F ) := Z(µ) \
⋃
ν∈F
Z(µν).
For each x ∈ ∂Λ, x is a path and Ox is the collection of paths in ∂Λ
that are eventually the same as x, that is, y ∈ Ox if and only if there exists
p, q ∈ Nk such that σp(x) = σq(y) where σ is the shift map.
Proposition 8.1. Let Λ be a countable finitely aligned higher-rank graph
and GΛ the boundary path groupoid. Then G
0
Λ/GΛ is T1 if and only if the
following condition is satisfied:
for each x ∈ ∂Λ and v ∈ Λ0 we have Z(v) ∩Ox is finite. (8.1)
Proof. First suppose G 0Λ/GΛ is T1. Fix x ∈ ∂Λ and v ∈ Λ
0. Since G 0Λ/GΛ
is also T0, Proposition 5.2 says Ox is discrete in the relative topology. By
way of contradiction, suppose Z(v) ∩ Ox is infinite. Then there exists a
sequence (xn) ⊆ Z(v) ∩ Ox where each term is distinct. Further, since Ox
is closed, Z(v)∩Ox is compact so (xn) has a subsequence that converges to
z ∈ Z(v) ∩ Ox. But {z} is open in Ox so any sequence in Ox converging to
z must eventually be the constant sequence z, z, ... which is a contradiction.
For the reverse implication, fix x ∈ ∂Λ. To see that G 0Λ/GΛ is T1, we show
Ox is closed in G
0. Suppose (yn) ⊆ Ox such that yn converges to y. So yn is
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in the finite set Z(r(y))∩Ox eventually and hence the sequence is eventually
constant. Thus y = yn eventually and Ox is closed. 
We are now in a position to characterize when the algebras associated to
finitely aligned higher-rank graphs are CCR. Since GΛ is second countable
and all of its isotropy groups are abelian (as they are subgroups of Zk),
we combine Proposition 8.1 with Theorem 6.1, Corollary 4.2 and [4, The-
orem 6.1] to get the following corollary. This gives an alternate proof to
Ephrem’s directed graph C∗-algebra result [8, Theorem 5.5], where he calls
condition (8.1) ‘condition M’.
Corollary 8.2. Let Λ be a countable finitely aligned higher-rank graph and k
an uncountable algebraically closed field. Then the following are equivalent.
(1) condition (8.1) is satisfied;
(2) KPk(Λ) is CCR;
(3) C∗(Λ) is CCR.
Since Leavitt path algebras are special cases of Kumjian-Pask algebras,
Corollary 8.2, in particular, characterizes the CCR Leavitt path algebras.
Next we characterize the GCR higher rank graph algebras. Since G 0Λ/GΛ
is T0 if and only if orbits are discrete when endowed with the subspace
topology, the following proposition is immediate.
Proposition 8.3. Let Λ be a countable finitely aligned higher-rank graph
and GΛ the boundary path groupoid. Then G
0
Λ/GΛ is T0 if and only if the
following condition is satisfied
for each x ∈ ∂Λ, there exists µ ∈ Λ and finite F ⊆ s(µ)Λ such that (8.2)
Z(µ \ F ) ∩Ox = {x}.
If we restrict our attention to row-finite higher-rank graphs without sources,
one can show that condition (8.2) is equivalent to saying for each infinite
path x, there exists n ∈ Nk such that for v := r(σn(x)), the only paths from
v to x are the paths on x itself, stated more precisely, this means:
if λ ∈ Λ with s(λ) = v and r(λ) on x, then λ = σn(x)(0, d(λ)).
This condition looks more like Ephrem’s GCR condition in [8, Theorem 7.3]
and is, in fact, equivalent to his in the row-finite directed graph setting.
Combining our Proposition 8.3, Theorem 7.2 and Corollary 4.2 with [4,
Theorem 7.1] we get our final result.
Corollary 8.4. Let Λ be a countable finitely aligned higher-rank graph and k
an uncountable algebraically closed field. Then the following are equivalent.
(1) condition (8.2) is satisfied;
(2) KPk(Λ) is GCR;
(3) C∗(Λ) is GCR.
Corollary 8.4 characterizes, in particular, all the GCR Leavitt path alge-
bras.
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Example 8.5. If G is a discrete groupoid, then the orbit space is discrete
and hence T1. Here we give an example of a boundary path groupoid that
has non-discrete T1 orbit space. Let E be the full rooted binary tree with
edges directed as follows (using the so-called southern convention):
•v
•
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
•
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖
•
??⑦⑦⑦⑦⑦⑦⑦
•
__❅❅❅❅❅❅❅
•
??⑦⑦⑦⑦⑦⑦⑦
•
__❅❅❅❅❅❅❅
...
...
...
...
Then E is a row-finite graph with no sources and the associated boundary
path space is the infinite path space, that is, the space of all infinite sequences
of edges e1e2 . . . such that s(ei) = r(ei+1). Here, each orbit contains a unique
infinite path whose range is the root v and one can show the orbit space is
homeomorphic to the Cantor set which is compact and Hausdorff hence T1.
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