INTRODUCTION
The determination of displacement vectors is an important task in the context of temporal image sequence analysis, as well as in stereoscopic vision. The relations between images taken from an image sequence or a stereo pair are conceptually represented by a displacement vector field which establishes a pairwise correspondence between points in both regarded images. Most approaches for the determination of displacement vector fields include a first step, where individual measurements of local displacements are performed. Often these initial measurements are subsequently combined in a way that exploits a priori knowledge, e.g. using spatial smoothness constraints for the resulting vector field. However, the very first step, i.e. the determination of individual displacement vectors is a process whose results are in general afflicted by errors. The extent and specific type of error that is to be expected varies largely between the different displacement vectors, as the reliability is largely dependent on the local characteristics of the image signal. If reliability or accuracy measures can be assigned to these estimates, this is advantageous compared to the approach of detecting and suppressing erroneous measurements ('outliers') in subsequent processing steps. The present contribution is oriented towards the joint estimation of individual displacement vectors and their corresponding reliability measures. Extending the results of Singh and Allen [1] , these estimation theoretic relations can be fully derived from a statistical image model.
PROBLEMS IN DISPLACEMENT VECTOR ESTI-MATION
Practical methods for determining displacement vectors are based on a comparative analysis of small local areas, either explicitly, as in the case of the matching or correlation-based approaches (cf. e.g. [2] , [3] ) or implicitly by determining a local spatial/temporal Taylor series expansion of the image signal in the area of interest (differential methods).
cf. e.g. [4] ).
It is common to all these methods that several systematic nuisance factors may heavily affect the reliability of the resulting displacement vectors:
• Visual motion fields are characterized by the fact that there may exist areas in one of the two regarded images that are not visible in the other image due to occlusion. The attempt to enforce the determination of a correspondence vector even for such areas may lead to unreliable or even completely meaningless correspondences.
• It is strongly dependent on the local structure of the image signal whether a unique correspondence can be established at all. The achievable reliability of a displacement vector estimate is particularily determined by the autocorrelation structure of the regarded image area, but depends on the observation noise as well.
• It is well known that displacement vectors cannot uniquely be determined for local image areas that are mainly characterized by a prominent structure in a single direction, i.e. at linear edges or lines. The portion of the displacement vector perpendicular to the edge or line direction can be determined, whereas the vector component colinear to the structure is undeterminable.
• Image areas that contain sufficient structure for estimating a displacement vector are often found on the boundary between different objects. However, an area which is located on such a boundary cannot be described by a single displacement vector if the apparent motion of the regarded objects is different.
• By far the most proposed schemes for displacement vector estimation implicitly rely on the assumption of apparent motion fields for which the rotational component is locally much less prominent than the translatory component.
The essential conclusion from the observations listed above is that these uncertainties and ambiguities that are primarily caused by the data, and not by the estimation method itself. Thus, these uncertainties cannot be reduced as long as only a limited image area is taken into consideration 1 .
However, it is possible to detect and quantitatively describe these uncertainties even when regarding only a local subarea of an image, and further processing of the resulting quantitative measures may significantly reduce errors in processing steps that are based on the obtained displacement vectors. In general, there is much more information in the image data than can be captured in a single displacement vector, and the reliability of such a vector is valuable information as well. Thus, a displacement vector estimate should preferably be regarded in combination with its individual reliability, e.g. expressed by variance / covariance terms.
STATISTICAL ANALYSIS OF MATCHING-BASED DISPLACEMENT VECTOR ESTIMATION
We are given two images P 1 and P 2 , and our task is to determine the apparent motion of an image subarea B 1 taken from image P 1 . Image subarea B 1 is written as an ordered ensemble of observed gray values
where N is the number of components of this data vector. Without loss of generality, the image area B 1 is assumed to be a rectangular "block".
Additionally, the following assumptions are made (some of which are explicitly expected to be incorrect from time to time):
The observed images are modelled as shifted versions of the superposition of a "true" unobservable image affected by additive zero-mean white Gaussian noise 2 with known variance σ 2 c . Furthermore, we assume that the true motion is merely translatory and identical for all points inside of B 1 (i.e. B 1 does not extend across the boundary between two differently displaced objects). Finally, the true motion vector d t of region B 1 is here assumed to be integer valued in its components and constrained to the do-
(An extension to real-valued vectors is possible; however, this would distract from the principal train of thought in this contribution).
Due to the a priori unknown structure of the image data, it cannot be expected that these assumptions are valid for all possible positions of the observed plying parametric models for the vector field and a subsequent regression analysis, or by applying smoothness constraints for the vector field [5] , [6] , [7] . 2 The required camera noise variance can be estimated adaptively from the motion compensated residual (image difference) signal, or may be specified beforehand. The Gaussian noise model used in the described approach can be easily replaced by other (e.g. Laplacian) assumptions; however, we do not expect that this leads to a significant improvement.
area B 1 . It is a particular feature of the analysis described here that it is possible to find out those cases where these assumptions are not valid.
Let us now assume that we know the true displacement vector to be d t = {d tx , d ty }. Thus, the image area B 2 in image P 2 which is obtained by shifting the support of image area B 1 by d t forms a gray value vector b 2 = {b 21 . . . b 2N } that would be identical to b 1 in the ideal noise free case. In general, we will observe a difference between the gray value vectors b 1 and b 2 . Conformant to our model, these differences are exclusively due to noise, and it can be readily derived that the vector of gray value differences e = b 1 − b 2 is a sample of a vectorial zero-mean white Gaussian noise process whose per-component variance σ 2 e equals twice the camera noise variance σ 2 c . Thus, the joint probability density function of the difference vector e is
which is (except for a factor) identical to the heuristically derived result in [1] . By inserting the difference vector e observed for a given displacement vector d in equation (1), we obtain the conditional likelihood of the motion-compensated residual for each one of the possible displacement vectors. Obviously the displacement vector maximizing p( e | d) (or equivalently: minimizing the norm of the difference vector e) is the maximum likelihood estimate of the unknown true displacement vector. For all matchingbased displacement estimation methods this selection criterion is used (i.e. the displacement vector minimizing the residual difference signal is selected), although the statistical reasoning behind this approach is usually not mentioned.
However, we should consider that the difference signal vector e is a realization of a random process and it is not safe to assume that the selection of the maximum means selecting the true displacement vector. The best match between the data vectors b 1 und b 2 may still be a rather bad one with respect to the difference vector e; secondly, it cannot be taken for granted that the second best match is significantly worse. All what we do with this procedure is to minimize the probability that the selected displacement vector is the wrong one (assuming implicitly that all possible displacement vectors are equally likely).
A reasonable alternative to the procedure of maximum selection is to determine the displacement vectorˆ d that minimizes the expectation value of the squared length of the difference vector between the true displacement vector d t and the estimated one: This least squares estimate of d can be obtained as follows:
Assuming one after the other each one of the possible values of d being the true one, we obtain a set of (2D + 1) 2 hypotheses for d, and equation (1) yields a probability measure for the observed difference vector conditioned on each one of these hypotheses. These probability measures are comparable to each other in the sense of a likelihood ratio, but their sum is not equal to 1. In order to obtain a 'real' posterior probability which reflects our belief in a hypothesis H i : d = d i given the image data P 1 , P 2 , we normalize
Obviously, the entity Pr d = d i | P 1 , P 2 defines a probability function over the domain of legal displacement vectors. Figure 1 shows an example for the spatial probability distribution of the displacement vector.
With Pr d i being a shorthand notation for
y is obtained as the expectation of the discrete probability distribution Pr d i :
Furthermore, we can determine the following entities which are related to the accuracy of the least-squares estimate of d:
1 the expected squared length of the difference vector between the estimated and the true displacement vector
2 the expected squared estimation error of the xcomponent of the displacement vector
3 the expected squared estimation error of the ycomponent of the displacement vector
4 the covariance of the x and the y component of the displacement vector error
5 the spatial direction φ 1 in which the variance of the displacement vector error is maximum 6 the spatial direction φ 2 in which the variance of the displacement vector error is minimum (which is perpendicular to φ 1 .)
The mathematical expressions for φ 1 and φ 2 are derived in section 4.
Note that in the equations (6) -(9) the entityˆ d is assumed to be the least squares estimate of d, and not the maximum likelihood estimate.
By comparing the current value of | e()| to a threshold, it is very easily possible to reject the computed displacement vector on the basis of the observation that | e()| is too large to be explainable by noise (significance test). An explicit value for the false rejection probability may be derived from the model.
Taking into consideration that E(|ˆ d
) is a reliability measure as well, we have obtained two quantitative measures for the detection of unreliable or 'undeterminable' displacement vectors. This approach applies to both the least squares estimate of d as well as (with some minor modifications in equations (6) - (9) ) to the conventional maximum-likelihood estimate.
The influence of the variance σ 2 e of the difference image noise on the distribution Pr d i is such that very small values of σ 2 e lead to a prominent emphasize of the maximum, i.e. the least squares estimate is practically identical to the maximum likelihood estimate in this case. Therefore, in case of low noise data material the maximum likelihood estimate is as well optimum with respect to the least squares criterion. Very large values of σ 2 e correspond to the case of very noisy images and may level out the distribution so strongly that the least squares estimate is strongly biased towards the zero vector, whereas the uncertainty measures (variances) increase simultaneously -a quite reasonable behaviour for the case that the image data do not contain exploitable information. The immediate dependency of the parameter σ 2 e on the (measurable) image noise level answers the question raised in [1] concerning the value of the 'normalizing parameter' k.
EIGENSYSTEM ANALYSIS OF THE COVARI-ANCE MATRIX
The determination of the spatial distribution of the displacement vector estimation error is based on an analysis of the eigenvalues and eigenvectors of the 2 × 2 covariance matrix C and involves an orthonormal transformation in order to find the intrinsic directionality of the random vectors.
The covariance matrix C C = c xx c xy c xy c yy (10) is formed from the terms derived in equations (7) to (9) with
Since the covariance matrix C is the result of an estimation process, all entities derived from it are estimates as well. For reasons of readability these values are not marked as estimates in the following.
In order to find the two eigenvalues λ 1 , λ 2 , the equation system
has to be solved, which leads to the quadratic equation
We obtain the following two eigenvalues λ 1 , λ 2 :
where λ 1 is obviously always the largest eigenvalue. 
which is equivalent to the two equations
Both of these equations directly specify a straight line through the origin, whose orientation yields the sought angles φ 1 , φ 2 . The spatial direction φ 1 in which the largest uncertainty of the displacement vector estimate can be observed is given by the eigenvector that corresponds to the larger eigenvalue λ 1 :
5 APPLICATION EXAMPLE Figure 2 shows an image from a sequence taken from a car driving on a highway, and figure 3 shows the corresponding spatial probability distribution Pr d . The blocks where exact point-type matches are obtained are clearly discernable from the linetype matches and the areas where no displacement vectors can be determined due to the lack of sufficient structure in the image data. 
CONCLUSIONS
The presented statistical analysis of displacement vector estimation has yielded two observations:
• A least-squares estimation approach minimizing the expected value of the displacement vector error is a useful and often superior alternative to the conventional scheme of minimizing the matching residual.
• A reliability analysis of displacement vector estimation is possible on the basis of a realistic, but nevertheless computationally inexpensive model. This analysis directly yields confidence measures that clearly indicate the various ambiguities which can occur in displacement vector estimation. Thus, when constructing a displacement vector field, it is possible to detect 'outliers' beforehand, instead of trying to make subsequent processing steps robust against locally inprecise measurements (which is a much more difficult and expensive task in general).
The approach has been presented for the case of temporal image sequences, but can be applied to stereo images as well.
Extensive practical experimentation with image material of different sources has proven that the presented estimation method works reliably under very different environments.
