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In this paper we propose a universal rewriting system whose computational steps closely
resemble themanner inwhich nature computes double strandedDNAmolecules. The basic
data structure is given by a couple of strings paired by a complementarity relation (such
as theWatson–Crick one), and the rewriting rules have a biotechnological implementation
as DNA computing standard procedures. The antiparallel orientation of the formal strings
laying on the double structure is taken into consideration, as in [G. Franco, V. Manca,
An algorithmic analysis of DNA structure, Soft Computing – A Fusion of Foundations,
Methodologies and Applications 9 (10) (2005) 761–768] it was shown to be essential
for some informational and computational aspects underlying the DNA autoduplication
process. The universality of such a system has been proved and the biotechnological details
of a possible implementation have been outlined. Moreover, the membrane system which
turned out to be the natural context to describe our system in [G. Franco, M. Margenstern,
Computing by Floating Strings, in: N. Busi, C. Zandron (Eds.), Proceedings of the First
Workshop on Membrane Computing and Biologically Inspired Process Calculi (MeCBIC
2006), July 9, S. Servolo, Venice, Italy, in: ENTCS, vol. 171(issue 2), July 2007, pp. 95–104]
has been proposed here in more technical detail, and the announced extension work has
been developed.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Since the discovery of the DNA structure over fifty years ago, extraordinary advances in genetics and in biotechnology
have allowed the development of a kind of research which employs this molecule of life as a nanomaterial for computation.
The laboratory possibilities involving DNAmolecules have offered a fresh paradigm for performing and viewing operations,
and several models for DNA-based computations have been developed, including rewriting systems such as insertion–
deletion systems, splicing (finite, linear, circular, distributed) systems, sticker systems [13], molecular finite automata [1],
and microfluidic reactors [18]. An interesting result was that, in order to design an efficient duplication system for formal
strings represented as mobile polymers (floating in a fluid environment), one needs symbols asymmetric with respect to
the three space directions (as the molecules are from a chemical point of view), and arranged according to the three DNA
principles of bilinearity, complementarity and antiparallelism [4]. Moreover, some intrinsic features of DNAmolecules, such
as the geometry of the double helix, are proven to be implied by these principles [7], on which DNA processes are based.
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Biological strings can be obviously seen as strings over an alphabet (having four symbols in the case of DNA and RNA
polymers), and some operations can be quite naturally imported from formal language theory, which is a mathematical
theory of strings, essentially [13]. It is not so surprising, though, that when moving to the laboratory reality of a test tube,
where strings really float and interact, we lose most of the mathematical assumptions behind formal language theory. For
example, the operations of concatenating, reading, and writing strings on molecules require specific bioalgorithms and ad
hoc biotechnological protocols [3].
Universal computations of the Turingmachine can be simulated at a molecular level (for a recent reference see [12]), in a
different fashion, where selective cutting, pasting (concatenating), pairing and elongating strings are natural operations,
while the moving of a reader along a string is more specific and limited to the action of some enzymes—quite unlike
what happens on a tape. Indeed, an enzyme processes a string (i.e., reads and writes) only in one direction. Molecular
implementation of Turing machines was considered in the articles [2] and [16], where detailed molecular encodings of
the transition table of a Turing machine are given, and further Turing machines with few instructions can be found in [15].
The interest for building-in DNA Turingmachineswas hencewidely addressed in the literature, both from purely theoretical
point of view and as a speculation having a possible implementation in drug design [17]. Along this last direction, in [1] the
implementation of a two state autonomous DNA automaton was shown, besides a logical design for a biomolecular Turing
machine, forced to wait until the parts needed to build it are invented.
On the same line of research, in this paper we propose a biologically inspired computational system which computes on
double string structures floating in a fluid environment, as polymeric molecules, by means of rewriting rules that resemble
DNA (or RNA) computations. The system works with a four letter alphabet, such as those of DNA or RNA. Its computational
universality may be quite straightly deduced from a few formal language theoretical results of one of the authors [9–11].
Further in this paper, a possible biotechnological implementation of the rules is discussed in Section 5 and a membrane
system is suggested as an alternative manner to look at the system. Membrane systems are computational devices which
takes into account the notion of compartments explicitly [14], whereas the way their evolution rules work recalls the
computational strategies of formal grammars, that traditionally were applied to analyse biological structures.
2. Biological and computational motivations
The inspiration of this work was given by [4], where several string duplication algorithms were suggested and analysed
in their complexity, including the following template driven algorithm, having a computational complexity linear in time
and space. The (starting, doubling and separating) rules below, guide a string duplication algorithm working on double
structures, and two copies of a given string α are systematically obtained.
In the following the meta-symbol • is used to mark the point of progress of the computation. Let V be the alphabet,
α,β, γ ∈ V?, λ denotes the empty string, and the symbol x in V is such that x 6= λ:
1. Starting
α→ • α
λ
2. Doubling
α • x β
γ
→ α x • β
γ x
3. Separating
α •
β
→ α, β.
A similar algorithm is employed by nature to duplicate DNA strings. In the case of DNA autoduplication, the string to
copy is used as a template, and a one-to-one corresponding element (the complementary nucleotide) is put ‘face-to-face’
to the template, and in the last step we get β as the Watson–Crick complementary strand of α. This algorithm has a clear
biotechnological implementation, as the doubling step can be performed by a polymerase enzyme, the separating step by a
denaturation operation, due to an increase of the temperature, while the first step is just the formal passage from a single
string to a string placed into a double structure. The biological interpretation of the symbol • is related to the orientation of
the string: the computation starts when it is at the final end of the string, and enzymes can recognize this point from the
chemical structure of the molecule.
A possible extension of this duplication algorithm to the operations of triplication and division by six, in order to
guarantee the universality of a biologically motivated computational system, inspired our research. Essentially these three
types of operations are enough to obtain universal computations [9–11], and our system processes the information encoded
on floating strings by simulating these three operations. The rules of this system are two less than those proposed in [5]. They
are able to execute any program of a register machine, while there being also a mechanism to switch from one instruction
to another one and to perform jump instructions.
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The crucial difference with the bilinear duplication algorithm above, introduced in [4], is the encoding used to represent
numerical information by a floating string. In that case, the output was given by the number of copies of the initial string,
that are produced by the system computation. Here instead, the numerical information is carried (i.e., encoded) by the
current string, regardless of the number of copies of such a string. In a sense, even if our system can be biotechnologically
implemented, we do not exploit the parallelism of molecular computations. The input string starts to be transformed by
means of the operations and then possibly changes in each step of computation, as it usually happens on the tape of a
Turing machine. The initial string encodes the given numerical input, and when one of the operations modifies it, the string
encoding the number obtained after the application of that operation is produced.
3. The string rewriting system
Let V be an alphabet with four symbols, say {1, 2, 3,#}, and n be any numerical input. The factorization in primes of n
can be seen as 2km 3h, with m ∈ N and coprime with both 2 and 3. Over our alphabet, the encoding of m is a string of 1?
representing a non-negative integer in unary, and the input n is encoded by 2k#m#3h, belonging to V?.
With such an encoding, in order to duplicate a given number n, it is enough to juxtapose the symbol 2 to the prefix, or, in
biological terms, to append the symbol 2 at the initial end of the string. Analogously, in order to triplicate the number n, one
has to concatenate the symbol 3 at the suffix, (i.e., append the symbol 3 at the final end). On the other hand, the division by
six is performed by erasing one symbol at both the ends of the string. If division by 6 of n is not possible (that is, the string
has at least one of the two ends equal to the symbol #), then a restoration is fixed by tuning the program.
The implementation of a two-register machine program with p instructions is presented by a finite set Q of pointers
{•1, •2, . . . , •p, •p+1}, where each index corresponds to the instruction labels, included jumps, and the pointer •p+1
represents the stop of the computation. The rules implement multiplication by 2 and by 3 and division by 6, in this last
case further (primed) indices {1′, . . . , p′} are used by the computation. However, the total number of the involved pointers is
bounded by 2p, where p is the number of instructions of the given program. Since for the computational steps of the program
there are involved disjoint subsets of pointers, the following groups of string rewriting rules are enough to reproduce the
behaviour of the register machine [5].
Let λ denote the empty string (in V?), α,β, γ, ξ ∈ V? with β, ξ 6= λ, whereas a, b ∈ V , j ∈ {1, . . . , p} and j′ ∈ {1′, . . . , p′}.
We refer to ξ′ as denoting the string obtained from ξ after having erased its first symbol.
(1) Starting
2k#m#3h −→ •1 2
k#m#3h
λ
.
This step marks the beginning of the computation, by formally transforming the input from single string into double
string structure. After such a step the first instruction is going to be executed, as required by the presence of the pointer
with index 1.
(2) For j ∈ {1, . . . , p}, this multiple step performs the operation indicated by the jth instruction of the program (whenever
it can be performed), that can be a duplication, a triplication, or a division by six, or a jump (whenever the division by
six cannot be performed).
(a) Doubling
(i) •j a α
λ
−→ a •j α
2a
(ii)
γ •j a α
2γ
−→ γ a •j α
2 γ a
.
In fact, for j belonging to the labels such that the corresponding instructions are duplications, it is enough to
append another 2 to the appropriate end.
(b) Tripling
(i)
α •j a β
α
−→ α a •j β
α a
(ii)
α •j a
α
−→ α a •j
α a 3
.
In fact, for j belonging to the labels such that the corresponding instructions are triplications, it is enough to
append another 3 at the appropriate end.
(c) Jumping from j to l
•j α
λ
−→ •l α
λ
.
A jump is simulated if the label j corresponds to an instruction which is a jump to the l instruction.
(d) Dividing by six when division is possible, otherwise jumping from j to l
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(i)
•j 2 α
λ
−→ 2 •j α
λ
(ii)
•j # α
λ
−→ •l # α
λ
(iii)
ξ •j a β
ξ′
−→ ξ a •j β
ξ′ a
(iv)
ξ •j 3
ξ′
−→ ξ 3 •j
ξ′
(v)
ξ •j #
ξ′
−→ ξ # •j′
ξ′ #
.
In this case, j belongs to the set of labels such that the corresponding instructions are divisions by six. Such a
division is performed if and only if both the first and the last symbols of the current string are different from #.
In this case, rules (i), (iii), and (iv) are applied (the string ξ′ in the rules (iii), (iv) and (v) denotes that the division
by 2 was already executed by the rule (i)). Otherwise (that is when either there is no 2 at the beginning or there
is no 3 at the end), when division fails, either the rule (ii) is applied (if the number is not divisible by 2) or the
rule (v) is applied (if the number is not divisible by 3) and restoration is fixed by tuning the program (details are
reported in Section 4): basically j′ is the label of an instruction which restores the content of the current string
by a multiplication by 2.
(3) Switching and Separating
(a)
α •j
β
−→ •j+1 β
λ
(b) •p+1 γ
λ
−→ γ.
These steps implement transition and completion of the computation. If a string which is preceded by the pointer
•p+1 is released as a single string, then the program halts and the single string encodes the numerical result of the
computation.
In this system the first step is performed only at the beginning of the program. Then, whenever the current label j points
to a doubling or a triplicating instruction, the rewriting rules of step 2, part (a) and part (b) respectively, are applied in
a deterministic way. In both these cases the operation is completed when no other rule related to that operation can be
applied, and a double structure of the kind α•
β
is obtained. If label j refers to a jump, the rule of step 2 part (c) is applied, so
that the operation labeled by l can be performed.
If j corresponds to a division by six, then the rewriting rules of step 2 part (d) are applied. If the current string begins
with the symbol 2 and ends with the symbol 3 (meaning that it encodes a number divisible by six, and the division can be
performed), then the computational process leads to obtain a double structure of kind α•
β
; otherwise, a jump is performed.
The switching and separating rules of step 3 lead the computation to perform the next operation, or to give out an output.
In particular, rule (a) switches to the next instruction after an operation has been performed regularly, and the rule (b) is
applied at the end of the program, it gives the current string out as an output.
4. Universality of the system
It is well known that register machines have the power of computation of Turing machines, and simulating a register
machinewith two registers is enough (Coke–Minsky Theorem, 1966). If the contents x and y of the two registers are encoded
by the string 2x3ym, withm prime with 6, then, incrementing operation can be translated in multiplications by 2 or by 3 and
decrementing operation can be translated in divisions by 2 or by 3. In our system, only division by 6 is used, as suggested in
[8,11], and before decrementing one register, the machine increments the other. It also performs the test of 0 of a register
(included in this instruction needed to first test the divisibility by 2 or by 3), and this is fixed at the program level. The
program in our system is tuned for decrementations as in the following.
Initially the content k and h of the two registers is encoded by 2k#m#3h, wherem is a non-negative integer in unary, and
then computation is performed by onlymodifying the ends of theword, conformally with specific enzymeswhich recognize
each end of a biological string.
In order to simulate the instructions i: dec k, l and j: dec h, q by multiplication by 2 and by 3 and by division by 6, we
have the following numbered instructions:
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i mul 3 1 j mul 2 1
div l1 2 div q 2
jump i+1 3 jump j+1 3
l1 mul 2 4
div l1 5
jump l 6
We display the trace of the execution by the tables below. The table indicates the new configuration of themolecule after
applying the instructions mentioned on the left-hand side. Each table indicates a normal execution, when the division can
be performed and, below, it indicates the exceptional case, when the division cannot be performed.
2k#m#3h k > 0 2k#m#3h h > 0
1 2k#m#3h+1 1 2k+1#m#3h
2 2k−1#m#3h 2 2k#m#3h−1
3 at i+ 1 3 at j+1
#m#3h k = 0 2k#m# h = 0
1 #m#3h+1 1 2k+1#m#
2 to l1 2 2k#m#, at q
4 2#m#3h+1
5 #m#3h
6 at l
On the table on the right-hand side, if h = 0 then we have 2k#m#. After multiplying by 2 we get 2k+1#m#. When we try
to divide by 6, as rule (i) can be applied, we get 2k#m#. Then rule (iii) leads to the end of the word and only then, rule (v) is
applied, detecting the impossibility of the division. But, as rule (i)was applied, it cancels the application of the preliminary
multiplication by 2: accordingly, when rule (v) applies, the molecule is in the same configuration as it was before applying
the multiplication by 2. And so, when rule (v) applies, the molecule is already restored: this is why we can jump to the
instruction q.
Indeed, what is not performed by the new instruction div lwith respect to an instruction div z, l (where z is equal to k or
to h) must be corrected at the program level. On the left-hand side of the program above, it is explained how to perform div
k, l. As this concerns decrementation of the register corresponding to the 2’s of the word, we first multiply by 3 as after that
we perform the division by 6. If the test of divisibility says yes, we know that the division did what was expected and so,
we can jump to the next instruction i+ 1. If the test says no, as the program is already multiplied by 3, it means that there
is no power of 2 in the word. And so, we multiply by 2 in order to divide again by 6 and restore the content of the registers
before the test.
Themeaning of “l1” is simply a new label “before” the instruction labeled by l, that prepares the restoration of the contents
of the register after the test in the case of a failure of divisibility. In the case of the right-hand side of the program, it concerns
div h, q. This time, we first multiply by 2. But now, the test of divisibility erases the 2 introduced by mul 2. If the test is OK,
we obtain what is needed and then jump i+1 performs what is required. If the test is negative, we have no restoration to
perform: the extra 2 produced by the operation mul 2 is already erased and the test fails because there is no 3 at the end.
And so, we have nothing to do, just jump to qwhich is performed by div q.
5. A possible biotechnological implementation
The DNA strands have a natural orientation that is maintained by the concatenation of nucleotides through the
phosphodiesteric bonds, while hydrogen bonds anneal two strands with opposite orientation. The A on one strand always
pairs with the T on the other one, and C always pairs with G. Two complementary strands of DNA having opposite
orientations thus joined together through hydrogen bonds, and form a double stranded DNA. The two strands are said to be
Watson–Crick complementary to each other [6].
Copying is a basic activity in biomolecular processes, especially with DNA strands. Polymerase enzyme ‘writes’ step-by-
step, in the 5′–3′ direction of the string, by coping (in complementary form) the bases of the template which drives the copy
process, as in Fig. 1 (taken from [6]).
To copy DNA, polymerase requires two other components: a supply of the four nucleotide bases and an oligonucleotide
called primer. DNA polymerases, whether from humans, bacteria, or viruses, cannot copy a chain of DNA without a short
sequence of nucleotides to ‘prime’ the process, or get it started. In fact, the cell has another enzyme called primase that
actuallymakes the first fewnucleotides of the copy. Once the primer ismade, the polymerase can take overmaking the rest of
the new chain. In fact, starting from the primer, the polymerase can read a template strand andmatch itwith complementary
nucleotides very quickly. The result is two helices in place of the first, each composed of one of the original strands plus its
newly assembled complementary strand. In nature, most organisms copy their DNA in the sameway.When any cell divides,
enzymes called polymerases make a copy of all the DNA in each chromosome. The first step in this process is to "unzip" the
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Fig. 1. Polymerase extension.
two DNA chains of the double helix. As the two strands separate, DNA polymerase makes a copy using each strand as a
template. The PCR (Polymerase Chain Reaction), which is one of the most important and efficient tool in biotechnological
manipulation and analysis of long DNA molecules, mimics this process in test tubes [3].
For PCR, primers are the duplicates of nucleotide sequences occurring on each side of the piece of DNA of interest, which
means that the exact order of the primers’ nucleotidesmust already be known. These flanking sequences can be constructed
in the lab, or purchased from commercial suppliers. From a computational point of view, the PCR procedure is thus based
on: (i) templates, (ii) a copy rule applied to templates, (iii) initial short strings (primers) that say where the copying process
has to start.
Coming back to our system, we have an alphabet with exactly four symbols and the typical DNA string double structure.
Notice that the double structure of coupled strands having a slightly different length (here involved in the computation) is
quite normal in nature, as sticky ends few bases long has no experimental effect on the process. Moreover, the biochemical
implementation of the main step (the second one) recalls the work of a special polymerase, since symbols are copied from a
template by elongating a primer with concatenation, and the very last step recalls the annealing process (separation of the
two strands).
In case of duplication, a translation of the first symbol a into a string of 2’s has to be done (i.e., a string of symbols 2 is
juxtaposed as lower string of the double structure) before performing the copying of the remaining string, and in case of
triplication, a translation of the last symbol a into a string of 3’s has to be done after a usual copying of the string. From a
biotechnological point of view, the current string needs be provided by flanking sequences necessary to put polymerase at
work. Such primers usually have at least length 15 [3].
We assume duplication starting by first elongating our double structure on the left with γ 2
15
γ
, with γ ∈ {1, 2, 3}? a
prefixed string involved as a primer. Thus, for an operation j of duplication and a string α to duplicate, we shall have:
• Priming:
•j α
λ
→ γ 2
15 •j α
γ
• Polymerase action:
β •j a α
β
−→ β a •j α
β a
.
On the other hand, we assume triplication starting by first elongating both sides of our double structure with primers γ
γ
and 3
15
λ
, with γ ∈ {1, 2, 3}? a prefixed string involved as a primer. Thus, for an operation j of triplication and a string α to
triplicate, we shall have:
• Priming:
•j α
λ
→ γ •j α 3
15
γ
• Polymerase action:
β •j a α
β
−→ β a •j α
β a
.
In case of division, the copying is performed after the elimination of both the first and the last fifteen symbols of the
string. This step is the most delicate of the entire implementation, and it needs to wait for appropriate restriction enzymes
able to cut exactly fifteen long endpoint sequences.
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There are some enzymes called exonucleaseswith the ability to cut away themost external symbols of a string. In general,
the restriction enzymes (of which exonucleases are a special case) are known as molecular scalpels because of their cut
precision. Unfortunately, from an experimental point of view, it is not easy to control the number of symbols which is
removedby an exonuclease enzyme. At a theoretical level though, in all these cases, the natural orientation of theDNA strings
is a mechanism to recognize which is the first symbol and which is the last one of a string, and enzymes as polymerase or
exonuclease are able to recognize these points and act on them. Another point is to consider chemically altered nucleotides
to represent the symbol #, by methylation for example, so that one can avoid that it is erroneously erased by division.
The exchange of pointers can be seen as an indication corresponding to which enzyme is going to read and copy the
string. In standard DNA computations, the enzymes are chosen by humans, and the point of progress of the computations is
given by the natural orientation of DNA strings. At this stage, the autonomy of our computations basically depends on the
actual ability to control the copying operation in a wet lab, in particular it depends on the existence of suitable restriction
enzymes performing our division.
Finally, it is important to discuss the reading of the output, which is a crucial step both in quantum and molecular
computations [3]. We could sequentialize the final DNA strings by means of the Sanger method, which is precise but quite
expensive. But it is enough (and easier) to perform an electrophoresis after each operation performed by the system, as the
output string can be discriminated by means of its length. In fact, in case of duplication and triplication of the current string
the output is represented by the longest string, and in case of division by the shortest one.
The standard gel-based electrophoresis technique, that separates DNA molecules by their length, is simple, rapid to
perform, and capable of resolving fragments of DNA that cannot be separated adequately by other procedures. Since the
DNA is negatively charged, after being placed in a small well of a gel in an active electric field, it slowly moves toward
the positive side. Larger (heavier) molecules move slower and smaller molecules move faster. More precisely, they migrate
through gel matrices at rates that are inversely proportional to the logarithm (of basis 10) of their length. Larger molecules
have greater frictional drag, they worm the way through the pores of the gel less efficiently than smaller molecules. After
a while the electric field is stopped, and the portion of the gel that contains molecules with the desired length can be cut
out of the gel, DNA purified, and then used in subsequent experiments. Besides, the location of DNA within the gel can be
determined directly by staining with low concentrations of the fluorescent intercalating dye ethidium bromide, and bands
containing DNA can be detected by direct examination of the gel in ultraviolet light [3].
The precision of electrophoresis technique in general depends on the kind of gel, but in our case a difference of 15 or 30
bases is generated by each single operation (since the central string m is a constant, while 15 symbols are concatenated by
duplication and triplication and 30 are eliminated by division), and the technique has no problem to realistically discriminate
strings with such different lengths.
6. A membrane DNA-like system
Membrane systems are proposed as a model to represent various aspects of molecular localization and compartmental-
ization, including the movement of molecules between compartments, the dynamic rearrangement of molecular reactions,
and the interaction between molecules in a compartmentalized setting [14]. As suggested in [5], our system can be asso-
ciated to a membrane system in such a way that instructions of a same type are operated in the same membrane, and the
operations are performed on double string structures by rewriting rules similar to those introduced in Section 3. In fact,
since the computation is guided by the value of the pointer index, then it can be performed in a single compartment related
to the kind of index, while the rewriting rules are applied along the classic strategy, where “all objects which can evolve
must do so” [14]. The objects here are double string structures, and the rewriting rules in the membrane regions can be
viewed as enzymes or biological agents able to read and write on DNA double structure.
Let P be a register machine program with p labeled instructions being duplications, triplications, divisions by six, and
jumps. We call A the set of labels such that the corresponding instructions are duplications, B the set of labels corresponding
to triplications, C the set of labels that correspond to jumps, and D the set of labels such that the corresponding instructions
are divisions by six. Of course, A, B, C,D formapartition of the label set. Starting from the same setting and the same encoding
for the strings given in Section 3, but considering the pointers as special symbols of the alphabet, we introduce a membrane
system that has four distinct membranes, calledma,mb,mc andmd, inside the skin membranems (see Fig. 2, taken from [5]).
Although the notation follows that already introduced in the paper, it might beworth recalling that k, h are natural numbers,
m is a string over the alphabet {1}, a ∈ V , and l corresponds to the instruction to which the instruction j indicates a jump. As
usual, the target here in the evolution rules of the membrane system is not explicited.
The process starts with the rule:
2k#m#3h −→ •1 2
k#m#3h
λ
, inms .
The rules related to the region of the skin membrane belong to the set
Rms =
{
α •j
β
→ α •j•i β ;
α •j
•i β →
•i β
λ
; •i β
λ
→ •i β
λ
, inmφ(i) ;
•p+1 β
λ
→ β, out
}
where α,β ∈ V?, i, j ∈ A ∪ B ∪ C ∪ D and φ(i) ∈ {ma,mb,mc,md} depending on the set of indices to which i belongs.
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Fig. 2.Membrane DNA-like system.
All the internal membranes ma,mb,mc,md have the following rule:
α •j
β
−→ α •j
β
, out
where β ∈ V?, β 6= λ, and i is the label of the instruction performed after the instruction labeled by j.
The rules related to the region of the membrane ma belong to the set
Rma =
{•j a α
λ
−→ a •j α
2a
; γ •j a α
2γ
−→ γ a •j α
2 γ a
}
j∈A
.
The rules related to the region of the membrane mb belong to the set
Rmb =
{
α •j a β
α
−→ α a •j β
α a
; α •j a
α
−→ α a •j
α a 3
}
j∈B
.
The rules related to the region of the membrane mc belong to the set
Rmc =
{•j α
λ
−→ •l α
λ
}
j∈C
.
Finally, the five rules related to the region of the membrane md are:
Rmd =
{•j 2 α
λ
→ 2 •j α
λ
; •j # α
λ
→ •l # α
λ
; ξ •j a β
ξ′
→ ξ a •j β
ξ′ a
; ξ •j 3
ξ′
→ ξ 3 •j
ξ′
; ξ •j #
ξ′
→ ξ # •j′
ξ′ #
}
j∈D
.
Given a stringα over the alphabet V = {1, 2, 3,#} as an input of the abovemembrane system,α enters the skinmembrane
as the double structure •1α
λ
, and then it enters one of the internal membranes depending on the set of indices to which
1 belongs (i.e., of what kind is the first instruction of the program). Inside each internal membrane a single operation is
performed, and double structures exit onlywhen nomore rules can be applied in thatmembrane. Finally, the role of the skin
region is both to switch from one instruction to another and to control the dispatching of strings between the membranes.
This system is universal and turns out to be amodel close to biology, in fact any internal membrane represents the action
of an enzymewhich copies on the double structure, and the rules of that region identify the kind of enzyme. Themembranes
float in the skin region, indeed the enzymes canmove inside a region while their different actions do not interfere with each
other.
The system allows one to execute different programs in parallel, as it is enough to take disjoint sets of pointers. Namely,
if we have k programs P1, . . . , Pk, with p1, . . . , pk number of instructions respectively, then we can take A, B, C,D as the
union of the sets of the membrane labels for all the programs, that indicate duplication, triplication, jump, and division by
six respectively. To perform k programs in parallel by our membrane system, it is enough that the instruction labels are
represented by different kinds of symbols for different programs, for example {l(1)1 , . . . , l(1)p1 } for P1, and {l(i)1 , . . . , l(i)pi } for Pi
with i = 2, . . . , k. There are rules corresponding to each of these labels, but the kind of the rules is the same as the above
system for all the programs, only the cardinality of the sets A, B, C,D (as well as that of Rma , Rmb , Rmc , Rmd ) increase, while the
number ofmembranes remains the same. In thisway, no confusion arises among pointers indicating instructions of different
programs, and a number k of programs can theoretically be executed simultaneously by a systemwith fivemembranes (such
as that in Fig. 2).
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7. Conclusion
One of the natural questions to ask about DNA computing concerns its potential to implement arithmetical operations.
In this paper a DNA-like system of rewriting rules on double strings is proposed, that is capable of universal computations.
A possible lab implementation of the rules is hypothesized and outlined at a purely algorithmic level; in fact, for an actual
implementation further issues should be addressed, such as a possible deficiency of appropriate enzymes and the correct
choice of melting temperature, which depends on both the DNA encoding and the lengths of the strings involved in the
computations. In this context, an accurate estimation of the enzyme efficiency and of the optimal, approximate, minimal,
and maximal length of molecules with which the system has to deal will be the object of a future research. A P system with
five membranes is finally suggested as a different theoretical way to look at the rules.
Our system resemble at the same time the work of a standard register machine and the usual biotechnological steps
exploited in DNA computing experiments, so dealing with both experimental and theoretical issues of computing by
molecules. We think that such a kind of speculation could bring together interests from both computational theory and
biology, and it might represent a further step to get these communities closer each other.
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