Model A would be ideal if we knew X, but we do not. The original analysis of Gunnell et al. used Model B, which is correct only if x2 contains no error. Otherwise, the presence of the error e2 on both sides of the regression equation leads to a negative bias in the regression coefficient. The revised analysis of Gunnell et al. uses Model C. This implicitly attempts to balance a negative bias arising from the presence of e2 on both sides of the regression equation by a positive bias arising from the presence of e1 on both sides.
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Formally, Model C tests the hypothesis that x1 and x2 have equal variances. Since negative correlation between e1 and X reduces the variance of x1, this appears a sensible hypothesis to test. However, the variances of x1 and x2 are also affected by the errors e1 and e2, which are unlikely to have equal variances. In fact, the reporting error e1 is likely to have larger variance than the measurement error e2. This will tend to make the variance of x1 larger than that of x2. So the proposed regression of x1 Ϫ x2 on 1 -2 (x1 + x2) could give a zero coefficient either when e1 and X are negatively correlated and e1 has larger variance than e2, or when e1 and X are uncorrelated and e1 and e2 have equal variance.
To summarize, Model B implicitly assumes that the error e2 is zero, while Model C implicitly assumes that the errors e1 and e2 have equal variances. In the present context, e2 is likely to have much smaller variance than e1, so ironically the original Model B may well be more correct than the new Model C.
Is there a better approach? A full analysis would allow the error variances to differ and would allow e1 to be correlated with X. Unfortunately this model is unidentified: it is not possible to estimate all the parameters simultaneously. To make progress, we would have to make further untestable assumptions. The most sensible approach would be to make a realistic assumption about the variance of e2.
Covariate-adjusted case
Now set aside the above difficulties by assuming that the two error variances are indeed equal, so that Model C above is correct. It is straightforward to include covariates, z say, in Model C. Gilthorpe and Tu rightly question whether such an analysis still addresses the hypothesis of interest.
However, Gilthorpe and Tu are wrong to suggest that changing from regression modelling to multilevel modelling automatically solves the problem. It is straightforward to show that the regression coefficient from Model C is zero if and only if x1 and x2 have equal variances conditional on the covariates z. This is exactly the same hypothesis that would be tested by the multilevel model. (Here I am assuming that we do not use the freedom of multilevel models to enter one set of covariates for x1 and a different set of covariates for x2.) I therefore support Gilthorpe and Tu's proposal to use a multilevel model because assumptions may be made more explicit, but much care is still needed in setting up the model to address the question of interest. Further, the multilevel model should be set up to explicitly include the parameter of interest, rather than working indirectly through comparisons of variances.
To illustrate a possible difficulty in setting up the model, consider an analysis where X is weight and we adjust for selfreported height z. Suppose that individuals who under-report their weight tend also to over-report their height. Self-reported height is therefore negatively correlated with the error e1, and this will tend to bias the regression coefficient in Model C. On the other hand, if z is measured height then no such bias arises. The precise choice of z is therefore essential.
The best approach to this problem would be to jointly model self-reported weight and height and measured weight and height. These four observed values would be explicitly related to the unobserved true values. The model would then allow the error in self-reported weight (for example) to be associated with the error in self-reported height, with the true weight, and with the true height. Such a model would be under-identified and the data analyst would be forced to be explicit about the identifying assumptions to be made. Mathematical coupling: a simpler approach
Jon Rasbash and Harvey Goldstein
Our view is that neither approach 1,2 really clarifies the key issues for the journal readers. We have some specific queries and a general suggestion to make to the authors.
Gunnell et al. 1 base their re-analysis on the null hypothesis assumption, but it is not clear why this should hold-as Gilthorpe and Tu 2 say. If it does not, then the results from the reanalysis would also seem to be biased.
We also feel that while Gilthorpe and Tu make some valid points and is an adequate mathematical treatment, their exposition does little to clarify interpretations. If you want to get Institute of Education, 20 Bedford Way, London, WC1H 0AL, UK. E-mail: j.rabash@ioe.ac.uk the unbiased covariance term between the mean and the difference then the simplest way is just to run it as a bivariate response model: Gilthorpe and Tu complicate this unnecessarily. Our general view is that there is a much simpler and easier to understand approach to this. If you regress (possibly nonlinearly) self-reported height (y) on measured height (x), then you can determine the exact form of the relationship. If your null hypothesis is that y = x + e, where e is simple random error, then if this is true you will finish up with a (straight) line with coefficient = 1 (but note correlation is Ͻ1). Departures from this are then interpreted directly as deviations from the null hypothesis. For example, if the empirical fitted line lies below the null hypothesis line for short people then there is a negative bias for these people, etc. You might want to fit a non-linear relationship or even some kind of smoothed (spline) model to get the relationship right. In addition we suggest that the variation about the line is modelled as a function of x since one might expect the variability of self-reported height to be a function of true height-software such as M1wiN will allow you to do this.
A coda: oversimplification, implicit assumptions, and measurement error
Mark S Gilthorpe, 1 Yu-Kang Tu 1 and David Gunnell 2 This debate demonstrates the range of approaches, and their associated limitations, used to examine this deceptively complex issue. An understanding of the range of relationships of errors with each other and with the unobserved measures is crucial. We concur with all contributors that our pieces are an oversimplification, making various implicit assumptions that were omitted in the interests of simplicity and brevity; it is valuable to receive further comments and insights from other correspondents. We summarize what we feel are the main conclusions to draw from this debate.
The debate on underlying assumptions is probably more philosophical than statistical. There are differences in the adopted definitions of 'true' outcome and associated assessment errors. For instance, Ian White 1 begins with the assumption that over-/under-reporting is present and therefore assessment errors are correlated with unobserved values for self-report whilst uncorrelated for measurement. Consequently, using Oldham's method to test for unequal variances is only valid if error variances of self-report and measurement are equal, which one cannot readily assess. In contrast, we made no assumptions about the correlation between assessment errors and unobserved values, as this is what we sought to test, though we assumed equal error variances. Oldham's method is then valid. The paradox of a method being valid/ invalid with different assumptions for the same problem further reflects the complexity of this issue! Multilevel modelling requires various assumptions concerning the error structures to be explicit, and this indeed is no bad thing. One assumption of the multilevel approach not made explicit was that the 'measure-type' variance at level-2 and the intercept variance at level-1 could not be estimated simultaneously, as the model would be over-identified. This was circumnavigated by setting the level-1 variance to zero, though the 'measure-type' covariate must be centred to avoid overestimation of the level-2 covariance. If we assume unequal error variances (for which there is no obvious means of verification), the bivariate approach of Rasbash and Goldstein 2 would be more appropriate.
Within Oldham's method extended to multiple regression, one may seek to identify if over-/ under-reporting is associated with a covariate. If an association is present, mathematical coupling (MC) is re-introduced, as agreed by all correspondents. Figure 1 Difference between self-reported (X 1 ) and measured (X 0 ) outcomes
