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Abstract
Based on new information concerning strongly indeﬁnite functionals without Palais–Smale
conditions, we study existence and multiplicity of solutions of the Schrödinger equation
{
−u + V (x)u = g(x, u) for x ∈ RN,
u(x) → 0 as |x| → ∞,
where V and g are periodic with respect to x and 0 lies in a gap of (−+V ). Supposing g is
asymptotically linear as |u| → ∞ and symmetric in u, we obtain inﬁnitely many geometrically
distinct solutions. We also consider the situation where g is super linear with mild assumptions
different from those studied previously, and establish the existence and multiplicity.
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1. Introduction and main results
Consider the following Schrödinger equation:
{−u + V (x)u = g(x, u) for x ∈ RN,
u(x) → 0 as |x| → ∞, (NS)
where V and g are continuous real functions and satisfy
(V0) V (x) is 1-periodic in xj for j = 1, . . . , N such that 0 /∈ (−+ V );
(N0) g(x, u) is 1-periodic in xj for j = 1, . . . , N , G(x, u)0 and g(x, u) = o(|u|) as
u → 0 uniformly in x.
In this paper we are interested in existence of inﬁnitely many geometrically distinct
solutions of (NS) when the problem is strongly indeﬁnite, that is, 0 lies in a gap of
the spectrum (A), A := − + V , and g(x, u) is of asymptotically linear growth
as |u| → ∞. As far as we are aware there were no such multiplicity results in this
situation. We also deal with the case where g(x, u) is of superlinear growth as |u| → ∞
with conditions different from those studied deeply in previous related works.
The Schrödinger equation with periodic potentials and nonlinearities has found a
great deal of interest in last years because not only it is important in applications but it
provides a good model for developing mathematical methods, see, e.g., [1–3,5, 7,9–11,
13–18,22,23,25] and the references therein. It is known that for periodic potentials (A)
is a union of closed intervals (cf. [20]). There have been many results on existence and
multiplicity of solutions of such an equation depending on the location of 0 in (A),
among which we recall the following ones.
Case 1: 0 < inf (A). In [11] Coti-Zelati and Rabinowitz proved via a mountain-
pass argument that (NS) has inﬁnitely many solutions provided g ∈ C2(RN ×R,R) and
satisﬁes the superlinear condition: there is  > 2 such that
0 < G(x, u)g(x, u)u for all x ∈ RN and u ∈ R \ {0} (1.1)
and the subcritical condition: there is s ∈ (2, 2∗) such that
|gu(x, u)|c1 + c2|u|s−2 for all (x, u) ∈ RN × R. (1.2)
Here (and in the following) G(x, u) := ∫ u0 g(x, t) dt , 2∗ = ∞ if N = 1, 2, 2∗ =
2N/(N − 2) if N3, and ci denote positive constants. This result was shown recently
in [14,23] to remain true for more general nonlinearities, particularly, for asymptotically
linear ones.
Case 2: 0 lies in a gap of (A), that is,
 := sup ((A) ∩ (−∞, 0)) < 0 <  := inf ((A) ∩ (0,∞)) . (1.3)
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Assume again (1.1) and (1.2) are satisﬁed. If G(x, u) is strictly convex, existence
and multiplicity of solutions of (NS) were established in Alama and Li [2,3], Buf-
foni et al. [7] and Jeanjean [16], by virtue of a mountain-pass reduction. Without
the convexity, by using a generalized linking argument together with a weaker topol-
ogy setting, Troestler and Willem [22] and Kryszewski and Szulkin [17] obtained the
existence, and multiplicity provided g(x, u) is odd in u, of solutions of (NS). See
also [1,9,13].
Case 3: 0 is a boundary point of a gap of (A), precisely, 0 ∈ (A) and (0,) ∩
(A) = ∅. Under (1.1), together with some other conditions, Bartsch and Ding [5]
found at least one nontrivial solution, and inﬁnitely many solutions provided moreover
g(x, u) is odd in u. The existence result was later extended to slightly more general
superlinear case in Willem and Zou [25].
Observe that conditions (1.1)–(1.2) play an important role for showing that any
Palais–Smale sequence is bounded in the works.
One of the remained cases is now that 0 lies in a gap and neither G(x, u) is
convex nor (1.1) holds. This case is difﬁcult because the mountain-pass reduction of
[2,3] is not available on one hand, and it is not known if the Palais–Smale sequences
are bounded on the other hand. We choose this case as the object of the present
paper.
Firstly we handle the asymptotically linear problem. In what follows, G˜(x, u) =
1
2g(x, u)u−G(x, u) and 0 := min{−, } where  and  are the numbers given by(1.3). Assume
(N1) g(x, u) − V∞(x)u = o(|u|) as |u| → ∞ uniformly in x with inf V∞ >  ;
(N2) G˜(x, u)0, and there is 0 ∈ (0, 0) such that G˜(x, u)0 whenever g(x, u)/u
0 − 0 .
In [18] it was proved that if (V0) and (N0)–(N2) hold then (NS) has at least one
solution. Observe that, due to the periodicity of V and g, if u is a solution of (NS),
then so is k ∗ u for each k = (k1, . . . , kN) ∈ ZN where (k ∗ u)(x) = u(x + k). Two
solutions u1 and u2 are said to be geometrically distinct if k ∗u1 = u2 for all k ∈ ZN .
We will prove the following multiplicity result.
Theorem 1.1. Under conditions (V0) and (N0) − (N2), if moreover g(x, u) is odd in
u then (NS) possesses inﬁnitely many geometrically distinct solutions.
Next we deal with the superlinear case. Assume
(N3) G(x, u)/u2 → ∞ as |u| → ∞ uniformly in x;
(N4) G˜(x, u) > 0 if u = 0, G˜(x, u) → ∞ as |u| → ∞ uniformly in x, and there exist
r0 > 0 and  > max {1, N/2} such that |g(x, u)|c0G˜(x, u)|u| if |u|r0.
Theorem 1.2. Under conditions (V0), (N0) and (N3)–(N4), (NS) has at least one
nontrivial solution. If in addition g(x, u) is odd in u then (NS) possesses inﬁnitely
many geometrically distinct solutions.
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Before going on some nonlinear examples and comments on the assumptions are in
order.
The following function is odd and satisﬁes all the asymptotically linear conditions
(N0)–(N2):
Ex1. g(x, u) = V∞(x)u
(
1 − 1ln(e+|u|)
)
where V∞(x) is 1-periodic in xj for j =
1, . . . , N with inf V∞ > .
Another asymptotically linear example is the following:
Ex2. g(x, u) = h(x, |u|)u, where h(x, s) is 1-periodic in xj and increasing for s ∈
[0,∞), and h(x, s) → 0 as s → 0 and h(x, s) → V∞(x) as s → ∞ with
V∞(x) >  uniformly in x.
Clearly, Ex2 satisﬁes (N0)–(N2).
Examples satisfying the superlinear conditions (N0) and (N3)–(N4) are the following
functions with V∞(x) > 0 and being 1-periodic in xj :
Ex3. g(x, u) = V∞(x)u ln(1 + |u|),
Ex4. G(x, u) = V∞(x)
(
|u| + (− 2)|u|− sin2 ( |u| )) where  > 2, 0 <  < − 2 if
N = 1, 2 and 0 <  < + N − N/2 if N3.
Remark that these functions do not satisfy (1.1). For getting more examples satisfying
the superlinear conditions we show the following
Lemma 1.3. Assumption (N4) holds provided g(x, u) satisﬁes:
(1) There exist r1 > 0 and p ∈ (2, 2∗) such that |g(x, u)|c1|u|p−1 if |u|r1;
(2) 2G(x, u) < g(x, u)u if u = 0, and there exist r1 > 0,  > 0 with  < 2 if N = 1,
 < N + p − pN/2 if N2, such that
G(x, u)
(
1
2
− 1
c2|u|
)
g(x, u)u if |u|r1.
Proof. By (2), G˜(x, u) > 0 if u = 0 which implies G(x, u)cu2, hence
g(x, u)u2cu2, for |u|1. It follows from also (2) that
g(x, u)u
c2|u| G˜(x, u)
for |u| large. Consequently
2c|u|2−
c2
 g(x, u)u
c2|u| G˜(x, u)
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which implies G˜(x, u) → ∞ as |u| → ∞ uniformly in x because  < 2. Observe that,
for |u| large,
|g(x, u)|c G˜(x, u)|u| ⇐⇒ (g(x, u)u)

c|u|2 G˜(x, u)
⇐⇒ G(x, u)
(
1
2
− (g(x, u)u)
−1
c|u|2
)
g(x, u)u
⇐⇒ (g(x, u)u)
−1
c|u|2 
1
2
− G(x, u)
g(x, u)u
.
Set  = (p − )/(p − 2). Then  > N/2, and by (1)
(g(x, u)u)−1
c|u|2 
1
a1|u|2−p(−1) =
1
a1|u| ,
by (2)
1
c2|u| 
1
2
− G(x, u)
g(x, u)u
.
Hence (N4) holds. 
It is apparent that if g(x, u) satisﬁes (1.1)–(1.2) than it satisﬁes (1)–(2), hence (N3)
–(N4). This fact, together with the examples Ex3 and Ex4, shows that the superlinear
assumptions of Theorem 1.2 are indeed more general than (1.1)–(1.2).
Our arguments are variational with main ideas following from [12] and [27] (see
also [6,26,28]). The functional associated to (NS) can be represented as (u) =
1
2
(‖u+‖2 − ‖u−‖2) − ∫RN G(x, u) deﬁned on a Hilbert space EH 1(RN,R) with
decomposition E = E− ⊕ E+, u = u− + u+, dimE± = ∞. After some preliminaries
we show in Section 3 the linking structure of , that is, inf (E+∩B) > 0 for some
 > 0 and there is a sequence (Yn) ⊂ E+ of ﬁnite dimensional subspaces such that
(u) → −∞ as ‖u‖ → ∞ in En = E− ⊕ Yn. Unlike the so-called “Fountain” struc-
ture (see [4,24]) where sup(En) → ∞ as n → ∞, we have supn sup(En) < ∞. In
Section 4 we verify the boundedness of Cerami sequences and prove then that, for any
bounded interval I ⊂ R, there is a discrete set A, called (C)I -attractors, consisting of
ﬁnite sums of critical points of  so that any Cerami sequence at level c ∈ I converges
to A. Finally, invoking the (C)I -attractors, by constructing new deformations with a
locally ﬁnite dimensional property we establish the existence part of Theorem 1.2 in
Section 5 and the multiplicity results of Theorems 1.1 and 1.2 in Section 6.
142 Y. Ding, C. Lee / J. Differential Equations 222 (2006) 137–163
2. Preliminaries
Below by | · |q we denote the usual Lq -norm. Assume that (V0) holds and let
as before A = − + V , the selfadjoint operator acting on L2(RN,R) with domain
D(A) = H 2(RN,R). Then (NS) can be rewritten as an equation in L2(RN,R)
Au = g(x, u). (2.1)
In virtue of (V0) we have the orthogonal decomposition
L2 = L2(RN,R) = L− ⊕ L+, u = u− + u+
such that A is negative (resp., positive) in L− (resp., in L+).
Let E = D(|A|1/2) be equipped with the inner product
(u, v) = (|A|1/2u, |A|1/2v)L2
and norm ‖u‖ = ||A|1/2u|2 where (·, ·)L2 denotes the inner product of L2. By (V0),
E = H 1(RN,R) with equivalent norms. Therefore E embeds continuously in Lp for
all p2 with p2∗ if N3, and compactly in Lploc for all p ∈ [1, 2∗). In addition
we have the decomposition
E = E− ⊕ E+ where E± = E ∩ L±,
orthogonal with respect to both (·, ·)L2 and (·, ·).
On E we deﬁne the functional
(u) := 1
2
‖u+‖2 − 1
2
‖u−‖2 −(u) where (u) =
∫
RN
G(x, u).
Note that
|u|22‖u‖2 for u ∈ E− and |u|22‖u‖2 for u ∈ E+. (2.2)
The hypotheses on g imply that  ∈ C1(E,R) and a standard argument invoking
representation (2.1) shows that critical points of  are solutions of (NS). We are
seeking for critical points of .
Recall that  is said to be weakly sequentially lower semi-continuous if for any un ⇀
u in E one has (u) lim infn→∞(un), and ′ is said to be weakly sequentially
continuous if limn→∞′(un)v = ′(u)v for each v ∈ E.
Observe that, assuming (N0) holds and (N1) or (N4) is satisﬁed, given ε > 0, there
is Cε > 0 such that
|g(x, u)|ε|u| + Cε|u|p−1 (2.3)
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and
|G(x, u)|ε|u|2 + Cε|u|p (2.4)
for all (x, u), where p > 2 in case (N1), and p2/(−1) in case (N4). Remark that
in case (N4), 2/( − 1) < 2∗. Using this fact and the Sobolev embedding theorem
one checks easily the following:
Lemma 2.1. Let (V0) and (N0) be satisﬁed, and assume moreover (N1)–(N2) or (N3)
–(N4) hold. Then  is nonnegative, weakly sequentially lower semi-continuous, and
′ is weakly sequentially continuous.
3. The linking structure
In this section we discuss the linking structure of the functional . Firstly we have
the following lemma.
Lemma 3.1. Under the assumptions of Lemma 2.1, there is  > 0 such that  :=
inf (S+ ) > 0 where S+ = B ∩ E+.
Proof. It follows from (2.4) and the Sobolev embedding theorem that, for any ε > 0,
there is Cε > 0 such that
(u)ε|u|22 + Cε|u|ppC(ε‖u‖2 + Cε‖u‖p)
for all u ∈ E. This, jointly with the form of , implies the lemma. 
In the following, for the asymptotically quadratic case we set 	 = inf V∞, and for
the superquadratic case we choose 	 = 2. Take a number ¯ satisfying
 < ¯ < 	. (3.1)
Since (A) is absolutely continuous (cf. [20]), the subspace Y0 := (P¯ − F0)L2 is
inﬁnite dimensional, where (P)∈R denotes the spectrum family of A. Note that by
deﬁnition and (2.2)
Y0 ⊂ E+ and |w|22‖w‖2 ¯|w|22 for all w ∈ Y0. (3.2)
For any ﬁnite dimensional subspace Y of Y0 set EY = E− ⊕ Y .
Lemma 3.2. Let the assumptions of Lemma 2.1 be satisﬁed. Then for any ﬁnite di-
mensional subspace Y of Y0, sup(EY ) < ∞, and there is RY > 0 such that (u) <
inf (B) for all u ∈ EY with ‖u‖RY .
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Proof. It is sufﬁcient to show that (u) → −∞ as u ∈ EY , ‖u‖ → ∞. Arguing
indirectly, assume that for some sequence uj ∈ EY with ‖uj‖ → ∞, there is M > 0
such that (uj ) − M for all j . Then, setting wj = uj/‖uj‖, we have ‖wj‖ = 1,
wj ⇀ w, w
−
j ⇀ w
−, w+j → w+ ∈ Y and
− M‖uj‖2 
(uj )
‖uj‖2 =
1
2
‖w+j ‖2 −
1
2
‖w−j ‖2 −
∫
RN
G
(
x, uj
)
‖uj‖2 . (3.3)
Remark that w+ = 0. Indeed, if not then it follows from (3.3) that
0 1
2
‖w−j ‖2 +
∫
RN
G
(
x, uj
)
‖uj‖2 
1
2
‖w+j ‖2 +
M
‖uj‖2 → 0,
in particular, ‖w−j ‖ → 0, hence 1 = ‖wj‖ → 0, a contradiction.
First, consider the asymptotically linear case and assume (N1) holds. By (3.1)–(3.2)
again,
‖w+‖2 − ‖w−‖2 −
∫
RN
V∞(x)w2‖w+‖2 − ‖w−‖2 − 	|w|22
 −
(
(	− ¯)|w+|22 + ‖w−‖2
)
< 0,
hence, there is a bounded domain  ⊂ RN such that
‖w+‖2 − ‖w−‖2 −
∫

V∞(x)w2 < 0. (3.4)
Let
f (x, u) := g(x, u) − V∞(x)u and F(x, u) =
∫ u
0
f (x, s) ds. (3.5)
By (N1), |F(x, u)|Cu2 and F(x, u)/u2 → 0 as |u| → ∞ uniformly in x. It follows
from Lebesgue’s dominated convergence theorem and the fact |wj − w|L2() → 0
that
lim
j→∞
∫

F(x, uj )
‖uj‖2 = limj→∞
∫

F(x, uj )|wj |2
|uj |2 = 0.
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Thus (3.3) and (3.4) imply that
0  lim
j→∞
(
1
2
‖w+j ‖2 −
1
2
‖w−j ‖2 −
∫

G(x, uj )
‖uj‖2
)
 1
2
(
‖w+‖2 − ‖w−‖2 −
∫

V∞(x)w2
)
< 0,
a contradiction.
Next consider the superlinear case and so suppose (N3)–(N4) hold. Then there is
r > 0 such that G(x, u)	|u|2 if |u|r . Using (3.1)–(3.2),
‖w+‖2 − ‖w−‖2 − 	
∫
RN
w2  ¯|w+|22 − ‖w−‖2 − 	|w+|22 − 	|w−|22
 −
(
(	− ¯)|w+|22 + ‖w−‖2
)
< 0,
hence, there is a bounded domain  ⊂ RN such that
‖w+‖2 − ‖w−‖2 − 	
∫

w2 < 0. (3.6)
Note that
(uj )
‖uj‖2 
1
2
(
‖w+j ‖2 − ‖w−j ‖2
)
−
∫

G(x, uj )
‖uj‖2
= 1
2
(
‖w+j ‖2 − ‖w−j ‖2 − 	
∫

|wj |2
)
−
∫

G(x, uj ) − 	2 |uj |2
‖uj‖2
 1
2
(
‖w+j ‖2 − ‖w−j ‖2 − 	
∫

|wj |2
)
+ 	r
2||
2‖uj‖2
(|| denotes the Lebesgue measure of ). Thus (3.3) and (3.6) imply that
0  lim
j→∞
(
1
2
‖w+j ‖2 −
1
2
‖w−j ‖2 −
∫

G(x, uj )
‖uj‖2
)
 1
2
(
‖w+‖2 − ‖w−‖2 − 	
∫

w2
)
< 0,
a contradiction. 
As a special case we have
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Lemma 3.3. Under the assumptions of Lemma 2.1, letting e ∈ Y0 with ‖e‖ = 1, there
is r0 > 0 such that sup(Q) = 0 where Q := {u = u− + se : u− ∈ E−, s0,
‖u‖r0}.
4. The (C) sequences
Recall that a sequence (un) ⊂ E is a Cerami sequence at the level c ((C)c-sequence
for short) (for ) if (un) → c and (1 + ‖un‖)′(un) → 0 (cf. [8]). In this section
we consider the boundedness of (C)c-sequences. Firstly, we have
Lemma 4.1. Under the assumptions of Lemma 2.1, any (C)c-sequence is bounded.
Proof. Let (uj ) ⊂ E be such that
(uj ) → c and (1 + ‖uj‖)′(uj ) → 0. (4.1)
Observe that for j large
C0(uj ) − 12
′(uj )uj =
∫
RN
G˜(x, uj ) . (4.2)
Arguing indirectly, assume by contradiction that ‖uj‖ → ∞. Set vj = uj/‖uj‖. Then
‖vj‖ = 1 and |vj |s
s‖vj‖ = 
s for s ∈ [2, 2∗). Observe that, from (4.1) and
′(uj )(u+j − u−j ) = ‖uj‖2
(
1 −
∫
RN
g(x, uj )(v
+
j − v−j )
‖uj‖
)
,
it follows that
∫
RN
g(x, uj )(v
+
j − v−j )
‖uj‖ → 1. (4.3)
First we consider the asymptotically linear case, hence assume (N1)–(N2) are satis-
ﬁed. By a Lions’ concentration compactness principle [19], either (vj ) is vanishing (in
this case |vj |s → 0 for all s ∈ (2, 2∗)), or it is nonvanishing, that is, there are r,  > 0
and (aj ) ⊂ ZN such that lim supj→∞
∫
B(aj ,r)
|vj |2 . We show that (vj ) is neither
vanishing nor nonvanishing (cf. [21]).
Assume (vj ) is vanishing. Set, in virtue of (N2),
j :=
{
x ∈ RN : g(x, uj (x))
uj (x)
0 − 0
}
.
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Then 0|vj |22‖vj‖2 = 1 and we have∣∣∣∣∣∣
∫
j
g(x, uj )
(
v+j − v−j
)
‖uj‖
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
j
g(x, uj )
(
v+j − v−j
)
|vj |
|uj |
∣∣∣∣∣∣
 (0 − 0)|vj |22
0 − 0
0
< 1
for all j . This, jointly with (4.3), implies that for cj := RN \ j
lim
j→∞
∫
cj
g(x, uj )
(
v+j − v−j
)
‖uj‖ > 1 −
0 − 0
0
= 0
0
.
Recalling that by (N0) and (N1)
|g(x, u)|C|u| for all (x, u), (4.4)
there holds for an arbitrarily ﬁxed s ∈ (2, 2∗)
∫
cj
g(x, uj )
(
v+j − v−j
)
‖uj‖  C
∫
cj
|v+j − v−j ||vj |
 C|vj |2|cj |(s−2)/2s |vj |sC
2|cj |(s−2)/2s |vj |s .
Since |vj |s → 0, one gets |cj | → ∞. By (N2), G˜(x, uj )0 on cj , hence
∫
RN
G˜(x, uj )
∫
cj
G˜(x, uj )0|cj | → ∞,
contrary to (4.2).
Assume (vj ) is nonvanishing. Setting u˜j (x) = uj (x + aj ), v˜j (x) = vj (x + aj ) and
j (x) = (x − aj ) for any  ∈ C∞0 we have by (N1) (see (3.5) for f (x, u))
′(uj )j =
(
u+j − u−j ,j
)
− (V∞uj ,j )L2 −
∫
RN
f (x, uj )j
= ‖uj‖
((
v+j − v−j ,j
)
− (V∞vj ,j )L2 −
∫
RN
f (x, uj )j
|vj |
|uj |
)
= ‖uj‖
((
v˜+j − v˜−j ,
)
− (V∞v˜j ,)L2 −
∫
RN
f (x, u˜j )
|v˜j |
|u˜j |
)
.
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This results
(
v˜+j − v˜−j ,
)
− (V∞v˜j ,)L2 −
∫
RN
f
(
x, u˜j
)

|v˜j |
|u˜j | → 0.
Since ‖v˜j‖ = ‖vj‖ = 1, we can assume that v˜j ⇀ v˜ in E, v˜j → v˜ in L2loc and
v˜j (x) → v˜(x) a.e. in RN . Since limj→∞
∫
B(0,r) |v˜j |2, v˜ = 0. By (4.4)
∣∣∣∣f (x, u˜j ) |v˜j ||u˜j |
∣∣∣∣ C|||v˜j |,
it follows from (N1) and the dominated convergence theorem that
∫
RN
f (x, u˜j )
|v˜j |
|z˜uj | → 0,
hence
(v˜+ − v˜−,) − (V∞v˜,)L2 = 0.
Thus v˜ is an eigenfunction of the operator A˜ := − + (V − V∞) contradicting with
the fact that A˜ has only continuous spectrum.
Next we consider the superlinear case and suppose (N3)–(N4) hold. Set for r0
h(r) := inf
{
G˜(x, u) : x ∈ RN and u ∈ R with |u|r
}
.
By (N4), h(r) > 0 for all r > 0, and h(r) → ∞ as r → ∞. For 0a < b let
j (a, b) =
{
x ∈ RN : a |uj (x)| < b
}
and
cba := inf
{
G˜(x, u)
u2
: x ∈ RN and u ∈ R with a |u|b
}
.
Since G(x, u) depends periodically on x and G˜(x, u) > 0 if u = 0, one has cba > 0
and
G˜(x, uj (x))cba|uj (x)|2 for all x ∈ j (a, b).
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It follows from (4.2) that
C0 
∫
j (0,a)
G˜(x, uj ) +
∫
j (a,b)
G˜(x, uj ) +
∫
j (b,∞)
G˜(x, uj )

∫
j (0,a)
G˜(x, uj ) + cba
∫
j (a,b)
|uj |2 + h(b)|j (b,∞)|. (4.5)
Invoking (N4), set  := 2/( − 1) and ′ = /2. Since  > max{1, N/2} one sees
 ∈ (2, 2∗). Fix arbitrarily ˆ ∈ (, 2∗). Using (4.5),
|j (b,∞)| C0
h(b)
→ 0
as b → ∞ uniformly in j , which implies by Hölder inequality that∫
j (b,∞)
|vj |
ˆ |j (b,∞)|1−/ˆ → 0 (4.6)
as b → ∞ uniformly in j . Using (4.5) again, for any ﬁxed 0 < a < b,∫
j (a,b)
|vj |2 = 1‖uj‖2
∫
j (a,b)
|uj |2 C0
cba‖uj‖2
→ 0 (4.7)
as j → ∞.
Let 0 < ε < 1/3. By (N0) there is aε > 0 such that |g(x, u)| < ε
2 |u| for all |u|aε,
consequently, ∫
j (0,aε)
g(x, uj )
|uj | |vj | |v
+
j − v−j |

∫
j (0,aε)
ε

2
|v+j − v−j | |vj |
ε

2
|vj |22ε (4.8)
for all j . By (N4) and (4.6) we can take bεr0 large so that∫
j (bε,∞)
g(x, uj )
|uj |
(
v+j − v−j
)
|vj |

(∫
j (bε,∞)
|g(x, uj )|
|uj |
)1/ (∫
j (bε,∞)
(
|v+j − v−j | |vj |
)′)1/′

(∫
RN
c0G˜(x, uj )
)1/ (∫
RN
|v+j − v−j |
)1/ (∫
j (bε,∞)
|vj |
)1/
< ε (4.9)
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for all j . Note that there is 
 = 
(ε) > 0 independent of j such that |g(x, uj )|
|uj |
for x ∈ j (aε, bε). By (4.7) there is j0 such that∫
j (aε,bε)
g(x, uj )
|uj | |vj | |v
+
j − v−j |


∫
j (aε,bε)
|v+j − v−j | |vj |

|vj |2
(∫
j (aε,bε)
|vj |2
)1/2
< ε (4.10)
for all jj0. Now the combination of (4.8)–(4.10) implies that for jj0
∫
RN
g
(
x, uj
) (
u+j − u−j
)
‖uj‖2 < 3ε < 1
which contradicts (4.3). 
In the following lemma we discuss further the (C)c-sequence (uj ) ⊂ E. By Lemma
4.1 it is bounded, hence, without loss of generality, we may assume that uj ⇀ u.
Plainly u is a critical point of . Set u1j = uj − u.
Lemma 4.2. Under the assumptions of Lemma 3.1, one has, as j → ∞,
(1) 
(
u1j
)
→ c − (u);
(2) ′
(
u1j
)
→ 0.
Proof. If g ∈ C1 with |gu(x, u)|c1(1+|u|p−2) for all (x, u) ∈ RN ×R, some c1 > 0
and p ∈ (2, 2∗), then this lemma follows easily from a standard argument, see e.g.
[11]. However, in our case such a regularity condition is not available and we hence
need to provide another argument. The veriﬁcation of (1) is similar to and simpler than
that of (2), so we only check the latter.
Observe that, for any  ∈ E,
′
(
u1j
)
 = ′(uj )+
∫
RN
(
g
(
x, uj
)− g (x, u1j)− g(x, u)).
Since ′
(
uj
) → 0, it sufﬁces to show that
sup
‖‖1
∣∣∣∣
∫
RN
(
g
(
x, uj
)− g (x, u1j)− g(x, u))
∣∣∣∣ → 0. (4.11)
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We adapt an argument of [1, Lemma 3.2]. Deﬁne Qj(r) :=
∫
Br
(|∇uj |2 + |uj |2). Then
Qj(r) is nonnegative and nondecreasing in r ∈ [0,∞). Moreover, there is C > 0
independent of j such that Qj(r)C for all r0. Therefore, along a subsequence,
Qj(r) converges almost everywhere to a bounded and nondecreasing function Q :
[0,∞) → [0,∞). Note that, for any sequence rj → ∞ and number r > 0, if rj r
then
Qj(rj ) − Qj(r)
(
Q(rj ) − Q(r)
)+ (Q(r) − Qj(r)) .
Given ε > 0, there is rε > 0 such that for arbitrarily ﬁxed rrε,
lim sup
j→∞
(
Q(rj ) − Q(r)
)
<
ε
2
, lim sup
j→∞
(
Q(r) − Qj(r)
)
<
ε
2
hence
lim sup
j→∞
(
Qj(rj ) − Qj(r)
) = lim sup
j→∞
∫
Brj \Br
(
|∇uj |2 + |uj |2
)
ε . (4.12)
Fix a smooth function  : [0,∞) → [0, 1] satisfying (t) = 1 if t1, (t) = 0 if t2.
Set u˜j (x) = (2|x|/rj )u(x). Fix r > 0 so that (4.12) holds and
∫
RN\Br
(
|∇u|2 + |u|2
)
< ε. (4.13)
The Sobolev embedding theorem implies that, for each  ∈ [2, 2∗], there is C > 0
independent of j such that
(∫
Brj \Br
|w|
)1/
C
(∫
Brj \Br
(
|∇w|2 + |w|2
))1/2
,
for all w ∈ H 1. The combination of (4.12) and (4.13) yields
lim sup
j→∞
(∫
Brj \Br
|uj |
)1/
 Cε1/2, (4.14)
lim sup
j→∞
(∫
Brj \Br
|u˜j |
)1/

(∫
RN\Br
|u|
)1/
Cε1/2. (4.15)
152 Y. Ding, C. Lee / J. Differential Equations 222 (2006) 137–163
Deﬁne h : L2 → L2 by h(w)(x) = g(x,w(x)). Using (2.3) and the compactness of
Sobolev embeddings,
lim
j→∞
∫
Br
∣∣h(uj ) − h (uj − u˜j )− h(u)∣∣
= lim
j→∞
∫
Br
∣∣h(uj ) − h(uj − u) − h(u)∣∣ = 0 .
Let  ∈ E with ‖‖1. We have, using (2.3) and (4.14), (4.15)
lim sup
j→∞
∣∣∣∣
∫
RN
(
h(uj ) − h
(
uj − u˜j
)− h(u˜j ))
∣∣∣∣
= lim sup
j→∞
∣∣∣∣∣
∫
Brj \Br
(
h(uj ) − h
(
uj − u˜j
)− h (u˜j ))
∣∣∣∣∣
 2c1 lim sup
j→∞
∫
Brj \Br
(|uj | + |u˜j |) ||
+2pc1 lim sup
j→∞
∫
Brj \Br
(
|uj |p−1 + |u˜j |p−1
)
||
2c1 lim sup
j→∞
(
|uj |L2(Brj \Br) + |u˜j |L2(Brj \Br)
)
||2
+2pc1 lim sup
j→∞
(
|uj |p−1
Lp
(
Brj \Br
) + |u˜j |p−1
Lp
(
Brj \Br
)
)
||p
 c2ε1/2 + c3ε(p−1)/2.
Since u˜j → u in E, we have clearly
lim
j→∞
∣∣∣∣
∫
RN
(
h
(
uj − u˜j
)− h (uj − u))
∣∣∣∣ = 0
and
lim
j→∞
∣∣∣∣
∫
RN
(
h(u˜j ) − h(u)
)

∣∣∣∣ = 0
uniformly in ‖‖1. By the arbitrariness of ε, (4.11), hence (2) is proved. 
Let K := {u ∈ E : ′(u) = 0}, the critical set of .
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Lemma 4.3. Under the assumptions of Lemma 2.1, there hold
(a)  := inf{‖u‖ : u ∈ K \ {0}} > 0;
(b)  := inf{(u) : u ∈ K \ {0}} > 0 provided, in the asymptotically quadratic case,
for some  > 0, G˜(x, u) > 0 whenever 0 < |u|.
Proof. (a) Assume there is a sequence (uj ) ⊂ K \ {0} with uj → 0. Then
0 = ‖uj‖2 −
∫
RN
g(x, uj )
(
u+j − u−j
)
.
Using (2.3), for p > 2 and ε > 0 small,
‖uj‖2ε|uj |22 + Cε|uj |pp
which implies ‖uj‖2c1Cε‖uj‖p or equivalently ‖uj‖2−pc1Cε, a contradiction.
(b) Assume there is a sequence (uj ) ⊂ K \ {0} such that (uj ) → 0. Then
‖uj‖2 =
∫
RN
g(x, uj )
(
u+j − u−j
)
(4.16)
and
o(1) = (uj ) = (uj ) − 12
′(uj )uj =
∫
RN
G˜(x, uj ). (4.17)
Clearly (uj ) is a (C)c=0 sequence, hence is bounded by Lemma 4.1. By (a), ‖uj‖.
First consider the asymptotically linear case. It follows from (4.16) and (2.3) that
(uj ) is nonvanishing. Since  is ZN -invariant, up to a translation, we can assume
uj ⇀ u ∈ K \ {0}. Since, by assumptions on g, G(x, u)0 and G˜(x, u)0, one has
g(x, u) = 0. This implies that u is an eigenfunction of the operator A contrary to that
(A) is absolutely continuous.
Next consider the superlinear case. Using (4.17) and the notations introduced in the
proof of Lemma 4.1, we see that, for any 0 < a < b and s ∈ (2, 2∗), ∫j (a,b) |uj |2 → 0
and
∫
j (b,∞) |uj |s → 0 as j → ∞. Therefore, it follows from (2.3) and (4.16) that for
any ε > 0
lim sup
j→∞
‖uj‖2ε,
contradicting to (a). 
Let [r] denote the integer part of r ∈ R. As a consequence of Lemmas 4.1–4.3, we
have the following result (see [11,17]).
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Lemma 4.4. Under the assumptions of Lemma 2.1, let (uj ) be a (C)c-sequence. Then
either
(i) uj → 0 (and hence c = 0), or
(ii) c and there exist a positive integer  [ c ], points u1, . . . , u ∈ K \ {0}, a
subsequence denoted again by (uj ), and sequences (aij ) ⊂ ZN such that
∥∥∥∥∥uj −
∑
i=1
(
aij ∗ ui
)∥∥∥∥∥ → 0 as j → ∞,
|aij − akj | → ∞ for i = k as j → ∞
and
∑
i=1
(ui) = c.
5. Proof of the existence
We are now in a position to establish the main results. We show the existence of
Theorem 1.2 in this section, and prove unitively the multiplicity of Theorems 1.1 and
1.2 in next section.
We will use a weaker topology in the space E, that is, the so-called -topology from
[17] (see also [5,6,12] for more general topological settings). Let (en)n∈N ⊂ E− be an
orthonormal base of E− and deﬁne another norm on E by setting
‖u‖2 := max
{
‖u+‖2,
∞∑
n=1
|(u−, en)|2
2n
}
for all u = u− + u+ ∈ E. The -topology is the topology generated by ‖ · ‖. For
convenience we denote by s-topology the topology educed by ‖ · ‖. In what follows
E = (E, ) denotes the linear space E equipped with the -topology, and similarly
F = (F, ) for any subset F . Observe that
‖u+‖‖u‖‖u‖ for all u ∈ E.
Given a ﬁnite dimensional subspace Y ⊂ E+, if F ⊂ E− ⊕ Y is a bounded set then
on F the -topology and the usual weak topology are equivalent, and if F is moreover
convex and s-closed then it is -compact. For convenience, the product topology on
R × E will be called again -topology.
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Let P± denote the projector onto E±. Set c = {u ∈ E : (u)c}, d = {u ∈ E :
(u)d} and dc = c ∩ d for any cd . By Uε(F ) we denote the ε-neighborhood
of the subset F in E.
Set E∗w∗ = (E∗, w∗), the dual space E∗ equipped with the usual weak∗ topology
w∗. In virtue of Lemma 2.1, we see that  satisﬁes
(P0)  is -upper semi-continuous, and ′ : (a, ) → E∗w∗ is continuous for any
a ∈ R.
Observe that, since G(x, u)0, the form of  implies that 2‖u+‖2‖u‖2 for all
u ∈ 0. Consequently, the set
Eu :=
{
v ∈ E : ‖v+‖ > 14‖u‖
}
for (u) > 0
is a -open neighborhood of u. It is clear that
‖u‖4‖v+‖4‖v‖ for (u) > 0, v ∈ Eu. (5.1)
Proof of the existence. Let I = [0, 1] and S+ , Q be the sets given by Lemmas 3.1, 3.3,
respectively. Recall that  = inf (S+ ) > 0, and sup(Q) = 0. Set b := sup(Q).
Consider the family of mappings
 := {h ∈ C(I × Q,E) : h(0, ·) = id and h satisﬁes (h1), (h2) and (h3)}
where
(h1) h : I × Q → E is continuous;
(h2) for all t ∈ [0, 1], (h(t, u))(u) if u ∈ b0∩Q and (h(t, u))0 if u ∈ 0∩Q;
(h3) each (t, u) ∈ I × Q has a -open neighborhood W(t,u) such that {v − h(s, v) :
(s, v) ∈ (I × Q) ∩ W(t,u)} is contained in a ﬁnite dimensional subspace of E.
Deﬁne
c := inf
h∈
sup
u∈Q
(h(1, u)).
We see
cb. (5.2)
Indeed, since id ∈ , c sup(Q) = b. For showing the ﬁrst inequality of (5.2), it
sufﬁces to prove that
h(1,Q) ∩ S+ = ∅ for all h ∈ . (5.3)
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We do this as follows. For u ∈ Q, we have that (u)0; so by (h2), we have
(h(t, u))0, which together with  > 0 implies h(I × Q) ∩ S+ = ∅. Since I × Q
is -compact, it follows from (h3) that there is a ﬁnite dimensional subspace Fh such
that {v − h(t, v) : (t, v) ∈ I × Q} ⊂ Fh. Thus h(I × Qh) ⊂ Fh where Qh = Q ∩ Fh.
Now a topological degree argument shows that there is u ∈ Q such that h(1, u) ∈ S+ ,
and (5.3) is proved.
We claim that at level c there is a (C)c-sequence. Assume this is true for the moment
and let (un) be such a sequence. By Lemma 4.1, (un) is bounded. Consequently,
′(un) → 0. A standard argument shows that (un) is a nonvanishing sequence, that is,
for some r,  > 0, there is (an) ⊂ ZN such that lim supn→∞
∫
B(an,r)
|un|2 where
B(an, r) denotes the ball in RN with center an and radius r . Set vn := an ∗ vn. It
follows from the invariance of the norm and of the functional under the ∗-action that
‖vn‖ = ‖un‖C and (vn) → c, ′(vn) → 0. Therefore vn ⇀ v in E with v = 0
and ′(v) = 0, that is, v is a nontrivial solution of (HS), and the existence part of
Theorem 1.2 is proved.
It remains to prove the claim. Suppose by contradiction that there is no (C)c-
sequence. Then there are  > 0 and ε ∈ (0, c − /2) such that (1 + ‖u‖)‖′(u)‖
for all u ∈ c+εc−ε. Let d := max{b, c + ε}. For each u ∈ d/2 we write p(u) =
2∇(u)/‖∇(u)‖ where ∇(u) denotes the gradient of  at u given by (∇(u), v) =
′(u)v for all v ∈ E. By (P0), there is a -open neighborhood Nu ⊂ Eu of u such
that ′(v)p(u) > ‖′(u)‖ for v ∈ Nu ∩ 0. Using (5.1),
(1 + 4‖v+‖)′(v)p(u) > (1 + ‖u‖)‖′(u)‖ for v ∈ Nu ∩ 0, u ∈ d/2. (5.4)
It follows from again (P0) that the set E \ /2 is -open. Now N := {Nu : u ∈
d/2} ∪ {E \ /2} is a -open covering of d . Let U = {Uj : j ∈ J } be a -locally
ﬁnite -open reﬁnement of N and {j : j ∈ J } a -Lipschitz continuous partition of
unity subordinated to U . For j ∈ J , we set wj = (1 + ‖uj‖)p(uj ) if Uj ⊂ Nuj for
some uj ∈ d/2, and wj = 0 if Uj ⊂ E \ /2. Deﬁne V (u) :=
∑
j∈J j (u)wj . By
construction, V is locally Lipschitz continuous with respect to both - and s-topologies,
and by (5.4)
‖V (u)‖‖V (u)‖2 + 8‖u‖2 + 8‖u‖ for u ∈ d . (5.5)
In addition, ′(u)V (u)0 for all u ∈ d0 , and ′(u)V (u) for all u ∈ c+εc−ε. Let
(t, u) be the ﬂow
d
dt
= −2ε

V (), (0, u) = u ∈ d . (5.6)
In virtue of (5.5) it follows from the existence and uniqueness of ordinary differential
equations that (5.6) has a unique solution deﬁned on an interval containing [0, ∞). It
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is easy to see (cf. [6,17,24]) that  is -continuous since V is; (0, u) = u for all u ∈
d ; ((t, u))(u) if u ∈ d0 ; (t,0) ⊂ 0; (1,c+ε) ⊂ c−ε; and each point
(t, u) ∈ [0, 1] × d has a -open neighborhood U(t,u) such that {v − (s, v) : (s, v) ∈
U(t,u) ∩ ([0, 1] × E)} is contained in a ﬁnite dimensional subspace of E. Choose h ∈ 
satisfying sup(h(1,Q))c + ε and deﬁne g : I × Q → E by g(t, u) = (t, h(t, u)).
Then it is easy to verify that g satisﬁes (h1) and (h2). Moreover, (h3) follows from
the fact that v − g(t, v) = (v − h(t, v)) + (h(t, v) − (t, h(t, v))). Thus g ∈ , and we
obtain
c sup(g(1,Q))c − ε,
a contradiction. 
6. Proof of the multiplicity
We now establish the multiplicity. Assume that g(x,−u) = −g(x, u) for all (x, u) ∈
RN × R. Then (0) = 0 and  is even. The proof will be completed in an indirect
way. Namely, assuming
K/ZN is a ﬁnite set, (†)
we prove that  possesses an unbounded sequence of critical values, which is a con-
tradiction.
Recall that dim(Y0) = ∞. Let (fk) be a base of Y0 and set Yn := span{f1, . . . , fn}
and En := E− ⊕ Yn. The following property follows from Lemma 3.2:
(P1) sup(En) < ∞, and there is an increasing sequence Rn > 0 such that sup(En\
Bn) inf (B) where Bn = {u ∈ En : ‖u‖Rn}
( is the one in Lemma 3.2).
For a symmetric subset D = −D ⊂ E we introduce as in [5] the class M(D) of
mappings g : D → E with the properties:
(g1) g : D → E is continuous and odd;
(g2) (g(u))(u) for all u ∈ D ∩ 0, and (g(u))0 for all u ∈ D ∩ 0;
(g3) each u ∈ D has a -open neighborhood Wu such that {v − g(v) : v ∈ Wu ∩D} is
contained in a ﬁnite dimensional subspace of E.
Deﬁne the pseudo-index for the sublevel sets c by setting
(c) := min
{
gen(g(c) ∩ S+ ) : g ∈ M(c)
}
∈ N ∪ {0, ∞}
where gen(D) denotes the Krasnoselskii genus of D. By (g2) and Lemma 3.1 it is
clear that if c <  then g(c)
⋂
S+ = ∅, so (c) = 0. In addition, arguing exactly as
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the proof of [5, Lemma 4.3], one proves the following:
(P2) (c)n if c sup(En).
In virtue of (P2), the proof of the existence of an unbounded sequence of critical
values of , will be accomplished by establishing, as in [5], the following
C1: For any aa′ < b′, if  has no critical values in (a′, b′), then  is constant on
(a′, b′);
C2:  assumes only ﬁnite values.
The veriﬁcations of C1 and C2 will be carried out via deformation arguments. In
order to obtain the deformations we need (C)I -attractors similar to the (PS)I -attractors
introduced in [5]. In what follows, a set A ⊂ E is said to be a (C)c-attractor if for any
ε,  > 0 and any (C)c-sequence (un) one has, along a subsequence, un ∈ Uε(A∩c+c−).
For any interval I ⊂ R, a set A is called a (C)I -attractor if it is a (C)c-attractor for
any c ∈ I .
Given  ∈ N and a ﬁnite set B ⊂ E, let
[B, ] :=
⎧⎨
⎩
j∑
i=1
(ai ∗ ui) : 1j, ai ∈ ZN, ui ∈ B
⎫⎬
⎭ .
Following an argument of [11] one sees that
inf{‖u − u′‖ : u, u′ ∈ [B, ], u = u′} > 0. (6.1)
Let F be a set consisting of arbitrarily chosen representatives of the orbits of K \ {0}.
Then (†) implies that F is a ﬁnite set and, since ′ is odd, we may assume F is
symmetric. Observe that the points z¯i’s in Lemma 4.4 can be chosen to lie in F . For
any compact interval I ⊂ (0,∞) with b := max I , set  = [b/] and take A = [F, ].
Then P+A = [P+F, ]. Clearly, P+F is a ﬁnite set and
‖u‖ max{‖u¯‖ : u¯ ∈ F}
for all u ∈ A, i.e., A is bounded. In addition, by Lemma 4.4, A is a (C)I -attractor,
and using (6.1),
inf{‖u+1 − u+2 ‖ : u1, u2 ∈ A, u+1 = u+2 }
= inf{‖u − u′‖ : u, u′ ∈ P+A, u = u′} > 0.
This argument shows that  possesses the following property:
(P3) If (†) is true, then for any compact interval I ⊂ (0, ∞), there is a (C)I -attractor
A with P+(A) bounded and inf{‖u+1 − u+2 ‖ : u1, u2 ∈ A, u+1 = u+2 } > 0.
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Below, for any b, we set a = /2, I = [a, b], and take by (P3) a (C)I -attractor
A with B := P+(A) bounded and 0 <  < 1 such that
‖u+ − v+‖ > 2 for u, v ∈ A, u+ = v+.
For any 0 < r, set Nr (F ) := {v ∈ E+ : dist(v, F ) < r}, the neighborhood in E+
of F ⊂ E+, and
Ur := {u : ‖u+ − v+‖ < r for some v ∈ A}
= E− ×Nr (B) =
⋃
v+∈B
(
E− ×Nr (v+)
)
.
Since A is a (C)I -attractor, there is  > 0 such that
(1 + ‖u‖)‖′(u)‖2 for all u ∈ ba \ U/3. (6.2)
Since B is bounded, let M > 0 be such that
‖u+‖M for all u ∈ U. (6.3)
For each u ∈ ba \U/3 let p(u) = 2∇(u)/‖∇(u)‖. Then ′(u)p(u) = 2‖′(u)‖ and
it follows from (P0) that there is a -open neighborhood Nu ⊂ Eu ∩
(
E− ×N/3(u+)
)
of u such that ′(v)p(u) > ‖′(u)‖ for v ∈ Nu ∩ b−1, hence using (6.2),
(1 + ‖u‖)′(v)p(u) >  for v ∈ Nu ∩ b−1. (6.4)
If (u) < a set Nu = E \a and p(u) = 0. If u ∈ ba ∩U/3 set Nu = Eu ∩U/3 and
p(u) = 0. Then N := {Nu : u ∈ b} is a -open cover of b. Let U = {Uj : j ∈ J }
be a -locally ﬁnite -open reﬁnement of N and {j : j ∈ J } a -Lipschitz continuous
partition of unity subordinated to U . For j ∈ J we set wj = (1 + ‖uj‖)p(uj ) if
Uj ⊂ Nuj for some uj ∈ b. Remark that, for j ∈ J and uˆ+ ∈ B,
supp j ∩
(
E− ×N2/3(uˆ+)
) = ∅ ⇒ uj ∈ E− ×N(uˆ+). (6.5)
Set W = ∪j∈JUj and deﬁne V0(u) := ∑j∈J j (u)wj and
V (u) := 12 (V0(u) − V0(−u)) for u ∈ W.
By construction, V is locally Lipschitz continuous with respect to both  and s-
topologies, and by (5.1)
‖V (u)‖‖V (u)‖2 + 8‖u+‖2 + 8‖u‖ (6.6)
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for all u ∈ W . It is apparent that
′(u)V (u)0 for all u ∈ b−1, (6.7)
and by (6.4)
′(u)V (u) for all u ∈ ba \ U/3. (6.8)
In addition, if wj = 0 and u ∈ Uj ⊂ Nuj then ‖u+‖ > 14‖uj‖ which implies‖wj‖2(1 + ‖uj‖)2(1 + 4‖u+‖), so, jointly with (6.3),
‖V (u)‖R := 2(1 + 4M) for u ∈ U. (6.9)
Consider the Cauchy problem
d
dt
= −V (), (0, u) = u ∈ W. (6.10)
Invoking the locally Lipschitz continuity and (6.6), the existence and uniqueness theory
of ODE implies that  exists on an interval containing [0,∞), is continuous in  and
s-topologies, and (t, ·) : b → (t,b) is a homeomorphism for each t0. By
(6.7), ((t, u))(u) for u ∈ b−1 and ((t, u)) − 1 if (u) − 1. In addition,
by construction, each u ∈ W has a -neighborhood which is mapped by V into a
ﬁnite dimensional subspace, hence a standard argument (cf. [24]) shows that each
(t, u) ∈ [0,∞)×b has a -open neighborhood W(t,u) such that {v − (s, v) : (s, v) ∈
W(t,u) ∩ [0,∞) × E} is contained in a ﬁnite dimensional subspace.
Proof of the multiplicity. As mentioned above, it remains to check C1 and C2.
Veriﬁcation of C1. This can be checked by using an argument similar to that in [5,
Lemma 4.4] with (PS)I -attractors replaced by (C)I -attractors. For any c < d ∈ (a′, b′),
we have (c)(d) by the monotonicity of the genus. In order to show (c)(d),
we will construct a map h ∈ M(d) with h(d) ⊂ c. Then g ◦ h ∈ M(d) for all
g ∈ M(c). This implies
(c) = inf{gen(g(c) ∩ S+ ) : g ∈ M(c)}
 inf{gen(g ◦ h(d) ∩ S+ ) : g ∈ M(c)}
 inf{gen(g(d) ∩ S+ ) : g ∈ M(d)}
= (d)
as required.
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In order to construct the map h we consider the ﬂow (6.10) with bb′. We claim
that for each u ∈ d there is T (u)0 such that ((t, u)) < c for all tT (u). Assume
by contradiction, for some u ∈ d , ((t, u))c for all t0. Then by (6.8) it is not
difﬁcult to check that there is u¯ ∈ A and T¯ (u) > 0 such that (t, u) ∈ E− ×N2/3(u¯+)
for all t T¯ (u). By (6.5) and the oddness of ′, for t T¯ (u),
d
dt
((t, u))
= −
∑
j∈J
1
2
(
j ((t, u)) − j (−(t, u))
)
′((t, u))wj
= −
∑
j∈J
1
2
j ((t, u))
′((t, u))wj −
∑
j∈J
1
2
j (−(t, u))′(−(t, u))wj
 − inf {(1 + ‖uj‖)‖′(uj )‖ : j ((t, u)) = 0 or j (−(t, u)) = 0}
 − inf
{
(1 + ‖uj‖)‖′(uj )‖ : uj ∈ dc ∩ (E− ×N(u¯+))
}
.
This cannot be bounded away from 0 because limt→∞ ((t, z))c. Thus there is a
sequence (ujk )k in dc ∩ (E− ×N(u¯+)) with (1+‖ujk‖)‖′(ujk )‖ → 0. Then ujk lies
in arbitrarily small s-neighborhoods of A for k large, hence u+jk → u¯+ as k → ∞. This
implies that (ujk )k∈N is bounded and we can assume u−jk ⇀ u¯
−
. Clearly, ′(u¯) = 0. By
the -upper semicontinuity of , (u¯)c, and by Lemma 4.4, (u¯)d, contradicting
with that  has no critical values in (a′, b′).
Now, since  ◦  : {T (u)} × (d) → R is continuous and ((T (u), u)) < c, there
is a -open neighborhood Wu of u such that ((T (u), v)) < c for all v ∈ Wu. As
before, let  = {O :  ∈ } be a -locally ﬁnite -open reﬁnement of (Wu)u∈d and{ :  ∈ } a partition of unity subordinated to . Set 0(u) :=
∑
∈ (u)T (u)
where u is such that supp  ⊂ Wu . Deﬁne (u) = 12 (0(u) − 0(−u)) and h(u) :=
((u), u). It is not difﬁcult to check that h ∈ M(d) as required.
Veriﬁcation of C2. One gets this by using the argument of [5, Lemma 4.5]. Since
(c) = 0 if c < , we need only to consider any c. For any b >  large, set
M0(b) := {f ∈ M(b) : f is a homeomorphism from b to f (b)}
and deﬁne for a = /2c < b
b(c) := min{gen(f (c) ∩ S+ ) : f ∈ M0(b)}.
Since M0(b) ⊂ M(c) via the restriction f → f |c , we have (c)b(c). It is
sufﬁcient to show that b assumes only ﬁnite values. Clearly b(c) = 0 if c < .
Consider again the ﬂow of (6.10). We claim that, for any c ∈ (a, b), there is
 > 0 such that (1,c+) ⊂ c− ∪ U. Assume by contradiction that there exists
162 Y. Ding, C. Lee / J. Differential Equations 222 (2006) 137–163
a sequence un ∈ c+1/n with (1, un) /∈ c−1/n. Then for all n large there is tn ∈
(0, 1) such that (tn, un) ∈ U/3. Thus there are 0rn < sn1 such that (rn, un) ∈
U/3, (sn, un) ∈ U and (t, un) ∈ U \ U/3 for all t ∈ (tn, rn). This implies that
‖(rn, un) − (sn, un)‖2/3. On the other hand, by (6.9),
‖(rn, un) − (sn, un)‖
∫ sn
rn
‖V ((t, un))‖dtR(sn − rn).
Hence sn − rn/3R, and
c − 1
n
< ((sn, un))
< ((rn, un)) − 3R
< c + 1
n
− 
3R
for any n large, a contradiction. The claim is proved.
Now let h(u) = (1, u). Then h ∈ M0(b). Choose f ∈ M0(b) such that b(c −
) = gen(f (c) ∩ S+ ). Then f ◦ h ∈ M0(b) so that
b(c + )  gen
(
f ◦ h(c+
)
∩ S+ )
 gen
(
f (c−) ∪ U) ∩ S+
)
 gen
(
f (c−) ∩ S+
)
+ gen(f (U))
 b(c − ) + 1.
This veriﬁes that b takes only ﬁnite values. 
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