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Abstract 
Large-scale databases of human activity in social media 
have captured scientific and policy attention, producing a 
flood of research and discussion. This paper considers 
methodological and conceptual challenges for this emergent 
field, with special attention to the validity and representa-
tiveness of social media big data analyses. Persistent issues 
include the over-emphasis of a single platform, Twitter, 
sampling biases arising from selection by hashtags, and 
vague and unrepresentative sampling frames. The socio-
cultural complexity of user behavior aimed at algorithmic 
invisibility (such as subtweeting, mock-retweeting, use of 
“screen captures” for text, etc.) further complicate interpre-
tation of big data social media. Other challenges include ac-
counting for field effects, i.e. broadly consequential events 
that do not diffuse only through the network under study but 
affect the whole society. The application of network meth-
ods from other fields to the study of human social activity 
may not always be appropriate. The paper concludes with a 
call to action on practical steps to improve our analytic ca-
pacity in this promising, rapidly-growing field. 
Introduction   
Very large datasets, commonly referred to as big data, 
have become common in the study of everything from ge-
nomes to galaxies, including, importantly, human behavior. 
Thanks to digital technologies, more and more human ac-
tivities leave imprints whose collection, storage and aggre-
gation can be readily automated. In particular, the use of 
social media results in the creation of datasets which may 
be obtained from platform providers or collected inde-
pendently with relatively little effort as compared with tra-
ditional sociological methods. 
 Social media big data has been hailed as key to crucial 
insights into human behavior and extensively analyzed by 
scholars, corporations, politicians, journalists, and gov-
ernments (Boyd and Crawford 2012; Lazer et al, 2009).  
Big data reveal fascinating insights into a variety of ques-
tions, and allow us to observe social phenomena at a previ-
ously unthinkable level, such as the mood oscillations of 
millions of people in 84 countries (Golder et al., 2011), or 
in cases where there is arguably no other feasible method 
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of data collection, as with the study of ideological polariza-
tion on Syrian Twitter (Lynch, Freelon and Aday, 2014). 
The emergence of big data from social media has had im-
pacts in the study of human behavior similar to the intro-
duction of the microscope or the telescope in the fields of 
biology and astronomy: it has produced a qualitative shift 
in the scale, scope and depth of possible analysis. Such a 
dramatic leap requires a careful and systematic examina-
tion of its methodological implications, including trade-
offs, biases, strengths and weaknesses.  
 This paper examines methodological issues and ques-
tions of inference from social media big data. Methodolog-
ical issues including the following: 1. The model organism 
problem, in which a few platforms are frequently used to 
generate datasets without adequate consideration of their 
structural biases.   2. Selecting on dependent variables 
without requisite precautions; many hashtag analyses, for 
example, fall in this category.  3. The denominator problem 
created by vague, unclear or unrepresentative sampling.  4. 
The prevalence of single platform studies which overlook 
the wider social ecology of interaction and diffusion.   
 There are also important questions regarding what we 
can legitimately infer from online imprints, which are but 
one aspect of human behavior. Issues include the follow-
ing: 1. Online actions such as clicks, links, and retweets are 
complex social interactions with varying meanings, logics 
and implications, yet they may be aggregated together. 2. 
Users engage in practices that may be unintelligible to al-
gorithms, such as subtweets (tweets referencing an un-
named but implicitly identifiable individual), quoting text 
via screen captures, and “hate-linking”—linking to de-
nounce rather than endorse. 3. Network methods from oth-
er fields are often used to study human behavior without 
evaluating their appropriateness. 4. Social media data al-
most solely captures “node-to-node” interactions, while 
“field” effects—events that affect a society or a group in a 
wholesale fashion either through shared experience or 
through broadcast media—may often account for observed 
phenomena.  5. Human self-awareness needs to be taken 
into account; humans will alter behavior because they 
know they are being observed, and this change in behavior 
may correlate with big data metrics.  
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Methodological Considerations
1. Model Organisms and Research: Twitter as the 
Field’s Drosophila Melanogaster. 
While there are many social media platforms, big data re-
search focuses disproportionately on Twitter.  For exam-
ple, ICWSM, perhaps the leading selective conference in 
the field of social media, had 72 full papers last year 
(2013), almost half of which presented data that was pri-
marily or solely drawn from Twitter. (Disclosure: I’ve long 
been involved in this conference in multiple capacities and 
think highly of it. The point isn’t about any one paper’s 
worth or quality but rather about the prevalence of atten-
tion to a single platform). 
 This preponderance of Twitter studies is mostly due to 
availability of data, tools and ease of analysis. Very large 
data sets, millions or billions of points, are available from 
this source. In contrast to Facebook, the largest social me-
dia platform, almost all Twitter activity, other than direct 
messages and private profiles, is visible on the public In-
ternet.  More Facebook users (estimated to be more than 
50%) have made their profiles “private”, i.e. not accessible 
on the public Internet, as compared with Twitter users (es-
timated as less than 10%).  While Twitter has been closing 
some of the easier means of access, the bulk of Facebook is 
largely inaccessible except by Facebook’s own data scien-
tists. (Though Facebook public pages are available through 
its API). Unsurprisingly, only about 5% of the papers pre-
sented in ICWSM 2013 were about Facebook, and nearly 
all of them were co-authored with Facebook data scientists. 
 Twitter data also has a simple and clean structure. In 
contrast to the finer-grained privacy settings on other social 
media platforms, Twitter profiles are either “all public” or 
“all private.” With only a few basic functions (retweet, 
mention, and hashtags) to map, and a maximum of 140 
characters per tweet, the datasets generated by Twitter are 
relatively easy to structure, process and analyze as com-
pared with most other platforms. Consequently, Twitter 
has emerged as a “model organism” of big data. 
 In biology, “model organisms” refer to species which 
have been selected for intensive examination by the re-
search community in order to shed light on key biological 
processes such as fundamental properties of living cells. 
Focusing on model organisms is conducive to progress in 
basic questions underlying the entire field, and this ap-
proach has been spectacularly successful in molecular bi-
ology (Fields and Johnson, 2007; Geddes, 1990).  Howev-
er, this investigative path is not without tradeoffs. 
 Biases in “model-organism” research programs are not 
the same as sample bias in survey research, which also im-
pact social media big data studies.  The focus on just a few 
platforms introduces non-representativeness at the level of 
mechanisms, not just at the level of samples. Thus, drawing 
a Twitter sample that is representative of adults in the tar-
get population would not solve the problem. 
 To explain the issue, consider that all dominant biologi-
cal model organisms – such as the fruit fly Drosophila 
melanogaster, the bacterium Escherichia coli, the nema-
tode worm Caenorhabditis elegans,  and the mouse Mus 
musculus – were selected for rapid life cycles (quick re-
sults), ease of breeding in artificial settings and small adult 
size (lab-friendliness), “rapid and stereotypical” develop-
ment (making experimental comparisons easier), and “ear-
ly separation of germ line and soma,” (reducing certain 
kinds of variability) (Bolker, 1995; Jenner and Wills, 
2007). However, the very characteristics that make them 
useful for studying certain biological mechanisms come at 
the expense of illuminating others (Gilbert, 2001, Jenner 
and Wills, 2007). Being easy to handle in the laboratory, in 
effect, implies “relative insensitivity to environmental in-
fluences” (Bolker, 1995, p:451–2) and thus unsuitability 
for the study of environmental interactions. The rapid de-
velopment cycle depresses mechanisms present in slower-
growing species, and small adult size can imply “simplifi-
cation or loss of structures, the evolution of morphological 
novelties, and increased morphological variability” 
(Bolker, 1995, p:451).  
 In other words, model organisms can be unrepresenta-
tive of their taxa, and more importantly, may be skewed 
with regard to the importance of mechanisms in their taxa. 
They are chosen because they don’t die easily in confine-
ment and therefore encapsulate mechanisms specific to 
surviving in captivity—a trait that may not be shared with 
species not chosen as model organisms.  The fruit fly, 
which breeds easily and with relative insensitivity to the 
environment, may lead to an emphasis on genetic factors 
over environmental influences. In fact, this appears to be a 
bias common to most model organisms used in biology. 
 Barbara McClintock’s discovery of transposable genes, 
though much later awarded the Nobel prize, was initially 
disbelieved and disregarded partly because the organism 
she used, maize, was not a model organism at the time 
(Pray and Zhaurova, 2008). Yet the novel mechanisms 
which she discovered were not as visible in the more ac-
cepted model organisms, and would not have been found 
had she kept to those.  Consequently, biologists interested 
in the roles of ecology and development have widened the 
range of organisms studied in order to uncover a wider 
range of mechanisms. 
 The dominance of Twitter as the “model organism” for 
social media big data analyses similarly skews analyses of 
mechanisms.  Each social media platform carries with it a 
suite of affordances - things that it allows and makes easy 
versus things that are not possible or difficult - which help 
structure behavior on the platform.  For Twitter, the key 
characteristics are short message length, rapid turnover, 
public visibility, and a directed network graph (“follow” 
relationships do not need to be mutual.) It lacks some of 
the characteristics that blogs, LiveJournal communities, or 
Facebook possess, such as longer texts, lengthier reaction 
times, stronger integration of visuals with text, the mutual 
nature of “friending” and the evolution of conversations 
over longer periods of time.  
Twitter’s affordances and the mechanisms it engenders 
interact in multiple ways. Its lightweight interface, suitable 
to mobile devices and accessible via texting, means that it 
is often the platform of choice when on the move, in low-
bandwidth environments or in high-tension events such as 
demonstrations. The retweet mechanism also generates its 
own complex set of status-related behaviors and norms that 
do not necessarily translate to other platforms. Also, cru-
cially, Twitter is a directed graph in that one person can 
“follow” another without mutuality. In contrast, Face-
book’s backbone is mostly an undirected graph in which 
“friending” is a two-way relationship and requires mutual 
consent. Similarly, Livejournal’s core interactions tend to 
occur within “friends lists”. Consequently, Twitter is more 
likely than other platforms to sustain bridge mechanisms 
between communities and support connections between 
densely interconnected clusters that are otherwise sparsely 
connected to each other.  
 To see the implications for analysis and interpretation of 
big data, let’s look at bridging as a mechanism and consid-
er a study which shows that bit.ly shortened links, distrib-
uted on Twitter using revolutionary hashtags during the 
Arab Spring, played a key role as an information conduit 
from within the Arab uprisings to the outside world—in 
other words, as bridges (Aday et al, 2012). Given its de-
pendence on Twitter’s affordances, this finding should not 
be generalized to mean that social media as a whole also 
acted as a bridge, that social media was primarily useful as 
a bridging mechanism, nor that Twitter was solely a bridge 
mechanism (since this analyzed only of tweets containing 
bitl.ly links). Rather, this finding speaks to a convergence 
of user needs and certain affordances in a subset of cases 
which fueled one mechanism: in this case, bridging.  
 Finally, there is indeed a sample bias problem. Twitter is 
used by less than 20% of the US population (Mitchell and 
Hitlin, 2014), and that is not a randomly selected group. 
While Facebook has wider diffusion, its use is also struc-
tured by race, gender, class and other factors (Hargittai, 
2008).  Thus, the use of a few online platforms as “big da-
ta” model organisms raises important questions of repre-
sentation and visibility, as different demographic or social 
groups may have different behavior—online and offline—
and may not be fully represented or even sampled via cur-
rent methods. 
 All this is not to say that Twitter is an inappropriate plat-
form to study. Research in the model organism paradigm 
allows a large community to coalesce around shared da-
tasets, tools and problems, and can produce illuminating 
results. However, the specifics of the “model organism” 
and biases that may result should not be overlooked. 
2. Hashtag Analyses, Selecting on the Dependent 
Variable, Selection Effects and User Choices.  
The inclusion of hashtags in tweets is a Twitter convention 
for marking a tweet as part of a particular conversation or 
topic, and many social media studies rely on them for sam-
ple extraction. For example, the Tunisian uprising was as-
sociated with the hashtag #sidibouzid while the initial 
Egyptian protests of January 25, 2011, with #jan25.  Face-
book’s adoption of hashtags makes the methodological 
specifics of this convention even more important. While 
hashtag studies can be a powerful for examining network 
structure & information flows, all hashtag analyses, by def-
inition, select on a dependent variable, and hence display 
the concomitant features and weaknesses of this methodo-
logical path. 
 “Selecting on the dependent variable” occurs when in-
clusion of a case in a sample depends on the very variable 
being examined. Such samples have specific limits to their 
analytic power. For example, analyses that only examine 
revolutions or wars that have occurred will overlook cases 
where the causes and correlates of revolution and war have 
been present but in which there have been no resulting 
wars or revolutions (Geddes, 2010). Thus, selecting on the 
dependent variable (the occurrence of war or revolution) 
can help identify necessary conditions, but those may not 
be sufficient. Selecting on the dependent variable can in-
troduce a range of errors specifics of which depend on the 
characteristics of the uncorrelated sample. 
 In hashtag datasets, a tweet is included because the user 
chose to use it, a clear act of self-selection. Self-selected 
samples often will not only have different overall charac-
teristics than the general population, they may also exhibit 
significantly different correlational tendencies which create 
thorny issues of confounding variables. Famous examples 
include the hormone replacement therapy (HRT) contro-
versy in which researchers had, erroneously, believed that 
HRT conferred health benefits to post-menopausal women 
based on observational studies of women who self-selected 
to take HRT. In reality, HRT therapy was adopted by 
healthier women. Later randomized double-blind studies 
showed that HRT was, in fact, harmful—so harmful that 
the researchers stopped the study in its tracks to reverse 
advice that had been given to women for a decade. 
  Samples drawn using different hashtags can differ in 
important dimensions, as hashtags are embedded in partic-
ular cultural and socio-political frameworks. In some cas-
es, the hashtag is a declaration of particular sympathy. In 
other cases, there may be warring messages as the hashtag 
emerges as a contested cultural space. For example, two 
years of regular monitoring of activity—checking at least 
for an hour once a week—on the hashtags #jan25 and 
#Bahrain show their divergent nature. Those who choose 
to use #jan25 are almost certain to be sympathetic to the 
Egyptian revolution while #Bahrain tends to be used both 
by supporters and opponents of the uprising in Bahrain. 
Data I systematically sampled on three occasions showed 
that only about 1 in 100 #jan25 tweets were neutral while 
the rest were all supporting the revolution. Only about 5 
out of 100 #Bahrain tweets were neutral, and 15 out of 100 
were strongly opposed to the uprising, while the rest, 80 
out of 100 were supportive. In contrast, #cairotraffic did 
not exhibit any overt signs of political preference. Conse-
quently, since the hashtag users are a particular communi-
ty, thus prone to selection biases, it would be difficult to 
generalize from their behavior to other samples. Political 
users may be more prone to retweeting, say, graphic con-
tent, whereas non-political users may react with aversion. 
Hence, questions such as “does graphic content spread 
quickly on Twitter” or “do angry messages diffuse more 
quickly” might have quite different answers if the sample 
is drawn through different hashtags.
 Hashtag analyses can also be affected by user activity 
patterns.  An analysis of twenty hashtags used during the 
height of Turkey’s Gezi Park protests in June 2013 (#oc-
cupygezi, #occupygeziparki, #direngeziparki, #direnanka-
ra, #direngaziparki, etc.) shows a steep rise in activity on 
May 30th when the protests began, dropping off by June 
3rd (Figure 1).  Looking at this graph, one might conclude 
that either the protests had died down, or that people had 
stopped talking about the protests on Twitter. Both conclu-
sions would be very mistaken, as revealed by the author’s 
interviews with hundreds of protesters on-the-ground dur-
ing the protests, online ethnography that followed hundreds 
of people active in the protests (some of them also inter-
viewed offline), monitoring of Twitter, trending topics, 
news coverage and the protests themselves.  
 What had happened was that as soon as the protest be-
came the dominant story, large numbers of people contin-
ued to discuss them heavily – almost to the point that no 
other discussion took place on their Twitter feeds – but  
stopped using the hashtags except to draw attention to a 
new phenomenon or to engage in “trending topic wars” 
with ideologically-opposing groups. While the protests 
continued, and even intensified, the hashtags died down. 
Interviews revealed two reasons for this. First, once every-
one knew the topic, the hashtag was at once superfluous 
and wasteful on the character-limited Twitter platform.  
Second, hashtags were seen only as useful for attracting at-
tention to a particular topic, not for talking about it.   
 In August, 2013, a set of stairs near Gezi Park which had 
been painted in rainbow colors were painted over in drab 
gray by the local municipality. This sparked outrage as a 
symbolic moment, and many people took to Twitter under 
the hashtag #direnmerdiven (roughly “#occupystairs”). The 
hashtag quickly and briefly trended and then disappeared 
from the trending list as well as users’ Twitter streams. 
However, this would be a misleading measure of activity 
on the painting of the stairs, as monitoring a group who 
had been using the hashtag showed that almost all of them 
continued to talk about the topic intensively on Twitter, but 
without the hashtag. Over the next week, hundreds, maybe 
thousands of stairs in Turkey were painted in rainbow col-
ors as a form of protest, a phenomenon not at all visible in 
any data drawn from the hashtag. 
 Finally, most hashtags used to build big datasets are suc-
cessful hashtags - ones that got well-known, distributed 
widely and generated large amount of interest. It is likely 
that the dynamics of such events differ significantly from 
those of less successful ones. In sum, hashtag datasets 
should be seen as self-selected samples with data “missing 
not at random” and interpreted accordingly (Allison, 2001; 
Meiman and Freund, 2012; Outhwaite et al, 2007) 
 All this is not to argue that hashtag datasets are not use-
ful. In contrast, they can provide illuminating glimpses into 
specific cultural and socio-political conversations.  How-
ever, hashtag dataset analyses need to be accompanied by a 
thorough discussion of the culture surrounding the specific 
hashtag, and analyzed with careful consideration of selec-
tion and sampling biases.  
Figure 1:  The frequency of top 20 hashtags associated with Gezi Protests. (Banko and Babacan, 2013) 
 There might be ways to structure the sampling of Twit-
ter datasets so that the hashtag is not the sole criterion. For 
example, Freelon, Lynch and Aday (2014) extracted a da-
taset first based on the use of the word “Syria” in Arabic or 
English, and then extracted hashtags from that dataset 
while also performing analyses on the wider dataset. An-
other method might be to use the hashtag to identify a 
sample of users and then collect tweets of those users (who 
will likely drop using the hashtag) rather than collecting 
the tweets via the hashtag.   
 Above all, hashtag analyses should start from the princi-
ple of understanding user behavior first, and should follow 
the user rather than following the hashtag. 
3. The Missing Denominator: We Know Who 
Clicked But We Don’t Know Who Saw Or Could:  
One of the biggest methodological dangers of big data 
analyses is insufficient understanding of the denominator.  
It’s not enough to know how many people have “liked” a 
Facebook status update, clicked on a link, or “retweeted” a 
message without knowing how many people saw the item 
and chose not to take any action. We rarely know the char-
acteristics of the sub-population that sees the content even 
though that is the group, and not the entire population, 
from which we are sampling. Normalization is rarely done, 
or may even be actively decided against because the results 
start appearing more complex or more trivial (Cha, 2008). 
 While the denominator is often not calculable, it may be 
possible to estimate. One measure might be “potential ex-
posure,” corresponding to the maximum number of people 
who may have seen a message. However, this highlights 
another key issue: the data is often proprietary (Boyd and 
Crawford, 2012). It might be possible to work with the 
platforms to get estimates of visibility, click-through and 
availability. For example, Facebook researchers have dis-
closed that the mean and median fraction of a user’s 
friends that see status update posts is about 34 to 35%, 
though the distribution of the variable seems to have a 
large spread (Bernstein et al., 2013). 
 With some disclosure from proprietary platforms, it may 
be possible to calculate “likely” exposure numbers based 
on “potential” exposure - similar to the way election polls 
model “likely” voters or TV ratings try to measure people 
watching a show rather than just being in the room where 
the TV is on. Steps in this direction are likely to be com-
plex and difficult, but without such efforts, our ability to 
interpret raw numbers will remain limited. The academic 
community should ask for more disclosure and access from 
the commercial platforms.  
 It’s also important to normalize underlying populations 
when comparing “clicks,” “links,” or tweets. For example, 
Aday et al. (2012) compares numbers of clicks on bit.ly 
links in tweets containing hashtags associated with the Ar-
ab uprisings and concludes that “new media outlets that 
that use bit.ly are more likely to spread information outside 
the region than inside it.” This is an important finding. 
However, interpretation of this finding should take into ac-
count the respective populations of Twitter users in the 
countries in question. Egypt’s population is about 80 mil-
lion, about 1 percent of the global population. Any topic of 
global interest about Egypt could very easily generate more 
absolute number of clicks outside the country even if the 
activity within the country remained much more concen-
trated in relative proportions. Finally, the size of these da-
tasets makes traditional measures like statistical signifi-
cance less valuable (Meiman and Freund, 2012), a problem 
exacerbated by lack of information about the denominator.   
4. Missing the Ecology for the Platform:  
Most existing big data analyses of social media are con-
fined to a single platform (often Twitter, as discussed.) 
However, most of the topics of interest in such studies, 
such as influence or information flow, can rarely be con-
fined to the Internet, let alone to a single platform. The dif-
ficulty in obtaining high-quality multi-platform data does 
not mean that we can treat a single platform as a closed and 
insular system. Information in human affairs flows through 
all available channels. 
 The emergent media ecology is a mix of old and new 
media which is not strictly segregated by platform or even 
by device.  Many “viral” videos take off on social media 
only after being featured on broadcast media, which often 
follows their being highlighted on intermediary sites such 
as Reddit or Buzzfeed.  Political news flowing out of Arab 
Spring uprisings to broadcast media was often curated by 
sites such as Nawaat.org that had emerged as trusted local 
information brokers. Analysis from Syria shows a similar 
pattern (Aday et al. 2014). As these examples show, the 
object of analysis should be this integrated ecology, and 
there will be significant shortcomings in analyses which 
consider only a single platform. 
 Link analyses on hashtags datasets for the Arab upris-
ings show that the most common links from social media 
are to the websites of broadcast media (Aday et al. 2012).  
The most common pattern was that users alternate between 
Facebook, Twitter, broadcast media, cell-phone conversa-
tions, texting, face-to-face and other methods of interaction 
and information sharing (Tufekci & Wilson, 2012). 
 These challenges do not mean single-platform analyses 
are not valuable. However, all such analyses must take into 
account that they are not examining a closed system and 
that there may be effects which are not visible because the 
relevant information is not contained within that platform.  
Methodologically, single-platform studies can be akin to 
looking for our keys under the light. More research, admit-
tedly much more difficult and expensive than scraping data 
 
from one platform, is needed to understand broader pat-
terns of connectivity. Sometimes, the only way to study 
people is to study people.   
Inferences and Interpretations
The question of inference from analyses of social media 
big data remains underconceptualized and underexamined.  
What’s a click? What does a retweet mean? In what con-
text? By whom? How do different communities interpret 
these interactions? As with all human activities, interpret-
ing online imprints engages layers of complexity. 
1. What’s in a Retweet? Understanding our Data:   
The same act can have multiple, even contradictory mean-
ings. In many studies, for example, retweets or mentions 
are used as proxies for influence or agreement. This may 
hold in some contexts; however, there are many conceptual 
steps and implicit assumptions embedded in this analysis. 
It is clear that a retweet is information exposure and/or re-
action; however, after that, its meaning could range from 
affirmation to denunciation to sarcasm to approval to dis-
gust.  In fact, many social media acts which are designed 
as “positive” interactions by the platform engineers, rang-
ing from Retweets on Twitter to even “Likes” on Facebook 
can carry a range of meanings, some quite negative.  
 
 
 
 
 
Figure 2: Retweeted widely, but mostly in disgust 
As an example, take the recent case of the twitter ac-
count of fashion store @celebboutique.  On July, 2012, the 
account tweeted with glee that the word “#aurora” was 
trending and attributed this to the popularity of a dress 
named #aurora in its shop. The hashtag was trending, how-
ever, because Aurora, Colorado was the site of a movie 
theatre massacre on that day. There was an expansive 
backlash against @celebboutique’s crass and insensitive 
tweet. There were more than 200 mentions and many hun-
dreds of retweets with angry messages in as little as sixty 
seconds. The tweet itself, too, was retweeted thousands of 
times (See Figure 2). After about an hour, the company re-
alized its mistake and stepped in. This was followed by 
more condemnation—a few hundred mentions per minute 
at a minimum. (For more analysis: (Gilad, 2012))  Hence, 
without understanding the context, the spike in 
@celebboutique mentions could easily be misunderstood. 
Polarized situations provide other examples of “negative 
retweets.” For example, during the Gezi protests in Turkey, 
the mayor of Ankara tweeted personally from his account, 
often until late hours of the night, engaging Gezi protesters 
individually in his idiosyncratic style, which involved the 
use of “ALL CAPS” and colorful language. He became 
highly visible among supporters as well as opponents of 
these protests. His visibility, combined with his style, 
meant that his tweets were widely retweeted—but not al-
ways by supporters.  Gezi protestors would retweet his 
messages and then follow the retweet with a negative or 
mocking message. His messages were also retweeted with-
out comment by people whose own Twitter timelines made 
clear that their intent was to “expose” or ridicule, rather 
than agree. A simple aggregation would find that thou-
sands of people were retweeting his tweets, which might be 
interpreted as influence or agreement.  
One of the most cited Twitter studies (Kwak et al.) grap-
ples with how to measure influence, and asks whether the 
number of followers or the number of retweets is a better 
measure. That paper settles on retweets, stating that “The 
number of retweets for a certain tweet is a measure of the 
tweet’s popularity and in turn of the tweet writer’s popular-
ity.” The paper then proceeds to rank users by the total 
number of retweets, and refers to this ranking alternatively 
as influence or popularity. Another important social media 
study, based on Twitter, speaks of in-degree (number of 
followers) as a user’s popularity, and retweets as influence 
(Cha et al., 2010). Both are excellent studies of retweet and 
following behavior, but in light of the factors discussed 
above, “influence” and “popularity” are may not be the 
best term to use for the variables they are measuring. Some 
portion of retweets and follows are, in fact, negative or 
mocking, and do not represent “influence” in the way it is 
ordinarily understood. The scale of such behavior remains 
an important, unanswered question (Freelon, 2014). 
2. Engagement Invisible to Machines: Subtweets, 
Hate-Links, Screen Captures and Other Methods:  
Social media users engage in practices that alter their visi-
bility to machine algorithms, including subtweeting, dis-
cussing a person’s tweets via “screen captures,” and hate-
linking. All these practices can blind big data analyses to 
this mode of activity and engagement. 
 Subtweeting is the practice of making a tweet referring 
to a person algorithmically invisible to that person—and 
consequently to automated data collection—even as the 
reference remains clear to those “in the know.” This ma-
nipulation of visibility can be achieved by referring to a 
person who has a twitter handle without either “mention-
ing” this handle, or by inserting a space between the @ 
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community. Data sought could include those in this paper. 
3. Industry Outreach. The field should solicit cooperation 
from the industry for data such as “denominators”, similar 
to Facebook’s recent release of what percent of a Facebook 
network sees status updates. Industry scientists who 
participate in the research community can be conduits. 
4. Convergent answers and complimentary methods. 
Multi-method, multi-platform analyses should be sought 
and rewarded. As things stand, these exist (Adar et al., 
2007 or Kairam, 2013) but are rare. Whenever possible, 
social media big data studies should be paired with 
surveys, interviews, ethnographies, and other methods so 
that biases and short-comings of each method can be used 
to balance each other to arrive at richer answers.  
5. Multi-disciplinary teams. Scholars from fields where 
network methods are shared should cooperate to study the 
scope, differences and utility of common methods. 
6. Methodological awareness in review. These issues 
should be incorporated into the review process and go 
beyond soliciting “limitations” sections. 
 A future study that recruited a panel of ordinary users, 
from multiple countries, and examined their behavior 
online and offline, and across multiple platforms to detect 
the frequency of behaviors outlined here, and those not 
detected yet, would be a path-breaking next step for 
understanding and grounding our social media big data. 
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