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Abstract 
The extensional model in Pw for the pure I-calculus, found by Scott in 1976, is provided 
with a canonical, decidable representation of its compact elements, with the interesting property 
that it does not at all refer to the retract that defines the domain, but only to the codings of the 
Pw model. 
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1. Introduction 
For example, for computational purposes, one would like to have a decidable canon- 
ical representation of the compact elements in a reflexive domain, i.e. a model of the 
pure A-calculus. For the 0, models by Scott [ll], this is easy if the initial domain 
in the construction is finite, as we shall see. Also, since Scott’s extensional reflexive 
domain in Pw, defined by a certain retract d as d(Po), is isomorphic to one such D, 
model, as proved by Drakengren [4], the same approach could be used there. How- 
ever, by using the fact that the set of compact elements in d(Po) is exactly the set 
{d(e,)Ie,C , I nl CO e < CO}, we can obtain an even simpler representation. This is done 
by providing a recursive function p which computes canonical representatives p(e,) 
of finite sets e,, so that d( p(e,)) = d(e,). The advantages of this representation over 
the one obtained from the D, domain are basically two. First, the underlying set from 
which canonical representatives are selected is very simple: it is just the set of all finite 
sets of natural numbers, whereas for D,, this is the set of all compact elements of the 
subdomains of which D, is the limit. Second, it does not at all refer to the retract d 
defining the domain, but only to the codings underlying the PO model. Furthermore, 
* E-mail: thodr@ida.liu.se. 
0304-3975/98/$19.00 @ 1998 -EElsevier Science B.V. All rights reserved 
PZI SO304-3975(97)00038-8 
182 T. Drakengren I Theoretical Computer Science 193 (1998) 181-195 
we can easily obtain decidable procedures for deciding equality and subset relations 
between compact elements. 
The paper is organised as follows. First, preliminaries about the reflexive domain in 
PO and the D, domains are reviewed in Section 2. Then in Section 3, we show how 
to construct a decidable canonical representation of the compact elements of the D, 
domains. In preparation for the proof of the new canonical representation, Section 4 
introduces some machinery, after which the main proofs are done in Section 5. Finally, 
Section 6 discusses some related and possible future work, after which the paper is 
concluded. 
2. Preliminaries 
2.1. Scott’s rejexive domain in PO 
The PO model, which is due to Plotkin [7] and Scott [12] independently, is described 
e.g. in [12]. We have PO = {x 1 x C o}, with o denoting the set of natural numbers. The 
subset of Pw containing finite sets only is denoted PFO. Scott continuous functions f on 
Pw are uniquely coded as elements graph(f) of PO: graph(f) = {(n, m) 1 m E f(e,)}, 
where pairs of integers are coded as (n,m) = i(ti +m + l)(n +m)+m and finite sets e, 
of integers as e, = {ks, ki, . . . , k,,,} w n = CL,, 2”. In addition to the codes being bijec- 
tive, the following properties will be used: a E es + a < s, x < (x, y) V (x 6 1 A y = 0) 
and y < (x, y) Vx = y = 0. Application of any u~Pw on any x E PO is modelled as 
u(x)={m13e,Cx: (n,m)Eu}. 
A domain is constructed as the set of fixed points of a retract, i.e. a continuous 
function f on PO such that f = f o f. Given two retracts a and b, the retract a w b is 
defined as a w b = Au. b o v o a = AvAn. b(u(a(x))), and defines a domain isomorphic 
to the space of continuous functions from the domain defined by a to the domain 
defined by b. Scott’s extensional model [12] for the pure A-calculus [2] is obtained 
as a nontrivial solution to the retract equation d = d CH d. In addition, this solution is 
unique, relative to the codings, as shown in [4]. We refer to the domain defined by 
this d as D, i.e. D = d(Po). 
2.2. Scott’s D, domains 
The D, domains are obtained as follows. Given an initial lattice DO, construct a 
sequence DO, DI, . . . of lattices by defining Di+l to be the lattice of all continuous 
functions on Di. Furthermore, define the following connecting maps +i and $i between 
the lattices in the sequence: 
~o(x)=~YEDo.x, XEDO, 
Il/o(x’) =x’(bo 1, X/ED,, 
h+~(x)=hoxoh/,, x~D,+l, 
4hl+l(x’)=~?l~x’o~,, x’ E D,,+2. 
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Then the domain D, is defined as the inverse limit of these domains and mappings. 
See e.g. Dugundji [5] for an introduction to inverse limits, or Scott [l l] for the details 
of the D, construction. 
From the construction, we also obtain mappings Qi,, : D, -+ D,, such that if n < m, 
then D, is embedded into D,, and if n > m, then D, is projected onto D,,,, and mappings 
@ .&--o,, noo  embedding elements of D, into D,, and @‘Mn :D, -+ D,, projecting 
elements of D, onto 0,. 
3. Representing compact elements in D, 
Definition 3.1. Let (P, < ) be a partial order. A set SC P is said to be directed iff 
every finite subset of S has an upper bound in S. An element CE P is said to be 
compact iff for every directed S G P such that c < V S, there exists an x ES such that 
cbx. 
By Theorems 2.11 and 2.12 of Sanchis [9], the set of compact elements of D, is 
exactly 
{@,&x) AXED,, x compact in Dn}. 
Thus, if DO is finite, and so each D, is finite, all elements in every D, are compact, 
and for this case, we get a decidable canonical representation: 
Definition 3.2. Define the function k(x,n) for XED,, by k(x,n) = (~,m), where m is 
minimal such that Q,,(v) =x. 
Note that this makes k well defined, and that if DO is finite, then k is recursive. 
Proposition 3.3. Let XED, and y E D,. Then Q,,(x) = @,&J) ifl k(m,x) = k(n, y). 
Proof. This follows immediately by the inverse limit construction, 0 
Thus, we have a decidable canonical representation for the case when DO is finite. 
Since the reflexive domain D is isomorphic to the D, domain with DO as a two-point 
lattice (proved in [4]), we could provide the same representation there, but we shall not 
work out the details of that in this paper. Instead, we go on with the presentation of the 
representation which instead of elements of D, domains uses the finite subsets of CO. 
4. Basic properties 
We exhibit some properties of the retract d that will be used in later proofs. 
Lemma 4.1. 
1. d(s,t)={(n,m)ImEd(t)/\e,~d(e,)}, 
2. d(O)=T, and ifu~D, then OEU @u=T, 
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3. d is additive, i.e. Vu E Pox d(u) = UxEu d(x), 
4. e, &d(e,) H VuEeJbEe,: aEd( 
5. d(l)=I, i.e. d is strict, 
6. Q’uEPmVs,tEo: (e,=e,(u)+t<sVsd l), 
7. d is a jinitary closure, i.e. I Cd, where I is the identity function on Pw. 
Proof. See [4]. 0 
Lemma 4.2. a=3bx.a~u=l_Vu=T. 
Proof. See [12, p. 5701. 0 
Notation 4.3. The following abbreviations will be used, provided that no ambiguity 
arises: d({x}) will be written as d(x), d({(s, t)}) as d(s, t), {(s, t)}(u) as (s, t)u, and 
similarly for other cases. 
Definition 4.4. Let int : co2 4 w be defined by 
int(0, a) = &(a, 0) = a, 
int((sl,tl),(s2,t2))=(s,int(tl, tz)) where e, =e,, Ues2. 
By the properties of the coding, the function is well defined. 
Remark 4.5. Note that the second case in the definition coincides with the first when 
(si,ti)=O for every iE{1,2}. 
This function is meant to calculate intersections, confirmed in the following theorem. 
Theorem 4.6. Vu, b E w: d(u) n d(b) = d(int(u, b)). 
Proof. Induction on a + 6. Set a = (~1, tl) and b = (SZ, t2). If tl < (~1, tl) or t2 < (~2, t2) 
then tl + t2 < a + b, and by induction we get 
d(sl,tl)nd(sz,t2) 
={(n,m>Im~d(tl)Ae~, cd(~)} (Lemma 4.1) 
n{(n,m)Im~d(t2)Ae,, Cd(e,)} 
={(n,m)I~~d(tl)nd(t2)ne,,Ue,,Cd(e,)} 
={(n,m)ImEd(int(tl,t2))Ae,Cd(e,)}, where e, = e,, U es2 
= d(s, int(t,, t2)) (Lemma 4.1) 
= d(W(sl, tl>, 62, t2))) (Definition 4.4). 
Otherwise, we have tl = 0 V t2 = 0. 
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If tl =O, we get 
431, t1) n 4% tz) 
=4sl,o)n4s2,4) 
={(n,m)lmEW)~e,, cd(~)} 
n{(n,m)ImE4t2)bZ c44) 
={(n,m) jm~d(t2)Ae, &d(e,)}, where e, =e,, Ue,, (Lemma 4.1) 
=4s,t2) (Lemma 4.1) 
= d(s, int(0, t2)) 
=d(s,int(tl,t2)) (since tl = 0) 
=4w(sl,tl),(S2,t2))) (Definition 4.4) 
and the same argument applies when t2 = 0. 0 
Lemma 4.7. (61: es C d(e,) H et C d(e,)) -3 d(e,) = d(et). 
Proof. (+) Suppose Vn: es C d(e,) H et C d(e,). Specialise to n =s, yielding 
e, C d(e,) @ et C d(e,). (1) 
Since d is a finitary closure by Lemma 4.1, we have e, C d(e,), and by (1) et Gd(e,). 
d being a retract, we get d(et) & d(d(e,)) =d(e,), and similarly, setting n = t, we get 
d(e,) C d(et), whence d(e,) = d(et) follows. 
(x=) Suppose 
d(es) = d(et ). (2) 
Take any n and suppose e, C d(e,). Since d is a finitary closure, we have as before 
d(e,)cd(e,), and by (2) we get 
d(et ) G d(e, ). (3) 
Since d is a finitary closure, et C d(et), and by (3), et C d(e,). The converse follows 
analogously. 0 
Theorem 4.8. d(sl, tl) = d(s2, t2) H d(e,,) = d(e,,) Ad(tl) =d(t2). 
Proof. By Lemma 4.1, we get 
d(si > tl > = 02, h > @ {( n,m)lmEd(tl)Ae,, Cd(e,)) 
= {(n,m)ImE4t2)Aes2 Gd(e,)) 
* d(h) = d(b) A ‘h: (es, C d(e,) @ es2 2 d(e,)) 
-+ d(tl) = d(t2) A d(e,, ) = d(e,,) (Lemma 4.7). 0 
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5. Representing compact elements in D 
Scott has noted [12] (in Theorem 5.1) that the compact elements of D are exactly 
those on the form d(e,), where e, is a finite subset of CO, since d is a so-called finitary 
closure. However, this representation is not canonical, since using Lemma 4.1 we have 
e.g. that 
= d(3,O). 
We shall see that the advantage of the D model to the D, models is that we can use 
the fact that some compact elements can be expressed as d({u}) for a~w, whereas 
some require non-singleton finite sets. It is not immediately clear how to make the 
corresponding distinctions in the isomporphic D, domain. 
We start by defining some auxiliary functions to obtain canonical representatives for 
compact elements d(e,) of D. 
Definition 5.1. Let c : co -+ co, p : PFO 4 PFO and subset : co2 + {true, false} be defined 
by the following mutual recursion: 
c(0) = 0, 
c((s,~)) = (t, c(r)) where e, =p(e,), 
p(eS) = {c(x) Ix~e, A +hv~e, : (c(x) # c(w)~ssubset(x,w))}, 
subset(x, y) H c(int(x, y)) = c(x). 
Remark 5.2. As in Remark 4.5, in the case when s = r = 0, the first and the second 
defining clauses for c coincide, so there is no need to impose any restrictions on s 
nor r in the second clause. 
Notation 5.3. As in Notation 4.3, for convenience, we write c((s, t)) as c(s, t), and 
later, Q(a,b) for Q((u,b)). 
The intuition behind these definitions is as follows: 
The function c(x) is meant to generate a canonical representative for d({x}), thus be- 
ing a finite canonical representation for the elements of the reflexive domain on the 
form d({x}). A desired property of c is of course that c(x)=c(y) @ d(x)=d(y). 
The function p is the generalisation of c to non-singleton sets, which should satisfy 
p(eS) =p(e,) H d(e,) = d(e,). The definition of p should be understood like this: re- 
place every element in e, by its canonical representative; then remove “redundant” 
elements from the resulting set, i.e. elements that do not affect the value of d(e,). The 
function subset(x, y) is supposed to express the property that d(x) C d(y) for x, y E CO. 
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The corresponding subset relation on compact elements will not be explicitly defined, 
since it is not used in the definitions, but it can be stated in terms of p, as will be 
shown later. 
All these desired properties will be proved in due course, but in order to make the 
work easier, we need an induction principle. 
Lemma 5.4. If P and Q are predicates, on PFCU and o, respectively, such that Q(O), 
Va, r: P(e,) A Q(r) + Q(a, r) and Vs: (( Vx < s: Q(x)) + P(eS)) then Vx: ((Vs <x: 
P(eS)) + Q(x)) holds. 
Proof. Assume that P and Q satisfy the preconditions. Induction on x. Suppose x = 0. 
Then we know that Q(x) holds. Now suppose, for any x = (a, Y) > 0, that 
Vs < (a, r): P(eS). (4) 
We know r < (a, r) =x; thus we know by induction that 
(Vs < y: P(es)) * Q(r), (5) 
and by (4), we have Vs <K P(e,), and this combined with (5) yields Q(Y) for this 
r. Furthermore, we have a < (a,r) V a = 1. In the first case, by (4), we know P(e,). 
If a = 1, then since we know Q(O), by the third precondition, P(ea) holds. We now 
have P(e,) A Q(Y), and by the second precondition, we conclude Q(a, r). 0 
Theorem 5.5. rf P and Q are predicates, on PFO and o, respectively, such that Q(O), 
Va,r: P(e,) A Q(r) + Q(a,r) and Vs: (( Vx -c s: Q(x)) + P(eS)), then (Vx: Q(x)) A 
(Vs: P(eS)) holds. 
Proof. First, we show Vs: P(eS) by induction on s. P(eo) holds trivially by the third 
precondition. Now suppose s > 0. By induction, we know 
Vu <s: P(e,), (6) 
and since (6) implies Vx B sVa <x: P(e,), by Lemma 5.4 we have VX Gs: Q(x). 
By the third precondition, we easily get P(eS). We now show Vx: Q(X), by induction 
on x. For x = 0, we already know Q(X) by the first precondition. For x = (a, r) > 0, we 
have Y < (a,r). Then, by induction, we know Q(Y). We already have shown P(ell) for 
all a, and thus, by the second precondition, we have Q(a,Y). 0 
Soon, we will use this induction principle, with Q(x) ti d(c(x)) = d(x) and P(eS) w 
d(p(e,)) = d(e,). 
First, we show that the “simple” properties of Q and P are satisfied by the above 
substitutions. 
Lemma 5.6. d(c(0)) = d(0) and d(p(e,)) = d(e,)~d(c(r)) =d(r)+d(c(a,r)) = 
d(a, r). 
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Proof. By Definition 5.1, d(c(0)) =d(O). Also by Definition 5.1, d(c(a,r)) =d(t,c(r)) 
where et =p(e,), and by Theorem 4.8, we get d(p(e,)) =d(e,) A d(c(r)) = d(r) + 
d(c(a, r)) = d(a, r). 0 
To apply Theorem 5.5, it remains to show 
VK ((Va < s: d(c(a)) =d(a)) * d(p(e,)) = d(e,)), (7) 
but for this we will need a few lemmata. In fact, we will first prove a weaker result, 
where we do not use the subset predicate in the definition of p, since the proof will 
be a lot more readable. Instead of the subset predicate, we will use the intended 
meaning of subset&y), i.e. d(x) C d(y), together with the intended meaning of c in 
p, yielding d(x) c d(y). With that simplification, we get the following modification of 
Definition 5.1, with the original functions primed. Later, we will prove that the primed 
and unprimed functions are the same. 
Definition 5.7. Let c’ : w + UI and p’ : P,a + P,a be defined by the following mutual 
recursion: 
c’(0) = 0, 
c’(s, r) = (t, c’(r)) where et =p’(eS), 
p’(e,) = {c’(x) IxEe, A GlwEe, : d(x) C d(w)}. 
Lemma 5.8. The properties stated in Lemma 5.6 hold for c’ and p’, respectively. 
Proof. In the proof of Lemma 5.6, the property of p using subset is not used. q 
Restating (7) in terms of the primed functions, we now want to show the following. 
Lemma 5.9. Vs: (Vu < s: d(c’(a)) = d(u)) + d(p’(e,)) = d(e,). 
Proof. Suppose, for some s, that 
Vu < s: d(c’(u)) = d(u). 
We get 
@‘(es)) 
=d({c’(x)IxEe,AGlwEe,: d(x)cd(w)}) (Definition 5.7) 
={d(c’(x))(xEe,A-3wEe,: d(x)Cd(w)} (Lemma 4.1) 
={d(x)IxEe,A4wEe,: d(x)Cd(w)} (by (8), since x <s) 
=d({xIxEe,A4wEe,: d(x)Cd(w}) (Lemma 4.1) 
C d(es ). 
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We now have to show the converse, i.e. that d(e,) Gd(p’(e,)). Pick an arbitrary 
xEd(e,). Then 3yEe,: x~d(y) since d is additive. Choose a maximal y among 
those y’s, i.e. a y such that 
+lwEe,: d(y)cd(w). (9) 
This is possible, since e, is a finite set. If we knew that c’(y) Ep’(e,), then since y < s, 
by (8) and by monotonicity we would have xEd(y) = d(c’(y)) & d(p’(e,)). Therefore, 
suppose C’(Y) 9 p’(e, ). 
c’(y) @ p’(e$) 
H +lz E e,: (c’(z) = c’(y) A dw E es: d(z) c d(w)) (Definition 5.7) 
H VztEe,: (c’(z)#c’(y)V ElwEe,: d(z)cd(w)) 
* c’(y)#c’(y)V3w~e,: d(y)cd(w) (set z= y) 
+ 3wEe,: d(y)cd(w), 
which contradicts (9). 0 
Theorem 5.10. Vu: (d(a) = d(c’(a))) A Qs: (d(p’(e,)) = d(e,)). 
Proof. Using Theorem 5.5 with Q(x) H d(c’(x))=d(x) and P(es) H d(p’(e,))=d(e,), 
by Lemmas 5.8 and 5.9, the result follows. 0 
Before proving the same results for the unprimed functions, we need to prove a few 
properties of the primed functions. 
Lemma 5.11. Suppose that, for some fixed s E co, 
Qx, y < s: d(x) = d(y) + c’(x) = c’(y) 
holds. Then also Vu, b < s: d(e,) = d(eb) ti p’(e,) =p’(eb) holds. 
(10) 
Proof. (+) Suppose p’(e,) =p’(es). By Theorem 5.10, we have d(e,) = d(p’(e,)) = 
d(p’(eb )) = d(eb ). 
(+) The case when s = 0 is trivial. Therefore suppose, for some fixed s > 0 and 
a, b < s, that d(e,) = d(eb) and, without loss of generality, that x Ep’(e,) but 
(11) x @ p’(eb>. 
Now, 
x E p’(ea >
C d(p’(e,)) (Lemma 4.1 
=d(eQ) (Theorem 5. 
=d(eb) 
= d(p’(eb)) (Theorem 5. 
) 
10) 
10). 
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By Lemma 4.1 we then have 3y Ep’(eb): x E d(y), and furthermore, that 
X#Y (12) 
for such y’s, by (11). Fix such a y. By a similar argument, we also for this y get 
3z Ep’(e,): y Ed. Fix such a z. Since we now have x Ed A y Ed, since d is 
retract and by monotonicity, we get d(x) C d(y) C d(z). If we could show d(x) c d(y) 
and thus d(x) c d(z), we would get a contradiction by the following argument: 
x EP’(ca) 
* Zlx’Ee,: x=c’(x’)A 
+lwEe,: d(x’)Cd(w) (Definition 5.7) 
* 13wfe,: d(x)Cd(w) (Theorem 5.10) 
3 Glz’Ee,: c’(z’)=zA\(x)Cd(z’) 
+ Glz’ E e,: c’(z’) = z A d(x) c d(z) (Theorem 5.10) 
=+ -(d(x) Cd(z)), z V’(e,). 
Since we know d(x) C d(y), it suffices to show d(x) #d(y). For the sake of contra- 
diction, suppose 
4x)= 4Y ). (13) 
We know x = c/(x’) A y = c’(y’) for some x’ E e, and y’ E eb, and also 
x’, y’ < max(a, b) < s. (14) 
By Theorem 5.10 and (13), we have d(x’) = d(c’(x’)) = d(x) = d(y) = d(c’( y’)) = 
d(y’), and using (lo), we get x = y, contradicting (12). Thus, we conclude d(x) c d(y) 
contradicting (13), and the result follows. 0 
Lemma 5.12. Vx, y: d(x) = d( y) ++ c’(x) = c’(y). 
Proof. (+) Suppose c’(x) =c’(y). By Theorem 5.10, we have d(x)==d(c’(x)) = 
d(c’(y)) = d(Y). 
(+) We will show V&x, y < s: d(x) = d(y) + c’(x) = c’(y), from which the result 
follows, since we may choose e.g. s = max(x, y) + 1. 
Induction on s. The case when s = 0 is trivial. Now suppose s > 0 and for some 
x, y that x, y < s A d(x) = d(y). Also set x = (a,r), y = (b, t). We thus have to prove 
~‘(a, r) = c’(b, t). By Theorem 4.8, and since d(a,r) = d(b, t), we know 
d(e,) = d(q) A d(r) = d(t), 
and by Definition 5.7 that 
(15) 
c’(a,r) = c’(b, t) H p’(e=) =p’(eb) A c’(r) = c’(t). (16) 
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If r < (a,r) and t < (b,t), then since r,t < max(x, y) < s, by induction, we get 
c’(r) = c’(t). Otherwise, r = 0 V t = 0, and since we thus by Lemma 4.1 and (15) must 
have d(r) =d(t) = T, and by Lemma 4.1 we get r = t=O, and by Definition 5.7, 
c’(r) = c’(t) = 0. 
For the induction, it remains to show p’(e,) =p’(eb). Consider the case when 
a<(u,r)<sAb<(b,t)<s. (17) 
Then a, b < max(x, JJ) < s, and setting t’ = max(x, y), by induction, we have Vx,, y < t’: 
d(x) =d(y)+ c’(x) = c’(v). Thus, the premise to Lemma 5.11 is satisfied setting s 
in (10) to t’. Thus, we get Vu’,b’ < t’: d(e,,)=d(eb~)+p’(e,~)=p’(eb/). By (15) 
and since a, b < t’ we get p’(e,) =p’(eb). If (17) does not hold, then we must have 
a < 1 v b < 1, If a = 0, then we must have b = 0, since by Lemma 4.1, d is strict and 
a finitary closure. Further, a = b=O +p’(e,)=p’(eb)=Q), by Definition 5.7. 
If a = 1, then e, = {0}, and from Definition 5.7, we get p’(e,) = {0}, and since 
d(e,)=d(O)=T, by (15) and Lemma 4.1, OEeb, but since we know b<l, we must 
have b= 1. By Definition 5.7, we then must have p’(eb)= (0). Now, (16) can be 
applied, and we have c’(x) = c’(y). Cl 
COrOhry 5.13. vu, 6: d(e,) = d(eb) H p’(ea) =p’(eb). 
Proof. The premise to Lemma 5.11 is satisfied for all s E w, by Lemma 5.12. 0 
Now, we are about to prove the “unprimed analogue” of Theorem 5.10. We will 
again use the induction principle from Theorem 5.5, but now with Q(x) M c(x) = c’(x) 
and P(es) @ p(es) =p’(es). 
Lemma 5.14. 
c(0) = c’(O), 
p(e,) = p’(e,) A c(r) = c’(r) * c(a, r) = c’(a, r). 
Proof. By Definitions 5.1 and 5.7, c(0) = c’(0) trivially holds. Suppose 
p(e,) =p’(e=) A c(r) = c’(r). 
We have 
(18) 
~(4 r) = (t, c(r)), ef =A4 
= (t’, c’(r)) ,ef’ =p’(ea) (by (18)) 
= c’(u, r). 0 
Lemma 5.15. V.s: (Vx < s: c(x) = c’(x)) +&es) =p’(es). 
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Proof. Indeed, we will prove the stronger result that 
Vs: ((kc <s: (c(x) = c'(x)) =S p(es) = p’(e$)) 
A (Vx, y < s: c(int(x, y)) = c’(int(x, y)))), (19) 
from which the result follows. Induction on s. The case when s = 0 is trivial. Suppose 
that s > 0 and 
vx<s: c(x) = c’(x). (20) 
We have 
p(e,)={c(x)IxEe,A+lwEe,: (c(x)#c(w)Assubset(x,w))} 
={c(x)IxEe,A4wEe,: (c(x)#c(w)Ac(x)=c(int(n,w)))} 
(Definition 5.1) 
= {c’(x) 1 x E es A Glw E es: (c’(x) # c’(w) A c’(x) = c(int(x, w)))} 
(by (20), since x, w <s). 
Furthermore, 
p’(e,) = {c’(x) IxEe, A -dwEe,: d(x)Cd(w)} 
={c’(x)IxEe,A~3wEe,: (d(x)#d(w)Ad(x)Gd(w))} 
={c'(x)~xEe,A~3wEe,: (d(x)#d(w)Ad(x)=d(x)nd(w))} 
= {c’(x) 1 x E e, A dw E es: (d(x) #d(w) A d(x) = d(int(x, w)))} 
(Theorem 4.6) 
= {c’(x) 1 x E e, A dw E es: (d(x) #d(w) A d(x) = d(int(x, w)))} 
(Theorem 4.6) 
= {c’(x) IxEe, A dwEe,: (c’(x) # c’(w) A c’(x) = c’(int(x, w)))} 
(Lemma 5.12), 
and thus it is enough to show that 
Vx, y < s: c(int(x, v)) = c’(int(x, v)) (21) 
to know that p’(e$) = p(e,). But if we show (21), then we would have also shown 
( 19), and the proof would be complete. 
Set x = (a, r), y = (b, t) for some x, y < s. We expand the &t-expression one step: 
int(x, y) = int((a, Y), (6, t)) 
= (u, int(r, t)) where e, = e, u eb. 
By Definition 5.7, we have c’(int(x, v)) = ( Y’, c’(int(r, t))) where e,! = p’(ea U eb) and 
by Definition 5.1, c(int(x, y)) = (u, c(int(r, t))) where e, = p(e, U eb). Thus, we have to 
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show c(int(r, t)) = c’(int(r, t)) A P’(ea U eb) = p(e, U eb). We now have r, t < max(x, y) 
<s V r = t = 0, and when r = t = 0, then int(r, t) = 0 and by Definitions 5.1 and 5.7, 
c(int(r, t)) = c(0) = 0 = c’(0) = c’(int(r, t)). In the other case, when r, t < max(n, v) < s, 
by induction, we know c(int(r, t)) = c’(int(r, t)). So, it remains to show p’(ea U eb) = 
de, U eb). 
Set, as before ei = e, U eb. By induction, we may now use the fact that ‘dw,z E e,: 
c(int(w,z))=c’(int(w,z)), since for these w,z we would have w,z< max(a,b)d 
max(x, JJ) < s. We will also use (20) in the proof: 
p(ei) = {C(X) (XEei A 73WEei: C(X)#C(W) A C(X)=C(itZt(X,W))} 
= {C’(X) IXEei A dWEf?i: C’(X) #C’(W) A C’(X)=C’(iTZt(X,W))) 
={C’(X)IXEQA~3WEei: d(X)#d(W)Ad(X)=d(itZt(X,W))} 
(Lemma 5.12) 
= {C’(X) / X E ei A 13 WE ei: d(X) # d(W) A d(X) = d(X) n d(W)} 
(Theorem 4.6) 
={C’(X)IXEeiA~ElWEf?i: d(X)Cd(W)} 
= p’(G ), 
and we are done. 0 
Theorem 5.16. Vx, s E w: p(es) =p’(es) A c(x) = c’(x). 
Proof. By Lemmas 5.14 and 5.15, we may use Theorem 5.5 with Q(x) e c(x) = c’(x) 
and P(es) * p(es) =p’(e,), and the result follows. 0 
Now, we have exhibited a procedure for obtaining canonical representatives of com- 
pact elements d(e,) of D, using the functions c and p. Moreover, since the functions 
are recursive, we have an effective algorithm for obtaining the representatives. How- 
ever, some standard results need to be proved, including those carrying over from the 
results of the primed functions. 
Corollary 5.17. 
1. Vx: d(x) = d(c(x)), 
2. V.s: d(e,) = d(p(e,)), 
3. Vx, y: d(x) = d(y) M c(x) = c(y), 
4. Vs, t: d(e,) = d(e,) M p(ea) =p(el). 
Proof. 
1. By Theorems 5.10 and 5.16. 
2. By Theorems 5.10 and 5.16. 
3. By Lemma 5.12 and Theorem 5.16. 
4. By Corollary 5.13 and Theorem 5.16. 0 
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Corollary 5.18. Vx, y: subset(x, y) H d(x) C d(y). 
Proof. 
subset(x, y) * c(x) = c(int(x, y)) 
H d(x) = d(int(x, y)) (Corollary 5.17) 
@ d(x) = d(x) n d(y) (Theorem 4.6) 
* d(x) c d(Y ). 0 
Corollary 5.19. c(c(x)) = c(x). 
Proof. Suppose c(c(x)) # c(x). Then using Corollary 5.17, 
d(x) = d(c(x)) 
# d(c(@))) 
= d(G)) 
= d(x), 
which is impossible. 0 
Corollary 5.20. p(p(eS)) =p(eS). 
Proof. Proved like Corollary 5.19, using Corollary 5.17. 0 
Having a method for deciding whether d(e,) = d(e,), it is easy to use it for deciding 
whether d(e,) C d(et). 
Corollary 5.21. d(e,) C d(e,) H p(e,) =p(es U et). 
Proof. 
d(e,)Gd(et) M d(e,)=d(e,Uet) 
@ p(et) =p(eS U et). q 
6. Discussion 
We see that the proofs of this paper rely heavily on recursive functions through the 
codings of the PO model. Similar proof techniques by recursion on codings have been 
employed, e.g. by Baeten and Boerboom [l] and Schellinx [lo]. 
It would be interesting to see whether a similar representation can be found for 
reflexive domains in Pee, where other codings are used, such as the basic codings of 
Schellinx [lo]. This restriction is probably required for a similar approach, due to the 
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abundant use of recursive functions. Probably, it is possible to obtain similar results 
for some classes of PSE-algebras (see e.g. [6], where these are connected with the PO 
model), but note that both for change of coding and for PSE-algebras, it is crucial 
that a result corresponding to Lemma 4.1 is obtained, and that is not obvious. Here, 
we have an obvious connection to the results of uniqueness of D as a solution of the 
equation d = d M d by Drakengren [4], since that result also depends very much on 
Lemma 4.1. 
Concerning other models, it would be interesting to see how the distinction between 
singular and non-singular sets in the canonical representation is mirrored in the D, 
domains, or e.g. in the isomorphic (T&,&4) models by Plotkin [8]. 
7. Conclusions 
We have exhibited a simple, decidable canonical representation of the compact el- 
ements in the extensional reflexive domain of Scott [12]. Moreover, the canonical 
representatives of compact elements are obtained by an effective algorithm, which does 
not refer to anything but the specific codings of the PO model. 
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