In this paper, a new predictor-based consensus disturbance rejection method is proposed for high-order multi-agent systems with Lipschitz nonlinearity and input delay.
Introduction
In recent years, cooperative control has received considerable attention in control community. An important problem arising from cooperative control is to coordinate individual dynamic systems, which have the same or similar dynamics, to perform a common control task, and this topic is commonly known as consensus control [1] . The 5 early results concentrated on consensus problems of simple agent dynamics such as single and double integrators [2, 3, 4] , and then the results were extended to high-order linear systems [5, 6, 7, 8, 9] and also nonlinear systems [10, 11, 12] . Some applications in formation control [13, 14, 15, 16] , synchronization [17, 18, 19, 20] , and mechanical systems [21, 22] , have also been investigated. 10 Since practical multi-agent systems often suffer from various external disturbances, considerable effort has been placed on consensus disturbance rejection problem. Some robust control methods, such as H ∞ consensus control [23, 24] , have been proved to be effective for disturbance rejection of the multi-agent systems with external disturbances bounded by H 2 norms. However, disturbances in real engineering problems 15 are often periodic and have inherent characteristics such as harmonics and unknown constant load [25] . For those kinds of disturbances, it is desirable by utilizing the disturbance information in the design of control input to cancel the disturbances directly.
One common design method is to estimate the disturbance by using the measurements of states or outputs and then use the disturbance estimate to compensate the influence 20 of the disturbance on the system, which is referred to as disturbance observer-based control (DOBC) [26] . Using DOBC, consensus of second-order multi-agent dynamical systems with exogenous disturbances was studied in [27, 28] for matched disturbances and in [29] for unmatched disturbances. Disturbance observer based tracking controllers for high-order integrator-type and general multi-agent systems were pro- 25 posed in [30, 31] , respectively. A systematic study on consensus disturbance rejection via disturbance observers could be found in [32] . Note that most existing results are limited to linear systems.
In reality, other than the external disturbances, time delays are inevitable in various practical engineering systems including networked control systems [33] . Some recent 30 results for consensus control of multi-agent systems with delays can be found in [34, 35, 36, 37] and the references therein. It is generally recognized that the system with input delay is more involved than the system with state delay in control theory. A wide variety of predictor-based feedback approaches are effective for systems with input delay (see [38] and the references therein). However, there is a lack of study 35 on consensus disturbance rejection for multi-agent systems with input delay which is more relevant from a practical point of view. The problem of consensus controller design with input delay is more involved due to the undesirable disturbances. For example, the model reduction method used in [36] cannot be applied for the consensus disturbance rejection design in the presence of disturbances. 40 Inspired by the previous discussions, in this paper, we consider the consensus disturbance rejection problem for Lipschitz nonlinear multi-agent systems with input delay based on the DOBC approach. Compared with the previous works, the key features of this paper are as follows: (1) Input delay is taken into account for the consensus disturbance rejection problem. Different from the conventional predictor feedback ap- 45 proach, a non-ideal predictor based control scheme is constructed for each agent by using the estimate of the disturbance and the prediction of the relative state. (2) Unlike [31] , [32] , where the agent dynamics are restricted to be linear, we consider the Lipschitz nonlinearity in the system dynamics. Rigorous analysis within the framework of Lyapunov-Krasovskii functionals is carried out to guarantee that the extra integral 50 terms of the system state associated with nonlinear functions are properly considered.
The remainder of this paper is organized as follows. In Section 2, the problem formulation is introduced. Section 3 presents some notations and preliminary results. Section 4 presents the main results on the consensus disturbance rejection design. Simulation results are given in Section 5. Section 6 concludes the paper. 55 
Problem Statement
In this paper, we consider the leader-follower consensus control of a group of N agents. Assume that the dynamics of followers, labelled as 2, 3, . . . , N , are described byẋ
and the leader agent is indexed by 1, whose dynamics are represented by 60ẋ
where x i ∈ R n denotes the state, u i ∈ R m denotes the control input, x 1 ∈ R n is the leader's state, A ∈ R n×n and B ∈ R n×m are constant matrices with (A, B) being controllable, h ∈ R + is the constant and known input delay, ω i ∈ R s is a disturbance that is generated by a linear exogenous systeṁ
with S ∈ R s×s being a known constant matrix, and the nonlinear function φ : R n → 65 R n , φ(0) = 0, is assumed to satisfy the Lipschitz condition as
where γ > 0 is the Lipschitz constant.
Let ξ i = x i − x 1 , i = 2, 3, · · · , N as the tracking errors. Then, based on the system dynamics (1) and (2), the error dynamics of the ith agent can be obtained aṡ
where ψ i = φ(x i (t)) − φ(x 1 (t)).
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With the agent 1 as the leader, the control objective is to design a control input for each agent to follow the state of the leader x 1 under the disturbances. That is, under these control inputs, the following hold for any initial conditions,
We make two assumptions on the dynamics of the agents and the connections among the agents. 
Preliminary Results

Notations
Throughout the paper, let R n×m and R n represent a set of n × m real matrices and n-dimensional column vectors, and 0 n×m denotes the n × m matrices with all zeros.
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Let 1 and I represent a column vector with all entries equal to one and the identity matrix with appropriate dimension, respectively. L p 2 [0, ∞) denotes the space of pdimensional square integrable functions over [0, ∞). Given a real matrix X ∈ R n×m and vector x ∈ R n , X F denotes the Frobenius norm, and x is the Euclidean norm.
The symbol ⊗ denotes the Kronecker product of matrices, and the notation diag(π i ) 100 denotes a block-diagonal matrix with π i , i = 1, 2, · · · , N, on the diagonal. The matrix inequality A > B means that A − B is positive definite.
Graph theory
The communication topology among the agents is described by the directed graph
of edges with the ordered pair of nodes. A vertex represents an agent, and each edge represents a connection. Associated with the communication graph is its adjacency
where the element a ij denotes the connection between the agent i and agent j. a ij = 1 if (j, i) ∈ E, otherwise is zero, and a ii = 0 for all nodes with the assumption that there exists no self loop. In the directed graph G,
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(i, j) ∈ E denotes that the jth agent can obtain the information from the ith agent, but not vice versa. A directed path on the graph G from node i 1 to node i s is a sequence of ordered edges as (i 1 , i 2 ), (i 2 , i 3 ), · · · , (i s−1 , i s ). A directed graph that contains a spanning tree is that there exists a node called the root, and this root has a directed path to every other node of the graph. The Laplacian matrix
For a directed graph, the Laplacian matrix L has the following properties. Because the leader has no neighbours, the Laplacian matrix L of G has the follow-
We also have the following result for L 1 :
). For the nonsingular M-matrix L 1 , there exists a positive diagonal matrix G such that
for some positive constant r 0 . It is also shown that G can be constructed by let-
Predictor-based feedback approach
In this subsection, we recall the well-known predictor-based feedback approach [41, 42] . Consider a linear input-delayed systeṁ
where x ∈ R n denotes the state, u ∈ R m denotes the control input, A ∈ R n×n and B ∈ R n×m are constant matrices, h ∈ R + is input delay, which is known and constant.
We design the feedback controller as
Then the finite-dimensional closed-loop system can be expressed aṡ
If we could find a possible control gain matrix K to stabilize the closed-loop system, then the control design problem is solved. However, it is unrealistic since the state information x at time t + h cannot be obtained with direct measurement. A feasible way is to calculate the vector x(t + h) as follows [41] :
Therefore we can express the controller with an ideal predictor
Based on the problem conditions, the multi-agent systems considered in this work are nonlinear and subject to deterministic disturbances with unknown bounds.
Before moving into the observer and controller design, a couple of preliminary 130 results are presented below for the consensus analysis.
Lemma 3 (Jensen's Inequality, [43] ). For a positive definite matrix P , and a function
Lemma 4 ([44, 45] ). For a positive definite matrix P , the following identity holds
where
Lemma 5. For any given a, b ∈ R n , we have
where P > 0, S and Q have appropriate dimensions.
Main Results
The disturbance rejection design consists of disturbance estimation and rejection.
The estimation is based on the relative state information obtained through the communication network. It is assumed that the ith agent collects the relative state information of its neighbouring agents as
From the relationship between A and L, it is easy to see that ζ i (t) = N j=2 l ij ξ j (t). The disturbance estimation and rejection proposed in this paper will be designed based 135 on relative state information ζ i (t).
Controller and observer design
The control input for disturbance rejection is designed as follows:
where χ i (t) andω i (t) are generated by
where c ≥ 2q max /r 0 is a positive real constant with q max = max{q 2 , q 3 , · · · , q N }, K and L are constant gain matrices to be designed later. Let
which can be written in the compact form aṡ
where Ψ = ψ T 2 , ψ T 3 , · · · , ψ T N T .
With the control input (10), the closed-loop dynamics of each agent in (4) can be written asξ
where we have used ω i (t) = e Sh ω i (t − h) and D = BF .
From the error dynamics (4), we have
Invoking (17) into (16), we obtaiṅ
The error dynamics of ξ(t) can be written in the compact form aṡ
For the convenience, let
Next, we will design the control gain K and the observer gain L. With the control law shown in (10), K and L are chosen as
where γ 1 , γ 2 are positive parameters to be chosen, and P > 0, Q > 0 are constant 150 matrices to be designed.
In order to obtain the main results, the bounds on ∆ 1 2 and ∆ 2 2 are given in the following lemma.
Lemma 6. For the terms ∆ 1 and ∆ 2 in the error dynamics (19) , bounds can be established as
with ρ, α 0 , α 1 , α 2 being positive numbers such that
PROOF. See the Appendix.
Consensus analysis 155
The following theorem presents sufficient conditions to ensure that the consensus disturbance rejection problem is solved by using the control algorithm (10) 
are satisfied with W = P −1 and
where π min = min{π 2 , π 3 , · · · , π N }, π max = max{π 2 , π 3 , · · · , π N }. PROOF. To start the consensus analysis, we try a Lyapunov function candidate
where σ 0 is a positive value to be chosen later.
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The derivative of V 0 along the trajectory of (15) and (19) can be obtained aṡ
where σ 1 = κ −1 1 + γ 2 cκ −1 5 σ 2 max (L 1 ) γ 2 , σ 11 = σ 0 π max e h +γ 2 cκ 5 π max π −1 min λ max (D T D). Lemmas 2, 4 and 5 are used in above derivation.
By choosing σ 0 = α 1 κ −1 2 π −1 min e α0h , the derivative of V 0 could be written aṡ
where σ 2 = π max π −1 min α 1 κ −1 2 e (α0+1)h + γ 2 cκ 5 λ max (D T D) . To deal with the first integral term shown in (33), we consider the following Krasovskii
With the direct calculations aṡ
Similarly, the second integral term in (33) is coped with as
With the derivative aṡ
Let
A direct evaluation gives thaṫ
The condition in (28) is equivalent to the condition specified in (24) . With (38) and (39) , it can be shown by Schur Complement that conditions (29) and (30) are 165 respectively equivalent to P 1 < 0 and Q 1 < 0, which further implies from (37) thaṫ V (t) < 0. Thus, the error dynamics systems (4) are globally asymptotically stable at the origin, which implies that the consensus disturbance rejection of the multi-agent systems (1)-(2) is achieved. This completes the proof. 
Simulation
In this section, we will demonstrate the consensus disturbance rejection method under the leader-follower setup of five subsystems subject to the connection topology specified by the following adjacency matrix 
Note that the first row all are zeros, as the agent indexed by 1 is taken as the leader. The communication graph is shown in Figure 1 , from which it shows that only the followers indexed by 2 and 5 can get access to the leader and the communication topology contains a directed spanning tree. The dynamics of the ith agent are described by (1) ,
In this scenario, it is supposed that external disturbance and time delay exist in the control channel. The external disturbance w i (t) is generated by (3) with
which represents an external periodic disturbance with known frequency but without any information of its magnitude and phase. The input delay of each agent is 0.03s, and the Lipschitz constant is γ = g = 0.01. It can be checked that both Assumptions 1 and 2 are satisfied.
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The Laplacian matrix L 1 associated with A is that
Following Lemma 2, we obtain that G = diag{0.3846 0.3571 0.5556 0.7143} and r 0 = 0.2573. With p max = 0.7143 and 2p max /r 0 = 5.5523, we set c = 6 in the control input (10) . Simulation study has been carried out with different disturbances for agents. figures, it can be seen clearly that all the five agents reach consensus although they are under different disturbances. Therefore, the conditions specified in Theorem 7 are sufficient to guarantee the consensus disturbance rejection.
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Moreover, as only the Lipschitz constant γ is used for the disturbance observer design and the exact information of the nonlinear functions is not required, this leads to conservatism in the presented conditions. With the same control gain, the consensus disturbance rejection is still achieved for the multi-agent systems with a larger Lipschitz constant. 195 
Conclusion
In this paper, we have addressed the consensus disturbance rejection problem for In a similar way, we havē
It follows that
Consequently, 
