Abstract. The aim of this paper is to describe the theory and implementationof the Elliptic Curve Primality Proving algorithm.
Shortly afterwards, Adleman and Huang announced 2] that they designed a primality testing algorithm using curves of genus two whose expected running time is also polynomial, but without any unproven hypothesis. As for now, it seems that this algorithm has not been implemented.
The purpose of this paper is to describe the test due to the rst author (which is known as the Elliptic Curve Primality Proving |ECPP| algorithm), together with the implementations made by the authors (other implementations include that of D. Bernardi for the class number one case and more recently that of Kaltofen and Valente 49] and that of Vardi 94] for the Mathematica system).
Since there are considerable di erences of detail between the implementations of the two authors, we have decided for the sake of clarity to present the algorithm solely as implemented by the second author. We make a few historical remarks in Section 8.1.
The plan of the paper is as follows. In Section 2, we recall some well known properties of quadratic forms and elds necessary for presenting Section 3, which deals with the theory of Hilbert class elds of imaginary quadratic elds via modular forms. At this point, we introduce Weber's functions as well as Dedekind's . In Section 4, we present the relevant theory of elliptic curves in a manner similar to that of 60]: This uni ed approach is well suited for our purpose, which goes from classical elliptic curves over C to curves over a nite eld. Section 5 is concerned with primality testing using elliptic curves as used by Goldwasser and Kilian on the one hand and the rst author in his designing the ECPP algorithm on the other. A path towards analyzing ECPP is made in Section 6: We present some heuristic arguments concerning the ability for a number to be good with respect to ECPP as well as the probability of failure of a weak version of ECPP. In Section 7, we develop an e cient algorithm for constructing the Hilbert class eld of an imaginary quadratic eld by means of the functions introduced in Section 3. At this point, we introduce the concept of Weber polynomials and we detail a fast algorithm to compute the factorization of Weber polynomials over their genus eld. In Section 8, we detail the computational routines we use in the implementation: Section 9 contains some typical running times for numbers of less than 300 digits and also some running times for larger numbers, most of all taken from 18] or discovered by the authors. Section 10 is brie y concerned with the second problem mentioned above, namely that of the actual proof we get by ECPP.
Notation. Throughout the paper, N will denote a probable prime, which means that N was not declared composite by any of the probabilistic primality testing algorithms which were used.
Historical note. The basic algorithm was designed and implemented by the rst author in 1986. In 1987, the second author implemented a version of the algorithm based on a paper of Cohen 25] . In May 1989, the two authors met and merged part of their ideas to come up with the present paper.
Some properties of quadratic forms and elds
Our aim is to recall basic properties of quadratic forms and elds that are necessary for the following sections. We introduce rst quadratic forms that are easy to compute with and then quadratic elds that are well suited for explaining the theory. These are two sides of the same object.
Quadratic forms
The following results are well known and can be found in 34, 29] . Let ?D be a fundamental discriminant, i.e., 
The following theorem was proven by Gauss:
Theorem 2.1 The map is onto: If we start from " = ( 1 ; : : :; t ) satisfying Q i i = +1, we can nd a C such that (C) = ". Moreover, is a homomorphism. The associated cosets are called the genera and they inherit the group law. Each coset has cardinality e = h=g where g = 2 t?1 .
We de ne the principal genus as G 0 = ?1 (+1; : : :; +1). For each genus G i , we can nd C i in H(?D) such that G i = C i G 0 . Thus the product of the genera G i = C i G 0 and G j = C j G 0 is G k with C k = C i C j .
A prime p which is representable by a form of G i is said to belong to G i (this is denoted by p 2 G i (?D)). The conjugate of an element = x + y! is 0 = ( ) = x + y (!). The trace (resp. the norm) of is T K ( ) = + ( ) (resp. N K ( ) = ( )). If is an element of K, its associates are the where is any unit of K (that is N K ( ) = 1). The number of units is denoted by w(?D) and is equal to 6, 4 or 2 according to D equal to 3, 4 or > 4.
Quadratic elds
The decomposition of the ideal (p) in K is given by the following theorem: Proposition 2.2 If (?D=p) = +1, the ideal (p) splits as the product of two distinct ideals in K. If 
Genus eld
The genus eld of K is K G = Q( p q 1 ; : : :; p q t ), the q i being described above. The eld K G is the maximal unrami ed Abelian extension of Q containing K. The Galois group of K G =Q is isomorphic to (Z=2Z) t .
We recall that the Artin symbol associated with the quadratic form C (in fact with the genus G containing C) is (see 28]):
( 1 (G); : : :; t (G)) ; with i (G) = (q i =p), where (p) = pp 0 is any prime number represented by a form of G and p the ideal above p in K. 
and we also have
where g 2 (L) = 60G 4 (L) and g 3 (L) = 140G 6 (L) were de ned above.
Complex multiplication for lattices
is greater than Z, we say that L has complex multiplication. It can be shown 56, chapter 1] that if L has complex multiplication then ! belongs to a complex quadratic eld K = Q( p ?D). Then M(L) is an order of K, that is a ring which is a free submodule of rank 2 over Z of O K the ring of integers of K.
Class eld theory of imaginary quadratic elds
Class eld theory is one of the most remarkable achievements of mathematics. One of its motivating problem was the construction of the maximal unrami ed Abelian extension of an imaginary quadratic eld (for a modern presentation of the classical approach, see 12] ). An algebraic treatment was given by Deuring 33] . The theory was generalized in 91]. In the present paper, we only need to use a comparatively small part of the theory, which we specify below. 
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We also require the following (see 30, 32 
We can expand as 97, x34 p. 112]
The function is a modular form of weight 1=2 with a complicated multiplier function.
Letting n stand for exp(2i =n), the Weber functions are 97, x34 p. 114] 2 ) 6 = 0. This quantity is called the discriminant of the curve E. We also de ne the invariant of the curve j(E) = 2 There is exactly one point of E(k) with z = 0, namely (0 : 1 : 0) called the point at in nity, denoted by O E .
The set E(k) can be made an Abelian group with an operation denoted by + using the tangent-and-chord method. Suppose temporarily that k = R. Then E(R) is a projective curve that we can look at. In order The same equations are used to de ne the group law for arbitrary k. y : z). An automorphism of E is an isomorphism from E to E. The group of automorphism has at most six elements 60]. For most of the curves, it is of order 2.
We now relate complex multiplication on lattices to complex multiplication on elliptic curves. An endomorphism on E can be seen as a complex number such that L L. We say that E has complex multiplication if and only if L has. It follows from the preceding section that if E has complex multiplication, then j(E) is an algebraic integer (a root of H D (X)). Saying E has complex multiplication by is the same as writing that
4.3 k = Z=pZ
Let p be a prime number greater than 3. Let E be an elliptic curve de ned over Z=pZ. We do not intend to explain Deuring's work concerning its reduction modulo p, but the interested reader may consult 56, chapter 13] and the references given there. It can be shown that E can be described as the reduction modulo p of an elliptic curve E(C) with complex multiplication by an order of a quadratic eld K = Q( p ?D). with ( E ; N) = 1. If P and Q are two elements of V N , and p a prime divisor of N, we denote by P p and Q p their image by the projection of V N on V p (reduction modulo p). We remark that V p is an elliptic curve, since ( E ; p) = 1. On V N , we de ne an operation, again denoted by +, which has the following properties: If P and Q are in V N , the application of + to the pair (P; Q) yields either a divisor of N or an element R of V N which satis es R p = P p + Q p for all prime divisor p of N. This operation will be called pseudo addition. In fact, this operation is analogous to the usual one on Z=pZ, except that we stop whenever we nd a nontrivial divisor of N.
5 Primality testing 5.1 Traditional primality testing and the DOWNRUN process Before the advent of the Jacobi sums algorithm, the main method for primality testing was to use some known factors of N t ? 1, t = 1; 2; 3; 4; 6, involving either some converse of Fermat's theorem, or Lucas sequences or a generalization thereof.
The simplest way to prove that an odd number N is prime is to prove that the group (Z=NZ) is cyclic (and that N is not a prime power). For this, we need only to exhibit a generator of this group. This yields the following theorem. (This is not the optimal theorem, but we cite it for the sake of simplicity.) This idea forms the DOWNRUN process of 103]: Build a decreasing sequence of probable primes N 0 > N 1 > > N k such that the primality of N i+1 implies that of N i (see 52, pp. 376{377]). Indeed, this is a factor and conquer method. The problem is that for each N i , there is only a limited number of candidates that we can try to factor. We will see that this di culty is overcome when using elliptic curves.
The Goldwasser-Kilian algorithm
From 39], we have: Theorem 5.2 Let N be an integer prime to 6, E an elliptic curve over Z=NZ, together with a point P on E and m and s two integers with s j m. For each prime divisor q of s, we put (m=q)P = (x q : y q : z q ).
We assume that mP = O E and gcd(z q ; N) = 1 for all q. Then procedure GK(N)
1. choose an elliptic curve E over Z=NZ, for which the number of points m (computed with Schoof's algorithm) satis es m = 2 q, with q a probable prime; 2. if (E; m) satis es the conditions of the theorem with s = m, then N is prime, otherwise it is composite; 3. the primality of q is proved in the same way; 4. end.
We see that we have solved one of the problem arising in the ordinary DOWNRUN: this time, we have a lot of numbers which we can try to factor.
The problem with GK is that Schoof's algorithm seems almost impossible to implement (however, see 5]). We will use instead the properties of elliptic curves over nite elds related to complex multiplication.
The ECPP algorithm
In algorithm GK, we begin by searching for a curve and then compute its number of points. Here, we do exactly the contrary. We get: As for ECPP, we only have the heuristic analysis cited in 57]. The authors nd that the running time of the algorithm is roughly O((log N) 6+ ) for some > 0. The remaining of this section is devoted to some practical considerations concerning ECPP.
What is a good discriminant?
Let p be a prime number. Then p is a norm in Q( p ?D) if and only if p is represented by the principal form of H(?D). As in Section 2, let ?D = q 1 q t , its class number is h = h(?D) and the number of genera is g = 2 t?1 . The prime p is represented by a form of G 0 if and only if 8i; i (p) = +1 (see Section 2), which occurs with probability 1=2 t . Given this, p is represented by F D with conditional probability g=h. We deduce Proposition 6.1 A prime p is represented by F D with probability 1=(2h).
A proof with less handwaving can be found in 32, Chapter 8].
Some probabilities
We now quote the following result from 60]. Roughly speaking, the probability that a random curve over Z=pZ has its number of points divisible by l is asymptotically 1=(l?1) and l=(l Roughly speaking, 2 ( ) is the probability that a \random" integer less than M has its second largest prime factor less than M 
Some results on the factors of m
This section is somewhat speculative, but we include it for the sake of completeness.
Let p be a prime number that is a norm in K = Q( p ?D). We write p = N K ( ) and we are interested in the factorization of m = N K ( ? 1) over Z. (In ECPP, m is the cardinality of an elliptic curve modulo p.) Let q be a prime divisor of m. Since m is a norm, one has either (?D=q) = +1, or (?D=q) = ?1 and the q-adic valuation of m is even. The rationale behind this section is to try to understand which m are \easy" to factor. The idea is that if K contains a lot of prime norms, then m will be easy to factor. Now, since m is not a random number (clearly, m = N K ( ? 1) with N K ( ) a rational prime), we must work out the computation of exact probabilities.
We 
for d a squarefree integer. Clearly, this depends upon the quadratic residuacity of ?d modulo q. We denote by F + (q n ; d) the number of solutions of (25) Let us remark that the solutions of (u + 1; v) 6 = 1 are of the form ( q r ? 1; q s ) where 1 < q; 1 < q; 1 r < n; 1 s < n, hence forming ((q ? 1)(n ? 1)) 2 pairs. The nal quantity we are interested in is
(resp. f ? and f 0 ) which is the probability that q divides m for all three cases F + , F ? and F 0 . This looks like the Knuth-Schroeppel function introduced for the quadratic sieve factoring algorithm (cf. 52, Ex. 4.
5.4]).
We begin with a lemma.
Lemma 6.1 The number of solutions of (25) 
What is a suitable m?
With each D is associated w = w(?D) units of K and thus w potential numbers of points we will try to factor. Let m be one of these. It will be good for our purposes as soon as it has all its prime factors less than B, except perhaps the largest one which is a pseudoprime. We call such an integer a B-factored number. For now, we suppose that B is some xed integer (its value will be studied later). We have seen above that the distribution of the primes dividing m is not uniform. This should have an impact on the behavior of the second largest factor of m, denoted by m 2 . We make the assumption that, when m is large, the probability that m 2 < m 1= is still 2 ( ). Moreover, asymptotically, this is the same as = 2 ( ) with = log p= logB.
Combining all the preceding remarks, ECPP will nd a good candidate if and only if p is represented by F D and if one of the w number of points is B-factored. Assuming that all these events are independent, we nd that the probability of this event is
Suppose now that we have two discriminants D 1 and D 2 . If gcd(D 1 ; D 2 ) = 1, then the probability that both of them do not give candidates is and for some values of . This is done in Table 1 . We remark that these computations are independent of whether N splits or not.
How far do we need to factor ?
We want to nd a number m which is B-factored and we want to determine the optimal value for B. If we were looking for any number near m that is B-factored, we would have to factor 1= 2 ( ) numbers before getting a suitable one, for the optimal . Table 2 , we indicate the values of ND(H; G) for H 50 (they agree with that of 19]). From this, we can deduce the number of D such that h(?D) 50 and with given value of H=G. This quantity represents the degree of the nal polynomial of which we want a root and its inverse (G=H) is just the probability that N is a norm in K (provided that (?D=N) = +1). This yields Table 3 .
Let S be a nite set of primes (here 4 and 8 are assumed to be distinct primes). We de ne N p (S) to be the number of D in D which are divisible by at least one prime of S: This quantity is tabulated in Table 4 .
From the above results, it is quite clear that bad numbers are those which are quadratic nonresidue modulo small primes, such as N ?1 mod 12, which kill o one third of our discriminants. As an example, it is interesting to compute the smallest prime which does not split in any of the quadratic elds with class number 1. This number is 3167 (the next one is 607823). (H=G)  1  65  6  683  11  610  16  187  21  424  2  161  7  409  12  788  17  264  22  261  3  335  8  434  13  227  18  271  23  335  4  395  9  581  14  174  19  284  24  343  5  535  10  588  15  323  20  251  25  440 
Precomputations
This rather lengthy section deals with the e ective construction of the Hilbert Class Field of K = Q( p ?D).
This will be done using j and other modular functions, especially Weber's class invariants. For this purpose, we introduce the following notation. Let u be any complex function. We will denote by H D u](X) the minimal polynomial of u(!) over Q (remember that O K = Z !] where ! has been de ned in Section 2).
When u = j, we will abbreviate H D u] to H D .
Hilbert polynomials
The determination of j as an algebraic integer in Q(j) has been studied by many authors, We rst prefer a basic approach. The simplest way to compute j is to compute H D (X) using oating point numbers (see 50, 30, 51] ). In order to recognize that we have the right polynomial, we use an easy corollary of the work of Gross and Zagier, that can be stated as follows.
Proposition 7.1 The norm of j in Q(j), which is the same as H D (0), is the cube of an integer in Z.
It is worth remarking at this point that we do not need to prove that our calculations with j are correct. If in fact they are, they will lead to elliptic curves which have the properties we need for proving primality, but the primality proof depends only on our computations on those curves. Thus we may nd it convenient in the algorithm to work to limited oating point accuracy and con rm our j value without formal proof using observations like Proposition (7.1).
We want to evaluate j(z) as fast as possible. For this, we compute in sequence (z), (2z), f 2 (z) and j(z). The heart of the computation being the evaluation of (z), we now study the optimal choice of the parameters. Let where as usual q = exp(2i z). We want to compute the error made when computing N N (q) instead of N(q).
We put q = exp(i ) = (cos + i sin ). The following proposition is easy to establish. 
where the sum is taken over all primitive reduced forms of discriminant ?D, and 0 a positive constant that takes care of the rounding error and the error made in our estimation of logjjj (typically 0 = 10). Suppose we want to compute j(a; b). Then, using (7.2), we compute (kz) to the order r S a k ;
where S = 2 3 log 6 + Prec(D) log 10
We then form all products of the form X ? j, grouping terms of the type (X ? j) and (X ? j) to get (X ? j)(X ? j) = X 2 ? (j + j)X + jj; which reduces computational errors. We check the result with (7.1). If we nd that H D (0) is the cube of an integer to within 0:5, we are con dent that the computed polynomial is indeed the one we were looking for.
The Moreover, a careful look at the proof of this in 97, x125] shows that we can replace the above conditions by A C 0 mod 3 and B 6 0 mod 3. From this, we deduce a very simple algorithm to compute the correct value of the conjugates of 2 (!). We start from a form (a; b; c) associated with z 0 and we compute an equivalent form satisfying the above conditions, say (A; B; C) associated with z. We use the following procedure. 3. compute 2 (z) = exp(2i k=3) 2 (z 0 ). This is valid because of (16) and (13) . We only sketch the proof in the case D 7 mod 8. We combine the following results. 5. if z 0 (resp. z) is associated with (a; 2b; c) (resp. (A; 2B; C)), then z = z 0 ? k and f(z) = k 48 f(z 0 ) (resp. f(z) = k 48 f 1 (z 0 )) if k is even (resp. odd), using (17 
The modular invariant j is related to x s via the following formulae: 
Factoring the equations over the genus eld
The aim of this section is to explain how it is possible to factor our W D 's over K G . We will show that W D has exactly g factors each of degree e = h=g with coe cients in K G . This reduces the time needed to compute a root of W D mod p for large p, since we have to nd a root of degree e instead of h.
K H j e = h=g K G j g K
We rst give some properties of composite quadratic elds, including the computation of an integral basis. Then, we set up an ordering on the genera of H(?D) through the action of the Galois group of K G =K. After proving the preceding results, we detail our algorithm and give some examples.
Some properties of composite quadratic elds
Let u 1 ; : : :; u n be n squarefree multiplicatively independent elements of Z. Suppose moreover that they are multiplicatively independent (i.e., u a1 ?D = q 1 q l (?q l+1 ) (?q t ):
The genus eld K G = Q( p q 1 ; : : :; p q t ) can be described as It should be noted that the genus associated with 0 is always G 0 , the principal genus. Moreover the ordering on the i 's depends only on g and not on D, whereas the correspondence with the genera depends on D and l. With each pair (t; l) satisfying l t ? 1 mod 2, we associate the generic ordering de ned by the above process. The example given above is the generic ordering (3; 0).
We end this subsection by introducing We remark that W D = Q W D (i) and that each W D (i) has only real coe cients, since two conjugate j's are in the same J.
The following fundamental theorem is now an easy consequence of Galois theory. 
Description of the algorithm
The preceding results make it clear that the critical parameters are h and g; the algorithm does not depend explicitly on ?D. Our purpose is now to explain how we can compute the coe cients of W (0) D and to exemplify the use of symbolic manipulation in the process.
We are looking for the coe cients of the polynomial W 
where all the a sr are in (1=g)Z and the s 's as in Section 7.3.1. We will nd these coe cients by means of the resolution of a linear system. Let 
where we replace Y i by X r ]W i . We call the preceding system the generic system of order g, since it depends only on g. We see that we have just to solve this system once for each di erent value of g, computing all the a sr 's by replacing the values of the 's by their corresponding oating point approximations.
From a practical point of view, we compute an approximation to ga sr , take the nearest integer and then divide out by the same g. When we have computed our W 0 , we compute L, the lcm of the denominators of the coe cients and we store the coe cients of LW 0 .
As The generic ordering for D = 308 is (3; 0) and was given in section (7.3.3).
We want to get the expression of H 308 3 )X +222228600 + 84022400 1 + 66972800 2 + 25321800 3 : Numerous additional checks on the accuracy of our calculations are available using the supersingular equation. For example, j = 0 is the only supersingular value modulo 5, so that for (?D=5) = ?1 all the roots of H D must be zero modulo 5, as exempli ed above.
8 Implementation details
Machines and Languages
The algorithm as described in detail in this paper has been implemented by the second author on a SUN 3/60 using Le_Lisp and the arithmetic described in 44].
The rst author implemented the main ideas in the spring of 1986 using an IBM 3081 and his procedure LMA4064V. Most of the general purpose number theoretic routines were already available and 95% e cient using a combination of FORTRAN and ASSEMBLER. However he did not at that time have his (subsequently written) arbitrary precision complex oating point routines, and was thus con ned in the computation of the H D to IBM quadruple precision and some casual ingenuity. With a list of only 119 discriminants he was compelled to factorize the numbers of points excessively at great cost for large inputs. However the largest remaining prp343 in the Cunningham tables was done in 2:5 hours, and 250-digit numbers routinely in 3 to 8 minutes.
Strategies 8.2.1 Architecture of the program
The rst basic approach is the Factor and Prove Strategy (FPS), following the direct application of the procedure ECPP. In other words, as soon as we have found a probably factored number, we immediately verify the conditions of the corresponding theorem. This idea works ne with small numbers (less than 10 300 , say) since we are almost sure to nd a good candidate among our list of D's. However, for large N's, our nite lists of D's can be too short and sometimes, we are forced to backtrack in our sequence of intermediate primes.
The preferred one is the Factor All Strategy (FAS) which rst builds the sequence of intermediate primes and then proves all the theorems. This enables backtracking, as well as a more rational distributed algorithm (see 71]).
Philosophy
We constantly use some principles:
1. the tests with N 1 are treated as a particular case of the elliptic curve test; 2. it is understood that, if a probable prime is later proved composite, then the program immediately returns to the preceding place in the DOWNRUN or exits if we were at the top. This of course involves the possibility of backtracking inside the program.
Computing W D (X)
In the proving part of our algorithm, we must compute W D (X) in order to nd a zero modulo p. 
Logistics and Tactics
Many of the routines we use are explained and codi ed in 26]. We mention here one or two additional points.
Multiprecision
It is obvious that we need the fastest algorithms possible, especially a good routine for nding gcd's and multiplicative inversions. Also, the size of numbers we are currently tackling (more than 20 32-bit words) makes it worth using Karatsuba's algorithm. We refer to 52] for all this. We add below some remarks which may be well known, but not easily found in the literature. We can use a special routine for squaring based on the following (trivial) observation. This yields an algorithm for squaring that is asymptotically twice as fast as (ordinary standard) multiplication. In order to speed up things, it is necessary to program it directly in assembly in order to minimize overhead. With this idea, we can replace multiplication by:
both formulae being useful, the latter one in the case where we must multiply many a's by the same b. Another application is given below.
Exponentiation over various rings
We use the exponentiation by blocks method as described in 26] for Z=pZ (= GF(p)), GF(p 2 ) (N+1 primality test) and for elliptic curves. The optimal value for the size of the block was determined empirically. The value of 2 6 seems to be the right one for almost all values of N. When using Berlekamp's algorithm (as well as Girstmair's ideas, see below), we have to compute P(z) e mod (p; f(z)) for a xed monic f(z). Write f(z) = z d + f d?1 z d?1 + + f 0 . We precompute:
The basic operation we have to perform is the multiplication of P(z) 
Finding a good D
We have decided to consider the N 1 test as a special case corresponding to a ctitious D = 1. These tests have been well studied and many tricks are known to speed them up. In particular, we prefer the description of 26] since we can apply very easily the exponentiation by blocks method when working directly over GF(p 2 ) but not with Lucas sequences. We make here the remark that we use a trick of 20] to reduce the number of computations needed when one of our N 1 has many factors (this is also valid for the elliptic case).
Looking for a splitting D
In the general case, we are looking for a fundamental discriminant ?D for which our probable prime N is a norm. The rst thing we do is to check that N 2 G 0 (?D). This is done by computing the Jacobi symbols i (N) = (q i =N) in our notation. If all these symbols are equal to +1, we proceed to the second phase, that is computing a representation of N by F D .
Though the computation of Jacobi symbols is very cheap, one can arrange the D's in such a way that if N is a nonresidue modulo 3 (say), then we only look at those D which are not divisible by 3. In the same way, we can store the values of (N=q) for some small primes q (typically q < 100) so as not to recompute the same objects. 
Extracting a square root modulo N
In using the above procedure, we have to compute square roots modulo N. We can bene t from some previous computations as follows.
If we use Shanks's algorithm, we need a z such that z algorithm. It should be noted that succeeding in computing a square root with this algorithm is almost a guarantee that we have a prime. In other words, if a composite number passed the pseudoprimality test, it is very unlikely to pass this step (see 100] for the combination of square roots with primality tests).
In many cases, a number of square roots can be found very cheaply at this rst stage. If N 1 mod q for small odd q, we can usually nd the square root of (?1=q)q; while if N 1 mod 8 we nd both p ?1 and p ?2.
Also, it is possible to accumulate the square roots that we have to compute until we nd a suitable D. Hence, we can store p q mod N for some small primes q. After that, we can use these values in the computation of j mod N when W D splits over an intermediate quadratic eld of discriminant q . We also order our D's in such a way that we compute less square roots modulo p. (see Section 6) C being a constant we choose to be 4 (from experimental considerations). This value of B tells us which of the following methods we must use to nd a good m. We remark also that the larger M 0 the better: A long list of D's is thus a good idea. Moreover, for each particular D, we may increase the parameters of our routines according to the \di culty" of D (see Section 6) .
It is well known that the general problem of getting all factors of an arbitrarily large number is very di cult (see 58] ). However the problem of getting small factors of a number m is a little better understood.
What we want is an algorithm that can nd small factors of a number in a reasonable amount of time. Apart from trial division that is routinely used to nd all factors less than 10 6 , the two best candidates are Pollard's method 65] and the ECM method of Lenstra 60] . Following 16] , it seems that the rst one is worth using for nding factors less than 10 However, the very best value among these probabilistic factoring methods is given by Pollard's p ? 1, even though this can only be used once.
It should be noted that we do not store the intermediate factors found, only their product. This is motivated by the fact that we do not need to have the exact factorization of m (unless m is small). It can happen that a 20-digit factor of a 1000-digit number is not prime, but we are only interested in having a 980-digit probable prime.
We detail the choices we made in the following section.
Sieving with small primes
We begin by looking for small prime factors of m. Let p 1 ; : : :; p k be all the prime numbers less than a given B. We suppose they are stored in a le. We extend a method already used in 17, Section 7, Rem. 1] and 26]. We rst build the vector 1 We note that this is reasonable when testing the Cunningham numbers which have often the property of being congruent to 1 modulo some large known prime integer. So we can spend a little time to see if we can get a factor (possibly large) of m this way.
Further improvements
The best discriminants are those for which h = 1, because j is easy to compute and E is easy to nd (see next section). Hence, we decide to use more factoring power on them. Say we multiply all factorization parameters by 1:2, maybe with all possible methods as well. However, in order for them to appear in the DOWNRUN, we must nd a suitable number of points.
Suppose we test N i and we get a candidate N 0 for N i+1 . First of all, we can impose an upper bound on N 0 . More precisely, we want to go down in our sequence of primes as fast as possible. Therefore, we decide to reject all possible N 0 such that N i =N 0 < 10 minx , say. The exact value of minx is best found by experiments. This results in many di erent strategies. which we do not discuss here.
We also try to have a next candidate that is as promising as possible. If we nd a N 0 which is congruent to 1 modulo 3 or 4, we take it. On the contrary, when N 0 ?1 mod 24, we prefer to try another one; the two strategies can be combined.
Finding j(E) mod p and a point on E(Z=pZ)
The process is the following: rst compute j(E) a root of H D (X) 0 mod p, then nd the equation of E and a point on E. In fact, we compute a root of W D (X) 0 mod p and we compute j. In general, the Abelian Galois group K H =K G is cyclic; when this is so and the order is composite, the usual resolution into a sequence of equations of prime degree (each with coe cients in the eld de ned by the previous equation) is highly e ective in solving for the (known) root modulo p. 
where k = j=(1728 ? j) with c any element of Z=pZ.
We can restate the problem as follows. By Deuring's work, we have . If we know something about (c=p) (typically when h(?D) = 1), then we choose x 0 such that ( =p) agrees with (c=p). Then, we have simultaneously E, and P on E. Otherwise, we choose x 0 at random and test whether mP is on E. If it is not, then we try the twist of E. In the general case, the time needed to nd the right curve is thus 1:5 times the time needed fot the h = 1 case. In all cases, we have no extraction of square roots modulo p. In addition, some large probable primes were successfully tested. Among these were S 1493 (572 digits, three weeks on a SUN 3/60) and S 1901 (728 digits, one month) thus solving the problem mentioned at the end of 74].
Apart from these numbers with quite a lot of arithmetical properties, the second author is currently looking for large primes coming from the factorization of the numbers constructed from well-known constants such as , e and . To this date, the two largest proven primes found are the cofactor of 1137 10 What proof do we get?
We now turn our attention to the following problem: How can we be sure that our program did not make any error during one month of CPU time? We cannot be certain that there was no bit-loss during this period. However, when the program nishes, we have built a sequence of intermediate primes and found an elliptic curve and its number of points and a point on it satisfying the requirements of a theorem. This we call a certi cate of primality. We thus generalize previous work of Pratt 80] and Pomerance 78] . We arrange such a certi cate in blocks of integers. Each block has the following structure : 
Conclusion
We have described a primality proving algorithm using the theory of elliptic curves with complex multiplication over nite elds. This algorithm is supposed to have poynomial complexity and performs well in practice, since it is powerful enough to prove the primality of numbers from 100 to 1000 digits. It is now possible to test arbitrary integers up to 400 digits in a few days on a single SUN 3/60 workstation. Numbers with less than 800 digits can be done in about one week of real time using a distributed process 71] on about 10 workstations.
There remains much uncertainty as to the best strategy for applying the method to large probable prime inputs. We rst eliminate some minor points which are not germane to the general problem.
The situation for 100 digits and less is quite atypical. There the downrun is dominated by D = 1, D = ?3, and D = ?4; in particular once D = ?3 is reached one can usually stay with it to the end. Square roots are much cheaper relative to sieving than they are for large inputs, and optimisation is desirable at all stages of the program. Also (for all sizes of input) the reduction of quadratic forms takes negligible time, and the polynomials H D can be computed very quickly at the time when they are needed.
Thus the general operations which should be programmed optimally, and whose timings on a particular machine are relevant to the strategy are:
1. Sieving and subsequent factorization of the numbers of points, 2. Exponentiation modulo p (and equivalent square roots, pseudoprime tests), 3. Exponentiation on an elliptic curve modulo p, 4. Solution of polynomial congruences modulo p.
Usually 4. can be reduced to nding a small number of square roots, but an occasional discriminant with large class number which is unfavorable for p can be very expensive. As to sieving, it is worth pointing out that it is much more e ective here relative to other factorization methods than usual. Once ?1 and +1
have been done (as discriminants) there is available a list of (N + 1) mod q. For any particular discriminant ?D, one only needs to use half the sieving primes q, dividing numbers of size the square root of N, and applicable to two possible numbers of points, a total improvement factor of 8 (16 or 24 for D = 4 or 3). On the other hand, (p ? 1)-factorization and ECM are no better than usual (except that one can in a few cases use an elliptic curve with complex multiplication to good e ect in ECM.) A further remark is that the timings of these operations depend not only on the machine, but on the trouble which the programmer has been prepared to take. For example, some critics purport to \prove" that the Weierstrass normal form is not the best one to use in 3. above, but they rely on an unproved (and possibly unconscious) assumption that nding inverses is slow. The rst author is fortunate in having the use of a very fast g.c.d. routine written by N. W. Rickert 84] , which alters his choice of algorithm in this and other cases. We will now assume that all these operations have been optimised as far as they are going to be, and that the timings for various typical numbers of decimal digits are known.
We feel that the optimal strategy will probably have more backtracking facility that either of us uses at the moment. At a given point in the downrun, one has basically to choose four parameters: the size of the sieve, the additional factoring to be used, the minimum acceptable downrun, and how many discriminants to try before modifying the parameters. There is no doubt that sieving represents by far the best value for time spent, so that for inputs of 500 decimal digits or more one should probably think in terms of a sieve with several passes and recomputed lists of primes. We hope to implement some of these ideas and report further in due course.
