Applications in embedded systems often need to meet specified timing constraints. It is advantageous to not only calculate the worst-case execution time (WCET) of an application, but to also perform transformation, which reduce the WCET, since an application with a lower WCET will be less likely to violate its timing constraints. Some processors incur a pipeline delay whenever an instruction transfers control to a target that is not the next sequential instruction. Code-positioning optimizations attempt to reduce these delays by positioning the basic blocks to minimize the number of unconditional jumps and taken conditional branches that occur. Traditional code-positioning algorithms use profile data to find the frequently executed edges between basic blocks, then minimize the transfers of control along these edges to reduce the average case execution time (ACET). This paper introduces a WCET code-positioning optimization, driven by the worst-case (WC) path information from a timing analyzer, to reduce the WCET instead of ACET. This WCET optimization changes the layout of the code in memory to reduce the branch penalties along the WC paths. Unlike the frequency of edges in traditional profile-driven code positioning, the WC path may change after code-positioning decisions are made. Thus, WCET code positioning is inherently more challenging than ACET code positioning. The experimental results show that this optimization typically finds the optimal layout of the basic blocks with the minimal WCET. The results show over a 7% reduction in WCET is achieved after code positioning is performed.
INTRODUCTION
Generating acceptable code for applications residing on embedded systems is challenging. Unlike most general-purpose applications, embedded applications often have to meet various stringent constraints, such as time, space, and power. Constraints on time are commonly formulated as worst-case (WC) constraints. If these timing constraints are not met, even only occasionally in a hard realtime system, then the system may not be considered functional.
The worst-case execution time (WCET) of an application must be calculated to determine if its timing constraint will always be met. Simply measuring the execution time is not safe, since it is difficult to determine input data that will cause the executable to produce the WCET. Accurate and safe WCET predictions can only be obtained by a tool that statically and correctly analyzes an application to calculate an estimated WCET. Such a tool is called a timing analyzer, and the process of performing this calculation is called timing analysis.
It is desirable to not only accurately predict the WCET, but to also improve it. An improvement in the WCET of a task may enable an embedded system to meet timing constraints that were previously infeasible. WCET constraints can impact power consumption as well. In order to conserve power, one can determine the WC number of cycles required for a task and lower the clock rate to still meet the timing constraint with less slack. Improving the WCET of a task may allow an embedded system developer to use an even lower clock rate and save additional power, which is valuable for mobile applications. In contrast, conservative assumptions concerning WCET may require the processor to be run at a higher clock rate, which consumes more power.
Many DSP benchmarks represent kernels of common applications where most of the cycles occur. Such kernels in DSP applications have been historically written and optimized by hand in assembly code to ensure high performance [Eyre and Bier 1998 ]. However, assembly code is less portable and is harder to develop, debug, and maintain. Many DSP applications are now written in high-level programming languages, such as C, to simplify their development. In order for these applications to compete with the applications manually written in assembly, aggressive compiler optimizations are used to ensure high performance.
One type of compiler optimization is to reorder or position the basic blocks within a function. The benefits of such a transformation include improving instruction cache locality and reducing misfetch penalties. In recent years, instruction cache performance has become less of a concern as instruction caches have increased in size. In addition, many embedded processors have no instruction cache and an embedded application is instead often placed in ROM. However, some processors still incur a pipeline delay associated with each transfer of control. Such delays are more common for embedded machines where branch prediction and target buffers are omitted in order to reduce the complexity of the processor. Compiler writers attempt to reduce these delays by reordering the basic blocks to minimize the number of unconditional jumps and taken branches that occur. The optimization phase that performs this transformation in a compiler is typically referred to as a code-positioning or branch-alignment optimization. Existing code-positioning algorithms weight the directed edges (transitions) between the nodes (basic blocks) of a control-flow graph (CFG) by the number of times the edge was traversed at run-time. In general, these algorithms order basic blocks by attempting to make the most frequently traversed edges contiguous in memory. The goal of traditional code positioning is to improve the average-case execution time (ACET), the typical execution time for a program.
In contrast, in this paper we describe an approach for improving the WCET of an application by applying a WCET code-positioning algorithm that searches for the best layout of the code in memory for WCET. Traditional code-positioning algorithms are not guaranteed to reduce the WCET of an application since the most frequently executed edges in a program may not be contained in the WC paths. Even if WCET path information were used to drive the code-positioning algorithm, a change in the positioning may result in a different path becoming the WC path in a loop or a function. A typical CFG for an if-then-else statement is shown in Figure 1 with two paths, 1 → 2 → 4 and 1 → 3 → 4. Before code positioning (Figure 1a ), assume that path 1 → 3 → 4 is the WC path. After blocks 3 and 4 are physically moved in memory next to block 1 to remove the branch penalty from block 1 to block 3 (Figure 1b ). path 1 → 2 → 4 may become the WC path, since there is a new transfer-of-control penalty from block 1 to block 2. Therefore, a change in the positioning may result in a different path becoming the WC path in a loop or a function. In contrast, the frequency of the edges based on profile data, which is used in traditional code positioning, does not change, regardless of how the basic blocks are ordered. Thus, WCET code positioning is inherently more challenging than ACET code positioning.
We use the following approach for improving the WCET of an application by code positioning. The WC path may change after code-positioning decisions are made. Therefore, we integrate a timing analyzer with a compiler where the WCET path information of both the application and the current function can be calculated on demand. Thus, the timing analyzer is invoked to determine the up-to-date WCET path information through a function, each time an edge in the CFG is selected for positioning. Calculating WCET using a timing analyzer places restrictions, such as requiring all loops be structured and bounded, on the kinds of programs that our compiler can automatically optimize. We describe the full set of such restrictions in Section 4. Figure 2 shows how the compiler obtains the WCET after each positioning step. The compiler sends information about the control flow and the current instructions that have been generated to the timing analyzer. Predictions regarding the WCET are sent back to the compiler from the timing analyzer. After positioning all of the edges of the CFG in a function, we also align the blocks, which are targets of transfers of control to further reduce WCET by minimizing target misalignment penalties. We retargeted both the VPO (very portable optimizer) compiler [Benitez and Davidson 1988; Benitez 1994; Benitez and Davidson 1994] and our timing analyzer to the StarCore SC100 processor for this study.
The major contributions that are presented in this paper are:
1. The first implementation of a WCET code-positioning optimization. All other code-positioning optimizations are designed to improve ACET, instead of WCET. In fact, we show in this paper that our WCET code-positioning algorithm obtains optimal results for all of our small test programs. 2. This is the first compiler optimization, of which we are aware, that is designed and implemented to improve WCET as opposed to ACET. WCET code positioning is driven by WCET path information obtained from a timing analyzer, as opposed to traditional code positioning, which uses frequency data obtained from profiling. Thus, we have demonstrated that timing analysis can be used to not only measure the WCET, but also as input to a compiler to improve the WCET.
The remainder of the paper is organized as follows. In Section 2, we outline the work related to this research, including WCET predictions, WCET reduction techniques, and traditional code-positioning algorithms. The underlying architecture used for this research is the StarCore SC100. In Sections 3 and 4, we introduce the StarCore SC100 processor and the retargeting of our timing analyzer.
In Section 5, we present how our timing analyzer was integrated with our compiler to obtain the WC path information. We discuss in Section 6 the codepositioning algorithm to improve the WCET layout of the code in memory. In Section 7, we describe a related optimization to align blocks that are targets of transfer of control. We give the experimental results in Section 8. In Section 9 we describe future work in this research area. Section 10 presents conclusions.
RELATED WORK
This section summarizes the prior research on WCET predictions, WCET reduction techniques, and code-positioning optimizations.
Prior Work on WCET Predictions
There has been much work on WCET predictions. Each of the general techniques for predicting WCET is described in the following subsections. None of these techniques relies on requiring the user to specify restrictions on the input data values. Note that there are several other timing-analysis techniques that are variations on the ones described in this section. Each of the general techniques has advantages and disadvantages.
2.1.1 Timing Schema. In the 1980s, Shaw started using timing schema to predict the maximum execution time of real-time programs [Shaw 1989] . A WCET prediction tool has been developed based on a timing schema, which is associated with each source-level program language construct [Lim et al. 1994] . In order to consider the effect of pipelining and caches on the execution time, the timing schema for each language construct contains WC pipeline and cache information. The timing bound for the whole program can be obtained by concatenation and union of the timing schema, based on the source-level language constructs.
One limitation of this approach is that the prediction is associated with the source code instead of only the assembly. Compiler optimizations that change the control flow would invalidate the one-to-one correspondence between the source and machine codes. This limitation prevents the analysis of optimized code. Thus, the WCET from the timing schema cannot easily be used to guide the compiler optimizations to reduce the WCET.
Path Analysis.
Another WCET prediction tool has been developed that is based on path analysis [Harmon et al. 1994; Arnold et al. 1964; Healy et al. 1995 2000a, b; Ko et al. 1996 Ko et al. , 1999 Mueller 1997 Mueller , 2000 Whalley 1999, 2000; White et al. 1997 White et al. , 1999 . The compiler provides the instruction and the control-flow information. The path analysis is performed by the timing analyzer at the machine code level to calculate the execution time for each path in order to find the WC path.
This timing analyzer examines all the paths at each loop level to find the WC path. The analysis time is proportional to the number of paths at each loop level [Ko et al. 1999] . Since the path-analysis technique to predict the WCET is • W. Zhao et al. performed at the machine instruction level, it is accurate and provides WCET path information that is useful for applying WCET compiler optimizations, such as WCET code positioning.
2.1.3 Integer Linear Programming. The integer linear programming (ILP) timing analysis method converts the problem of estimating WCET into a set of ILP constraints [Li et al. 1995; Engblom and Ermedahl 2000] . After the ILP formulation, existing ILP solvers are used to determine the maximum total execution time. These ILP solvers can potentially determine a tight bound on a program's execution time.
The ILP approach is appealing since it is elegant and simple. However, it is common to have a large number of variables in the ILP constraints for even relatively small programs. It can be time-consuming to calculate the WCET using existing ILP solvers to deal with such a large number of variables. Furthermore, even if the WCET is obtained, only a single value representing the WCET is produced. This WCET prediction does not provide detailed information that can be used by compiler optimizations to improve the WCET.
Symbolic Execution.
The symbolic-execution method extends the instruction-level architecture simulation technology with the capability of handling unknown input data values. Since the WC input data is unknown, it will appear that this approach would have to simulate all paths throughout the program to find the WCET. However, by using a path-merging strategy, this simulation technique can reduce the number of paths to be simulated [Lundqvist and Stenstrom 1998 ]. Many paths are not simulated when the method finds that a branch must have a specific result. Symbolic execution can provide very accurate WCET prediction since it implicitly handles most functional constraints. However, it can be very inefficient since it must simulate all loop iterations. Thus, the analysis time is proportional to the WCET of the program being analyzed. Such slow analysis would significantly increase compilation time if used in a compiler.
Prior Work on Reducing WCET
While there has been much work on developing compiler optimizations to reduce execution time and, to a lesser extent, to reduce space and power consumption, there has been very little work on compiler optimizations to reduce WC performance. Marlowe and Masticola outlined a variety of standard compiler optimizations that could potentially affect timing constraints of critical portions in a task [T. Marlowe 1992] . They proposed that some conventional transformations may even lengthen the execution time for some sets of inputs. These optimizations should be used with caution for real-time programs with timing constraints. However, no implementation was described in their paper. Hong and Gerber [1993] developed a programming language with timing constructs to specify the timing constraints and used a trace scheduling approach to improve code in critical sections of a program. Based on these code-based timing constraints, they attempt to meet the WCET requirement for each critical section when performing code transformations. However, no empirical results were given since the implementation did not interface with a timing analyzer to serve as a guide for the optimizations or to evaluate the impact on reducing WCET. Both of these papers outlined strategies that attempt to move code outside of critical portions within an application that have been designated by a user to contain timing constraints. In contrast, most real-time systems use the WCET of an entire task to determine if a schedule can be met. Lee et al. [2004] used WCET information to choose how to generate code on a dual-instruction set processor for the ARM and the Thumb. ARM code is generated for a selected subset of basic blocks that can impact the WCET. Thumb code is generated for the remaining blocks to minimize code size. In this way, they can reduce WCET while minimizing code size. Thus, they are using WCET information to choose the instruction set to select, when generating code. In contrast, we attempt to improve the WCET on a single-instruction set processor.
Prior Work on Code Positioning
Several code positioning (basic block reordering) approaches have been developed. Pettis and Hansen [1990] used execution profile data to position the code in memory. Profile data is used to count the execution frequency for each edge in the CFG. The nodes in the CFG linked by the edges (transitions) with the highest frequency are identified as chains and were positioned contiguously to improve instruction cache performance. Other algorithms have been developed with the primary goal of reducing the number of dynamic transfers of control (e.g., unconditional jumps and taken branches) and the associated pipeline penalty on specific processors. McFarling and Hennessy [1986] described a number of code-positioning methods to reduce branch misprediction and instruction fetch penalties. Calder and Grunwald [1994] proposed an improved code-positioning algorithm using a model to evaluate the cost of different basic block orderings. They assign different cost values for different types of transferof-control penalties so that they can attempt to select the ordering of basic blocks with the minimal cost. All of these approaches use profile information to obtain a weight for each directed edge between nodes of a CFG by counting the number of times the edge was traversed at run-time. Typical input data instead of WC input data is used in profiling. Thus, these approaches attempt to improve the ACET. In contrast, we describe a code-positioning algorithm in this paper to improve the WCET based on the WCET path information from the timing analyzer. WCET code positioning is inherently more complicated than ACET code positioning, since the WC path may change after positioning code in memory.
SC100 ARCHITECTURE
The StarCore SC100, a digital-signal processor (DSP), is the architecture that is used in this research. The StarCore SC100 is a collaborative effort between Motorola and Agere and has been used in embedded-system applications, such as DSL modems, wireless handsets, IP telephony, motor control, and consumer electronics. This low-to-middle performance DSP has the properties of compact code density, low power consumption, and low cost [Star Core 2001b] . There • W. Zhao et al. are no caches and no operating system in a SC100 system, which facilitates accurate WCET predictions.
In the StarCore SC100, there are three main functional units: the Program Sequencer Unit (PSEQ), the Data Arithmetic and Logic Unit (DALU), and the Address Generation Unit (AGU). The PSEQ performs instruction fetch, instruction dispatch, and exception processing. The DALU has one Arithmetic Logic Unit (ALU) to perform the arithmetic and logical operations, and the AGU has two Address Arithmetic Units (AAU) to perform address calculations. There are 16 data registers and 16 address registers in the register file. Data registers are used to store data and address registers are used to store addresses. Each data register is 40 bits long and each address register is 32 bits long. The size of instructions can vary from one word (two bytes) to five words (ten bytes) depending upon the type of instruction, addressing modes used, and register numbers that are referenced. The SC100 machine has DSP addressing modes, which are register indirect (Rn), postincrement (Rn)+, postdecrement (Rn)−, postincrement by offset (Rn)+Ni, index by offset (Rn+N0), indexed (Rn+Rm), and displacement (Rn+x).
The SC100 has a five-stage pipeline machine. The five stages are:
r Prefetch: Generate the address for the fetch set and update the Program Counter (PC). r Fetch: Read the fetch set from memory. r Dispatch: Dispatch an instruction to the appropriate unit (AGU or DALU).
Decode AGU instructions. r Address Generation: Decode DALU instructions. Generate addresses for loads/stores. Generate target addresses for transfer of controls. Perform AGU arithmetic instructions. r Execution: Perform DALU calculations. Update results.
The prefetch stage in the pipeline always fetches the next sequential instruction. Therefore, the SC100 processor incurs a pipeline delay whenever an instruction transfers control to a target that is not the next sequential instruction, since the pipeline has to be flushed to fetch the target instruction and no branch prediction or target buffers are used. A transfer of control (taken branches, unconditional jumps, calls, and returns) results in a one-to threecycle penalty, depending on the type of the instruction, the addressing mode used, and if the transfer of control uses a delay slot. In this machine, if a conditional branch instruction is taken, then there is a delay of three cycles. If it is not taken, then no delay is incurred. Unconditional jump instructions take two extra cycles if they use absolute addresses and take three extra cycles if they are PC-relative instructions. There are delayed change-of-flow instructions to allow filling-delay slots optimizations. These delayed change-of-flow instructions require one less cycle of delay than the corresponding regular change-offlow instructions.
Transfers of control on this machine also incur an extra delay if the target is misaligned. The SC100 fetches instructions in sets of four words that are aligned on eight-byte boundaries. The target of a transfer of control is considered misaligned when the target instruction is both in a different fetch set from the transfer of control and spans more than one fetch set, as shown in Figure 3 . In this situation, the processor stalls for an additional cycle after the transfer of control [Star Core 2001b] .
The transfer of control and branch target-alignment penalties for the SC100 can lead to nonintuitive WCET results. For instance, consider the flow graph in Figure 4 . A superficial inspection would lead one to believe that the path 1 → 2 → 3 is the WCET path through the graph. However, if the taken branch penalty in the path 1 → 3 outweighs the cost of executing the instructions in block 2, then 1 → 3 would be the WCET path. Simply measuring the execution time is not safe, since it is very difficult to manually determine the WC paths and the input data that will cause the execution of these paths. This simple example illustrates the importance of using a timing analyzer to calculate the WCET. Measurements indicating the accuracy of the WCET predictions produced by our timing analyzer will be shown later. In general, we could produce fairly accurate WCET predictions since some of the more problematic issues, which include a memory hierarchy and an operating system, are not present on this processor.
In addition, there are no pipeline interlocks in this machine. It is the compiler's responsibility to insert no-op instructions to delay a subsequent instruction that uses the result of a preceding instruction when the result is not available in the pipeline. Finally, the SC100 architecture does not provide hardware support for floating-point data types, nor does it provide divide functionality for integer types [Star Core 2001b] .
SC100 TIMING ANALYZER
In this section we describe the timing analyzer that is used in this study [Harmon et al. 1994; Arnold et al. 1994; Healy et al. 1995 2000a, b; Ko et al. 1996 Ko et al. , 1999 Mueller 1997 Mueller , 2000 White et al. 1997 White et al. , 1999 Whalley 1999, 2000 ] and how we retargeted it to the SC100 machine. Like other timing analyzers, we enforce several restrictions to an application in order to accurately predict its WCET. The call graph must be explicit, so no calls through pointers are allowed. All loops must be bounded where the maximum number of iterations can be statically determined by the compiler. Furthermore, all loops or cycles of code in the application must be recognized. Thus, we do not allow unstructured loops or recursion. Finally, we do not allow system calls. For the SC100 this means that no floating-point or integer divide operations are allowed, since there is no direct support for these operations in the SC100 processor. Figure 5 depicts the organization of the framework that was used in the past by authors to make WCET predictions. The compiler provides the instruction and the control-flow information. The path analysis is performed by the timing analyzer at the machine code level to calculate the execution time for each path in order to find the WC path.
This path analysis approach for predicting WCET involves the following issues:
r architecture modeling (pipeline and cache) r detecting the maximum number of iterations of each loop r detecting all possible paths and identifying infeasible paths r inspecting each path to predict the WCET for each loop or function r predicting the WCET for the whole program bottom-up based on a timing tree An instruction's execution time can vary greatly depending on whether that instruction causes a cache hit or miss. The timing analyzer starts by performing WC cache analysis [Arnold et al. 1994] . A static cache simulator uses the control-flow information to give a caching categorization for each instruction and data memory reference in the program. The timing analyzer then integrates the cache analysis with pipeline analysis [Healy et al. 1995] . Structural and data hazard pipeline information for each instruction is needed to calculate the execution time for a sequence of instructions. Cache misses and pipeline stalls are detected when inspecting each path. Note that WCET prediction for many embedded machines is simpler, since they often have a simple pipeline structure and a memory hierarchy consisting of ROM and RAM (no caches).
Besides addressing architectural features, the timing analyzer also automatically calculates control-flow constraints to tighten the WCET . One type of constraint is determining the maximum number of iterations associated with each loop, including nonrectangular loops, where the number of iterations of an inner loop depends on the value of an outer loop variable . Another type of constraint is branch constraints [Healy and Whalley 2000] . The timing analyzer uses these constraints to detect infeasible paths through the code and the frequency that a given path can be executed. The timing analyzer uses the control-flow and constraint information, caching categorizations, and machine-dependent information (e.g., characteristics of the pipeline) to make its timing predictions. The WCET for a loop is calculated by repeatedly detecting the WCET path until a fixed point is reached where the caching behavior remains the same. The WCET of the whole program is calculated in a bottom up fashion by following a timing tree, where the WCET for an inner loop (or called function) is calculated before determining the WCET for an outer loop (or calling function). Each function is treated as a loop with a single iteration. The WCET information for an inner loop (or called function) is used when it is encountered in an outer-level path.
Sometimes the control flow within a loop has too many paths. For example, if there are 20 if statements inside a loop, there are up to 2 20 paths, which is not practical for path analysis. The timing analyzer was modified to partition the control flow of complex loops and functions into sections that are limited to a predefined number of paths. The timing tree is also updated to include each section as a direct descendant of the loop [Ko et al. 1999] .
We retargeted the timing analyzer to the SC100 processor to demonstrate that we could predict the WCET for an embedded machine. It is difficult to produce cycle-accurate simulations for a general-purpose processor because of the complexity of its memory hierarchy and its interaction with an operating system that can cause execution times to vary. Fortunately, unlike most generalpurpose processors, the SC100 has neither a memory hierarchy (no caches or virtual memory system) nor an OS. This simplifies the timing analysis for the SC100, since each instruction could be fetched in a single cycle if it is within one fetch set.
The pipeline information of the instructions in the timing analyzer had to be updated for the SC100 processor. There are several modifications to support timing analysis of applications compiled for the SC100. First, the machinedependent information (see Figure 5 ) was modified to indicate how instructions proceed through the SC100 pipeline. Most SC100 instructions take one cycle to execute. However, some instructions require extra cycles in the pipeline. For instance, if an instruction uses an indexed or displacement memory addressing mode, it requires one additional cycle since the address has to be calculated from an arithmetic expression. Second, the timing analyzer was updated to treat all cache accesses as hits since instructions and data on the SC100 can, in general, be accessed in a single cycle from both ROM and RAM. Thus, the static cache simulation step shown in Figure 5 is now bypassed for the SC100. Third, the timing analyzer was modified to address the penalty for transfers of control. When calculating the WCET of a path, it has to be determined if each conditional branch in the path is taken or not since non-taken branches are not assessed this penalty. When there is a transfer-of-control penalty, the timing analyzer calculates the number of clock cycles of the delay, which depends on the instruction type and whether there is a one-extra-cycle target misalignment penalty. Therefore, the size of each instruction is needed to detect when the target misalignment penalty will occur.
In addition, we were able to obtain a simulator for the SC100 from StarCore [Star Core 2001a] . Many embedded processor simulators, in contrast to generalpurpose processor simulators, can very closely estimate the actual number of cycles required for an application's execution. The SC100 simulator can simulate SC100 executables and report an estimated number of execution cycles for a program. We used this simulator to verify the accuracy of the WCET timing analyzer. This simulator can report the size of each instruction as well, so we also used it to verify the instruction sizes obtained from the compiler.
INTEGRATING THE TIMING ANALYZER WITH THE COMPILER
We use an interactive compilation system called VISTA (VPO Interactive System for Tuning Applications) [Zhao et al. 2002; Kulkarni et al. 2003 ] to experiment with our WCET code-positioning optimization. We retargeted VISTA to the SC100 architecture and integrated it with the SC100 timing analyzer, which provides the WCET path information to the compiler to perform the code-positioning optimization. Figure 6 shows an overview of the infrastructure used for this research. Note that Figure 5 only shows a portion of the framework shown in Figure 6 , namely the timing analysis and compiler components. The SC100 compiler takes the source code and generates the assembly and the timing information, which is fed into the timing analyzer to obtain the WC path information. The compiler performs the code-positioning optimization and the user can see transformations to the program at the machine code level graphically. At each step of the code positioning, the compiler automatically invokes the timing analyzer to update the WC path information, which is used to guide the next step. The graphical user interface in the viewer helped us to debug the problems when we implemented our WCET code-positioning algorithm.
The timing analyzer needs information as input to predict the WCET. This information is generated by the compiler as a side effect of producing the assembly. Each instruction in the assembly has a counterpart in the timing information where the instruction type and the registers set and used are presented. Besides the instruction data, this information contains the control-flow data, such as branches and loops, for the program. Many modifications to the SC100 VPO compiler were required to produce this information for timing analysis. For instance, the SC100 information contains the size for each instruction, which is needed by the timing analyzer to detect the branch target-misalignment penalties.
In order to measure the WCET, VPO generates the timing information for the benchmark, invokes the timing analyzer, saves the output of the timing analyzer to get the WCET and the path information, which is used to guide the code-positioning. The output from the timing analyzer includes all the information about the timing tree. The information contains:
1. All the timing nodes (loops or functions) 2. Parents/children relationship information for these nodes 3. Function where each node is located 4. All paths in each node and their WCETs 5. All blocks in each path Our timing analyzer calculates the WCET for all paths within each loop and the outer level of a function. A loop path consists of basic blocks and each loop path starts with the entry block (header) in the loop and is terminated by a block that has a transition back to the entry block (back edge) or transition outside the loop. A function path starts with the entry block to the function and is terminated by a block containing a return. If a path enters a nested loop, then the entire nested loop is considered a single node along that path. The WCET for each path is calculated by the timing analyzer. This WC path information is used by the compiler to position the blocks in each function.
The WCET for the whole program is calculated bottom-up based on a timinganalysis tree, where each node is a loop or a function (ref. Section 2.1.2). This code-positioning algorithm is also performed bottom up for each node in the timing-analysis tree. The timing analyzer provides the WCET and the lists of the basic blocks along all paths. Therefore, the compiler can perform code positioning one edge at a time to minimize the transfer-of-control penalties along the WC paths.
Code positioning is performed after all other optimizations that can affect the instructions generated for a function. This includes inserting instructions to manage the activation record on the run-time stack and instruction scheduling. The compiler can invoke the timing analyzer at each step of the codepositioning process since all required transformations have been performed on the code. After code positioning, the branch target-misalignment optimization is performed.
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WCET CODE POSITIONING
In this section, we discuss the WCET code-positioning algorithm and present an example to illustrate the algorithm. Traditional code-positioning algorithms reduce the ACET by contiguously positioning the basic blocks within the frequent flow of control in memory. This code positioning might increase the execution time along the infrequent paths. However, it does not often adversely affect the ACET, since infrequent paths do not contribute as much to the overall execution time.
WCET code positioning needs to be driven by WCET path information instead of just the frequencies of the transitions between blocks obtained by profile data. Unfortunately the WC path may change each time the basic blocks are reordered. Increasing the execution time along any path may make that path the new WC path. The goal of WCET code positioning is to minimize the maximum execution time along all the paths. Thus, WCET code positioning is inherently a more complicated problem than ACET code positioning.
Code positioning is essentially an attempt to find the most efficient permutation of the basic blocks in a function. Exhaustive approaches are not typically feasible except when the number of blocks is small, since there are n! possible permutations, where n is the number of basic blocks in the function. Thus, most approaches use a greedy algorithm to avoid excessive increases in compilation time.
Our WCET code-positioning algorithm selects edges between blocks to be contiguous in an attempt to minimize the WCET. A directed edge connecting two basic blocks is contiguous if the source block is immediately followed by the target block in memory. However, not all edges can be contiguous. Consider the portion of a control-flow graph shown in Figure 7 . If edge b (shown as a solid line) is selected to be contiguous, then no other edges to the same target can be contiguous. For example, edge a can no longer be contiguous since its source block 4 cannot be positioned immediately before its target block 2. Likewise, only a single edge among the set that share the same source block can be contiguous. For instance, selecting edge b to be contiguous will make edge c noncontiguous, since the target block 3 cannot be positioned immediately after source block 1.
If the timing analyzer calculates the WCET path information on the original positioned code, then changing the order of the basic blocks may result in unanticipated increases in the WCET for other paths, since previously contiguous edges may become noncontiguous. We decided instead to treat the basic blocks as being initially unpositioned so that the location of a basic block does not affect the WCET of the paths containing it. Thus, we actually modify the code so that all transitions between blocks are accomplished using a transfer of control and will result in a transfer of control penalty. This means an unconditional jump is added after each basic block that does not already end with an unconditional transfer of control. Note that when WCET code positioning is applied, the unnecessary unconditional jumps are deleted.
The basic idea of our WCET code-positioning algorithm is to find the edge in the CFG that contributes the most to the WCET, which we call the WC edge, and make the two basic blocks linked by that edge contiguous to reduce the execution time along the WC path. This operation may result in a new WC path, so the algorithm positions one edge at a time and recalculates the new WCET of each path to guide the selection of the next edge to reduce the WCET. At each step, the algorithm attempts to choose the WC edge among all the edges along the WC paths. Eliminating the transition penalty at the chosen edge will reduce the execution time along the WC path and will reduce the execution times along other paths containing this edge as well. However, making one edge contiguous will make other edges noncontiguous.
There are a few terms that need to be defined before our WCET codepositioning algorithm can be presented. Edges are denoted as being contiguous, noncontiguous, or unpositioned. A contiguous edge has its source block immediately positioned before its target block in memory. In contrast, a noncontiguous edge does not. An unpositioned edge means that it has not yet been determined if it will be contiguous or noncontiguous. The upper bound WCET (UB-WCET) of a path indicates the WCET when all current unpositioned edges are assumed to be noncontiguous. In other words, the inserted unconditional jumps are included in the WCET of a path. The lower bound WCET (LB-WCET) of a path indicates the WCET when all current unpositioned edges are assumed to be contiguous. Thus, the inserted unconditional jumps are not included in the WCET of a path. Note that the deletion of unconditional jumps may result in additional no-ops being inserted for the SC100, since these hazards may have previously been overlapped with the execution of an unconditional jump. The weighted WCET for a path is the WCET for a single iteration of a path times the possible number of iterations that path will be executed. Paths are also classified as contributing or noncontributing to the WCET. A path is considered noncontributing when its UB-WCET is less than the LB-WCET of another path within the same loop (or outermost level of a function). Noncontributing paths cannot affect the WCET. The WCET code positioning algorithm is described in Figure 8 . Note that the algorithm is implemented in the compiler, which gets the WCET path information from the timing analyzer, as shown in Figure 6 .
At this point target-misalignment penalties are not assessed by the timing analyzer, since WCET target alignment, described in Section 3, is performed after WCET code positioning. The algorithm selects one unpositioned edge at a time to make contiguous. An edge is selected by first examining the paths that most affect the WCET. Thus, paths are weighted by the maximum number of times that they can be executed in the function to ensure its effect on the WCET is accurately represented. In fact, the number of iterations in which a path may be executed can be restricted due to constraints on branches.
After selecting an edge to be contiguous (and possibly making one or more other edges noncontiguous), the UB-WCET and LB-WCET of each path are recalculated. By making two blocks contiguous, a useless jump inserted at the beginning of the algorithm will be removed or a taken branch may become a non-taken branch between the two contiguous blocks. At the same time, the branch condition may be reversed to reflect the change. The UB-WCET will decrease step by step since more and more edges are made contiguous, while the LB-WCET will increase since more and more unpositioned edges become noncontiguous. The algorithm continues until all edges have been positioned. At the end of the algorithm, the LB-WCET and UB-WCET should be the same for every path. This greedy algorithm attempts to choose the worst-case edge at each point in the positioning.
Consider the source code in Figure 9 , which is a contrived example to illustrate the algorithm. Figure 10 shows the corresponding control flow that is generated by the compiler. While the control flow in the figure is represented at the source code level to simplify its presentation, the analysis is performed by the compiler at the assembly instruction level after compiler optimizations are applied to allow more accurate timing predictions. Note that some branches in Figure 10 have conditions that are reversed from the source code to depict the branch conditions that are represented at the assembly instruction level. Several unconditional jumps, represented in Figure 10 as goto statements underneath dashed lines, have been inserted to make all transitions between basic blocks result in a transfer of control penalty. The unconditional jumps in blocks 3 and 6 were already present. Conditional branches are represented as if statements in Figure 10 . The transitions (directed edges) between nodes are labeled so they can be referenced later. Figure 11 shows the paths through the controlflow graph. Paths A-D represent paths within the loop. Path E represents the outer level path, where the loop is considered a single node within that path. We consider backedges (directed edges back to the entry point of the loop) to be part of the paths within the loop, since these edges can be traversed on all loop iterations, except for the last one. Likewise, the exit edges (directed edges leaving the loop) are considered part of the outer paths containing the loop, since an exit edge is executed, at most, once each time the loop is entered. Table I shows how WCET code positioning is accomplished for the example shown in Figures 10 and 11 . At each step the status for each edge and the current UB-WCET and LB-WCET for each path, calculated from the timing analyzer, are shown. Initially all edges are unpositioned, as shown in step 0. For each step, an edge is selected to be contiguous and one or more edges become noncontiguous. Thus, after each step, one or more paths have their UB-WCET reduced and one or more paths have their LB-WCET increased.
r In the first step, the algorithm selects edge j to be contiguous, since it reduces the UB-WCET of all four paths in the loop. This selection also causes edges a and k to become noncontiguous, which results in only a small increase for the LB-WCET of the entire function (path E), since these edges are outside the loop. r In the second step, edge i is selected, since it is part of path D, which contains the greatest current UB-WCET. The algorithm chooses edge i instead of another edge in path D, since edge i is also part of path B, which contains the second greatest WCET at that point. Note that edge g could have also been chosen at this point. Since path B and path D share edge i, the UB-WCET of the two paths decreases by three cycles. By making edge i contiguous, edge h becomes noncontiguous. Both Path A and Path C contain the noncontiguous edge h, so the LB-WCET of both paths increases by three cycles. r Edge g is selected to be contiguous in the third step, since that is also part of path D, which still contains the greatest UB-WCET. The UB-WCET of path B and path D decreases because edge g is a part of path B and Path D. The LB-WCET of path A and path C increases because edge f becomes noncontiguous, while path A and path contain edge f. r Edge e becomes contiguous in the fourth step, since it is part of path C, which currently contains the greatest UB-WCET. Edge c is the only unpositioned edge along path C. At this point, path D's UB-WCET becomes 29, which is less than the LB-WCET of 30 for path A. Thus, path D is now noncontributing. r During the fifth step, edge b is selected since it is part of path A, which contains the current greatest UB-WCET. At this point all of the edges have been positioned and the UB-WCET and LB-WCET for each path are now identical. The original positioning shown in Figure 10 , but without the extra jumps inserted to make all transitions noncontiguous, has a WCET of 31,018 or about 14.8% greater than after WCET code-positioning.
While the edges have been positioned according to the selections shown in Table I , the final positioning of the basic blocks still has to be performed. The list of contiguous edges in the order in which they were selected are 8 → 2, 7 → 8, 5 → 7, 4 → 5, and 2 → 3. Connecting these edges by their common nodes, we are able to determine that six of the nine blocks should be positioned in the order 4 → 5 → 7 → 8 → 2 → 3. The remaining blocks, which are 1, 6, and 9, can be placed either before or after this contiguous set of blocks. In general, there may be several contiguous sets of blocks in a function and these sets can be placed in an arbitrary order. We always designate the entry block of the function as the first block in the final positioning to simplify the generation of the assembly code by our compiler and the processing by our timing analyzer. Note that the entry block can never be the target of an edge in the control flow, because of the prologue code for the function being generated in this block. The process of the code positioning for this example is summarized in Figure 12 , where the contiguous edges have thicker transitions and the steps are identified in which the edges are positioned. Figure 13 shows the final positioning of the code after applying the WCET code-positioning algorithm. By contrasting the code in Figure 10 with the final positioning in Figure 13 , one can observe that performing the final positioning sometimes requires reversing branch conditions, changing target labels of The portion of our greedy algorithm (shown in Figure 8 ) that most affects the analysis time is the computation performed by the timing analyzer, which is invoked each time an edge is selected to become contiguous. Given that there are n basic blocks in a function, there can be, at most, n-1 contiguous edges; sometimes there are fewer. For instance, only five edges were selected to be contiguous instead of n-1 or eight edges for the example shown in Table I and Figure 13 . Thus, the timing analyzer is invoked, at most, n-1 times for each function, which is much less than the n! invocations that would be required if every possible basic block ordering permutation was checked.
WCET TARGET ALIGNMENT
After the basic blocks have been positioned within a function, WCET target alignment is performed to further reduce the extra transfer of control penalties due to misaligned targets, as illustrated in Figure 3 . We attempt to add no-ops before the target instruction to make the target instruction fit into one fetch set. Figure 14 shows an example where the target instruction is in a single fetch set after we add a no-op instruction to force this misaligned target instruction to not span the fetch set boundary.
WCET target alignment attempts to minimize the number of target misalignment penalties in the following manner. In order to find the right place to add no-op instructions, the function is partitioned into relocatable sets of basic blocks. The first block in a relocatable set is not fallen into from a predecessor block and the last block ends with an unconditional transfer of control, such as an unconditional jump or a return. A relocatable set of blocks can be moved without requiring the insertion of additional instructions. For instance, the code in Figure 13 after WCET positioning has four relocatable sets of blocks, which are {1}, {4, 5, 7, 8, 2, 3}, {6}, and {9}. In contrast, the original flow graph of blocks in Figure 10 has three relocatable sets, which are {1, 2, 3}, {4, 5, 6}, and {7, 8, 9}.
• W. Zhao et al. After WCET code positioning, the relocatable sets of blocks are aligned, one set at a time, from the top of the function to the bottom of the function by inserting no-ops before relocatable sets. Since each instruction has to be aligned on a word boundary (two bytes) and each fetch set consists of four words, there are four different possible positionings for each relocatable set. The different alignments are accomplished by inserting 0, 1, 2, or 3 no-ops before the beginning of the relocatable set, where each no-op is one word in size. The locations where no-ops can be inserted before each relocatable set of blocks is illustrated in Figure 15 . Note that these no-ops instructions are not reachable in the control flow and are never executed.
The timing analyzer is invoked four times to determine the best number of inserted no-ops (from 0 to 3) for each relocatable set of blocks based upon the WCET of the function. Thus, the timing analyzer is invoked 4(m-1) times for each function, where m is the number of relocatable sets of blocks to be aligned. The number of no-ops with the lowest WCET for the function is chosen for each relocatable set. In the case that the WCET is the same for two or more options, the option with the fewest no-ops is selected.
To help support this analysis, we added an option to the timing analyzer to only assess misalignment penalties within a range of blocks. Therefore, when the best number of no-ops is determined for a relocatable set at the top of the function, the effect of these no-ops on the remaining relocatable sets not yet aligned is not considered, since these relocatable sets at the bottom of the function will be aligned later anyway.
We could attempt a more aggressive approach by trying all permutations of ordering relocatable sets of blocks, in addition to inserting no-ops. This approach could potentially reduce the number of no-ops inserted. However, we have found that the code size increase is small and our current approach is quite efficient.
RESULTS
This section describes the results of a set of experiments to illustrate the accuracy of the SC100 timing analyzer and the effectiveness of improving the WCET by using WCET code positioning and target alignment. Table II shows the benchmarks and applications used to test the effectiveness of these optimizations. These include benchmarks or programs used in previous studies by various groups (FSU, SNU, Uppsala) working on WCET timing analysis. These benchmarks in Table II were selected since they do have conditional constructs, which means the WCET and ACET input data may not be the same. Traditionally, WCET benchmarks are quite small to make them amenable to timing analysis. First, it is often difficult to manually determine the WC input data to verify the accuracy of the timing analysis. Second, most timing analyzers, including ours, cannot make WCET predictions for programs containing unbounded loops, recursion, indirect calls, or calls to perform dynamic allocation or I/O. Thus, standard benchmark suites, such as SPEC or MiBench, are not used in timing analysis.
All input and output were accomplished by reading from and writing to global variables, respectively, to avoid having to estimate the WCET of performing actual I/O. If the input data for the original benchmark was from a file, then we modified the benchmark so that a global array is initialized with constants. Likewise, output is written to a global array.
• W. Zhao et al. In order to verify the accuracy of the WC timing analyzer, the SC100 simulator from StarCore is used to obtain the execution time driven by the WC input data. The WC input data is meticulously determined by hand through testing since the WC paths are often difficult to detect manually, because of the transfer of control penalties. Therefore, these benchmarks are classified into two categories: Small and Larger benchmarks (shown in Table II ). The Small benchmarks have simple enough control flow where the WC input data can be manually detected. Therefore, the WCET from the timing analyzer is close to the execution time obtained from the simulator. However, the WC input data is more difficult to manually detect for the Larger benchmarks. Therefore, the WCET from the timing analyzer may be much larger than the execution time obtained from the simulator for these larger benchmarks, since the observed cycles may not represent the execution of the WC paths. Table III shows the instruction code size and the lines of source code for these benchmarks. The instruction code size of the Larger benchmarks is no less than 250 bytes, while the code size is under 200 bytes for Small benchmarks.
In Table III , the base compilation time is the wall-clock time without performing code-positioning, while the position compilation time is the wall-clock time with WCET code positioning and target alignment. The time ratio indicates the compilation overhead of performing WCET code positioning and target alignment. Most of this overhead is due to repeated calls to the timing analyzer. While this overhead is reasonable, it could be significantly reduced if the timing analyzer and the compiler were in the same executable and passed information via arguments instead of files. Note that base compilation time in the table is slightly longer than the regular VPO compilation time, since our compiler has to invoke the timing analyzer at the end of the compilation to obtain the baseline WCET. Table IV shows the accuracy of our timing analyzer and the effect on WCET after code positioning and target alignment. The results before positioning indicate the measurements taken after all optimizations have been applied, except for WCET code positioning and target alignment. The observed cycles were obtained from running the compiled programs with WC input data through the SC100 simulator. The WCET cycles are the WCET predictions obtained from our timing analyzer. The WCET cycles should be larger than or equal to the observed cycles, since the WCET is the upper bound for the execution time and it should never be underestimated. The ratios show that these predictions are reasonably close for Small programs since it was not too difficult to determine the WC input data for Small programs or programs with few paths. For some Larger programs, it is harder to manually determine the WC input data, so the WCET from the timing analyzer is much larger than the observed cycles obtained from the simulator. This does not necessarily imply that the timing analyzer is inaccurate, but rather that the input data may be not executing the WC paths. We did not obtain the observed cycles after WCET positioning or WCET alignment since this would require new WCET input data due to changes in the WCET paths.
The results after positioning indicate the measurements taken after the WCET code-positioning algorithm described in Section 6 is applied immediately following the preceding optimization phases. The WCET cycles represent the new predicted WCET by the timing analyzer. The positioning ratio indicates the ratio of the WCET cycles after positioning divided by the WCET cycles before positioning. There was over a 9% average reduction in WCET for small benchmarks by applying the WCET code-positioning algorithm, while there was 6.8% average reduction in WCET for all benchmarks. The results after alignment indicate the measurements that were obtained after the WCET target alignment algorithm in Section 7 is applied following WCET code positioning. There was often no benefit from target alignment since the misaligned targets, as depicted in Figure 3 , do not occur that frequently. The WCET cycles again represent the new predicted WCET by the timing analyzer. The alignment ratio indicates the ratio of the WCET cycles after alignment as compared to the WCET cycles before positioning. Three of the ten Small benchmarks improved because of the WCET target alignment, while three out of six Larger benchmarks improved, which resulted in over an additional 0.8% average reduction in WCET. Figure 16 shows in a chart the effect that WCET code positioning and alignment have on the WCET.
While the results in Table IV show a significant improvement in the predicted WCET, it would be informative to know if better positionings than those obtained by our greedy WCET code-positioning algorithm are possible. Like most benchmarks used for WCET prediction studies, the size of each Small benchmark is fairly small so that the WCET input data can be manually determined and the WCET observed cycles can be measured. The functions in these Small benchmarks were small enough so that the WCET for every possible permutation of the basic block ordering could be estimated. The number of possible orderings for each function is n!, where n is the number of basic blocks, since each block can be represented, at most, once in the ordering. Table V shows the results of performing an exhaustive search for the best WCET code positioning for Small benchmarks, where the WCET is calculated for each possible permutation. The number of permutations varies, depending upon the number of routines in the benchmark and the number of basic blocks in each function. Unlike the measurements shown in Table IV , these WCET results exclude target-misprediction penalties. Our WCET positioning algorithm does not take target-misprediction penalties into account when making positioning decisions, since the WCET target-alignment optimization occurs after positioning. Thus, the WCETs are in general slightly lower than the WCETs, shown in Table IV .
The minimum WCET represents the lowest WCET found by performing the exhaustive search. There are typically multiple code positionings that result in an equal minimum WCET. We found that the greedy WCET obtained by our algorithm was always identical to the minimum WCET for each function in each benchmark for the Small test suite. It appears that our greedy algorithm is very effective at finding an efficient WCET code positioning and we anticipate that it would also work well on larger benchmarks.
The default WCET and maximum WCET are also given in Table V . The default WCET represents the WCET of the default code layout without code positioning. On average, the default WCET is 11.6% worse than the minimum WCET. The maximum WCET represents the highest WCET found during the exhaustive search. The results show that the maximum WCET is 50.2% higher, on average, than the minimum WCET. While the default WCET is relatively efficient compared to the maximum WCET, the greedy WCET still is a significant improvement over just using the default code positioning.
Invoking the timing analyzer n! times when performing an exhaustive search for each function would require an excessive amount of time. Instead, we initially invoked the timing analyzer once without assessing transfer of control penalties to obtain a base WCET time for each path. For each permutation we adjusted each path's WCET by adding the appropriate transfer of control penalty to each noncontiguous edge. After finding the minimum WCET permutation, we invoked the timing analyzer again for this permutation to verify that our preliminary WCET prediction without using the timing analyzer was accurate. While this approach is potentially less accurate, we were able to obtain results in a few hours. Invoking the timing analyzer for each permutation would have taken significantly longer.
The effect on ACET after WCET code positioning and target alignment is shown in Table VI . The ACET cycles are obtained from the simulator when random numbers are used as the input data. The baseline ACET cycles are obtained before code positioning. The average ACET for these benchmarks after code positioning is reduced by 7.4%. Although the goal of the target alignment is for WCET, it also reduces ACET by 0.1%. While some benchmarks get similar ACET benefits as WCET benefits, such as benchmarks keysearch and summidall, some other benchmarks have ACET benefits that are greater or less than the WCET benefits. Since the code positioning algorithm reduces the execution time of the WC paths while increasing the execution time of other paths, the ACET benefit after code-positioning depends on how frequently the WC paths are driven by the ACET input data. Furthermore, if the blocks comprising the frequent path are a subset of the blocks comprising the WC path, WCET code positioning may reduce the WCET while not increasing the execution time of other paths. For instance, the difference in the execution time of the two paths in the benchmark findmax is only one cycle. After code positioning, the execution time of the original WC path is reduced by three cycles while the execution time of the other path stays the same. Therefore, the other path becomes the new WC path. The WCET is reduced by only one cycle each iteration since the WC path changes. However, the ACET is obtained by using random input data, which drives both paths. Since the execution time of one path is reduced by three cycles and the baseline in cycles for ACET is smaller than the WCET baseline, the ACET benefit is larger than the WCET benefit after code positioning for this benchmark.
FUTURE WORK
We have performed code positioning and target-alignment optimizations based on the WC path information from the timing analysis. There is much future research that can be accomplished to enhance this code-positioning algorithm.
1. The WCET code-positioning algorithm could be used to improve the WCET for applications on other processors. Besides improving WC performance by reducing the transfers of control along the WC paths, this algorithm may be adapted to improve instruction cache performance along the WC path for processors with caches. Data cache performance may also be improved by this effort, although it may be more subtle. 2. We can attempt to reduce the compilation time. Longer compilation times may be acceptable for embedded systems, since developers may be willing to wait longer for more efficient executables. However, people working in industry still want to reduce the compilation time so they have more time to try more options, while developing software for embedded systems. The compiler and the timing analyzer are separate processes and exchange data via files. If we could merge the compiler and the timing analyzer into one process, it would speed up the algorithm. 3. Currently, the algorithm is automatic for benchmarks with bounded loops, since the timing analyzer can give exact clock cycles for the WCET of this kinds of programs. If the timing analyzer can produce WCET with a symbolic number of loop iterations as the parameters, then this algorithm can be modified to reduce the WCET for programs whose number of iterations cannot be statically determined by the compiler [Vivancos et al. 2001] . While the algorithm may not be able to determine which loop nests require the most cycles, the algorithm could be used to minimize the WCET within a loop nest.
CONCLUSIONS
In this paper, we have described a code-positioning algorithm that is driven by WCET path information from timing analysis, as opposed to ACET frequency data from profiling. WCET code positioning is more challenging than ACET code positioning, since the WC paths may change after changing the order of basic blocks. A WCET code-positioning optimization should attempt to minimize the maximum execution time among all the paths. Our algorithm addresses this issue by initially assuming that all edges are unpositioned. At each step, the algorithm conservatively estimates the WC paths in the function, based on the currently unpositioned edges and uses this information to select the next edge to make contiguous. The edges along the WC paths have highest priority to become contiguous to reduce the branch penalties. The paths that cannot contribute to the WCET are determined by calculating when their UB-WCET is less than the LB-WCET of another path in the same loop or outermost level of a function. Edges that appear in only noncontributing paths have the lowest priority for being made contiguous. We have implemented the algorithm and have demonstrated that it can improve the WCET of applications on a machine with transfer of control penalties. In fact, our greedy WCET code-positioning algorithm obtains optimal results on the SC100 for tested programs with a small number of basic blocks. A related compiler optimization called WCET target alignment has also been implemented and evaluated. The target alignment optimization reduces WCET due to target-misalignment penalties. Thus, we have shown that it is feasible to develop specific compiler optimizations that are designed to improve WCET using WCET path information as opposed to improving ACET using frequency data. Code positioning determines the order of the basic blocks, but, in general, does not change the code size. Therefore, code positioning is an appropriate compiler optimization to reduce the WCET for embedded systems, since the space for the code in embedded systems is also a limited resource.
