The authors evaluated the validity of trust in automation and information technology (IT) suspicion by examining their factor structure and relationship with decision confidence.
IntroductIon
Research on trust, specifically, trust in automation, has burgeoned in recent years because of the proliferation of automation throughout our society. Automation, herein defined as the "execution by a machine agent of a function that was previously carried out by a human" (Parasuraman & Riley, 1997, p. 231) , has become an omnipresent aspect of modern life. The role of automation in daily life is vast, and this trend of placing more and more human activity in the hands of automated tools will continue to grow at exponential rates. This trend is evident within military doctrine, which calls for increased use of automation to supplant the inherent information-processing limitations of humans. Increasingly, the role of humans is to supervise automated tools, monitor automated tool performance, and intervene when needed (Muir, 1994) . However, there are sometimes costs associated with automation, and these costs may lead to unintended consequences (Parasuraman & Riley, 1997) .
For example, research has shown that highly reliable automation fosters complacency among users (Rovira, McGarry, & Parasuraman, 2007) , which, in turn, can lead to catastrophic performance errors. Some high-profile accidents have been blamed on overreliance on automation. Thus, researchers are called to better understand when and how humans will develop "appropriate reliance" on automated tools (Lee & See, 2004) . However, measurement of trust in automated systems has proven to be an elusive endeavor. The current study explored the construct validity of an established trust-inautomation scale in relation to a novel scale measuring information technology (IT) suspicion. This study is the first of its kind to simultaneously explore the dimensionality of trust in automation and IT suspicion.
Trust represents an individual's intention to accept vulnerabilities from others with the expectation of positive outcomes (Mayer, Davis, & Schoorman, 1995) . Research on interpersonal trust has distinguished trust from its antecedents. Notably, interpersonal trust is believed to be driven by dispositional forces (e.g., one's propensity to trust) and indicators of trustworthiness (e.g., ability, integrity, and benevolence) (Colquitt, Scott, & LePine, 2007; Mayer et al., 1995; Mayer & Davis, 1999 ). Yet trust is relevant within interpersonal relationships and in interactions with automation (Lee & See, 2004; Madhavan & Wiegmann, 2007; Parasuraman & Riley, 1997) . Foundational trustin-automation research revealed that human perceptions of trust predicted the use of automated aids in supervisory control scenarios above and beyond the actual reliability of the system (Lee & Moray, 1994; Muir & Moray, 1996) . This work was critical in demonstrating that the psychological experience of trust was a significant influence on how humans interacted with automated systems. Yet questions still remain regarding appropriate measures of trust in automation.
Within the past decade, researchers have explored measures for gauging trust in automation. Jian, Bisantz, and Drury (2000) tested a series of items related to Sheridan's (1988) taxonomy of trust dimensions (reliability, robustness, familiarity, understandability, explication of intent, usefulness, and dependence) as well as Muir and Moray's (1996) trust dimensions (predictability, dependability, faith, competence, responsibility, and reliability). It should be noted that unlike the interpersonal trust literature, research on trust in automation has not typically distinguished trust from trustworthiness. Notably, the dimensions discussed here largely reflect aspects of trustworthiness. Jian and colleagues found evidence for a unidimensional scale to index perceptions of trustworthiness of the automated system. However, researchers have suggested that trust and distrust are independent constructs. For example, Lewicki, McAllister, and Bies (1998) believe that trust and distrust represent psychological states that involve some degree of certainty about a stimulus in either a positive (i.e., trusting) or negative (i.e., distrusting) fashion.
Furthermore, research on dispositional trust in e-commerce has shown that dispositional forms of trust and distrust are orthogonal (McKnight, Kacmar, & Choudhury, 2004) . This perspective raises two important questions regarding the nomological network of trust in automation. First, are trust and distrust of automation orthogonal constructs, or are they merely two ends of a unidimensional trust in automation construct? Second, if trust and distrust are separate factors that represent movement toward certainty with regard to a particular stimulus, what factor could be used to account for uncertainty in a target stimulus? To address the second question, one must look to the concept of suspicion.
When individuals are uncertain about the implications of a particular stimulus, they may become suspicious of that object. Suspicion, therefore, can be defined as the degree of uncertainty one has when interacting with a particular stimulus, in this case, a computer system that includes an automated tool. One possible way to index this uncertainty is to examine perceptions of anomalies within a situation. Research supporting the concept of suspicion has emerged in the interpersonal domain whereby researchers were focused on understanding suspicion and deception within communication. Early work on deception detection identified a dispositional tendency for some individuals to be biased toward suspecting others of trying to deceive them (i.e., generalized communicative suspicion; Levine & McCornack, 1991) . This research led to the development of an assessment to determine the extent to which individuals were suspicious of others called the Generalized Communications Suspicion Scale (GCS; Levine & McCornack, 1991) .
More recently, research has shown that individuals' scores on the GCS were negatively related to the propensity to trust in two studies (Bond & Lee, 2005) ; however, factor analytic methods were not incorporated to examine the factor structure of these two constructs. The moderate correlations reported by Bond and Lee (2005; rs = -.50 and -.41) suggest that trust and suspicion are related but not completely dependent constructs.
In addition to the dispositional aspects of suspicion, McCornack and Levine (1990) discuss state-based suspicion, which is driven by contextual cues suggesting that a stimulus is of questionable veracity. These cues may represent dissonance between one's expected reality and one's perceived reality. Given the proliferation of computers, it is likely that many if not most people in modern societies have preexisting attitudes about using computers. When these computer systems perform in anomalous ways, individuals' expectations may be violated, resulting in tension or, in this case, suspicion. Trustworthiness indicators are also cues used to establish perceptions of a stimulus, yet little is known about the relationship between trustworthiness cues and state-based suspicion, as both are influenced by cues that must be perceived by an individual.
A recent study provides some evidence that trust and suspicion are independent processes. Sinaceur (2010) created conditions in which participants were cued to either trust, distrust, or be suspicious of another person in an interpersonal scenario. The researcher manipulated trustworthiness indicators to induce high and low trustworthiness as well as uncertainty (i.e., suspicion). Participants in the suspicion condition engaged in greater information search tactics relative to the trust and distrust conditions. Furthermore, participants in the suspicion condition evidenced more conscious motive attributions to the actions of the other person in the scenario, which suggests that these participants were more critical of their fellow participants' motives. However, it is unclear how suspicion, specifically, suspicion associated with IT, relates to trust in automation. In the current study, we evaluated these two constructs using factor analytic methods.
Trust in automation was believed to be independent of one's suspicion beliefs regarding the computer system in which the automation resides. In addition to using factor analysis, the authors tested the unique influence of both trust in automation and IT suspicion on decision confidence. Past research has shown that extreme suspicion is negatively related to confidence in one's decisions (Toris & DePaulo, 1985) . Furthermore, research has also shown that decision confidence affects reliance on automated tools (Lewandowsky, Mundy, & Tan, 2000) . In the current study, an automated tool offered decision support to users during a decisionmaking scenario, and as such, it represents a more proximal influence on decision confidence relative to IT suspicion. Proximal constructs have a greater impact on behavior and attitudes relative to more distal constructs (Fishbein & Ajzen, 1975) ; thus, trust in automation was expected to be related to decision confidence, and IT suspicion was not.
In summary, we explored the factor structure of trust in automation and IT suspicion while examining their unique relationships with a relevant outcome for scenarios requiring interactions with automated tools, namely, decision confidence. It was expected that trust in automation and IT suspicion would comprise orthogonal constructs. Furthermore, it was expected that trust in automation (as a more proximal construct) would uniquely predict decision confidence and that IT suspicion (as a more distal construct) would not.
Method Participants
Participants (N = 72) from a midwestern Air Force base participated in the study on a volunteer basis with no remuneration. The age distribution of the sample ranged from 18 to 66 (mean = 37). The majority of the sample were male (75%), and most of the sample were government civilians (60%), followed by military (20%) and students (20%). Almost all (98%) of the sample reported moderate to high comfort in operating computers, 91% indicated spending at least 13 hr or more working on a computer during a typical week, and 70% indicated working on a computer at home for at least 5 to 7 hr per week. Thus, the participants in this sample were highly familiar with computers. However, none of the participants had any experience with the computer-based decisionmaking scenario used in the present study. Note. Items selected for a particular factor are bolded.
Measures
Trust in automation. Trust in automation was measured with the use of an established 11-item scale (Jian et al., 2000) . Participants used a 7-point Likert-type scale to rate their agreement with items that asked about reliability, dependability, and other aspects of the automation (the full scale can be found in Table 1) .
IT suspicion. IT suspicion was measured with the use of a 9-item scale. Participants used a 7-point Likert-type scale to rate their agreement with items assessing their perception of abnormal activities within the IT system during the experiment. Example items include "I noticed no unusual behaviors," "My computer was acting normally," and "The software on this computer operated the way I expected it to." Decision confidence. Decision confidence was measured with the use of a 5-item scale created for this study. Following their route choice, participants used a 7-point Likert-type scale to rate the degree to which they were confident in their route choice. Example items included "I feel confident about my decision" and "I feel like I made the right choice."
experimental task
A modified version of the research platform Convoy Leader (Lyons, Stokes, Garcia, Adams, & Ames, 2009 ) was used as the experimental platform. Convoy Leader is a computer-based task that simulates a convoy scenario. Participants were asked to select the best possible route based on (a) a map display indicating historical hostile areas; (b) streaming sensor data informing the participant of the thermal, audio, and magnetic activity in four overlapping areas; and (c) an automated-decision aid that generated newly projected hostile areas and a suggested route based on real-time data (see Figure 1 for a screenshot) .
Following a training phase including two practice trials, participants completed nine 3-min trials, each of which presented two route options. Vulnerability, a critical assumption within the trust domain, was established by scenarios in which participants were forced to make decisions based on conflicting information. A low-vulnerability route was characterized by agreement between historical hostile areas on the map display and projected hostile areas generated by the automated-decision aid, indicating a safe route. In high-vulnerability routes, the historical hostile areas conflicted with the aid's projected areas, forcing participants to place trust in either the historical map display or the automated aid. Previous research has shown that this type of manipulation influences risk perceptions ).
Procedure
Experimental sessions were held in a computer laboratory, and participants conducted the experiment at separate stations. After obtaining informed consent, participants completed a background survey, which included demographics (e.g., age, gender) as well as several questions relating to their use of computers at work and at home. Following the background survey, participants completed a short task training phase (approximately 20 min) that included a slide presentation describing the task in detail and two 3-min practice trials to familiarize the participants with the interface. The training was piloted with a few individuals prior to the experiment to ensure that the training provided adequate information for potential participants in terms of ensuring their competence and understanding of the task. At the conclusion of the training phase, participants completed the experimental trials. The nine experimental trials were split into three sessions (three trials each), and the trust and IT suspicion measures were completed at the end of each session. Decision confidence scales for each trial were averaged for each session. results All scales evidenced acceptable reliability (all coefficient alphas were >.70 ; Nunnally, 1978) . Principal axis factoring with a varimax rotation was used to examine the factor structure of the items. Items were dropped when they did not clearly load onto a single factor (e.g., evidencing high factor loadings on multiple factors). This situation occurred for Item 11 on the trust-in-automation scale and Items 5 and 6 in the suspicion scale. As shown in Table 1 , four factors emerged with eigenvalues greater than 1.0. However, the fourth factor was not interpretable with only one item, and thus, Item 1 (from the suspicion scale) and, subsequently, the fourth factor were dropped from further analyses. The three remaining scales were created without the aforementioned items. The first factor accounted for 37% of the variance. The second factor added 16% of the variance, and the third factor added 9% of the variance accounted for. After review of the items, we labeled the factors trust, suspicion, and distrust for Factors 1 through 3, respectively. The suspicion items were reverse coded such that higher scores denote higher levels of suspicion.
As shown in Table 2 , trust, suspicion, and distrust were moderately correlated. Specifically, trust was negatively related to both distrust and suspicion, and distrust was positively related to suspicion. Given the correlations between trust, distrust, and suspicion, hierarchical multiple regression analyses were used to ascertain their unique relationships with decision confidence and subsequent changes in decision confidence. As shown in Tables 3 through 5 , distrust initially predicted less decision confidence at Time 1, and trust uniquely predicted greater decision confidence at Time 2.
dIscussIon
In the current study, we examined the construct validity of trust in automation and IT suspicion using factor analytic procedures. To date, no studies have simultaneously examined trust in automation and IT suspicion. The results indicated that trust in automation and IT suspicion represent orthogonal constructs. Trust in automation was best characterized as a twodimensional construct consisting of trust and distrust. These findings are consistent with Lewicki and colleagues' (1998) proposition that trust and distrust are orthogonal constructs and adds to the growing empirical evidence that suggests that trust and distrust are orthogonal processes (McKnight et al., 2004) . Additionally, neuroimaging studies have shown that trust and distrust activate different parts of the brain (Dimoka, 2010) , which suggests that trust and distrust may be involved in different cognitive or emotional processing. In fact, researchers have suggested that trust is based on feelings of calmness and security, whereas distrust is associated with fear and worry (McKnight & Chervany, 2001) .
Ultimately, a lack of trust in automation does not mean high distrust of that automation. Similar to state affect, whereby positive state affect and negative state affect are actually orthogonal (Watson, Clark, & Tellegen, 1988) , trust in automation appears to be best represented by two constructs with either a positive or a negative valence. It may be that trust and distrust represent correspondence to perceptions that are either positive or negative with some degree of certainty (Lewicki et al., 1998) .
Attitudes about the trustworthiness (or lack of trustworthiness) of an automated system appear to be independent of the suspicion beliefs targeting the larger IT system that encompasses the automation. Previous researchers have suggested that state-level suspicion is driven by cues in the environment (McCornack & Levine, 1990) . Similarly, trustworthiness of an automated system is driven by cues related to the system's performance (Merritt & Ilgen, 2008; Muir, 1994) . The current research shows that these cues may be different depending on the target in question, be it an automated tool or, more broadly, an IT system.
The current study also demonstrated that trust in automation and IT suspicion have differential effects on decision confidence. Initial distrust predicted less decision confidence. It may be that negative information weighs more heavily than positive cues when making trust-based decisions 
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Note.
Cronbach's alphas are in parentheses. Reliabilities for decision confidence represent the average alpha for the three trials within that period.
*p < .05. **p < .01. (Lee & See, 2004) , particularly early in the interaction, when trust-based perceptions tend to be influenced by familiarity (Webber, 2008) . At Time 2, however, trust appeared to predict greater decision confidence, as expected. Past research has shown that machine characteristics (i.e., indicators of trustworthiness) were predictive of trust later in an interaction but not of initial trust perceptions (Merritt & Ilgen, 2008) . In the current study, one's initial distrust may have been driven by participants' lack of familiarity with the system, and this may have subsequently lowered decision confidence perceptions among participants. On the contrary, perceptions of trustworthiness later in the interaction appeared to have a positive influence on participant's decision confidence.
Implications and Future research
The current findings have important implications for research. First, trust in automation appears to be multidimensional. Researchers exploring the construct of trust in automation might consider separating this construct into positive and negative dimensions. Second, perceptions of suspicion regarding an IT system appear to be different from trust and distrust of an automated decision aid. Trust likely corresponds to positive beliefs of the trustworthiness of a system with some degree of confidence in that belief. In contrast, distrust appears to represent a lack of trustworthiness. Suspicion, on the other hand, appears to be something else, and it warrants independent assessment in future studies. Finally, it appears that both distrust (initially) and trust influence decision confidence in meaningful ways. Thus, researchers should seek to better understand the factors that foster trust and distrust in automated systems. One way to foster calibrated trustworthiness perceptions of automation is to educate users on the potential limitations of the automation and its algorithmic underpinnings (Dzindolet, Peterson, Pomranky, Pierce, & Beck, 2003) . Future research should focus on three areas. First, researchers should examine the impact of uncertainty perceptions on trust in automation and IT suspicion. The manipulation of uncertainty appeared to be a key element that distinguished between trust, distrust, and suspicion conditions in previous research (Sinaceur, 2010) . Future experiments should inject elements of uncertainty and explore whether trust, distrust, and IT suspicion show differential effects on behavior and attitudes.
Second, researchers may consider the role of affective processes when looking at trust and distrust. Past research has shown that affect influences trust perceptions within interpersonal interactions (Dunn & Schweitzer, 2005; Lount, 2010) and in interactions with automation (Stokes et al., 2010) . It may be that trust and distrust correspond to positively and negatively affective experiences, as suggested by McKnight and Chervany (2001) .
Finally, future research should explore the concept of perceived vulnerability. Past research has shown different effects for trust and distrust under low-and high-risk web perceptions (McKnight et al., 2004) . Furthermore, studies have shown that users' reliance on different information sources varies by vulnerability levels such that individuals rely on inputs from computers significantly more often than on inputs from unfamiliar humans in high-vulnerability conditions ). Thus, vulnerability should be considered when evaluating the differential impacts of trust and distrust.
limitations
There are several limitations of current study. Most notably, the current study measured perceptions of trustworthiness rather than actual reliance on the automation. Unlike research in the interpersonal trust domain, the trust-in-automation literature is in need of a valid measure to separate the process of trust (i.e., reliance on an automated system) from its antecedents (i.e., system trustworthiness and dispositional influences). Although this is a limitation of the current study, it is also shared by much of the trust-in-automation literature. A second limitation is the lack of an uncertainty manipulation. Uncertainty appears to be an important factor in understanding the differential influence of suspicion. In the future, researchers should further explore how trust in automation and suspicion differ using scenarios that inject uncertainty into the situation.
Finally, the current study relied on self-report measures. Future studies should examine how trust in automation and suspicion are related to actual behavior (i.e., reliance on automated systems). Despite the use of self-report measures in the current study, past research has established a strong link between self-report measures of trustworthiness and actual reliance on automation (Lee & Moray, 1994; Merritt & Ilgen, 2008; Muir & Moray, 1996) . Nonetheless, research is needed to establish a relationship between IT suspicion and behavior. 
